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THE SUBALGEBRAS OF so(4,C)
ANDREW DOUGLAS AND JOE REPKA
Abstract. We classify the solvable subalgebras, semisimple sub-
algebras, and Levi decomposable subalgebras of so(4,C), up to in-
ner automorphism. By Levi’s Theorem, this is a full classification
of the subalgebras of so(4,C).
1. Introduction
Semisimple subalgebras of semisimple Lie algebras have been exten-
sively studied. Dynkin [5] and Minchenko [10], for instance, classified
the semisimple subalgebras of the exceptional Lie algebras, up to inner
automorphism. In [7], de Graaf classified the semisimple subalgebras
of the simple Lie algebras of ranks ≤ 8, up to linear equivalence, which
is somewhat weaker than a classification up to inner automorphism.
Much less research has examined general subalgebras of semisimple
Lie algebras. By Levi’s Theorem [[9], Chapter III, Section 9] any finite-
dimensional Lie algebra over a field of characteristic 0 is a semi-direct
sum of its maximal solvable ideal and a semisimple Lie algebra. A
Lie algebra with a nontrivial decomposition into a semisimple Lie al-
gebra with a solvable Lie algebra is referred to as a Levi decomposable
algebra.
We have made considerable progress in classifying both solvable
and Levi decomposable subalgebras of semisimple Lie algebras (e.g.,
[1, 2, 3, 4]). For instance, in [3], we classified the abelian extensions of
so(2n,C) in the exceptional Lie algebras En+1, up to inner automor-
phism. We classified subalgebras isomorphic to the complexification of
the (solvable) Euclidean Lie algebra e(2) in the rank 2 classical Lie alge-
bras in [2]; and the subalgebras isomorphic to the (Levi decomposable)
Poincare´ algebra in rank 3 simple Lie algebras in [4].
More recently, in [1] we classified the subalgebras isomorphic to
sl(n,C) A Cn+1, so(2n + 1,C) A C2n+1, sp(2n,C) A C2n, so(2n,C) A
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2C2n in the simple Lie algebras sl(n+1,C), so(2n+3,C), sp(2n+2,C),
so(2n+ 2,C), respectively, up to inner automorphism.
In the present article we extend the work on subalgebras of semisim-
ple Lie algebras by classifying the subalgebras of so(4,C), up to in-
ner automorphism. The classification of the semisimple subalgebras of
so(4,C) is straightforward. We classify its solvable and Levi decom-
posable subalgebras to complete the classification of the subalgebras of
so(4,C).
The article is organized as follows. In Section 2 we describe the
semisimple Lie algebra so(4,C). In Section 3 we give additional no-
tation and terminology. In Section 4 we present the classification of
solvable Lie algebras of small dimension from [7]. We then classify
the solvable subalgebras of so(4,C) in Section 5. Finally, in sections 6
and 7, we describe the classification of the semisimple subalgebras of
so(4,C) and classify its Levi decomposable subalgebras.
2. The semisimple Lie algebra so(4,C) and its
representations
The special linear algebra sl(2,C) is the simple Lie algebra of trace-
less 2 × 2 matrices with complex entries. For each m ∈ Z≥0, there is
an irreducible representation V (m) of sl(2,C) with dim(V (m)) = m.
Moreover, these are all the irreducible representations of sl(2,C). The
semisimple Lie algebra so(4,C) is isomorphic to sl(2,C)⊕ sl(2,C). It
is of type A1×A1, and has a Chevalley basis {xi, yi, hj : 1 ≤ i ≤ 2, 1 ≤
j ≤ 2} defined as follows:
(1) ah1 + bh2 + cx1 + dx2 + c
′y1 + d
′y2 =


a c 0 0
c′ −a 0 0
0 0 b d
0 0 d′ −b

 .
We end this section with a description of the representations of
so(4,C) ∼= sl(2,C) ⊕ sl(2,C). Its representations are constructed from
those of sl(2,C). If V1 and V2 are sl(2,C)-modules, then V1 ⊗ V2 is an
sp(4,C)-module with action
(2) (L1, L2) · (v1 ⊗ v2) = (L1 · v1)⊗ v2 + v1 ⊗ (L2 · v2).
We have the following well-known theorem classifying the finite-dimensional,
irreducible representations of sl(2,C)⊕ sl(2,C): The finite-dimensional
sl(2,C) ⊕ sl(2,C) representation V is irreducible if and only if V ∼=
V (n)⊗ V (m) for some n and m ∈ Z≥0, uniquely determined by V .
33. Additional notation and terminology
• Two Lie algebra embeddings ϕ and ϕ′ into g are equivalent (up
to inner automorphism) if there is an inner automorphism ψ of
g such that ψ ◦ ϕ = ϕ′. In this case we write ϕ ∼ ϕ′.
• Two subalgebras S and S ′ of g are equivalent if there is an inner
automorphism ψ of g such that ψ(S) = S ′. In this case we write
S ∼ S ′.
4. Classification of solvable Lie algebras of small
dimension
A full classification of solvable Lie algebras is not known and thought
to be an impossible task. However, classifications of solvable Lie alge-
bras in special cases have been considered. For instance, de Graaf
classified the solvable Lie algebras in dimension ≤ 4 over fields of any
characteristic [6]. Writing {z1, . . . , zm} for a basis of an algebra of di-
mension m, we describe the classification, which we consider over C,
below:
(3) J The abelian Lie algebra of dimension 1
(4)
K1 The abelian Lie algebra of dimension 2
K2 [z1, z2] = z1
(5)
L1 The abelian Lie algebra of dimension 3
L2 [z3, z1] = z1, [z3, z2] = z2
L3,a [z3, z1] = z2, [z3, z2] = az1 + z2
L4 [z3, z1] = z2, [z3, z2] = z1
L5 [z3, z1] = z2
Note that we get a nonisomorphic solvable Lie algebra L3,a for each
a ∈ C.
There are numerous families of solvable Lie algebras of dimension
4, some of which are infinite [6]. We describe only one 4-dimensional
solvable algebra from this classification, which de Graaf denotes M8,
since it is the only one of relevance to the present article:
(6) M8 [z1, z2] = z2, [z3, z4] = z4.
5. The solvable subalgebras of so(4,C)
We proceed by dimension to classify the solvable subalgebras of
so(4,C), up to inner automorphism. The results are summarized in
Table 1.
4Theorem 5.1. The classification of 1-dimensional subalgebras in so(4,C),
up to inner automorphism, is given below
(7)
J1 = 〈x1〉, J2 = 〈x2〉,
J3 = 〈h1〉, J4 = 〈h2〉,
J5 = 〈x1 + x2〉,
J6 = 〈x1 + h2〉, J7 = 〈h1 + x2〉,
J8,a = 〈h1 + ah2〉, for a ∈ C∗,
where J8,a ∼ J8,b if and only if a = ±b.
Proof. A nonzero element of 〈x1, h1, y1〉 (resp. 〈x2, h2, y2〉) is conjugate
by an element of GL(2,C), and hence SL(2,C), to precisely one of
x1 or ±αh1 (resp. x2 or ±αh2), for α ∈ C∗. Hence, a 1-dimensional
subalgebra of so(4,C) is conjugate to one of the following:
(8)
〈x1〉 = J1,
〈x2〉 = J2,
〈αh1〉 = 〈h1〉 = J3,
〈αh2〉 = 〈h2〉 = J4,
〈x1 + x2〉 = J5,
〈x1 + αh2〉 ∼ 〈x1 + h2〉 = J6,
〈αh1 + x2〉 ∼ 〈h1 + x2〉 = J7,
〈αh1 + βh2〉 = 〈h1 + ah2〉 = J8,a,
for α, β ∈ C∗, a = β
α
. Hence, Eq. (7) is a complete list of 1-dimensional
subalgebras of so(4,C).
Considering that the automorphism that “switches” the sl(2,C) com-
ponents of so(4,C) is outer, the subalgebras J1, J2, J3, J4, J5, J6, J7,
J8,a in Eq. (8) are pairwise inequivalent for any fixed a. It just remains
to show J8,a ∼ J8,b if and only if a = ±b.
Suppose J8,a ∼ J8,b; then h1 + ah2 is conjugate by an element of
SL(2,C)× SL(2,C) to λ(h1 + bh2) for some λ ∈ C. This implies that
h1 is conjugate to λh1, so that λ = ±1. Thus h1 + ah2 is conjugate to
h1 + bh2 by an element of SL(2,C) × SL(2,C), which implies ah2 is
conjugate to bh2 by an element of SL(2,C). Thus a = ±b. Conversely,
it is clear that if a = ±b, then J8,a ∼ J8,b. 
Theorem 5.2. There are precisely four subalgebras isomorphic to K1
in so(4,C), up to inner automorphism. They are:
(9) K11 = 〈x1, x2〉, K21 = 〈x1, h2〉, K31 = 〈h1, x2〉, K41 = 〈h1, h2〉.
Proof. Let 〈u, v〉 be a 2-dimensional, abelian subalgebra of so(4,C),
that is, a subalgebra isomorphic to K1.
Let u = u1 + v1, and v = v1 + v2, where u1, v1 ∈ 〈x1, h1, y1〉 ∼=
sl(2,C), and u2, v2 ∈ 〈x2, h2, y2〉 ∼= sl(2,C). Since [u, v] = 0, then
5[u1, v1] = [u2, v2] = 0. Hence, u1 and v1 are linearly dependent, as
are u2 and v2, since sl(2,C) does not contain an abelian subalgebra of
dimension greater than 1.
This implies that 〈u, v〉 must have a basis with one element in one
sl(2,C) component of so(4,C), and the other element in the other
sl(2,C) component of so(4,C). Without loss of generality, we may
assume u ∈ 〈x1, h1, y1〉, and v ∈ 〈x2, h2, y2〉.
Hence, as elements of sl(2,C), u is conjugate by an element of
SL(2,C) to (a nonzero scalar multiple of) exactly one of x1 or h1,
and v is conjugate to (a nonzero scalar multiple of) exactly one of x2
or h2. Hence, 〈u, v〉 is conjugate by an element of SL(2,C)× SL(2,C)
to one of Ki1, 1 ≤ i ≤ 4. Further, these subalgebras are clearly pairwise
inequivalent. 
Theorem 5.3. Up to inner automorphism, there are five families of
subalgebras of so(4,C) that are isomorphic to K2; two of them are
infinite:
(10)
K12 = 〈x1 + x2, h1 + h2〉, K2,a2 = 〈x1, h1 + ah2〉,
K32 = 〈x1, h1 + x2〉, K4,a2 = 〈x2, h2 + ah1〉,
K52 = 〈x2, h2 + x1〉,
for a ∈ C, and such that Ki,a2 ∼ Ki,b2 if and only if a = ±b for i = 2, 4.
Proof. Let ϕ : K2 →֒ so(4,C) be an embedding. Up to inner au-
tomorphism, we may assume ϕ(K2) ⊆ 〈x1, x2, h1, h2〉, since a Borel
subalgebra is unique up to inner automorphism, and 〈x1, x2, h1, h2〉 is
a Borel subalgebra of so(4,C). Considering the commutation relations
of K2:
(11)
ϕ(z1) = sx1 + tx2,
ϕ(z2) = ch1 + dh2 + ex1 + fx2,
for s, t, c, d, e, f ∈ C, and s, t not both zero. We now consider cases
based on the values of s and t.
Case 1. s 6= 0, t 6= 0. Then, the commutation relations of K2 imply
that c = d = −1
2
. After conjugation by
(12)


α −αe 0 0
0 αs 0 0
0 0 β −βf
0 0 0 βt

 ∈ SL(2,C)× SL(2,C),
6where α is such that α2s = 1 and β is such that β2t = 1, we may
assume
(13)
ϕ(z1) = x1 + x2,
ϕ(z2) = −12(h1 + h2).
Hence, ϕ(K2) is equivalent to the subalgebra
(14) K12 = 〈x1 + x2, h1 + h2〉.
Case 2. s 6= 0 and t = 0. The commutation relations imply c = −1
2
. If
d = f = 0, then after conjugation by
(15)


α −αe 0 0
0 αs 0 0
0 0 1 0
0 0 0 1

 ∈ SL(2,C)× SL(2,C),
where α is such that α2s = 1, we may assume
(16)
ϕ(z1) = x1,
ϕ(z2) = −12h1.
Hence, ϕ(K2) is equivalent to the subalgebra
(17) K2,02 = 〈x1, h1〉.
If d = 0, f 6= 0, then, after conjugation by
(18)


α −αe− 1
2
eαs 0 0
0 αs 0 0
0 0 β 0
0 0 0 −2βf

 ∈ SL(2,C)× SL(2,C),
where α is such that α2s = 1 and β is such that −2β2f = 1, we may
assume
(19)
ϕ(z1) = x1,
ϕ(z2) = −12(h1 + x2).
Hence, ϕ(K2) is equivalent to the subalgebra
(20) K32 = 〈x1, h1 + x2〉.
If d 6= 0, f 6= 0, then after conjugation by
(21)


α −αe + eαs 0 0
0 αs 0 0
0 0 1 f
2d
0 0 0 1

 ∈ SL(2,C)× SL(2,C),
7where α is such that α2s = 1, we may assume
(22)
ϕ(z1) = x1,
ϕ(z2) = −12h1 + dh2.
Hence (letting a = −2d), ϕ(K2) is equivalent to the subalgebra
(23) K2,a2 = 〈x1, h1 + ah2〉.
Case 3. s = 0, t 6= 0. This case follows as in Case 1 to yield K4,a2 , or
K52 .
The above cases imply that a subalgebra of so(4,C) isomorphic to
K2 is equivalent to (at least) one of the subalgebras in Eq. (10). We
now show that the subalgebras in Eq. (10) are pairwise inequivalent
(except possibly K2,a2 for different a, and K
4,a
2 for different a).
Consider K12 and K
2,a
2 : If A ∈ SL(2,C)×SL(2,C), such that A〈x1+
x2, h1 + h2〉A−1 = 〈x1, h1 + ah2〉, then A(x1 + x2)A−1 ∈ 〈x1, h1 + ah2〉,
which implies that x2 is conjugate to a multiple of ah2 in SL(2,C),
which is not possible for any a. Hence, K12 ≁ K
2,a
2 . Using similar
reasoning we have K12 ≁ K
3
2 ; K
1
2 ≁ K
4,a
2 ; K
1
2 ≁ K
5
2 ; K
3
2 ≁ K
2,a
2 ;
K32 ≁ K
4,a
2 ; K
3
2 ≁ K
5
2 ; K
2,a
2 ≁ K
4,b
2 for any a, b; K
2,a
2 ≁ K
5
2 ; and
K
4,a
2 ≁ K
5
2 .
We now consider the family of subalgebras K2,a2 : Suppose K
2,a
2 ∼
K
2,b
2 . Let A ∈ SL(2,C) × SL(2,C), such that A〈x1, h1 + ah2〉A−1 =
〈x1, h1 + bh2〉. Hence, A(h1 + ah2)A−1 = αx1 + β(h1 + bh2), for some
α, β ∈ C, which implies that h1 is conjugate in SL(2,C) to βh1 + αx1.
Consideration of eigenvalues implies β = ±1.
Thus, we have A(h1 + ah2)A
−1 = αx1 ± (h1 + bh2), so that ah2
is conjugate to ±bh2. Consideration of eigenvalues implies a = ±b.
Further, the subalgebras K2,a2 and K
2,−a
2 are conjugate via
(24)


1 0 0 0
0 1 0 0
0 0 0 1
0 0 −1 0

 ∈ SL(2,C)× SL(2,C).
Hence, we have established that K2,a2 ∼ K2,b2 if and only if a = ±b.
Similarly, K4,a2 ∼ K4,b2 if and only if a = ±b. 
Theorem 5.4. There are no subalgebras isomorphic to L1 in so(4,C).
Proof. L1 is a 3-dimensional, abelian Lie algebra. The existence of a
subalgebra isomorphic to L1 in so(4,C) would imply a 2-dimensional
abelian subalgebra in sl(2,C), which is a contradiction. 
8Theorem 5.5. There is a unique L2 subalgebra in so(4,C), up to inner
automorphism, given by L12 = 〈x1, x2, h1 + h2〉.
Proof. Consider an embedding ϕ : L2 →֒ so(4,C). Since L2 is solv-
able, it is mapped into a Borel subalgebra of so(4,C). Since there is
a unique Borel subalgebra in a semisimple Lie algebra, up to inner
automorphism, we may assume
(25) ϕ(L2) = ϕ(〈z1, z2, z3〉) ⊆ 〈h1, h2, x1, x2〉.
The commutation relations of L2 imply
(26) ϕ(〈z1, z2〉) ⊆ 〈x1, x2〉.
Hence
(27)
ϕ(z1) = sx1 + tx2,
ϕ(z2) = cx1 + dx2,
ϕ(z3) = eh1 + fh2 + gx1 + hx2,
for s, t, c, d, e, f, g, h ∈ C. The commutation relations imply e = f = 1
2
.
After conjugation by
(28)


1 g 0 0
0 1 0 0
0 0 1 h
0 0 0 1

 ∈ SL(2,C)× SL(2,C).
we may assume
(29)
ϕ(z1) = sx1 + tx2,
ϕ(z2) = cx1 + dx2,
ϕ(z3) =
1
2
h1 +
1
2
h2.
Thus, ϕ(L2) must be equivalent to 〈x1, x2, h1 + h2〉 = L12. 
Theorem 5.6. For each a ∈ C − {−1
4
, 0}, there are two subalgebras
isomorphic to L3,a in so(4,C), up to inner automorphism:
(30)
L13,a = 〈x1, x2, (1 +
√
1 + 4a)h1 + (1−
√
1 + 4a)h2〉,
L23,a = 〈x1, x2, (1−
√
1 + 4a)h1 + (1 +
√
1 + 4a)h2〉.
To be definite, we assume the square roots in the above formulas are
always in the upper half-plane or on the positive real axis. There is no
subalgebra isomorphic to L3,− 1
4
in so(4,C). There are four subalgebras
in so(4,C) isomorphic to L3,0, up to inner automorphism:
(31)
L13,0 = 〈h1, x2, h2〉, L23,0 = 〈x1, x2, h2〉,
L33,0 = 〈x1, h1, h2〉, L43,0 = 〈x1, h1, x2〉.
9Proof. First assume a 6= 0 in L3,a. Consider an embedding ϕ : L3,a →֒
so(4,C). Since L3,a is solvable, it is mapped into a Borel subalgebra of
so(4,C). Since there is a unique Borel subalgebra in a semisimple Lie
algebra, up to inner automorphism, we may assume
(32) ϕ(〈z1, z2, z3〉) ⊆ 〈h1, h2, x1, x2〉.
The commutation relations of L3,a imply
(33)
ϕ(z1) = bx1 + cx2,
ϕ(z2) = (2bd)x1 + (2ce)x2,
ϕ(z3) = dh1 + eh2 + fx1 + gx2,
where we must have b, c 6= 0 since ϕ(z1), and ϕ(z2) are linearly inde-
pendent. After conjugation by the SL(2,C)× SL(2,C) elements
(34)


2αd
f
α 0 0
0 2bαd
f
0 0
0 0 2βe
g
β
0 0 0 2βec
g

 , if f, g 6= 0,
where α is such that 4α2d2b = f 2, and β is such that 4β2e2c = g2,
(35)


α 0 0 0
0 αb 0 0
0 0 β 0
0 0 0 βc

 , if f, g = 0,
where α is such that α2b = 1, and β is such that β2c = 1,
(36)


α 0 0 0
0 αb 0 0
0 0 2βe
g
β
0 0 0 2βec
g

 , if f = 0, g 6= 0,
where α is such that α2b = 1, and β is such that 4β2e2c = g2,
(37)


2αd
f
α 0 0
0 2bαd
f
0 0
0 0 β 0
0 0 0 βc

 , if f 6= 0, g = 0,
where α is such that 4α2d2b = f 2, and β is such that β2c = 1, we may
assume
(38)
ϕ(z1) = x1 + x2,
ϕ(z2) = (2d)x1 + (2e)x2,
ϕ(z3) = dh1 + eh2.
10
We must have d 6= e for otherwise ϕ(z1) and ϕ(z2) would be linearly
dependent. The commutation relation [z3, z2] = az1 + z2 implies
(39) a = 2d(2d− 1) = 2e(2e− 1),
so that
(40) d, e = 1
4
(1±√1 + 4a).
Since d 6= e, then a 6= −1
4
, hence so(4,C) does not have a subalgebra
isomorphic to L3,− 1
4
. Further, for a 6= −1
4
, 0, we thus must have that
ϕ(L3,a) is equivalent to one of the subalgebras
(41)
L13,a = 〈x1, x2, (1 +
√
1 + 4a)h1 + (1−
√
1 + 4a)h2〉,
L23,a = 〈x1, x2, (1−
√
1 + 4a)h1 + (1 +
√
1 + 4a)h2〉.
Let A ∈ SL(2,C) × SL(2,C), such that AL13,aA−1 = L23,a. This
implies that Ax1A
−1 = αx1 and Ax2A
−1 = βx2, for some α, β ∈ C∗
and
(42) A =


αγ δ 0 0
0 γ 0 0
0 0 βǫ ζ
0 0 0 ǫ

 ,
for γ, δ, ǫ, ζ ∈ C such that αγ2 = 1, and βǫ2 = 1. Hence
(43)
A((1 +
√
1 + 4a)h1 + (1−
√
1 + 4a)h2)A
−1
= (1 +
√
1 + 4a)h1 + (1−
√
1 + 4a)h2 − 2dδγ x1 − 2eζǫ x2.
We thus must have that (1 +
√
1 + 4a)h1 + (1−
√
1 + 4a)h2 is a scalar
multiple of (1−√1 + 4a)h1+(1+
√
1 + 4a)h2, since the element of Eq.
(43) must be in L23,a. Hence
(44)
(1 +
√
1 + 4a) = λ(1−√1 + 4a), and
(1−√1 + 4a) = λ(1 +√1 + 4a),
for some λ ∈ C. Hence λ = ±1. If λ = 1, then a = −1
4
, a contradiction.
A contradiction also occurs for λ = −1. Hence L13,a ≁ L23,a.
We now assume a = 0. Consider an embedding ϕ : L3,0 →֒ so(4,C);
then after applying an appropriate inner automorphism of so(4,C), we
my assume:
(45) ϕ(〈z1, z2, z3〉) ⊆ 〈h1, h2, x1, x2〉.
The commutation relations of L3,0 imply
(46)
ϕ(z1) = bx1 + cx2 + dh1 + eh2,
ϕ(z2) = fx1 + gx2,
ϕ(z3) = hx1 + ix2 + jh1 + kh2,
11
for b, c, d, e, f, g, h, i, j, k ∈ C. We now consider cases based on the
value of f and g. Note that, of course, f and g cannot both be 0.
Case 1. f, g 6= 0. Then, the commutation relation [z3, z2] = z2 implies
that f(2j − 1) = g(2k − 1) = 0. Hence, j = k = 1
2
. Since [z1, z2] = 0,
d = e = 0. The commutation relation [z3, z1] = z2 then implies b = f
and c = g, so that ϕ(z1) = bx1 + cx2 = ϕ(z2), a contradiction. Hence,
f and g cannot both be nonzero.
Case 2. f = 0, g 6= 0. The commutation relations imply jb = dh,
k = 1
2
, e = 0, and c = g:
(47)
ϕ(z1) = bx1 + gx2 + dh1,
ϕ(z2) = gx2,
ϕ(z3) = hx1 + ix2 + jh1 +
1
2
h2.
Note that b and d cannot both be 0, otherwise ϕ(z1) = ϕ(z2). Hence,
the following subcases based on the possible values of b and d are
exhaustive.
Case 2.1. b = 0, d 6= 0. Since jb = dh, we must have h = 0:
(48)
ϕ(z1) = gx2 + dh1,
ϕ(z2) = gx2,
ϕ(z3) = ix2 + jh1 +
1
2
h2.
In this case ϕ(L3,0) = 〈h1, x2, h2〉 = L13,0.
Case 2.2. b 6= 0, d = 0. Since jb = dh, we must have j = 0:
(49)
ϕ(z1) = bx1 + gx2,
ϕ(z2) = gx2,
ϕ(z3) = hx1 + ix2 +
1
2
h2.
In this case ϕ(L3,0) = 〈x1, x2, h2〉 = L23,0.
Case 2.3.1. b, d 6= 0, j = h = 0:
(50)
ϕ(z1) = bx1 + gx2 + dh1,
ϕ(z2) = gx2,
ϕ(z3) = ix2 +
1
2
h2.
Further,
(51)
Aϕ(z1)A
−1 = gx2 + dh1,
Aϕ(z2)A
−1 = gx2,
Aϕ(z3)A
−1 = ix2 +
1
2
h2.
where
(52) A =


2d
b
1 0 0
0 b
2d
0 0
0 0 1 0
0 0 0 1

 ∈ SL(2,C)× SL(2,C).
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Hence, ϕ(L3,0) ∼ 〈h1, x2, h2〉 = L13,0.
Case 2.3.2. b, d 6= 0, j, h 6= 0.
(53)
ϕ(z1) = bx1 + gx2 + dh1,
ϕ(z2) = gx2,
ϕ(z3) = hx1 + ix2 + jh1 +
1
2
h2.
Then, for A of Eq. (52),
(54)
Aϕ(z1)A
−1 = gx2 + dh1,
Aϕ(z2)A
−1 = gx2,
Aϕ(z3)A
−1 = ix2 + jh1 +
1
2
h2.
Hence we have ϕ(L3,0) ∼ 〈h1, x2, h2〉 = L13,0. Note that if b, d 6= 0,
either both j and h are nonzero or both are 0, since jb = dh.
Case 3. f 6= 0, g = 0. This case follows as in Case 2 to yield the
subalgebras L33,0 = 〈x1, h1, h2〉, and L43,0 = 〈x1, h1, x2〉.
The above cases imply that any subalgebra of so(4,C) isomorphic to
L3,0 is equivalent to L
1
3,0, L
2
3,0, L
3
3,0, or L
4
3,0. It remains to show that
these subalgebras are pairwise inequivalent.
L13,0 is not equivalent to L
2
3,0, since if L
1
3,0 ∼ L23,0, then, for some
A ∈ SL(2,C)× SL(2,C), AL23,0A−1 = L13,0. This implies Ax1A−1 is a
scalar multiple of h1, which of course is not possible. The remaining
inequivalency cases follow in a similar fashion. 
Theorem 5.7. There is a unique L4 subalgebra in so(4,C), up to inner
automorphism: L14 = 〈x1, x2, h1 − h2〉.
Proof. L4 is isomorphic to the complexification of the Euclidean algebra
e(2)C ∼= so(2,C) A C2. The classification of embeddings of e(2)C into
so(4,C) was given in [2]. It was shown that are two embeddings ϕ1,
ϕ2, up to inner automorphism, such that ϕ1(e(2)C) = ϕ2(e(2)C) =
〈x1, x2, h1 − h2〉. The result follows. 
Theorem 5.8. There are no subalgebras isomorphic to L5 in so(4,C).
Proof. L5 is nilpotent. If there were a subalgebra isomorphic to L5 in
so(4,C), then sl(2,C) would have a nilpotent subalgebra of dimension
at least 2, which is a contradiction. Hence, there is no subalgebra
isomorphic to L5 in so(4,C). 
Theorem 5.9. There is a unique 4-dimensional, solvable subalgebra in
so(4,C), up to inner automorphism:
(55) M18
∼= 〈x1, x2, h1, h2〉.
Proof. The 4-dimensional subalgebra 〈x1, x2, h1, h2〉 of so(4,C) is a
Borel subalgebra. Hence it is the unique solvable subalgebra of so(4,C)
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of dimension 4, up to inner automorphism. Further,M8 ∼= 〈x1, x2, h1, h2〉
via the isomorphism: z2 7→ x1; z1 7→ 12h1 ; z4 7→ x2; z3 7→ 12h2. 
Since a Borel subalgebra of so(4,C), which is of dimension 4 (and
unique up to inner automorphism), is a maximal solvable subalgebra,
we have the following theorem, which completes the classification of
solvable subalgebras of so(4,C).
Theorem 5.10. There are no solvable subalgebras in so(4,C) of di-
mension greater than 4.
Table 1. Classification of solvable subalgebras of
so(4,C), up to inner automorphism.
Dimension Solvable subalgebras
1 J1, J2, J3, J4, J5, J6, J7, J8,a , a ∈ C∗
(J8,a ∼ J8,a′ iff a′ = ±a)
2 Ki1, 1 ≤ i ≤ 4; K12 , K2,a2 , K32 , K4,a2 , K52 , a ∈ C
(for i = 2, 4: Ki,a2 ∼ Ki,a
′
2 iff a
′ = ±a)
3 L12, L
1
3,a, L
2
3,a, L
i
3,0, L
1
4,
a ∈ C− {−1
4
, 0}, 1 ≤ i ≤ 4
4 M18
6. The semisimple subalgebras of so(4,C)
Theorem 6.1. There are three proper semisimple subalgebras of so(4,C),
up to inner automorphism, and each is isomorphic to sl(2,C). They
are:
(56)
A11 = 〈h1, x1, y1〉, A31 = 〈h1 + h2, x1 + x2, y1 + y2〉,
A21 = 〈h2, x2, y2〉.
Proof. The only possible proper semisimple subalgebra of so(4,C) is
sl(2,C). Let ϕ : sl(2,C) →֒ so(4,C) be an embedding and {h, x, y} a
Chevalley basis of sl(2,C) with [h, x] = 2x, [h, y] = −2y, and [x, y] = h.
Then ϕ(〈h, x〉) ∼= K2, hence, by Theorem 5.3, it must be equivalent to
K12 , K
2,a
2 , K
3
2 , K
4,a
2 , or K
5
2 , for some a ∈ C. We proceed in cases.
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Case 1. ϕ(〈h, x〉) ∼ K12 . The commutation relation [h, x] = 2x implies,
after appropriate inner automorphism,
(57)
ϕ(x) = a(x1 + x2), a 6= 0,
ϕ(h) = b(x1 + x2) + (h1 + h2).
Then, after conjugation by
(58)


α αb
2
0 0
0 αa 0 0
0 0 α αb
2
0 0 0 αa

 ∈ SL(2,C)× SL(2,C),
where α is such that α2a = 1, we may assume
(59)
ϕ(x) = x1 + x2,
ϕ(h) = h1 + h2.
The commutation relations [h, y] = −2y and [x, y] = h imply
(60) ϕ(y) = y1 + y2.
Hence, in this case ϕ(sl(2,C)) is equivalent to A31 = 〈h1 + h2, x1 +
x2, y1 + y2〉.
Case 2. ϕ(〈h, x〉) ∼ K2,a2 . The commutation relation [h, x] = 2x im-
plies, after appropriate inner automorphism,
(61)
ϕ(x) = bx1, b 6= 0,
ϕ(h) = cx1 + h1 + ah2.
Then, after conjugation by
(62)


α αc
2
0 0
0 αb 0 0
0 0 1 0
0 0 0 1

 ∈ SL(2,C)× SL(2,C),
where α is such that α2b = 1, we may assume
(63)
ϕ(x) = x1,
ϕ(h) = h1 + ah2.
The commutation relations [h, y] = −2y and [x, y] = h imply that
a = 0 and
(64) ϕ(y) = y1.
Hence, in this case ϕ(sl(2,C)) is equivalent to A11 = 〈h1, x1, y1〉.
Case 3. ϕ(〈h, x〉) ∼ K4,a2 . This case follows as in Case 2 to yield that
ϕ(sl(2,C)) is equivalent to A21 = 〈h2, x2, y2〉.
15
Case 4. ϕ(〈h, x〉) ∼ K32 . The commutation relation [h, x] = 2x implies,
after appropriate inner automorphism,
(65)
ϕ(x) = ax1, a 6= 0,
ϕ(h) = bx1 + h1 + x2.
Then, after conjugation by
(66)


α αb
2
0 0
0 αa 0 0
0 0 1 0
0 0 0 1

 ∈ SL(2,C)× SL(2,C),
where α is such that α2a = 1, we may assume
(67)
ϕ(x) = x1,
ϕ(h) = h1 + x2.
The commutation relation [h, y] = −2y implies that ϕ(y) is a nonzero
scalar multiple of y1. However, this implies ϕ([x, y]) 6= [ϕ(x), ϕ(y)], a
contradiction to ϕ being a Lie algebra embedding. Hence, this case
cannot yield a subalgebra isomorphic to sl(2,C).
Case 5. ϕ(〈h, x〉) ∼ K52 . It follows as in Case 4 that no subalgebra
isomorphic to sl(2,C) comes from this case.
The above cases imply that the every subalgebra of so(4,C) iso-
morphic to sl(2,C)–that is, of type A1–is equivalent to A
1
1, A
2
1, or A
3
1.
Further, these subalgebras are clearly pairwise inequivalent. 
7. The Levi decomposable subalgebras of so(4,C)
Below we decompose so(4,C) with respect to the adjoint action of
the subalgebras A11, A
2
1, and A
3
1, respectively.
(68)
so(4,C) ∼=A1
1
〈x1, h1, y1〉 ⊕ 〈x2〉 ⊕ 〈y2〉 ⊕ 〈h2〉∼=A1
1
V(2) ⊕ V(0) ⊕ V(0) ⊕ V(0),
(69)
so(4,C) ∼=A2
1
〈x2, h2, y2〉 ⊕ 〈x1〉 ⊕ 〈y1〉 ⊕ 〈h1〉∼=A2
1
V(2) ⊕ V(0) ⊕ V(0) ⊕ V(0),
(70)
so(4,C) ∼=A3
1
〈x1 + x2, h1 + h2, y1 + y2〉 ⊕ 〈x2, h2, y2〉∼=A3
1
V(2) ⊕ V(2).
The components–or combinations thereof–in the decompositions above,
beyond A11, A
1
2, and A
1
3, respectively, give us the possible extensions of
A11, A
1
2, and A
1
3, respectively.
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Lemma 7.1. Let ψ : g A s → h A r be a Lie algebra isomorphism,
where g and h are semisimple and s and r are solvable. Then ψ(s) = r.
Proof. Let π : h A r→ h be the projection map of h A r onto h. Then,
π(ψ(s)) is a solvable ideal of h. Since h is semisimple, π(ψ(s)) = 0.
Hence, ψ(s) ⊆ r. The Levi factor in a Levi decomposition is unique, up
to isomorphism (i.e., g ∼= h). Hence, dimension considerations imply
ψ(s) = r. 
Theorem 7.2. There are four 4-dimensional Levi decomposable subal-
gebras of so(4,C), up to inner automorphism. They are:
(71)
(A1 ⊕ J)1 = 〈x1, y1, h1〉 ⊕ 〈h2〉,
(A1 ⊕ J)2 = 〈x1, y1, h1〉 ⊕ 〈x2〉,
(A1 ⊕ J)3 = 〈x2, y2, h2〉 ⊕ 〈h1〉,
(A1 ⊕ J)4 = 〈x2, y2, h2〉 ⊕ 〈x1〉.
The classification is recorded in Table 2.
Proof. The only possible 4-dimensional Levi decomposable subalgebra
of so(4,C) is isomorphic to sl(2,C) ⊕ J . Note that the sum must be
direct, which is the case whenever we extend a semisimple Lie algebra
by a one dimensional algebra to form a Levi decomposable algebra.
From Theorem 6.1, any subalgebra of so(4,C) isomorphic to sl(2,C)
is equivalent to exactly one of A11 = 〈x1, y1, h1〉, A21 = 〈x2, y2, h2〉, or
A31 = 〈x1 + x2, y1 + y2, h1 + h2〉. We now must determine the ways
that we may extend each of these simple subalgebras of so(4,C) by a
1-dimensional subalgebra.
Eq. (70) describes the adjoint action of A31 on so(4,C). There are
two components, one is A31 itself, and both are isomorphic to V (2) as
sl(2,C)-representations. Thus, the only nontrivial extension of A31 is
all of so(4,C). Hence, the subalgebra A31 cannot be extended by a
1-dimensional subalgebra.
The possible extensions of the subalgebra A11 by a 1-dimensional
subalgebra are given by Eq. (68). Namely A11 ⊕ 〈ax2 + bh2 + cy2〉, for
all a, b, c ∈ C, not all 0. However,
(72)
A11 ⊕ 〈ax2 + bh2 + cy2〉 ∼ A11 ⊕ 〈h2〉 = (A1 ⊕ J)1, or
A11 ⊕ 〈ax2 + bh2 + cy2〉 ∼ A11 ⊕ 〈x2〉 = (A1 ⊕ J)2.
The equivalencies are given by a matrix of the form
(73)
(
I 0
0 M
)
∈ SL(2,C)× SL(2,C),
where M ∈ SL(2,C), and I is the 2 × 2 identity. The matrix M is
chosen so that it conjugates ax2 + bh2 + cy2 into its Jordan normal
form.
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Similarly, an extension of A21 by a one dimensional subalgebra of
so(4,C) is equivalent to
(74) A21 ⊕ 〈h1〉 = (A1 ⊕ J)3, or A21 ⊕ 〈x1〉 = (A1 ⊕ J)4.
The subalgebras (A1 ⊕ J)1, (A1 ⊕ J)2, (A1 ⊕ J)3, and (A1 ⊕ J)4 are
easily seen to be pairwise inequivalent. 
Theorem 7.3. There are two 5-dimensional Levi decomposable subal-
gebras of so(4,C), up to inner automorphism. They are:
(75)
(A1 ⊕K2)1 = 〈x1, y1, h1〉 ⊕ 〈x2, h2〉,
(A1 ⊕K2)2 = 〈x2, y2, h2〉 ⊕ 〈x1, h1〉.
The classification is recorded in Table 2.
Proof. From Theorem 6.1, any subalgebra of so(4,C) isomorphic to
sl(2,C) is equivalent to exactly one ofA11 = 〈x1, y1, h1〉, A21 = 〈x2, y2, h2〉,
or A31 = 〈x1 + x2, y1 + y2, h1 + h2〉. We now must determine the ways
that we may extend each of these simple subalgebras of so(4,C) by a
2-dimensional subalgebra.
As in the above proof, we may not extend A31 by a 2-dimensional
subalgebra since any nontrivial extension of A31 is all of so(4,C).
The possible extensions of the subalgebra A11 by a 2-dimensional sub-
algebra are given by Eq. (68). Namely A11⊕K, where K ⊆ {x2, h2, y2}
and is 2-dimensional. With respect the adjoint action of A11, K
∼=
V (0)⊕ V (0) as an sl(2,C)-representation. Note again that the sum of
the extension of A11 is direct.
However, since K ⊆ 〈x2, h2, y2〉 is solvable and of dimension 2, up to
conjugacy in SL(2,C), we must have K = 〈x2, h2〉. Hence
(76) A11 ⊕K ∼ A11 ⊕ 〈x2, h2〉 = (A1 ⊕K2)1.
Clearly 〈x2, h2〉 ∼= K2. The equivalency is again given by a matrix
of the form shown in Eq. (73). This follows since K is solvable, 2
dimensional, and the fact that a Borel subalgebra–also of dimension 2
for sl(2,C)– is unique, up to inner automorphism.
In a similar fashion, we have the an extension ofA21 by a 2-dimensional
subalgebra of so(4,C) is equivalent to
(77) A21 ⊕ 〈x1, h1〉 = (A1 ⊕K2)2.
The subalgebras (A1 ⊕ K2)1, and (A1 ⊕ K2)2 are easily seen to be
inequivalent. 
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Table 2. Classification of Levi decomposable subalge-
bras of so(4,C), up to inner automorphism.
Dimension Levi decomposable subalgebras
4 (A1 ⊕ J)i, 1 ≤ i ≤ 4
5 (A1 ⊕K2)1, (A1 ⊕K2)2
8. Conclusions
In this article, we have classified the solvable subalgebras, semisim-
ple subalgebras, and Levi decomposable subalgebras of so(4,C), up to
inner automorphism. By Levi’s Theorem, this is a full classification of
the subalgebras of so(4,C). The classification is summarized in Table
3.
Table 3. Classification of subalgebras of so(4,C), up to
inner automorphism.
Dimension Semisimple Solvable Levi decomposable
1 None J1, J2, J3, J4, J5, J6, J7, J8,a, None
(a ∈ C∗, J8,a ∼ J8,a′ iff a′ = ±a)
2 None K11 , K
2
1 , K
3
1 , K
4
1 ; None
K12 , K
2,a
2 , K
3
2 , K
4,a
2 , K
5
2 , a ∈ C
(for i = 2, 4: Ki,a2 ∼ Ki,a
′
2 iff a
′ = ±a)
3 A11, A
2
1, A
3
1 L
1
2, L
1
3,a, L
2
3,a, L
i
3,0, L
1
4, None
a ∈ C− {−1
4
, 0}, 1 ≤ i ≤ 4
4 None M18 (A1 ⊕ J)i, 1 ≤ i ≤ 4
5 None None (A1 ⊕K2)1, (A1 ⊕K2)2
Acknowledgements
The work of A.D. is partially supported by a research grant from the
Professional Staff Congress/City University of New York (PSC/CUNY).
19
The work of J.R. is partially supported by the Natural Sciences and
Engineering Research Council (NSERC).
References
[1] A. Douglas, and J. Repka, “Levi decomposable algebras in the classical Lie
algebras,” J. Algebra, 428, 292-314 (2015).
[2] A. Douglas, J. Repka, and W. Joseph., “The Euclidean algebra in rank 2 clas-
sical Lie algebras,” J. Math. Phys. 55, 061701 (2014).
[3] A. Douglas, D. Kahrobaei, and J. Repka, “Classification of embeddings of
abelian extensions of Dn into En+1.” J. Pure Appl. Algebra, 217, 1942-1954
(2013).
[4] A. Douglas, H. de Guise, and J. Repka, “The Poincare´ algebra in rank 3 simple
Lie algebras.” J. Math. Phys., 54, 023508 (2013).
[5] E. B. Dynkin, “Semisimple subalgebras of semisimple Lie algebras,” Mat.
Sbornik N.S., 30(72): 349-462 (1952). English translation in: Amer. Math. Soc.
Transl. (6), 111-244 (1957).
[6] W. A. de Graaf, “Classification of solvable Lie algebras,” Experiment. Math.
Volume 14, Issue 1, 15-25 (2005).
[7] W. A. de Graaf: SLA-computing with simple Lie algebras. a GAP package,
(2009). http://www.science.unitn.it/∼degraaf/sla.html
[8] W. A. de Graaf, “Constructing semisimple subalgebras of semisimple Lie alge-
bras.” J. Algebra, 325, 416-430 (2011).
[9] N. Jacobson: Lie algebras. (Dover Publications, New York, 1962).
[10] A. N. Minchenko, “The semisimple subalgebras of exceptional Lie algebras,”
Trans. Moscow Math. Soc., S 0077-1554(06), 225-259 (2006).
CUNY Graduate Center and New York City College of Technol-
ogy, City University of New York, USA
E-mail address : adouglas2@gc.cuny.edu
Department of Mathematics, University of Toronto, Canada
E-mail address : repka@math.toronto.edu
