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Abstract
In this paper, we first give an expression for the Moore-Penrose inverse of the product of
two tensors via the Einstein product. We then introduce a new generalized inverse of a
tensor called product Moore-Penrose inverse. A necessary and sufficient condition for the
coincidence of the Moore-Penrose inverse and the product Moore-Penrose inverse is also
proposed. Finally, the triple reverse order law of tensors is introduced.
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1. Introduction
Research on tensors has been very active recently [3, 4, 8, 15, 17, 19, 20, 24, 25] as tensors
have many applications in different fields like graph analysis, computer vision, signal process-
ing, data mining, and chemo-metrics, etc. (see [5, 6, 7, 10, 11, 21, 23] and the references cited
there in). Let CI1×···×IN be the set of order N and dimension I1 × · · · × IN tensors over the
complex field C. A ∈ CI1×···×IN is a multiway array withN -th order tensor, and I1, I2, · · · , IN
are dimensions of the first, second,· · · , Nth way, respectively. Each entry of A is denoted
by ai1...iN . Throughout the paper, tensors are represented in calligraphic letters like A,
and the notation (A)i1...iN = ai1...iN represents the scalars. Let A ∈ C
I1×···×IM×J1×···×JN ,
then its conjugate transpose, denoted by AH , is defined as (AH)j1...jN i1...iM = Ai1...iM j1...jN ,
where the over-line stands for the conjugate of Ai1...iM j1...jN . If the tensor A is real, then
its transpose is denoted by AT , and is defined as (AT )j1...jN i1...iM = Ai1...iM j1...jN . The
Einstein product [9] A∗NB ∈ C
I1×···×IN×J1×···×JM of tensors A ∈ CI1×···×IN×K1×···×KN and
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B ∈ CK1×···×KN×J1×···×JM is defined by the operation ∗N via
(A∗NB)i1...iN j1...jM =
∑
k1...kN
ai1...iNk1...kN bk1...kN j1...jM .
The associative law of this tensor product holds. In the above formula, if B ∈ CK1×···×KN ,
then A∗NB ∈ C
I1×···×IN and
(A∗NB)i1...iN =
∑
k1...kN
ai1...iNk1...kN bk1...kN .
This product is used in the study of the theory of relativity [9] and in the area of continuum
mechanics [16]. The Einstein product ∗1 reduces to the standard matrix multiplication as
(A∗1B)ij =
n∑
k=1
aikbkj ,
for A ∈ Rm×n and B ∈ Rn×l.
Brazell et al. [2] introduced the notion of the ordinary tensor inverse, as follows. A
tensor X ∈ CI1×···×IN×I1×···×IN is called the inverse of A ∈ CI1×···×IN×I1×···×IN if it satisfies
A∗NX = X∗NA = I. It is denoted by A
−1. Sun et al. [22] introduced the Moore-Penrose
generalized inverse of a tensor and its definition is recalled next.
Definition 1.1. (Definition 2.2, [22])
Let A ∈ CI1×···×IN×J1×···×JM . The tensor X ∈ CJ1×···×JM×I1×···×IN satisfying the following
four tensor equations:
A∗MX∗NA = A; (1)
X∗NA∗MX = X ; (2)
(A∗MX )
H = A∗MX ; (3)
(X∗NA)
H = X∗NA, (4)
is called the Moore-Penrose inverse of A, and is denoted by A†.
The authors of [1, 13] further studied different generalized inverses of tensors via the
Einstein product. Jin et al. [14] again introduced the Moore-Penrose inverse of a tensor
using t−product. They showed the existence and uniqueness of the Moore-Penrose inverse
of an arbitrary tensor by using the technique of fast Fourier transform, and discussed an
application to linear models. Ji and Wei [13] introduced the weighted Moore-Penrose in-
verse of an even-order tensor, and again the Drazin inverse of an even-order tensor [12].
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They [12] obtained an expression of the Drazin inverse through the core-nilpotent decompo-
sition. Applications to find the Drazin inverse solution of the singular linear tensor equation
A∗NX = B is also presented. Many results on the generalized inverses, the X which only
satisfies some of the four equations of the Definition 1.1, can be found in [1, 18]. The vast
work on generalized inverses of a tensor and its several multivariety extensions in different
areas of mathematics in the literature, motivate us to study further on theory of generalized
inverses of a tensor. In this paper, we introduce a new type generalized inverse of tensor via
the Einstein product called product Moore-Penrose inverse of tensor. This is obtained by
extending the defining equations for the Moore-Penrose inverse of a tensor. In addition, we
present various expressions for the Moore-Penrose inverse of products of tensors.
The paper is outlined as follows. In the next section, we discuss some notations and
definitions which are helpful in proving the main results. Section 3 contains the main
results.
2. Preliminaries
For convenience, we first briefly explain some of the terminologies. We refer to Cm×n as the
set of all complex m× n matrices, where C denotes the set of complex scalars. We denote
CI1×···×IN as the set of order N complex tensors. Indeed, a matrix is a second order tensor,
and a vector is a first order tensor. A tensor O denotes the zero tensor if all the entries
are zero. A tensor A ∈ CI1×···×IN×I1×···×IN is Hermitian if A = AH and skew-Hermitian if
A = −AH . A tensor A ∈ CI1×···×IN×I1×···×IN is idempotent if A∗NA = A. Next, we present
a result for a Hermitian tensor which is useful while proving our main results.
Lemma 2.1. If P = PH for P ∈ CI1×···×IN×I1×···×IN , then for any Q ∈ CI1×···×IN×I1×···×IN ,
P∗NQ = Q implies Q
†∗NP = Q
†. (5)
Q∗NP = Q implies P∗NQ
† = Q†. (6)
Proof. Suppose P = PH , and for any Q, P∗NQ = Q. Then P∗NQ = Q leads to
Q∗NQ
†∗NP∗NQ = Q,Q
†∗NP∗NQ∗NQ
†∗NP = Q
†∗NP, and (Q
†∗NP∗NQ)
H = Q†∗NP∗NQ.
P = PH and P∗NQ = Q leads (Q∗NQ
†∗NP)
H = Q∗NQ
†∗NP. Thus, by Definition 1.1 first
part of the lemma follows.
The other part of the lemma follows by a similar proof.
The next result states that the Moore-Penrose inverse coincides with the tensor itself,
for a Hermitian and idempotent tensor P.
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Lemma 2.2. If P ∈ CI1×···×IN×I1×···×IN is a Hermitian idempotent tensor, then P† = P.
Suppose, both X1 and X2 are solutions of X∗NA∗MX = X , A∗MX = Z1, and X∗NA =
Z2, where Z1 and Z2 are given tensors, independent of X . Then X1 = X1∗NA∗MX1 together
with A∗MX1 = Z1 = A∗MX2 and X1∗NA = Z2 = X2∗NA results X1 = X2. The following
lemma represents this result.
Lemma 2.3. For every A ∈ CI1×···×IN×J1×···×JM there is a unique X ∈ CJ1×···×JM×I1×···×IN
satisfying X∗NA∗MX = X , A∗MX = Z1, and X∗NA = Z2, where Z1 ∈ C
I1×···×IN×I1×···×IN
and Z2 ∈ C
J1×···×JM×J1×···×JM are given tensors, independent of X .
3. Main Results
In this section, we first obtain a result to find the Moore-Penrose inverse of the product of
two tensors. We next show the existence and uniqueness of a new type generalized inverse,
i.e., the product Moore-Penrose inverse of a tensor. We then propose a few necessary and
sufficient conditions for coincidence this product Moore-Penrose inverse with the Moore-
Penrose inverses of tensors.
Let S ∈ CI1×···×IN×J1···×JM and T ∈ CJ1×···×JM×K1×···×KL be any two tensors. Let S1 =
S∗MT1∗LT
†
1
, where T1 = S
†∗NS∗MT . Then
S1∗MT1 = S∗MT1 = S∗MT .
Using this factorization, we obtain a representation for (S∗MT )
† in the following result.
Theorem 3.1. Let S ∈ CI1×···×IN×J1×···×JM , T ∈ CJ1×···×JM×K1×···×KL be any two tensors.
Let S1 = S∗MT1∗LT
†
1
, where T1 = S
†∗NS∗MT . Then
(S∗MT )
† = T †
1
∗MS
†
1
.
Proof. Let A = S∗MT = S1∗MT1 and X = T
†
1
∗MS
†
1
. It is sufficient to show that A and X
satisfy the equations in Definition 1.1. Using the definition of S1, we have S1∗MT1∗LT
†
1
= S1,
which yields A∗LX = S1∗MS
†
1
. Thus, A∗LX∗NA = A, X∗NA∗LX = X , and also it follows
that A∗LX is Hermitian. Now, it remains to show that X∗NA is Hermitian. We observe
that
S†∗NS1 = T1∗LT
†
1
. (7)
Also, S†
1
∗NS1∗MT1∗LT
†
1
= S†
1
∗NS1 and T1∗LT
†
1
∗MS
†
1
∗NS1 = S
†
1
∗NS1 are equivalent due to
the fact that both S†
1
∗NS1 and T1∗LT
†
1
are Hermitian. Using equation (7), we now get
S†
1
∗NS1 = T1∗LT
†
1
.
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From this it follows X∗NA = T
†
1
∗MT1 is Hermitian. Hence, (S∗MT )
† = T †
1
∗MS
†
1
.
Existence and uniqueness of a new type of generalized inverse of tensor is proposed in
next theorem.
Theorem 3.2. For any tensor A ∈ CI1×···×IN×J1×···×JM , let A = R∗KS∗LT , where R ∈
C
I1×···×IN×H1×···×HK , S ∈ CH1×···×HK×G1×···×GL, and T ∈ CG1×···×GL×J1×···×JM . Then, there
is a unique matrix X ∈ CJ1×···×JM×I1×···×IN such that
A∗MX∗NA = A, (8)
X∗NA∗MX = X , (9)
(R†∗NA∗MX∗NR)
H = R†∗NA∗MX∗NR, (10)
(T ∗MX∗NA∗MT
†)H = T ∗MX∗NA∗MT
†, (11)
X∗NR∗KR
† = X , (12)
T †∗LT ∗NX = X . (13)
Proof. A = R∗KS∗LT gives
R∗KR
†∗NA = A = A∗MT
†∗LT . (14)
Equations (8), (9), (10) and (11) together with equation (14) yield, (R†∗NA∗MT
†)∗L(T ∗MX
∗NR)∗K(R
†∗NA∗MT
†) = R†∗NA∗MT
†, (T ∗MX∗NR)∗K(R
†∗NA∗MT
†)∗L(T ∗MX∗NR) =
(T ∗NX∗NR), [(R
†∗NA∗MT
†)∗L(T ∗MX∗NR)]
H = (R†∗NA∗MT
†)∗L(T ∗MX∗NR), and [(T
∗MX∗NR)∗K(R
†∗NA∗MT
†)]H = (T ∗MX∗NR)∗K(R
†∗NA∗MT
†), respectively. We thus
have
(R†∗NA∗MT
†)† = T ∗MX∗NR. (15)
Conversely, suppose equation (15) holds. Using equation (14), A∗MX∗NA = R∗KR
†∗NA∗M
T †∗LT = A, (R
†∗NA∗MX∗NR)
H = R†∗NA∗MT
†∗LT ∗MX∗NR = R
†∗NA∗MX∗NR, (T ∗M
X∗NA∗MT
†)H = T ∗MX∗NR∗KR
†∗NA∗MT
† = T ∗MX∗NA∗MT
†. But, if equation (12)
and (13) hold, then using equation (14)
X∗NA∗MX = T
†∗LT ∗MX∗NA∗MX∗NR∗KR
†
= T †∗LT ∗MX∗NR∗KR
†
= X .
5
Thus, equations (8)-(13) is equivalent to equations (12), (13) and (15). And from the latter
three equations
X = T †∗LT ∗MX∗NR∗KR
†
= T †∗L(R
†∗NA∗MT
†)†∗KR
†. (16)
Suppose there exist X and Y satisfying (12), (13) and (15), then
X = T †∗LT ∗MX∗NR∗KR
†
= T †∗L(R
†∗NA∗MT
†)†∗KR
†
= T †∗LT ∗MY∗NR∗KR
†
= Y .
Hence the uniqueness is established.
We termed the tensor X in the equation (16) as the product Moore-Penrose inverse of A,
and denote it as Api†. An alternative representation of the product Moore-Penrose inverse
is given in the following theorem.
Theorem 3.3. Let A = R∗KS∗LT ∈ C
I1×···×IN×J1×···×JM , where R ∈ CI1×···×IN×H1×···×HK ,
S ∈ CH1×···×HK×G1×···×GL, and T ∈ CG1×···×GL×J1×···×JM . Then
(R†∗NA∗MT
†)† = (A∗MT
†)†∗NA∗M(R
†∗NA)
†.
Proof. In view of equation (16), equation (8) results
A = A∗MT
†∗L(R
†∗NA∗MT
†)†∗KR
†∗NA. (17)
Pre-multiplying (A∗MT
†)† and post-multiplying (R†∗NA)
† to equation (17), we obtain
(A∗MT
†)†∗NA∗M(R
†∗NA)
† = (R†∗NA∗MT
†)†. (18)
One more expression of Api† is provided below,
Theorem 3.4. Api† = T
†∗L(A∗MT
†)†∗NA∗M(R
†∗NA)
†∗KR
† is the unique tensor X , such
that X∗NA∗MX = X , A∗MX = A∗M(R
†∗NA)
†∗KR
† and X∗NA = T
†∗L(A∗MT
†)†∗NA.
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Proof. By using Theorem 3.3z and equation (16), we have
X = Api† = T
†∗L(A∗MT
†)†∗NA∗M(R
†∗NA)
†∗KR
†.
A simple calculation leads to X∗NA∗MX = X . Since R∗KR
†∗NA = A = A∗MT
†∗LT , so
A∗MX = A∗M(R
†∗NA)
†∗KR
† and X∗NA = T
†∗L(A∗MT
†)†∗NA. The uniqueness follows
from Lemma 2.3.
Next, we present a result to find the Moore-Penrose inverse of a tensor A with the
factorization A = R∗KS∗LT .
Theorem 3.5. Let A = R∗KS∗LT ∈ C
I1×···×IN×J1×···×JM , where R ∈ CI1×···×IN×H1×···×HK ,
S ∈ CH1×···×HK×G1×···×GL, and T ∈ CG1×···×GL×J1×···×JM . Then
A† = (R∗KS∗LT )
† = (R†∗NA)
†∗KR
†∗NA∗MT
†∗L(A∗MT
†)†
= (R†∗NA)
†∗KS∗L(A∗MT
†)†.
Proof. Using equation (14),
A∗M(R
†∗NA)
†∗K(R
†∗NA) = A, (19)
(A∗MT
†)∗L(A∗MT
†)†∗NA = A. (20)
Pre-multiplying equation (19) and post-multiplying equation (20) by A†, and using Lemma
2.1, we have
(R†∗NA)
†∗KR
†∗NA = A
†∗NA, (21)
A∗MT
†∗L(A∗MT
†)† = A∗MA
†, (22)
respectively, since A†∗NA and A∗MA
† are Hermitian. A† = A†∗NA∗MA
† with the last two
expressions yields
A† = (R∗KS∗LT )
† = (R†∗NA)
†∗KR
†∗NA∗MT
†∗L(A∗MT
†)†.
And A† = (R∗KS∗LT )
† = (R†∗NA)
†∗KS∗L(A∗MT
†)†, is due to Lemma 2.1.
The following corollary immediately follows from the above result when S = I ∈
CJ1×···×JM×J1×···×JM .
Corollary 3.1. For any tensor M ∈ CI1×···×IN×J1×···×JM and N ∈ CJ1×···×JM×H1×···×HK ,
(M∗MN )
† = (M†∗NM∗MN )
†∗N(M∗MN∗KN
†)†.
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Proof. This follows from Theorem 3.5, by setting R = M, S = I ∈ CJ1×···×JM×J1×···×JM ,
T = N and A =M∗NN .
We observed that P† = P for a Hermitian idempotent tensor P. Combining this fact
with the expression for (M∗NN )
† in Corollary 3.1 gives the following result.
Corollary 3.2. Let M ∈ CI1×···×IN×I1×···×IN and N ∈ CI1×···×IN×I1×···×IN be any two Her-
mitian idempotent tensors, then (M∗NN )
† is idempotent.
3.1. Relation between Api† and A
†
LetA = R∗KS∗LT ∈ C
I1×···×IN×J1×···×JM , whereR ∈ CI1×···×IN×H1×···×HK , S ∈ CH1×···×HK×G1×···×GL
and T ∈ CG1×···×GL×J1×···×JM . Let us also denote T †∗L(A∗MT
†)† and (R†∗NA)
†∗KR
† as B
and C, respectively. With these notations, Theorem 3.4 and Theorem 3.5 result
Api† = B∗NA∗MC, (23)
and
A† = C∗NA∗MB. (24)
Also,
Api†∗NA∗MA
† = B, (25)
and
A†∗NA∗MApi† = C, (26)
follow from Theorem 3.4 and Lemma 2.1. In the next result, we represent B and C as product
Moore-Penrose inverse.
Theorem 3.6. Let A = R∗KS∗LT ∈ C
I1×···×IN×J1×···×JM , where R ∈ CI1×···×IN×H1×···×HK ,
S ∈ CH1×···×HK×G1×···×GL and T ∈ CG1×···×GL×J1×···×JM .
(i) If A = A∗M(A
†∗NA∗MT
†)∗LT , then Api† = B.
(ii) If A = R∗K(R
†∗NA∗MA
†)∗NA, then Api† = C.
Proof. (i) Applying Theorem 3.4 to A∗M(A
†∗NA∗MT
†)∗LT = A∗MT
†∗LT results
[A∗M(A
†∗NA∗MT
†)∗LT ]pi† = [A∗MT
†∗LT ]pi†
= T †∗L(A∗MT
†∗LT ∗MT
†)†∗NA
∗MT
†∗LT ∗M(A
†∗NA∗MT
†∗LT )
†∗MA
†,
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which reduces to
[A∗M(A
†∗NA∗MT
†)∗LT ]pi† = T
†∗L(A∗MT
†)†∗NA∗M(A
†∗NA)
†∗MA
†,
due to equation (14). Since A†∗NA is Hermitian, we have
[A∗M(A
†∗NA∗MT
†)∗LT ]pi† = T
†∗L(A∗MT
†)† = B,
by Lemma 2.1.
(ii) Similarly, we have C = [R∗K(R
†∗NA∗MA
†)∗NA]pi†.
Then using Theorem 3.2 and Theorem 3.6, it is easy to show that B∗NA∗MB = B and
C∗NA∗MC = C. We next state two results on B and C with the help of the expressions for
A∗MB, B∗NA, A∗MC, and C∗NA obtained from equation (25) and equation (26).
Remark 3.7. The system of tensor equations X∗NA∗MX = X , A∗MX = A∗MA
† and
X∗NA = Api†∗NA (A∗MX = A∗MApi† and X∗NA = A
†∗NA) has unique solution X = B
(X = C).
In terms of B and C, Theorem 3.4, the equations (21) and (22) can be rewritten as
following.
Remark 3.8. X = A†(X = Api†) is the unique matrix such that X∗NA∗MX = X , A∗MX =
A∗MB and X∗NA = C∗NA (A∗MX = A∗MC and X∗NA = B∗NA).
The next example confirms that any two of A†, Api†, B and C need not coincide for a
given factorization A = R∗KS∗LT ∈ C
I1×···×IN×J1×···×JM , where R ∈ CI1×···×IN×H1×···×HK ,
S ∈ CH1×···×HK×G1×···×GL and T ∈ CG1×···×GL×J1×···×JM .
Example 3.9. Consider the tensor A = (aijkl)1≤i,j,k,l≤2 ∈ C
2×2×2×2, such that
aij11 =
(
1 0
0 −1
)
, aij12 =
(
0 −1
0 0
)
, aij21 =
(
0 1
0 −1
)
, aij22 =
(
0 1
0 0
)
.
Suppose that A is factorized as A = R∗2S∗2T , where R = (rijkl) ∈ C
2×2×2×2, S =
(sijkl) ∈ C
2×2×2×2, T = (tijkl) ∈ C
2×2×2×2, 1 ≤ i, j, k, l ≤ 2 such that
rij11 =
(
0 1
1 0
)
, rij12 =
(
−1 0
1 0
)
, rij21 =
(
0 1
0 1
)
, rij22 =
(
0 0
1 1
)
;
sij11 =
(
1 0
1 0
)
, sij12 =
(
0 −1
0 1
)
, sij21 =
(
1 0
0 0
)
, sij22 =
(
0 0
1 0
)
;
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and
tij11 =
(
1 0
0 0
)
, tij12 =
(
0 0
1 0
)
, tij21 =
(
0 1
0 0
)
, tij22 =
(
0 0
1 −1
)
.
Now, A† = (a′ijkl)1≤i,j,k,l≤2 ∈ C
2×2×2×2, R† = (r′ijkl)1≤i,j,k,l≤2 ∈ C
2×2×2×2, S† = (s′ijkl)1≤i,j,k,l≤2 ∈
C2×2×2×2, and T † = (t′ijkl)1≤i,j,k,l≤2 ∈ C
2×2×2×2 are given by
a′ij11 =
(
1 −1/2
−1 1/2
)
, a′ij12 =
(
0 −1/2
0 1/2
)
, a′ij21 =
(
0 0
0 0
)
, a′ij22 =
(
0 −1/2
−1 1/2
)
;
r′ij11 =
(
1 −1
−1 1
)
, r′ij12 =
(
0 0
1 −1
)
, r′ij21 =
(
1 0
−1 1
)
, r′ij22 =
(
0 0
0 1
)
;
s′ij11 =
(
1/3 0
2/3 −1/3
)
, s′ij12 =
(
0 −1/2
0 0
)
, s′ij21 =
(
1/3 0
−1/3 2/3
)
, s′ij22 =
(
0 1/2
0 0
)
;
and
t′ij11 =
(
1 0
0 0
)
, t′ij12 =
(
0 0
1 0
)
, t′ij21 =
(
0 1
0 1
)
, t′ij22 =
(
0 1
0 −1
)
.
Here, R†∗2A∗2T
† = S, then Api† = T
†∗2(R
†∗2A∗2T
†)†∗2R
† = T †∗2S
†∗2R
† = (xijkl), B =
Api†∗2A∗2A
† = (uijkl), and C = A
†∗2A∗2Api† = (vijkl), where
xij11 =
(
1 −1/3
−1 2/3
)
, xij12 =
(
0 −1/3
0 2/3
)
, xij21 =
(
0 0
−1/2 1/2
)
, xij22 =
(
0 0
−1 1
)
;
uij11 =
(
1 −1/2
−1 1/2
)
, uij12 =
(
0 −1/2
0 1/2
)
, uij21 =
(
0 −1/4
−1/2 1/4
)
, uij22 =
(
0 −1/2
−1 1/2
)
;
and
vij11 =
(
1 −1/3
−1 2/3
)
, vij12 =
(
0 −1/3
0 2/3
)
, vij21 =
(
0 0
0 0
)
, and vij22 =
(
0 0
−1 1
)
.
At this point one may be interested to know when does the product Moore-Penrose
inverse coincide with the Moore-Penrose inverse? The answer to this question is explained
in the following theorem.
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Theorem 3.10. Let A = R∗KS∗LT ∈ C
I1×···×IN×J1×···×JM , where R ∈ CI1×···×IN×H1×···×HK ,
S ∈ CH1×···×HK×G1×···×GL and T ∈ CG1×···×GL×J1×···×JM . Then Api† = A
† if and only if
(R†∗NA∗MT
†)† = T ∗MA
†∗NR. In that case Api† = A
† = B = C.
Proof. Suppose (R†∗NA∗MT
†)† = T ∗MA
†∗NR, then by equation (16) and Lemma 2.1, we
have
Api† = T
†∗L(R
†∗NA∗MT
†)†∗KR
†
= T †∗LT ∗MA
†∗NR∗KR
†
= A†.
And using equation (25) and (26), we have B = Api†∗NA∗MA
† = A†∗NA∗MA
† = A† =
A†∗NA∗MA
† = A†∗NA∗MApi† = C.
Conversely, suppose that Api† = A
†. By using equation (14) and Lemma 2.1, we then
have
T ∗MA
†∗NR = T ∗MApi†∗NR
= T ∗MT
†∗L(R
†∗NA∗MT
†)†∗KR
†∗NR (27)
= T ∗MT
†∗L(R
†∗NA∗MT
†)†
= (R†∗NA∗MT
†)†.
From the proof of Theorem 3.10, it is clear that Api† = A
† implies B = C. However, the
converse is also true. Because if B = C, then the relation B∗NA∗MB = B with equation
(23) and equation (24) results B = Api† = A
†. Thus, Theorem 3.10 also can be restated as
follows.
Remark 3.11. Let A = R∗KS∗LT ∈ C
I1×···×IN×J1×···×JM , where R ∈ CI1×···×IN×H1×···×HK ,
S ∈ CH1×···×HK×G1×···×GL and T ∈ CG1×···×GL×J1×···×JM . Then, Api† = A
† if and only if
B = C, in which case Api† = A
† = B = C.
One may be interested on the case that either of B or C coincides with A† but B 6= C.
The answer is shown below.
Theorem 3.12. Let A = R∗KS∗LT ∈ C
I1×···×IN×J1×···×JM , where R ∈ CI1×···×IN×H1×···×HK ,
S ∈ CH1×···×HK×G1×···×GL and T ∈ CG1×···×GL×J1×···×JM . Then, B = A†(B = Api†) if and
only if C = Api†(C = A
†).
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Proof. Suppose that B = A†. By equation (23), we have Api† = A
†∗NA∗MC. But C =
(R†∗NA)
†∗KR
† results Api† = C.
Conversely, suppose that C = Api†. By equation (26) we get Api† = A
†∗NA∗MApi†. Pre-
multiplying A†∗NA to equation (25) results A
†∗NA∗MB = Api†∗NA∗MA
† = B. By Remark
3.7, we have A∗MB = A∗MA
†. Thus A† = B.
The next result gives a necessary and sufficient condition for Api† = T
†∗LS
†∗KR
†.
Theorem 3.13. Let A = R∗KS∗LT ∈ C
I1×···×IN×J1×···×JM , where R ∈ CI1×···×IN×H1×···×HK ,
S ∈ CH1×···×HK×G1×···×GL and T ∈ CG1×···×GL×J1×···×JM . Then, Api† = T
†∗LS
†∗KR
† if and
only if S† = (R†∗NA∗MT
†)†+Y, where Y ∈ CG1×···×GL×H1×···×HK satisfies T †∗LY∗KR
† = O.
Proof. Suppose that S† = (R†∗NA∗MT
†)† + Y . By using equation (16), we then have
T †∗LS
†∗KR
† = T †∗L(R
†∗NA∗MT
†)†∗KR
† + T †∗LY∗KR
† = Api†.
Conversely, suppose thatApi† = T
†∗LS
†∗KR
†, then by equation (16) and the last equality
of equation (27)
T ∗MT
†∗LS
†∗KR
†∗NR = (R
†∗NA∗MT
†)†. (28)
Hereafter, by applying equation (6) to T ∗MT
†∗LX∗KR
†∗NR = (R
†∗NA∗MT
†)†, it follows
that there exists a Z such that
S† = (R†∗NA∗MT
†)† + Z − T ∗MT
†∗LZ∗KR
†∗NR, (29)
due to the equation (27) and the fact (T ∗MT
†)† = T ∗MT
† and (R†∗NR)
† = R†∗NR. Thus,
if Y = Z − T ∗MT
†∗LZ∗KR
†∗NR, then
T †∗LY∗KR
† = T †∗LZ∗KR
† − T †∗LT ∗MT
†∗LY∗KR
†∗NR∗KR
†
= O.
Next, we provide an example to show that it may be possible that A† = T †∗LS
†∗KR
†
while Api† 6= A
†.
Example 3.14. Let A = (aijkl) ∈ C
2×2×2×2, 1 ≤ i, j, k, l ≤ 2. Suppose that A is factorized
as A = R∗2S∗2T , where R = (rijkl) ∈ C
2×2×2×2, S = (sijkl) ∈ C
2×2×2×2, T = (tijkl) ∈
C2×2×2×2, 1 ≤ i, j, k, l ≤ 2 such that
aij11 =
(
1 1
1 1
)
, aij12 =
(
0 0
0 0
)
, aij21 =
(
0 1
1 1
)
, aij22 =
(
0 0
0 0
)
;
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rij11 =
(
1 0
0 0
)
, rij12 =
(
0 1
1 0
)
, rij21 =
(
0 0
1 0
)
, rij22 =
(
0 0
0 0
)
;
sij11 =
(
1 0
0 0
)
, sij12 =
(
0 1/2
−3/2 0
)
, sij21 =
(
0 1/2
1/2 0
)
, sij22 =
(
0 0
0 0
)
;
and
tij11 =
(
1 1
1 1
)
, tij12 =
(
0 1
1 1
)
, tij21 =
(
0 1
1 1
)
, tij22 =
(
0 0
0 0
)
.
Now, A† = (a′ijkl), R
† = (r′ijkl), S
† = (s′ijkl), and T
† = (t′ijkl) are given by
a′ij11 =
(
1 0
−1 0
)
, a′ij12 =
(
0 0
1/3 0
)
, a′ij21 =
(
0 0
1/3 0
)
, a′ij22 =
(
0 0
1/3 0
)
;
r′ij11 =
(
1 0
0 0
)
, r′ij12 =
(
0 1
−1 0
)
, r′ij21 =
(
0 0
1 0
)
, r′ij22 =
(
0 0
0 0
)
;
s′ij11 =
(
1 0
0 0
)
, s′ij12 =
(
0 1/2
3/2 0
)
, s′ij21 =
(
0 −1/2
1/2 0
)
, s′ij22 =
(
0 0
0 0
)
;
and
t′ij11 =
(
1 −1/2
−1/2 0
)
, t′ij12 =
(
0 1/6
1/6 0
)
, t′ij21 =
(
0 1/6
1/6 0
)
, t′ij22 =
(
0 1/6
1/6 0
)
.
Here, T †∗2S
†∗2R
† = (yijkl), where
yij11 =
(
1 0
−1 0
)
, yij12 =
(
0 0
1/3 0
)
, yij21 =
(
0 0
1/3 0
)
, yij22 =
(
0 0
1/3 0
)
.
But, Api† = T
†∗2(R
†∗2A∗2T
†)†∗2R
† = (xijkl), where
xij11 =
(
1 1/2
−1 0
)
, xij12 =
(
0 −1/6
1/3 0
)
, xij21 =
(
0 −1/6
1/3 0
)
, xij22 =
(
0 −1/6
1/3 0
)
.
Here, in this example Api† 6= A
†, while A† = T †∗2S
†∗2R
†.
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In case of the Moore-Penrose inverse, we observed that the Moore-Penrose inverse of A†
reduces to A for every tensor A [22]. This fact leads to a natural question “Does the product
Moore-Penrose inverse of Api† also reduces to A?” The answer is affirmative, if we use the
same factorization employed in forming Api†. The following theorem proves this fact.
Theorem 3.15. Let A = R∗KS∗LT ∈ C
I1×···×IN×J1×···×JM , where R ∈ CI1×···×IN×H1×···×HK ,
S ∈ CH1×···×HK×G1×···×GL and T ∈ CG1×···×GL×J1×···×JM . Then,
(Api†)pi† = [T
†∗L(R
†∗NA∗MT
†)†∗KR
†]pi† = A.
Proof. Applying equation (16) to Api† = T
†∗L(R
†∗NA∗MT
†)†∗KR
† gives
(Api†)pi† = R∗K [T ∗MT
†∗L(R
†∗NA∗MT
†)†∗KR
†∗NR]
†∗LT . (30)
With the help of Lemma 2.1, equation (30) gives (Api†)pi† = A.
4. Conclusion
Note that in Example 3.14, A† = T †∗LS
†∗KR
† holds. A natural question arises now re-
garding the trueness of the same equality which is called as the triple reverse order law of
tensors via the Einstein product, i.e., (R∗KS∗LT )
† = T †∗LS
†∗KR
†. However, this is not
true in general, and is shown next through an example.
Example 4.1. Let R = (rijkl) ∈ C
2×2×2×2, S = (sijkl) ∈ C
2×2×2×2, T = (tijkl) ∈
C2×2×2×2, 1 ≤ i, j, k, l ≤ 2 such that
rij11 =
(
1 0
−1 0
)
, rij12 =
(
1 1
0 1
)
, rij21 =
(
0 1
0 1
)
, rij22 =
(
−1 0
1 0
)
;
sij11 =
(
0 1
0 −1
)
, sij12 =
(
1 1
1 0
)
, sij21 =
(
1 0
1 0
)
, sij22 =
(
0 −1
0 1
)
;
and
tij11 =
(
1 0
0 0
)
, tij12 =
(
0 0
0 1
)
, tij21 =
(
0 0
0 0
)
, tij22 =
(
0 1
0 0
)
.
And let A = R∗2S∗2T = (aijkl) ∈ C
2×2×2×2, 1 ≤ i, j, k, l ≤ 2, where
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aij11 =
(
−1 −1
0 1
)
, aij12 =
(
1 0
0 1
)
, aij21 =
(
1 1
0 0
)
, aij22 =
(
1 1
0 −1
)
.
Now, A† = (a′ijkl), R
† = (r′ijkl), S
† = (s′ijkl), and T
† = (t′ijkl) are given by
r′ij11 =
(
0 1
−1 0
)
, r′ij12 =
(
0 0
1/2 0
)
, r′ij21 =
(
−1/2 1
−1 1/2
)
, r′ij22 =
(
0 0
1/2 0
)
;
s′ij11 =
(
10 0
1/2 0
)
, s′ij12 =
(
0 1
−1 0
)
, s′ij21 =
(
0 0
1/2 0
)
, s′ij22 =
(
−1/2 1
−1 1/2
)
;
and
t′ij11 =
(
1 0
0 0
)
, t′ij12 =
(
0 0
0 1
)
, t′ij21 =
(
0 0
0 0
)
, t′ij22 =
(
0 1
0 0
)
.
Here, A† = (R∗2S∗2T )
† = (a′ijkl), where
a′ij11 =
(
−1/2 1
−1 1/2
)
, a′ij12 =
(
1/2 −1
2 −1/2
)
, a′ij21 =
(
0 0
0 0
)
, a′ij22 =
(
1/2 0
1 −1/2
)
.
But, T †∗2S
†∗2R
† = (xijkl), where
xij11 =
(
−1/4 1/2
−1/2 1/4
)
, xij12 =
(
1/2 −3/2
9/4 −1/2
)
, xij21 =
(
0 0
0 0
)
, xij22 =
(
1/2 −1
3/2 −1/2
)
.
Here, in this example (R∗2S∗2T )
† 6= T †∗2S
†∗2R
†.
The following theorem gives a necessary and sufficient condition for the triple reverse
order law.
Theorem 4.2. Let A = R∗KS∗LT ∈ C
I1×···×IN×J1×···×JM , where R ∈ CI1×···×IN×H1×···×HK ,
S ∈ CH1×···×HK×G1×···×GL and T ∈ CG1×···×GL×J1×···×JM . Then, A† = T †∗LS
†∗KR
† if and
only if
(i) R†∗N(R∗KS∗LT )∗M(T
†∗LS
†∗KR
†)∗N(R∗KS∗LT )∗MT
† = R†∗N(R∗KS∗LT )∗MT
†,
(ii) T ∗M(T
†∗LS
†∗KR
†)∗N(R∗KS∗LT )∗M(T
†∗LS
†∗KR
†)∗NR = T ∗M(T
†∗LS
†∗KR
†)∗NR,
(iii) [RH∗N(R∗KS∗LT )∗M(T
†∗LS
†∗KR
†)∗NR]
H = RH∗N(R∗KS∗LT )∗M(T
†∗LS
†∗KR
†)∗NR,
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(iv) [T ∗M(T
†∗LS
†∗KR
†)∗N(R∗KS∗LT )∗MT
H ]H = T ∗M(T
†∗LS
†∗KR
†)∗N(R∗KS∗LT )∗MT
H .
Proof. It can be esily seen that (i) and (ii) are equivalent to (R∗KS∗LT )∗M(T
†∗LS
†∗KR
†)
∗N(R∗KS∗LT ) = R∗KS∗LT and (T
†∗LS
†∗KR
†)∗N(R∗KS∗LT )∗M(T
†∗LS
†∗KR
†) = T †∗L
S†∗KR
†, respectively. (iii) is equivalent to [(R∗KS∗LT )∗M(T
†∗LS
†∗KR
†)]H = (R∗KS∗L
T )∗M(T
†∗LS
†∗KR
†). Because [(R∗KS∗LT )∗M(T
†∗LS
†∗KR
†)]H = (R∗KS∗LT )∗M(T
†∗LS
†
∗KR
†) imply (iii) and conversely, by pre-multiplying R†∗ and post-multiplying R† to (iii)
gives [(R∗KS∗LT )∗M(T
†∗LS
†∗KR
†)]H = (R∗KS∗LT )∗M(T
†∗LS
†∗KR
†). Similarly, (iv) is
equivalent to [(T †∗LS
†∗KR
†)∗N(R∗KS∗LT )]
H = (T †∗LS
†∗KR
†)∗N(R∗KS∗LT ).
Note that the triple reverse order law presented in the above theorem contains a number
of conditions. We conclude the article with the note that simpler characterization of triple
reverse order law will be tried in near future.
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