The higher order $q$-Dolan-Grady relations and quantum integrable
  systems by Vu, Thi-Thao
THE HIGHER ORDER q-DOLAN-GRADY
RELATIONS AND QUANTUM
INTEGRABLE SYSTEMS
THÈSE
LMPT, Université François-Rabelais, Tours, France
Thi Thao Vu
THÈSE dirigée par :
M. P. BASEILHAC C.R. CNRS, Université François-Rabelais de Tours
RAPPORTEURS :
M. H. KONNO Professeur, Université des Sciences et Technologies Marines de Tokyo
M. P. TERWILLIGER Professeur, Université du Wisconsin-Madison
JURY :
M. P. BASEILHAC C.R. CNRS, Université François-Rabelais de Tours
M. C. LECOUVEY Professeur, Université François-Rabelais de Tours
M. V. ROUBTSOV Professeur, Université d’Angers
M. H. SALEUR Chercheur CEA, Institut de Physique Théorique, CEA Saclay
M. P. TERWILLIGER Professeur, Université du Wisconsin-Madison
1
ar
X
iv
:1
60
1.
06
25
3v
3 
 [m
ath
-p
h]
  3
1 J
an
 20
16
2Abstract
In this thesis, the connection between recently introduced algebraic structures (tridiag-
onal algebra, q-Onsager algebra, generalized q−Onsager algebras), related representation
theory (tridiagonal pair, Leonard pair, orthogonal polynomials), some properties of these
algebras and the analysis of related quantum integrable models on the lattice (the XXZ
open spin chain at roots of unity) is first reviewed. Then, the main results of the thesis
are described: (i) for the class of q−Onsager algebras associated with ŝl2 and ADE type
simply-laced affine Lie algebras, higher order analogs of Lusztig’s relations are conjectured
and proven in various cases, (ii) for the open XXZ spin chain at roots of unity, new ele-
ments (that are divided polynomials of q−Onsager generators) are introduced and some of
their properties are studied. These two elements together with the two basic elements of
the q−Onsager algebra generate a new algebra, which can be understood as an analog of
Lusztig’s quantum group for the q−Onsager algebra. Some perspectives are presented.
Keywords : Tridiagonal algebra; Tridiagonal pair; q-Onsager algebra; Generalized q-
Onsager algebra; XXZ open spin chain; root of unity.
Notations
Throughout this thesis, we use the following notations:
1. Let A,B denote generators, then
[A,B] = AB −BA.
[A,B]q = qAB − q−1BA.
2. Let n,m be integers, then[
n
m
]
q
=
[n]q!
[m]q! [n−m]q! , [n]q! =
n∏
l=1
[l]q , [n]q =
qn − q−n
q − q−1 , [0]q = 1 .
3. {x} denotes the integer part of x. Let j,m, n be integers, write j = m,n for j =
m,m+ 1, ..., n− 1, n.
4. The Pauli matrices σ1, σ2, σz, σ±:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
,
σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
.
.
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Introduction
In the literature, the Onsager algebra and the Dolan-Grady relations first appeared in
study of integrable systems (the XY , the Ising models,. . . ) [O44, DG82, Dav91, Dav90].
Later on, they appeared in the context of mathematics in relation with certain subalgebras
of ŝl2 [DR99]. From 2003, a q−deformed analog of the Dolan-Grady relations appeared
in the context of mathematics as a special case of tridiagonal algebras [Terwilliger et al.].
Almost simultaneously, the q−Dolan-Grady relations appeared in the context of quantum
integrable systems on the lattice and continuum: the q−Onsager algebra was defined (which
q−Dolan-Grady relations are the defining relations) in relation with the quantum reflection
equation, as an algebra generating a large class of quantum integrable systems on the lattice
or continuum [Baseilhac et al.].
There is now a rather vast literature on the subject of tridiagonal algebras [Ter93III],
the representation theory of tridiagonal pairs [ITT99] and Leonard pairs [Ter03], the
q−Onsager algebra and its generalizations [Ter01, Bas0404], the connections with coideal
subalgebras of Uq(ŝl2) [BB12] and with a new infinite dimensional algebra called Aq [BS09].
In the context of mathematical physics, these structures and the explicit analysis of some
of their properties lead to several new exact non-perturbative results for the open XXZ
spin chain [BK07], for the half-infinite XXZ spin chain [BB12, BK14], for the open affine
Toda field theories [BB09, BF11]. From a general point of view, a new approach called
‘q−Onsager approach’ has emerged as an alternative to existing ones in quantum integrable
systems (Bethe ansatz [Bet31, FST80], separation of variable [Sk92], q−vertex operators
[JM95, JKKKMW94]). Since 2007, this approach has been currently developed in different
directions.
In this thesis, we explore one direction which overlaps between mathematics and physics.
Namely, we investigate in detail some properties of the q−Onsager algebras (in particu-
lar the existence and explicit construction of higher order relations between monomials of
the fundamental generators) which will find application in the analysis of the open XXZ
spin chain at roots of unity (characterization of the symmetry of the Hamiltonian at roots
of unity). At the moment, the results of this thesis have been published in two articles
[BV13, BV1312]. There is another article in preparation [BGSV15].
The manuscript of the thesis is divided into three main Chapters.
Chapter 1. We summarize without proofs the relevant material on tridiagonal alge-
bras, the q-Onsager algebra and some aspects of its representation theory: Leonard pairs,
tridiagonal pairs and orthogonal polynomials.
In the first part, tridiagonal algebras are defined by generators and relations. Several
special cases corresponding to particular parameter sequences of the tridiagonal relations
are mentioned such as the q-Serre relations or the Dolan-Grady relations.
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The q-Onsager algebra is introduced in a second part. Its defining relations are the
q−Dolan-Grady relations: these are ρi-deformed analogues of the q-Serre relations, and
correspond to a special parameter sequence of the tridiagonal algebra. In connection with
the quantum affine algebra Uq(ŝl2) and the Uq(sl2)-loop algebra, we thus recall homo-
morphisms from the q-Onsager algebra to these algebras. Finally, we recall the reflection
equation algebra and indicate its relation with the q-Onsager algebra: the reflection equa-
tion algebra is defined by generators which are entries of the solution of the “RKRK”
equations for the Uq(ŝl2) R-matrix. The isomorphisms between the reflection equation
algebra, the current algebra Oq(ŝl2), and the infinite dimensional algebra Aq generated by
{W−k,Wk+1,Gk+1, G˜k+1|k ∈ Z+} are recalled. We also recall the construction of a coaction
map for the q-Onsager algebra and the defining relations of the K-matrix as an intertwiner
of irreducible finite dimensional representations of the q-Onsager algebra. Thus, a quotient
of the q-Onsager algebra is isomorphic to a quotient of the reflection equation algebra.
The last part recalls some aspects of the representation theory of tridiagonal algebras
(including the case of the q−Onsager algebra), in particular the results of Terwilliger et al.
about irreducible finite dimensional representations and the concept of tridiagonal pairs.
For convenience, Leonard pairs (a subclass of the tridiagonal pairs) are introduced first.
We recall the notion of Leonard pair, Leonard system as well as modification of a given
Leonard pair in several ways. The relation between the Leonard pair and the tridiagonal
algebra is also clarified. Namely, there exists a scalar sequence such that the Leonard pair
satisfies the corresponding Askey-Wilson relations. Inversely, a pair of linear transforma-
tions satisfying the Askey-Wilson relations allows to define a Leonard pair under certain
conditions. One more important result is the classification of Leonard pairs, it is asserted
that a sequence of scalars satisfying conditions (i) − (v) in Theorem (1.3.7) is necessary
and sufficient to obtain a Leonard pair. In addition, we show that Leonard pairs arise
naturally in relation with the Lie algebra sl2 and Uq(sl2). A more general object than the
concept of Leonard pair, namely the concept of tridiagonal pair, is also introduced and
described in some details. We first recall the concept of a tridiagonal pair, of a tridiagonal
system as well as properties of its (dual) eigenvalue sequence, the corresponding (dual)
eigenspace sequence. It is asserted that the tridiagonal pair of q-Racah type satisfies the
tridiagonal relations, inversely a tridiagonal pair can be obtained from a tridiagonal algebra
under several conditions. We also describe some special classes of tridiagonal pairs, such as
Leonard pairs, tridiagonal pairs of the q-Serre type, mild tridiagonal pairs, sharp tridiag-
onal pairs. Especially, the classification of the sharp tridiagonal pairs is clarified [INT10].
Last but not least, the relation between tridiagonal algebras and the theory of orthogo-
nal polynomials is briefly described. We recall hypergeometric orthogonal polynomials,
and describe the connection between the theory of Leonard pairs and the Askey-scheme
of orthogonal polynomials [Ter0306]. Note that the extension to the theory of tridiagonal
pairs leads to hypergeometric polynomials of several variables defined on a discrete support
(Gasper-Rahman), as recently discovered in [BM15].
Chapter 2. We recall the known presentations of the Onsager algebra and how the
so-called q−Onsager algebra appeared in the context of mathematical physics. We briefly
recall the ‘q−Onsager approach’.
First, we provide a historical background about the two different known presentations
of the Onsager algebra: either the original presentation with generators An, Gm [O44] or
the presentation in terms of the Dolan-Grady relations [DG82]. We also recall the relation
with the loop algebra of sl2. Secondly, we recall how the q−Onsager algebra surprisingly
appeared in 2004 in the context of quantum integrable systems, through an analysis of so-
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lutions of the reflection equation. In particular, we recall how the new infinite dimensional
algebra Aq arises and how it is related with the q−Onsager algebra. It is explained how
its connections with the quantum loop algebra of sl2 and with Uq(ŝl2) naturally appear
from the Yang-Baxter and reflection equation algebra formulation. Then, the so-called
‘q−Onsager approach’ is briefly recalled.
Chapter 3. The three main results of the thesis are presented in some details. (i) and
(ii): For the family of q−Onsager algebras (ŝl2 and ADE type), analogs of the higher order
relations of Lusztig are conjectured and supporting evidence is presented in detail; (iii) The
open XXZ spin chain is considered at roots of unity in the framework of the q−Onsager
approach. A new algebra, an analog of Lusztig’s quantum group, naturally arises. For a
class of finite dimensional representations, explicit generators and relations are described.
With respect to the new algebra, symmetries of the Hamiltonian are explored.
Recall the homomorphism from the q−Onsager algebra to the quantum affine Lie alge-
bra Uq(ŝl2) [Bas0408, BB12]. Recall the homomorphism from the generalized q−Onsager
algebras (higher rank generalizations of the q−Onsager algebra) to the quantum affine Lie
algebra Uq(ĝ) [BB09, Kol12]. By analogy with Lusztig’s higher order relations [Lusz93]
which arise for any quantum affine Lie algebra, it is thus expected that higher order rela-
tions are satisfied. Successively, we obtained:
1. The higher order relations for the q-Onsager algebra (the ŝl2 case) [BV13]
Let A,A∗ be the standard generators of the q−Onsager algebra. The r−th higher
order relations for the q-Onsager algebra are conjectured. First, a generalization of
the conjecture is proven for the case of tridiagonal pairs (i.e. certain irreducible finite
dimensional representations on which A,A∗ act). Two-variable polynomials which
determine the relations are given. Then, the special case of the q−Onsager algebra
is considered in details. The conjecture is proven for r = 2, 3. For r generic, the
conjecture is studied recursively. A Maple software program is used to check the
conjecture, which is confirmed for r ≤ 10. Also, for a special case, the higher order
relations of Lusztig are recovered.
2. The higher order relations for the generalized q-Onsager algebra (the ADE serie)
[BV1312]
For each affine Lie algebra, a generalized q-Onsager algebra has been defined in
[BB09]. Let Ai, i = 0, 1, ..., rank(g) be the standard generators of this algebra.
By analogy with the ŝl2 case, for any simply-laced affine Lie algebra analogues of
Lusztig’s higher order relations are conjectured. The conjecture is proven for r ≤ 5.
For r generic, the conjecture is studied recursively. A Maple software program is
used to check the conjecture, which is confirmed for r ≤ 10. According to the parity
of r, two new families of two-variable polynomials are proposed, which determine the
structure of the higher order relations. Several independent checks are done, which
support the conjecture.
3. The XXZ open spin chain at roots of unity [BGSV15]
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Inspired by the fact that the XXZ periodic spin chain at roots of unity enjoys a
sl2 loop algebra symmetry in certain sectors of the spectrum [DFM99], the aim is
to settle an algebraic framework for the analysis of the open XXZ spin chain at
roots of unity within the q−Onsager approach. First, the two basic generators of
the q−Onsager algebra are recalled, and their properties are studied for q a root of
unity (spectrum, structure of the eigenspaces and action). They form a new object
that we call a ‘cyclic tridiagonal pair’. Secondly, two new operators that are divided
polynomials of the fundamental generators of the q-Onsager algebra are introduced.
We study some of their properties (spectrum, structure of the eigenspaces and action).
The relations satisfied by the four operators are described in details. They generate
an explicit realization and first example of an analog of Lusztig quantum group for
the q−Onsager algebra. Finally, we briefly discuss the conditions on the boundary
parameters such that the Hamiltonian of the open XXZ spin chain commutes with
some of the generators.
In the end of this thesis, three families of open problems are presented in Chapter 4 and
appendices are reported in Chapter 5.
Chapter 1
Mathematics: background
The aim of this Chapter is to present various aspects of the tridiagonal and q-Onsager
algebras, their relations with other types of quantum algebras, their relations with the
theory of Leonard and tridiagonal pairs, and finally the remarkable connection with the
theory of orthogonal polynomials and Askey-scheme.
In the first part, the definition of the tridiagonal algebra is given in terms of generators
and relations. Several special cases of tridiagonal relations corresponding to the particular
parameter sequences are recalled such as the q-Serre relations, the Dolan-Grady relations.
In the second part, the q-Onsager algebra is defined as the ρi-deformed analogues of
the q-Serre relations. Indeed, it is a special case of the tridiagonal algebra. Furthermore,
the connection between the q-Onsager algebra and other algebras such that the quantum
enveloping algebra Uq(ŝl2), the quantum loop algebra Uq(L(sl2), the reflection equation
algebra and the current algebra denoted Oq(ŝl2) recently introduced is briefly described.
In the last part, several results due to Terwilliger et al. about the representation the-
ory of tridiagonal algebras - in particular the q−Onsager algebra - are recalled. Finite
dimensional irreducible representations of the tridiagonal algebras and of the q−Onsager
algebras have been considered in details by Terwilliger et al.. Provided two matrices A,A∗
satisfy the defining relations of the tridiagonal algebra, are diagonalizable on the vector
space and the representation is irreducible, it implies the following: in the basis in which
the first matrix A is diagonal with degeneracies, the other matrix A∗ takes a block tridi-
agonal structure. Furthermore, there exists another basis with respect to which the first
matrix A transforms into a block tridiagonal matrix, whereas the second one transforms
into a diagonal matrix with degeneracies. In the simplest case (no degeneracy in the spec-
tra), tridiagonal pairs are called Leonard pairs, which definition and properties will be
first recalled. Then, we will describe definition and properties of tridiagonal pairs based
on Terwilliger and collaborators’ investigations. In addition, the connection between the
theory of special functions and orthogonal polynomial and the q−Onsager algebra is briefly
described. Note that this subject was one of the motivations for studying tridiagonal al-
gebras and the theory of tridiagonal pairs. For the simplest examples of tridiagonal pairs,
namely the Leonard pairs, Askey-Wilson polynomials arise.
Note that some of the material presented in this Chapter will play a crucial role in the
analysis of the higher-order q−Dolan-Grady relations of the q−Onsager algebra, that will
be considered in Chapter 3 entitled “MAIN RESULTS”.
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1.1 Tridiagonal algebras
Tridiagonal algebras come up in the theory of Q-polynomial distance-regular graphs
[Ter93III, Lemma 5.4] and tridiagonal pairs [ITT99, Theorem 10.1], [Ter99, Theorem 3.10].
A tridiagonal algebra has a presentation by two generators and two relations as follows
Definition 1.1.1 [Ter99] Let K denote a field, and let β, γ, γ∗, δ, δ∗ denote a sequence of
scalars taken from K. The corresponding tridiagonal algebra T is the associative K-algebra
with 1 generated by the generators A,A∗ subject to the relations
[A,A2A∗ − βAA∗A+A∗A2 − γ(AA∗ +A∗A)− δA∗] = 0, (1.1.1)
[A∗, A∗2A− βA∗AA∗ +AA∗2 − γ∗(A∗A+AA∗)− δ∗A] = 0. (1.1.2)
These relations are called the tridiagonal relations.
The algebra generated by A and A∗ satisfy (1.1.1), (1.1.2) is known as the subconstituent
algebra or the Terwilliger algebra [Ter92, Ter93II, Ter93III]. Furthermore, relations (1.1.1)
and (1.1.2) are satisfied by the generators of both the classical and quantum ‘Quadratic
Askey-Wilson algebra’ introduced by Granovskii et al. [GLZ92].
A tridiagonal algebra depends on the parameter sequence β, γ, γ∗, δ, δ∗. Now we con-
sider some cases of the tridiagonal algebras that correspond to the particular parameter
sequences.
A special case of (1.1.1) and (1.1.2) occurs in the context of quantum groups. For
β = q2 + q−2, γ = γ∗ = 0, δ = δ∗ = 0, the tridiagonal relations are the q-Serre relations
[CP91].
A3A∗ − [3]qA2A∗A+ [3]qAA∗A2 −A∗A3 = 0, (1.1.3)
A∗3A− [3]qA∗2AA∗ + [3]qA∗AA∗2 −AA∗3 = 0. (1.1.4)
Note that equations (1.1.3) and (1.1.4) are among the defining relations for the quantum
affine algebra Uq(ŝl2).
Another special case of (1.1.1) and (1.1.2) has come up in the context of exactly solvable
models in statistical mecanics. For β = 2, γ = γ∗ = 0, δ = b2, δ∗ = b∗2, the tridiagonal
relations are the so-called Dolan-Grady relations [DG82]
[A, [A, [A,A∗]]] = b2[A,A∗], (1.1.5)
[A∗, [A∗, [A∗, A]]] = b∗2[A∗, A]. (1.1.6)
One more example of a tridiagonal algebra is the q-Onsager algebra. It will be considered
in the following part.
1.2 The q-Onsager algebra from different points of view
In [Ter01, Bas0404, Bas0408], the q-Onsager algebra has been defined by standard
generators and relations which are called the ‘q-deformed’ Dolan-Grady relations. Ap-
plications of the q-Onsager algebra to tridiagonal pairs can be found in [ITT99, IT08,
IT09, Ter99, Ter01]. The q-Onsager algebra has applications to quantum integrable mod-
els [Bas0404, Bas0408, Bas06, Bas0604, BK13, BK0507, BK07, BS09, BB12, BK13] and
quantum symmetric pairs [Kol12].
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Definition 1.2.1 [Ter01, Bas0404, Bas0408] Let K denote a field. The q-Onsager algebra
is the associative algebra with unit and standard generators A,A∗ subject to the following
relations
3∑
k=0
(−1)k
[
3
k
]
q
A3−kA∗Ak = ρ0[A,A∗], (1.2.1)
3∑
k=0
(−1)k
[
3
k
]
q
A∗3−kAA∗k = ρ1[A∗, A], (1.2.2)
where q is a deformation parameter, and ρ0, ρ1 are fixed scalars in K.
The relations (1.2.1), (1.2.2) can be seen as ρi-deformed analogues of the q-Serre relations
because for ρ0 = ρ1 = 0 these relations are reduced to the q-Serre relations.
Clearly, the generators A,A∗ of the q-Onsager algebra satisfy the defining relations of the
tridiagonal algebra corresponding to the scalars β = q2 +q−2, γ = γ∗ = 0, and δ = ρ0, δ∗ =
ρ1. This parameter sequence is said to be reduced.
For simplicity, the q-Onsager algebra can be defined by generators A,A∗ subject to the
relations
[A,A2A∗ − βAA∗A+A∗A2] = ρ[A,A∗], (1.2.3)
[A∗, A∗2A− βA∗AA∗ +AA∗2] = ρ[A∗, A], (1.2.4)
where β = q2 + q−2 and ρ0 = ρ1 = ρ [IT09]. Relations (1.2.3) and (1.2.4) can be regarded
as a q-analogue of the Dolan-Grady relations.
The q-Onsager algebra (1.2.3), (1.2.4) has a basis as follows [IT09].
Let r denote a positive integer. Set
Λr = {λ = (λ0, λ1, . . . , λr) ∈ Zr+1|λ0 ≥ 0, λi ≥ 1(1 ≤ i ≤ r)},
Λ =
⋃
r∈N∪{0}
Λr.
If there exists an integer i (0 ≤ i ≤ r) such that
λ0 < λ1 < · · · < λi ≥ λi+1 ≥ · · · ≥ λr,
then λ = (λ0, λ1, . . . , λr) is said to be irreducible.
Denote Λirr = {λ ∈ Λ|λ is irreducible}.
Let X,Y denote noncommuting indeterminates. For λ = (λ0, λ1, . . . , λr) ∈ Λ, put
ωλ(X,Y ) =
{
Xλ0Y λ1 . . . Xλr if r is even
Xλ0Y λ1 . . . Y λr if r is odd ,
where Xλ0 = 1 if λ0 = 0.
Theorem 1.2.1 [IT09] The following set is a basis of the q-Onsager algebra as a C-vector
space:
{ωλ(A,A∗)|λ ∈ Λirr}.
8 CHAPTER 1. MATHEMATICS: BACKGROUND
1.2.1 The q-Onsager algebra and Uq(ŝl2)
There is an explicit relationship between the q-Onsager algebra and the quantum
affine algebra Uq(ŝl2). There are homomorphisms from the q-Onsager algebra into Uq(ŝl2)
[Bas0408, Bas0604, BB12, Kol12]. Firstly, recall the definition of Uq(ŝl2) in Drinfeld-Jimbo
presentation.
Definition 1.2.2 [CP91] Let K denote an algebraically closed field. The quantum affine
algebra Uq(ŝl2) is the associative K-algebra with unit 1, defined by generators e±i ,K
±1
i , i ∈
{0, 1} and the following relations:
KiK
−1
i = K
−1
i Ki = 1,
K0K1 = K1K0,
Kie
±
i K
−1
i = q
±2e±i ,
Kie
±
j K
−1
i = q
∓2e±j , i 6= j,
[e+i , e
−
i ] =
Ki −K−1i
q − q−1 ,
[e±0 , e
∓
1 ] = 0,
(e±i )
3e±j − [3]q(e±i )2e±j e±i + [3]qe±i e±j (e±i )2 − e±j (e±i )3 = 0, i 6= j, (1.2.5)
where the expression [r, s] means rs−sr. We call e±i ,K±i , i ∈ {0, 1} the Chevalley generators
for Uq(ŝl2).
Theorem 1.2.2 [BB12] There exist algebra homomorphisms ϕ,ϕ∗ from the q-Onsager
algebra to Uq(ŝl2)
ϕ(A) = k−e+0 + k+q
−1e−0 K0 + −K0, (1.2.6)
ϕ(A∗) = k+e+1 + k−q
−1e−1 K1 + +K1, (1.2.7)
where k+, k−, +, − ∈ K, and ρ = k+k−(q + q−1)2.
And
ϕ∗(A) = k¯−q−1e+0 K
−1
0 + k¯+e
−
0 + ¯+K
−1
0 , (1.2.8)
ϕ∗(A∗) = k¯+q−1e+1 K
−1
0 + k¯−e
−
1 + ¯−K
−1
1 , (1.2.9)
where k¯+, k¯−, ¯+, ¯− ∈ K, and ρ = k¯+k¯−(q + q−1)2.
1.2.2 The q-Onsager algebra and the Uq(sl2)-loop algebra
There are algebra homomorphisms from the q-Onsager algebra into the Uq(sl2)-loop
algebra [IT08, IT09].
Definition 1.2.3 [CP91] The Uq(sl2)-loop algebra L is the associative C-algebra with 1
generated by e+i , e
−
i , ki, k
−1
i (i = 0, 1) subject to the relations
kik
−1
i = k
−1
i ki = 1,
k0k1 = k1k0 = 1,
kie
±
i k
−1
i = q
±2e±i ,
kie
±
j k
−1
i = q
∓2e±j , i 6= j,
[e+i , e
−
i ] =
ki − k−1i
q − q−1 ,
[e±0 , e
∓
1 ] = 0,
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(e±i )
3e±j − [3]q(e±i )2e±j e±i + [3]qe±i e±j (e±i )2 − e±j (e±i )3 = 0, i 6= j.
Note that if we replace k0k1 = k1k0 = 1 in the definition for L by k0k1 = k1k0 then we
have the quantum affine algebra Uq(ŝl2). Namely, L is isomorphic to the quotient algebra
of Uq(ŝl2) by the two-sided ideal generated by k0k1 − 1.
Theorem 1.2.3 [IT0904] For arbitrary nonzero s, t ∈ C, there exists an algebra homo-
morphism ϕs,t from the q-Onsager algebra to L that sends A,A∗ to
At(s) = x(s) + tk(s) + t
−1k(s)−1,
A∗t (s) = y(s) + t
−1k(s) + tk(s)−1,
respectively, where
x(s) = α(se+0 + s
−1e−1 k1) with α = −q−1(q − q−1)2,
y(s) = se−0 k0 + s
−1e+1 ,
k(s) = sk0,
ρ = −(q2 − q−2)2.
Moreover ϕs,t is injective.
Theorem 1.2.4 [Bas0604] Let k+, k−, +, − denote scalars in K. There is an algebra
homomorphism from the q-Onsager algebra to L such that
A 7→ k−e+0 k1/20 + k+e−0 k1/20 + −k0, (1.2.10)
A∗ 7→ k+e+1 k1/21 + k−e−1 k1/21 + +k1, (1.2.11)
with ρ0 = ρ1 = k+k−(q + q−1)2.
1.2.3 The q-Onsager algebra, the reflection equation and the algebra Aq
The aim of this part is to recall the relation between the reflection equation algebra
[Cher84, Sk88] and the q-Onsager algebra (1.2.1), (1.2.2). In the literature, the connection
between the two algebras appeared as follows: First, the structure of the solutions the K-
operators satisfying “RKRK" defining relations for the Uq(ŝl2) with R-matrix (1.2.12) had
been studied in details in the case where the entries of the K−matrix act on an irreducible
finite dimensional vector space. Recall that the entries of the K−matrix depends on
a spectral parameter u. Expanding the entries in terms of a new spectral parameter
U = (qu2 + q−1u−2)/(q + q−1), it was observed that the first modes of the expansion of
the diagonal entries of the K−matrix generate a q−Onsager algebra [BK0503]. This will
be recalled in details in Chapter 2. This observation suggested that the reflection equation
algebra and the q−Onsager algebra are closely related.
In [BS09], this connection was further studied. Let K(u) be a solution of the reflection
equation algebra with Uq(ŝl2) with R-matrix (1.2.12). Assume q is not a root of unity. Let
V be an irreducible finite dimensional vector space on which the entries of the K−matrix
act. Then, it is known that the solution of the reflection equation is unique (up to an overall
scalar factor). Independently, consider the q−Onsager algebra. Let δ denote a coaction map
(see the definition below) that is introduced explicitly. Then, one introduces the K−matrix
as the intertwiner between tensor product representations of the q−Onsager algera. By
construction, the K−matrix automatically satisfies the reflection equation algebra. As a
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consequence, for V an irreducible finite dimensional vector space, the uniqueness of the
solution K implies that a quotient of the q−Onsager algebra is isomorphic to a quotient
of the reflection equation algebra.
Below, in a first part we recall the reflection equation algebra. Then, we recall the struc-
ture of the general K−matrix solutions of the reflection equation algebra for the R−matrix
in terms of currents. The modes of these currents are denoted {W−k,Wk+1,Gk+1, W˜k+1|k ∈
Z+} and generate the algebra Aq. The isomorphism between the current algebra and the
reflection equation algebra is given (see Theorem 1.2.6). In a second part, we independently
recall the construction of a coaction map of the q−Onsager algebra (see Proposition 1.2.1).
The defining relations of the K−matrix as an intertwiner of tensor product representa-
tions of the q−Onsager algebra is mentioned. One of the main result of [BS09] is finally
recalled: if the elements of the q−Onsager algebra act on an irreducible finite dimensional
vector space (in which case a quotient of the q−Onsager algebra is considered), then it is
isomorphic to a quotient of the algebra Aq or, equivalently, to a quotient of the reflection
equation algebra.
Let R : C∗ → End(V⊗V) denote the intertwining operator between the tensor product
of two fundamental representations V = C2 associated with the algebra Uq(ŝl2). The
element R(u) depends on the deformation parameter q and is defined by [Bax82]
R(u) =

uq − u−1q−1 0 0 0
0 u− u−1 q − q−1 0
0 q − q−1 u− u−1 0
0 0 0 uq − u−1q−1
 , (1.2.12)
where u is called the special parameter.
By construction, R(u) satisfies the Yang-Baxter equation in the space V ⊗ V ⊗ V.
Namely,
R12(u/v)R13(u)R23(v) = R23(v)R13(u)R12(u/v), ∀u, v. (1.2.13)
Definition 1.2.4 [Sk88] Reflection equation algebra Bq(ŝl2) is an associative algebra with
unit 1 and generators K11(u) ≡ A(u), K12(u) ≡ B(u), K21(u) ≡ C(u), K22(u) ≡ D(u)
considered as the entries of the 2×2 square matrix K(u) which obeys the defining relations
R12(u/v)(K(u)⊗ I)R12(uv)(I⊗K(v)) = (I⊗K(v))R12(uv)(K(u)⊗ I)R12(u/v), ∀u, v.
(1.2.14)
Definition 1.2.5 [BS09] The current algebra Oq(ŝl2) is an associative algebra with unit
1, current generators W±(u), G±(u) and parameter ρ ∈ C∗. Define the formal variables
U = (qu2 + q−1u−2)/(q + q−1) and V = (qv2 + q−1v−2)/(q + q−1), ∀u, v. The defining
relations are:
[W±(u),W±(v)] = 0, (1.2.15)
[W+(u),W−(v)] + [W−(u),W+(v)] = 0, (1.2.16)
(U − V )[W±(u),W∓(v)] = (q − q
−1)
ρ(q + q−1)
(G±(u)G∓(v)− G±(v)G∓(u))
+
1
q + q−1
(G±(u)− G∓(u) + G∓(v)− G±(v)), (1.2.17)
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W±(u)W±(v) − W∓(u)W∓(v) + 1
ρ(q2 − q−2) [G±(u),G∓(v)]
+
1− UV
U − V (W±(u)W∓(v)−W±(v)W∓(u)) = 0, (1.2.18)
U [G∓(v),W±(u)]q − V [G∓(u),W±(v)]q − (q − q−1)(W∓(u)G∓(v)−W∓(v)G∓(u))
+ ρ(UW±(u)− VW±(v)−W∓(u) +W∓(v)) = 0, (1.2.19)
U [W∓(u),G∓(v)]q − V [W∓(v),G∓(u)]q − (q − q−1)(W±(u)G∓(v)−W±(v)G∓(u))
+ ρ(UW∓(u)− VW∓(v)−W±(u) +W±(v)) = 0, (1.2.20)
[G(u),W±(v)] + [W±(u),G(v)] = 0, ∀ = ±, (1.2.21)
[G±(u),G±(v)] = 0, (1.2.22)
[G+(u),G−(v)] + [G−(u),G+(v)] = 0. (1.2.23)
Theorem 1.2.5 [BS09] The map Φ : Bq(ŝl2) −→ Oq(ŝl2) defined by
A(u) = uqW+(u)− u−1q−1W−(u), (1.2.24)
D(u) = uqW−(u)− u−1q−1W+(u), (1.2.25)
B(u) =
1
k−(q + q−1)
G+(u) + k+(q + q
−1)
q − q−1 , (1.2.26)
C(u) =
1
k+(q + q−1)
G−(u) + k−(q + q
−1)
q − q−1 (1.2.27)
is an algebra isomorphism, where q 6= 1, u 6= q−1 and k± ∈ C∗.
Definition 1.2.6 [BS09] Aq is an associative algebra with parameter ρ ∈ C∗, unit 1 and
generators {W−k, Wk+1, Gk+1, G˜k+1|k ∈ Z+} satisfying the following relations:
[W0,Wk+1] = [W−k,W1] = 1
q + q−1
(G˜k+1 − Gk+1), (1.2.28)
[W0,Gk+1]q = [G˜k+1,W0]q = ρW−k−1 − ρWk+1, (1.2.29)
[Gk+1,W1]q = [W1, G˜k+1]q = ρWk+2 − ρW−k, (1.2.30)
[W−k,W−l] = 0, [Wk+1,Wl+1] = 0, (1.2.31)
[W−k,Wl+1] + [Wk+1,W−l] = 0, (1.2.32)
[W−k,Gl+1] + [Gk+1,W−l] = 0, (1.2.33)
[W−k, G˜l+1] + [G˜k+1,W−l] = 0, (1.2.34)
[Wk+1,Gl+1] + [Gk+1,Wl+1] = 0, (1.2.35)
[Wk+1, G˜l+1] + [G˜k+1,Wl+1] = 0, (1.2.36)
[Gk+1,Gl+1] = 0, [G˜k+1, G˜l+1] = 0, (1.2.37)
[G˜k+1,Gl+1] + [Gk+1, G˜l+1] = 0, (1.2.38)
where Z+ is the set of all nonnegative integers.
By analogy with Drinfeld’s construction, we are now looking for an infinite dimensional
set of elements (the so-called ‘modes’) of an algebra in terms of which the currentsW±(u),
G±(u) are expanded.
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Theorem 1.2.6 [BS09] Define the formal variable U = (qu2 + q−1u−2)/(q + q−1). Let
Ψ : Oq(ŝl2) −→ Aq be the map defined by
W+(u) =
∑
k∈Z+
W−kU−k−1, W−(u) =
∑
k∈Z+
Wk+1U−k−1, (1.2.39)
G+(u) =
∑
k∈Z+
Gk+1U−k−1, G−(u) =
∑
k∈Z+
G˜k+1U−k−1. (1.2.40)
Then, Ψ is an algebra isomorphism between Oq(ŝl2) and Aq.
In [J85, J86], Jimbo pointed out that intertwiners R of quantum loop algebra lead to
trigonometric solutions of the quantum Yang-Baxter equation (1.2.13). Any tensor prod-
uct of two evaluation representations with generic evaluation parameters u and v being
indecomposable, by Schur’s lemma the solution R is unique up to an overall scalar factor.
Consider the quantum affine algebra Uq(ŝl2) the construction of the solution R(u) given
by (1.2.12) goes below. Similar arguments apply to solutions of the reflection equation
algebra. If the vector space on which the entries of the K−matrix act is irreducible, then
the solution is unique (up to an overall factor).
We now turn to the construction of intertwiners between representations of the q−Onsager
algebra. First we recall some basic ingredients that are necessary for the discussion.
Recall the realization of the quantum affine algebra Uq(ŝl2) in the Chevalley presenta-
tion {Hj , Ej , Fj}, j ∈ {0, 1} [CP91]
Definition 1.2.7 Define the extended Cartan matrix {aij} (aii = 2, aij = −2 for i 6= j).
The quantum affine algebra Uq(ŝl2) is generated by the elements {Hj , Ej , Fj}, j ∈ {0, 1}
which satisfy the defining relations
[Hi, Hj ] = 0, [Hi, Ej ] = aijEj , (1.2.41)
[Hi, Fj ] = −aijFj , [Ei, Fj ] = δij q
Hi − q−Hi
q − q−1 , (1.2.42)
together with the q-Serre relations
[Ei, [Ei, [Ei, Ej ]q]q−1 ] = 0, (1.2.43)
[Fi, [Fi, [Fi, Fj ]q]q−1 ] = 0. (1.2.44)
Clearly, this realization of Uq(ŝl2) is equivalent to the one in Definition 1.2.2. We endow
the quantum group with a Hopf algebra structure that is ensured by the existence of a
coproduct ∆ : Uq(ŝl2) −→ Uq(ŝl2) ⊗ Uq(ŝl2), an antipode S : Uq(ŝl2) −→ Uq(ŝl2) and a
counit E : Uq(ŝl2) −→ C with
∆(Ei) = Ei ⊗ q−Hi/2 + qHi/2 ⊗ Ei, (1.2.45)
∆(Fi) = Fi ⊗ q−Hi/2 + qHi/2 ⊗ Fi, (1.2.46)
∆(Hi) = Hi ⊗ I+ I⊗Hi, (1.2.47)
S(Ei) = −EiqHi , S(Fi) = −qHiFi, S(Hi) = −Hi, S(I) = 1, (1.2.48)
and
E(Ei) = E(Fi) = E(Hi) = 0, E(I) = 1. (1.2.49)
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Note that the opposite coproduct ∆′ can be similarly defined with ∆′ ≡ σ ◦∆ where the
permutation map σ(x⊗ y) = y ⊗ x for all x, y ∈ Uq(ŝl2) is used.
Recall that, by definition the intertwiner R(u/v) : Vu ⊗ Vv −→ Vv ⊗ Vu between two
fundamental Uq(ŝl2)- evaluation representation obeys
R(u/v)(piu × piv)[∆(x)] = (piu × piv)[∆′(x)]R(u/v) ∀x ∈ Uq(ŝl2), (1.2.50)
where the (evaluation) homomorphism piu : Uq(ŝl2) −→ End(Vu) is chosen such that (V ≡
C2)
piu(E1) = uq
1/2σ+, piu(E0) = uq
1/2σ−, (1.2.51)
piu(F1) = u
−1q−1/2σ−, piu(F0) = u−1q−1/2σ+, (1.2.52)
piu(q
H1) = qσz , piu(q
H0) = q−σz . (1.2.53)
It is not difficult to check the matrix R(u) given by (1.2.12) indeed satisfies the required
conditions (1.2.50). The intertwiner R(u) is unique (up to an overall scalar factor) and
satisfies the Yang-Baxter algebra (1.2.13).
By analogy with the construction described above for the R-matrix and along the
lines described in [DeG02, DeM01], an intertwiner for the q-Onsager algebra can be easily
constructed. Before, we need to introduce the concept of the comodule algebra using the
analogue of the Hopf’s algebra coproduct action called the coaction map.
Definition 1.2.8 [CP91] Given a Hopf algebra H with comultiplication ∆ and counit E,
I is called a left H-comodule if there exists a left coaction map δ : I −→ H⊗ I such that
(∆× id) ◦ δ = (id× δ) ◦ δ, (E × id) ◦ δ ∼= id. (1.2.54)
Right H-comodules are defined similarly.
Proposition 1.2.1 [Bas0404] Let k± ∈ C∗ and set ρ1 = ρ2 = k+k−(q + q−1)2. The q-
Onsager algebra T is a left Uq(ŝl2)-comodule algebra with coaction map δ : T −→ Uq(ŝl2)⊗T
such that
δ(A) = (k+E1q
H1/2 + k−F1qH1/2)⊗ I+ qH1 ⊗A, (1.2.55)
δ(A∗) = (k−E0qH0/2 + k+F0qH0/2)⊗ I+ qH0 ⊗A∗. (1.2.56)
Proposition 1.2.2 [BS09] Let piu : Uq(ŝl2) −→ End(Vu) be the evaluation homomorphism
for V ≡ C2. Let W denote a vector space over C on which the elements of the q-Onsager
algebra T act. Assume the tensor product Vu ⊗W is irreducible. Then, there exists an
intertwiner
K(u) : Vu ⊗W −→ Vu−1 ⊗W, (1.2.57)
such that
K(u)(piu × id)[δ(a)] = (piu−1 × id)[δ(a)]K(u), ∀a ∈ T. (1.2.58)
It is unique (up to an overall scalar factor), and it satisfies the reflection equation (1.2.14).
According to Proposition (1.2.2), K(u) is the unique intertwiner of the q-Onsager algebra
T satisfying (1.2.58). By construction, it satisfies the reflection equation algebra (1.2.14).
This implies that a quotient of the q-Onsager algebra is isomorphic to a quotient of the
reflection equation algebra or, alternatively, a quotient of infinite dimensional algebra Aq.
Combining these results, it suggests that the q-Onsager algebra with ρ0 = ρ1 = ρ has
two different realizations: one in terms of the reflection equation algebra for the Uq(ŝl2)
R-matrix and another one in terms of the current algebra Oq(ŝl2) ∼= Aq.
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“RKRK” algebra [Cher84, Sk88]
Reflection equation for Uq(ŝl2)
ff -Theorems 1.2.5,1.2.6 Current algebra (Def. 1.2.5)
Presentation {W−k,Wk+1,Gk+1, G˜k+1} [BS09, BK13]
@
@
@I
R
Oq(ŝl2)
 
 
 
q−Onsager algebra T with ρ0 = ρ1 [Bas0408, Ter99]
Figure 1.1: Presentations of Oq(ŝl2)
1.3 Representation theory
The concept of a tridiagonal pair originated in algebraic graph theory, or more precisely,
the theory of Q-polynomial distance-regular graphs. The standard generators for the sub-
constituent algebra (Terwilliger algebra) of a P- and Q- polynomial association scheme give
rise to the concept of tridiagonal pair when they are restricted to an irreducible submodule
of the standard module [ITT99, Example 1.4], [Ter92, Lemmas 3.9, 3.12]. This fact moti-
vates the ongoing investigation of the tridiagonal pairs [ITT99, INT10, IT07, IT03, NT08,
Ter99].
It is now well understood that the representation theory of tridiagonal algebras - in
particular the q−Onsager algebra - is intimately connected with the theory of tridiagonal
pairs. For instant, for an algebraically closed field and no restrictions on q, note that a
classification of tridiagonal pairs is given in [INT10] (see also [IT08]). In this Section, we
first recall what is a Leonard pair, and then turn to tridiagonal pairs. The material is taken
from the work of Terwilliger et al.
1.3.1 Leonard pairs
We recall the notion of a Leonard pair, a special case of the tridiagonal pair [ITT99,
Ter03, Ter01, Ter99] and illustrate how Leonard pairs arise in representation theory, com-
binatorics, and the theory of orthogonal polynomials [Ter03].
Definition 1.3.1 [Ter01] Let V denote a finite dimensional vector space over K. By
a Leonard pair we mean an ordered pair of linear transformations A : V → V, and
A∗ : V → V that satisfy the following conditions.
(i) There exists a basis for V with respect to which the matrix representing A is diagonal
and the matrix representing A∗ is irreducible tridiagonal.
(ii) There exists a basis for V with respect to which the matrix representing A∗ is
diagonal and the matrix representing A is irreducible tridiagonal.
Note that a matrix is called tridiagonal whenever each nonzero entry lies on either the
diagonal, the subdiagonal, or the superdiagonal. A tridiagonal matrix is said to be irre-
ducible if all entries on the subdiagonal and superdiagonal are nonzero.
Suppose that V has dimension d + 1. Write End(V ) is the K-algebra consisting of
linear transformations from V to V . Now let A ∈ End(V ), suppose that A has (n + 1)
distinct eigenvalues θ0, θ1, . . . , θn. If n = d and the eigenvalues θ0, θ1, . . . , θd ∈ K then A is
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said to be multiplicity-free. Assume A is multiplicity-free, put
Ei =
∏
0≤j≤d
j 6=i
A− θjI
θi − θj , 0 ≤ i ≤ d,
where I denotes the identity of End(V ).
Apparently, by the elementary algebra,
AEi = EiA = θiEi, 0 ≤ i ≤ d, (1.3.1)
EiEj = δijEi, 0 ≤ i, j ≤ d, (1.3.2)
d∑
i=0
Ei = I,
d∑
i=0
θiEi = A, (1.3.3)
Vi = EiV is eigenspace of A corresponding with the eigenvalue θi, (1.3.4)
E0, E1, . . . , Ed is a basic of subalgebra of End(V ) generated by A. (1.3.5)
We call Ei the primitive idempotent of A associated with θi. As a result,
V = E0V + E1V + · · ·+ EdV (direct sum).
Lemma 1.3.1 [Ter01] Let V denote a finite dimensional vector space over a field K. Let
(A,A∗) denote a Leonard pair on V . Then each of A,A∗ is multiplicity-free.
When working with a Leonard pair, it is often convenient to consider a closely related
object called a Leonard system.
Definition 1.3.2 [Ter01] Let d denote a nonnegative integer. Let V denote a finite di-
mensional vector space over a field K with dimension d + 1. By a Leonard system on V ,
we mean a sequence
Φ = (A;E0, E1, . . . , Ed;A
∗;E∗0 , E
∗
1 , . . . , E
∗
d),
that satisfy the following conditions
(i) A,A∗ are both multiplicity-free elements.
(ii) E0, E1, . . . , Ed is an ordering of the primitive idempotents of A.
(iii) E∗0 , E∗1 , . . . , E∗d is an ordering of the primitive idempotents of A
∗.
(iv) EiA∗Ej =
{
0 if |i− j| > 1
6= 0 if |i− j| = 1 (0 ≤ i, j ≤ d).
(v) E∗i AE
∗
j =
{
0 if |i− j| > 1
6= 0 if |i− j| = 1 (0 ≤ i, j ≤ d).
Ones refer to d as the diameter of Φ, and say Φ is over K.
Remark 1 Let Φ = (A;E0, E1, . . . , Ed;A∗;E∗0 , E∗1 , . . . , E∗d) denote a Leonard system on V ,
and let ϕ denote an automorphism of End(V ). Then Ψ = (ϕ(A);ϕ(E0), ϕ(E1), . . . , ϕ(Ed);
ϕ(A∗);ϕ(E∗0), ϕ(E∗1), . . . , ϕ(E∗d)) is also a Leonard system on V .
The Leonard pairs Φ and Ψ are said to be isomorphic whenever there exists an automor-
phism of End(V ) such that ϕ(Φ) = Ψ.
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A given Leonard system can be modified in several ways to get a new Leonard system.
For instant, let Φ = (A;E0, E1, . . . , Ed;A∗;E∗0 , E∗1 , . . . , E∗d) denote a Leonard system on V ,
let α, α∗, β, β∗ denote scalars in K such that α 6= 0, α∗ 6= 0. Then,
(αA+ βI;E0, E1, . . . , Ed;α
∗A∗ + β∗I;E∗0 , E
∗
1 , . . . , E
∗
d)
is a Leonard system on V . Also,
Φ∗ := (A∗;E∗0 , E
∗
1 , . . . , E
∗
d ;A;E0, E1, . . . , Ed), (1.3.6)
Φ↓ := (A;E0, E1, . . . , Ed;A∗;E∗d , E
∗
d−1, . . . , E
∗
0), (1.3.7)
Φ⇓ := (A;Ed, Ed−1, . . . , E0;A∗;E∗0 , E
∗
1 , . . . , E
∗
d) (1.3.8)
are Leonard systems on V .
From the conditions (ii) and (iv) of Definition 1.3.2, with respect to an appropriate
basis consisting of eigenvectors for A, the matrix representing A∗ is irreducible tridiago-
nal. Similarly, from the conditions (iii) and (v) of Definition 1.3.2, with respect to an
appropriate basis consisting of eigenvectors for A∗, the matrix representing A is irreducible
tridiagonal. It means that in the Leonard system Φ, (A,A∗) is a Leonard pair. Inversely, if
(A,A∗) is a Leonard pair, and Ei, i = 0, . . . , d (resp.E∗i ) denotes an ordering of the primitive
idempotents of A (resp.A∗) corresponding with the basis of V in the condition (i) (resp.(ii))
of Definition 1.3.1, then Φ = (A;E0, E1, . . . , Ed;A∗;E∗0 , E∗1 , . . . , E∗d) is a Leonard system.
Let (A,A∗) be a Leonard pair on V . Let θ0, θ1, . . . , θd (resp θ∗0, θ∗1, . . . , θ∗d) denote
eigenvalues of A (resp. A∗) such that the corresponding eigenvectors v0, v1, . . . , vd (resp.
v∗0, v∗1, . . . , v∗d) satisfy the condition (i) (resp. (ii)) in Definition 1.3.1. We refer to θ0,, θ1,
. . . , θd as the eigenvalue sequence of Φ, and θ∗0, θ∗1, . . . , θ∗d as the dual eigenvalue sequence
of Φ. Let Ei (resp. E∗i ) denote the primitive idempotent of A (resp. A
∗) associated with
θi (resp. θ∗i ), 0 ≤ i ≤ d. Let a0, a1, . . . , ad be the diagonal of the matrix representing A
with respect to the basis v∗0, v∗1, . . . , v∗d. Let a
∗
0, a
∗
1, . . . , a
∗
d be the diagonal of the matrix
representing A∗ with respect to the basis v0, v1, . . . , vd. As we know, ai = tr(E∗i A), a
∗
i =
tr(EiA
∗) for 0 ≤ i ≤ d.
Theorem 1.3.1 [Ter0306] Let Φ denote a Leonard system from Definition 1.3.2. Then
the elements ArE∗0As (0 ≤ r, s ≤ d) form a basis for the K-vector space End(V ).
Corollary 1.3.1 Let Φ denote a Leonard system from Definition 1.3.2. Then the elements
A,E∗0 together generate End(V ). Moreover the elements A,A∗ together generate End(V ).
Corollary 1.3.2 Let Φ denote a Leonard system from Definition 1.3.2. Let D denote the
subalgebra of End(V ) generated by A. Let X0, X1, . . . , Xd denote a basis for the K-vector
space D. Then the elements XrE∗0Xs (0 ≤ r, s ≤ d) form a basis for the K-vector space
End(V ).
Lemma 1.3.2 For 0 ≤ i, j ≤ d, the following hold
(i) E∗i AE
∗
j =

0 if |i− j| > 1,
6= 0 if |i− j| = 1,
aiE
∗
i if i = j.
(ii) EiA∗Ej =

0 if |i− j| > 1,
6= 0 if |i− j| = 1,
a∗iEi if i = j.
where ai = tr(E∗i A), a
∗
i = tr(EiA
∗) (0 ≤ i ≤ d)
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Lemma 1.3.3 [TV03] For 0 ≤ r, s, i, j ≤ d, the following hold
(i) E∗i A
rE∗j =
{
0 if 0 ≤ r < |i− j|,
6= 0 if r = |i− j|.
(ii) E∗i A
rA∗AsE∗j =

θ∗j+sE
∗
i A
r+sE∗j , if i− j = r + s,
θ∗j−sE
∗
i A
r+sE∗j , if j − i = r + s,
0, if |i− j| > r + s.
Obviously, the role of A and A∗ in the Leonard pair (A,A∗) are the same, hence the prop-
erties similar to Lemma 1.3.3 are also given for A∗.
Based on the relations between A,A∗ and the primitive idempotents Ei, E∗i , the eigen-
values θi, θ∗i , P. Terwilliger found elements of the algebra generated by A,A
∗ commuting
with elements in the subalgebra of End(V ) generated by A and elements in the subalgebra
of End(V ) generated by A∗. As a result, A,A∗ satisfy the defining relations of a tridiagonal
algebra.
Theorem 1.3.2 [Ter99] Let V denote a finite dimensional vector space over a field K.
Let (A,A∗) denote a Leonard pair on V . There exists a sequence of scalars β, γ, γ∗, δ, δ∗
in K such that A,A∗ satisfy the tridiagonal relations (1.1.1), (1.1.2). Furthermore, if the
dimension of V is at least 3, then the sequence is uniquely determined.
The eigenvalues θi (resp. θ∗i ) of A (resp. A
∗) satisfy recurrence relations below
(i) The expressions θi−2−θi+1θi−1−θi and
θ∗i−2−θ∗i+1
θ∗i−1−θ∗i are independent of i and equal to β + 1, for
all 2 ≤ i ≤ d− 1.
(ii) θi+1 − βθi + θi−1 = γ, θ∗i+1 − βθ∗i + θ∗i−1 = γ∗, 1 ≤ i ≤ d.
(iii) θ2i −βθiθi−1 +θ2i−1−γ(θi+θi−1) = δ, θ∗2i −βθ∗i θ∗i−1 +θ∗2i−1−γ∗(θ∗i +θ∗i−1) = δ∗, 1 ≤
i ≤ d.
Theorem 1.3.2 is extended as follows.
Theorem 1.3.3 [TV03] Let V denote a finite dimensional vector space over a field K. Let
(A,A∗) denote a Leonard pair on V . There exists a sequence of scalars β, γ, γ∗, δ, δ∗, ω, η, η∗
in K such that both
A2A∗ − βAA∗A+A∗A2 − γ(AA∗ +A∗A)− δA∗ = γ∗A2 + ωA+ ηI, (1.3.9)
A∗2A− βA∗AA∗ +AA∗2 − γ∗(A∗A+AA∗)− δ∗A = γA∗2 + ωA∗ + η∗I. (1.3.10)
If the dimension of V is at least 4, then the sequence is uniquely determined.
The relations (1.3.9), (1.3.10) are called the Askey-Wilson relations.
There is no doubt that if A,A∗ is a Leonard pair then A,A∗ satisfy the tridiagonal
relations and the scalars β, γ, γ∗, δ, δ∗ in Theorem 1.3.3 coincide with the scalars of the
tridiagonal relations. If the dimension of V is at least 4, then they are uniquely defined
by the recurrent relations. By [TV03] for the scalars ω, η, η∗, they are obtained by the
following
(i) ω = a∗i (θi − θi+1) + a∗i−1(θi−1 − θi−2)− γ∗(θi + θi−1), 2 ≤ i ≤ d− 1.
(ii) ω = ai(θ
∗
i − θ∗i+1) + ai−1(θ∗i−1 − θ∗i−2)− γ(θ∗i + θ∗i−1), 2 ≤ i ≤ d− 1.
(iii) η = a∗i (θi − θi−1)(θi − θi+1)− γ∗θ2i − ωθi, 1 ≤ i ≤ d− 1.
(iv) η∗ = ai(θ∗i − θ∗i−1)(θ∗i − θ∗i+1)− γθ∗2i − ωθ∗i , 1 ≤ i ≤ d− 1.
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We now show conditions in order to get a Leonard pair. Indeed, it is that a kind of
converse of Theorem 1.3.3.
Theorem 1.3.4 [TV03] Let V denote a finite dimensional vector space on a field K. Let
A,A∗ denote linear transformations from V to V . Suppose that:
(i) There exists a sequence of scalars β, γ, γ∗, δ, δ∗, ω, η, η∗ in K which satisfy (1.3.9),
(1.3.10).
(ii) There exists a scalar q not a root of unity such that q + q−1 = β.
(iii) Each of A,A∗ is multiplicity-free.
(iv) There does not exist a subspace W ⊆ V such that AW ⊆ W,A∗W ⊆ W other than 0
and V .
Then (A,A∗) is a Leonard pair on V .
Lemma 1.3.4 [Nom05] Let A,A∗ denote linear transformations from V to V . Suppose
A2A∗ − βAA∗A+A∗A2 − γ(AA∗ +A∗A)− δA∗ = P (A)
holds for some polynomial P (x) in K(x), and for some scalars β, γ, δ in K. The eigenspaces
of A and the eigenspaces of A∗ all have one common dimension.
Furthermore if K is algebraically closed or q is not a root of unity, where β = q+ q−1, then
the eigenspaces of A and the eigenspaces of A∗ all have dimension 1.
Theorem 1.3.5 [Nom05] Suppose K is algebraically closed. Then the following are equiv-
alent.
i) (A,A∗) is a Leonard pair on V .
ii) A,A∗ satisfy the Askey-Wilson relations (1.3.9)-(1.3.10) for some scalars β, γ, γ∗, δ, δ∗,
ω, η, η∗.
Now we move on to important properties about the classification of the Leonard pairs.
Theorem 1.3.6 [Ter01] Let V denote a finite dimensional vector space over a field K.
Let Φ = (A;E0, E1, . . . , Ed;A∗;E∗0 , E∗1 , . . . , E∗d) be a Leonard system. There exists an au-
tomorphism ψ of End(V ), and there exist scalars ϕ1, ϕ2, . . . , ϕd in K such that
ψ (A) =

θ0 0
1 θ1
1 θ2
· ·
· ·
0 1 θd
 , ψ(A
∗) =

θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2 ·
· ·
· ϕd
0 θ∗d
 .
The sequence ψ,ϕ1, . . . , ϕd is uniquely determined by Φ. Moreover, ϕi 6= 0 for 1 ≤ i ≤ d.
The Leonard system ψ(Φ) = (ψ(A);ψ(E0), ψ(E1), . . . , ψ(Ed);ψ(A∗);ψ(E∗0), ψ(E∗1), . . . ,
ψ(E∗d)) is called the split canonical form of Φ, and the sequence ϕ1, ϕ2, . . . , ϕd is called the
first split sequence of Φ.
Lemma 1.3.5 Let Φ and Φ′ denote Leonard systems over K. Then the following are
equivalent:
(i) Φ and Φ′ are isomorphic.
(ii) Φ and Φ′ share the same eigenvalue sequence, dual eigenvalue sequence, and first split
sequence.
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Let φ1, φ2, . . . , φd denote the first split sequence of Φ⇓. We call φ1, φ2, . . . , φd the second
split sequence of Φ.
Lemma 1.3.6 Let Φ and Φ′ denote Leonard systems over K. Then the following are
equivalent:
(i) Φ and Φ′ are isomorphic.
(ii) Φ and Φ′ share the same eigenvalue sequence, dual eigenvalue sequence, and second
split sequence.
Theorem 1.3.7 [Ter01] Let d denote a nonnegative integer, let K denote a field, and let
θ0, θ1, . . . , θd; θ
∗
0, θ
∗
1, . . . , θ
∗
d;
ϕ1, ϕ2, . . . , ϕd; φ1, φ2, . . . , φd
denote scalars in K. Then there exists a Leonard system Φ over K with eigenvalues sequence
θ0, θ1, . . . , θd, dual eigenvalue sequence θ∗0, θ∗1, . . . , θ∗d, first split sequence ϕ1, ϕ2, . . . , ϕd, and
second split sequence φ1, φ2, . . . , φd if and only if (i)-(v) hold below:
(i) ϕi 6= 0, φi 6= 0 (1 ≤ i ≤ d).
(ii) θi 6= θj , θ∗i 6= θ∗j , if i 6= j (0 ≤ i, j ≤ d).
(iii) ϕi = φ1
i−1∑
h=0
θh−θd−h
θ0−θd + (θ
∗
i − θ∗0)(θi−1 − θd) (1 ≤ i ≤ d).
(iv) φi = ϕ1
i−1∑
h=0
θh−θd−h
θ0−θd + (θ
∗
i − θ∗0)(θd−i+1 − θ0) (1 ≤ i ≤ d).
(v) The expressions
θi−2 − θi+1
θi−1 − θi ,
θ∗i−2 − θ∗i+1
θ∗i−1 − θ∗i
are equal and independent of i for 2 ≤ i ≤ d− 1.
Moreover, if (i)-(v) hold above, then Φ is unique up to isomorphism of Leonard systems.
We display the ‘most general’ solution for the parameters in Theorem 1.3.7.
For 0 ≤ i ≤ d,
θi = θ0 +
h(1− qi)(1− sqi+1)
qi
, (1.3.11)
θ∗i = θ
∗
0 +
h∗(1− qi)(1− s∗qi+1)
qi
. (1.3.12)
For 1 ≤ i ≤ d,
ϕi = hh
∗q1−2i(1− qi)(1− qi−d−1)(1− r1qi)(1− r2qi), (1.3.13)
φi =
hh∗q1−2i(1− qi)(1− qi−d−1)(r1 − s∗qi)(r2 − s∗qi)
s∗
, (1.3.14)
where q, h, h∗, r1, r2, s, s∗ are nonzero scalars in the algebraic closure of K such that r1r2 =
ss∗qd+1. For this solution the common value of (v) in Theorem 1.3.7 equals q + q−1 + 1.
Corollary 1.3.3 Let Φ denote a Leonard system over K with diameter d ≥ 3, eigen-
value sequence θ0, θ1, . . . , θd, dual eigenvalue sequence θ∗0, θ∗1, . . . , θ∗d, first split sequence
ϕ1, ϕ2, . . . , ϕd, and second split sequence φ1, φ2, . . . , φd. Consider a sequence L of nine
parameters consisting of θ0, θ1, θ2, θ3, θ∗0, θ∗1, θ∗2, θ∗3 and one of the parameters ϕ1, ϕd, φ1, φd.
Then the isomorphism class of Φ as a Leonard system over K is determined by L.
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Corollary 1.3.4 Let d denote a nonnegative integer, and let A and A∗ denote linear trans-
formations in End(V ) of the form
A =

θ0 0
1 θ1
1 θ2
· ·
· ·
0 1 θd
 , A
∗ =

θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2 ·
· ·
· ϕd
0 θ∗d
 .
Then the following are equivalent:
(i) (A,A∗) is a Leonard pair on V .
(ii) There exists a sequence of scalars φ1, φ2, . . . , φd taken from K such that (i)-(v) hold in
Theorem 1.3.7.
Suppose (i) and (ii) hold above. Then
(A;E0, E1, . . . , Ed;A
∗;E∗0 , E
∗
1 , . . . , E
∗
d)
is a Leonard system on V , where Ei (resp. E∗i ) denotes the primitive idempotent of A
(resp. A∗) associated with θi (resp. θ∗i ), for 0 ≤ i ≤ d. The Leonard system has eigen-
value sequence θ0, θ1, . . . , θd, dual eigenvalue sequence θ∗0, θ∗1, . . . , θ∗d, first split sequence
ϕ1, ϕ2, . . . , ϕd, and sequence split sequence φ1, φ2, . . . , φd.
Leonard pairs arise naturally in Lie algebra. Consider the remark below.
Definition 1.3.3 Let K denote an algebraically closed field with characteristic zero. The
algebra sl2(K) is a Lie algebra which has a basis e, f, h satisfying
[h, e] = 2e, [h, f ] = −2f, [e, f ] = h,
where [, ] denotes the Lie bracket.
Lemma 1.3.7 [Kas95] There exists a family Vd, d = 0, 1, 2 . . . of irreducible finite dimen-
sional sl2(K)-modules such that the module Vd has a basis v0, v1, . . . , vd satisfying
hvi = (d− 2i)vi for 0 ≤ i ≤ d, (1.3.15)
fvi = (i+ 1)vi+1 for 0 ≤ i ≤ d− 1, fvd = 0, (1.3.16)
evi = (d− i+ 1)vi−1 for 1 ≤ i ≤ d, ev0 = 0. (1.3.17)
Every irreducible finite dimensional sl2(K)-module is isomorphic to exactly one of the mod-
ules Vd, d = 0, 1, 2 . . . .
Remark 2 [ITT99] Let K be an algebraically closed field with characteristic 0, let A,A∗ be
semi-simple (diagonalizable) elements in the Lie algebra sl2(K), and let V be an irreducible
finite dimensional sl2(K)-module. Assume sl2(K) is generated by the elements A,A∗, then
the pair A,A∗ acts on V as a Leonard pair.
Definition 1.3.4 Let K denote an algebraically closed field. The algebra Uq(sl2) is an
associative K-algebra with unit 1 and is generated by the elements e, f, k, k−1 that satisfy
the following relations
kk−1 = k−1k = 1, (1.3.18)
ke = q2ek, kf = q−2fk, (1.3.19)
ef − fe = k − k
−1
q − q−1 . (1.3.20)
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Lemma 1.3.8 [Ter03, Lemma 6.2] Let d denote a nonnegative integer. There exists a
family V,d,  ∈ {1,−1} of irreducible finite dimensional Uq(sl2)-modules such that the
module V,d has a basis u0, u1, . . . , ud satisfying
kui = q
d−2iui, 0 ≤ i ≤ d, (1.3.21)
fui = [i+ 1]qui+1, 0 ≤ i ≤ d− 1, fud = 0, (1.3.22)
eui = [d− i+ 1]qui−1, 1 ≤ i ≤ d, eu0 = 0. (1.3.23)
Each irreducible finite dimensional Uq(sl2)-module is isomorphic to exactly one of the mod-
ules V,d.
Theorem 1.3.8 [Ter03, Example 6.3] Let d denote a nonnegative integer, and choose
 ∈ {1,−1}. Let e, f, k, k−1 denote generators of the algebra Uq(sl2). Let α, β denote
scalars in K. Define A = αf + k
q−q−1 , A
∗ = βe + k
−1
q−q−1 . Assume αβ is not among
qd−1, qd−3, . . . , q1−d, then the pair A,A∗ acts on the irreducible finite dimensional Uq(sl2)-
module V,d as a Leonard pair.
1.3.2 Tridiagonal pairs
A more general object called a tridiagonal pair is now considered. The concept of a
tridiagonal pair is implicit in [BI84, page 263], [Leo82] and more explicit in [Ter92, Theo-
rem 2.1]. A systematic study began in [ITT99]. As research progressed, connections were
found to representation theory [AC04, Bas0404, IT07, IT03, IT08, IT09, Ter99, TV03],
partially ordered sets [Ter03], the bispectral problem [GH96, GH9699, GLZ92, Zhe91].
Parallel with these progress, tridiagonal pairs appeared in statistical mechanical models
[Bas0404, Bas06, BK0503, BK0507, BK07, Bas0604] and classical mechanics [ZK02].
Let V denote a vector space over a field K with finite positive dimension. Let End(V )
denote the K−algebra of all linear transformations from V to V . Let A denote a diagonal-
izable element of End(V ). Let {Vi}di=0 denote an ordering of the eigenspaces of A and let
{θi}di=0 denote the corresponding ordering of the eigenvalues of A. For 0 ≤ i ≤ d, define
Ei ∈ End(V ) such that (Ei − I)Vi = 0 and EiVj = 0 for j 6= i(0 ≤ i ≤ d). Here I denotes
the identity of End(V ). We call Ei the primitive idempotent of A corresponding to Vi (or
θi).
Lemma 1.3.9 The sequence {Ei}i=0,...,d satisfies the following properties,
(i) I =
∑d
i=0Ei;
(ii) EiEj = δi,jEi (0 ≤ i, j ≤ d);
(iii) Vi = EiV (0 ≤ i ≤ d);
(iv) A =
∑d
i=0 θiEi;
(v) E0, E1, . . . , Ed is a basic for subalgebra of End(V ) generated by A.
Proof. For all v ∈ V , there exist aj ∈ K, vj ∈ Vj , j = 0, . . . , d such that v =
∑d
j=0 ajvj .
(i)
∑d
i=1Eiv =
∑d
i=1Ei
∑d
j=0 ajvj =
∑d
i=1Ei(aivi) =
∑d
i=0 aivi = v.
(ii) EiEjv = Ei(Ej(
∑d
k=0 akvk)) = Ei(ajvj) = δijEi(
∑d
k=0 akvk) = δijEiv.
(iv)Av = A
∑d
j=0 ajvj =
∑d
j=0 ajθjvj ;
∑d
i=0 θiEiv =
∑d
i=0 θiEi
∑d
j=0 ajvj =
∑d
j=0 ajθjvj .
(v) Let D denote the subalgebra of End(V ) generated by A. We have D = {
n∑
i=0
aiA
i|n ∈
N, ai ∈ K, 0 ≤ i ≤ n}. Since A is diagonalizable, and A has d+ 1 eigenvalues θ0, θ1, . . . , θd,
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then the order of the minimal polynomial of A is d+ 1. Hence, D = {
d∑
i=0
aiA
i|ai ∈ K, 0 ≤
i ≤ d}. Moreover, E0, E1, . . . , Ed ∈ D, and they are independent. The proof is straightfor-
ward.
Definition 1.3.5 [ITT99, Definition 1.1] Let V denote a vector space over a field K with
finite positive dimension. By a tridiagonal pair (or TD pair) on V we mean an ordered
pair of linear transformations A : V → V and A∗ : V → V that satisfy the following four
conditions.
(i) Each of A,A∗ is diagonalizable.
(ii) There exists an ordering {Vi}di=0 of the eigenspaces of A such that
A∗Vi ⊆ Vi−1 + Vi + Vi+1 0 ≤ i ≤ d, (1.3.24)
where V−1 = 0 and Vd+1 = 0.
(iii) There exists an ordering {V ∗i }δi=0 of the eigenspaces of A∗ such that
AV ∗i ⊆ V ∗i−1 + V ∗i + V ∗i+1 0 ≤ i ≤ δ, (1.3.25)
where V ∗−1 = 0 and V ∗δ+1 = 0.
(iv) There does not exist a subspace W of V such that AW ⊆ W , A∗W ⊆ W , W 6= 0,
W 6= V .
Let (A,A∗) denote a TD pair on V , the integers d and δ from (ii), (iii) are equal and
called the diameter of the pair. We will prove it later. An ordering of the eigenspaces
of A (resp. A∗) is said to be standard whenever it satisfies (1.3.24) (resp. (1.3.25)). Let
{Vi}di=0 (resp. {V ∗j }δj=0) denote a standard ordering of the eigenspaces of A (resp. A∗).
For 0 ≤ i ≤ d, 0 ≤ j ≤ δ, let θi (resp. θ∗j ) denote the eigenvalue of A (resp. A∗) associated
with Vi (resp. V ∗j ). By [ITT99], for 0 ≤ i ≤ d the spaces Vi, V ∗i have the same dimension;
we denote this common dimension by ρi. By the construction ρi 6= 0, i = 1, . . . , d, and the
sequence ρ0, ρ1, . . . , ρd is symmetric and unimodal; that is ρi = ρd−i for 0 ≤ i ≤ d and
ρi−1 ≤ ρi for 1 ≤ i ≤ d/2. We refer to the sequence (ρ0, ρ1, . . . , ρd) as the shape vector
of A,A∗. In particular, the shape vector of A,A∗ is independent of the choice of standard
orderings of the eigenspaces of A,A∗.
Now let (A,A∗) denote a TD pair on V. An ordering of the primitive idempotents of A
(resp. A∗) is said to be standard whenever the corresponding ordering of the eigenspaces
of A (resp. A∗) is standard.
Definition 1.3.6 [ITT99, Definition 2.1] Let V denote a vector space over K with finite
positive dimention. By a tridiagonal system (or TD system) on V we mean a sequence
Φ = (A; {Ei}di=0;A∗; {E∗i }δi=0)
that satisfies (i)–(iii) below.
(i) (A,A∗) is a TD pair on V .
(ii) {Ei}di=0 is a standard ordering of the primitive idempotents of A.
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(iii) {E∗i }δi=0 is a standard ordering of the primitive idempotents of A∗.
We say that Φ is over K.
Actually, Ei can be written as follows,
Ei =
∏
0≤j≤d
j 6=i
A− θjI
θi − θj .
We have that for all v ∈ Vi,
Eiv = (
∏
0≤j≤d
j 6=i
A− θjI
θi − θj )v = v
∏
0≤j≤d
j 6=i
θi − θj
θi − θj = v.
And for all v ∈ Vj , j 6= i, Eiv = 0. Therefore, Ei is the projection of V on Vi.
Our proof is complete with the observation that there exists one and only one linear
transformation such that it is the projection of V onto Vi.
Lemma 1.3.10 [INT10] Let (A; {Ei}di=0;A∗; {E∗i }δi=0) denote a TD system. Then the
following hold for 0 ≤ i, j, r ≤ d, 0 ≤ h, k, r ≤ δ.
(i) E∗hA
rE∗k = 0 if |h− k| > r .
(ii) EiA∗rEj = 0 if |i− j| > r .
Proof. We give only the proof of (i), for (ii) it is also proved similarly.
For all a ∈ V , we have
E∗hA
rE∗k(a) ∈ E∗hArV ∗k
⊂ E∗hAr−1(V ∗k−1 + V ∗k + V ∗k+1)
⊂ E∗h(V ∗k−r + V ∗k−r+1 + · · ·+ V ∗k+r−1 + V ∗k+r)
= 0. (Since |h− k| > r).
It follows directly that E∗hA
rE∗k = 0 if |h− k| > r.
Lemma 1.3.11 [ITT99] Let (A,A∗) denote a TD pair on V , the integers d and δ from
(ii), (iii) of Definition (1.3.5) are equal.
Proof. Assume without loss of generality that δ ≤ d. Set Vi,j = (
∑i
h=0E
∗
hV )∩(
∑d
k=j EkV )
for all integers i, j, with convention that
∑i
h=0E
∗
hV =
{
0 if i < 0
V if i > δ and
∑d
k=j EkV ={
V if j < 0
0 if j > d .
Since E∗1 + · · ·+E∗δ = I, then AE∗hV = (E∗1 + · · ·+E∗δ )AE∗hV . By (i) of Lemma 1.3.10,
AE∗hV ⊂ E∗h−1V + E∗hV + E∗h+1V . Consequently, (A− θjI)
∑i
h=0E
∗
hV ⊂
∑i+1
h=0E
∗
hV .
Moreover,
(A− θjI)
d∑
k=j
EkV =
d∑
k=j
(AEkV − θjEkV ) =
d∑
k=j
(θkEkV − θjEkV )
=
d∑
k=j+1
(θk − θj)EkV =
d∑
k=j+1
EkV .
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It follows that (A− θjI)Vi,j ⊂
(∑i+1
h=0E
∗
hV
)
∩
(∑d
k=j+1EkV
)
= Vi+1,j+1. From that, we
obtain AVi,j ⊂ Vi,j + Vi+1,j+1.
Similarly, we get A∗Vi,j ⊂ Vi,j + Vi−1,j−1.
Put W = V0,r + V1,r+1 + · · ·+ Vd−r,d for 0 < r ≤ d. By the above,
AW = A(V0,r + · · ·+ Vd−r,d) ⊂ V0,r + V1,r+1 + · · ·+ Vd−r,d + Vd−r+1,d+1 = W,
A∗W = A∗(V0,r + · · ·+ Vd−r,d) ⊂ V−1,r−1 + V0,r + · · ·+ Vd−r−1,d−1 + Vd−r,d = W.
Use the condition (iv) of Definition 1.3.5, W = 0 or W = V .
Clearly, V0,r, . . . , Vd−r,d are subsets of
∑d−r
h=0E
∗
hV , then W ⊂
∑d−r
h=0E
∗
hV . Therefore
W 6= V (∑d−rh=0E∗hV is the proper subset of V ).
Suppose that δ < d, put 0 < r = d − δ ≤ d, we have W = V0,r + V1,r+1 + · · · + Vδ,d = 0.
However, Vδ,d = EdV ≤ 0. This is a contradiction. Thus, we conclude that δ = d.
Theorem 1.3.9 [ITT99, Theorem 10.1] Let V denote a vector space over K with finite
positive dimension, and let A,A∗ denote a TD pair on K. There exist scalars β, γ, γ∗, δ, δ∗
in K such that the tridiagonal relations are satisfied
[A,A2A∗ − βAA∗A+A∗A2 − γ(AA∗ +A∗A)− δA∗] = 0 , (1.3.26)
[A∗, A∗2A− βA∗AA∗ +AA∗2 − γ∗(A∗A+AA∗)− δ∗A] = 0 . (1.3.27)
Moreover, these scalars are unique if the diameter of the pair is at least 3.
Proof. Let Φ = (A; {Ei}di=0;A∗; {E∗i }di=0) denote a TD system associated with (A,A∗).
Let θ0, θ1, . . . , θd (resp. θ∗0, θ∗1, . . . , θ∗d) denote the eigenvalue sequence (resp. the dual eigen-
value sequence) of Φ.
Put Ui =
i∑
h=0
E∗hV ∩
d∑
k=i
EkV , for all 0 ≤ i ≤ d, and W = U0 + U1 + · · ·+ Ud. We first
prove that V is the direct sum of U0, U1, . . . , Ud. Similarly, in the proof of Lemma 1.3.11,
AW ⊂ A,A∗W ⊂ W , thus W = 0, or W = V . Moreover, 0 6= U0 = E∗0V ⊂ W . Clearly,
V = W . On the other hand, for all 0 ≤ i ≤ d − 1,
i∑
l=0
Ul ⊂
i∑
h=0
E∗hV ,Ui+1 ⊂
d∑
i+1
EkV . By
the proof of Lemma 1.3.11,
i∑
l=0
Ul ∩Ui+1 ⊂
i∑
h=0
E∗hV ∩
d∑
k=i+1
EkV = ∅. This gives that V is
the direct sum of U0, U1, . . . , Ud.
Let Fi denote the projection map of V onto Ui, for all 0 ≤ i ≤ d. Put R =
A−
d∑
i=0
θiFi, L = A
∗ −
d∑
i=0
θ∗i Fi.
Write D = {
n∑
k=0
akA
k|n ∈ N, ak ∈ K}. Since A is diagonalizable, and A has d + 1
eigenvalues θ0, θ1, . . . , θd, then the minimal polynomial of A is
d∏
i=0
(A− θiI). Hence, we
can rewrite D = {
d∑
k=0
akA
k|ak ∈ K}.
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For all 0 ≤ i ≤ d, by Lemma 1.3.10, EiA∗ = EiA∗(
d∑
j=0
Ej) = EiA
∗Ei−1 + EiA∗Ei +
EiA
∗Ei+1,with E−1 = Ed+1 = 0. Similarly, A∗Ei = Ei−1A∗Ei+EiA∗Ei+Ei+1A∗Ei. Put
Ll =
l∑
i=0
Ei, for all 0 ≤ l ≤ d,
LlA
∗ −A∗Ll =
l∑
i=0
EiA
∗ −A∗
l∑
i=0
Ei = ElA
∗El+1 − El+1A∗El.
In fact, D is spanned by E0, E1, . . . , Ed (the property (v) of {Ei, i = 0, . . . , d}), then
L0, L1, . . . , Ld is also a basic of D.
Span{XA∗Y − Y A∗X|X,Y ∈ D} = Span{EiA∗Ej − EjA∗Ei|0 ≤ i, j ≤ d}
= Span{EiA∗Ei+1 − Ei+1A∗Ei|0 ≤ i ≤ d}
= Span{LiA∗ −A∗Li|0 ≤ i ≤ d}
= {XA∗ −A∗X|X ∈ D}.
It follows immediately that there exist uniquely scalars ai ∈ K (i = 0, 1, . . . , d) such that
A2A∗A−AA∗A2 =
d∑
i=0
ai(A
iA∗ −A∗Ai) (1.3.28)
Assume d ≥ 3, put t = max{i ∈ {0, 1, . . . , d}|ai 6= 0}. Suppose that t ≥ 4, multiply two
sides of the equation (1.3.28) on the left by Ft, and on the right by F0. By Lemma 7.3 of
[ITT99], we have
0 = at(FtA
tA∗F0 − FtA∗AtF0) = at(θ∗0 − θ∗t )RtF0
By Corollary 6.7 of [ITT99], RtF0 6= 0, then at(θ∗0 − θ∗t ) = 0, it is a contradiction. Hence
t ≤ 3, the equation (1.3.28) can be rewritten
A2A∗A−AA∗A2 = a3(A3A∗ −A∗A3) + a2(A2A∗ −A∗A2) + a1(AA∗ −A∗A). (1.3.29)
Suppose a3 = 0, multiply the two sides of (1.3.29) on the left by F3 and on the right by
F0, we get (θ∗1 − θ∗2)R3F0 = 0. This is again a contradiction. So a3 6= 0. We can put
β = 1a3 − 1, γ = −a2a3 , δ = −a1a3 . The equation (1.3.29) becomes
(A3A∗ −A∗A3)− (β + 1)(A2A∗A−AA∗A2)− γ(A2A∗ −A∗A2)− δ(AA∗ −A∗A) = 0
or [A,A2A∗−βAA∗A+A∗A2− γ(AA∗+A∗A)− δA∗] = 0. Multiply each term in (1.3.26)
on the left by Fi−2 and on the right by Fi+1, for all 2 ≤ i ≤ d − 1, we find (θ∗i−2 −
θ∗i+1 − (β + 1)(θ∗i−1 − θ∗i ))R3Fi−2 = 0. Consequently, θ∗i−2 − θ∗i+1 − (β + 1)(θ∗i−1 − θ∗i ) = 0.
It follows θ∗i−2 − βθ∗i−1 + θ∗i = θ∗i−1 − βθ∗i + θi+1, for all 2 ≤ i ≤ d. So the expression
θ∗i−1 − βθ∗i + θ∗i+1 does not depend on i. Let us put γ∗ = θ∗i−1 − βθ∗i + θ∗i+1. Consider
(θi−1 − θi+1)(θi−1 − βθi + θi=1 − γ∗) = 0, then θ∗i−12 − βθ∗i−1θ∗i + θ∗i 2 − γ∗(θ∗i−1 + θ∗i ) =
θ∗i
2−βθ∗i θ∗i+1+θ∗i+12−γ∗(θ∗i +θ∗i+1). We can also put δ∗ = θ∗i 2−βθ∗i θ∗i+1+θ∗i+12−γ∗(θ∗i +θ∗i+1)
because θ∗i
2 − βθ∗i θ∗i+1 + θ∗i+12 − γ∗(θ∗i + θ∗i+1) is independent of i. According to Lemma
9.3 of [ITT99], we get (1.3.27). Since β, γ, θ are determined uniquely, and γ∗, δ∗ satisfy
(1.3.27) then γ∗, δ∗ are also determined uniquely. We already finish proving for d at least
equals 3, then β, γ, δ are determined uniquely such that (1.3.26), (1.3.27).
If d = 2, let β be any scalar in K, put γ = θ0 − βθ1 + θ2, and δ = θ20 − βθ0θ1 + θ21 −
γ(θ0 + θ1). If d = 1, let β, γ be any scalars in K, put δ = θ20 − βθ0θ1 + θ21 − γ(θ0 + θ1). If
d = 0, let β, γ, δ be any scalars in K. By Lemma 9.3 of [ITT99], we get (1.3.26). Similarly,
there exist scalars γ∗, δ∗ for (1.3.27).
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Corollary 1.3.5 [Ter99] Let (A,A∗) be a TD pair on V , with eigenvalue sequence θ0, θ1, . . . , θd
and dual eigenvalue sequence θ∗0, θ∗1, . . . , θ∗d. Then the expressions
θi−2 − θi+1
θi−1 − θi ;
θ∗i−2 − θ∗i+1
θ∗i−1 − θ∗i
(1.3.30)
are equal and independent of i for 2 ≤ i ≤ d− 1
Proof. This lemma is straightforward from the equations θi−2−θi+1−(β+1)(θi−1−θi) = 0,
and θ∗i−2 − θ∗i+1 − (β + 1)(θ∗i−1 − θ∗i ) = 0 in the proof of the above theorem.
Corollary 1.3.6 Let (A,A∗) be a TD pair on V , with eigenvalue sequence θ0, θ1, . . . , θd
and dual eigenvalue sequence θ∗0, θ∗1, . . . , θ∗d. For all 0 ≤ i ≤ d, there exist scalars
α1, α2, α3, α
∗
1, α
∗
2, α
∗
3 in K and q in the algebraic closure of K, q 6= 0, q 6= ±1 such that
θi = α1 + α2q
i + α3q
−i, (1.3.31)
θ∗i = α
∗
1 + α
∗
2q
i + α∗3q
−i. (1.3.32)
Proof. By Corollary 1.3.5 and Theorem 1.3.9, there exists scalar β in K, such that
θi−2−θi+1
θi−1−θi = β + 1, for all 2 ≤ i ≤ d − 1. Let q in the algebraic closure of K, such that
q + q−1 = β. We have the equation
θi−2 − θi+1
θi−1 − θi = q + q
−1 + 1.
It is equivalent to
θi−2 − θi−1 + θi−1 − θi + θi − θi+1
θi−1 − θi = q + q
−1 + 1.
Put ui = θi−2 − θi−1, it yields
ui+2 − (q + q−1)ui+1 + ui = 0.
Since q 6= ±1, there exist scalars a, b ∈ K : ui = aqi + bq−i, or θi−2 − θi−1 = aqi + bq−i.
Solving this equation, there exist scalars α1, α2, α3 ∈ K such that θi = α1+α2qi+α3q−i. By
the same arguments, there also exist scalars α∗1, α∗2, α∗3 ∈ K such that θ∗i = α∗1+α∗2qi+α∗3q−i.
Note that the following equations are inferred directly from Corollary 1.3.6. If β =
q2 + q−2, q4 6= 1, there exist scalars α, α∗ in K, and b, b∗, c, c∗ in the algebraic closure of K
such that
θi = α+ bq
2i−d + cqd−2i 0 ≤ i ≤ d , (1.3.33)
θ∗j = α
∗ + b∗q2j−δ + c∗qδ−2j 0 ≤ j ≤ δ , (1.3.34)
where b, b∗, c, c∗ are nonzero scalars.
Lemma 1.3.12 For each positive integer s, there exist scalars βs, γs, γ∗s , δs, δ∗s in the alge-
braic cloture of K such that
θ2i − βsθiθj + θ2j − γs(θi + θj)− δs = 0 if |i− j| = s . (0 ≤ i, j ≤ d), (1.3.35)
θ∗h
2 − βsθ∗hθ∗k + θ∗k2 − γ∗s (θ∗h + θ∗k)− δ∗s = 0 if |h− k| = s . (0 ≤ h, k ≤ δ). (1.3.36)
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Proof. There is no loss of generality of assuming j = i + s. Substituting (1.3.33) into
(1.3.35) gives
0 = b2q2s−2d(q2s + q−2s − βs)q4i + c2q2d−2s(q2s + q−2s − βs)q−4i
+ b(q2s−d + q−d)(2α− βsα− γs)q2i + c(qd + qd−2s)(2α− βsα− γs)q−2i
+ 2α2 + 4bc− βs(α2 + bc(q2s + q−2s))− 2αγs − δs
If b, c, q 6= 0 and q2s + q−2s 6= −2, then (1.3.35) is satisfied for all 0 ≤ i ≤ d if and only if
q2s + q−2s − βs = 0
2α− βsα− γs = 0
2α2 + 4bc− βs(α2 + bc(q2s + q−2s))− 2αγs − δs = 0
Therefore, 
βs = q
2s + q−2s
γs = α(2− q2s − q−2s)
δs = α
2(qs − q−s)2 − bc(q2s − q−2s)2
Similarly, there exist scalars γ∗s , δ∗s s.t (1.3.36)
Remark 3 Let V denote a finite dimensional vector space over K, and (A,A∗) be a
tridiagonal pair on V . Let r, r∗, s, s∗ denote scalars in K such that r, r∗ are nonzero,
then the ordered pair (rA + sI, r∗A∗ + s∗I) is also a tridiagonal pair on V . Moreover,
if β, γ, γ∗, δ, δ∗ is a sequence of parameters in the tridiagonal relations of A,A∗, then
β, rγ + s(2 − β), r∗γ∗ + s∗(2 − β), r2δ − 2rsγ + s2(β − 2), r∗2δ∗ − 2r∗s∗γ∗ + s∗2(β − 2)
is the sequence of parameters in the tridiagonal relations of rA+ sI, r∗A∗ + s∗I.
Theorem 1.3.10 [Ter99] Let β, γ, γ∗, δ, δ∗ be scalars in K. Let T denote a tridiagonal
algebra over K with the parameters β, γ, γ∗, δ, δ∗, and generators A,A∗. Let V denote an
irreducible finite dimensional T -module. Assume that q is not a root of unity such that
β = q + q−1, and A,A∗ are diagonalizable on V . Then (A,A∗) acts on V as a tridiagonal
pair.
By Theorem 1.3.9 and Theorem 1.3.10, there exists a relationship between the tridiagonal
pair and the generators of the q-Onsager algebra as follows.
Remark 4 If A,A∗ are generators of the q-Onsager algebra, V is an irreducible finite
dimensional vector space on which A,A∗ act, and A,A∗ are diagonalizable on V then
(A,A∗) is a tridiagonal pair on V . Inversely, if (A,A∗) is a tridiagonal pair on V , and
the parameters β = q2 + q−2, γ = γ∗ = 0 then A,A∗ satisfy the defining relations of the
q-Onsager algebra.
The conditions making a tridiagonal pair become a Leonard pair are established by the
next theorem
Theorem 1.3.11 [Ter99] Let V denote a finite dimensional vector space over K. Let A,A∗
be linear transformations from V to V . Then the following are equivalent.
(i) (A,A∗) is a Leonard pair on V .
(ii) (A,A∗) is a tridiagonal pair, and for each of A,A∗ all eigenspaces have dimension 1.
Lemma 1.3.13 Let (A,A∗) denote a tridiagonal pair on V . If the shape vector of A,A∗
satisfies ρ0 = ρ1 = 1, then A,A∗ is Leonard pair.
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Corollary 1.3.7 Let (A,A∗) denote a tridiagonal pair on V . If (A,A∗) is not a Leonard
pair, the shape vector of (A,A∗) satisfies ρi ≥ 2 (1 ≤ i ≤ d− 1).
Theorem 1.3.12 [CP91] The quantum affine algebra Uq(ŝl2) is isomorphic to the unital
associative K-algebra U with generators y±i , k
±
i , i ∈ {0, 1} and the following relations:
kik
−1
i = k
−1
i ki = 1,
k0k1 is central,
qy+i ki − q−1kiy+i
q − q−1 = 1,
qkiy
−
i − q−1y−i ki
q − q−1 = 1,
qy−i y
+
i − q−1y+i y−i
q − q−1 = 1,
qy+i y
−
i − q−1y−i y+i
q − q−1 = k
−1
0 k
−1
1 , i 6= j,
(y±i )
3y±j − [3]q(y±i )2y±j y±i + [3]qy±i y±j (y±i )2 − y±j (y±i )3 = 0, i 6= j.
An isomorphism from U to Uq(ŝl2) is given by:
k±i 7→ K±i ,
y−i 7→ K−1i + e−i ,
y+i 7→ K−1i − q(q − q−1)2K−1i e+i .
The inverse of this isomorphsim is given by:
K±i 7→ k±i ,
e−i 7→ y−i − k−1i ,
e+i 7→
1− kiy+i
q(q − q−1)2 .
Theorem 1.3.13 [IT07] Let V denote a vector space over K with finite positive dimension
and let (A,A∗) denote a tridiagonal pair on V . Let θ0, θ1, . . . , θd (resp. θ∗0, θ∗1, . . . , θ∗d)
denote a standard ordering of the eigenvalues of A (resp. A∗). We assume there exist
nonzero scalars a, a∗ in K such that θi = aq2i−d and θ∗i = a∗qd−2i for 0 ≤ i ≤ d. Then with
reference to Theorem 1.3.12 there exists a unique Uq(ŝl2)-module structure on V such that
ay−1 acts as A and a
∗y−0 acts as A
∗. Moreover there exists a unique Uq(ŝl2)-module structure
on V such that ay+0 acts as A and a
∗y+1 acts as A
∗. Both Uq(ŝl2)-module structures are
irreducible.
Definition 1.3.7 Let V denote a vector space over K with finite positive dimension. Let
d denote a nonnegative integer. By a decomposition of V of length d, we mean a sequence
U0, U1, . . . , Ud consisting of nonzero subspaces of V such that
V = U0 + U1 + · · ·+ Ud (direct sum).
Now we are concerned about six decompositions of a finite dimensional vector space V .
Recall that (A,A∗) is the tridiagonal pair on V . Let V0, V1, . . . , Vd (resp. V ∗0 , V ∗1 , . . . , V ∗d )
denote a standard order of the eigenspaces of A (resp. A∗). For 0 ≤ i ≤ d, let θi (resp. θ∗i )
denote the eigenvalue of A (resp. A∗) associated with Vi (resp. V ∗i )
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Lemma 1.3.14 [IT07] The sequence of subspaces U0, U1, . . . , Ud of V is a decomposition
of V if one of the six following is satisfied
i) Ui = Vi, i = 0, 1, . . . , d,
ii) Ui = V ∗i , i = 0, 1, . . . , d
iii) Ui = (V ∗0 + V ∗1 + · · ·+ V ∗i ) ∩ (Vi + Vi+1 + · · ·+ Vd), i = 0, 1, . . . , d,
iv) Ui = (V ∗0 + V ∗1 + · · ·+ V ∗i ) ∩ (V0 + V1 + · · ·+ Vd−i), i = 0, 1, . . . , d,
v) Ui = (V ∗d−i + V
∗
d−i+1 + · · ·+ V ∗d ) ∩ (V0 + V1 + · · ·+ Vd−i), i = 0, 1, . . . , d,
vi) Ui = (V ∗d−i + V
∗
d−i+1 + · · ·+ V ∗d ) ∩ (Vi + Vi+1 + · · ·+ Vd), i = 0, 1, . . . , d.
Lemma 1.3.15 [IT07] Let U0, U1, . . . , Ud denote one of the six decompositions of V as-
sociated with the tridiagonal pair (A,A∗) in Lemma 1.3.14. For 0 ≤ i ≤ d, let ρi denote
the dimension of Ui. Then the sequence ρ0, ρ1, . . . , ρd is independent of the decomposition.
Moreover the sequence ρ0, ρ1, . . . , ρd is unimodal and symmetric.
Lemma 1.3.16 [IT07] Let U0, U1, . . . , Ud denote any one of the six decompositions of V
associated with a tridiagonal pair (A,A∗) in Lemma 1.3.14. Then for 0 ≤ i ≤ d the action
of A and A∗ on Ui is described as follows.
i) If Ui = Vi then (A− θiI)Ui = 0, A∗Ui ⊆ Ui−1 + Ui + Ui+1,
ii) If Ui = V ∗i then AUi ⊆ Ui−1 + Ui + Ui+1, (A∗ − θ∗I)Ui = 0,
iii) If Ui = (V ∗0 +V ∗1 +· · ·+V ∗i )∩(Vi+Vi+1+· · ·+Vd) then (A−θiI)Ui ⊆ Ui+1, (A∗−θ∗i I)Ui ⊆
Ui−1,
iv) If Ui = (V ∗0 +V ∗1 + · · ·+V ∗i )∩ (V0 +V1 + · · ·+Vd−i) then (A− θd−iI)Ui ⊆ Ui+1, (A∗−
θ∗i I)Ui ⊆ Ui−1,
v) If Ui = (V ∗d−i + V
∗
d−i+1 + · · · + V ∗d ) ∩ (V0 + V1 + · · · + Vd−i) then (A − θd−iI)Ui ⊆
Ui+1, (A
∗ − θ∗i I)Ui ⊆ Ui−1,
vi) If Ui = (V ∗d−i+V
∗
d−i+1 + · · ·+V ∗d )∩(Vi+Vi+1 + · · ·+Vd) then (A−θiI)Ui ⊆ Ui+1, (A∗−
θ∗d−iI)Ui ⊆ Ui−1.
Theorem 1.3.14 [IT07] Let B : V → V denote the unique linear transformation such
that for 0 ≤ i ≤ d,
(V ∗0 + V
∗
1 + · · ·+ V ∗i ) ∩ (V0 + V1 + · · ·+ Vd−i)
is an eigenspace of B with eigenvalues bq2i−d.
Let B∗ : V → V denote the unique linear transformation such that for 0 ≤ i ≤ d,
(V ∗d−i + V
∗
d−i+1 + · · ·+ V ∗d ) ∩ (Vi + Vi+1 + · · ·+ Vd)
is an eigenspace of B∗ with eigenvalue b∗qd−2i.
Then (B,B∗) is a tridiagonal pair on V . The sequence bq2i−d(0 ≤ i ≤ d) is a standard
ordering of the eigenvalues of B and the sequence b∗qd−2i(0 ≤ i ≤ d) is a standard ordering
of the eigenvalues of B∗.
Now we give two relations involving the tridiagonal pair (A,A∗) which has a standard
ordering of the eigevalues θi, i = 0, 1, . . . , d of A satisfying θi = aq2i−d and a standard
ordering of the eigenvalues θ∗i , i = 0, 1, . . . , d of A
∗ satisfying θ∗i = a
∗qd−2i where a, a∗ are
nonzero scalars in K.
Theorem 1.3.15 [IT07] Let (A,A∗) denote a tridiagonal pair on V , let θ0, θ1, . . . , θd (resp.
θ∗0, θ∗1, . . . , θ∗d) denote a standard ordering of the eigenvalues of A (resp. A
∗). Assume that
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θi = aq
2i−d, θ∗i = a
∗qd−2i, i = 0, 1, . . . , d where a, a∗ are nonzero scalars in K then A,A∗
satisfy the q-Serre relations
A3A∗ − [3]qA2A∗A+ [3]qAA∗A2 −A∗A3 = 0, (1.3.37)
A∗3A− [3]qA∗2AA∗ + [3]qA∗AA∗2 −AA∗3 = 0. (1.3.38)
In fact, the result of the above theorem is expressed more efficiently as follows
Theorem 1.3.16 [Ter99] Let (A,A∗) denote a tridiagonal pair on V of diameter d. Then
the following are equivalent:
i) A,A∗ satisfy the q-Serre relations.
ii) There exist eigenvalue and dual eigenvalue sequences for A,A∗ which satisfy
θi = q
2iθ, θ∗i = q
2d−2iθ∗ (0 ≤ i ≤ d),
for some nonzero scalars θ, θ∗.
Theorem 1.3.17 [IT07] Let K denote an algebraically closed field with characteristic 0.
Let V denote a vector space over K with finite positive dimension and let (A,A∗) denote
a tridiagonal pair on V of diameter d. Let (ρ0, ρ1, . . . , ρd) denote the corresponding shape
vector. Assume A,A∗ satisfy the q-Serre relations then the entries in this shape vector are
upper bounded by binomial coefficients as follows
ρi ≤
(
d
i
)
(0 ≤ i ≤ d).
In particular, ρ0 = ρd = 1 for such tridiagonal pairs.
Lemma 1.3.17 [AC04] Let (A,A∗) denote a tridiagonal pair on V , and let D and D∗
denote the subalgebras of End(V ) generated by A and A∗, respectively. Fix standard order-
ings of the eigenspaces V0, V1, . . . , Vd and of the eigenspaces V ∗0 , V ∗1 , . . . , V ∗d of A
∗. Then
the following are equivalent:
i) (A,A∗) is a Leonard pair.
ii) V = Dv∗ for some nonzero v∗ ∈ V ∗0 .
iii) V = D∗v for some nonzero v ∈ Vd.
The preceding result suggests the following generalization of a Leonard pair, from which
the case of Leonard pair is excluded to focus on what is new.
Definition 1.3.8 Let (A,A∗) denote a tridiagonal pair on V . Let D and D∗ denote the
subalgebras of End(V ) generated by A and A∗, respectively. We say that (A,A∗) is mild
whenever (A,A∗) is not a Leonard pair, but ρ0 = ρd = 1 and V = Dv∗ + D∗v for some
nonzero v∗ ∈ V ∗0 and v ∈ Vd.
Theorem 1.3.18 [AC04] Suppose that (A,A∗) is mild, and pick nonzero vectors v∗ ∈ V ∗0
and v ∈ Vd. Define
v∗i = (A− θi−1I) . . . (A− θ1I)(A− θ0I)v∗ (0 ≤ i ≤ d− 1),
vi = (A
∗ − θ∗i+1I) . . . (A∗ − θ∗d−1I)(A∗ − θ∗dI)v (1 ≤ i ≤ d).
Then {v∗0, v1, v∗1, v2, v∗2, . . . , vd−1, v∗d−1, vd} is basis for V .
1.3. REPRESENTATION THEORY 31
Definition 1.3.9 Let (A,A∗) denote a tridiagonal pair on V . Then (A,A∗) is said to be
of q-Serre type whenever the following hold:
A3A∗ − [3]qA2A∗A+ [3]qAA∗A2 −A∗A3 = 0,
A∗3A− [3]qA∗2AA∗ + [3]qA∗AA∗2 −AA∗3 = 0.
The action of a mild tridiagonal pair of q-Serre type on the basis of Theorem 1.3.18 was
studied more deeply by H. Alnajjar and B. Curtin.
Theorem 1.3.19 [AC04] Let (A,A∗) denote a mild tridiagonal pair on V of q-Serre type
with diameter d ≥ 3. Fix standard orderings of the eigenspaces of A and A∗ for which the
corresponding eigenvalue and dual eigenvalue sequences satisfy ii) of Theorem 1.3.16 for
some nonzero scalars θ, θ∗. Define v∗i and vi (0 ≤ i ≤ d) as in Theorem 1.3.18. Then there
exist nonzero scalars λ, µ, µ∗ ∈ K such that
Av∗i = q
2iθv∗i + v
∗
i+1 (0 ≤ i ≤ d− 2),
Av∗d−1 = q
2d−2θv∗d−1 + γdµ
∗vd,
Avi = q
2iθvi + λivi+1 + γd−iµv∗i+1 (1 ≤ i ≤ d− 2),
Avd−1 = q2d−2θvd−1 + (λd−1 + γd−1[2]qµµ∗)vd,
Avd = q
2dθvd,
A∗vi = q2d−2iθ∗vi + vi−1 (2 ≤ i ≤ d),
A∗v1 = q2d−2θ∗v1 + γdµv∗0,
A∗v∗i = q
2d−2iθ∗v∗i + λd−iv
∗
i−1 + γiµ
∗vi−1 (2 ≤ i ≤ d− 1),
A∗v∗1 = q
2d−2θ∗v∗1 + (λd−1 + γd−1[2]qµµ
∗)v∗0,
A∗v∗0 = q
2dθ∗v∗0,
where
λi = [i]q[d− i]qλ (1 ≤ i ≤ d− 1),
γi =
[i]q![d− 1]q!
[2]q[d− i+ 1]q λ
i−2 (2 ≤ i ≤ d).
Recall that V is irreducible as an (A,A∗)-module whenever there is no subalgebra W of V
such that both AW ⊆W and A∗W ⊆W , other than 0 and V .
Theorem 1.3.20 [AC04]
Let θ, θ∗, q, λ, µ∗, and µ be nonzero scalars in K. Pick any integer d ≥ 3, and let V be
a vector space of dimension 2d. Let A : V → V and A∗ : V → V denote linear transforma-
tions which act on some basis v∗0, v1, v∗1, . . . , vd−1, v∗d−1, vd as in Theorem 1.3.19. Further
suppose that V is irreducible as an (A,A∗)-module. Then (A,A∗) is a mild tridiagonal pair
on V of q-Serre type.
Let (A,A∗) denote a tridiagonal pair on V . Let θ0, θ1, . . . , θd (resp. θ∗0, θ∗1, . . . , θ∗d) denote
a standard ordering of the eigenvalues of A (resp. A∗) By [ITT99] there exists a unique
sequence U0, U1, . . . , Ud consisting of subspaces of V suth that
V = U0 + U1 + · · ·+ Ud (direct sum),
(A− θiI)Ui ⊆ Ui+1 (0 ≤ i < d), (A− θdI)Ud = 0,
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(A∗ − θ∗i I)Ui ⊆ Ui−1 (0 < i ≤ d), (A∗ − θ∗0I)U0 = 0.
We call the sequence U0, U1, . . . , Ud the split decomposition for (A,A∗) with respect to the
orderings θ0, θ1, . . . , θd and θ∗0, θ∗1, . . . , θ∗d.
For 0 ≤ i ≤ d, let Fi : V → V denote the linear transformation which satisfies both
(Fi − I)Ui = 0,
FiUj = 0 if j 6= i, (0 ≤ j ≤ d).
In other words, Fi is the projection map from V onto Ui. We observe
FiFj = δijFi (0 ≤ i, j ≤ d),
F0 + F1 + · · ·+ Fd = I,
FiV = Ui (0 ≤ i ≤ d).
Define
R = A−
d∑
h=0
θhFh,
L = A∗ −
d∑
h=0
θ∗hFh.
We obtain that
RUi ⊆ Ui+1 (0 ≤ i < d), RUd = 0,
LUi ⊆ Ui−1 (0 < i ≤ d), LU0 = 0,
and
Rd+1 = 0, Ld+1 = 0.
We call R (resp. L) the raising map (resp. lowering map) for (A,A∗) with respect to
U0, U1, . . . , Ud.
Now we consider that (A,A∗) is a tridiagonal pair and satisfies the q-Serre relations. Hence
there exist nonzero scalars a, a∗ such that θi = aq2i−d, θ∗i = a
∗qd−2i (0 ≤ i ≤ d). By
[ITT99] the maps R,L satisfy the q-Serre relations
R3L− [3]qR2LR+ [3]qRLR2 − LR3 = 0,
L3R− [3]qL2RL+ [3]qLRL2 −RL3 = 0.
Theorem 1.3.21 [IT03] Let (A,A∗) denote a tridiagonal pair on V satisfying the q-Serre
relations. Let U0, U1, . . . , Ud denote the split decomposition for (A,A∗) and let R,L denote
the corresponding raising and lowering maps. Let v denote a nonzero vector in U0. Then
V is spanned by the vectors of the forms Li1Ri2Li3Ri4 . . . Rinv, where i1, i2, . . . , in ranges
over all sequences such that n is a nonnegative even integer, and i1, i2, . . . , in are integers
satisfying 0 ≤ i1 < i2 < · · · < in ≤ d.
Definition 1.3.10 Let (A,A∗) denote a tridiagonal pair on V . Let (ρ0, ρ1, . . . , ρd) denote
the shape vector of (A,A∗). The pair (A,A∗) is said to be sharp whenever ρ0 = 1.
Theorem 1.3.22 [NT08] A tridiagonal pair over an algebraically closed field is sharp.
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Theorem 1.3.23 [NT08] Let (A,A∗) denote a sharp tridiagonal pair on V . Then there
exists a nonzero bilinear form 〈, 〉 on V such that 〈Au, v〉 = 〈u,Av〉 and 〈A∗u, v〉 = 〈u,A∗v〉
for all u, v ∈ V . This form is unique up to multiplication by a nonzero scalar in K. This
form is nondegenerate and symmetric.
Let λ denote an indeterminate and let K[λ] denote the K-algebra consisting of the poly-
nomials in λ that have all coefficients in K. Let {θi}di=0 and {θ∗i }di=0 denote scalars in K.
Then for 0 ≤ i ≤ d we define the following polynomials in K[λ]:
τi = (λ− θ0)(λ− θ1) . . . (λ− θi−1),
τ∗i = (λ− θ∗0)(λ− θ∗1) . . . (λ− θ∗i−1),
ηi = (λ− θd)(λ− θd−1) . . . (λ− θd−i+1),
η∗i = (λ− θ∗d)(λ− θ∗d−1) . . . (λ− θ∗d−i+1).
Note that each of τi, τ∗i , ηi, η
∗
i is monic with degree i.
Definition 1.3.11 Let Φ = (A; {Ei}di=0;A∗; {E∗i }di=0) denote a tridiagonal system on V .
We say Φ is sharp whenever the tridiagonal pair A,A∗ is sharp.
Definition 1.3.12 Let Φ = (A; {Ei}di=0;A∗; {E∗i }di=0) denote a tridiagonal system over K,
with the standard ordering of the eigenvalues {θi}di+0 (resp. {θ∗i }di+0) of A (resp. A∗). By
[NT08], for 0 ≤ i ≤ d there exists a unique ζ ∈ K such that
E∗0τi(A)E
∗
0 =
ζiE
∗
0
(θ∗0 − θ∗1)(θ∗0 − θ∗2) . . . (θ∗0 − θ∗i )
.
Note that ζ0 = 1. We call {ζi}di=0 the split sequence of the tridiagonal system.
Definition 1.3.13 Let Φ = (A; {Ei}di=0;A∗; {E∗i }di=0 denote a sharp tridiagonal system.
By the parameter array of Φ we mean the sequence ({θi}di=0; {θ∗i }di=0; {ζi}di=0) where {θi}di=0
(resp. {θ∗i }di=0) is the standard ordering of the eigenvalues of A (resp. A∗) and {ζi}di=0 is
the split sequence of Φ.
Definition 1.3.14 Let Φ = (A; {Ei}di=0;A∗; {E∗i }di=0 denote a tridiagonal system on V
and let Φ′ = (A′; {E′i}di=0; A∗′; {E∗i ′}di=0) denote a tridiagonal system on V ′. We say Φ
and Φ′ are isomorphic whenever there exists an isomorphism of K-vector spaces γ : V → V ′
such that γA = A′γ, γA∗ = A∗′γ and γEi = Ei′γ, γE∗i = E
∗
i
′γ for 0 ≤ i ≤ d.
The following result shows the significance of the parameter array.
Theorem 1.3.24 [NT08] Two sharp tridiagonal systems over K are isomorphic if and
only if they have the same parameter array.
Definition 1.3.15 Let d denote a nonnegative integer and let ({θi}di=0; {θ∗i }di=0) denote a
sequence of scalars taken from K. We call this sequence q-Racah whenever the following i),
ii) hold.
i) θi 6= θj , θ∗i 6= θ∗j if i 6= j (0 ≤ i, j ≤ d).
ii) There exist q, a, b, c, a∗, b∗, c∗ that satisfy
θi = a+ bq
2i−d + cqd−2i (0 ≤ i ≤ d),
θ∗i = a
∗ + b∗q2i−d + c∗qd−2i (0 ≤ i ≤ d),
q, a, b, c, a∗, b∗, c∗ ∈ K,
q 6= 0, q2 6= 1, q2 6= −1, bb∗cc∗ 6= 0.
where K is the algebraic closure of K.
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Theorem 1.3.25 [IT08] Assume the field K is algebraically closed and let d denote a non-
negative integer. Let ({θi}di=0; {θ∗i }di=0) denote a q-Racah sequence of scalars of K and let
{ζi}di=0 denote any sequence of scalars in K. Then the following are equivalent:
i) There exists a tridiagonal system Φ over K that has parameter array ({θi}di=0; {θ∗i }di=0; {ζi}di=0)
ii) ζ0 = 1, ζd 6= 0, and
0 6=
d∑
i=0
ηd−i(θ0)η∗d−i(θ
∗
0)ζi.
Suppose i), ii) hold. Then Φ is unique up to isomorphism of tridiagonal systems.
Theorem 1.3.26 [INT10] Let d denote a nonnegative integer and let
({θi}di=0; {θ∗i }di=0; {ζi}di=0) (1.3.39)
denote a sequence of scalars taken from K. Then there exists a sharp tridiagonal system Φ
over K with parameter (1.3.39) if and only if i)-iii) hold below.
i) θi 6= θj , θ∗i 6= θ∗j if i 6= j (0 ≤ i, j ≤ d).
ii) The expressions
θi−2 − θi+1
θi−1 − θi ,
θ∗i−2 − θ∗i+1
θ∗i−1 − θ∗i
are equal and independent of i for 2 ≤ i ≤ d− 1.
iii) ζ0 = 1, ζd 6= 0, and
0 6=
d∑
i=0
ηd−i(θ0)η∗d−i(θ
∗
0)ζi.
Suppose i)-iii) hold. Then Φ is unique up to isomorphism of tridiagonal systems.
There is no doubt that if K is an algebraically closed field, then there exists a tridiagonal
system over K with parameter array (1.3.39) if and only if this array satisfies the conditions
i), ii) and iii) of Theorem 1.3.26.
1.3.3 Connection with the theory of orthogonal polynomials
In the literature, the first connection between the theory of orthogonal polynomials
and Leonard pairs arises in the analysis of finite dimensional representation of Zhedanov’s
algebra [Zhe91] (also called the Askey-Wilson algebra). It is shown that the Askey-Wilson
polynomials are the overlap coefficients between the ‘dual’ basis in which two generators
are diagonalized respectively.
Furthermore, the theory of Leonard pairs gives a nice algebraic framework for the or-
thogonal polynomials of the Askey-scheme. Historically, there is a theorem due to Leonard
[Leo82], [BI84, page 260] that gives a characterization of the q-Racah polynomials and
some related polynomials in the Askey scheme [ARS95, AW79, AW85, KS96, Koo86]. In
this Section, the connection between the theory of Leonard pairs and the Askey-scheme of
orthogonal polynomials is recalled [Ter99, Ter01, Ter0306].
First, we recall hypergeometric orthogonal polynomials which appeared in [KS96].
Define q-analogue of the Pochhammer-symbol (a)k
(a)0 = 1 and (a)k = a(a+ 1)(a+ 2) . . . (a+ k − 1), k = 1, 2, 3, . . . .
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This q-extension is given by
(a; q)0 = 1 and (a; q)k = (1− a)(1− aq)(1− aq2) . . . (1− aqk−1), k = 1, 2, 3 . . . .
It is clear that
lim
q→1
(qα; q)k
(1− q)k = (α)k.
The symbols (a; q)k are called q-shifted factorials. They can also be defined for negative
values of k as
(a; q)k =
1
(1− aq−1)(1− aq−2) . . . (1− aqk) , a 6= q, q
2, q3, . . . , q−k, k = −1,−2,−3, . . . .
We can also define
(a; q)∞ =
∞∏
k=0
(1− aqk).
This implies that
(a; q)n =
(a; q)∞
(aqn; q)∞
,
and, for any complex number λ,
(a; q)λ =
(a; q)∞
(aqλ; q)∞
The hypergeometric series rFs is defined by
rFs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣∣ z) = ∞∑
k=0
(a1, . . . , ar)k
(b1, . . . , bs)k
zk
k!
,
where
(a1, . . . , ar)k = (a1)k . . . (ar)k.
The hypergeometric series rFs is called balanced if r = s + 1, z = 1 and a1 + a2 + · · · +
as+1 + 1 = b1 + b2 + · · ·+ bs.
The basic hypergeometric series (or q-hypergeometric series) rφs is defined by
rφs
(
a1, . . . , ar
b1, . . . , bs
∣∣∣∣ q; z) = ∞∑
k=0
(a1, . . . , ar; q)k
(b1, . . . , bs; q)k
(−1)(1+s−r)kq
(1+s−r)
 k
2

zk
(q; q)k
,
where
(a1, . . . , ar; q)k = (a1; q)k . . . (ar; q)k.
The special case r = s+ 1 reads
s+1φs
(
a1, . . . , as+1
b1, . . . , bs
∣∣∣∣ q; z) = ∞∑
k=0
(a1, . . . , ar; q)k
(b1, . . . , bs; q)k
zk
(q; q)k
.
A basic hypergeometric series is called balanced if z = q and a1a2 . . . as+1q = b1b2 . . . bs.
There is a natural correspondence between Leonard pairs and a family of orthogonal
polynomials. The following material is taken from [Ter99, Ter01].
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Let λ denote an indeterminant, and let K[λ] denote a K-algebra consisting of all poly-
nomials in λ that have coefficients in K. Let Φ = (A;E0, E1, . . . , Ed;A∗;E∗0 , E∗1 , . . . , E∗d)
denote a Leonard system over K. Then there exists a unique sequence of monic polynomi-
als p0, p1, . . . , pd+1; p∗0, p∗1, . . . , p∗d+1 in K[λ] such that
deg(pi) = i, deg(p
∗
i ) = i (0 ≤ i ≤ d+ 1),
pi(A)E
∗
0 = E
∗
i A
iE∗0 , p
∗
i (A
∗)E0 = EiA∗iE0 (0 ≤ i ≤ d),
pd+1(A) = 0, p
∗
d+1(A
∗) = 0.
These polynomials satisfy
p0 = 1, p
∗
0 = 1, (1.3.40)
λpi = pi+1 + aipi + xipi−1 (0 ≤ i ≤ d), (1.3.41)
λp∗i = p
∗
i+1 + a
∗
i p
∗
i + x
∗
i p
∗
i−1 (0 ≤ i ≤ d), (1.3.42)
where x0, x∗0, p−1, p∗−1 are all 0, and where
ai = tr(E
∗
i A), a
∗
i = tr(EiA
∗) (0 ≤ i ≤ d),
xi = tr(E
∗
i AE
∗
i−1A), x
∗
i = tr(EiA
∗Ei−1A∗).
In fact
xi 6= 0, x∗i 6= 0 (1 ≤ i ≤ d). (1.3.43)
We call p0, p1, . . . , pd+1 the monic polynomial sequence of Φ, and p∗0, p∗1, . . . , p∗d+1 the dual
monic polynomial sequence of Φ.
Let θ0, θ1, . . . , θd (resp. θ∗0, θ∗1, . . . , θ∗d) denote the eigenvalue sequence (resp. dual eigenvalue
sequence) of Φ, so that
θi 6= θj , θ∗i 6= θ∗j if i 6= j (0 ≤ i, j ≤ d), (1.3.44)
pd+1(θi) = 0, p
∗
d+1(θ
∗
i ) = 0 (0 ≤ i ≤ d). (1.3.45)
Then
pi(θ0) 6= 0, p∗i (θ∗0) 6= 0 (0 ≤ i ≤ d), (1.3.46)
and
pi(θj)
pi(θ0)
=
p∗j (θ
∗
i )
p∗j (θ
∗
0)
(0 ≤ i, j ≤ d). (1.3.47)
Conversely, given polynomials
p0, p1, . . . , pd+1, (1.3.48)
p∗0, p
∗
1, . . . , p
∗
d+1 (1.3.49)
in K[λ] satisfying (1.3.40)-(1.3.42), and given scalars
θ0, θ1, . . . , θd, (1.3.50)
θ∗0, θ
∗
1, . . . , θ
∗
d (1.3.51)
in K satisfying (1.3.44)-(1.3.47), there exists a Leonard system Φ over K with monic poly-
nomial sequence (1.3.48), dual monic polynomial sequence (1.3.49), eigenvalue sequence
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(1.3.50), and dual eigenvalue sequence (1.3.51). The system Φ is unique up to isomor-
phism of Leonard systems.
Hence, there is a bijection between the Leonard systems and systems (1.3.48)-(1.3.51)
satisfying (1.3.40)-(1.3.47). For K = R, the systems (1.3.48)-(1.3.51) satisfying (1.3.40)-
(1.3.47) were classified by Leonard, Bannai, and Ito. They found the polynomials involved
are q-Racah polynomials or related polynomials from the Askey scheme.
We define the polynomials
ui =
pi
pi(θ0)
, u∗i =
p∗i
p∗i (θ
∗
0)
(0 ≤ i ≤ d).
By (1.3.47),
ui(θj) = u
∗
j (θ
∗
i ) (0 ≤ i, j ≤ d),
then ui and u∗i are dual sequences of normalized polynomials [Leo82].
Furthermore, there exists a unique sequence of scalars c1, c2, . . . , cd; b0, b1, . . . , bd−1 in
K such that:
x = bi−1ci (1 ≤ i ≤ d),
θ0 = ci + ai + bi (0 ≤ i ≤ d),
where c0 = 0, bd = 0. Then
λui = ciui−1 + aiui + biui+1 (0 ≤ i ≤ d− 1),
and λud − cdud−1 − adud vanishes on each of θ0, θ1, . . . , θd, where λ is an indeterminant.
By the main theorem of [Leo82], we have
bi = ϕi+1
τ∗i (θ
∗
i )
τ∗i+1(θ
∗
i+1)
, b∗i = ϕi+1
τi(θi)
τi+1(θi+1)
(0 ≤ i ≤ d− 1),
ci = φi
η∗d−i(θ
∗
i )
η∗d−i+1(θ
∗
i−1)
, c∗i = φi
ηd−i(θi)
ηd−i+1(θi−1)
(1 ≤ i ≤ d),
where
τi(λ) = (λ− θ0)(λ− θ1) . . . (λ− θi−1),
τ∗i (λ) = (λ− θ∗0)(λ− θ∗1) . . . (λ− θ∗i−1),
ηi(λ) = (λ− θd)(λ− θd−1) . . . (λ− θd−i+1),
η∗i (λ) = (λ− θ∗d)(λ− θ∗d−1) . . . (λ− θ∗d−i+1).
Hence, the polynomials ui, u∗i (0 ≤ i ≤ d) are given by
ui =
i∑
h=0
τ∗h(θ
∗
i )
ϕ1ϕ2 . . . ϕh
τh, u
∗
i =
i∑
h=0
τh(θi)
ϕ1ϕ2 . . . ϕh
τ∗h .
We find that for 0 ≤ i, j ≤ d, the common value of ui(θj), u∗j (θ∗i )
d∑
n=0
(q−i; q)n(s∗qi+1; q)n(q−j ; q)n(sqj+1; q)nqn
(r1q; q)n(r2q; q)n(q−d; q)n(q; q)n
(1.3.52)
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In fact, (1.3.52) is the basic hypergeometric series
4θ3
(
q−i, s∗qi+1, q−j , sqj+1
r1q, r2q, q
−d
∣∣∣∣ q, q) ,
where r1, r2, s, s∗ are parameters in (1.3.11)-(1.3.14) and it is balanced because r1r2 =
ss∗qd+1. Then ui, u∗i are q-Racah polynomials.
Now we consider orthogonality of pi, p∗i and ui, u
∗
i .
Put mi = tr(EiE∗0), m∗i = tr(E
∗
i E0), 0 ≤ i ≤ d. Then each of mi,m∗i is nonzero
(0 ≤ i ≤ d), and the orthogonality for the pi is
d∑
r=0
pi(θr)pj(θr)mr = δijx1x2 . . . xi (0 ≤ i, j ≤ d),
d∑
i=0
pi(θr)pi(θs)
x1x2 . . . xi
= δrsm
−1
r (0 ≤ r, s ≤ d).
Observe that m0 = m∗0, let υ denote the multiplicative inverse of this common value, and
set
ki = m
∗
i υ (0 ≤ i, j ≤ d).
The orthogonality for the ui is
d∑
r=0
ui(θr)uj(θr)mr = δijk
−1
i (0 ≤ i, j ≤ d),
d∑
i=0
ui(θr)ui(θs)ki = δrsm
−1
r (0 ≤ r, s ≤ d).
Remark that
ki =
b0b1 . . . bi−1
c1c2 . . . ci
,
and
υ = k0 + k1 + · · ·+ kd.
As an example, we now consider an infinite family of Leonard pairs and find the relation
with hypergeometric series. For any nonnegative integer d, the pair
A =

0 d 0
1 0 d− 1
2 · ·
· · ·
· · 1
0 d 0
 , A
∗ = diag(d, d− 2, d− 4, . . . ,−d)
is a Leonard pair on the vector space Kd+1, provided the characteristic of K is zero or an
odd prime greater than d. One shows P 2 = 2dI and AP = PA∗, where P denotes the
matrix with ij entry
Pij =
(
d
j
) d∑
n=0
(−i)n(−j)n2n
(−d)nn! (0 ≤ i, j ≤ d).
1.3. REPRESENTATION THEORY 39
Further Pij can be written in form of hypergeometric series
Pij =2 F1
( −i,−j
−d
∣∣∣∣ 2) .
There exist Leonard pairs similar to the one above in which the series of type 2F1 is re-
placed by a series of one of the following types: 3F2, 4F3, 2φ1, 3φ2, 4φ3.
Let K denote a field with characteristic 0. Let d denote a nonnegative integer. Put
Ω = {d− 2i|i = 0, 1, . . . , d}. Let V denote a vector space over K consisting of all functions
from Ω to K. Since the cardinality of Ω is d+ 1 the dimension of V is d+ 1.
Define two transformations A,A∗ from V to V as follows.
For all f ∈ V, θ ∈ Ω,
(Af)(θ) = θf(θ), (1.3.53)
(A∗f)(θ) =
d+ θ
2
f(θ − 2) + d− θ
2
f(θ + 2). (1.3.54)
It is easy seen that A,A∗ are linear.
For j = 0, . . . , d let Kj denote the element in V satisfying
Kj(θi) =
d!
j!(d− j)! 2F1
( −i,−j
−d
∣∣∣∣ 2),
where θi = d− 2i, 0 ≤ i ≤ d.
Observe that Kj(θ) is a polynomial of degree j in θ. The polynomials K0,K1, . . . ,Kd are
Krawtchouk polynomials and form a basis for V . With respect to this basis the matrices
representing A and A∗ are
A =

0 d 0
1 0 d− 1
2 · ·
· · ·
· · 1
0 d 0
 , A
∗ = diag(d, d− 2, d− 4, . . . ,−d).
Since the pair (A,A∗) is a Leonard pair on V , there exists a basis for V with respect to
which the matrix representing A is diagonal and the matrix representing A∗ is irreducible
tridiagonal. Now we display this basis. For 0 ≤ j ≤ d let K∗j denote the element in V
which satisfies
K∗j (θi) = δij (0 ≤ i ≤ d),
where δij denotes the Kronecker delta. The sequence K∗0 ,K∗1 , . . . ,K∗d forms a basis for V .
With respect to this basis the matrices representing A and A∗ are
A∗ =

0 d 0
1 0 d− 1
2 · ·
· · ·
· · 1
0 d 0
 , A
∗ = diag(d, d− 2, d− 4, . . . ,−d).
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We have then shown how the above Krawtchouk polynomials correspond to the Leonard
pairs.
The polynomials in the following table are related to Leonard pairs in a similar fashion.
Type Polynomial
4F3 Racah
3F2 Hahn, dual Hahn
2F1 Krawtchouk
4φ3 q-Racah
3φ2 q-Hahn, dual q-Hahn
2φ1 q-Krawtchouk (classical, affine, quantum, dual)
The above polynomials are defined in Koekoek and Swarttouw [KS96], and the connection
to Leonard pairs is given in [Ter01, BI84]. Indeed, these polynomials exhaust all Leonard
pairs for which q 6= −1. For K = R, the classification of Leonard pairs amounts to a “linear
algebraic version" of Leonard’s theorem [Leo82, BI84].
Chapter 2
Mathematical Physics: background
In the first part, we recall the two known presentations of the Onsager algebra. The
second presentation (the original one) is given by an infinite set of elements {An}, n =
0,±1,±2, . . . , {Gm},m = 1, 2, . . . that satisfy the relations (2.1.1)-(2.1.3) [O44]. The
first presentation introduced by Dolan-Grady is given by A0, A1 satisfying the relations
(2.1.12)-(2.1.13) [DG82]. It is also explained that the elements of an Abelian subalgebra of
the Onsager algebra provide examples of mutually commuting quantities (see (2.1.6)) that
generate integrable systems. Also, the connection with ŝl2 (more precisely, with the loop
algebra of sl2) is described. For irreducible finite dimensional representation of the Onsager
algebra, it is known that the generators of the second representation satisfy additional
relations (2.1.17)-(2.1.18). These relations are usually called the Davies’ relations [Dav91,
Dav90].
In the second and third parts, by analogy with the undeformed case discussed in the
first part, it is explained that the q−Onsager algebra admits two presentations. The sec-
ond presentation is given by the generators W−k,Wk+1,Gk+1, G˜k+1 that satisfy the infinite
dimensional algebra Aq (see Definition 1.2.6) [BS09]. The first presentation is given by the
standard generators W0,W1 that satisfy the q−Dolan-Grady relations [Ter01, Bas0404,
Bas0408]. It is explained how mutually commuting quantities (2.3.5) that generate an
Abelian subalgebra of the q−Onsager algebra are derived by using Sklyanin’s formalism.
Also, the connection between the two presentations and Uq(ŝl2) (more precisely, the quan-
tum loop algebra of sl2) is described. For most of the examples considered in the lit-
erature [Bas0404, BK0503, BK07], the vector space on which the elements act is finite
dimensional. As a consequence, quantum analogs of Davies relations naturally appear, see
(2.2.39)-(2.2.42).
In the last part, we briefly recall how the open XXZ spin chain with generic boundary
conditions and generic values of q can be formulated using the q−Onsager approach.
2.1 Historical background
The exact solution of the planar Ising model in zero magnetic field which was obtained
by Onsager [O44] has provided a considerable source of developments in the theory of
exactly solvable systems of statistical mechanics, or quantum field theory in two dimen-
sions. Onsager’s successful approach was originally based on the so-called Onsager algebra
and its representation theory. In progress of solving the two dimensional Ising model,
he established the transfer matrix of the model in terms of an infinite set of elements
{An}, n = 0,±1,±2, . . . , {Gm},m = 1, 2, . . . that generate the so-called Onsager algebra.
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Definition 2.1.1 [O44] The Onsager algebra is a Lie algebra which has generators An, Gm,
n = 0,±1,±2, . . . ,m = 1, 2, . . . such that they satisfy the following relations
[An, Al] = 4Gn−l, (2.1.1)
[Gm, An] = 2An+m − 2An−m, (2.1.2)
[Gm, Gl] = 0. (2.1.3)
Use algebraic methods, Onsager derived the largest eigenvalue and the corresponding eigen-
vector of the transfer matrix of the Ising model. Despite the important role of the Onsager
algebra, it received less attention in the following years than the star triangular relations
which originated in [O44], [Wan45] and led to the Yang-Baxter equations, the theory of
quantum groups, as well as the quantum inverse scattering method.
In the 1980s the Onsager algebra appeared [Dav91], [Dav90], [Perk87] to be closely
related with the quantum integrable structure discovered by Dolan and Grady in [DG82].
In fact, Dolan and Grady considered a self-dual quantum Hamiltonian of the form
H = κA+ κ∗A˜, (2.1.4)
where κ, κ∗ are coupling constants and A˜ is the operator dual to A such that both operators
satisfy the condition
[A, [A, [A, A˜]]] = 16[A, A˜]. (2.1.5)
As a consequence of this relation, there exists an infinite set of commuting conserved self-
dual charges
I2n = κ(W2n − W˜2n−2) + κ∗(W˜2n −W2n−2), n = 1, 2, . . . , (2.1.6)
where
W2n+2 ≡ −1
8
[A, [A˜,W2n]]− W˜2n, n = 1, 2, . . . , (2.1.7)
W0 ≡ A, I0 ≡ H, and the sequence {W2n}, n = 1, 2, . . . can be extended to n < 0 by
defining W−2n ≡ −W˜2n−2.
It was showed that [W˜2l,W2n−2l−2] = [W˜2l−2,W2n−2l], for all n ≥ 0, l ≥ 0, then it followed
[H, I2n] = 0 and [I2n, I2m] = 0 (2.1.8)
Clearly, Dolan and Grady [DG82] showed the the Dolan-Grady relations are sufficient to
guarantee that there is an infinite sequence of commuting operators of the Hamiltonian H.
Based on this result the integrability does not depend on the dimension of the system or the
nature of the space-time manifold, i.e, lattice, continuum or loop space. Integrable systems
are characterized by the existence of a sufficient number of constants of motion, i.e. equal
to the number of degrees of freedom. The rigorous connection between simple self-duality
and a set of commuting conserved charges was established. For a finite lattice, the set is
finite. For an infinite system, the set is infinite. In the XY and Ising modes, the charges
coincide with known results. Moreover, von Gehlen and Rittenberg [GR85] considered some
Zn symmetric quantum spin chain Hamiltonians (2.1.4), and presented strong numerical
evidence that they exhibit Ising-like behavior in their spectra. Namely, the Hamiltonians
have an infinite set of commuting conserved charges based on the Dolan-Grady relation
[A, [A, [A, A˜]]] = n2[A, A˜]. (2.1.9)
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Obviously, if we put B = 4n−1A, B˜ = 4n−1A˜ the equation (2.1.9) becomes the equation
(2.1.5) for B, B˜. It means that
[B, [B, [B, B˜]]] = 16[B, B˜]. (2.1.10)
In the early 1990s, Davies [Dav91], [Dav90] obtained the relation between the Onsager
algebra and the Dolan Grady relations. Actually, Davies did not require the self-duality of
operators A0, A1 in the Hamiltonian
H = κA0 + κ
∗A1, (2.1.11)
where κ, κ∗ are coupling constants, but he gave a pair of conditions
[A0, [A0, [A0, A1]]] = 16[A0, A1], (2.1.12)
[A1, [A1, [A1, A0]]] = 16[A1, A0]. (2.1.13)
We first recall the way to identify an Onsager algebra from the Dolan-Grady relations
[Dav91]. Let A0, A1 denote generators satisfying the Dolan-Grady relations, define the
sequences An, Gm, n = 0,±1,±2, . . . ,m = 1, 2, . . . by the recursion relations
G1 =
1
4
[A1, A0], (2.1.14)
An+1 −An−1 = 1
2
[G1, An], (2.1.15)
Gn =
1
4
[An, A0]. (2.1.16)
The generators An, Gm satisfy the defining relations of the Onsager algebra [Dav91].
Inversely, if An, Gm, n = 0,±1,±2, . . . ,m = 1, 2, . . . are generators of an Onsager alge-
bra, then A0, A1 satisfy the Dolan-Grady relations. In fact, every adjacent pairs Ak, Ak+1
of the sequence {An} satisfy the Dolan-Grady relations. As a consequence, the Onsager
algebra admits two presentations. One given by (2.1.1) - (2.1.3) and one given by (2.1.12)
- (2.1.13). The proof of isomorphism between the two presentations is detailed in [Dav91].
More recently, see also [El10]
Around the same time, a relation between the Onsager algebra and the loop algebra
of sl2 was exhibited by Davies [Dav90]. It is argued that if the Onsager algebra acts on a
finite dimensional vector space, then there exists some value of h such that the sequences
{An}, {Gm} satisfy the linear recurrence relations of length (2h+ 1), namely
h∑
k=−h
αkAk−l = 0, (2.1.17)
h∑
k=−h
αkGk−l = 0 (2.1.18)
where l is arbitrary. Then, Davies showed that the finite-dimensional Onsager algebra is
the direct sum of h copies of the algebra sl2,
An = 2
h∑
j=1
(znj E
+
j + z
−n
j E
−
j ), (2.1.19)
Gm =
h∑
j=1
(zmj − z−mj )Hj (2.1.20)
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where [E+j , E
−
k ] = δjkHk, [Hj , E
±
k ] = ±2δjkE±k are the generators of the sl2 algebra and
zj are called the evaluation parameters of the representation.
Furthermore, after using the expression of An in terms of E±j (2.1.19), the eigenvalues
of the Hamiltonian (2.1.11) in the sector that is the direct product of n factors of dimension
dj , 1 ≤ j ≤ n fit the general form
λ(κ, κ∗) = κα+ κ∗β +
n∑
j=1
4mj
√
κ2 + κ∗2 + 2κκ∗ cos θj , mj = −sj ,−sj + 1, . . . , sj ,
(2.1.21)
where zj = e−iθj ; α, β is a pair of eigenvalues of A0, A1; and dj = (2sj+1) is the dimension
of an irreducible representation of sl2 associated with the pair zj , z−1j .
2.2 Sklyanin’s formalism and the q−Onsager algebra
Among the known examples of quadratic algebraic structures, one finds the Yang-
Baxter algebra. For further analysis, let us first recall some known results. This algebra
consists of a couple R(u), L(u) where the R-matrix solves the Yang-Baxter equation
RV0(u)RV0V ′0(uv)RV ′0(v) = RV ′0(v)RV0V ′0(uv)RV0(u) (2.2.1)
and the so-called L-operator satisfies the quadratic relation
RV0V ′0(u/v)(LV0(u)⊗ LV ′0(v)) = (LV ′0(v)⊗ LV0(u))RV0V ′0(u/v) (2.2.2)
where V0,V ′0 denote finite dimensional auxiliary space representations. Here, the entries
of the L-operators act on a quantum space denoted V. If one considers a two-dimensional
(spin-12) representation for V0 and V ′0, a solution R(u) of the Yang-Baxter equation and
the L-operator can be written in the form
R(u) =
∑
i,j∈{0,z,±}
ωij(u) σi ⊗ σj , (2.2.3)
L(u) =
∑
i,j∈{0,z,±}
ωij(u) σi ⊗ Sj , (2.2.4)
where σz, σ± are Pauli matrices, σ0 = I and ωij(u) are some combinations of functions
ω00(u) =
1
2
(q + 1)(u− q−1u−1), (2.2.5)
ωzz(u) =
1
2
(q − 1)(u+ q−1u−1), (2.2.6)
ω+−(u) = ω−+(u) = q − q−1. (2.2.7)
Note that the defining relations of the algebra generated by elements {Sj} are determined
by the equation (2.2.2). The elements {Sj} act on the quantum space V. The corresponding
algebra is known as the Sklyanin algebra [Sk88]. It admits a trigonometric degeneration
such that the elements {Sj} are identified with the generators {S±, s3} of the quantum
enveloping algebra Uq(sl2)
S0 =
qs3 + q−s3
q1/2 + q−1/2
, (2.2.8)
Sz =
qs3 − q−s3
q1/2 − q−1/2 , (2.2.9)
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where [s3, S±] = ±S± and [S+, S−] = q2s3−q−2s3q−q−1 , together with the Casimir operator
w = qq2s3 + q−1q−2s3 + (q − q−1)2S−S+. (2.2.10)
Following [Bas0404], [Bas0408], let us consider the reflection equation which was first
introduced by Cherednik [Cher84] (see also [Sk88]):
R(u/v)(K(u)⊗ I)R(uv)(I⊗K(v)) = (I⊗K(v))R(uv)(K(u)⊗ I)R(u/v). (2.2.11)
This equation arises, for instance, in the context of the quantum integrable systems with
boundaries [Sk88]. Similarly to (2.2.4), in the spin-12 we introduce a K-matrix of the form:
K(u) =
∑
j∈{0,z,±}
σj ⊗ Ωj(u). (2.2.12)
By [Bas0404], any solutions of the reflection equation (2.2.11) of degree −2 ≤ d ≤ 2 in the
spectral parameter u - with non-commuting entries - can be written in the form (2.2.12)
where
Ω0(u) =
(A+A∗)(qu− q−1u−1)
2
, (2.2.13)
Ωz(u) =
(A−A∗)(qu+ q−1u−1)
2
, (2.2.14)
Ω+(u) = − qu
2 + q−1u−2
c0c1(q2 − q−2) − c1[A
∗, A]q + c2, (2.2.15)
Ω−(u) = −qu
2 + q−1u−2
c1(q2 − q−2) − c0c1[A,A
∗]q + c0c2 (2.2.16)
where the parameters c0, c1 6= 0, c2 are arbitrary, and A,A∗ have to satisfy the Askey-
Wilson relations (1.3.9)-(1.3.10) with particular values of the parameters
ρ = ρ∗ =
1
c0c21
, (2.2.17)
ω = −c2
c1
(q − q−1), (2.2.18)
γ = γ∗ = η = η∗ = 0. (2.2.19)
This explicit relation between the Askey-Wilson algebra (1.3.9)- (1.3.10) and the reflection
equation algebra through the analysis of K−operators suggested to investigate further this
new connection.
The generalization of the above connection goes as follows. From the results of [Sk88],
for any parameter v it is for instance known that
K(L)(u) = Ln(uv) . . . L1(uv)K
(0)(u)L1(uv
−1) . . . Ln(uv−1), (2.2.20)
the so-called Sklyanin’s operator, gives a family of solutions to (2.2.11). Here Lj(u) is the
Lax operator given by (2.2.4), and we choose (for simplicity) the trivial solution of (2.2.11)
to be K(0)(u) = (σ+/c0 + σ−)/(q − q−1). For these choices, the Sklyanin operator acts on
the quantum space ⊗Lj=1Vj ⊗ V0.
Then, the Sklyanin’s operator K(L) can be written as follows
K(L)(u) =
∑
j∈{0,z,±}
σj ⊗ Ω(L)j (u), (2.2.21)
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where the operators Ω(L)j are combinations of Laurent polynomials of degree −2L ≤ d ≤ 2L
in the spectral parameter u and operators acting solely on ⊗Lj=1Uq(sl2). Baseilhac and
Koizumi [BK0503] obtained the following result
Theorem 2.2.1 [BK0503] For generic values of L, the operators Ω(L)j (u) are given by:
Ω
(L)
0 (u) + Ω
(L)
3 (u) = uq
L−1∑
k=0
P
(L)
−k (u)W(L)−k − u−1q−1
L−1∑
k=0
P
(L)
−k (u)W(L)k+1, (2.2.22)
Ω
(L)
0 (u)− Ω(L)3 (u) = uq
L−1∑
k=0
P
(L)
−k (u)W(L)k+1 − u−1q−1
L−1∑
k=0
P
(L)
−k (u)WL−k, (2.2.23)
Ω
(L)
+ (u) =
qu2 + q−1u−2
c0(q − q−1) P
(L)
0 (u) +
1
q + q−1
L−1∑
k=0
P
(L)
−k (u)G(L)k+1 + ω(L)0 , (2.2.24)
Ω
(L)
− (u) =
qu2 + q−1u−2
q − q−1 P
(L)
0 (u) +
c0
q + q−1
L−1∑
k=0
P
(L)
−k (u)G˜(L)k+1 + c0ω(L)0 , (2.2.25)
where P (L)−k (u) are Laurent polynomials defined by
P
(L)
−k (u) = −
1
q + q−1
L−1∑
n=k
(
qu2 + q−1u−2
q + q−1
)n−kC(L)−n , (2.2.26)
C
(L)
−n = (q + q
−1)n+1(−1)L−n((v
2 + v−2)w(j)0
q + q−1
)L−n+1
L!
(n+ 1)!(L− n− 1)! , (2.2.27)
ω
(L+1)
0 = −
v2 + v−2
q + q−1
w
(j)
0 ω
(L)
0 , (2.2.28)
ω
(1)
0 = −
v2 + v−2
c0(q − q−1)w
(j)
0 , (2.2.29)
w
(j)
0 = q
2j+1 + q−2j−1, (2.2.30)
provided the generators W(L)−k ,W(L)k+1,G(L)k+1, G˜(L)k+1 act on L-tensor product evaluation repre-
sentation of Uq(sl2):
W(L)0 =
1
c0
vq1/4S+q
s3/2 ⊗ I+ v−1q−1/4S−qs3/2 ⊗ I+ qs3 ⊗W(L−1)0 , (2.2.31)
W(L)1 =
1
c0
v−1q−1/4S+q−s3/2 ⊗ I+ vq1/4S−q−s3/2 ⊗ I+ q−s3 ⊗W(L−1)1 , (2.2.32)
G(L)1 = (q − q−1)S2− ⊗ I−
(q1/2 + q−1/2)
c0(q1/2 − q−1/2)
(v2qs3 + v−2q−s3)⊗ I+ I⊗ G(L−1)1
+(q − q−1)
(
vq−1/4S−qs3/2 ⊗W(L−1)0 + v−1q1/4S−q−s3/2 ⊗W(L−1)1
)
+
(v2 + v−2)w(j)0
c0(q1/2 − q−1/2)
⊗ I, (2.2.33)
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G˜(L)1 =
(q − q−1)
c20
S2+ ⊗ I−
(q1/2 + q−1/2)
c0(q1/2 − q−1/2)
(v2q−s3 + v−2qs3)⊗ I+ I⊗ G˜(L−1)1
+
(q − q−1)
c0
(
v−1q1/4S+qs3/2 ⊗W(L−1)0 + vq−1/4S+q−s3/2 ⊗W(L−1)1
)
+
(v2 + v−2)w(j)0
c0(q1/2 − q−1/2)
⊗ I, (2.2.34)
W(L)−k−1 =
(w
(j)
0 − (q1/2 + q−1/2)qs3)
(q1/2 + q−1/2)
⊗W(L−1)k+1 −
(v2 + v−2)
(q1/2 + q−1/2)
I⊗W(L−1)−k
+
(q1/2 − q−1/2)
(q1/2 + q−1/2)2
(
vq1/4S+q
s3/2 ⊗ G(L−1)k+1 + c0v−1q−1/4S−qs3/2 ⊗ G˜(L−1)k+1
)
+
(v2 + v−2)w(j)0
(q1/2 + q−1/2)2
W(L)−k + qs3 ⊗W(L−1)−k−1 , (2.2.35)
W(L)k+2 =
(w
(j)
0 − (q1/2 + q−1/2)q−s3)
(q1/2 + q−1/2)
⊗W(L−1)−k −
(v2 + v−2)
(q1/2 + q−1/2)
I⊗W(L−1)k+1
+
(q1/2 − q−1/2)
(q1/2 + q−1/2)2
(
v−1q−1/4S+q−s3/2 ⊗ G(L−1)k+1 + c0vq1/4S−q−s3/2 ⊗ G˜(L−1)k+1
)
+
(v2 + v−2)w(j)0
(q1/2 + q−1/2)2
W(L)k+1 + q−s3 ⊗W(L−1)k+2 , (2.2.36)
G(L)k+2 =
c0(q
1/2 − q−1/2)2
(q1/2 + q−1/2)
S2− ⊗ G˜(L−1)k+1 −
1
(q1/2 + q−1/2)
(v2qs3 + v−2q−s3)⊗ G(L−1)k+1
+I⊗ G(L−1)k+2 +
(v2 + v−2)w(j)0
(q1/2 + q−1/2)2
G(L)k+1
+(q − q−1)
(
vq−1/4S−qs3/2 ⊗
(W(L−1)−k−1 −W(L−1)k+1 )
+ v−1q1/4S−q−s3/2 ⊗
(W(L−1)k+2 −W(L−1)−k )) , (2.2.37)
G˜(L)k+2 =
(q1/2 − q−1/2)2
c0(q1/2 + q−1/2)
S2+ ⊗ G(L−1)k+1 −
1
(q1/2 + q−1/2)
(v2q−s3 + v−2qs3)⊗ G˜(L−1)k+1
+I⊗ G˜(L−1)k+2 +
(v2 + v−2)w(j)0
(q1/2 + q−1/2)2
G˜(L)k+1
+
(q − q−1)
c0
(
v−1q1/4S+qs3/2 ⊗
(W(L−1)−k−1 −W(L−1)k+1 )
+ vq−1/4S+q−s3/2 ⊗
(W(L−1)k+2 −W(L−1)−k )) , (2.2.38)
for k ∈ {0, 1, ..., L− 2},
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and satisfy the analog of Davies relations
c0(q − q−1)ω(L)0 W(L)0 −
L∑
k=1
C
(L)
−k+1W(L)−k = 0, (2.2.39)
c0(q − q−1)ω(L)0 W(L)1 −
L∑
k=1
C
(L)
−k+1W(L)k+1 = 0, (2.2.40)
c0(q − q−1)ω(L)0 G(L)1 −
L∑
k=1
C
(L)
−k+1G(L)k+1 = 0, (2.2.41)
c0(q − q−1)ω(L)0 G˜(L)1 −
L∑
k=1
C
(L)
−k+1G˜(L)k+1 = 0 (2.2.42)
with C(L)−k+1 given by (2.2.27).
As a consequence of the reflection equation algebra and the fact that the vector space
on which the elements act is finite dimensional, the generators W(L)−k ,W(L)k+1,G(L)k+1, G˜(L)k+1
generate a quotient of the infinite dimensional algebra Aq (1.2.28)-(1.2.38) by the relations
(qDavies) (2.2.39)-(2.2.42).
Importantly, in [BK0507] it was shown that the first two elements W(L)0 ,W(L)1 of the
family of generators W(L)−k ,W(L)k+1,G(L)k+1, G˜(L)k+1 of the quotient of Aq satisfy the q-deformed
Dolan-Grady relations
[W(L)0 , [W(L)0 , [W(L)0 ,W(L)1 ]q]q−1 ] = ρ [W(L)0 ,W(L)1 ], (2.2.43)
[W(L)1 , [W(L)1 , [W(L)1 ,W(L)0 ]q]q−1 ] = ρ [W(L)1 ,W(L)0 ], (2.2.44)
with
ρ = (q + q−1)2k+k−.
For all these reasons, in the literature on the subject the algebra Aq is sometimes called
the q−deformed analog of the Onsager algebra, and the relations (2.2.39)-(2.2.42) are called
the q−deformed analog of Davies relations.
2.3 Commuting quantities and the q−Dolan-Grady hierarchy
For the Onsager algebra (2.1.1)-(2.1.3), the explicit construction of mutually commuting
quantities that generate an Abelian subalgebra of the Onsager algebra (2.1.6) has been
considered in details in [O44, DG82]. For the q−Onsager algebra, an analogous construction
is, in general, a rather complicated problem. However, using the connection between the
reflection equation algebra and the infinite dimensional algebra Aq or alternatively the
q−Onsager algebra, this problem can be handled. Indeed, it is known that starting from
solutions of the reflection equation algebra, a transfer matrix that generates mutually
commuting quantities can be constructed. Namely, following the analysis of [Sk88], for any
values of the spectral parameters u, v
[t(L)(u), t(L)(v)] = 0 where t(L)(u) = tr0{K+(u)K(L)(u)} (2.3.1)
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where tr0 denotes the trace over the two-dimensional auxiliary space. The idea of [BK0503]
was then to consider the expansion of (2.3.1) in order to extract mutually commuting
quantities expressed in terms of the generators of the infinite dimensional algebra Aq. To
this end, let us plug the c−number solution of the dual reflection equation1 [IK94], [GZ94]
given by
K+(u) =
(
uqκ+ u−1q−1κ∗ κ−(q + q−1)(q2u2 − q−2u−2)/c0
κ+(q + q
−1)(q2u2 − q−2u−2) uqκ∗ + u−1q−1κ
)
(2.3.2)
where κ∗ = κ−1 for any κ ∈ C, and κ± ∈ C. Substitute (2.3.2), and (2.2.21) with
the generators W(L)−k ,W(L)k+1,G(L)k+1, G˜(L)k+1 of Theorem 2.2.1 into (2.3.1). By straightforward
calculations, it follows [BK0503]
t(L)(u) =
L−1∑
k=0
(q2u2 − q−2u−2)P (L)−k (u)I(L)2k+1 + F(u)I (2.3.3)
with (2.2.26) and
F(u) = (q + q
−1)(q2u2 − q−2u−2)
c0
(
(qu2 + q−1u−2)P (L)0 (u)
q − q−1 + c0ω
(L)
0
)
(κ+ +κ−). (2.3.4)
Here, we have introduced the generators I(L)2k+1 which can be written in terms of the gen-
erators of the quotient of Aq. Explicitly, they read:
I(L)2k+1 = κW(L)−k + κ∗W(L)k+1 + κ+G(L)k+1 + κ−G˜(L)k+1, (2.3.5)
for k ∈ {0, 1, . . . , L− 1}. As a consequence of the property (2.3.1), it leads to
[I(L)2k+1, I(L)2l+1] = 0 for all k, l ∈ {0, 1, . . . , L− 1}. (2.3.6)
The mutually commuting quantities (2.3.5) are the q−deformed analog of the mutually
commuting quantities (2.1.6) of the Onsager algebra.
Clearly, an interesting problem is to write these quantities solely in terms of the fun-
damental generators of the q−Onsager algebra, in view of the connection between the
quotient of Aq and the q−Onsager algebra. Such problem was first considered in details
in [BK0503], and generalized in [BB10], where it is shown that the mutually conserved
quantities are polynomials of the fundamental generators W(L)0 ,W(L)1 . For instance,
G(L)1 = [W(L)1 ,W(L)0 ]q, G˜(L)1 = [W(L)0 ,W(L)1 ], (2.3.7)
W(L)−1 =
1
ρ
(
(q2 + q−2)W(L)0 W(L)1 W(L)0 −W(L)0
2W(L)1 −W(L)1 W(L)0
2
)
+W(L)1 , (2.3.8)
W(L)2 =
1
ρ
(
(q2 + q−2)W(L)1 W(L)0 W(L)1 −W(L)1
2W(L)0 −W(L)0 W(L)1
2
)
+W(L)0 . (2.3.9)
2.4 The open XXZ spin chain and the q-Onsager algebra
Since Sklyanin’s work [Sk88] on spin chains with integrable boundary conditions, find-
ing exact results such as the energy spectrum of a model, corresponding eigenstates and
1This equation is obtained from (2.2.11) by changing u→ u−1, v → v−1 and K(u) in its transpose
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correlation functions for elementary excitations has remained an interesting problem in
connection with condensed matter or high-energy physics. Among the known integrable
open spin chains that have been considered in details, one finds the open XXZ spin chain.
For generic boundary conditions, the Hamiltonian of the XXZ spin chain reads
H
(L)
XXZ =
L−1∑
k=1
(
σk+11 σ
k
1 + σ
k+1
2 σ
k
2 + ∆σ
k+1
z σ
k
z
)
(2.4.1)
+
(q − q−1)
2
(+ − −)
(+ + −)
σ1z +
2
(+ + −)
(
k+σ
1
+ + k−σ
1
−
)
+
(q − q−1)
2
(¯+ − ¯−)
(¯+ + ¯−)
σLz +
2
(¯+ + ¯−)
(
k¯+σ
L
+ + k¯−σ
L
−
)
where L is the number of sites, ∆ = q+q
−1
2 denotes the anisotropy parameter, and σ±, σ1,
σ2, σz are the usual Pauli matrices.
Besides the anisotropy parameter, ±, k± (resp. ¯±, k¯±) denote the right (resp. left)
boundary parameters associated with the right (resp. left) boundary. Considering a gauge
transformation, note that one parameter might be removed. For symmetry reasons, we
however keep the boundary parametrization as defined above.
For generic values of q and generic non-diagonal boundary parameters, the Hamilto-
nian H can be formulated within the so-called Sklyanin’s formalism (boundary quantum
inverse scattering) [Sk88]. In this standard approach, a generating function for all mutu-
ally commuting quantities besides H is introduced. It is built from a R−matrix solution of
the Yang-Baxter equation and two K−matrices solutions of the reflection equation [Sk88].
However, the algebraic setting based on Uq(ŝl2) is obscured in this formulation, and the
standard algebraic Bethe ansatz fails to apply for generic boundary parameters. Instead,
an alternative formulation has been proposed [BK0507], which is based on an analog of
Onsager’s approach for the two-dimensional Ising model: the transfer matrix - denoted
t(L)(ζ) below - is written in terms of mutually commuting quantities I2k+1 that generate
a q−deformed analog of the Onsager-Dolan-Grady’s hierarchy2. Namely,
t(L)(ζ) =
L−1∑
k=0
F2k+1(ζ) I2k+1 + F0(ζ)I with
[I2k+1, I2l+1] = 0 (2.4.2)
for all k, l ∈ 0, ..., L− 1 where ζ is the so-called spectral parameter,
I2k+1 = ¯+W−k + ¯−Wk+1 + 1
q2 − q−2
( k¯−
k−
Gk+1 + k¯+
k+
G˜k+1
)
(2.4.3)
2The Onsager’s (also called Dolan-Grady [DG82]) hierarchy is an Abelian algebra with elements of the
form I2n+1 = ¯+(An + A−n) + ¯−(An+1 + A−n+1) + κGn+1 with n ∈ Z+, generated from the Onsager
algebra with defining relations
[
An, Am
]
= 4Gn−m,
[
Gm, An
]
= 2An+m − 2An−m and
[
Gn, Gm
]
= 0 for
any n,m ∈ Z [O44].
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and F2k+1(ζ) are given in [BK0507]
F2k+1(ζ) = − 1
q + q−1
(q2ζ4 + q−2ζ−4 − q2 − q−2)
(q2 + q−2 − ζ2 − ζ−2)L
L−1∑
n=k
(
qζ2 + q−1ζ−2
q + q−1
)n−kC(L)−n ,
F0(ζ) = ((q
2ζ4 + q−2ζ−4 − q2 − q−2)(q + q−1)
(q2 + q−2 − ζ2 − ζ−2) )(
k+k−
q − q−1 )(
k¯+
k+
+
k¯−
k−
)
×
(
ω
(L)
0 (q − q−1)
k+k−
−
L−1∑
n=0
(
qζ2 + q−1ζ−2
q + q−1
)n+1C
(L)
−n
)
+
((qζ2 + q−1ζ−2)¯+ + (q + q−1)¯−)
(L)
+
(q2 + q−2 − ζ2 − ζ−2)L
+
((qζ2 + q−1ζ−2)¯− + (q + q−1)¯+)
(L)
−
(q2 + q−2 − ζ2 − ζ−2)L
The explicit expressions for the coefficients C(L)−n and ω
(L)
0 , 
(L)
± essentially depend on the
choice of quantum space representations at each site (two dimensional for (2.4.1)) of the
spin chain
C
(L)
−n = (−1)L−n(q + q−1)n+1
L∑
k1<···<kL−n−1=1
αk1 . . . αkL−n−1 (2.4.4)
where
α1 =
2(q2 + q−2)
(q + q−1)
+
+−(q − q−1)2
k+k−(q + q−1)
, (2.4.5)
αk =
2(q2 + q−2)
q + q−1
for k = 2, . . . , L, (2.4.6)
and for arbitrary values for L

(L)
± = (q
2 + q−2)(L−1)∓ − 2(L−1)± , (0)± = ±, (2.4.7)
ω
(L)
0 = (−1)L
k+k−
q − q−1
(
2(q2 + q−2)
q + q−1
)L−1(
2(q2 + q−2)
q + q−1
+
+−(q − q−1)2
k+k−(q + q−1)
)
(2.4.8)
Note that the parameters ± of the right boundary - which do not appear explicitly in the
formula (2.4.3)- are actually hidden in the definition of the elementsW−k,Wk+1,Gk+1, G˜k+1
[BK0507, BK07].
Since the generatorsW−k,Wk+1,Gk+1, G˜k+1 of the q-deformed analogue of the Onsager
algebra possess the block diagonal and block tridiagonal structure in the eigenbasis of W0
or the eigenbasis of W1 [BK07], the general spectral problem of all nonlocal commuting
operators I(L)2k+1 is solved
I(L)2k+1Ψ(L)Λ(L)1 = Λ
(L)
2k+1Ψ
(L)
Λ
(L)
1
for k = 0, 1, . . . , L− 1. (2.4.9)
It follows that the eigenvalues ΛXXZ(ζ) of the transfer matrix (2.4.2) are given by:
ΛXXZ(ζ) =
L−1∑
k=0
F2k+1(ζ)Λ(L)2k+1 + F0(ζ). (2.4.10)
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The spectrum E of the Hamiltonian (2.4.1) immediately follows:
E =
(q − q−1)(q + q−1)−1
2(¯+ + ¯−)(+ + −)
(
L−1∑
k=0
dF2k+1(ζ)
dζ
|ζ=1 Λ(L)2k+1 +
dF0(ζ)
dζ
|ζ=1
)
(2.4.11)
−
(
L∆ +
(q − q−1)2
2(q + q−1)
)
.
Indeed, it is known that the Hamiltonian of the XXZ open spin chain with generic integrable
boundary conditions (2.4.1) is obtained as follows:
d
dζ
ln(t(L)(ζ))|ζ=1 = 2
(q − q−1)H +
((q − q−1)
(q + q−1)
+
2L
(q − q−1)∆
)
I . (2.4.12)
More generally, higher mutually commuting local conserved quantities, say Hn with H1 ≡
H, can be derived similarly by taking higher derivatives of the transfer matrix (2.4.2).
To resume, in the q−Onsager approach of the open XXZ spin chain with generic in-
tegrable boundary conditions [Bas0404, BK07] the Hamiltonian is written in terms of the
elements (2.4.3). These elements generate an Abelian subalgebra of the q−deformed ana-
log of the Onsager algebra. For the open XXZ spin chain and q generic, the vector space
on which the elements act is irreducible finite dimensional. So, stricly speaking the ele-
ments W−k,Wk+1,Gk+1, G˜k+1 generate a quotient of the infinite dimensional algebra Aq
(1.2.28)-(1.2.38) by the relations (2.2.39)-(2.2.42).
In [Bas0604], recall that two (dual) bases of the vector space were constructed, on
which the operatorsW0,W1 act as a tridiagonal pair. Remarkably, in these bases the more
general operators (called descendants) W−k,Wk+1,Gk+1, G˜k+1 of the q-deformed analogue
of the Onsager algebra act as block diagonal or block tridiagonal matrices. In [BK07], the
spectrum and eigenstates of the Hamiltonian (2.4.1) were derived using this remarkable
property. It was the first solution proposed in the literature for the open XXZ spin chain
with generic integrable boundary conditions.
Chapter 3
Main Results
In this Chapter, we review the three main results of the thesis. The first two results
have their own interest in the context of tridiagonal algebras, q−Onsager algebra, coideal
subalgebras of Uq(ŝl2) and their higher rank generalizations: analogs of Lusztig’s higher
order relations are conjectured, and supporting evidences for these are described. In partic-
ular, the theory of tridiagonal pairs recalled in Chapter 1 plays a central role in the analysis
for the q−Onsager algebra associated with ŝl2. The third main result of this thesis overlaps
between mathematics and physics. In mathematics, quantum universal enveloping alge-
bras have been studied at roots of unity in the literature [Lusz93]. The introduction of the
divided powers of the Chevalley generators plays a central role in the construction. Here,
for the q−Onsager algebra, analogs of these elements are introduced and studied in details
at roots of unity at least for a certain class of irreducible finite dimensional representations
that finds applications in physics. These elements are divided polynomials of the two fun-
damental generators of the q−Onsager algebra. For a special case, they satisfy a pair of
relations that share some similarity with the higher order q−Dolan-Grady relations pre-
viously conjectured. All together, the q−Onsager generators and the divided polynomials
generate a new quantum algebra. Based on this construction, the commutation relations
between the Hamiltonian of the open XXZ chain at roots of unity and the four generators
are studied.
3.1 Higher order relations for the q-Onsager algebra
3.1.1 Motivation
Consider the quantum universal enveloping algebras for arbitrary Kac-Moody algebras
ĝ introduced by Drinfeld [Dr87], and Jimbo [J85]. Let {aij} be the extended Cartan
matrix of ĝ. Fix coprime integers di such that diaij is symmetric. Define qi = qdi . The
quantum universal enveloping algebra Uq(ĝ) is generated by the elements {hj , ej , fj}, j =
0, 1, ..., rank(g), which satisfy the defining relations:
[hi, hj ] = 0 , [hi, ej ] = aijej , [hi, fj ] = −aijfj , (3.1.1)
[ei, fj ] = δij
qhii − q−hii
qi − q−1i
, i, j = 0, 1, ..., rank(g) ,
ei ej = ej ei , fi fj = fj fi for |i− j| > 1 ,
53
54 CHAPTER 3. MAIN RESULTS
together with the so-called quantum Serre relations (i 6= j)
1−aij∑
k=0
(−1)k
[
1− aij
k
]
qi
e
1−aij−k
i ej e
k
i = 0 , (3.1.2)
1−aij∑
k=0
(−1)k
[
1− aij
k
]
qi
f
1−aij−k
i fj f
k
i = 0 , (3.1.3)
where δij denotes Kronecker delta.
In the mathematical literature [Lusz93], generalizations of the relations (3.1.2)-(3.1.3) -
the so-called higher order quantum (q−)Serre relations - have been proposed. For ĝ = ŝl2,
they read1 [Lusz93]:
2r+1∑
k=0
(−1)k
[
2r + 1
k
]
q
e2r+1−ki e
r
je
k
i = 0 , (3.1.4)
2r+1∑
k=0
(−1)k
[
2r + 1
k
]
q
f2r+1−ki f
r
j f
k
i = 0 for i 6= j, i, j = 0, 1 . (3.1.5)
Consider the relations (3.1.2)-(3.1.3) for g = sl2, we observe that the q-Onsager algebra
is closely related with Uq(ŝl2). In particular, there exists an homomorphism from the q-
Onsager algebra to a coideal subalgebras of Uq(ŝl2) (see Chapter 1).
Recall that the q−Onsager algebra is a special case of the tridiagonal algebra: it corre-
sponds to the reduced parameter sequence γ = 0, γ∗ = 0, β = q2 + q−2 and ρ = ρ0, ρ∗ = ρ1
which exhibits all interesting properties that can be extended to more general parameter
sequences. The defining relations of the q−Onsager algebra read
[A, [A, [A,A∗]q]q−1 ] = ρ0[A,A∗] , [A∗, [A∗, [A∗, A]q]q−1 ] = ρ1[A∗, A] , (3.1.6)
which can be seen as ρi−deformed analogues of the q−Serre relations (3.1.2)-(3.1.3) associ-
ated with ĝ ≡ ŝl2. For q = 1, ρ0 = ρ1 = 16, note that they coincide with the Dolan-Grady
relations [DG82].
In the study of tridiagonal algebras and the representation theory associated with the
special case ρ0 = ρ1 = 0, higher order q−Serre relations (3.1.4), (3.1.5) play an important
role [IT03] in the construction of a basis of the corresponding vector space. As suggested
in [IT03, Problem 3.4], for ρ0 6= 0, ρ1 6= 0 finding analogues of the higher order q−Serre
relations for the q−Onsager algebra is an interesting problem. Another interest for the
construction of higher order relations associated with the q−Onsager algebra comes from
the theory of quantum integrable systems with boundaries. Indeed, by analogy with the
case of periodic boundary conditions [DFM99], such relations or similar relations should
play a role in the identification of the symmetry of the Hamiltonian of the XXZ open spin
chain at q a root of unity and for special boundary parameters. Motivated by these open
problems, below we focus on the explicit construction of higher order tridiagonal relations
and the special case associated with the q-Onsager algebra.
1For ĝ = ŝl2, recall that aii = 2, aij = −2 with i, j = 0, 1.
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3.1.2 Conjecture about the higher order relations of the q-Onsager al-
gebra
By analogy with Lusztig’s higher order relations (3.1.4), (3.1.5) for quantum universal
enveloping algebras, it is natural to expect higher order relations for the q−Onsager algebra.
Conjecture 1 Let A, A∗ be the fundamental generators of the q−Onsager algebra (3.1.6),
then A,A∗ satisfy the higher order q-Dolan-Grady relations as follows:
r∑
p=0
2r+1−2p∑
j=0
(−1)j+pρp0 c[r,p]j A2r+1−2p−jA∗rAj = 0 , (3.1.7)
r∑
p=0
2r+1−2p∑
j=0
(−1)j+pρp1 c[r,p]j A∗2r+1−2p−jArA∗j = 0 (3.1.8)
where c[r,p]2(r−p)+1−j = c
[r,p]
j and
c
[r,p]
j =
j∑
k=0
(r − p)!
({ j−k2 })!(r − p− { j−k2 })!
∑
Pk
[s1]
2
q2 ...[sp]
2
q2
[2sp+1]q2 ...[2sp+k]q2
[sp+1]q2 ...[sp+k]q2
, (3.1.9)
with

j = 0, r − p , si ∈ {1, 2, ..., r} ,
Pk : s1 < · · · < sp ; sp+1 < · · · < sp+k ,{s1, . . . , sp} ∩ {sp+1, . . . , sp+k} = ∅
.
Below we give several supporting evidences for this conjecture. First, it is shown that a
generalized version of the conjecture holds for every TD pair (A,A∗) of q−Racah type. As
a special case, the higher order relations for the q−Onsager algebra are obtained and have
the form of (3.1.9). Then, the conjecture is explicitely proven for r = 2, 3. Finally, the
conjecture is studied recursively. Using a computer program, up to r = 10 it is checked
that the conjecture holds.
3.1.3 Higher order relations and tridiagonal pairs
Let A,A∗ act on an irreducible finite dimensional vector space V . In this Section, it
is shown that A,A∗ satisfy higher order relations which are generalizations (3.1.9). For
r = 1, these relations are the defining relations of the q-Onsager algebra. This is proven
using the properties of tridiagonal pairs described in Chapter 1.
Let (A,A∗) denote a tridiagonal pair on V , the sequence θ0, θ1, . . . , θd (resp. θ∗0, θ∗1, . . . , θ∗d)
denote a standard ordering of the eigenvalues of A (resp. A∗). For each positive integer s,
let βs, γs, γ∗s , δs, δ∗s in K satisfying (1.3.35), (1.3.36).
Definition 3.1.1 Let x, y denote commuting indeterminates. For each positive integer r,
we define the polynomials pr(x, y), p∗r(x, y) as follows:
pr(x, y) = (x− y)
r∏
s=1
(x2 − βsxy + y2 − γs(x+ y)− δs) , (3.1.10)
p∗r(x, y) = (x− y)
r∏
s=1
(x2 − βsxy + y2 − γ∗s (x+ y)− δ∗s) . (3.1.11)
We observe pr(x, y) and p∗r(x, y) have a total degree 2r + 1 in x, y.
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Lemma 3.1.1 For each positive integer r, pr(θi, θj) = 0, and p∗r(θ∗i , θ
∗
j ) = 0 if |i − j| ≤
r, (0 ≤ i, j ≤ d).
Proof. Let two integers i, j such that |i− j| ≤ r, (0 ≤ i, j ≤ d).
If i = j, then θi = θj , θ∗i = θ
∗
j . Hence, pr(θi, θj) = p
∗
r(θ
∗
i , θ
∗
j ) = 0.
If i 6= j, since 0 < |i− j| ≤ r, there exists an integer 1 ≤ s ≤ r such that |i− j| = s.
By Lemma (1.3.12),
θ2i − βsθiθj + θ2j − γs(θi + θj)− δs = 0,
θ∗i
2 − β∗sθ∗i θ∗j + θ∗j 2 − γ∗s (θ∗i + θ∗j )− δ∗s = 0.
Hence, pr(θi, θj) = p∗r(θ∗i , θ
∗
j ) = 0.
Theorem 3.1.1 For each positive integer r,
i+j≤2r+1∑
i,j=0
aijA
iA∗rAj = 0 ,
i+j≤2r+1∑
i,j=0
a∗ijA
∗iArA∗j = 0 , (3.1.12)
where the scalars aij , a∗ij are defined by:
pr(x, y) =
i+j≤2r+1∑
i,j=0
aijx
iyj and p∗r(x, y) =
i+j≤2r+1∑
i,j=0
a∗ijx
iyj . (3.1.13)
Proof. Let ∆r denote the expression of the left-hand side of the first equation of (3.1.12).
We show ∆r = 0.
Let {Ei}di=0 denote the standard ordering of the primitive idempotents of A correspond-
ing to {θi}di=0.
For 0 ≤ i, j ≤ d, one finds Ei∆rEj = pr(θi, θj) EiA∗rEj with (3.1.13). According to
Lemma 3.1.1 and Lemma 1.3.10, it follows ∆r = 0. Similar arguments are used to show
the second equation of (3.1.12).
As a straightforward application, below we focus on the r− th higher order tridiagonal
relations associated with the q−Onsager algebra, a special case of the tridiagonal algebra.
Definition 3.1.2 Consider a TD pair (A,A∗) of q−Racah type with eigenvalues such that
α = α∗ = 0 (see (1.3.33)-(1.3.34)). Assume r = 1. The corresponding tridiagonal relations
(1.3.26), (1.3.27) are called the q−Dolan-Grady relations.
Example 1 For a TD pair (A,A∗) of q−Racah type with eigenvalues such that α = α∗ = 0,
the parameter sequence is given by β1 = q2+q−2 , γ1 = γ∗1 = 0 , δ1 = −bc(q2−q−2)2 , δ∗1 =
−b∗c∗(q2 − q−2)2. Define δ1 = ρ0, δ∗1 = ρ1. The q−Dolan-Grady relations are given by:
3∑
j=0
(−1)j
[
3
j
]
q
A3−jA∗Aj − ρ0(AA∗ −A∗A) = 0 , (3.1.14)
3∑
j=0
(−1)j
[
3
j
]
q
A∗3−jAA∗j − ρ1(A∗A−AA∗) = 0 . (3.1.15)
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Remark 5 The relations (3.1.14), (3.1.15) are the defining relations of the q−Onsager
algebra.
Definition 3.1.3 Consider a TD pair (A,A∗) of q−Racah type with eigenvalues such that
α = α∗ = 0. For any positive integer r, the corresponding higher order tridiagonal relations
(3.1.12) are called the higher order q−Dolan-Grady relations.
Theorem 3.1.2 For a TD pair (A,A∗) of q-Racah type with eigenvalues such that α =
α∗ = 0, the higher order q-Dolan-Grady relations are given by (3.1.7)-(3.1.8) with the
identification ρ0 = δ1 and ρ1 = δ∗1,
Proof. For α = α∗ = 0 in (1.3.33), (1.3.34), from Lemma 1.3.12 one finds βs = q2s+q−2s ,
γs = γ
∗
s = 0 , δs = −bc(q2s−q−2s)2 , δ∗s = −b∗c∗(q2s−q−2s)2 . Then, the first polynomial
generating function (3.3.36) reads:
pr(x, y) = (x− y)
r∏
s=1
(
x2 − [2s]q2
[s]q2
xy + y2 − [s]2q2ρ0
)
, (3.1.16)
where the notation βs = [2s]q2/[s]q2 and δs/ρ0 = [s]2q2 has been introduced. Expanding the
polynomial in the variables x, y as (3.1.13), one shows that the coefficients aij in (3.1.13)
take the form:
a2r+1−2p−j j = (−1)j+pρp0c[r,p]j (3.1.17)
where c[r,p]j solely depend on q, and are vanishing otherwise. By induction, one finds that
they are given by (3.1.9). Replacing ρ0 → ρ1, the second relation (3.1.8) follows.
For r = 2, 3, the higher order q−Dolan-Grady relations (3.1.7), (3.1.8) can be con-
structed in a straightforward manner:
Example 2 The first example of higher order q−Dolan-Grady relations is given by (3.1.7),
(3.1.8) for r = 2 with:
c
[2,0]
0 = 1, c
[2,0]
1 = 1 + [2]q2 +
[4]q2
[2]q2
≡
[
5
1
]
q
, c
[2,0]
2 = 2 + [2]q2 + [4]q2 +
[4]q2
[2]q2
≡
[
5
2
]
q
,
c
[2,1]
0 = 1 + [2]
2
q2 ≡ q4 + q−4 + 3 , c[2,1]1 = 1 + [2]2q2 +
[4]q2
[2]q2
+ [2]3q2 ≡ [5]q[3]q ,
c
[2,2]
0 = [2]
2
q2 ≡ (q2 + q−2)2 .
Example 3 The second example of higher order q−Dolan-Grady relations is given by
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(3.1.7), (3.1.8) for r = 3 with:
c
[3,0]
j =
[
7
j
]
q
, j = 0, ..., 7 ,
c
[3,1]
0 = 1 + [2]
2
q2 + [3]
2
q2 ,
c
[3,1]
1 = 1 + [2]
2
q2 + [3]
2
q2 + (1 + [3]
2
q2)
[4]q2
[2]q2
+ ([2]2q2 + [3]
2
q2)[2]q2 + (1 + [2]
2
q2)
[6]q2
[3]q2
,
c
[3,1]
2 = 2(1 + [2]
2
q2 + [3]
2
q2) + (1 + [3]
2
q2)
[4]q2
[2]q2
+ ([2]2q2 + [3]
2
q2)[2]q2 + (1 + [2]
2
q2)
[6]q2
[3]q2
+
[4]q2 [6]q2
[2]q2 [3]q2
+
[2]3q2 [6]q2
[3]q2
+ [3]2q2 [4]q2 ,
c
[3,2]
0 = [2]
2
q2 + [3]
2
q2 + [2]
2
q2 [3]
2
q2 ,
c
[3,2]
1 = [2]
2
q2 + [3]
2
q2 + [2]
2
q2 [3]
2
q2 + [2]
2
q2
[6]q2
[3]q2
+ [3]2q2
[4]q2
[2]q2
+ [2]3q2 [3]
2
q2 ,
c
[3,3]
0 = [2]
2
q2 [3]
2
q2 .
To end up this Section, let us consider the family of relations satisfied by a TD pair of
q−Racah type such that2 ρ0 = ρ1 = 0.
We remind a powerful theorem called the q-Binomial Theorem in studying the binomial
coefficients.
Theorem 3.1.3 For all n ≥ 1,
n∏
j=1
(1 + xqj) =
n∑
k=0
qk(k+1)/2
[
n
k
]∗
q
xk,
where
[
n
k
]∗
q
= (1−q
n)(1−qn−1)...(1−qn−k+1)
(1−qk)(1−qk−1)...(1−q) .
Proof. By induction
Theorem 3.1.4 For ρ0 = ρ1 = 0, the higher order q−Dolan-Grady relations satisfied
by the corresponding TD pair simplify to the well-known Lusztig’s higher order q−Serre
relations [Lusz93]:
2r+1∑
j=0
(−1)j
[
2r + 1
j
]
q
A2r+1−jA∗rAj = 0 , (3.1.18)
2r+1∑
j=0
(−1)j
[
2r + 1
j
]
q
A∗2r+1−jArA∗j = 0 . (3.1.19)
Proof. Since ρ0 = 0, (3.1.16) can be written by:
pr(x, y) = x
r+1(1− y
x
)
r∏
s=1
(1− (q2s + q−2s)y
x
+ (
y
x
)2)
= x2r+1(1− y
x
)
r∏
s=1
(1− q2s y
x
)(1− q−2s y
x
)
= x2r+1
r∏
s=−r
(1− q2s y
x
).
2For instance, choose b, b∗ = 0 and/or c, c∗ = 0 in (1.3.33), (1.3.34).
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Put t = s+ r + 1, pr(x, y) = x2r+1
2r+1∏
t=1
(1 + q2t(−q−2(r+1) yx)).
Applying the q-Binomial Theorem yields
pr(x, y) = x
2r+1
2r+1∑
j=0
(−1)jqj(j+1)
[
2r + 1
j
]∗
q2
(q−2(r+1)
y
x
)j .
Using the relation between
[
n
j
]
q
and
[
n
j
]∗
q2
for all n ≥ j,
[
n
j
]
q
= qj(j−n)
[
n
j
]∗
q2
.
We have
pr(x, y) =
2r+1∑
j=0
(−1)j
[
2r + 1
j
]
q
x2r+1−jyj .
3.1.4 Recursion for generating the coefficients of the higher order q-
Dolan-Grady relations
In the previous Section, it was shown that every TD pair of q−Racah type such that
α = α∗ = 0 satisfies the r − th higher order q−Dolan-Grady relations (3.1.7), (3.1.8) with
(3.1.9). For the special case r = 1, these relations coincide with the defining relations of
the q−Onsager algebra (1.2.1), (1.2.2). This strongly suggests that the conjecture holds
in general. Below, the conjecture for r = 2, 3 will be proved. Then, using an inductive
argument we will study the general structure and derive recursion formulae - independently
of the results of the previous part - for the coefficients c[r,p]j .
Let A, A∗ be the fundamental generators of the q−Onsager algebra (1.2.1), (1.2.2). By
analogy with Lusztig’s higher order q−Serre relations, we are interested in more compli-
cated linear combinations of monomials of the type AnA∗rAm, n+m = 2r+1, 2r−1, ..., 1,
that are vanishing. The defining relations (1.2.1), (1.2.2) correspond to the case r = 1 of
(3.1.7), (3.1.8). Below, successively we derive the relations (3.1.7), (3.1.8) for r = 2, 3 and
study the generic case by induction.
3.1.4.1 Proof of the relations for r = 2
Consider the simplest example beyond (1.2.1): we are looking for a linear relation
between monomials of the type AnA∗2Am, n + m = 5, 3, 1. According to the defining
relations (1.2.1), note that the monomial A3A∗ can be written as:
A3A∗ = αA2A∗A− αAA∗A2 +A∗A3 + ρ0(AA∗ −A∗A) with α = [3]q . (3.1.20)
Multiplying from the left by A or A2, the corresponding expressions can be ordered as
follows: each time a monomial of the form AnA∗Am with n ≥ 3 arises, it is reduced using
(3.1.20). It follows:
A4A∗ = (α2 − α)A2A∗A2 + (1− α2)AA∗A3 + αA∗A4
+ ρ0
(
A2A∗ − αA∗A2 + (α− 1)AA∗A) ,
A5A∗ = (α3 − 2α2 + 1)A2A∗A3 + α(−α2 + α+ 1)AA∗A4 + α(α− 1)A∗A5
+ ρ0
(
(2α− 1)A2A∗A+ α(α− 3)AA∗A2 − (α2 − α− 1)A∗A3)
+ ρ20(AA
∗ −A∗A) .
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For our purpose, four different types of monomials may be now considered: A5A∗2, A4A∗2A,
A3A∗2A2 and A3A∗2. Following the ordering prescription, each of these monomials can be
reduced as a combination of monomials of the type (n,m, p, s, t ≥ 0):
AnA∗2Am with n ≤ 2 , n+m = 5, 3, 1 , (3.1.21)
ApA∗AsA∗At with p ≤ 2 , 1 ≤ s ≤ 2 , p+ s+ t = 5, 3, 1 .
For instance, the monomial A5A∗2 is reduced to:
A5A∗2 = (α3 − 2α2 + 1)
(
αA2A∗A2A∗A− αA2A∗AA∗A2 +A2A∗2A3
)
− (α3 − α2 − α)
(
(α2 − α)AA∗A2A∗A2 + (1− α2)AA∗AA∗A3 + αAA∗2A4
)
+ (α2 − α)
(
(α3 − 2α2 + 1)A∗A2A∗A3 − (α3 − α2 − 1)A∗AA∗A4 + α(α− 1)A∗2A5
)
+ ρ0(α
3 − 2α2 + 2α) (A2A∗AA∗ −AA∗A2A∗ +A∗A2A∗A)
+ ρ0(−α3 + 2α2 − 1)
(
A2A∗2A+ αAA∗AA∗A
)
+ ρ0(α
4 − α3 − α2)
(
AA∗2A2
)
+ ρ0(α
4 − 3α3 + 2α2 − α) (A∗AA∗A2)
+ ρ0(−α4 + 2α3 − α2 + 1)
(
A∗2A3
)
+ ρ20
[
A,A∗2
]
.
The two other monomials A4A∗2A, A3A∗2A2 are also ordered using (3.1.20). One obtains:
A4A∗2A = (α2 − α) (A2A∗A2A∗A+ αA∗A2A∗A3)+ α2A∗2A5
+ (α2 − 1)
(
αAA∗AA∗A3 − αAA∗A2A∗A2 − αA∗AA∗A4 −AA∗2A4
)
+ ρ0
(
A2A∗2A− (1− α2)AA∗2A2 − α2A∗2A3
)
+ ρ0
(
α2 − α) (A∗AA∗A2 −AA∗AA∗A) ,
A3A∗2A2 = α
(
A2A∗AA∗A2 −AA∗A2A∗A2 +A∗A2A∗A3 −A∗AA∗A4)+A∗2A5
+ρ0(AA
∗2A2 −A∗2A3) .
The ordered expression for the fourth monomial A3A∗2 directly follows from (3.1.20).
Having the explicit ordered expressions of A5A∗2, A4A∗2A, A3A∗2A2 and A3A∗2 in terms
of monomials of the type (3.1.21), let us consider the combination:
f2(A,A
∗) = c[2,0]0 A
5A∗2 − c[2,0]1 A4A∗2A+ c[2,0]2 A3A∗2A2 − ρ0c[2,1]0 A3A∗2 (3.1.22)
with unknown coefficients c[2,0]j , j = 1, 2, c
[2,1]
0 , and normalization c
[2,0]
0 = 1. After simplifi-
cations, the combination takes the ordered form:
f2(A,A
∗) = c[2,0]3 A
2A∗2A3 − c[2,0]4 AA∗2A4 + c[2,0]5 A∗2A5 + g2(A,A∗) (3.1.23)
where
c
[2,0]
3 = α
3 − 2α2 + 1 , c[2,0]4 = α2(α2 − α− 1) + c[2,0]1 (1− α2) , (3.1.24)
c
[2,0]
5 = (α
2 − α)2 − α2c[2,0]1 + c[2,0]2 .
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Inspired by the structure of Lusztig’s higher order q−Serre relations, consider the conditions
under which the combination g2(A,A∗) never contains monomials of the form ApA∗AsA∗At
(p ≤ 2, 1 ≤ s ≤ 2). At the lowest order in ρ0, given a particular monomial the condition
under which its coefficient in g2(A,A∗) is vanishing is given by:
A2A∗A2A∗A : α3 − 2α2 + 1− c[2,0]1 (α− 1) = 0 ,
A2A∗AA∗A2 : −α3 + 2α2 − 1 + c[2,0]2 = 0 ,
AA∗A2A∗A2 : (α− 1)(−α3 + α2 + α)− c[2,0]1 (1− α2)− c[2,0]2 = 0 ,
AA∗AA∗A3 : (1− α2)(−α3 + α2 + α) + c[2,0]1 α(1− α2) = 0 ,
A∗A2A∗A3 : (α− 1)(α3 − 2α2 + 1)− c[2,0]1 (α2 − α) + c[2,0]2 = 0 ,
A∗AA∗A4 : (α− 1)(−α3 + α2 + α)− c[2,0]1 (1− α2)− c[2,0]2 = 0 .
Recall that α = [3]q. The solution {c[2,0]j , j = 1, 2} to this system of equations exists, and
it is unique. In terms of q−binomials, it reads:
c
[2,0]
1 =
[
5
1
]
q
, c
[2,0]
2 =
[
5
2
]
q
. (3.1.25)
At the next order ρ0, the conditions such that monomials of the type ApA∗AsA∗At with
p+ s+ t ≤ 3 and 1 ≤ s ≤ 2 are vanishing yield to:
c
[2,1]
0 = q
4 + q−4 + 3 .
All the other coefficients of the monomials AnA∗2Am for n + m = 5, 3, 1 are explicitly
determined in terms of c[2,0]j (j = 0, 1, 2), c
[2,1]
0 , ρ0 and ρ
2
0. Based on these results, we
conclude that the q−Dolan-Grady relation (1.2.1) implies the existence of a unique linear
relation between monomials of the type AnA∗2Am with n + m = 5, 3, 1. This relation
can be seen as a ρ0−deformed analogue of the simplest higher order q−Serre relation.
Explicitly, one finds:
5∑
j=0
(−1)j
[
5
j
]
A5−jA∗2Aj = ρ0((q4 + q−4 + 3)(A3A∗2 −A∗2A3)
− [5]q [3]q (A2A∗2A−AA∗2A2))
− ρ20
(
q2 + q−2
)2 (
AA∗2 −A∗2A) . (3.1.26)
Using the automorphism A ↔ A∗ and ρ0 ↔ ρ1 which exchanges (1.2.1) and (1.2.2), the
second relation generalizing (1.2.2) is obtained. The coefficients coincide with the ones
given in Example 2. For the special undeformed case ρ0 = ρ1 = 0, note that both relations
reduce to the simplest examples of higher order q−Serre relations.
3.1.4.2 Proof of the relations for r = 3
Following a similar analysis, the next example of higher order q−Dolan-Grady relations
can be also derived. To this end, one is looking for a linear relation between monomials of
the type AnA∗3Am, n+m = 7, 5, 3, 1. Assume the q−Dolan-Grady relation (1.2.1) and its
simplest consequence (3.1.26). Write the four monomials:
A7A∗3 = (A7A∗2)A∗ , A6A∗3A = (A6A∗2)A∗A ,
A5A∗3A2 = (A5A∗2)A∗A2 , A5A∗3 = (A5A∗2)A∗ .
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Using (3.1.26) and then (3.1.20), they can be expressed solely in terms of monomials of the
type:
AnA∗3Am with n ≤ 4 , n+m = 7, 5, 3, 1 , (3.1.27)
ApA∗2AsA∗At with p ≤ 4 , 1 ≤ s ≤ 2 , p+ s+ t = 7, 5, 3, 1 .
Then, introduce the combination
f3(A,A
∗) = c[3,0]0 A
7A∗3 − c[3,0]1 A6A∗3A+ c[3,0]2 A5A∗3A2 − ρ0c[3,1]0 A5A∗3 (3.1.28)
with unknown coefficients c[3,0]j , (j = 1, 2), c
[3,1]
0 and normalization c
[3,0]
0 = 1. By straight-
forward calculations using the ordered expressions ofA7A∗3, A6A∗3A, A5A∗3A2 andA5A∗3,
f3(A,A
∗) is reduced to a combination of monomials of the type (3.1.27). Note that the co-
efficients of the monomials AnA∗3Am for n+m = 5, 3, 1 are of order ρ0, ρ20, ρ30, respectively.
Identifying the conditions under which the coefficient of any monomial of the form
ApA∗2AsA∗At with p ≤ 4 , 1 ≤ s ≤ 2 , p+ s+ t = 7, 5, 3, 1 ,
is vanishing, one obtains a system of equations for the coefficients, which solution is unique.
Simplifying (3.1.28) according to the explicit solutions c[3,0]j , j = 1, 2 and c
[3,1]
0 , one ends up
with the next example of higher order q−Dolan-Grady relations. Using the automorphism
A↔ A∗ and ρ0 ↔ ρ1, the second relation follows. One finds:
3∑
p=0
ρp0
7−2p∑
j=0
(−1)j+p c[3,p]j A7−2p−jA∗3Aj = 0 , (3.1.29)
3∑
p=0
ρp1
7−2p∑
j=0
(−1)j+p c[3,p]j A∗7−2p−jA3A∗j = 0
where c[3,p]j = c
[3,p]
7−2p−j , c
[3,0]
j =
[
7
j
]
q
and
c
[3,1]
0 =
(
q8 + 3q4 + 6 + 3q−4 + q−8
)
, c
[3,1]
1 = [7]q
(
q6 + q4 + q2 + 4 + q−2 + q−4 + q−6
)
,
c
[3,1]
2 = [7]q (q
2 − 1 + q−2)(q2 + q−2)(q4 + 2q2 + 4 + 2q−2 + q−4) ,
c
[3,2]
0 = (q
6 + 2q2 + 3q−2 + q−6)(q6 + 3q2 + 2q−2 + q−6) ,
c
[3,2]
1 = [7]q
(
q8 + q6 + 4q4 + q2 + 7 + q−2 + 4q−4 + q−6 + q−8
)
,
c
[3,3]
0 = [2]
2
q2 [3]
2
q2 .
It is straightforward to compare the coefficients above with the ones obtained from the
expansion of the polynomial generating function p3(x, y). Although the coefficients above
look different, they coincide exactly with the ones reported in Example 3.
3.1.4.3 Relations for r generic
To Look for a linear relation between monomials of the type AnA∗rAm, n + m =
2r + 1, 2r − 1, ..., 1, for r ≥ 1, relations of the form
r∑
p=0
ρp0
2(r−p)+1∑
j=0
(−1)j+p c[r,p]j A2(r−p)+1−jA∗rAj = 0 , (3.1.30)
r∑
p=0
ρp1
2(r−p)+1∑
j=0
(−1)j+p c[r,p]j A∗2(r−p)+1−jArA∗j = 0 (3.1.31)
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are expected, where the elements A,A∗ satisfy the q−Dolan-Grady relations (1.2.1) and
(1.2.2). Our aim is now to study these relations in details and obtain recursive formulae
for the coefficients c[r,p]j .
In order to study the higher order q−Dolan-Grady relations (3.1.30) for generic values
of r, we proceed by induction. First, assume the basic relation (1.2.1) holds and implies all
relations (3.1.30) up to r which explicit coefficients c[r,p]j in terms of q are assumed to be
known. It is the case for r = 2, 3 as shown above. Our aim is to construct the higher order
relation associated with r + 1 and express the coefficients c[r+1,p]j , (j = 0, 1, ...2r + 3− 2p,
p = 0, ..., r + 1) in terms of c[r,p
′]
j′ (j
′ = 0, 1, ...2r + 1 − 2p′, p′ = 0, ..., r) . Following the
steps described for r = 2, 3, from the relation (3.1.30) we first deduce:
A2r+1A∗r = −
2r+1∑
j=1
(−1)jc[r,0]j A2r+1−jA∗rAj
−
r∑
p=1
ρp0
2(r−p)+1∑
j=0
(−1)j+pc[r,p]j A2(r−p)+1−jA∗rAj , (3.1.32)
A2r+2A∗r = −
2r+2∑
j=2
(−1)jM (r,0)j A2r+2−jA∗rAj
−
r∑
p=1
ρp0
2(r−p)+2∑
j=0
(−1)j+pM (r,p)j A2(r−p)+2−jA∗rAj , (3.1.33)
A2r+3A∗r = −
2r+3∑
j=3
(−1)jN (r,0)j A2r+3−jA∗rAj
−
r∑
p=1
ρp0
2(r−p)+3∑
j=0
(−1)j+pN (r,p)j A2(r−p)+3−jA∗rAj (3.1.34)
where the coefficients M (r,p)j , N
(r,p)
j are determined recursively in terms of c
[r,p]
j (see Ap-
pendix A). Now, write the four monomials:
A2r+3A∗r+1 = (A2r+3A∗r)A∗ , A2r+2A∗r+1A = (A2r+2A∗r)A∗A ,
A2r+1A∗r+1A2 = (A2r+1A∗r)A∗A2 , A2r+1A∗r+1 = (A2r+1A∗r)A∗ .
Using (3.1.32)-(3.1.34), they can be expressed solely in terms of:
AnA∗r+1Am with n ≤ 2r , n+m = 2r + 3, 2r + 1, ..., 1 , (3.1.35)
ApA∗rAsA∗At with p ≤ 2r , 1 ≤ s ≤ 2 , p+ s+ t = 2r + 3, 2r + 1, ..., 1. (3.1.36)
It is however clear from (3.3.2.1)-(3.1.34) that each monomial A2r+3A∗r+1, A2r+2A∗r+1A,
A2r+1A∗r+1A2 and A2r+1A∗r+1 can be further reduced using (1.2.1). For instance,
(A2r+3A∗r)A∗ = −
2r+3∑
j=3
(−1)jN (r,0)j A2r+3−jA∗rAjA∗︸ ︷︷ ︸
reducible
−
r∑
p=1
ρp0
2(r−p)+3∑
j=0
(−1)j+pN (r,p)j A2(r−p)+3−jA∗rAjA∗︸ ︷︷ ︸
reducible if j ≥ 3
.
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According to (1.2.1), observe that the monomials AjA∗ (for j even or odd) can be written
as:
A2n+2A∗ =
n∑
k=0
2∑
i=0
ρn−k0 η
(2n+2)
k,i A
2−iA∗A2k+i , (3.1.37)
A2n+3A∗ =
n+1∑
k=1
2∑
i=0
ρn+1−k0 η
(2n+3)
k,i A
2−iA∗A2k−1+i + ρn+10 (AA
∗ −A∗A) ,(3.1.38)
where the coefficients η(2n+2)k,i , η
(2n+3)
k,i are determined recursively in terms of q (see Appendix
A). It follows:
A2r+3A∗r+1 =
r+1∑
i=1
N
(r,0)
2i+1A
2(r−i)+2A∗r(
i∑
k=1
2∑
j=0
ρi−k0 η
(2i+1)
k,j A
2−jA∗A2k−1+j + ρi0(AA
∗ −A∗A)) (3.1.39)
−
r∑
i=1
N
(r,0)
2i+2A
2(r−i)+1A∗r(
i∑
k=0
2∑
j=0
ρi−k0 η
(2i+2)
k,j A
2−jA∗A2k+j)
−
r∑
p=1
(−ρ0)p(N (r,p)0 A2(r−p)+3A∗r+1 −N (r,p)1 A2(r−p)+2A∗rAA∗ +N (r,p)2 A2(r−p)+1A∗rA2A∗)
+
r∑
p=1
(−ρ0)p
r−p+1∑
i=1
N
(r,p)
2i+1A
2(r−p−i)+2A∗r(
i∑
k=1
2∑
j=0
ρi−k0 η
(2i+1)
k,j A
2−jA∗A2k−1+j + ρi0(AA
∗ −A∗A))
−
r−1∑
p=1
(−ρ0)p
r−p∑
i=1
N
(r,p)
2i+2A
2(r−p−i)+1A∗r(
i∑
k=0
2∑
j=0
ρi−k0 η
(2i+2)
k,j A
2−jA∗A2k+j)
−(−ρ)r+1(N (r,r+1)0 AA∗r+1 −N (r,r+1)1 A∗rAA∗) .
The three other monomials A2r+2A∗r+1A, A2r+1A∗r+1A2 and A2r+1A∗r+1 are also further
reduced. For simplicity, corresponding expressions are reported in Appendix B. Now,
introduce the combination
fr+1(A,A
∗) = c[r+1,0]0 A
2r+3A∗r+1 − c[r+1,0]1 A2r+2A∗r+1A
+ c
[r+1,0]
2 A
2r+1A∗r+1A2 − ρ0c[r+1,1]0 A2r+1A∗r+1 (3.1.40)
with unknown coefficients c[r+1,0]j , (j = 1, 2), c
[r+1,1]
0 and normalization c
[r+1,0]
0 = 1.
Combining all reduced expressions for A2r+3A∗r+1, A2r+2A∗r+1A, A2r+1A∗r+1A2 and
A2r+1A∗r+1 reported in Appendix B, one observes that fr+1(A,A∗) generates monomi-
als either of the type (3.1.35) or (3.1.36). First, consider monomials of the type (3.1.36)
which occur at the lowest order in ρ0, namely A2rA∗rA2A∗A and A2rA∗rAA∗A2. The
conditions under which their coefficients are vanishing read:
A2rA∗rA2A∗A : N (r,0)3 η
(3)
1,0 + c
[r+1,0]
1 M
(r,0)
2 = 0 ,
A2rA∗rAA∗A2 : N (r,0)3 η
(3)
1,1 + c
[r+1,0]
2 c
[r,0]
1 = 0 .
Using the explicit expressions for N (r,0)3 , η
(3)
1,0 and η
(3)
1,1 given in Appendices A,B, it is easy
to solve these these equations. It yields to:
c
[r+1,0]
1 =
[
2r + 3
1
]
q
, c
[r+1,0]
2 =
[
2r + 3
2
]
q
. (3.1.41)
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The conditions under which the coefficients of other unwanted monomials of the type
(3.1.36) are vanishing have now to be considered. In particular, similarly to the case
r = 2, 3 the coefficients c[r+1,0]1 , c
[r+1,0]
2 arise in the following set of conditions:
A2r−1A∗rAA∗A3 : N (r,0)4 η
(4)
1,1 + c
[r+1,0]
1 M
(r,0)
3 η
(3)
1,1 = 0,
A2r−1A∗rA2A∗A2 : N (r,0)4 η
(4)
1,0 + c
[r+1,0]
1 M
(r,0)
3 η
(3)
1,0 + c
[r+1,0]
2 c
[r,0]
2 = 0,
A2(r−i)A∗rAA∗A2i+2 : N (r,0)2i+3η
(2i+3)
i+1,1 + c
[r+1,0]
1 M
(r,0)
2i+2η
(2i+2)
i,1 + c
[r+1,0]
2 c
[r,0]
2i+1η
(2i+1)
i,1 = 0, i = 1, r,
A2(r−i)A∗rA2A∗A2i+1 : N (r,0)2i+3η
(2i+3)
i+1,0 + c
[r+1,0]
1 M
(r,0)
2i+2η
(2i+2)
i,0 + c
[r+1,0]
2 c
[r,0]
2i+1η
(2i+1)
i,0 = 0, i = 1, r,
A2(r−i)+1A∗rAA∗A2i+1 : N (r,0)2i+2η
(2i+2)
i,1 + c
[r+1,0]
1 M
(r,0)
2i+1η
(2i+1)
i,1 + c
[r+1,0]
2 c
[r,0]
2i η
(2i)
i−1,1 = 0, i = 2, r,
A2(r−i)+1A∗rA2A∗A2i : N (r,0)2i+2η
(2i+2)
i,0 + c
[r+1,0]
1 M
(r,0)
2i+1η
(2i+1)
i,0 + c
[r+1,0]
2 c
[r,0]
2i η
(2i)
i−1,0 = 0 i = 2, r.
Using the recursion relations in Appendices A,B, we have checked that all above equations
are satisfied, as expected.
More generally, one determines all other coefficients c[r+1,0]j for j ≥ 3. One finds:
c
[r+1,0]
3 = N
(r,0)
3 η
(3)
1,2 =
[
2r + 3
3
]
q
,
c
[r+1,0]
4 = N
(r,0)
4 η
(4)
1,2 + c
[r+1,0]
1 M
(r,0)
3 η
(3)
1,2 =
[
2r + 3
4
]
q
,
c
[r+1,0]
2k+1 = N
(r,0)
2k+1η
(2k+1)
k,2 + c
[r+1,0]
1 M
r,0
2k η
(2k)
k−1,2 + c
[r+1,0]
2 c
[r,0]
2k−1η
(2k−1)
k−1,2 , k = 2, r + 1,
c
[r+1,0]
2k+2 = N
(r,0)
2k+2η
(2k+2)
k,2 + c
[r+1,0]
1 M
(r,0)
2k+1η
(2k+1)
k,2 + c
[r+1,0]
2 c
[r,0]
2k η
(2k)
k−1,2, k = 2, r.
For any j ≥ 0, one finds that the coefficient c[r+1,0]j can be simply expressed as a q−binomial:
c
[r+1,0]
j =
[
2r + 3
j
]
q
. (3.1.42)
All coefficients c[r+1,0]j being obtained, at the lowest order in ρ0 one has to check that
the coefficients of any unwanted term of the type (3.1.36) with p+s+t = 2r+1, 2r−1, ..., 1
are systematically vanishing. Using the recursion relations given in Appendices A,B, this
has been checked in details. Then, following the analysis for r = 3 it remains to determine
the coefficient c[r+1,1]0 which contributes at the order ρ0. The condition such that the
coefficient of the monomial A2rA∗rAA∗ is vanishing yields to:
c
[r+1,1]
0 = c
[r,0]
1
2 − 2c[r,0]2 +
c
[r,0]
3
c
[r,0]
1
− c
[r,1]
1
c
[r,0]
1
+ 2c
[r,1]
0 . (3.1.43)
Using the explicit expression for c[r+1,0]j , j = 0, 1, 2 and c
[r+1,1]
0 , we have checked in details
that fr+1(A,A∗) reduces to a combination of monomials of the type (3.1.35) only. The
reduced expression fr+1(A,A∗) determines uniquely all the remaining coefficients c
[r+1,p]
j
for p ≥ 1. For r generic, in addition to (3.1.42) and (3.1.43) one finally obtains:
c
[r+1,r+1]
0 = c
[r+1,1]
0 c
[r,r]
0 +N
(r,r+1)
0 , (3.1.44)
c
[r+1,p]
0 = N
(r,p)
0 + c
[r+1,1]
0 c
[r,p−1]
0 , p = 2, r,
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c
[r+1,1]
1 = N
(r,0)
3 + c
[r+1,0]
1 M
(r,1)
0 ,
c
[r+1,2]
1 = −N (r,0)5 +N (r,1)3 + c[r+1,1]0 c[r,0]3 + c[r+1,0]1 M (r,2)0 ,
c
[r+1,r+1]
1 =
r∑
p=0
(−1)r+pN (r,p)2(r−p)+3 + c
[r+1,1]
0
r−1∑
p=0
(−1)r+p+1c[r,p]2(r−p)+1,
c
[r+1,p]
1 =
p−1∑
j=0
(−1)j+p+1N (r,j)2(p−j)+1 + c
[r+1,0]
1 M
(r,p)
0
+c
[r+1,1]
0
p−2∑
j=0
(−1)j+pc[r,j]2(p−j)−1, p = 3, r,
c
[r+1,1]
2 = −N (r,0)4 η(4)0,2 + c[r+1,0]1 M (r,0)3 + c[r+1,0]2 c[r,1]0 ,
c
[r+1,2]
2 = N
(r,0)
6 η
(6)
0,2 −N (r,1)4 η(4)0,2 + c[r+1,0]1 (M (r,0)5 −M (r,1)3 )− c[r+1,0]2 c[r,2]0 + c[r+1,1]0 c[r,0]4 η(4)0,2,
c
[r+1,p]
2 =
p−1∑
j=0
(−1)j+pN (r,j)2(p−j)+2η
(2(p−j)+2)
0,2 + c
[r+1,0]
1
p−1∑
j=0
(−1)j+p+1M (r,j)2(p−j)+1
+c
[r+1,0]
2 c
[r,p]
0 + c
[r+1,1]
0
p−2∑
j=0
(−1)j+p+1c[r,j]2(p−j)η
(2(p−j))
0,2 , p = 3, r,
c
[r+1,1]
3 = −(N (r,0)5 η(5)1,2 −N (r,1)3 η(3)1,2)− c[r+1,0]1 M (r,0)4 η(4)0,2 + c[r+1,1]0 c[r,0]3 η(3)1,2 + c[r+1,0]2 c[r,0]3 ,
c
[r+1,p]
3 =
p∑
j=0
(−1)j+pN (r,j)2(p−j)+3η
(2(p−j)+3)
1,2 + c
[r+1,0]
1
p−1∑
j=0
(−1)j+pM (r,j)2(p−j)+2η
(2(p−j)+2)
0,2
+c
[r+1,0]
2
p−1∑
j=0
(−1)j+p+1c[r,j]2(p−j)+1 + c
[r+1,1]
0
p−1∑
j=0
(−1)j+p+1c[r,j]2(p−j)+1η
(2(p−j)+1)
1,2 , j = 2, r,
c
[r+1,1]
4 = −(N (r,0)6 η(6)1,2 −N (r,1)4 η(4)1,2)− c[r+1,0]1 (M (r,0)5 η(5)1,2 −M (r,1)3 η(3)1,2)
−c[r+1,0]2 c[r,0]4 η(4)0,2 + c[r+1,1]0 c[r,0]4 η(4)1,2,
c
[r+1,p]
4 =
p∑
j=0
(−1)j+pN (r,j)2(p−j)+4η
(2(p−j)+4)
1,2 + c
[r+1,0]
1
p∑
j=0
(−1)j+pM (r,j)2(p−j)+3η
(2(p−j)+3)
1,2
+c
[r+1,0]
2
p−1∑
j=0
(−1)j+pc[r,j]2(p−j)+2η
(2(p−j)+2)
0,2
+c
[r+1,1]
0
p−1∑
j=0
(−1)j+p+1c[r,j]2(p−j)+2η
(2(p−j)+2)
1,2 , p = 2, r − 1,
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c
[r+1,j−k]
2k+3 =
j−k∑
p=0
(−1)p+j+kN (r,p)2(j−p)+4η
(2(j−p)+4)
k+1,2 + c
[r+1,0]
1
j−k∑
p=0
(−1)p+j+kM (r,p)2(j−p)+2η
(2(j−p)+2)
k,2
+c
[r+1,0]
2
j−k∑
p=0
(−1)p+j+kc[r,p]2(j−p)+1η
(2(j−p)+1)
k,2
+c
[r+1,1]
0
j−k−1∑
p=0
(−1)p+j+k+1c[r,p](2(j−p)+1)η
(2(j−p)+1)
k+1,2 , j = 3, r, k = 1, j − 2,
c
[r+1,1]
2j+1 = −(N (r,0)2j+3η(2j+3)j,2 −N (r,1)2j+1η(2j+1)j,2 )− c[r+1,0]1 (η(2j+2)j−1,2 M (r,0)2j+2 −M (r,1)2j η(2j)j−1,2)
−c[r+1,0]2 (c[r,0]2j+1η(2j+1)j−1,2 − c[r,1]2j−1η(2j−1)j−1,2 ) + c[r+1,1]0 c[r,0]2j+1η(2j+1)j,2 , j = 2, r,
c
[r+1,j−k]
2k+2 =
j−k∑
p=0
(−1)p+j+kN (r,p)2(j−p)+2η
(2(j−p)+2)
k,2 + c
[r+1,0]
1
j−k∑
p=0
(−1)p+j+kM (r,p)2(j−p)+1η
(2(j−p)+1)
k,2
+c
[r+1,0]
2
j−k∑
p=0
(−1)p+j+kc[r,p]2(j−p)η
(2(j−p))
k−1,2
+c
[r+1,1]
0
j−k−1∑
p=0
(−1)p+j+k+1c[r,p](2(j−p))η
(2(j−p))
k,2 , j = 4, r, k = 2, j − 2,
c
[r+1,1]
2j = c
[r+1,1]
0 c
[r,0]
2j η
(2j)
j−1,2 −N (r,0)2j+2η(2j+2)j−1,2 +N (r,1)2j η(2j)j−1,2
−c[r+1,0]1 (M (r,0)2j+1η(2j+1)j−1,2 −M (r,1)2j−1η(2j−1)j−1,2 )
−c[r+1,0]2 (c[r,0]2j η(2j)j−2,2 − c[r,1]2j−2η(2j−2)j−2,2 ), j = 3, r.
According to above results and using the automorphism A ↔ A∗ and ρ0 ↔ ρ1, we con-
clude that if A,A∗ satisfy the defining relations (1.2.1), (1.2.2), then the higher order
q−Dolan-Grady relations (3.1.30), (3.1.31) are such that the coefficients c[r,p]j are deter-
mined recursively by (3.1.42), (3.1.43) and (3.1.44). For p ≥ 1, they can be computed for
practical purpose, for r = 2, 3 the coefficients c[r,p]j are proportional to [2r+ 1]q iff j 6= 0 or
2r + 1; for a large number of values r ≥ 4, this property holds too. As a consequence, the
relations (3.1.7) drastically simplify for q2r+1 = ±1. This case is however not considered
here. In particular, one observes that c[r,p]j = c
[r,p]
2(r−p)+1−j . For r = 4, 5, ... ≤ 10, using a
computer program we have checked in details that r− th higher order relations of the form
(3.1.7) hold, and that the coefficients satisfy above recursive formula.
3.1.5 Algorithm
A Maple software program has been constructed to calculate the expressions for the co-
efficients c[r+1,p]j by induction on r. For r = 2, 3, ..., 10, the expressions have been compared
with the exact expressions for the coefficients given in (3.1.9). Both expressions agree, thus
giving a strong support to the conjecture. The Maple program is reported in Appendix D.
Here, we sketch the algorithm.
• Input: r, η(3)1,j , j = 0, 2; η(4)k,j , k = 0, 1, j = 0, 2
c
[1,p]
j , p = 0, 1, j = 0, 3− 2p; c[2,p]j , p = 0, 2, j = 0, 5− 2p
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• Output: c[r+1,p]j , p = 0, . . . , r + 1; j = 0, . . . , 2r + 3− 2p
• Algorithm:
Step 1. Compute the coefficients η(m)k,j ,m = 5, 2r + 3, j = 0, 2,
k =
{
0, [m−12 ] If m is even
1, [m−12 ] If m is odd
Step 2. Compute M (r,0)j , j = 2, 2r + 2; M
(r,p)
j , p = 1, r, j = 0, 2(r − p) + 2
Step 3. Compute N (r,0)j , j = 3, 2r + 3; N
(r,p)
j , p = 1, r, j = 0, 2(r − p) + 3;
Step 4. Compute c[r+1,0]0 , c
[r+1,0]
1 , c
[r+1,0]
2 , c
[r+1,1]
0
Step 5. Compute fr+1(A,A∗) in the equation (3.1.40).
3.2 Higher order relations for the generalized q−Onsager al-
gebra
3.2.1 Introduction
Introduced in [BB09], the generalized q−Onsager algebra Oq(ĝ) associated with the
affine Lie algebra ĝ is a higher rank generalization of the so-called q−Onsager algebra
[Ter99, Bas0404]. The usual q−Onsager algebra corresponds to the choice ĝ = ŝl2. The
defining relations are determined by the entries of the Cartan matrix of the algebra consid-
ered. For ĝ = a(1)n , it can be understood as a q−deformation of the sln+1-Onsager algebra
introduced by Uglov and Ivanov [UI95]. By analogy with the ŝl2 case [Bas0404, IT07], an
algebra homomorphism from Oq(ĝ) to a certain coideal subalgebra of the Drinfeld-Jimbo
[Dr87, J85] quantum universal enveloping algebra Uq(ĝ) is known [BB09]. From a gen-
eral point of view, generalized q−Onsager algebras appear in the theory of quantum affine
symmetric pairs [Kol12]. Note that realizations in terms of finite dimensional quantum
algebras may be also considered: for instance, coideal subalgebras of Uq(g) studied by
Letzter [Letz99] or the non-standard U ′q(son) introduced by Klimyk, Gavrilik and Iorgov
[GI97, Klim01].
Besides the definition of the generalized q−Onsager algebra in terms of generators and
relations [BB09, Definition 2.1], most of its properties remain to be studied.
Definition 3.2.1 Let {aij} be the extended Cartan matrix of the affine Lie algebra gˆ.
Fix coprime integers di such that diaij is symmetric. The generalized q-Onsager algebra
Oq(gˆ) is an associative algebra with unit 1, generators Ai and scalars ρkij , γ
kl
ij ∈ C with
i, j ∈ {0, 1, . . . , n}, k ∈ {0, 1, . . . , [−aij2 ]− 1} and l ∈ {0, 1, . . . ,−aij − 1− 2k} (k and l are
positive integers). The defining relations are:
1−aij∑
r=0
(−1)r
[
1− aij
r
]
qi
A
1−aij−r
i AjA
r
i =
[
−aij
2
]
−1∑
k=0
ρkij
−2k−aij−1∑
l=0
(−1)lγklijA−2k−aij−1−li AjAli,
(3.2.1)
Generalized q−Onsager algebras are extensions of the q−Onsager algebra to higher
rank affine Lie algebras [BB09]. Inspired by the analysis of [BV13], analogues of Lusztig’s
higher order relations for Oq(ĝ) can be conjectured. First, recall some basic definitions.
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Definition 3.2.2 Let the simply-laced affine Lie algebra gˆ, the generalized q−Onsager al-
gebra Oq(ĝ) is an associative algebra with unit 1, generators Ai and scalars ρi. The defining
relations are:
2∑
k=0
(−1)k
[
2
k
]
q
A2−ki AjA
k
i − ρiAj = 0 if i, j are linked , (3.2.2)[
Ai, Aj
]
= 0 otherwize .
Remark 6 For ρi = 0 the relations (3.2.2) reduce to the q−Serre relations of Uq(ĝ).
Remark 7 For q = 1, the relations (3.2.2) coincide with the defining relations of the
so-called sln+1−Onsager’s algebra for n > 1 introduced by Uglov and Ivanov [UI95].
3.2.2 Conjecture about the higher order relations of the generalized q-
Onsager algebra
By analogy with the ŝl2 case discussed in details in the previous parts, we expect the
following form for the higher order relations
Conjecture 2 Let {Ai} be the fundamental generators of the generalized q−Onsager al-
gebra (3.2.2), then {Ai} satisfy the higher order relations as follows:
{ r+1
2
}∑
p=0
r−2p+1∑
k=0
(−1)k+p ρpi c[r,p]k Ar−2p+1−ki ArjAki = 0 if i, j are linked (3.2.3)
where the coefficients are given by:
c
[r,p]
k =
{k/α}∑
l=0
({ r+12 } − k + αl − p)!
({αl2 })!({ r+12 } − k + αl − p− {αl2 })!
∑
Pl
[s1]
2
q...[sp]
2
q
[2sp+1]q...[2sp+k−αl]q
[sp+1]q...[sp+k−αl]q
(3.2.4)
with

k = 0, { r+12 } , si ∈ {r − 2{ r−12 }, . . . , r − 2, r} ,
Pl : s1 < · · · < sp ; sp+1 < · · · < sp+k−αl ,{s1, . . . , sp} ∩ {sp+1, . . . , sp+k−αl} = ∅ ,
α =
{
1 if r is even,
2 if r is odd
.
Although it is highly expected that the concept of tridiagonal pair for the q−Onsager
algebra could be extended to the higher rank generalizations of the q−Onsager algebras, in
the mathematical literature such object has not been introduced yet. For this reason, the
conjecture for the higher order relations (3.2.3) can not be checked for every irreducible
finite dimensional vector space on which the generators Ai act. Still, below we provide
several supporting evidences for the conjecture. First, the conjecture is proven for r ≤ 5.
Secondly, recursive relations for the coefficients are derived. Using a Maple software, it is
found that the coefficients computed from the recursion relations coincide exactly with the
ones conjectured. Other checks of the conjecture are considered, thus giving independent
supporting evidences.
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3.2.3 Proof of the higher order relations for r ≤ 5
For r = 1, the relations (3.2.3) are the defining relations of the generalized q−Onsager
algebra Oq(ĝ). Assume Ai are the fundamental generators of Oq(ĝ). To derive the first
example of higher order relations, we are looking for a linear relations between monomials
of the type Ani A
2
jA
m
i with n + m = 3, 1. Suppose it is of the form (3.2.3) for r = 2 with
yet unknown coefficients c[r,p]k . We show c
[r,p]
k are uniquely determined. First, according to
the defining relations (3.2.2) the monomial A2iAj can be ordered as:
A2iAj = [2]qAiAjAi −AjA2i + ρiAj . (3.2.5)
Multiplying from the left and/or right by Ai, Aj (i 6= j), the new monomials can be ordered
as follows: each time a monomial of the form Ani A
2
jA
m
i with n ≥ 2 arises, it is reduced
using (3.2.5). For instance, one has:
A3iAj = ([2]
2
q − 1)AiAjA2i − [2]qAjA3i + ρi([2]qAjAi +AiAj) . (3.2.6)
Now, observe that the first two monomials in (3.2.3) for r = 2 can be written as A3iA
2
j ≡
(A3iAj)Aj and A
2
iA
2
jAi ≡ (A2iAj)AjAi. Following the ordering prescription, each of these
monomials can be reduced as a combination of monomials of the type:
Ani A
2
jA
m
i with n ≤ 1 , n+m = 3, 1 , (3.2.7)
ApiAjAiAjA
t
i with p ≤ 1 , p+ t = 2, 0 . (3.2.8)
Plugging the reduced expressions of A3iA
2
j and A
2
iA
2
jAi in (3.2.3) for r = 2, one finds that
all monomials of the form (3.2.8) cancel provided a simple system of equations for the
coefficients c[r,p]k is satisfied. The solution of this system is unique, given by:
c
[2,0]
k =
[
3
k
]
q
for k = 0, 1, 2, 3 , and c[2,1]0 = c
[2,1]
1 = q
2 + q−2 + 2 .
For r = 3, 4, 5, we proceed similarly: the monomials entering in the relations (3.2.3)
are ordered according to the prescription described above. Given r, the reduced expression
of the corresponding relation (3.2.3) holds provided the coefficients c[r,p]k satisfy a system
of equation which solution is unique. In each case, one finds:
c
[r,0]
k =
[
r + 1
k
]
q
for k = 0, ..., r + 1 , r = 3, 4, 5 , (3.2.9)
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whereas for p ≥ 1, the other coefficients are such that c[r,p]k = c[r,p]r−2p+1−k, given by:
Case r = 3: c[3,1]0 = q
4 + 2q2 + 4 + 2q−2 + q−4 , c[3,1]1 = [4]q(q
2 + q−2 + 3) ,
c
[3,2]
0 = (q
2 + q−2 + 1)2 ;
Case r = 4: c[4,1]0 = (q
4 + 3 + q−4)[2]2q , c
[4,1]
1 = [5]q[3]q[2]
2
q ,
c
[4,2]
0 = (q
2 + q−2)2[2]4q ;
Case r = 5:
c
[5,1]
0 = q
8 + 2q6 + 4q4 + 6q2 + 9 + 6q−2 + 4q−4 + 2q−6 + q−8,
c
[5,1]
1 = [6]q[3]
−1
q (q
8 + 4q6 + 8q4 + 14q2 + 16 + 14q−2 + 8q−4 + 4q−6 + q−8),
c
[5,1]
2 = [6]q[2]
−1
q [5]q(q
4 + 3q2 + 6 + 3q−2 + q−4),
c
[5,2]
0 = q
12 + 4q10 + 11q8 + 20q6 + 31q4 + 40q2 + 45
+40q−2 + 31q−4 + 20q−6 + 11q−8 + 4q−10 + q−12,
c
[5,2]
1 = [6]q[3]
−1
q (q
10 + 6q8 + 17q6 + 32q4 + 47q2 + 53
+47q−2 + 32q−4 + 17q−6 + 6q−8 + q−10),
c
[5,3]
0 = [3]
2
q [5]
2
q .
3.2.4 Recursion relations of the coefficients of the higher order relations
in generic case r
Above examples suggest that higher order relations of the form (3.2.3) exist for generic
values of r. To derive the coefficients recursively, one first assumes that given r, the relation
(3.2.3) exists and that all coefficients c[r,p]k are already known in terms of q. The relation
(3.2.3) for r → r + 1 is then considered. In this case, the combination
fADEr (Ai, Aj) = A
r+2
i A
r+1
j − c[r+1,0]1 Ar+1i Ar+1j Ai (3.2.10)
is introduced. Following the steps described in details in [BV13], the monomials Ar+2i A
r+1
j
and Ar+1i A
r+1
j Ai are reduced using (3.2.2) and (3.2.3). The ordered expression of the first
monomial follows:
Ar+2i A
r+1
j =
r+2∑
k=2
(−1)k+1M (r,0)k Ar+2−ki Arj AkiAj︸ ︷︷ ︸
reducible
+
{ r+1
2
}∑
p=1
r+2−2p∑
k=0
(−1)p+k+1ρpiM (r,p)k Ar+2−2p−ki Arj AkiAj︸ ︷︷ ︸
reducible if k ≥ 2
,
where the recursive relations for the coefficients M (r,p)k are reported in Appendix C. Ob-
viously, an ordered expression for the second monomial immediately follows from (3.2.3).
Then, the whole combination can be further reduced fADEr (Ai, Aj). As an intermediate
step, one uses (3.2.2) to obtain:
A2n+1i Aj =
n∑
p=0
ρpi (η
(2n+1,p)
0 AiAjA
2n−2p
i + η
(2n+1,p)
1 AjA
(2n−2p+1)
i ) ,
A2n+2i Aj =
n∑
p=0
ρpi (η
(2n+2,p)
0 AiAjA
2n+1−2p
i + η
(2n+2,p)
1 AjA
2n+2−2p
i ) + ρ
n+1
i Aj ,
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where the coefficients η(r,p)j are given in Appendix C. The ordered expression of f
ADE
r (Ai, Aj)
is then studied. A detailed analysis shows that all coefficients of monomials of the type
ApiA
r
jAiAjA
t
i (with p+ t = r− 1, ..., 0 if r is odd, and p+ t = r− 1, ..., 1 if r is even) vanish
provided the coefficients c[r,p]k satisfy a system of equations. According to the parity of r,
one finds:
Case r odd: For r = 2t+ 1 and p = 0:
c
[2t+1,0]
2 = M
(2t,0)
2 η
(2,0)
1 ,
c
[2t+1,0]
2h = M
(2t,0)
2h η
(2h,0)
1 + c
[2t+1,0]
1 c
[2t,0]
2h−1η
(2h−1,0)
1 , h = 2, t+ 1,
c
[2t+1,0]
2h+1 = M
(2t,0)
2h+1 η
(2h+1,0)
1 + c
[2t+1,0]
1 c
[2t,0]
2h η
(2h,0)
1 , h = 1, t.
Using the recursion relations given in Appendix C, it is possible to show that these coeffi-
cients can be simply written in terms of q−binomials:
c
[r,0]
k =
[
r + 1
k
]
q
. (3.2.11)
Other coefficients c[2t+1,p]0 for p ≥ 1 are determined by the following recursion relations:
c
[2t+1,t+1]
0 =
t∑
p=0
(−1)p+t+1M (2t,p)2(t+1−p),
c
[2t+1,1]
0 = −M (2t,0)2 +M (2t,1)0 ,
c
[2t+1,h]
0 =
h∑
p=0
(−1)p+hM (2t,p)2(h−p), h = 2, t,
c
[2t+1,1]
1 = −(M (2t,0)3 η(3,1)1 − c[2t+1,0]1 (−c[2t,0]2 + c[2t,1]0 )),
c
[2t+1,h]
1 =
h−1∑
p=0
(−1)p+hM (2t,p)2(h−p)+1η
(2(h−p)+1,h−p)
1
+c
[2t+1,0]
1
h∑
p=0
(−1)p+hc[2t,p]2(h−p), h = 2, t,
c
[2t+1,1]
2 = −M (2t,0)4 η(4,1)1 +M (2t,1)2 η(2,0)1 − c[2t+1,0]1 c[2t,0]3 η(3,1)1 ,
c
[2t+1,l]
2h−2l+1 =
l∑
p=0
(−1)p+lM (2t,p)2(h−p)+1η
(2(h−p)+1,l−p)
1
+c
[2t+1,0]
1
l∑
p=0
(−1)p+lc[2t,p]2(h−p)η
(2(h−p),l−p)
1 , h = 2, t, l = 1, h− 1,
c
[2t+1,l]
2h−2l =
l∑
p=0
(−1)p+lM (2t,p)2(h−p)η
(2(h−p),l−p)
1
+c
[2t+1,0]
1
min(l,h−2)∑
p=0
(−1)p+lc[2t,p]2(h−p)−1η
(2(h−p)−1,l−p)
1 , h = 3, t+ 1, l = 1, h− 1.
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Case r even: For r = 2t+ 2, the coefficients c[2t+2,0]j are given by:
c
[2t+2,0]
2 = M
(2t+1,0)
2 η
(2,0)
1 ,
c
[2t+2,0]
2h+1 = M
(2t+1,0)
2h+1 η
(2h+1,0)
1 + c
[2t+2,0]
1 c
[2t+1,0]
2h η
(2h,0)
1 , h = 1, t+ 1,
c
[2t+2,0]
2h = M
(2t+1,0)
2h η
(2h,0)
1 + c
[2t+2,0]
1 c
[2t+1,0]
2h−1 η
(2h−1,0)
1 , h = 2, t+ 1.
According to the relations in Appendix C, one shows that c[r,0]k simplify to q−binomials
(3.2.11). For p ≥ 1, the recursive formulae for all other coefficients are given by:
c
[2t+2,1]
0 = −M (2t+1,0)2 +M (2t+1,1)0 ,
c
[2t+2,h]
0 =
h∑
p=0
(−1)p+hM (2t+1,p)2(h−p) , h = 2, t+ 1,
c
[2t+2,1]
1 = −M (2t+1,0)3 η(3,1)1 + c[2t+2,0]1 (−c[2t+1,0]2 + c[2t+1,1]0 ),
c
[2t+2,h]
1 =
h−1∑
p=0
(−1)p+hM (2t+1,p)2(h−p)+1η
(2(h−p)+1,h−p)
1
+c
[2t+2,0]
1
h∑
p=0
(−1)p+hc[2t+1,p]2(h−p) , h = 2, t+ 1,
c
[2t+2,1]
2 = −M (2t+1,0)4 η(4,1)1 +M (2t+1,1)2 η(2,0)1 − c[2t+2,0]1 c[2t+1,0]3 η(3,1)1 ,
c
[2t+2,l]
2h−2l =
l∑
p=0
(−1)p+lM (2t+1,p)2(h−p) η
(2(h−p),l−p)
1
+c
[2t+2,0]
1
min(l,h−2)∑
p=0
(−1)p+lc[2t+1,p]2(h−p)−1η
(2(h−p)−1,l−p)
1 , h = 3, t+ 1, l = 1, h− 1,
c
[2t+2,l]
2h−2l+1 =
l∑
p=0
(−1)p+lM (2t+1,p)2(h−p)+1η
(2(h−p)+1,l−p)
1 )
+c
[2t+2,0]
1
l∑
p=0
(−1)p+lc[2t+1,p]2(h−p) η
(2(h−p),l−p)
1 , h = 2, t+ 1, l = 1, h− 1.
All coefficients c[r,p]k entering in the higher order relations (3.2.3) can be computed recur-
sively for any positive integer r. Note that setting ρi = 0, the relations (3.2.3) reproduce
the higher order q−Serre relations (3.1.4) of Uq(ĝ) [Lusz93]. Using a computer program,
up to r = 10 we have checked that the results for the coefficients derived from the recursion
relations coincide exactly with the ones conjectured in (3.2.3).
The algorithm for the computation of the coefficients is the following (Appendix E)
• Input: r + 1, η(2)0,0, η(2)0,1, c[1,0]0 , c[1,0]1 , c[1,0]2 , c[1,1]0
• Output: c[r+1,p]k , p = 0, . . . , { r+22 }, k = 0, . . . , r + 2− 2p
• Algorithm:
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Step 1. Compute the coefficients η(h)p,i , h = 3, . . . , r + 2, p = 0, . . . , {h−12 }, i = 0, 1
Step 2. Compute M (r,p)k
If p = 0, then k = 2, . . . , r + 2.
If p = 1, . . . , { r+12 } , then k = 1, . . . , r + 2− 2p
Step 3. Compute c[r+1,0]1
Step 4. Compute fr+1(A,A∗) in the equation (3.2.10).
3.2.5 A two-variable polynomial generating function
For the q−Onsager algebra, it was shown that the coefficients entering in the r − th
higher order relations can be derived from a two-variable generating function. Here, for
any simply-laced affine Lie algebras we propose a two-variable generating function for the
coefficients c[r,p]k .
Definition 3.2.3 Let r ∈ Z+. Let x, y be commuting indeterminates and ρ a scalar. To
any simply-laced affine Lie algebra ĝ, we associate the polynomial generating function
pADEr (x, y) such that:
pADE2t+1 (x, y) =
t+1∏
l=1
(
x2 − [4l − 2]q
[2l − 1]q xy + y
2 − ρ[2l − 1]2q
)
, (3.2.12)
pADE2t+2 (x, y) = (x− y)
t+1∏
l=1
(
x2 − [4l]q
[2l]q
xy + y2 − ρ[2l]2q
)
. (3.2.13)
Lemma 3.2.1 The polynomial pADEr (x, y) can be expanded as:
pADEr (x, y) =
{ r+1
2
}∑
p=0
r−2p+1∑
k=0
(−1)k+pρp c[r,p]k xr−2p+1−kyk (3.2.14)
where the coefficients c[r,p]k are given by (3.2.4).
Proof. By induction.
We claim that the two-variable polynomial (3.2.14) is the generating function for the
coefficients c[r,p]k entering in the higher order relations (3.2.3) in view of the following
observations:
• For r ≤ 5, it is an exercise to check that the coefficients c[r,p]k from (3.2.4) coincide
exactly with the ones derived in the previous Section (see cases r = 2, 3, 4, 5);
• Using the q−binomial theorem, for r generic it is easy to check that the coefficients
c
[r,0]
k obtained from (3.2.4) are the q−binomials (3.2.11). Namely,
For ρ = 0,
pADE2t+1 (x, y) =
t+1∏
l=1
(x2 − [4l − 2]q
[2l − 1]q xy + y
2)
= x2(t+t)
t∏
l=−(t+1)
(1− q2l(q y
x
)).
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Put k = l+t+2, pADE2t+1 (x, y) = x2(t+1)
2(t+1)∏
k=1
(1− q2k(q−2t−3 yx)). Apply the q-binomial
theorem
pADE2t+1 (x, y) =
2(t+1)∑
k=1
(−1)k
[
2t+ 2
k
]
q
x2t+2−kyk.
• For r ≥ 6 and p ≥ 1, the comparison is more involved. However, using a computer
program we have checked that the coefficients derived from the recursive formulae
coincide exactly with the ones given by (3.2.4) for a large number of values r ≥ 6;
• Let {ci, ci, wi} ∈ C. Let ĝ = a(1)n (n > 1), d(1)n , e(1)6 , e(1)7 , e(1)8 . There exists an algebra
homomorphism: Oq(ĝ) → Uq(ĝ) [BB09] given by
Ai 7→ Ai = ci eiq
hi
2
i + ci fiq
hi
2
i + wiq
hi
i (3.2.15)
iff the parameters wi are subject to the constraints: wi
(
w2j+
cj cj
q+q−1−2
)
= 0 , wj
(
w2i +
ci ci
q+q−1−2
)
= 0 where i, j are simply linked and ρi → ci ci . Let V be the so-called
evaluation representation of Uq(ĝ) on which Ai act (see e.g. [J86, Proposition 1] for
ĝ = a
(1)
n ). For generic parameters ci, ci, q, V is irreducible and Ai is diagonalizable on
V . Let θ(i)k , k = 0, 1, ... denote the (possibly degenerate) corresponding eigenvalues
of Ai. For instance, for the fundamental representation3 of Uq(a(1)n ), the eigenvalues
take the simple form:
θ
(i)
k = C
(i)(vqk + v−1q−k) , (3.2.16)
where v, C(i) are scalar and C(i) depend on ci, ci, q. Let E
(i)
k be the projector on the
eigenspace associated with the eigenvalue θ(i)k . Denote ∆
(i)
1 as the l.h.s of the first
equation in (3.2.2). The relation (3.2.2) implies that it must exist integers k, l such
that:
E
(i)
k ∆
(i)
1 E
(i)
l = 0 ⇒ pADE1 (θ(i)k , θ(i)l )E(i)k AjE(i)l = 0 with ρ ≡ ρi
For generic parameters ci, ci, q, E
(i)
k AjE(i)l 6= 0. It implies pADE1 (θ(i)k , θ(i)l ) = 0 which,
using (3.2.16), is consistent with the structure (3.2.12) for t = 0 provided l = k ± 1.
The same observation about the structure of the two-variable polynomial can be
generalized as follows. Denote ∆(i)r as the l.h.s of (3.2.3). If the relation (3.2.3) with
(3.2.4) holds, then it must exist integers k, l such that:
E
(i)
k ∆
(i)
r E
(i)
l = 0 ⇒ pADEr (θ(i)k , θ(i)l )E(i)k ArjE(i)l = 0 with ρ ≡ ρi .
For generic ci, ci, q, E
(i)
k ArjE(i)l 6= 0. It implies pADEr (θ(i)k , θ(i)l ) = 0 which leads to the
following constraints of the integers k, l:
k = l ± 1 , l ± 3 , l ± 5 , · · · , l ± r for r odd ,
k = l , l ± 2 , l ± 4 , · · · , l ± r for r even .
Again, this is in perfect agreement with the factorized form (3.2.12), (3.2.13). Thus,
for ĝ = a(1)n the structure of the two-variable polynomial (3.2.3) is consistent with
the spectral properties of Ai.
3For ĝ = a(1)n , n > 1, see [J86, Proposition 1]. For ĝ = d(1)n , see for instance [DeG02].
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3.3 The XXZ open spin chain at roots of unity
In the literature, the XXZ spin chain with periodic boundary conditions at roots of
unity q = eipi/N , N ∈ N\{0}, is known to enjoy a sl2 loop algebra symmetry in certain
sectors of the spectrum [DFM99]. A rather natural question is whether such phenomena
occurs for the open XXZ spin chain and for which class of boundary conditions.
In this Section, we describe the third main result of the thesis. We consider the open
XXZ spin chain within the framework of the q−Onsager algebra and its representation
theory. Starting from the basic operators that generate the q−Onsager algebra, two new
operators are introduced at roots of unity. These operators can be understood as analogues
of the divided powers of the Chevalley generators (that occur in Lusztig’s analysis of Uq(ŝl2)
at roots of unity) acting on a finite dimensional vector space. Some properties of the
operators are studied. For a special class of parameters, it is shown that the new operators
satisfy a pair of relations that can be understood as a higher order generalization of the two
basic (Dolan-Grady [DG82]) defining relations of the classical Onsager algebra. The ‘mixed
relations’ between the basic operators and the divided polynomials are also constructed.
They can be seen as a different higher order generalization of the Dolan-Grady relations.
All relations together provide, to our knowledge, the first example in the literature of an
analog of Lusztig quantum group for the q−Onsager algebra. As an application in physics,
we study some of the symmetries of the Hamiltonian with respect to the generators of the
new algebra.
3.3.1 A background: the XXZ periodic spin chain at roots of unity
Recall that the Hamiltonian of the XXZ spin chain with periodic boundary conditions
and L sites reads:
H0 =
1
2
L∑
j=1
(σj1σ
j+1
1 + σ
j
2σ
j+1
2 + ∆σ
j
zσ
j+1
z ), (3.3.1)
Here ∆ = q+q
−1
2 denotes the anisotropy parameter. By construction, the Hamiltonian acts
on a 2L finite dimensional vector space:
V(L) = C2 ⊗ C2 ⊗ · · · · · · · · · ⊗ C2︸ ︷︷ ︸
L times
. (3.3.2)
For q a root of unity and L finite, it is known [Bax73] that additional degeneracies occur
in the spectrum of the Hamiltonian. Such degeneracies are associated with the existence
of an additional sl2-loop algebra symmetry of the Hamiltonian, as shown in [DFM99]. Let
us now recall the main steps and results of [DFM99].
In the works of Jimbo [J86], five basic operators satisfying the Uq(ŝl2) defining relations
naturally occur in the study of the XXZ spin chain for q generic:
Sz =
1
2
L∑
j=1
σjz,
S± =
L∑
j=1
qσz/2 ⊗ · · · ⊗ qσz/2 ⊗ σ±j ⊗ q−σz/2 ⊗ · · · ⊗ q−σz/2,
T± =
L∑
j=1
q−σz/2 ⊗ · · · ⊗ q−σz/2 ⊗ σ±j ⊗ qσz/2 ⊗ · · · ⊗ qσz/2.
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By straightforward calculations, N−th powers of the basic operators S±, T± are shown to
be proportional to [N ]q!. Explicitly, one derives:
(S±)N = [N ]q!
∑
1≤j1<···<jN≤L
q
N
2
σz ⊗ · · · ⊗ qN2 σz ⊗ σ±j1 ⊗ q
(N−2)
2
σz ⊗ · · · ⊗ q (N−2)2 σz (3.3.3)
⊗ σ±j2 ⊗ q
(N−4)
2
σz ⊗ · · · ⊗ q (N−4)2 σz ⊗ σ±jN ⊗ q
−N
2
σz ⊗ · · · ⊗ q−N2 σz ,
(T±)N = [N ]q!
∑
1≤j1<···<jN≤L
q−
N
2
σz ⊗ · · · ⊗ q−N2 σz ⊗ σ±j1 ⊗ q−
(N−2)
2
σz ⊗ · · · ⊗ q− (N−2)2 σz(3.3.4)
⊗ σ±j2 ⊗ q−
(N−4)
2
σz ⊗ · · · ⊗ q−(N−4)2 σz ⊗ σ±jN ⊗ q
N
2
σz ⊗ · · · ⊗ qN2 σz .
For q2N → 1, it implies (S±)N = (T±)N = 0.
Following Lusztig’s works, the authors [DFM99] introduce the non-trivial divided pow-
ers:
S±(N) = lim
q2N→1
(S±)N/[N ]q!, T±(N) = lim
q2N→1
(T±)N/[N ]q!
and study their commutation relations by using, for instance, the so-called Lusztig’s higher
order q−Serre relations [Lusz93] (3.1.4)-(3.1.5).
Let θ(m)1 = (S
+)m/[m]q!, θ
(m)
2 = (T
−)m/[m]q!. According to Lusztig’s work [Lusz93],
the following relations can be derived from the higher order q−Serre relations:
θ
(3N)
1 θ
(N)
2 =
3N∑
s′=N
γs′ θ
(3N−s′)
1 θ
(N)
2 θ
(s′)
1 (3.3.5)
where
γs′ = (−1)s′+1qs′(N−1)
N−1∑
l=0
(−1)lql(1−s′)
[
s′
l
]
q
. (3.3.6)
Define
s′ = Ns+ p with p = 0, 1, ..., N − 1.
Observe
θ(Ns) =
[N ]q!
s
[Ns]q!
θ(N)s.
Then, one shows:
lim
q2N→1
γNs+p = δp,0(−1)s+1 and lim
q2N→1
[N ]q!
s
[Ns]q!
=
qN
2
s!
.
It follows that S+(N), T−(N) satisfy the Serre relations of the sl2-loop algebra namely:
3∑
s=0
(−1)s+1
s!(3− s)! (S
+(N))(3−s)(T−(N))(S+(N))s = 0 (3.3.7)
Provided the change S+ → S−, T− → T+, the same relation holds for S−, T+.
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Either based on straightforward calculations or using some formula4 in [DeCK90], the
authors [DFM99] derive successively the following relations for q2N = 1:
[S+(N), T+(N)] = [S−(N), T−(N)] = 0, (3.3.9)
[S±(N), Sz] = ±NS±(N), [T±(N), Sz] = ±NT±(N) (3.3.10)
and in the sector Sz ≡ 0(mod N)
[S+(N), S−(N)] = [T+(N), T−(N)] = −(−q)N 2
N
Sz. (3.3.11)
According to the above analysis, define
E0 = S
+(N), F0 = S
−(N), E1 = T−(N), F1 = T+(N), T0 = −T1 = −(−q)NSz/N.
Then, the operators {Ei, Fi, Ti} satisfy the defining relations of the loop algebra of sl2.
When Sz ≡ 0 (mod N), the Hamiltonian (3.3.1) commutes with S±(N), T±(N) at q2N = 1
[DFM99]. One has:
[E0, H] = [E1, H] = 0, (3.3.12)
[F0, H] = [F1, H] = 0. (3.3.13)
Also, by (3.3.11) and (3.3.12)-(3.3.13):
[T0, H] = [T1, H] = 0. (3.3.14)
Hence, the Hamiltonian of the XXZ periodic spin chain at q a root of unity enjoys a
sl2-loop algebra invariance in the sector Sz ≡ 0.
3.3.2 The case of the open XXZ spin chain
The purpose of this Section is to study the open XXZ spin chain with non-diagonal
integrable boundary conditions for an anisotropy parameter (q+ q−1)/2 evaluated at roots
of unity q = eipi/N . Inspired by the analysis done for the XXZ spin chain with periodic
boundary conditions using the quantum algebra Uq(ŝl2) [DFM99], it is thus natural to
start from the framework of the q−Onsager algebra, a coideal subalgebra of Uq(ŝl2) (see
Chapter 1). For generic boundary conditions, recall that the Hamiltonian of the XXZ
open spin chain reads
H
(L)
XXZ =
L−1∑
k=1
(
σk+11 σ
k
1 + σ
k+1
2 σ
k
2 + ∆σ
k+1
z σ
k
z
)
(3.3.15)
+
(q − q−1)
2
(+ − −)
(+ + −)
σ1z +
2
(+ + −)
(
k+σ
1
+ + k−σ
1
−
)
+
(q − q−1)
2
(¯+ − ¯−)
(¯+ + ¯−)
σLz +
2
(¯+ + ¯−)
(
k¯+σ
L
+ + k¯−σ
L
−
)
where L is the number of sites, ∆ = q+q
−1
2 denotes the anisotropy parameter, and σ±, σ1, σ2, σz
are the usual Pauli matrices.
4
[(S+)m, (S−)n] =
min(m,n)∑
j=1
[
m
j
][
n
j
]
[j]!(S−)n−j(S+)m−j
j−1∏
k=0
q2S
z+m−n−k − q−(2Sz+m−n−k)
q − q−1 . (3.3.8)
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3.3.2.1 The basic operators and the divided polynomials
Following [BK0507], the two operators W0,W1 of the q-Onsager algebra that naturally
occur in the analysis of the XXZ open spin chain with non-diagonal boundary conditions
are known explicitly (see Chapter 2). Denote:
w0 = k+σ+ + k−σ−. (3.3.16)
They are given by:
W0 =
L∑
j=1
qσz ⊗ · · · ⊗ qσz ⊗ w0j ⊗ I⊗ · · · ⊗ I+ +qσz ⊗ · · · ⊗ qσz , (3.3.17)
W1 =
L∑
j=1
q−σz ⊗ · · · ⊗ q−σz ⊗ w0j ⊗ I⊗ · · · ⊗ I+ −q−σz ⊗ · · · ⊗ q−σz . (3.3.18)
with the parameters ρ = ρ∗ = (q + q−1)2k+k−.
The finite dimensional module V(L) on which they act is of dimension 2L. Indeed, both
operators are diagonalizable on the finite 2L− dimensional vector space V(L) [Bas0604].
For convenience, denote 0 = +, 1 = −.
Lemma 3.3.1 [Bas0604] For generic values of q, the operator Wi, i = 0, 1, has L + 1
distinct eigenvalues. They read:
θ(i)n = a
(i)
2 (q)q
L−2n + a(i)3 (q)q
−L+2n for n = 0, 1, ..., L . (3.3.19)
If k± 6= 0 and use the convenient parametrization
i = cosh(αi) and k+ = (k−)† = −(q − q−1)eiη/2 with αi, η ∈ C (3.3.20)
then a(i)2 (q) =
eαi
2 , a
(i)
3 (q) =
e−αi
2 .
If k− = 0, then a
(i)
2 (q) = i, a
(i)
3 (q) = 0.
Let V0, V1, . . . , VL denote the eigenspaces ofW0 with eigenvalues θ(0)0 , θ(0)1 , . . . , θ(0)L given
in Lemma 3.3.1. On {Vn}, the basic operator W1 acts as:
W1Vn ⊆ Vn−1 + Vn + Vn+1 (0 ≤ n ≤ L), (3.3.21)
where V−1 = 0, VL+1 = 0. On the other hand, let V ∗0 , V ∗1 , . . . , V ∗L denote the eigenspaces
of W1 with eigenvalues θ(1)0 , θ(1)1 , . . . , θ(1)L . The basic operator W0 acts as:
W0V ∗s ⊆ V ∗s−1 + V ∗s + V ∗s+1 (0 ≤ s ≤ L), (3.3.22)
where V ∗−1 = 0, V ∗L+1 = 0. Note that the eigenbasis in whichW0 (resp. W1) is diagonalized
has been constructed and described in details in [Bas0604], as well as the entries of the
block tridiagonal matrix W1 (resp. W0) in the same basis.
Note that Trace(Wi) =
L∑
n=0
dim (Vn)
(
a
(i)
2 (q)q
L−2n + a(i)3 (q)q
−L+2n
)
, and Trace(Wi) =
i(q + q
−1)L, then dim(Vn) =
(
L
n
)
, and a(i)2 (q) + a
(i)
3 (q) = i if q
2 6= −1. In addition,
a
(i)
2 (q)a
(i)
3 (q) = − k+k−(q−q−1)2 . Therefore, if q2 6= −1, then
a
(i)
2 (q), a
(i)
3 (q) ∈
{
1
2
(
i +
√
2i +
4k+k−
(q − q−1)2
)
,
1
2
(
i −
√
2i +
4k+k−
(q − q−1)2
)}
.
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Up to now, the parameter q is generic. Let us now consider the case q = eipi/N . Starting
from the known results for q generic, for q = eipi/N one observes that additional degeneracies
in the spectra of W0,W1 occur.
Lemma 3.3.2 For q = eipi/N , N > 2, the operatorWi, i = 0, 1, has N distinct eigenvalues.
They read:
θ
(i)
t = a
(i)
2 (q)q
L−2t + a(i)3 (q)q
−L+2t for t = 0, 1, ..., N − 1. (3.3.23)
If k± 6= 0 and use the parametrization (3.3.20), then a(i)2 (q) = e
αi
2 , a
(i)
3 (q) =
e−αi
2 .
If k− = 0, then a
(i)
2 (q) = i, a
(i)
3 (q) = 0.
Furthermore, let V (N)t (resp. V
∗(N)
t ) denote the eigenspace associated with θ
(0)
t (resp.
θ
(1)
t ), one has the decomposition:
V
(N)
t =
{ L
N
}⊕
k=0
Vt+kN and V
∗(N)
t =
{ L
N
}⊕
k=0
V ∗t+kN . (3.3.24)
Proof. For generic parameters αi, η, the eigenvectors with explicit formulae given in
[Bas0604] remain well-defined and linearly independent for q = eipi/N . Given n, there
exist uniquely integers t, k such that n = t + kN with 0 ≤ n ≤ L, and 0 ≤ t ≤ N − 1.
From (3.3.19), one immediately finds (3.3.23). We now show (3.3.24). Let t be fixed, the
eigenspace denoted V (N)t (resp. V
∗(N)
t ) is spanned by the eigenvectors of Vt, Vt+N , ... (resp.
V ∗t , V ∗t+N , ...) evaluated at q = e
ipi/N .
The dimension of the eigenspaces V (N)t , V
∗(N)
t is computed based on the above decom-
position. It follows:
dim(V
(N)
t ) = dim(V
∗
t
(N)) =
{ L
N
}∑
k=0
(
L
t+ kN
)
. (3.3.25)
From above results, using (3.3.21), (3.3.22) it follows:
Corollary 3.3.1 Let V (N)t , V
∗(N)
t be defined as in Lemma 3.3.2.
W0V (N)t ⊆ V (N)t , (3.3.26)
W1V (N)t ⊆ V (N)t+1 + V (N)t + V (N)t−1 (0 ≤ t ≤ N − 1),
where V (N)−1 = V
(N)
N−1 and V
(N)
N = V
(N)
0 and
W1V ∗(N)t ⊆ V ∗(N)t , (3.3.27)
W0V ∗(N)t ⊆ V ∗(N)t+1 + V ∗(N)t + V ∗(N)t−1 (0 ≤ t ≤ N − 1),
where V ∗(N)−1 = V
∗(N)
N−1 and V
∗(N)
N = V
∗(N)
0 .
For q a root of unity, besides the two fundamental operators of the q−Onsager algebra,
two additional operators that are called the divided polynomials can be introduced5 for the
analysis of the spin chain. In particular, the spectrum of these operators is described in
5These operators can be seen as analogs of the divided powers of the Chevalley elements that generate
the so-called full or Lusztig quantum group Uq(ŝl2) with q = eipi/N , acting on V(L).
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details below. These new operators are introduced as follows. Recall that the fundamental
generators S±, T± of the quantum loop algebra of sl2 become nilpotent, for q a root of
unity. Namely, (S±)N = (T±)N = 0 for q2N = 1 [DFM99]. For non-vanishing values
of the non-diagonal boundary parameters k± entering in (3.3.17)-(3.3.18), such property
doesn’t hold for the fundamental generators W0,W1 of the q−Onsager algebra. Instead,
given N , certain polynomials of W0,W1 are vanishing for q2N = 1. These polynomials can
be constructed as follows.
First, for small values of N , by straightforward calculations using the explicit expres-
sions of W0 and W1 (see Appendix F) it is not difficult to construct polynomials such
that:
P
(L,i)
N (Wi) = 0, i = 0, 1. (3.3.28)
For instance6:
• For N = 2, q4 = 1,
P
(L,i)
2 (x) = x
2 + (−1)L+1
(
2i −
(1 + (−1)L+1)
2
k+k−
)
I.
• For N = 3, q6 = 1,
P
(L,i)
3 (x) = x
3 − k+k−x+ (−1)L+1i(2i − k+k−)I.
• For N = 4, q8 = 1,
P
(L,i)
4 (x) = x
4 − 2k+k−x2 + (−1)L+1
(
4i − 22i k+k− +
(1 + (−1)L+1)
2
k2+k
2
−
)
I.
• For N = 5, q10 = 1, recall ρ = k+k−(q + q−1)2,
P
(L,i)
5 (x) = x
5 − ρ(q4 + q−4 + 3)x3 + ρ2(q2 + q−2)2x
+(−1)L+1 (
√
5 + 3)
4
i(
2
i − k+k−)(32i −
√
52i − 2k+k−)I.
• For N = 6, q12 = 1,
P
(L,i)
6 (x) = x
6 − 6k+k−x4 + 9k2+k2−x2
+(−1)L+1 (6i − 6k+k−4i + 9k2+k2−2i − 2(1 + (−1)L+1)k3+k3−) I.
Recall thatWi, i = 0, 1 are both diagonalizable on V(L). As above mentioned, for q = eipi/N ,
there are exactly N distinct eigenvalues denoted θ(i)n , n = 0, 1, ..., N−1. Then, observe that
the above polynomials P (L,i)N (x) for N = 2, 3, ..., 6 are nothing but the minimal polynomials
associated with Wi, i = 0, 1. More generally, it follows:
6For N = 1, q2 = 1 there is no polynomial. In this special case, the operators W0,W1 however reduce
to elements that generate the undeformed Onsager algebra.
82 CHAPTER 3. MAIN RESULTS
Proposition 3.3.1 Let ek(θ0, · · · , θN−1), k = 0, 1, ..., N − 1 denote the so-called elemen-
tary symmetric polynomials in the variables θn, given by:
ek(θ0, · · · , θN−1) =
∑
0≤j1<j2<···<jk≤N−1
θj1θj2 · · · θjk with e0(θ0, · · · , θN−1) = 1. (3.3.29)
For N ≥ 2 generic:
P
(L,i)
N (x) =
N∑
k=0
ek(θ
(i)
0 , · · · , θ(i)N−1)xN−k . (3.3.30)
Proof. Recall that the distinct eigenvalues are given by θ(i)0 , ..., θ
(i)
N−1 in (3.3.23). In-
troduce the minimal polynomials of {Wi}i=0,1:
P
(L,i)
N (x) =
N−1∏
n=0
(x− θ(i)n ). (3.3.31)
According to the Cayley-Hamilton theorem, one has P (L,i)N (Wi) = 0. Expanding the fac-
torized expression above in x, one obtains (3.3.30).
For q a root of unity, recall that the small or restricted quantum loop algebra of sl2
can be defined: it is the quotient of the quantum loop algebra of sl2 by the relations
(S±)N = (T±)N = 0 and Sz = 0 mod N for q2N = 1. Then, the full or Lusztig quantum
group can be introduced. It is generated by the fundamental Chevalley elements and
additionally by the divided powers (S±)N/[N ]q!, (T±)N/[N ]q!. The corresponding defining
relations can be found in [DFM99]. By analogy, let us introduce the divided polynomials:
[N ]
W i = lim
q→e IpiN
P
(L,i)
N (Wi)
[N ]q!
with i = 0, 1. (3.3.32)
Note that using the formulae of Appendix F, it is possible to derive the generic expression
of
[N ]
W i, i = 0, 1 for arbitrary N .
According to the spectral properties of the fundamental operators W0,W1, the eigen-
values of the divided polynomials (3.3.32) can be easily obtained.
Lemma 3.3.3 Let N > 2 denote an integer. Let θ˜(i)n , n = 0, 1, ..., L denote the eigenvalues
of the divided polynomials
[N ]
W i, i = 0, 1. For all n = 0, 1, ..., L there exist uniquely k, t non-
negative integers such that n = t+ kN , 0 ≤ t ≤ N − 1. For n = 0, 1, ..., L, the eigenvalues
read:
θ˜(i)n = C
(n,i)
0
(
∂q(a
(i)
2 )(q
L−2n+1 − q−L+2n+1) + (L− 2n)(a(i)2 (q)qL−2n − a(i)3 (q)q−L+2n)
)
(3.3.33)
where q = eIpi/N and
C
(n,i)
0 = −
(q − q−1)
2N [N − 1]q!
N−1∏
j=0,j 6=t
(θ
(i)
t − θ(i)j ).
The eigenspace of
[N ]
W0 (resp.
[N ]
W1) corresponding to θ˜(0)n (resp. θ˜(1)n ) is Vn (resp. V ∗n ) at
q = eIpi/N .
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Proof. By Lemma 3.3.1, recall that Wi, i = 0, 1 has L+ 1 distinct eigenvalues θ(i)0 (q),
θ
(i)
1 (q),. . . , θ
(i)
L (q), and L+1 eigenspaces V
(i)
0 (q), V
(i)
1 (q), . . . , V
(i)
L (q), respectively. Here the
notations θ(i)n (q), V
(i)
n (q), n = 0, . . . , L are used in order to emphasize that the eigenvalues
and eigenspaces of Wi depend on q. Since W0,W1 is a tridiagonal pair, there exist scalars
a
(i)
2 6= 0, a(i)3 6= 0 such that
θ(i)n (q) = a
(i)
2 (q)q
L−2n + a(i)3 (q)q
−L+2n, n = 0, . . . , L.
Clearly, if q = e
Ipi
N , then Wi has N distinct eigenvalues
θ
(i)
0 = lim
q→e IpiN
θ
(i)
0 (q), θ
(i)
1 = lim
q→e IpiN
θ
(i)
1 (q), . . . , θ
(i)
N−1 = lim
q→e IpiN
θ
(i)
N−1(q).
Now, define (3.3.32). Then,
[N ]
Wi has L+ 1 eigenvalues denoted θ˜(i)n and Vn = lim
q→e IpiN
V
(i)
n (q)
denote the corresponding eigenspaces. Explicitely, θ˜(i)n can be written as follows:
θ˜(i)n = lim
q→e IpiN
(θ
(i)
n (q)− θ(i)0 )(θ(i)n (q)− θ(i)1 ) . . . (θ(i)n (q)− θ(i)N−1)
[N ]q!
, n = 0, . . . , L.
For all n = 0, . . . , L, there exist uniquely k, t non-negative integers, such that n = kN +
t, 0 ≤ t ≤ N − 1. It yields to:
θ˜(i)n =
(q − q−1)
N−1∏
j=0,j 6=t
(θ
(i)
t − θ(i)j )
[N − 1]q! limq→e IpiN
θ
(i)
n (q)− θ(i)t
qN − q−N .
Using the L’Hopital’s rule, we have
lim
q→e IpiN
θ
(i)
n (q)− θ(i)t
qN − q−N = lim
q→e IpiN
(θ
(i)
n (q))′
−2Nq−1
=
∂q(a
(i)
2 )
(
qL−2n+1 − q−L+2n+1)+ (L− 2n)(a(i)2 (q)qL−2n − a(i)3 (q)q−L+2n)
−2N
∣∣∣∣∣∣
q=eIpi/N
.
It simplifies to
θ˜(i)n = C
(n,i)
0
(
∂q(a
(i)
2 )(q
L−2n+1 − q−L+2n+1) + (L− 2n)(a(i)2 (q)qL−2n − a(i)3 (q)q−L+2n)
)
where q = eIpi/N and
C
(n,i)
0 = −
(q − q−1)
2N [N − 1]q!
N−1∏
j=0,j 6=t
(θ
(i)
t − θ(i)j ).
Remark 8 If N = 2, then θ˜(i)n = (−1)L(L− 2n)a where a = i
√
k+k− − 2i .
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Proof. For q = eIpi/2, Wi has the two eigenvalues θ(i)0 , θ(i)1 such that
θ
(i)
0 = −θ(i)1 ∈
{√
(−1)L
(
2i −
1 + (−1)L+1
2
k+k−
)
,−
√
(−1)L
(
2i −
1 + (−1)L+1
2
k+k−
)}
.
We compute
θ˜(i)n = lim
q→e Ipi2
(
a
(i)
2 (q)q
L−2n + a(i)3 (q)q
−L+2n
)2 − θ(i)0 2
q + q−1
= (L− 2n)
(
a
(i)
2 (q)q
L−2n + a(i)3 (q)q
−L+2n
)(
a
(i)
2 (q)q
L−2n−1 − a(i)3 (q)q−L+2n−1
)∣∣∣
q=eIpi/2
= (−1)L(L− 2n)i
√
k+k− − 2i
Remark 9 For k± 6= 0 and the parametrization (3.3.20), one has the identification a(i)2 (q) =
eαi
2 , a
(i)
3 (q) =
e−αi
2 . For k− = 0, one has a
(i)
2 (q) = i, a
(i)
3 (q) = 0
Using the explicit expression (3.3.32) of the divided polynomials
[N ]
W0,
[N ]
W1 in terms of
the basic operators W0,W1, the action of the basic operators in each eigenbasis implies:
Proposition 3.3.2 On the eigenspaces Vn (resp. V ∗s ), the divided polynomials
[N ]
W0,
[N ]
W1
act as
[N ]
W0Vn ⊆ Vn , (3.3.34)
[N ]
W1Vn ⊆ Vn−N + · · ·+ Vn + · · ·+ Vn+N (0 ≤ n ≤ L),
[N ]
W1V ∗s ⊆ V ∗s ,
[N ]
W0V ∗s ⊆ V ∗s−N + · · ·+ V ∗s + · · ·+ V ∗s+N (0 ≤ s ≤ L).
where V−1 = · · · = V−N = 0, VL+1 = · · · = VL+N = 0, and V ∗−1 = · · · = V ∗−N = 0, V ∗L+1 =
· · · = V ∗L+N = 0.
Explicitly, in the basis which diagonalizes W0 (resp. W1) , the matrix representing
[N ]
W1
(resp. W0) is (2N + 1)-block diagonal.
3.3.2.2 The algebra generated by W0,W1,
[N ]
W0,
[N ]
W1 for k− = 0 or k+ = 0.
Let us focus on the special class of parameters k+ = 0 or k− = 0. In this case, the
spectrum of the tridiagonal pair W0,W1 simplifies: a(i)2 (q) = i, a(i)3 (q) = 0. This has the
following consequence on the spectrum of the divided polynomials
[N ]
W0,
[N ]
W1:
Lemma 3.3.4 Let θ˜(i)n , n = 0, 1, ..., L denote the distinct eigenvalues of the divided poly-
nomials
[N ]
W i, i = 0, 1. Assume a(i)2 (q) = i and a(i)3 (q) = 0. Then
θ˜(i)n = 
N
i
(q − q−1)N
2N
(−1)N+12 +L(L− 2n). n = 0, 1, ..., L. (3.3.35)
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For this special choice of parameters, note that the spectrum of the divided polynomials
has an arithmetic progression with respect to the integer n = 0, 1, 2, ..., L. In this special
case, it is not difficult to show that the divided polynomials satisfy a pair of polynomial
relations. Indeed, define
Definition 3.3.1 Let x, y denote commuting indeterminates. For each positive integer N ,
we define the two two-variable polynomials p(i)N (x, y), i = 0, 1, as follows:
p
(i)
N (x, y) = (x− y)
N∏
s=1
(x2 − 2xy + y2 − ρis2) (3.3.36)
with
ρi = (−1)N+12Ni
(q − q−1)2N
N2
, q = eipi/N .
Observe p(i)N (x, y) have a total degree 2N + 1 in x, y.
Lemma 3.3.5 Assume a(i)2 = i and a
(i)
3 = 0. For any i = 0, 1, one has:
p
(i)
N (θ˜
(i)
r , θ˜
(i)
s ) = 0 for |r − s| ≤ N .
Proof. For r = s, the relation obvioulsy holds. Then, suppose |r−s| = k with k ≤ N . Due
to the arithmetic progression of θ˜s for a2 = i and a3 = 0, one has s2−2r(s±k)+(s±k)2 =
k2. The relation then follows.
Let us now introduce a new algebra. The defining relations of the new algebra can be
understood as a generalization of the Dolan-Grady relations (3.1.6) which are recovered
for N = 1. For this reason, we decide to call this new algebra the N − th higher order
generalization of the Onsager algebra.
Proposition 3.3.3 Let k− = 0 or k+ = 0. Then, the divided polynomials
[N ]
W i, i = 0, 1
satisfy the defining relations of the N − th higher order generalization of the Onsager
algebra:
N∑
p=0
2N+1−2p∑
k=0
(−1)k+pρp0 c[N,p]k
( [N ]
W0
)2N+1−2p−k [N ]W1 ( [N ]W0 )k = 0, (3.3.37)
N∑
p=0
2N+1−2p∑
k=0
(−1)k+pρp1 c[N,p]k
( [N ]
W1
)2N+1−2p−k [N ]W0 ( [N ]W1 )k = 0,
where c[N,p]2(N−p)+1−k = c
[N,p]
k and
c
[N,p]
k =
(
2N + 1− 2p
k
) ∑
1≤s1<···<sp≤N
s21s
2
2 . . . s
2
p (3.3.38)
with k = 0, N − p. Also, one has:
ρi = 
2N
i (−1)N+1
(q − q−1)2N
N2
, q = eipi/N .
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Proof. Let ∆[N ] denote the expression of the left-hand side of the first equation (3.3.37).
We show ∆[N ] ≡ 0. Let En denote the projector on the eigenspace Vn associated with the
eigenvalue θ˜(0)n . For 0 ≤ n ≤ m ≤ N , observe En∆[N ]Em = p(0)N (θ˜(0)n , θ˜(0)m )En
[N ]
W1 Em where
the two-variable polynomial (3.3.36) has been expanded in a straigthforward manner as
power series in the variable x, y. According to Proposition 3.3.2, one has En
[N ]
W1 Em = 0
for |n −m| > N . Using Lemma 3.3.5, it follows ∆[N ] = 0. Similar arguments are used to
show the second relation in (3.3.37)
Note that the defining relations above do not coincide with the higher order q−Dolan-
Grady relations introduced in the previous Section, except for N = r = 1.
It remains to consider the mixed relations between the fundamental operators and the
divided polynomials. The derivation of the relations below follows the same steps as the
ones for the derivation of the higher q−Dolan-Grady relations. For this reason, we skip
the details.
Proposition 3.3.4 Let k− = 0 or k+ = 0. Then, the operators Wi and the divided
polynomials
[N ]
W i, i = 0, 1 satisfy the mixed relations:
2N−1∑
k=0
(−1)k
[
2N − 1
k
]
q=eipi/N
W2N−1−ki
[N ]
W i+1 Wki = 0, (3.3.39)(
[N ]
W i
)3
Wi+1 − 3
(
[N ]
W i
)2
Wi+1
[N ]
W i +3
[N ]
W i Wi+1
(
[N ]
W i
)2
−Wi
(
[N ]
W i
)3
= ρi
[ [N ]
W i,Wi+1
]
,
where ρi is defined in Proposition 3.3.3
To resume, for k− = 0 or k+ = 0 the algebra generated by the basic operators Wi
of the q−Onsager algebra and the divided polynomials
[N ]
W i has defining relations (2.2.43),
(3.3.37) and (3.3.39).
3.3.2.3 The algebra generated by W0,W1,
[2]
W0,
[2]
W1 for generic parameters.
For the special case q = i, the algebra generated by the basic operators together with
the divided polynomials can be easily identified. The generators Wi satisfy obviously the
defining relations of the q−Onsager algebra at q = eipi/2 or, because ρ = 0, the q-Serre
relations at q2 = −1 together with the “nilpotency” relations
W2i = (−1)L
(
2i −
(1− (−1)L)
2
k+k−
)
I. (3.3.40)
For the mixed relations between Wi and
[2]
W i+1, i = 0, 1 we obtain the defining relations of
the Onsager algebra for i = 0, 1:
W3i
[2]
W i+1 −3W2i
[2]
W i+1 Wi + 3Wi
[2]
W i+1 W2i −
[2]
W i+1 W3i = ρ(1)i
[
Wi,
[2]
W i+1
]
,
(3.3.41)( [2]
W i+1
)3Wi − 3( [2]W i+1)2Wi [2]W i+1 +3 [2]W i+1 Wi( [2]W i+1)2 −Wi( [2]W i+1)3 = ρ(2)i+1[ [2]W i+1,Wi],
(3.3.42)
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where we set 0 = +, 1 = − and
ρ
(1)
i = 4(−1)L
(
2i −
1− (−1)L
2
k+k−
)
, ρ
(2)
i = 4
2
i (k+k− − 2i ). (3.3.43)
Finally, for the divided polynomials
[2]
W0 and
[2]
W1 we have[
[2]
W i ,
( [2]
W i
)4 [2]
W i+1 −4
( [2]
W i
)3 [2]
W i+1
[2]
W i +6
( [2]
W i
)2 [2]
W i+1
( [2]
W i
)2−4 [2]W i [2]W i+1 ( [2]W i)3+ [2]W i+1 ( [2]W i)4
− 5ρ(2)i
{( [2]
W i
)2 [2]
W i+1 −2
[2]
W i
[2]
W i+1
[2]
W i +
[2]
W i+1
( [2]
W i
)2}
+ 4
(
ρ
(2)
i
)2 [2]W i+1 ] = 0. (3.3.44)
3.3.3 Observations about the symmetries of the Hamiltonian
In this subsection, we study the commutation relations between the basic generators
of the q−Onsager algebra or the divided polynomials in the basic generators and the
Hamiltonian of the open XXZ spin chain for a certain choice of boundary conditions and
q a root of unity. Basically, let us consider the Hamiltonian:
H
(L)
XXZ =
L−1∑
k=1
(
σk+11 σ
k
1 + σ
k+1
2 σ
k
2 + ∆σ
k+1
z σ
k
z
)
+
(q − q−1)
2
h3σ
1
z + h+σ
1
+ + h−σ
1
−
+
(q − q−1)
2
h¯3σ
L
z + h¯+σ
L
+ + h¯−σ
L
−.
• The special case k− = 0.
In this case, the operators satsify the relations considered in the previous Section. We find:
[H
(L)
XXZ ,
[N ]
W i] = 0
if and only if 
h¯+ = h¯− = h− = 0,
h¯3 = (−1)i,
h+ : free
h3 =
(−1)i(−k++ih+)
k+
.
(3.3.45)
Note that the conditions [H(L)XXZ ,Wi] = 0 are satisfied provided the above relations are
satisfied too. From the results above, we conclude that the Hamiltonian cannot commute
simultaneously with both
[N ]
W0 and
[N ]
W1.
However, recall that for the XXZ spin chain with periodic boundary conditions, in
some sectors of the spin chain the Hamiltonian commutes with the generators of the sl2
loop algebra [DFM99] (see the first section of this part). By analogy, we are currently
investigating the existence of sectors of the spin chain in which a non-Abelian symmetry
associated with a subalgebra of the algebra generated
[N ]
W0,
[N ]
W1 may occur.
Note that the results reported here are part of an ongoing project.
88 CHAPTER 3. MAIN RESULTS
Chapter 4
Perspectives
This thesis opens at least three new and promising directions for further research. To
our knowledge, none of these have been discussed in the literature.
4.1 A family of new integrable hierarchies
Let A,A∗ be the generators of the q−Onsager algebra. As shown by Dolan and Grady
[DG82], it is possible to construct a hierarchy of mutually commuting quantities that are
polynomials in A,A∗, of the form:
I1 = κA+ κ
∗A∗,
I3 = κ
(
1
ρ
((q2 + q−2)AA∗A−A2A∗ −A∗A2) +A∗
)
+κ∗
(
1
ρ
((q2 + q−2)A∗AA∗ −A∗2A−AA∗2) +A
)
(4.1.1)
In Chapter 2, we explained that examples of such hierarchy can be generated from the
transfer matrix formalism, where the transfer matrix is built from solutions to the re-
flection equation algebra (the so-called Sklyanin’s operator). In this thesis, it is con-
jectured (with several supporting evidences) that the q−Onsager algebra automatically
implies the existence of higher order relations satisfied by A,A∗, the so-called r−th higher
order q−Dolan-Grady relations.
Having this in mind and taking a more general point of view, let us introduce a new
associative algebra with generators X,Y that satisfy only the r−th higher order Dolan-
Grady relation (3.1.7)-(3.1.8) (i.e. we do not assume the k−th higher order q−Dolan-Grady
relations for 1 ≤ k ≤ r − 1). We call this new algebra O(r)q . The following problems may
be considered:
Problem 1: For r = 1, the q−Onsager algebra and the reflection equation algebra are
closely related (see Chapters 1,2). Is there an r − th analogue of the reflection equation
algebra that would correspond to this new algebra? What is the interpretation of this new
algebra in the context of scattering theory?
Problem 2: For r = 1, the quantities (4.1.1) generate the q−Dolan-Grady integrable
hierarchy. For r 6= 1, what is the structure of the new integrable hierarchy ? Find an
algorithm to construct explicitly its first few elements.
Problem 3: For r = 1, there is an homomorphism from the q−Onsager algebra to a
coideal subalgebra of Uq(ŝl2) (see Chapter 1). What happens for r 6= 1?
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Problem 4: For r = 1, there are numerous examples of quantum integrable systems
that are generated by the q−Onsager algebra for q = 1 or q 6= 1: Ising, superintegrable
chiral Potts model, XY, open XXZ spin chain,... For r 6= 1, construct explicit examples of
Hamiltonian integrable systems with applications to condensed matter physics.
4.2 Cyclic tridiagonal pairs
It is clear that one of the main ingredients in this thesis is the concept of tridiagonal
pairs, provided q is not a root of unity. For details, we refer the reader to Chapter 2.
In particular, the definition of tridiagonal pairs is given in [ITT99]. Among the known
examples of tridiagonal pairs, for generic values of q one finds the basic operators that
appear in the open XXZ spin chain, see (3.3.17)-(3.3.18) and found application to the
solution of this model [BK07].
For q a root of unity, as shown in Chapter 3, the basic operators of the open XXZ spin
chain, see (3.3.17)-(3.3.18) still satisfy the q−Onsager algebra. However, the decomposition
of the vector space on which they act is different for q a root of unity compared to the case
q generic. Indeed, for q a root of unity the spectrum of the operators admits additional
degeneracies. In this case, to each eigenvalue one associates an eigenspace as defined by
(3.3.24). Recall that for q generic, the ordered eigenspaces are such that V−1 = Vd+1 =
0; V ∗−1 = V ∗d+1 = 0 (see Definition 1.3.5). However, for q a root of unity, one has: V
(N)
−1 =
V
(N)
N−1, V
(N)
0 = V
(N)
N ; V
∗(N)
−1 = V
∗(N)
N−1, V
∗(N)
0 = V
∗(N)
N (see Corollary 3.3.1)
In other words, for q a root of unity the action of the two basic operators is ‘cyclic’.
Based on this example, a new concept may be introduced that we call ‘cyclic tridiagonal
pairs’. For this object, we propose the following definition:
Definition 4.2.1 Let V denote a vector space over a field K with finite positive dimension.
By a cyclic tridiagonal pair on V we mean an ordered pair of linear transformations A :
V → V and A∗ : V → V that satisfy the following four conditions.
(i) Each of A,A∗ is diagonalizable.
(ii) There exists an ordering {Vi}di=0 of the eigenspaces of A such that
A∗Vi ⊆ Vi−1 + Vi + Vi+1 0 ≤ i ≤ d, (4.2.1)
where V−1 = Vd−1 and V0 = Vd.
(iii) There exists an ordering {V ∗i }δi=0 of the eigenspaces of A∗ such that
AV ∗i ⊆ V ∗i−1 + V ∗i + V ∗i+1 0 ≤ i ≤ δ, (4.2.2)
where V ∗−1 = V ∗δ−1 and V
∗
0 = V
∗
δ .
(iv) There does not exist a subspace W of V such that AW ⊆ W , A∗W ⊆ W , W 6= 0,
W 6= V .
According to this definition, the following problems may be considered:
Problem 1: Classify irreducible finite dimensional representations (up to isomor-
phisms) of cyclic tridiagonal pairs.
Problem 2: Construct explicit examples of cyclic tridiagonal pairs using the connection
between the solutions of the reflection equation algebra and the q−Onsager algebra at roots
of unity.
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Problem 3: Solve quantum integrable systems using the representation theory of the
q−Onsager algebra at roots of unity and the properties of cyclic tridiagonal pairs.
4.3 An analog of Lusztig quantum group for the q−Onsager
algebra at roots of unity
Let p be an positive integer. Consider the quantum group Uq(sl2) at root of unity
q = eipi/p, denote U q(sl2). It is sometimes referred as the ‘small quantum group’. The
generators are given by E,F and K±1 satisfying the standard defining relations of Uq(sl2).
KEK−1 = q2E, KFK−1 = q−2F, [E,F ] =
K −K−1
q − q−1 , (4.3.1)
with additional relations,
Ep = F p = 0, K2p = 1. (4.3.2)
It can be endowed with a Hopf algebra structure. The comultiplication is given by
∆(E) = 1⊗ E + E ⊗K, ∆(F ) = K−1 ⊗ F + F ⊗ 1, ∆(K) = K ⊗K. (4.3.3)
This associative algebra is finite-dimensional, namely dimU q(sl2) = 2p3.
In the literature, the so-called full or Lusztig quantum group has been introduced. For
q = eipi/p and for any integer p ≥ 2, it is generated by E, F , K±1 together with h such
that K = eαh (α is a scalar) and the so-called Lusztig’s divided powers f ∼ F p/[p]! and
e ∼ Ep/[p]!. The defining relations are given by (4.3.1),
[h, e] = e, [h, f ] = −f, [e, f ] = 2h
and the ‘mixed’ relations
[h,K] = 0, [E, e] = 0, [K, e] = 0, [F, f ] = 0, [K, f ] = 0,[
F, e
]
=
1
[p− 1]!K
p qK − q−1K−1
q − q−1 E
p−1, [E, f ] =
(−1)p+1
[p− 1]! F
p−1 qK − q−1K−1
q − q−1 ,[
h,E
]
=
1
2
EA, [h, F ] = −1
2
AF,
where
A =
p−1∑
s=1
(us(q
−s−1)− us(qs−1))K + qs−1us(qs−1)− q−s−1us(q−s−1)
(qs−1 − q−s−1)us(q−s−1)us(qs−1) us(K)es.
Here, the polynomials us(K) =
∏p−1
n=1, n 6=s(K − qs−1−2n), and es are central primitive
idempotents (see [FGST05])
The Lusztig quantum group can be endowed with a Hopf algebra structure. For in-
stance, the comultiplication is given by:
∆(E) = 1⊗ E + E ⊗K, ∆(F ) = K−1 ⊗ F + F ⊗ 1, ∆(K) = K ⊗K,
∆(e) = e⊗ 1 +Kp ⊗ e+ 1
[p− 1]!
p−1∑
r=1
qr(p−r)
[r]
KpEp−r ⊗ ErK−r,
∆(f) = f ⊗ 1 +Kp ⊗ f + (−1)
p
[p− 1]!
p−1∑
s=1
q−s(p−s)
[s]
Kp+sF s ⊗ F p−s.
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In Chapter 3, we have seen that the operatorsW0,W1,
[N ]
W0,
[N ]
W1 satisfy certain relations
at least for certain choices of the parameters k±. According to these results, it is thus
natural to consider the following problems:
Problem 1: Define an analog of the small quantum group for the q−Onsager algebra.
Classify irreducible finite dimensional representations.
Problem 2: Define an analog of the Lusztig quantum group for the q−Onsager algebra.
Classify irreducible finite dimensional representations.
Problem 3: What is the analog of the Hopf algebra structure?
Note that some results are already obtained in relation to Problem 1 and 2, although
not published yet.
Chapter 5
Appendices
5.1 APPENDIX A: Coefficients η(m)k,j , M
(r,p)
j , N
(r,p)
j
The coefficients that appear in eqs. (3.1.37), (3.1.38) are such that:
η
(3)
1,0 = [3]q, η
(3)
1,1 = −[3]q, η(3)1,2 = 1,
η
(4)
0,0 = 1, η
(4)
0,1 = q
2 + q−2, η(4)0,2 = −[3]q,
η
(4)
1,0 = (q
2 + q−2)[3]q, η
(4)
1,1 = −(q2 + q−2)[2]2q , η(4)1,2 = [3]q.
The recursion relations for η(m)k,j are such that:
η
(2n+2)
0,0 = 1,
η
(2n+2)
k,0 = [3]qη
(2n+1)
k,0 + η
(2n+1)
k,1 , 1 ≤ k ≤ n,
η
(2n+2)
0,1 = η
(2n+1)
1,0 − 1,
η
(2n+2)
k,1 = −[3]qη(2n+1)k,0 + η(2n+1)k+1,0 + η(2n+1)k,2 , 1 ≤ k ≤ n− 1,
η
(2n+2)
n,1 = −[3]qη(2n+1)n,0 + η(2n+1)n,2 ,
η
(2n+2)
0,2 = −η(2n+1)1,0 ,
η
(2n+2)
k,2 = η
(2n+1)
k,0 − η(2n+1)k+1,0 , 1 ≤ k ≤ n− 1,
η
(2n+2)
n,2 = η
(2n+1)
n,0 ,
and
η
(2n+3)
k,0 = [3]qη
(2n+2)
k−1,0 + η
(2n+2)
k−1,1 , 1 ≤ k ≤ n+ 1,
η
(2n+3)
k,1 = −[3]qη(2n+2)k−1,0 + η(2n+2)k,0 + η(2n+2)k−1,2 , 1 ≤ k ≤ n,
η
(2n+3)
n+1,1 = −[3]qη(2n+2)n,0 + η(2n+2)n,2 ,
η
(2n+3)
k,2 = η
(2n+2)
k−1,0 − η(2n+2)k,0 , 1 ≤ k ≤ n,
η
(2n+3)
n+1,2 = η
(2n+2)
n,0 .
The coefficients that appear in eqs. (3.1.33), (3.1.34) are such that:
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M
(r,0)
j = c
[r,0]
j − c[r,0]1 c[r,0]j−1, j = 2, 2r + 1,
M
(r,0)
2r+2 = −c[r,0]1 c[r,0]2r+1,
M
(r,p)
0 = c
[r,p]
0 , p = 1, r,
M
(r,p)
j = c
[r,p]
j − c[r,0]1 c[r,p]j−1, p = 1, r, j = 1, 2(r − p) + 1,
M
(r,p)
2(r−p)+2 = −c
[r,0]
1 c
[r,p]
2(r−p)+1, p = 1, r,
and
N
(r,0)
j = c
[r,0]
j − c[r,0]1 c[r,0]j−1 + (c[r,0]1
2 − c[r,0]2 )c[r,0]j−2, j = 3, 2r + 1,
N
(r,0)
2r+2 = −c[r,0]1 c[r,0]2r+1 + (c[r,0]1
2 − c[r,0]2 )c[r,0]2r ,
N
(r,0)
2r+3 = (c
[r,0]
1
2 − c[r,0]2 )c[r,0]2r+1,
N
(r,1)
0 = 0,
N
(r,1)
j = (c
[r,0]
1
2 − c[r,0]2 )c[r,1]j−2 − c[r,0]1 c[r,1]j−1 + c[r,1]j − c[r,1]0 c[r,0]j , j = 2, 2r − 1,
N
(r,1)
1 = −c[r,0]1 c[r,1]0 + c[r,1]1 − c[r,1]0 c[r,0]1 ,
N
(r,1)
2r = (c
[r,0]
1
2 − c[r,0]2 )c[r,1]2r−2 − c[r,0]1 c[r,1]2r−1 − c[r,1]0 c[r,0]2r ,
N
(r,1)
2r+1 = (c
[r,0]
1
2 − c[r,0]2 )c[r,1]2r−1 − c[r,1]0 c[r,0]2r+1,
N
(r,r+1)
j = −c[r,1]0 c[r,r]j , j = 0, 1.
For 2 ≤ p ≤ r,
N
(r,p)
j = (c
[r,0]
1
2 − c[r,0]2 )c[r,p]j−2 − c[r,0]1 c[r,p]j−1 + c[r,p]j − c[r,1]0 c[r,p−1]j , j = 2, 2(r − p) + 1,
N
(r,p)
0 = c
[r,p]
0 − c[r,1]0 c[r,p−1]0 ,
N
(r,p)
1 = −c[r,0]1 c[r,p]0 + c[r,p]1 − c[r,1]0 c[r,p−1]1 ,
N
(r,p)
2(r−p)+2 = (c
[r,0]
1
2 − c[r,0]2 )c[r,p]2(r−p) − c
[r,0]
1 c
[r,p]
2(r−p)+1 − c
[r,1]
0 c
[r,p−1]
2(r−p)+2,
N
(r,p)
2(r−p)+3 = (c
[r,0]
1
2 − c[r,0]2 )c[r,p]2(r−p)+1 − c
[r,1]
0 c
[r,p−1]
2(r−p)+3.
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5.2 APPENDIX B: A2r+2A∗r+1A, A2r+1A∗r+1A2, A2r+1A∗r+1
In addition to (3.1.39), the other monomials can be written as:
A2r+2A∗r+1A = −
r∑
i=1
M
(r,0)
2i+2A
2(r−i)A∗r(
i∑
k=0
2∑
j=0
ρi−k0 η
(2i+2)
k,j A
2−jA∗A2k+j+1)
+
r∑
i=1
M
(r,0)
2i+1A
2(r−i)+1A∗r(
i∑
k=1
2∑
j=0
ρi−k0 η
(2i+1)
k,j A
2−jA∗A2k+j + ρi0(AA
∗A−A∗A2))
−
r∑
p=1
(−ρ0)p(M (r,p)0 A2(r−p)+2A∗r+1A−M (r,p)1 A2(r−p)+1A∗rAA∗A+M (r,p)2 A2(r−p)A∗rA2A∗A)
−M (r,0)2 A2rA∗rA2A∗A−
r−1∑
p=1
(−ρ0)p
r−p∑
i=1
M
(r,p)
2i+2A
2(r−p−i)A∗r(
i∑
k=0
2∑
j=0
ρi−k0 η
(2i+2)
k,j A
2−jA∗A2k+j+1)
+
r−1∑
p=1
(−ρ0)p
r−p∑
i=1
M
(r,p)
2i+1A
2(r−p−i)+1A∗r(
i∑
k=1
2∑
j=0
ρi−k0 η
(2i+1)
k,j A
2−jA∗A2k+j + ρi0(AA
∗A−A∗A2)) ,
A2r+1A∗r+1A2 = c[r,0]1 A
2rA∗rAA∗A2 − c[r,0]2 A2r−1A∗rA2A∗A2
−
r−1∑
p=1
(−ρ0)p(c[r,p]0 A2(r−p)+1A∗r+1A2 − c[r,p]1 A2(r−p)A∗rAA∗A2 + c[r,p]2 A2(r−p)−1A∗rA2A∗A2)
− (−ρ0)r(c[r,r]0 AA∗r+1A2 − c[r,r]1 A∗rAA∗A2)
+
r∑
i=1
c
[r,0]
2i+1A
2(r−i)A∗r(
i∑
k=1
2∑
j=0
ρi−k0 η
(2i+1)
k,j A
2−jA∗A2k+1+j + ρi0(AA
∗A2 −A∗A3))
−
r−1∑
i=1
c
[r,0]
2i+2A
2(r−i)−1A∗r(
i∑
k=0
2∑
j=0
ρi−k0 η
(2i+2)
k,j A
2−jA∗A2k+j+2)
+
r−1∑
p=1
(−ρ0)p
r−p∑
i=1
c
[r,p]
2i+1A
2(r−p−i)A∗r(
i∑
k=1
2∑
j=0
ρi−k0 η
(2i+1)
k,j A
2−jA∗A2k+1+j + ρi0(AA
∗A2 −A∗A3))
−
r−2∑
p=1
(−ρ0)p
r−p−1∑
i=1
c
[r,p]
2i+2A
2(r−p−i)−1A∗r(
i∑
k=0
2∑
j=0
ρi−k0 η
(2i+2)
k,j A
2−jA∗A2k+j+2) ,
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A2r+1A∗r+1 = c[r,0]1 A
2rA∗rAA∗ − c[r,0]2 A2r−1A∗rA2A∗
+
r∑
k=1
c
[r,0]
2k+1A
2(r−k)A∗r(
k∑
i=1
2∑
j=0
µ
(2k+1)
i,j A
2−jA∗A2i−1+j + ρk(AA∗ −A∗A))
−
r−1∑
k=1
c
[r,0]
2k+2A
2(r−k)−1A∗r(
k∑
i=0
2∑
j=0
µ
(2k+2)
i,j A
2−jA∗A2i+j)
− ρr(c[r,r]0 AA∗r+1 − c[r,r]1 A∗rAA∗)
−
r−1∑
p=1
ρp(c
[r,p]
0 A
2(r−p)+1A∗r+1 − c[r,p]1 A2(r−p)A∗rAA∗ + c[r,p]2 A2(r−p)−1A∗rA2A∗)
+
r−1∑
p=1
ρp
r−p∑
k=1
c
[r,p]
2k+1A
2(r−p−k)A∗r(
k∑
i=1
2∑
j=0
µ
(2k+1)
i,j A
2−jA∗A2i−1+j + ρk(AA∗ −A∗A))
−
r−2∑
p=1
ρp
r−p−1∑
k=1
c
[r,p]
2k+2A
2(r−p−k)−1A∗r(
k∑
i=0
2∑
j=0
µ
(2k+2)
i,j A
2−jA∗A2i+j).
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5.3 APPENDIX C: Coefficients η(m)k,j , M
(r,p)
j
The initial values of η(m)k,j are given by:
η
(2)
0,0 = [2]q, η
(2)
0,1 = −1.
The recursion relations for η(m)k,j and M
(r,p)
j read:
η
(2n+1)
p,0 = [2]qη
(2n)
p,0 + η
(2n)
p,1 , p = 0, n− 1,
η
(2n+1)
n,0 = 1,
η
(2n+1)
p,1 = −η(2n)p,0 + η(2n)p−1,0, p = 1, n− 1,
η
(2n+1)
0,1 = −η(2n)0,0 ,
η
(2n+1)
n,1 = η
(2n)
n−1,0,
η
(2n+2)
p,0 = [2]qη
(2n+1)
p,0 + η
(2n+1)
p,1 , p = 0, n,
η
(2n+2)
p,1 = η
(2n+1)
p−1,0 − η(2n+1)p,0 , p = 1, n,
η
(2n+2)
0,1 = −η(2n+1)0,0 .
M
(2t,p)
0 = c
[2t,p]
0 ,
M
(2t,p)
2t+2−2p = −c[2t,0]1 c[2t,p]2t+1−2p,
M
(2t,p)
k = c
[2t,p]
k − c[2t,0]1 c[2t,p]k−1 , k = 1, 2t+ 1− 2p,
M
(2t+1,t+1)
0 = c
[2t+1,t+1]
0 ,
M
(2t+1,t+1)
1 = −c[2t+1,t+1]0 c[2t+1,0]1 ,
M
(2t+1,p)
k = −c[2t+1,0]1 c[2t+1,p]k−1 + c[2t+1,p]k , k = 1, 2t+ 2− 2p,
M
(2t+1,p)
0 = c
[2t+1,p]
0 ,
M
(2t+1,p)
2t+3−2p = −c[2t+1,0]1 c[2t+1,p]2t+2−2p.
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5.4 APPENDIX D: Algorithms for the q-Onsager algebra
# Compute the coefficients eta[m,k,j] of A^(2n+2)A* and A^(2n+3)A*
Funct := proc(n)
local i, k;
global eta, alpha, q;
# Input the initial values
alpha := q^2+1+1/q^2;
eta[3, 1, 0] := alpha;
eta[3, 1, 1] := -alpha;
eta[3, 1, 2] := 1;
eta[4, 1, 0] := alpha^2-alpha;
eta[4, 1, 1] := 1-alpha^2;
eta[4, 1, 2] := alpha;
eta[4, 0, 1] := alpha-1;
eta[4, 0, 0] := 1;
eta[4, 0, 2] := -alpha;
eta[5, 2, 0] := alpha^3-2*alpha^2+1;
eta[5, 2, 1] := -alpha^3+alpha^2+alpha;
eta[5, 2, 2] := alpha*(alpha-1); eta[5, 1, 0] := 2*alpha-1;
eta[5, 1, 1] := alpha^2-3*alpha;
eta[5, 1, 2] := -alpha^2+alpha+1;
for i from 2 to n do
eta[2*i+2, 0, 0] := 1;
for k from 1 to i do
eta[2*i+2, k, 0] := simplify(alpha*eta[2*i+1, k, 0]+eta[2*i+1, k, 1]);
end do;
eta[2*i+2, 0, 1] := simplify(eta[2*i+1, 1, 0]-1);
for k from 1 to i-1 do
eta[2*i+2, k, 1] := simplify(-alpha*eta[2*i+1, k, 0]
+eta[2*i+1, k+1, 0]+eta[2*i+1, k, 2]);
end do;
eta[2*i+2, i, 1] := simplify(-alpha*eta[2*i+1, i, 0]+eta[2*i+1, i, 2]);
eta[2*i+2, 0, 2] := simplify(-eta[2*i+1, 1, 0]);
for k from 1 to i-1 do
eta[2*i+2, k, 2] := simplify(eta[2*i+1, k, 0]-eta[2*i+1, k+1, 0]);
end do;
eta[2*i+2, i, 2] := simplify(eta[2*i+1, i, 0]);
for k from 1 to i+1 do
eta[2*i+3, k, 0] := simplify(alpha*eta[2*i+2, k-1, 0]+eta[2*i+2, k-1, 1]);
end do;
for k from 1 to i do
eta[2*i+3, k, 1] := simplify(-alpha*eta[2*i+2, k-1, 0]+eta[2*i+2, k, 0]
+eta[2*i+2, k-1, 2]);
end do;
eta[2*i+3, i+1, 1] := simplify(-alpha*eta[2*i+2, i, 0]+eta[2*i+2, i, 2]);
for k from 1 to i do
eta[2*i+3, k, 2] := simplify(eta[2*i+2, k-1, 0]-eta[2*i+2, k, 0]);
end do;
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eta[2*i+3, i+1, 2] := simplify(eta[2*i+2, i, 0])
end do;
end proc;
Result1 := proc (n)
local i, p, d, l, F, M, N, t, tam, ta1, ta2, ta3;
global A, c, alpha, rho, q;
# Input the initial values
alpha := q^2+1+1/q^2;
c[1, 0, 0] := 1;
c[1, 0, 3] := 1;
c[1, 0, 1] := alpha;
c[1, 0, 2] := alpha;
c[1, 1, 0] := -1;
c[1, 1, 1] := -1;
c[2, 0, 0] := 1;
c[2, 0, 5] := 1;
c[2, 0, 1] := expand(simplify(alpha^2-alpha-1));
c[2, 0, 4] := expand(simplify(alpha^2-alpha-1));
c[2, 0, 2] := expand(simplify(alpha^3-2*alpha^2+1));
c[2, 0, 3] := expand(simplify(alpha^3-2*alpha^2+1));
c[2, 1, 0] := expand(simplify(-alpha^2+2*alpha-2));
c[2, 1, 3] := expand(simplify(-alpha^2+2*alpha-2));
c[2, 1, 1] := expand(simplify(-alpha*(alpha^2-alpha-1)));
c[2, 1, 2] := expand(simplify(-alpha*(alpha^2-alpha-1)));
c[2, 2, 0] := expand(simplify((alpha-1)^2));
c[2, 2, 1] := expand(simplify((alpha-1)^2));
# Use the convention that the first factor A is denoted A[1],
# the second factor A^* is denoted A[2], and the third factor A is denoted A[3]
# Input the q-Dolan-Grady relations
if n = 0 then
F[1] := A[1]^3*A[2]-alpha*A[1]^2*A[2]*A[3]+alpha*A[1]*A[2]*A[3]^2-A[2]*A[3]^3
+rho*(-A[1]*A[2]+A[2]*A[3]) = 0
end if;
# Input the higher order q-Dolan-Grady relations for r = 2
if n = 1 then
F[2] := A[1]^5*A[2]^2-(alpha^2-alpha-1)*A[1]^4*A[2]^2*A[3]
+(alpha^3-2*alpha^2+1)*A[1]^3*A[2]^2*A[3]^2
-(alpha^3-2*alpha^2+1)*A[1]^2*A[2]^2*A[3]^3
+(alpha^2-alpha-1)*A[1]*A[2]^2*A[3]^4-A[2]^2*A[3]^5
+rho*(-(alpha^2-2*alpha+2)*A[1]^3*A[2]^2
+alpha*(alpha^2-alpha-1)*A[1]^2*A[2]^2*A[3]
-alpha*(alpha^2-alpha-1)*A[1]*A[2]^2*A[3]^2
+(alpha^2-2*alpha+2)*A[2]^2*A[3]^3)
+rho^2*((alpha-1)^2*A[1]*A[2]^2-(alpha-1)^2*A[2]^2*A[3]) = 0
end if;
if 1 < n then
# Compute M[n, p, j], p = 0,..., n; j= 2,..., 2n+2 if p=0,
# j = 0,..., 2(n-p)+2 if p = 1,...,n
for i from 2 to n do
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M[i, 0, 2*i+2] := simplify(-c[i, 0, 1]*c[i, 0, 2*i+1]);
for l from 2 to 2*i+1 do
M[i, 0, l] := simplify(c[i, 0, l]-c[i, 0, 1]*c[i, 0, l-1]);
end do;
for d to i do
M[i, d, 0] := c[i, d, 0];
for l to 2*i-2*d+1 do
M[i, d, l] := simplify(c[i, d, l]-c[i, 0, 1]*c[i, d, l-1]);
end do;
M[i, d, 2*i-2*d+2] := simplify(-c[i, 0, 1]*c[i, d, 2*i-2*d+1]);
end do;
Funct(i);
# Expand A^{2n+2}{A^*}^{r+1}A
t[2] := simplify(-(sum(M[i, 0, 2*h+2]*A[1]^(2*i-2*h)*A[2]^i
*(sum(sum(eta[2*h+2, k, j]*A[3]^(2-j)*A[4]*A[5]^(2*k+j+1),
j = 0 .. 1)+eta[2*h+2, k, 2]*A[2]*A[3]^(2*k+3),
k = 0 .. h)), h = 1 .. i))
+sum(M[i, 0, 2*h+1]*A[1]^(2*i-2*h+1)*A[2]^i*
(sum(eta[2*h+1, k, 2]*A[2]*A[3]^(2*k+2)
+sum(eta[2*h+1, k, j]*A[3]^(2-j)*A[4]*A[5]^(2*k+j),
j = 0 .. 1),k = 1 .. h)
+rho^h*(A[3]*A[4]*A[5]-A[2]*A[3]^2)), h = 1 .. i)
-M[i, 0, 2]*A[1]^(2*i)*A[2]^i*A[3]^2*A[4]*A[5]
-(sum(rho^p*(M[i, p, 0]*A[1]^(2*i-2*p+2)*A[2]^(i+1)*A[3]
+sum((-1)^j*M[i, p, j]*A[1]^(2*i-2*p+2-j)*A[2]^i*A[3]^j
*A[4]*A[5],j = 1 .. 2)), p = 1 .. i))
-(sum(rho^p*(sum(M[i, p, 2*h+2]*A[1]^(2*i-2*p-2*h)*A[2]^i
*(sum(sum(eta[2*h+2, k, j]*A[3]^(2-j)*A[4]
*A[5]^(2*k+j+1),j= 0 .. 1)
+eta[2*h+2, k, 2]*A[2]*A[3]^(2*k+3), k = 0 .. h)),
h = 1 .. i-p)), p = 1 .. i-1))
+sum(rho^p*(sum(M[i, p, 2*h+1]*A[1]^(2*i-2*p-2*h+1)*A[2]^i
*(sum(eta[2*h+1, k, 2]*A[2]*A[3]^(2*k+2)
+sum(eta[2*h+1, k, j]*A[3]^(2-j)*A[4]
*A[5]^(2*k+j),j = 0 .. 1), k = 1 .. h)
+rho^h*(A[3]*A[4]*A[5]-A[2]*A[3]^2)),
h = 1 .. i-p)), p = 1 .. i-1));
# Compute N[n, p, j], p = 0,...,n;
# j = 3,...,2n+2 if p =0
# j = 0,...,2(n-p)+3 if p = 1,...,n
N[i, 0, 2*i+2] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, 0, 2*i]
-c[i, 0, 1]*c[i, 0, 2*i+1]);
N[i, 0, 2*i+3] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, 0, 2*i+1]);
for l from 3 to 2*i+1 do
N[i, 0, l] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, 0, l-2]
-c[i, 0, 1]*c[i, 0, l-1]+c[i, 0, l]);
end do;
N[i, 1, 1] := simplify(-2*c[i, 0, 1]*c[i, 1, 0]+c[i, 1, 1]);
N[i, 1, 2*i] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, 1, 2*i-2]
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-c[i, 0, 1]*c[i, 1, 2*i-1]-c[i, 1, 0]*c[i, 0, 2*i]);
N[i, 1, 2*i+1] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, 1, 2*i-1]
-c[i, 1, 0]*c[i, 0, 2*i+1]);
N[i, 1, 0] := 0;
for l from 2 to 2*i-1 do
N[i, 1, l] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, 1, l-2]
-c[i, 0, 1]*c[i, 1, l-1]+c[i, 1, l]
-c[i, 1, 0]*c[i, 0, l]);
end do;
for d from 2 to i do
for l from 2 to 2*i-2*d+1 do
N[i, d, l] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, d, l-2]
-c[i, 0, 1]*c[i, d, l-1]+c[i, d, l]
-c[i, 1, 0]*c[i, d-1, l]);
end do;
N[i, d, 0] := simplify(c[i, d, 0]-c[i, 1, 0]*c[i, d-1, 0]);
N[i, d, 1] := simplify(-c[i, 0, 1]*c[i, d, 0]+c[i, d, 1]
-c[i, 1, 0]*c[i, d-1, 1]);
N[i, d, 2*i-2*d+2] := simplify((c[i, 0, 1]^2-c[i, 0, 2])
*c[i, d, 2*i-2*d]
-c[i, 0, 1]*c[i, d, 2*i-2*d+1]
-c[i, 1, 0]*c[i, d-1, 2*i-2*d+2]);
N[i, d, 2*i-2*d+3] := simplify((c[i, 0, 1]^2-c[i, 0, 2])
*c[i, d, 2*i-2*d+1]
-c[i, 1, 0]*c[i, d-1, 2*i-2*d+3]);
end do;
for l from 0 to 1 do
N[i, i+1, l] := simplify(-c[i, 1, 0]*c[i, i, l]);
end do;
# Expand A^{2n+3}{A^*}^{n+1}
t[1] := simplify(sum(N[i, 0, 2*h+1]*A[1]^(2*i+2-2*h)*A[2]^i
*(sum(eta[2*h+1, k, 2]*A[2]*A[3]^(2*k+1)
+sum(eta[2*h+1, k, j]*A[3]^(2-j)
*A[4]*A[5]^(2*k-1+j),
j = 0 .. 1), k = 1 .. h)
+rho^h*(A[3]*A[4]-A[2]*A[3])), h = 1 .. i+1)
-(sum(N[i, 0, 2*h+2]*A[1]^(2*i-2*h+1)*A[2]^i
*(sum(eta[2*h+2, k, 2]*A[2]*A[3]^(2*k+2)
+sum(eta[2*h+2, k, j]*A[3]^(2-j)*A[4]*A[5]^(2*k+j),
j = 0 .. 1), k = 0 .. h)), h = 1 .. i))
-(sum(rho^p*(N[i, p, 0]*A[1]^(2*i-2*p+3)*A[2]^(i+1)
-N[i, p, 1]*A[1]^(2*i-2*p+2)*A[2]^i*A[3]*A[4]
+N[i, p, 2]*A[1]^(2*i-2*p+1)*A[2]^i
*A[3]^2*A[4]), p = 1 .. i))
+sum(rho^p*(sum(N[i, p, 2*h+1]*A[1]^(2*i-2*p-2*h+2)*A[2]^i
*(sum(eta[2*h+1, k, 2]*A[2]*A[3]^(2*k+1)
+sum(eta[2*h+1, k, j]*A[3]^(2-j)
*A[4]*A[5]^(2*k-1+j),
j = 0 .. 1), k = 1 .. h)
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+rho^h*(A[3]*A[4]-A[2]*A[3])), h = 1 .. i-p+1)),
p = 1 .. i)
-(sum(rho^p*(sum(N[i, p, 2*h+2]*A[1]^(2*i-2*p-2*h+1)*A[2]^i
*(sum(eta[2*h+2, k, 2]*A[2]*A[3]^(2*k+2)
+sum(eta[2*h+2, k, j]*A[3]^(2-j)
*A[4]*A[5]^(2*k+j),j = 0 .. 1), k = 0 .. h)),
h = 1 .. i-p)), p = 1 .. i-1))
-rho^(i+1)*(N[i, i+1, 0]*A[1]*A[2]^(i+1)
-N[i, i+1, 1]*A[2]^i*A[3]*A[4]));
# Expand A^{2n+1}{A^*}^{n+1}A^2
t[3] := simplify(c[i, 0, 1]*A[1]^(2*i)*A[2]^i*A[3]*A[4]*A[5]^2
-c[i, 0, 2]*A[1]^(2*i-1)*A[2]^i*A[3]^2*A[4]*A[5]^2
-(sum(rho^p*(c[i, p, 0]*A[1]^(2*i-2*p+1)*A[2]^(i+1)*A[3]^2
-c[i, p, 1]*A[1]^(2*i-2*p)*A[2]^i*A[3]*A[4]*A[5]^2
+c[i, p, 2]*A[1]^(2*i-2*p-1)*A[2]^i*A[3]^2*A[4]*A[5]^2),
p = 1 .. i-1))
-rho^i*(c[i, i, 0]*A[1]*A[2]^(i+1)*A[3]^2
-c[i, i, 1]*A[2]^i*A[3]*A[4]*A[5]^2)
+sum(c[i, 0, 2*h+1]*A[1]^(2*i-2*h)*A[2]^i
*(sum(eta[2*h+1, k, 2]*A[2]*A[3]^(2*k+3)
+sum(eta[2*h+1, k, j]*A[3]^(2-j)*A[4]*A[5]^(2*k+j+1),
j = 0 .. 1), k = 1 .. h)
+rho^h*(A[3]*A[4]*A[5]^2-A[2]*A[3]^3)), h = 1 .. i)
-(sum(c[i, 0, 2*h+2]*A[1]^(2*i-2*h-1)*A[2]^i
*(sum(eta[2*h+2, k, 2]*A[2]*A[3]^(2*k+4)
+sum(eta[2*h+2, k, j]*A[3]^(2-j)*A[4]*A[5]^(2*k+j+2),
j = 0 .. 1), k = 0 .. h)), h = 1 .. i-1))
+sum(rho^p*(sum(c[i, p, 2*h+1]*A[1]^(2*i-2*p-2*h)*A[2]^i
*(sum(eta[2*h+1, k, 2]*A[2]*A[3]^(2*k+3)
+sum(eta[2*h+1, k, j]*A[3]^(2-j)*A[4]
*A[5]^(2*k+j+1),
j = 0 .. 1), k = 1 .. h)
+rho^h*(A[3]*A[4]*A[5]^2-A[2]*A[3]^3)),
h = 1 .. i-p)),p = 1 .. i-1));
# Expand A^{2n+1}{A^*}^{n+1}
t[4] := c[i, 0, 1]*A[1]^(2*i)*A[2]^i*A[3]*A[4]
-c[i, 0, 2]*A[1]^(2*i-1)*A[2]^i*A[3]^2*A[4]
+sum(c[i, 0, 2*k+1]*A[1]^(2*i-2*k)*A[2]^i*(sum(eta[2*k+1, h, 2]
*A[2]*A[3]^(2*h+1)
+sum(eta[2*k+1, h, j]*A[3]^(2-j)*A[4]*A[5]^(2*h-1+j),
j = 0 .. 1), h = 1 .. k)
+rho^k*(A[3]*A[4]-A[2]*A[3])), k = 1 .. i)
-(sum(c[i, 0, 2*k+2]*A[1]^(2*i-2*k-1)*A[2]^i
*(sum(eta[2*k+2, h, 2]*A[2]*A[3]^(2*h+2)
+sum(eta[2*k+2, h, j]*A[3]^(2-j)
*A[4]*A[5]^(2*h+j), j = 0 .. 1),
h = 0 .. k)), k = 1 .. i-1))
-rho^i*(c[i, i, 0]*A[1]*A[2]^(i+1)-c[i, i, 1]*A[2]^i*A[3]*A[4])
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-(sum(rho^p*(c[i, p, 0]*A[1]^(2*i-2*p+1)*A[2]^(i+1)
-c[i, p, 1]*A[1]^(2*i-2*p)*A[2]^i*A[3]*A[4]
+c[i, p, 2]*A[1]^(2*i-2*p-1)*A[2]^i*A[3]^2*A[4]),
p = 1 .. i-1))
+sum(rho^p*(sum(c[i, p, 2*k+1]*A[1]^(2*i-2*p-2*k)*A[2]^i
*(sum(eta[2*k+1, h, 2]*A[2]*A[3]^(2*h+1)
+sum(eta[2*k+1, h, j]*A[3]^(2-j)*A[4]*A[5]^(2*h-1+j),
j = 0 .. 1),h = 1 .. k)
+rho^k*(A[3]*A[4]-A[2]*A[3])),
k = 1 .. i-p)), p = 1 .. i-1);
if 2 < i then
t[4] := t[4]-(sum(rho^p*(sum(c[i, p, 2*k+2]
*A[1]^(2*i-2*p-2*k-1)*A[2]^i
*(sum(eta[2*k+2, h, 2]*A[2]*A[3]^(2*h+2)
+sum(eta[2*k+2, h, j]*A[3]^(2-j)*A[4]*A[5]^(2*h+j),
j = 0 .. 1),h = 0 .. k)),
k = 1 .. i-p-1)), p = 1 .. i-2));
t[3] := t[3]-(sum(rho^p*(sum(c[i, p, 2*h+2]*A[1]^(2*i-2*p-2*h-1)
*A[2]^i*(sum(eta[2*h+2, k, 2]*A[2]*A[3]^(2*k+4)
+sum(eta[2*h+2, k, j]*A[3]^(2-j)*A[4]*A[5]^(2*k+j+2),
j = 0 .. 1),k = 0 .. h)),
h = 1 .. i-p-1)), p = 1 .. i-2));
end if;
t[3] := simplify(t[3]);
t[4] := simplify(t[4]);
c[i+1, 0, 0] := 1;
c[i+1, 0, 1] := expand(simplify((q^(2*i+3)-q^(-2*i-3))/(q-1/q)));
c[i+1, 0, 2] := expand(simplify((q^(2*i+3)-q^(-2*i-3))*
(q^(2*i+2)-q^(-2*i-2))/((q-1/q)*(q^2-1/q^2))));
c[i+1, 1, 0] := expand(simplify(-c[i, 0, 1]^2+2*c[i, 0, 2]
-c[i, 0, 3]/c[i, 0, 1]-c[i, 1, 1]/c[i, 0, 1]
+2*c[i, 1, 0]));
# Compute the higher order q-Dolan-Grady relations F[i+1]
F[i+1] := expand(simplify(c[i+1, 0, 0]*t[1]-c[i+1, 0, 1]*t[2]
+c[i+1, 0, 2]*t[3]+rho*c[i+1, 1, 0]*t[4]));
# Rewrite F[i+1] in the distributed form of A[1], A[2], A[3] and rho
F[i+1] := collect(F[i+1], [A[1], A[2], A[3], rho], distributed);
# Extract the coefficient in A[1]and A[3] in the sum of
# all elements containing A[2]^{i+1} of F[i+1]
tam := coeff(F[i+1], A[2], i+1);
for l from 3 to 2*i+3 do
# Extract the coefficient in A[1] in the sum of
# all elements containing A[3]^l of tam
ta1[l] := coeff(tam, A[3], l);
# Extract the coefficient of A[1]^{2*i+3-l} in ta1
ta1[l] := coeff(ta1[l], A[1], 2*i+3-l);
# Define the coefficient c[i+1, 0, l]
c[i+1, 0, l] := ta1[l]*(-1)^(l+1);
end do;
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for l to 2*i+1 do
# Extract the coefficient in A[3] in the sum
# of all elements containing A[1]^{2*i+1-l}
ta2[l] := coeff(tam, A[3], l);
ta2[l] := coeff(ta2[l], A[1], 2*i+1-l);
# Define the coefficient c[i+1, 1, l]
c[i+1, 1, l] := ta2[l]*(-1)^(l+1)/rho;
end do;
for d from 2 to i+1 do
for l from 0 to 2*i-2*d+3 do
ta3[l] := coeff(tam, A[3], l);
ta3[l] := coeff(ta3[l], A[1], 2*i-2*d+3-l);
c[i+1, d, l] := ta3[l]*(-1)^(l+1)*rho^(-d);
end do
end do
end do
end if;
F[n+1]
end proc;
# Compute the coefficients c[n+1, p, j]
Result2 := proc (n)
local i, p, d, l, M, N;
global A, c, alpha, q;
# Input the innitial values
alpha := q^2+1+1/q^2;
c[1, 0, 0] := 1;
c[1, 0, 3] := 1;
c[1, 0, 1] := alpha;
c[1, 0, 2] := alpha;
c[1, 1, 0] := 1;
c[1, 1, 1] := 1;
c[2, 0, 0] := 1;
c[2, 0, 5] := 1;
c[2, 0, 1] := expand(simplify(alpha^2-alpha-1));
c[2, 0, 4] := expand(simplify(alpha^2-alpha-1));
c[2, 0, 2] := expand(simplify(alpha^3-2*alpha^2+1));
c[2, 0, 3] := expand(simplify(alpha^3-2*alpha^2+1));
c[2, 1, 0] := expand(simplify(alpha^2-2*alpha+2));
c[2, 1, 3] := expand(simplify(alpha^2-2*alpha+2));
c[2, 1, 1] := expand(simplify(alpha*(alpha^2-alpha-1)));
c[2, 1, 2] := expand(simplify(alpha*(alpha^2-alpha-1)));
c[2, 2, 0] := expand(simplify((alpha-1)^2));
c[2, 2, 1] := expand(simplify((alpha-1)^2));
if 1 < n then
for i from 2 to n do
# Compute M[n, p, j], p = 0,..., n; j= 2,..., 2n+2 if p=0,
# j = 0,..., 2(n-p)+2 if p = 1,...,n
M[i, 0, 2*i+2] := simplify(-c[i, 0, 1]*c[i, 0, 2*i+1]);
for l from 2 to 2*i+1 do
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M[i, 0, l] := simplify(c[i, 0, l]-c[i, 0, 1]*c[i, 0, l-1]);
end do;
for d from 1 to i do
M[i, d, 0] := c[i, d, 0];
for l from 1 to 2*i-2*d+1 do
M[i, d, l] := simplify(c[i, d, l]-c[i, 0, 1]*c[i, d, l-1]);
end do;
M[i, d, 2*i-2*d+2] := simplify(-c[i, 0, 1]*c[i, d, 2*i-2*d+1]);
end do;
Funct(i);
# Compute N[n, p, j], p = 0,...,n;
# j = 3,...,2n+2 if p =0
# j = 0,...,2(n-p)+3 if p = 1,...,n
N[i, 0, 2*i+2] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, 0, 2*i]
-c[i, 0, 1]*c[i, 0, 2*i+1]);
N[i, 0, 2*i+3] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, 0, 2*i+1]);
for l from 3 to 2*i+1 do
N[i, 0, l] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, 0, l-2]
-c[i, 0, 1]*c[i, 0, l-1]+c[i, 0, l]);
end do;
N[i, 1, 1] := simplify(-2*c[i, 0, 1]*c[i, 1, 0]+c[i, 1, 1]);
N[i, 1, 2*i] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, 1, 2*i-2]
-c[i, 0, 1]*c[i, 1, 2*i-1]
-c[i, 1, 0]*c[i, 0, 2*i]);
N[i, 1, 2*i+1] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, 1, 2*i-1]
-c[i, 1, 0]*c[i, 0, 2*i+1]);
N[i, 1, 0] := 0;
for l from 2 to 2*i-1 do
N[i, 1, l] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, 1, l-2]
-c[i, 0, 1]*c[i, 1, l-1]+c[i, 1, l]
-c[i, 1, 0]*c[i, 0, l]);
end do;
for d from 2 to i do
for l from 2 to 2*i-2*d+1 do
N[i, d, l] := simplify((c[i, 0, 1]^2-c[i, 0, 2])*c[i, d, l-2]
-c[i, 0, 1]*c[i, d, l-1]+c[i, d, l]
-c[i, 1, 0]*c[i, d-1, l]);
end do;
N[i, d, 0] := simplify(c[i, d, 0]-c[i, 1, 0]*c[i, d-1, 0]);
N[i, d, 1] := simplify(-c[i, 0, 1]*c[i, d, 0]+c[i, d, 1]
-c[i, 1, 0]*c[i, d-1, 1]);
N[i, d, 2*i-2*d+2] := simplify((c[i, 0, 1]^2-c[i, 0, 2])
*c[i, d, 2*i-2*d]
-c[i, 0, 1]*c[i, d, 2*i-2*d+1]
-c[i, 1, 0]*c[i, d-1, 2*i-2*d+2]);
N[i, d, 2*i-2*d+3] := simplify((c[i, 0, 1]^2-c[i, 0, 2])
*c[i, d, 2*i-2*d+1]
-c[i, 1, 0]*c[i, d-1, 2*i-2*d+3])
end do;
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for l from 0 to 1 do
N[i, i+1, l] := simplify(-c[i, 1, 0]*c[i, i, l]);
end do;
# Compute the coefficients c[n+1, p, j], p =0,...,n+1; j = 0,...,2n+3-2p.
c[i+1, 0, 0] := 1;
c[i+1, 0, 1] := expand(simplify((q^(2*i+3)-q^(-2*i-3))/(q-1/q)));
c[i+1, 0, 2] := expand(simplify((q^(2*i+3)-q^(-2*i-3))
*(q^(2*i+2)-q^(-2*i-2))/((q^2-1/q^2)*(q-1/q))));
c[i+1, 0, 3] := expand(simplify(N[i, 0, 3]*eta[3, 1, 2]));
c[i+1, 0, 4] := expand(simplify(N[i, 0, 4]*eta[4, 1, 2]
+c[i+1, 0, 1]*M[i, 0, 3]*eta[3, 1, 2]));
for l from 2 to i+1 do
c[i+1, 0, 2*l+1] := expand(simplify(N[i, 0, 2*l+1]*eta[2*l+1, l, 2]
+c[i+1, 0, 1]*M[i, 0, 2*l]*eta[2*l, l-1, 2]
+c[i+1, 0, 2]*c[i, 0, 2*l-1]*eta[2*l-1, l-1, 2]));
end do;
for l from 2 to i do
c[i+1, 0, 2*l+2] := expand(simplify(N[i, 0, 2*l+2]*eta[2*l+2, l, 2]
+c[i+1, 0, 1]*M[i, 0, 2*l+1]*eta[2*l+1, l, 2]
+c[i+1, 0, 2]*c[i, 0, 2*l]*eta[2*l, l-1, 2]));
end do;
c[i+1, 1, 0] := expand(simplify(c[i, 0, 1]^2-2*c[i, 0, 2]
+c[i, 0, 3]/c[i, 0, 1]
-c[i, 1, 1]/c[i, 0, 1]+2*c[i, 1, 0]));
c[i+1, i+1, 0] := expand(simplify(N[i, i+1, 0]+c[i+1, 1, 0]
*c[i, i, 0]));
for d from 2 to i do
c[i+1, d, 0] := expand(simplify(N[i, d, 0]+c[i+1, 1, 0]
*c[i, d-1, 0]));
end do;
c[i+1, 1, 1] := expand(simplify(N[i, 0, 3]+c[i+1, 0, 1]*M[i, 1, 0]));
c[i+1, 2, 1] := expand(simplify(-N[i, 0, 5]+N[i, 1, 3]
+c[i+1, 1, 0]*c[i, 0, 3]+c[i+1, 0, 1]*M[i, 2, 0]));
c[i+1, i+1, 1] := expand(simplify((-1)^i*(N[i, 0, 2*i+3]
+sum((-1)^p*N[i, p, 2*i-2*p+3], p = 1 .. i))
+(-1)^(i+1)*c[i+1, 1, 0]*(c[i, 0, 2*i+1]
+sum((-1)^p*c[i, p, 2*i-2*p+1], p = 1 .. i-1))));
if 2 < i then
for d from 3 to i do
c[i+1, d, 1] := expand(simplify((-1)^(d+1)*(N[i, 0, 2*d+1]
+sum((-1)^j*N[i, j, 2*d-2*j+1], j = 1 .. d-1))
+c[i+1, 0, 1]*M[i, d, 0]+(-1)^d
*c[i+1, 1, 0]*(c[i, 0, 2*d-1]
+sum((-1)^j*c[i, j, 2*d-2*j-1], j = 1 .. d-2))));
c[i+1, d, 2] := expand(simplify((-1)^d*(eta[2*d+2, 0, 2]
*N[i, 0, 2*d+2]
+sum((-1)^j*N[i, j, 2*d-2*j+2]*eta[2*d-2*j+2, 0, 2],
j = 1 .. d-1))
+(-1)^(d+1)*c[i+1, 0, 1]*(M[i, 0, 2*d+1]
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+sum((-1)^j*M[i, j, 2*d-2*j+1], j = 1 .. d-1))
+c[i+1, 0, 2]*c[i, d, 0]
+(-1)^(d+1)*c[i+1, 1, 0]*(c[i, 0, 2*d]*eta[2*d, 0, 2]
+sum((-1)^j*c[i, j, 2*d-2*j]*eta[2*d-2*j, 0, 2],
j = 1 .. d-2))));
end do;
for d from 2 to i-1 do
c[i+1, d, 4] := expand(simplify((-1)^d*(N[i, 0, 2*d+4]
*eta[2*d+4, 1, 2]
+sum((-1)^j*N[i, j, 2*d-2*j+4]*eta[2*d-2*j+4, 1, 2], j = 1 .. d))
+(-1)^d*c[i+1, 0, 2]*(c[i, 0, 2*d+2]*eta[2*d+2, 0, 2]
+sum((-1)^j*c[i, j, 2*d-2*j+2]*eta[2*d-2*j+2, 0, 2], j = 1 .. d-1))
+(-1)^d*c[i+1, 0, 1]*(M[i, 0, 2*d+3]*eta[2*d+3, 1, 2]
+sum((-1)^j*M[i, j, 2*d-2*j+3]*eta[2*d-2*j+3, 1, 2], j = 1 .. d))
+(-1)^(d+1)*c[i+1, 1, 0]*(c[i, 0, 2*d+2]*eta[2*d+2, 1, 2]
+sum((-1)^j*c[i, j, 2*d-2*j+2]*eta[2*d-2*j+2, 1, 2], j = 1 .. d-1))));
end do;
for d from 3 to i do
for l to d-2 do
c[i+1, d-l, 2*l+3] := expand(simplify((-1)^(d+l)
*(N[i, 0, 2*d+3]*eta[2*d+3, l+1, 2]
+sum((-1)^j*N[i, j, 2*d-2*j+3]*eta[2*d-2*j+3, l+1, 2],
j = 1 .. d-l))
+(-1)^(d+l)*c[i+1, 0, 2]*(c[i, 0, 2*d+1]*eta[2*d+1, l, 2]
+sum((-1)^j*c[i, j, 2*d-2*j+1]*eta[2*d-2*j+1, l, 2],
j = 1 .. d-l))
+(-1)^(d+l)*c[i+1, 0, 1]*(eta[2*d+2, l, 2]*M[i, 0, 2*d+2]
+sum((-1)^j*M[i, j, 2*d-2*j+2]*eta[2*d-2*j+2, l, 2],
j = 1 .. d-l))
+(-1)^(d+l+1)*c[i+1, 1, 0]*(c[i, 0, 2*d+1]*eta[2*d+1, l+1, 2]
+sum((-1)^j*c[i, j, 2*d-2*j+1]*eta[2*d-2*j+1, l+1, 2],
j = 1 .. d-l-1))));
end do
end do;
for l from 3 to i do
c[i+1, 1, 2*l] := expand(simplify(c[i+1, 1, 0]
*c[i, 0, 2*l]*eta[2*l, l-1, 2]
-N[i, 0, 2*l+2]*eta[2*l+2, l-1, 2]
+N[i, 1, 2*l]*eta[2*l, l-1, 2]
-c[i+1, 0, 1]*(M[i, 0, 2*l+1]*eta[2*l+1, l-1, 2]
-M[i, 1, 2*l-1]*eta[2*l-1, l-1, 2])
-c[i+1, 0, 2]*(c[i, 0, 2*l]*eta[2*l, l-2, 2]
-c[i, 1, 2*l-2]*eta[2*l-2, l-2, 2])));
end do
end if;
for d from 2 to i do
c[i+1, d, 3] := expand(simplify((-1)^d*c[i+1, 0, 1]
*(eta[2*d+2, 0, 2]*M[i, 0, 2*d+2]
+sum((-1)^j*M[i, j, 2*d-2*j+2]*eta[2*d-2*j+2, 0, 2],
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j = 1 .. d-1))
+(-1)^(d+1)*c[i+1, 0, 2]*(c[i, 0, 2*d+1]
+sum((-1)^j*c[i, j, 2*d-2*j+1], j = 1 .. d-1))
+(-1)^d*(N[i, 0, 2*d+3]*eta[2*d+3, 1, 2]
+sum((-1)^j*N[i, j, 2*d-2*j+3]*eta[2*d-2*j+3, 1, 2],
j = 1 .. d))
+(-1)^(d+1)*c[i+1, 1, 0]*(c[i, 0, 2*d+1]*eta[2*d+1, 1, 2]
+sum((-1)^j*c[i, j, 2*d-2*j+1]*eta[2*d-2*j+1, 1, 2],
j = 1 .. d-1))));
end do;
for l from 2 to i do
c[i+1, 1, 2*l+1] := expand(simplify(-N[i, 0, 2*l+3]*eta[2*l+3, l, 2]
+N[i, 1, 2*l+1]*eta[2*l+1, l, 2]
-c[i+1, 0, 2]*(c[i, 0, 2*l+1]*eta[2*l+1, l-1, 2]
-c[i, 1, 2*l-1]*eta[2*l-1, l-1, 2])
-c[i+1, 0, 1]*(eta[2*l+2, l-1, 2]*M[i, 0, 2*l+2]
-M[i, 1, 2*l]*eta[2*l, l-1, 2])
+c[i+1, 1, 0]*c[i, 0, 2*l+1]*eta[2*l+1, l, 2]));
end do;
if 3 < i then
for d from 4 to i do
for l from 2 to d-2 do
c[i+1, d-l, 2*l+2] := expand(simplify((-1)^(d+l)*(N[i, 0, 2*d+2]
*eta[2*d+2, l, 2]
+sum((-1)^j*N[i, j, 2*d-2*j+2]*eta[2*d-2*j+2, l, 2],
j = 1 .. d-l))
+(-1)^(d+l)*c[i+1, 0, 1]*(M[i, 0, 2*d+1]*eta[2*d+1, l, 2]
+sum((-1)^j*M[i, j, 2*d-2*j+1]*eta[2*d-2*j+1, l, 2],
j = 1 .. d-l))
+(-1)^(d+l)*c[i+1, 0, 2]*(c[i, 0, 2*d]*eta[2*d, l-1, 2]
+sum((-1)^j*c[i, j, 2*d-2*j]*eta[2*d-2*j, l-1, 2],
j = 1 .. d-l))
+(-1)^(d+l+1)*c[i+1, 1, 0]*(c[i, 0, 2*d]*eta[2*d, l, 2]
+sum((-1)^j*c[i, j, 2*d-2*j]*eta[2*d-2*j, l, 2],
j = 1 .. d-l-1))));
end do
end do
end if;
c[i+1, 1, 4] := expand(simplify(-N[i, 0, 6]*eta[6, 1, 2]
+N[i, 1, 4]*eta[4, 1, 2]
-eta[4, 0, 2]*c[i, 0, 4]*c[i+1, 0, 2]-c[i+1, 0, 1]
*(M[i, 0, 5]*eta[5, 1, 2]
-M[i, 1, 3]*eta[3, 1, 2])+c[i+1, 1, 0]*c[i, 0, 4]
*eta[4, 1, 2]));
c[i+1, 1, 3] := expand(simplify(-c[i+1, 0, 1]*eta[4, 0, 2]*M[i, 0, 4]
+c[i+1, 1, 0]*c[i, 0, 3]*eta[3, 1, 2]
+c[i+1, 0, 2]*c[i, 0, 3]
-N[i, 0, 5]*eta[5, 1, 2]+N[i, 1, 3]*eta[3, 1, 2]));
c[i+1, 1, 2] := expand(simplify(-eta[4, 0, 2]*N[i, 0, 4]
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+c[i+1, 0, 1]*M[i, 0, 3]
+c[i+1, 0, 2]*c[i, 1, 0]));
c[i+1, 2, 2] := -expand(simplify(-eta[6, 0, 2]*N[i, 0, 6]
+N[i, 1, 4]*eta[4, 0, 2]
-c[i+1, 0, 1]*(-M[i, 0, 5]+M[i, 1, 3])
-c[i+1, 0, 2]*c[i, 2, 0]
+c[i+1, 1, 0]*c[i, 0, 4]*eta[4, 0, 2]));
end do
end if;
# Display the coefficients c[n+1, p, j] = coef[n+1, p, j]
for d from 0 to n+1 do
for l from 0 to 2*n+3-2*d do
print(coef[n+1, d, l], "=", c[n+1, d, l]);
end do
end do
end proc;
The coefficients c[n+1, p, j] which are obtained from the two programming Result1 and
Result2 completely coincide together.
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5.5 APPENDIX E: Algorithms for the generalized
q-Onsager algebra
# Compute the coefficients eta[m,k,j] of A^{2n+1}A^* and A^{2n+2}A^*
Funct := proc (n)
local p, i, j;
global eta;
# Input the initial values
eta[2, 0, 0] := q+1/q;
eta[2, 0, 1] := -1;
for i to n do
for p from 0 to i-1 do
eta[2*i+1, p, 0] := expand(simplify(eta[2*i, p, 0]*(q+1/q)
+eta[2*i, p, 1]));
end do;
eta[2*i+1, i, 0] := 1;
for p to i-1 do
eta[2*i+1, p, 1] := expand(simplify(-eta[2*i, p, 0]
+eta[2*i, p-1, 0]));
end do;
eta[2*i+1, 0, 1] := expand(simplify(-eta[2*i, 0, 0]));
eta[2*i+1, i, 1] := expand(simplify(eta[2*i, i-1, 0]));
for p from 0 to i do
eta[2*i+2, p, 0] := expand(simplify(eta[2*i+1, p, 0]*(q+1/q)
+eta[2*i+1, p, 1]));
end do;
for p to i do
eta[2*i+2, p, 1] := expand(simplify(eta[2*i+1, p-1, 0]
-eta[2*i+1, p, 0]));
end do;
eta[2*i+2, 0, 1] := expand(simplify(-eta[2*i+1, 0, 0]))
end do
end proc;
# Compute A^{r+2}{A^*}^{r+1}-c[r+1,0,1]A^{r+1}{A^*}^{r+1}A
# and output the higher order relations of the generalized q-Onsager algebra
Result1 := proc (r)
local k, i, t, p, F, f, tam, ta2, ta1, B;
global M, c, A, eta;
# Input the initial values
c[1, 0, 0] := 1;
c[1, 0, 1] := q+1/q;
c[1, 0, 2] := 1;
c[1, 1, 0] := 1;
c[2, 0, 0] := 1;
c[2, 0, 1] := q^2+1+1/q^2;
c[2, 0, 2] := q^2+1+1/q^2;
c[2, 0, 3] := 1;
c[2, 1, 0] := q^2+2+1/q^2;
c[2, 1, 1] := q^2+2+1/q^2;
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c[3, 0, 0] := 1;
c[3, 0, 1] := expand((q^4-1/q^4)/(q-1/q));
c[3, 0, 2] := expand((q^2+1/q^2)*(q^2+1+1/q^2));
c[3, 0, 3] := expand((q^4-1/q^4)/(q-1/q));
c[3, 0, 4] := 1;
c[3, 1, 0] := q^4+2*q^2+4+2/q^2+1/q^4;
c[3, 1, 1] := expand((q+1/q)*(q^2+1/q^2+3)*(q^2+1/q^2));
c[3, 1, 2] := q^4+2*q^2+4+2/q^2+1/q^4;
c[3, 2, 0] := expand(q^2+1+1/q^2);
if r = 0 then
F[1] := A[1]^2*A[2]-(q+1/q)*A[1]*A[2]*A[3]+A[2]*A[3]^2-rho*A[2] = 0
end if;
if r = 1 then
F[2] := A[1]^3*A[2]^2-(q^2+1+1/q^2)*A[1]^2*A[2]^2*A[3]
+(q^2+1+1/q^2)*A[1]*A[2]^2*A[3]^2
-A[2]^2*A[3]^3-rho*(q^2+2+1/q^2)*A[1]*A[2]^2
+rho*(q^2+2+1/q^2)*A[2]^2*A[3] = 0
end if;
if 1 < r then
for i from 2 to r do
t := trunc((1/2)*i);
# Compute the coefficients M[r,p,j]
for k from 2 to i+1 do
M[i, 0, k] := -c[i, 0, 1]*c[i, 0, k-1]+c[i, 0, k];
end do;
M[i, 0, i+2] := -c[i, 0, 1]*c[i, 0, i+1];
if i = 2*t then
for p to t do
for k to i-2*p+1 do
M[i, p, k] := -c[i, 0, 1]*c[i, p, k-1]+c[i, p, k];
end do;
M[i, p, 0] := c[i, p, 0];
M[i, p, i+2-2*p] := -c[i, 0, 1]*c[i, p, i-2*p+1];
end do
else
for p to t do
M[i, p, 0] := c[i, p, 0];
M[i, p, i+2-2*p] := -c[i, 0, 1]*c[i, p, i-2*p+1];
for k to i-2*p+1 do
M[i, p, k] := -c[i, 0, 1]*c[i, p, k-1]+c[i, p, k];
end do
end do;
M[i, t+1, 0] := c[i, t+1, 0];
M[i, t+1, 1] := -c[i, t+1, 0]*c[i, 0, 1];
end if;
Funct(i);
if i = 2*t then
# Expand A^{2r+2}{A^*}^{r+1}A
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f[1] := simplify(-(sum(M[2*t, 0, 2*h]*A[1]^(2*t+2-2*h)*A[2]^(2*t)
*(rho^h*A[2]+sum(rho^l*(eta[2*h, l, 0]
*A[3]*A[4]*A[5]^(2*h-1-2*l)
+eta[2*h, l, 1]*A[2]*A[3]^(2*h-2*l)),
l = 0 .. h-1)), h = 1 .. t+1))
+sum(M[2*t, 0, 2*h+1]*A[1]^(2*t+1-2*h)*A[2]^(2*t)
*(sum(rho^l*(eta[2*h+1, l, 0]*A[3]*A[4]*A[5]^(2*h-2*l)
+eta[2*h+1, l, 1]*A[2]*A[3]^(2*h-2*l+1)),
l = 0 .. h)), h = 1 .. t)
-(sum(rho^d*((-1)^d*M[2*t, d, 0]*A[1]^(2*t+2-2*d)
*A[2]^(2*t+1)+(-1)^(d+1)
*M[2*t, d, 1]*A[1]^(2*t+1-2*d)*A[2]^(2*t)*A[3]*A[4]),
d = 1 .. t))
-(sum(rho^d*(sum((-1)^d*M[2*t, d, 2*h]
*A[1]^(2*t+2-2*d-2*h)*A[2]^(2*t)
*(rho^h*A[2]+sum(rho^l*(eta[2*h, l, 0]
*A[3]*A[4]*A[5]^(2*h-1-2*l)
+eta[2*h, l, 1]*A[2]*A[3]^(2*h-2*l)),
l = 0 .. h-1)), h = 1 .. t+1-d)), d = 1 .. t))
-(sum(rho^d*(sum((-1)^(d+1)*M[2*t, d, 2*h+1]
*A[1]^(2*t+1-2*d-2*h)
*A[2]^(2*t)*(sum(rho^l*(eta[2*h+1, l, 0]
*A[3]*A[4]*A[5]^(2*h-2*l)
+eta[2*h+1, l, 1]*A[2]*A[3]^(2*h-2*l+1)),
l = 0 .. h)), h = 1 .. t-d)), d = 1 .. t)));
# Expand A^{2r+1}{A^*}^{r+1}A^2
f[2] := simplify(c[2*t, 0, 1]*A[1]^(2*t)*A[2]^(2*t)*A[3]*A[4]*A[5]
-(sum(c[2*t, 0, 2*h]*A[1]^(2*t+1-2*h)*A[2]^(2*t)
*(rho^h*A[2]*A[3]
+sum(rho^l*(eta[2*h, l, 0]*A[3]*A[4]*A[5]^(2*h-2*l)
+eta[2*h, l, 1]*A[2]*A[3]^(2*h-2*l+1)),
l = 0 .. h-1)), h = 1 .. t))
+sum(c[2*t, 0, 2*h+1]*A[1]^(2*t-2*h)*A[2]^(2*t)
*(sum(rho^l*(eta[2*h+1, l, 0]*A[3]*A[4]*A[5]^(2*h-2*l+1)
+eta[2*h+1, l, 1]*A[2]*A[3]^(2*h-2*l+2)),
l = 0 .. h)), h = 1 .. t)
-(sum(rho^d*((-1)^d*c[2*t, d, 0]*A[1]^(2*t+1-2*d)
*A[2]^(2*t+1)*A[3]+(-1)^(d+1)
*c[2*t, d, 1]*A[1]^(2*t-2*d)*A[2]^(2*t)
*A[3]*A[4]*A[5]), d = 1 .. t)));
if 2 <= t then
f[2] := simplify(f[2]-(sum(rho^d*(sum((-1)^d*c[2*t, d, 2*h]
*A[1]^(2*t+1-2*d-2*h)*A[2]^(2*t)*(rho^h*A[2]*A[3]
+sum(rho^l*(eta[2*h, l, 0]*A[3]
*A[4]*A[5]^(2*h-2*l)
+eta[2*h, l, 1]*A[2]*A[3]^(2*h-2*l+1)),
l = 0 .. h-1)),
h = 1 .. t-d)), d = 1 .. t-1))
-(sum(rho^d*(sum((-1)^(d+1)*c[2*t, d, 2*h+1]
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*A[1]^(2*t-2*d-2*h)
*A[2]^(2*t)*(sum(rho^l*(eta[2*h+1, l, 0]
*A[3]*A[4]*A[5]^(2*h-2*l+1)
+eta[2*h+1, l, 1]*A[2]*A[3]^(2*h-2*l+2)),
l = 0 .. h)),h = 1 .. t-d)), d = 1 .. t-1)));
end if
else
f[1] := simplify(-(sum(M[2*t+1, 0, 2*h]*A[1]^(2*t+3-2*h)
*A[2]^(2*t+1)*(rho^h*A[2]
+sum(rho^l*(eta[2*h, l, 0]*A[3]*A[4]*A[5]^(2*h-1-2*l)
+eta[2*h, l, 1]*A[2]*A[3]^(2*h-2*l)),
l = 0 .. h-1)),h = 1 .. t+1))
+sum(M[2*t+1, 0, 2*h+1]*A[1]^(2*t+2-2*h)*A[2]^(2*t+1)
*(sum(rho^l*(eta[2*h+1, l, 0]*A[3]*A[4]*A[5]^(2*h-2*l)
+eta[2*h+1, l, 1]*A[2]*A[3]^(2*h-2*l+1)),
l = 0 .. h)), h = 1 .. t+1)
-(sum(rho^d*((-1)^d*M[2*t+1, d, 0]*A[1]^(2*t+3-2*d)
*A[2]^(2*t+2)
+(-1)^(d+1)*M[2*t+1, d, 1]*A[1]^(2*t+2-2*d)
*A[2]^(2*t+1)*A[3]*A[4]), d = 1 .. t+1))
-(sum(rho^d*(sum((-1)^d*M[2*t+1, d, 2*h]
*A[1]^(2*t+3-2*d-2*h)
*A[2]^(2*t+1)*(rho^h*A[2]
+sum(rho^l*(eta[2*h, l, 0]*A[3]*A[4]
*A[5]^(2*h-1-2*l)+eta[2*h, l, 1]*A[2]*A[3]^(2*h-2*l)),
l = 0 .. h-1)), h = 1 .. t+1-d)), d = 1 .. t))
-(sum(rho^d*(sum((-1)^(d+1)*M[2*t+1, d, 2*h+1]
*A[1]^(2*t+2-2*d-2*h)
*A[2]^(2*t+1)*(sum(rho^l*(eta[2*h+1, l, 0]
*A[3]*A[4]*A[5]^(2*h-2*l)
+eta[2*h+1, l, 1]*A[2]*A[3]^(2*h-2*l+1)),
l = 0 .. h)), h = 1 .. t+1-d)), d = 1 .. t)));
f[2] := simplify(c[2*t+1, 0, 1]*A[1]^(2*t+1)*A[2]^(2*t+1)*A[3]*A[4]*A[5]
-(sum(c[2*t+1, 0, 2*h]*A[1]^(2*t+2-2*h)
*A[2]^(2*t+1)*(rho^h*A[2]*A[3]
+sum(rho^l*(eta[2*h, l, 0]*A[3]*A[4]*A[5]^(2*h-2*l)
+eta[2*h, l, 1]*A[2]*A[3]^(2*h-2*l+1)),
l = 0 .. h-1)), h = 1 .. t+1))
+sum(c[2*t+1, 0, 2*h+1]*A[1]^(2*t+1-2*h)*A[2]^(2*t+1)
*(sum(rho^l*(eta[2*h+1, l, 0]*A[3]*A[4]
*A[5]^(2*h-2*l+1)+eta[2*h+1, l, 1]
*A[2]*A[3]^(2*h-2*l+2)), l = 0 .. h)), h = 1 .. t)
-rho^(t+1)*(-1)^(t+1)*c[2*t+1, t+1, 0]*A[2]^(2*t+2)*A[3]
-(sum(rho^d*((-1)^(d+1)*c[2*t+1, d, 1]*A[1]^(2*t+1-2*d)
*A[2]^(2*t+1)*A[3]*A[4]*A[5]+(-1)^d*c[2*t+1, d, 0]
*A[1]^(2*t+2-2*d)*A[2]^(2*t+2)*A[3]), d = 1 .. t))
-(sum(rho^d*(sum((-1)^d*c[2*t+1, d, 2*h]
*A[1]^(2*t+2-2*d-2*h)*A[2]^(2*t+1)
*(rho^h*A[2]*A[3]+sum(rho^l*(eta[2*h, l, 0]
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*A[3]*A[4]*A[5]^(2*h-2*l)
+eta[2*h, l, 1]*A[2]*A[3]^(2*h-2*l+1)),
l = 0 .. h-1)), h = 1 .. t+1-d)), d = 1 .. t))
-(sum(rho^d*(sum((-1)^(d+1)*c[2*t+1, d, 2*h+1]
*A[1]^(2*t+1-2*d-2*h)*A[2]^(2*t+1)
*(sum(rho^l*(eta[2*h+1, l, 0]*A[3]*A[4]*A[5]^(2*h-2*l+1)
+eta[2*h+1, l, 1]*A[2]*A[3]^(2*h-2*l+2)),
l = 0 .. h)), h = 1 .. t-d)), d = 1 .. t)));
end if;
c[i+1, 0, 0] := 1;
c[i+1, 0, 1] := expand(simplify((q^(i+2)-q^(-i-2))/(q-1/q)));
# Compute A^{i+2}{A^*}^{i+1}-c[i+1,0,1]*A^{i+1}{A^*}^{i+1}A
B[i+1] := expand(simplify(f[1]-c[i+1, 0, 1]*f[2]));
# Rewrite B[i+1] in the distributed form of A[1], A[2], A[3] and rho
B[i+1] := collect(B[i+1], [A[1], A[2], A[3], rho], distributed);
# Extract the coefficient in A[1] and A[3] in the sum
# of all elements containing A[2]^{i+1} of B[i+1]
tam := coeff(B[i+1], A[2], i+1);
for k from 2 to i+2 do
# Extract the coefficient in A[1] in the sum
# of all elements containing A[3]^k of tam
ta1[k] := coeff(tam, A[3], k);
# Extract the coefficient of A[1]^{i+2-k} in ta1[k]
ta1[k] := coeff(ta1[k], A[1], i+2-k);
# Extract the coefficient c[i+1, 0, k] of
(-1)^{k+l}A[1]^{i+2-k}A[2]^{i+1}A[3]^k
c[i+1, 0, k] := ta1[k]*(-1)^(k+1);
end do;
for p to trunc((1/2)*i+1) do
for k from 0 to i+2-2*p do
# Extract the coefficient in A[1] in the sum
# of all elements containing A[3]^k of tam
ta2[k] := coeff(tam, A[3], k);
# Extract the coefficient of A[1]^{i+2-2*p-k} in ta2k
ta2[k] := coeff(ta2[k], A[1], i+2-2*p-k);
# Extract the coefficient c[i+1,p,k]
# of (-1)^{k+p+1}*rho^{p}A[1]^{i+2-2*p-k}A[2]^{i+1}A[3]^k
c[i+1, p, k] := ta2[k]*rho^(-p)*(-1)^(k+p+1);
end do
end do;
# Compute the higher order relations of
# the generalized q-Onsager algebra for r = i+1
F[i+1] := A[1]^(i+2)*A[2]^(i+1)
-c[i+1, 0, 1]*A[1]^(i+1)*A[2]^(i+1)*A[3]-B[i+1] =0
end do
end if;
# Output the higher order relations of the
# generalized q-Onsager algebra for r+1
F[r+1];
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end proc;
# Print the coefficients c[r+1, p, k] of the higher
# order relations of the generalized q-Onsager algebra
pri := proc (r)
local p, k, coef;
global c;
for p from 0 to trunc((1/2)*r+1) do
for k from 0 to r+2-2*p do
print(coef[r+1, p, k], "=", c[r+1, p, k])
end do
end do
end proc;
# Compute the coefficients c[n+1,p,j] by recursion relations
Result2 := proc (n)
local p, i, j, k, t, coef;
global eta, c, M;
# Input the initial values
c[1, 0, 0] := 1;
c[1, 0, 1] := q+1/q;
c[1, 0, 2] := 1;
c[1, 1, 0] := 1;
c[2, 0, 0] := 1;
c[2, 0, 1] := q^2+1+1/q^2;
c[2, 0, 2] := q^2+1+1/q^2;
c[2, 0, 3] := 1;
c[2, 1, 0] := q^2+2+1/q^2;
c[2, 1, 1] := q^2+2+1/q^2;
c[3, 0, 0] := 1;
c[3, 0, 1] := expand((q^4-1/q^4)/(q-1/q));
c[3, 0, 2] := expand((q^2+1/q^2)*(q^2+1+1/q^2));
c[3, 0, 3] := expand((q^4-1/q^4)/(q-1/q));
c[3, 0, 4] := 1;
c[3, 1, 0] := q^4+2*q^2+4+2/q^2+1/q^4;
c[3, 1, 1] := expand((q+1/q)*(q^2+1/q^2+3)*(q^2+1/q^2));
c[3, 1, 2] := q^4+2*q^2+4+2/q^2+1/q^4;
c[3, 2, 0] := expand(q^2+1+1/q^2);
Function(n);
if 1 < n then
for i from 2 to n do
t := trunc((1/2)*i);
# Compute the coefficients M[r, p, j] of the expansion
# of A^{r+2}{A^*}^{r+1}
for k from 2 to i+1 do
M[i, 0, k] := -c[i, 0, 1]*c[i, 0, k-1]+c[i, 0, k];
end do;
M[i, 0, i+2] := -c[i, 0, 1]*c[i, 0, i+1];
if i = 2*t then
for p to t do
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for k to i-2*p+1 do
M[i, p, k] := -c[i, 0, 1]*c[i, p, k-1]+c[i, p, k];
end do;
M[i, p, 0] := c[i, p, 0];
M[i, p, i+2-2*p] := -c[i, 0, 1]*c[i, p, i-2*p+1];
end do
else
for p to t do
M[i, p, 0] := c[i, p, 0];
M[i, p, i+2-2*p] := -c[i, 0, 1]*c[i, p, i-2*p+1];
for k to i-2*p+1 do
M[i, p, k] := -c[i, 0, 1]*c[i, p, k-1]+c[i, p, k];
end do
end do;
M[i, t+1, 0] := c[i, t+1, 0];
M[i, t+1, 1] := -c[i, t+1, 0]*c[i, 0, 1]
end if;
# Compute the coefficients c[i+1, p, j]
c[i+1, 0, 0] := 1;
c[i+1, 0, 1] := expand(simplify((q^(i+2)-q^(-i-2))/(q-1/q)));
if i = 2*t then
c[i+1, 0, 2] := expand(simplify(M[i, 0, 2]*eta[2, 0, 1]));
for k from 2 to t+1 do
c[i+1, 0, 2*k] := expand(simplify(M[i, 0, 2*k]*eta[2*k, 0, 1]
+c[i+1, 0, 1]*c[i, 0, 2*k-1]*eta[2*k-1, 0, 1]));
end do;
for k to t do
c[i+1, 0, 2*k+1] := expand(simplify(M[i, 0, 2*k+1]*eta[2*k+1, 0, 1]
+c[i+1, 0, 1]*c[i, 0, 2*k]*eta[2*k, 0, 1]));
end do;
c[i+1, t+1, 0] := expand(simplify((-1)^t*(-M[i, 0, i+2]
-(sum((-1)^l*M[i, l, i+2-2*l], l = 1 .. t)))));
c[i+1, 1, 0] := expand(simplify(-M[i, 0, 2]+M[i, 1, 0]));
if 2 <= t then
for k from 2 to t do
c[i+1, k, 0] := expand(simplify((-1)^k*(sum((-1)^l
*M[i, l, 2*k-2*l], l = 0 .. k))));
end do
end if;
c[i+1, 1, 1] := expand(simplify(-M[i, 0, 3]*eta[3, 1, 1]
+c[i+1, 0, 1]*(-c[i, 0, 2]+c[i, 1, 0])));
if 2 <= t then
for k from 2 to t do
c[i+1, k, 1] := expand(simplify((-1)^k*(-(sum((-1)^(l+1)
*M[i, l, 2*k-2*l+1]
*eta[2*k-2*l+1, k-l, 1], l = 0 .. k-1))
+c[i+1, 0, 1]*(sum((-1)^l*c[i, l, 2*k-2*l],
l = 0 .. k)))));
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end do
end if;
c[i+1, 1, 2] := expand(simplify(-M[i, 0, 4]*eta[4, 1, 1]
+M[i, 1, 2]*eta[2, 0, 1]
-c[i+1, 0, 1]*c[i, 0, 3]*eta[3, 1, 1]));
if 2 <= t then
for k from 2 to t do
for p to k-1 do
c[i+1, p, 2*k-2*p+1] := expand(simplify((-1)^p*(sum((-1)^l
*M[i, l, 2*k-2*l+1]*eta[2*k-2*l+1, p-l, 1],
l = 0 .. p)
+c[i+1, 0, 1]*(sum((-1)^l*c[i, l, 2*k-2*l]
*eta[2*k-2*l, p-l, 1], l = 0 .. p)))));
end do
end do;
for k from 3 to t+1 do
for p to k-1 do
c[i+1, p, 2*k-2*p] := expand(simplify((-1)^p*(sum((-1)^l
*M[i, l, 2*k-2*l]
*eta[2*k-2*l, p-l, 1], l = 0 .. p)
+c[i+1, 0, 1]*(sum((-1)^l*c[i, l, 2*k-2*l-1]
*eta[2*k-2*l-1, p-l, 1], l = 0 .. min(p, k-2))))));
end do
end do
end if
else
c[i+1, 0, 2] := expand(simplify(M[i, 0, 2]*eta[2, 0, 1]));
for k to t+1 do
c[i+1, 0, 2*k+1] := expand(simplify(M[i, 0, 2*k+1]
*eta[2*k+1, 0, 1]
+c[i+1, 0, 1]*c[i, 0, 2*k]*eta[2*k, 0, 1]));
end do;
for k from 2 to t+1 do
c[i+1, 0, 2*k] := expand(simplify(M[i, 0, 2*k]*eta[2*k, 0, 1]
+c[i+1, 0, 1]*c[i, 0, 2*k-1]*eta[2*k-1, 0, 1]));
end do;
c[i+1, 1, 0] := expand(simplify(-M[i, 0, 2]+M[i, 1, 0]));
for k from 2 to t+1 do
c[i+1, k, 0] := expand(simplify((-1)^k*(sum((-1)^l
*M[i, l, 2*k-2*l],l = 0 .. k))));
end do;
c[i+1, 1, 1] := expand(simplify(-M[i, 0, 3]*eta[3, 1, 1]
+c[i+1, 0, 1]*(-c[i, 0, 2]+c[i, 1, 0])));
for k from 2 to t+1 do
c[i+1, k, 1] := expand(simplify((-1)^k*(sum((-1)^l*M[i, l, 2*k-2*l+1]
*eta[2*k-2*l+1, k-l, 1], l = 0 .. k-1)
+c[i+1, 0, 1]*(sum((-1)^l*c[i, l, 2*k-2*l],
l = 0 .. k)))));
end do;
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c[i+1, 1, 2] := expand(simplify(-M[i, 0, 4]*eta[4, 1, 1]
+M[i, 1, 2]*eta[2, 0, 1]
-c[i+1, 0, 1]*c[i, 0, 3]*eta[3, 1, 1]));
if 2 <= t then
for k from 3 to t+1 do
for p to k-1 do
c[i+1, p, 2*k-2*p] := expand(simplify((-1)^p
*(sum((-1)^l*M[i, l, 2*k-2*l]
*eta[2*k-2*l, p-l, 1], l = 0 .. p)
+c[i+1, 0, 1]*(sum((-1)^l
*c[i, l, 2*k-2*l-1]
*eta[2*k-2*l-1, p-l, 1],
l = 0 .. min(p, k-2))))));
end do
end do
end if;
for k from 2 to t+1 do
for p to k-1 do
c[i+1, p, 2*k-2*p+1] := expand(simplify((-1)^p*(sum((-1)^l
*M[i, l, 2*k-2*l+1]
*eta[2*k-2*l+1, p-l, 1], l = 0 .. p)
+c[i+1, 0, 1]*(sum((-1)^l*c[i, l, 2*k-2*l]
*eta[2*k-2*l, p-l, 1],l = 0 .. p)))));
end do
end do
end if
end do
end if;
for p from 0 to trunc((1/2)*n+1) do
for k from 0 to n+2-2*p do
print(coef[n+1, p, k], "=", c[n+1, p, k])
end do
end do
end proc;
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5.6 APPENDIX F: Powers of q−Onsager generators
The explicit expressions of the divided polynomials in terms of tensor products of
Pauli matrices can be derived using (3.3.30) and computing powers Wni , i = 0, 1 (n is a
positive integer) of the fundamental generators of the q−Onsager algebra (3.3.17)-(3.3.18).
According to the parity of n, the expressions slightly differ. For simplicity, let us first study
the case ± = 0. To get the results below, we used:
wn0 =
{
(k+k−)
n
2 I if n is even,
(k+k−)
n−1
2 w0 if n is odd.
For N = 2 and ± = 0:
W20 = [2]!
∑
1≤j1<j2≤L
q2σz ⊗ · · · ⊗ q2σz ⊗ w0j1 ⊗ qσz ⊗ · · · ⊗ qσz ⊗ w0j2 ⊗ I⊗ · · · ⊗ I
+
∑
1≤j≤L
q2σz ⊗ · · · ⊗ q2σz ⊗ w20j ⊗ I⊗ · · · ⊗ I.
For N = 3 and ± = 0:
W30 = [3]!
∑
1≤j1<j2<j3≤L
(
q3σz ⊗ · · · ⊗ q3σz ⊗ w0j1 ⊗ q2σz ⊗ · · · ⊗ q2σz ⊗ w0j2⊗
⊗qσz ⊗ · · · ⊗ qσz ⊗ w0j3 ⊗ I⊗ · · · ⊗ I
)
+
∑
1≤j≤L
q3σz ⊗ · · · ⊗ q3σz ⊗ w30j ⊗ I⊗ · · · ⊗ I
+[3]
∑
1≤j1<j2≤L
q3σz ⊗ · · · ⊗ q3σz ⊗ w0j1 ⊗ q2σz ⊗ · · · ⊗ q2σz ⊗ w20j2 ⊗ I⊗ · · · ⊗ I
+[2]
∑
1≤j1<j2≤L
q3σz ⊗ · · · ⊗ q3σz ⊗ w20j1 ⊗ q
σz ⊗ · · · ⊗ qσz ⊗ w0j2 ⊗ I⊗ · · · ⊗ I
+
∑
1≤j1<j2≤L
q3σz ⊗ · · · ⊗ q3σz ⊗ qσzj1 w20j1 ⊗ q
σz ⊗ · · · ⊗ qσz ⊗ w0j2 ⊗ I⊗ · · · ⊗ I.
More generally, by induction one finds the general structure:
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• Case n is odd and ± = 0:
Wn0 =
n∑
h=1
∑
0<i1,i2,...,ih
i1+i2+···+ih=n
∑
1≤j1<j2<···<jh≤L
(
C
(h)
i1,...,ih
j1,...,jh
qnσz ⊗ · · · ⊗ qnσz ⊗ wi10j1⊗
⊗ q(n−i1)σz ⊗ · · · ⊗ q(n−i1)σz ⊗ wi20j2 ⊗ q
(n−i1−i2)σz ⊗ · · · ⊗ q(n−i1−i2)σz ⊗ . . .
⊗ q(n−i1−···−ih−1)σz ⊗ · · · ⊗ q(n−i1−···−ih−1)σz ⊗ wih0jh ⊗ I⊗ · · · ⊗ I
)
+
n−1∑
h=2
[n−1
2
]−|h−[n+1
2
]|∑
u=1
x1+x2+···+xu=Min{[n−12 ],h}∑
0<x1,x2,...,xu
x1+x2+···+xu=u
∑
0<iu+1,iu+2,...,ih
iu+1+iu+2+···+ih=n−2(x1+···+xu)
∑
P(
c
(h)
t1,x1,j1;...;tu,xu,ju
iu+1,iu+2,...,ih;j
′
u+1,...,j
′
h
qnσz ⊗ · · · ⊗ qnσz ⊗ wiu+10j′u+1 ⊗ q
(n−iu+1)σz ⊗ · · ·⊗
⊗ q(n−iu+1)σz ⊗ qt1j1w2x10j1 ⊗ q
(n−iu+1−2x1)σz ⊗ · · · ⊗ q(n−iu+1−···−ih−1−2(x1+···+xu))σz ⊗
⊗ wih0j′h ⊗ I⊗ · · · ⊗ I
)
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• Case n is even and ± = 0:
Wn0 =
n∑
h=1
∑
0<i1,i2,...,ih
i1+i2+···+ih=n
∑
1≤j1<j2<...,<jh≤L
(
C
(h)
i1,...,ih
j1,...,jh
qnσz ⊗ · · · ⊗ qnσz ⊗ wi10j1⊗
⊗ q(n−i1)σz ⊗ · · · ⊗ q(n−i1)σz ⊗ wi20j2 ⊗ q
(n−i1−i2)σz ⊗ · · · ⊗ q(n−i1−i2)σz ⊗ . . .
⊗ q(n−i1−···−ih−1)σz ⊗ · · · ⊗ q(n−i1−···−ih−1)σz ⊗ wih0jh ⊗ I⊗ · · · ⊗ I
)
+
n/2∑
h=2
h−1∑
u=1
x1+x2+···+xu=Min{[n−12 ],h}∑
0<x1,x2,...,xu
x1+x2+···+xu=u
∑
0<iu+1,iu+2,...,ih
iu+1+iu+2+···+ih=n−2(x1+···+xu)
∑
P(
c
(h)
t1,x1,j1;...;tu,xu,ju
iu+1,iu+2,...,ih;j
′
u+1,...,j
′
h
qnσz ⊗ · · · ⊗ qnσz ⊗ wiu+10j′u+1 ⊗ q
(n−iu+1)σz ⊗ · · ·⊗
⊗ q(n−iu+1)σz ⊗ qt1j1wx10j1 ⊗ q
(n−iu+1−2x1)σz ⊗ · · · ⊗ q(n−iu+1−···−ih−1−2(x1+···+xu)) ⊗
⊗ wih0j′h ⊗ I⊗ · · · ⊗ I
)
+
n−1∑
h=n/2+1
n−h∑
u=1
x1+x2+···+xu=Min{[n−12 ],h}∑
0<x1,x2,...,xu
x1+x2+···+xu=u
∑
0<iu+1,iu+2,...,ih
iu+1+iu+2+···+ih=n−2(x1+···+xu)
∑
P(
c
(h)
t1,x1,j1;...;tu,xu,ju
iu+1,...,ih;j
′
u+1,...,j
′
h
qnσz ⊗ · · · ⊗ qnσz ⊗ wiu+10j′u+1 ⊗ q
(n−iu+1)σz ⊗ · · ·⊗
⊗ q(n−iu+1)σz ⊗ qt1j1w2x10j1 ⊗ q
(n−iu+1−2x1)σz ⊗ · · · ⊗ q(n−iu+1−···−ih−1−2(x1+···+xu)) ⊗
⊗ wih0j′h ⊗ I⊗ · · · ⊗ I
)
where
P =

1 ≤ j1 < ... < ju ≤ L,
1 ≤ j′u+1 < ... < j′h ≤ L,
{j1, ..., ju} ∩
{
j′u+1, ..., j′h
}
= ∅,
t1 ≥ t2 ≥ · · · ≥ tu > 0,
tk ≤
∑
v>k
2xv +
∑
j′v>jk
iv, k = 1, . . . , u.
For n = 1, 2, 3, 4, the explicit expressions for the coefficients are:
• For n = 1: C(1)1
j1
= 1;
• For n = 2: C(2)1,1
j1,j2
= q + q−1 = [2]!, C(1)2
j1
= 1, where j1 < j2;
• For n = 3:
C
(3)
1,1,1
j1,j2,j3
= [3]!, C
(2)
1,2
j1,j2
= [3], C
(2)
2,1
j1,j2
= [2], C
(1)
3
j1
= 1,
c
(2)
1,2,j1
1,j2
= 1, where j1 < j2 < j3;
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• For n = 4:
C
(4)
1,1,1,1
j1,j2,j3,j4
= [4]!, C
(3)
2,1,1
j1,j2,j3
= [3]!, C
(3)
1,2,1
j1,j2,j3
= [2][4], C
(3)
1,1,2
j1,j2,j3
= [3][4],
C
(2)
3,1
j1,j2
= 2[2], C
(2)
1,3
j1,j2
= [4], C
(2)
2,2
j1,j2
= [3], C
(1)
4
j1
= 1,
c
(3)
1,2,j2
1,1;j1,j3
= [4], c
(3)
1,2,j1
1,1;j2,j3
= [2]2, c
(3)
2,2,j1
1,1;j2,j3
= [2], c
(2)
1,2,j1
2,j2
= [2], c
(2)
2,2,j1
2,j2
= 1 ,
where j1 < j2 < j3 < j4.
Remark 10 Powers of W1 for − = 0 are readily obtained through the substitutions q →
q−1 in above expressions.
The results above correspond to the special choice ± = 0. For ± 6= 0, a similar
analysis yields to:
Wn0 = Wn0 |+=0 + n+qnσz ⊗ · · · ⊗ qnσz
+
n−1∑
m=1
m∑
h=1
∑
P1
(
n−m+ C
(m,h)
i1,...,ih
j1,...,jh
qnσz ⊗ · · · ⊗ qnσz ⊗ wi10j1 ⊗ q
(n−i1)σz ⊗ · · · ⊗ wih0jh⊗
⊗ q(n−m)σz ⊗ · · · ⊗ q(n−m)σz
)
+
n−1∑
m=2
m−1∑
h=1
Min([m
2
],h)∑
u=1
x1+x2+···+xu=[m2 ]∑
0<x1,x2,...,xu
x1+x2+···+xu=u
∑
0<iu+1,iu+2,...,ih
iu+1+iu+2+···+ih=m−2(x1+···+xu)
∑
P2(
n−m+ c
(m,h)
t1,x1,j1;...;tu,xu,ju
iu+1,iu+2,...,ih;j
′
u+1,...,j
′
h
qnσz ⊗ · · · ⊗ qnσz ⊗ wiu+10j′u+1 ⊗ q
(n−iu+1)σz ⊗ · · · ⊗ q(n−iu+1)σz⊗
⊗ qt1j1w2x10j1 ⊗ q
(n−iu+1−2x1)σz ⊗ · · · ⊗ q(n−iu+1−2x1)σz ⊗ · · · ⊗ q(n−m)σz ⊗ · · · ⊗ q(n−m)σz
)
+
[n−1
2
]∑
t=1
t∑
h=1
∑
0<x1,x2,...,xh
x1+x2+···+xh=t
∑
P3
(
n−2t+ c
(2t,h)
t1,x1,j1;...;th,xh,jh
qnσz ⊗ · · · ⊗ qnσz ⊗ qt1σzj1 w2x10j1 ⊗
⊗ q(n−2x1)σz ⊗ · · · ⊗ q(n−2x1)σz ⊗ qt2σzj2 w2x20j2 ⊗ q
(n−2x1−2x2)σz ⊗
⊗ · · · ⊗ q(n−2x1−2x2)σz ⊗ · · · ⊗ qthσzjh w
2xh
0jh
⊗ q(n−2t)σz ⊗ · · · ⊗ q(n−2t)σz
)
where
P1 =
{
i1 + · · ·+ ih = m,
0 < j1 < j2 < · · · < jh ≤ L ;
P2 =

1 ≤ j1 < · · · < ju ≤ L,
1 ≤ j′u+1 < · · · < j′h ≤ L,
{j1, . . . , ju} ∩ {j′u+1, . . . , j′h} = ∅,
t1 ≥ t2 ≥ · · · ≥ tu > 0,
tk ≤ n− 2
∑
i≤k
xi −
∑
j′v<jk
iv, k = 1, . . . , u.
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P3 =

1 ≤ j1 < · · · < jh ≤ L,
t1 ≥ t2 ≥ · · · ≥ th > 0,
tk ≤ n− 2
∑
i≤k
xi, k = 1, . . . , h.
For n = 2, 3, 4, the explicit expressions for the coefficients are:
• For n = 2: C(1,1)1
j1
= [2];
• For n = 3:
C
(2,2)
1,1
j1,j2
= [3]!, C
(2,1)
2
j1
= [2], C
(1,1)
1
j1
= [3],
c
(2,1)
1,1,j1
= 1, where j1 < j2;
• For n = 4:
C
(3,3)
1,1,1
j1,j2,j3
= [4]!, C
(3,2)
2,1
j1,j2
= [3]!, C
(3,2)
1,2
j1,j2,j3
= [2][4], C
(3,1)
3
j1
= 2[2],
C
(2,2)
1,1
j1,j2
= [3][4], C
(2,1)
2
j1
= [3], C
(1,1)
1
j1
= [4],
c
(3,2)
1,1,j2
1;j1
= [4], c
(3,2)
2,1,j1
1;j2
= [2], c
(3,2)
1,1,j1
1;j2
= [2]2,
c
(2,1)
1,1,j1
= [2], c
(2,1)
2,1,j1
= 1 ,
where j1 < j2 < j3.
Remark 11 Powers of W1 for − 6= 0 are readily obtained through the substitutions q →
q−1, + → − in above expressions.
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