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Resumen 
Este proyecto pretende crear un programa que sea efectivo diagnosticando patologías de la 
región lumbar de la columna vertebral. Los datos con los que se contaban consistían en las 
coordenadas cartesianas de 66 puntos correspondientes a la delineación de las cinco vértebras 
lumbares y el coxis (8 puntos cada una) y 18 puntos que representaban tres capas de tejido 
blando (6 puntos cada capa) de 221 pacientes. Mediante el uso de algoritmos de aprendizaje 
automático, y con la aplicación del método deducido al final del proyecto se han conseguido 
resultados oscilantes entre el 75-85% de eficacia con un mínimo de 80% y de hasta un 100% de 
detección de pacientes enfermos, que probó ser el mayor desafío, ya que, en un principio, los 
mejores algoritmos tal y como están disponibles, para la misma eficacia sólo alcanzaban 
detecciones del 40%. 
El proyecto y todo lo que engloba es aplicado al problema concreto de las patologías de columna 
vertebral en la región lumbar. Sin embargo, pueden extrapolarse a otros campos donde también 
sea necesaria la clasificación de elementos en un conjunto, ya que hace uso de un método 
original que fue desarrollado para enfrentarse a la problemática impuesta por la poca 
representación de la clase de interés. Este método puede considerarse una nueva aproximación 
al Bootstrapping (1) o al Boosting (2). 
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Introducción 
Las lesiones de espalda son comunes hoy en día, las hay causadas por la degeneración natural o 
bien por eventos puntuales como golpes o accidentes. En algunos casos la degeneración se ve 
acelerada por tareas repetitivas que perjudican a la columna, como puede darse en trabajadores 
o deportistas, o por malas posturas, las cuales se acentúan en un modo de vida sedentario. El 
diagnóstico de estas condiciones es llevado a cabo por profesionales de la salud con mucha 
experiencia y que han de invertir mucho tiempo en cada diagnóstico. Estos esfuerzos se 
multiplican por la frecuencia de dichas lesiones. 
Afortunadamente el aprendizaje automático está en auge, y, entre la gran cantidad de campos 
en los cuales puede aplicarse, está la clasificación automática de elementos en un conjunto. 
Estas técnicas pueden aplicarse a la detección de piezas defectuosas en una cadena de montaje, 
búsqueda de imágenes que responden a ciertos patrones, o, para el caso que nos atañe, 
clasificación de pacientes que sufren o no ciertas patologías en función de la imagen 
proporcionada por la RMN (Resonancia Magnética Nuclear). 
Con el desarrollo de un programa suficientemente preciso, los médicos podrían contar con una 
herramienta que les ayudase a decidir en el diagnóstico para poder ejercer su profesión de 
manera más eficiente, pudiendo aumentar su productividad manteniendo el mismo nivel de 
esfuerzo. 
Patologías 
En este proyecto se pretende conseguir un algoritmo de aprendizaje automático que clasifique 
diversos pacientes según sus patologías. Aquellas en las que nos concentraremos son: 
- Listesis: es el desplazamiento de una vértebra sobre otra puede ser hacia adelante 
anterolistesis o hacia atrás retrolistesis (1). Es la condición más rara de las que se tratan 
en este proyecto, teniendo solo 13 representantes en el conjunto de datos 
proporcionado; compuesto por un total de 221 pacientes.  
- Estenosis Foraminal y de Canal: una estenosis hace referencia a un estrechamiento del 
conducto por donde pasan los nervios ejerciendo presión en estos lo que causa dolor y 
pérdida de sensibilidad (2). La estenosis Foraminal (estenosis F) es aquella en la que el 
estrechamiento del espacio entre las vértebras presiona las ramificaciones de la médula 
espinal (3), mientras que la estenosis de canal (estenosis C) ocurre en el canal por donde 
pasa la propia médula, presionando esta (4).  
- Artrosis: Es la más común de las cuatro lesiones en el grupo de estudio y probablemente 
la más conocida, ya que no solo afecta a la espina dorsal. La artrosis es una patología 
reumática que desgasta el cartílago articular. Este desgaste produce dolor, al reducir la 
amortiguación que proporcionan los discos. También causa indirectamente otras 
patologías, ya que la falta del disco acelera a su vez el desgaste de las vértebras 
produciendo su deformación y causando estenosis del canal medular. Por último, el 
desgaste de los discos y consiguiente aproximación de las vértebras hace que los huecos 
por donde salen las ramificaciones de la médula espinal se estrechen ejerciendo presión 
en estas, lo que hemos denominado estenosis Foraminal. (5) 
También es posible clasificar a los pacientes según sean o no patológicos, indistintamente de 
cuál sea la patología.  
4 
 
Otras patologías que se tendrán en cuenta, pero cuyo diagnóstico no se incluirá en el programa 
final son DBE y Ciática. Ello es debido a que ambas son diagnosticadas en consulta y no a partir 
de la imagen de RMN. A continuación, se explican brevemente 
- DBE: Corresponde al acrónimo de Dolor Bajo de Espalda, es decir, no es una patología 
en sí, si no una observación hecha en consulta y un dato para tener en cuenta a la hora 
de clasificar.  
- Ciática: La ciática es una condición que supone dolor irradiando del nervio ciático. En 
primera instancia se incluyó en el grupo de patologías a clasificar ya que una de las 
causas más comunes es el pinzamiento del nervio por una hernia de disco, 
estrechamiento de columna o espolón óseo (6). Como el DBE, es también un síntoma, 
causado por otras de las patologías tratadas en este proyecto, como la Estenosis de 
Canal. Por tanto, si se diagnostica en consulta no hay necesidad ni razón para clasificar 
a los pacientes que la sufren según su imagen de la RMN y, es más, podemos usarla para 
ayudar a la clasificación. 
Otras clasificaciones de las que se disponía de información pero que no fueron consideradas 
para los algoritmos finales son: 
- Discopatías: no son en sí enfermedades, sino simplemente la pérdida de altura de uno 
de los discos, en la mayoría de los casos como consecuencia de un desgaste 
degenerativo. A diferencia de las otras clasificaciones, esta se presenta en la base de 
datos disponible como el número de discopatías, de una a cinco, que se aprecian en los 
cinco discos lumbares (7). El hecho de que no sea una clasificación binaria hace que la 
aplicación del método que se sigue con el resto de las patologías no sea válida y haga 
falta tratarla en paralelo, si bien, dada la diferencia entre la presentación de estos 
resultados y los demás y el hecho de que no se apliquen las curvas ROC directamente, 
como resultado de validación, hace que el estudio de las discopatías haya quedado 
relegado a un segundo plano y como una posible extensión de futuro. 
- Signos Modic: Al igual que algunos de los casos anteriores, no es en sí una patología, 
sino algunos marcadores que se pueden apreciar en las RMN y ayudan al médico a hacer 
el diagnóstico (8). Estos signos pueden ser útiles para ayudar al diagnóstico del resto de 
patologías, pero hemos constatado que, en nuestro caso, es difícil detectarlos mediante 
técnicas de aprendizaje automático y como se miden en la propia RMN no podemos 
saber de antemano si se encuentran en el paciente a diagnosticar, a diferencia del DBE 
y la ciática. 
- Cirugía: indica si el paciente será o no sometido a cirugía. En un principio se tuvo en 
cuenta como una posible salida de los algoritmos, pero al ver el poco interés de incluirla, 
ya que es inútil indicar que el paciente puede que se vaya a considerar como objeto de 
cirugía sin que el médico vea la RMN. 
 
Problemática 
Una de las limitaciones de este trabajo se encuentra en la infrarrepresentación de ciertos 
grupos, ya que en tres de las patologías a tratar: listesis, estenosis C y estenosis F, el porcentaje 
de representación es de menos de 6, 11 y 13% respectivamente 
Esto es un problema porque cuantos menos pacientes afectados vea el algoritmo a la hora de 
entrenar, será más difícil que aprenda a reconocerlos. Además, esto es doblemente 
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problemático en este proyecto, porque al tratarse de sanidad, un falso negativo es mucho 
menos deseable que un falso positivo. Por último, un programa que no detecte bien a los 
enfermos, pero sí a los sanos podría parecer bueno desde el punto de vista que acierta un 
elevado número de veces, sin embargo, nos sería inútil. Aquí es donde vemos la importancia de 
elegir bien el criterio por el que se decide si el algoritmo funciona o no, ya que, por ejemplo, en 
el caso de la listesis, que padecen solamente 13 de los 221 pacientes, un algoritmo que marcase 
todos como sanos nos brindaría una exactitud del 94.11% (13), así que, tendremos que fijarnos 
en otros indicadores que serán la exactitud, precisión y otros derivados de ellos y se explicarán 
en Material y Método. En última instancia, habrá que elegir cual es el mejor balance para la 
sensibilidad y la precisión de la clase positiva al ser deseable detectar al mayor número de 
pacientes enfermos, que luego pueden descartarse manualmente, pero tampoco ser cuestión 
de marcar a un gran número de sanos erróneamente, pues no se conseguiría la ayuda esperada 
para los facultativos. Como, en cualquier caso, el balance entre exactitud y sensibilidad es un 
parámetro importante para el diseño final del algoritmo. se ha implementado este balance de 
forma fácilmente modificable por quien pretenda utilizar los programas desarrollados.  
También hay que tener en cuenta que el conjunto de puntos que tenemos es escaso y no nos 
proporciona información sobre la densidad ósea, que se puede ver en las RNM y puede ser un 
factor de importancia a la hora de diagnosticar. Sólo podremos fijarnos en la geometría definida 
por los puntos mencionados que no el conjunto de las vértebras lumbares, así como algún otro 
factor como edad, peso, altura, sexo… poder trabajar con este dato podría mejorar mucho los 
resultados en trabajos futuros. 
Objetivo 
El objetivo de este proyecto es por tanto desarrollar un algoritmo que pueda clasificar un grupo 
de pacientes en función de si padecen o no estenosis F, C, artrosis, listesis o cualquier 
combinación de estas y los que están sanos, para que, en un futuro, junto con otras 
investigaciones en curso, puedan generarse lecturas automáticas de las RMN y asistir en el 
diagnóstico al médico, quitándole carga de este trabajo más rutinario para que pueda orientar 
sus esfuerzos a otras tareas donde haga más falta el factor humano. En el ámbito de este trabajo 
la clasificación se hará en base a los puntos geométricos correspondientes a las esquinas de las 
cinco vértebras lumbares, los puntos medios de sus lados y el tejido blando que se puede ver en 
el plano sagital medio de la RMN. En el siguiente apartado se muestran algunas imágenes para 
ilustrar a qué puntos nos referimos. En los datos de los que disponemos para este proyecto los 
puntos han sido marcados manualmente por un profesional, de ahí la escasez de pacientes. Se 
está investigando para poder determinar estos puntos automáticamente a partir de la RMN en 
un futuro, e incluso más información como la densidad ósea o puntos en más planos que el 
sagital medio. 
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Material y Métodos 
Datos Disponibles 
Los datos de los que se dispone para desarrollar los modelos están recogidos en una tabla donde 
cada fila corresponde a un paciente y en cuanto a las columnas la primera es el índice, seguido 
de ocho “patologías” distintas, una casilla que determina si el paciente será sometido o no a 
cirugía, una que es combinación lineal de las seis primeras patologías, una que marca si la RMN 
es o no patológica, varias con información sobre el paciente como sexo, edad, peso y por último 
132 casillas con números que representan las coordenadas X e Y de los siguientes puntos en la 
RMN, en esta página se muestra el plano sagital medio de una RMN con los puntos marcados 
junto con dos esquemas que contienen solo los puntos que se han utilizado en la confección de 
este proyecto, uno sano y otro que padece todas las patologías: 
 
 
Ilustración 3RMN con los marcadores 
 
Ilustración 1 Columna paciente sano 
Ilustración 2 Columna paciente con todas las 
patologías 
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En la ilustración 4, se muestra un extracto de la tabla de datos descrita en el párrafo anterior, la 
cual continuaría hacia la derecha con más coordenadas de los puntos en cuestión y hacia arriba 
y abajo con más pacientes: 
 
Ilustración 4 Extracto tabla casos 
Técnicas de clasificación 
En la actualidad, para diagnosticar, que es en esencia, clasificar pacientes entre enfermos y 
sanos, se utilizan métodos estadísticos, cómo observar ciertos indicadores dependientes de 
cada patología y teniendo en cuenta factores de riesgo se deduce un diagnóstico. Esta forma 
de trabajo requiere mucha experiencia y tiempo, además de que el número de indicadores que 
es pueden tener en cuenta es limitado. 
Algoritmos de Aprendizaje Automático 
Para este proyecto, en cambio, se utilizarán algoritmos de aprendizaje automático, la ventaja 
de estos es el gran número de variables que pueden tener en cuenta y la rapidez a la hora de 
hacer diagnósticos una vez el modelo está establecido. Además, no requieren de intervención 
humana por lo que los diagnósticos se pueden hacer sin ningún esfuerzo. Los algoritmos que 
se utilizarán en este trabajo son los siguientes: 
- Support-Vectors Machine:  es un algoritmo que distribuye los elementos en un espacio 
n-dimensional, siendo n la longitud del vector asociado a cada punto, y posteriormente 
busca un hiperplano que separe los que pertenezcan a una clasificación de los de la otra 
con el mayor margen posible, de ahí surge su nombre ya que estos vectores son los más 
cercanos al hiperplano y a partir de los cuales este se define. (9) 
- Discriminant Analysis: Con los datos de entrenamiento, Discriminant Analysis calcula la 
media y varianza, asumiendo una distribución normal de los mismos en un espacio 
multidimensional. Al recibir nuevos datos calcula la probabilidad de pertenencia a cada 
grupo asignándole aquel que tenga una probabilidad mayor (10). 
- Decision Trees:  Devuelve un árbol de decisión binaria donde los nodos son valores de 
los puntos de la tabla de predicción  (11). No da buenos resultados por sí solo, sin 
embargo, se tuvo en cuenta para combinarlo con los demás y así tener tres programas 
diagnosticar en cada caso siguiendo a la mayoría, ya que al ser las clases binarias dos 
siempre darán la misma solución. 
Criterios de Evaluación 
Para evaluar si las predicciones en base al modelo eran correctas o no, se utilizó una herramienta 
llamada matriz de confusión que recoge cómo se han clasificado los datos frente a su clase 
(enfermo o sano) real para cada una de las predicciones tal que: 
PREDICHO 
REAL 
SANOS ENFERMOS 
SANOS SANO VERDADERO (A) FALSO POSITIVO (B) 
ENFERMOS FALSO NEGATIVO (C) ENFERMO VERDADERO (D) 
Ilustración 5 Ejemplo de Matriz de Confusión (12) 
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Inicialmente se evaluó el funcionamiento del programa únicamente con el porcentaje de 
aciertos, ya que, en una primera instancia, parece razonable y es intuitivo. Sin embargo, esta no 
es la única forma de determinar si la clasificación es buena y en algunos casos tampoco la mejor, 
como se ha discutido ya en el apartado de Problemática. 
Es por eso que se han utilizado otros indicadores como la sensibilidad y la precisión. La 
sensibilidad indica qué fracción de los elementos de una clase ha sido clasificada como tal, 
mientras que la precisión indica cuantos de los elementos identificados como una clase 
realmente pertenecen a ésta. En problemas donde la no-detección de una clase en particular 
tiene un alto coste, la sensibilidad de la clase en cuestión debe ser el indicador primordial. No 
obstante, no puede ser el único indicador que se considere, ya que un programa que clasificara 
a todos los datos en ese grupo particular sería considerado ideal según dicho criterio. 
Con la nomenclatura indicada en la matriz de confusión, la exactitud del algoritmo sería 
determinada como: 
𝐴 + 𝐷
𝐴 + 𝐵 + 𝐶 + 𝐷
 
Ecuación 1 Exactitud 
La sensibilidad de la clase positiva o TPR, en este caso serían los enfermos: 
𝐷
𝐶 + 𝐷
 
Ecuación 2TPR 
La precisión de la clase positiva: 
𝐷
𝐵 + 𝐷
 
Ecuación 3 Precisión 
Para la clase negativa (sanos) bastaría reemplazar D por A, B por C y viceversa (13). 
La curva ROC (14) (Receiver Operating Characteristics) es una representación gráfica de la 
sensibilidad frente a la especificidad que nos permite examinar cuanta precisión sacrificamos a 
costa de conseguir más sensibilidad. 
En el eje de abscisas se representa la sensibilidad, o TPR (True Positive Ratio), ya definida, que 
será igual a cero cuando no se detecte ningún enfermo y uno cuando todos los enfermos sean 
detectados. 
En el eje de ordenadas veremos la complementaria a la sensibilidad de la otra clase o FPR (False 
Positive Ratio): 
1 −
𝐴
𝐵 + 𝐴
=
𝐵
𝐵 + 𝐴
 
Ecuación 4FPR 
El FPR será cero cuando no haya ningún sano clasificado como enfermo y uno cuando todos los 
sanos sean clasificados como enfermos. 
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Una vez asignada una probabilidad de pertenencia a la clase en cuestión, cada punto de la curva 
ROC representa un umbral a partir del cual consideramos que cada paciente pertenece a una u 
otra clase. 
En la ilustración 2 se muestran varios ejemplos de curvas ROC. La forma ideal de esta curva, que 
tendría un algoritmo que separa los puntos a la perfección sería la verde, mientras que la peor 
forma que puede tener está representada por la curva roja, que significaría una separación nula 
de las clases, la curva azul separaría las clases perfectamente, pero estas estarían invertidas (14). 
 
Ilustración 6Ejemplo Curvas ROC 
 
Comparación de Algoritmos 
El procedimiento con el que se ha comparado y juzgado qué algoritmos eran mejores ha 
consistido en ejecutar un programa donde se entrenaba y predecía con distintos algoritmos un 
gran número de veces para conseguir que los distintos indicadores convergiesen. En las primeras 
fases del proyecto el principal indicador fue la eficacia, simplemente dividiendo los aciertos 
entre el número de pruebas, usando la función confusionmat (g1, g2) de Matlab. 
Más adelante se cambió el criterio a la sensibilidad de las clases, precisión y especificidad. 
La aproximación que se tomó para una primera evaluación y familiarizarse con las herramientas 
disponibles fue un sencillo programa que devolvía la exactitud de los algoritmos utilizados: 
Decission Trees (en adelante Trees), Discriminant Analysis (en adelante DA) y Support-Vectors 
Machine (en adelante SVM), usando en cada caso diferentes porcentajes de entrenamiento, 
entre el 20 hasta el 95 para ver cómo mejoraba el programa y si llegaba a un máximo de eficacia 
o si no alcanzaba este máximo estimar cuánto podía mejorar con el uso de más datos. 
Purga de lista de entrenamiento 
A raíz de intentar darle explicación a unos resultados extraños usando DA para porcentajes de 
entrenamientos comprendidos entre 45 y 65, pensó que podía haber pacientes que hacían que 
la eficacia de los programas bajase, por ejemplo, por no ser buenos representantes de su 
clasificación, ya sea que tienen una Listesis muy ligera o no son artríticos pero la distribución de 
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los puntos puede dar a entender que sí, aunque la densidad ósea medida en la RMN muestre 
que no lo son. 
Por tanto, la primera mejora fue desarrollar un programa que detectase estos supuestos 
pacientes poco representativos. La forma de implementarla fue la siguiente: Primero se 
guardaban los conjuntos de entrenamiento en grupos de cien, se guardaban el peor y el mejor 
conjunto de entrenamiento de dichos cien y posteriormente se contaba cuántas veces aparecía 
cada paciente en cada grupo. Se observaron unas claras tendencias, donde unos pacientes se 
repetían mucho más que otros en una tabla cualquiera, siendo estos mismos los que menos 
aparecían en la tabla complementaria de una misma enfermedad. Es decir, los que más 
aparecían, por ejemplo, en el grupo de estenosis F con malos resultados eran de los que menos 
aparecían en el grupo bueno de estenosis F. Además, no solía haber correlación entre patología 
y patología. Otra tendencia que se observó, pero no se supo interpretar entonces, fue que estos 
pacientes solían pertenecer al grupo positivo de las respectivas patologías. Un análisis más 
detallado de estos aspectos se incluye en el apartado de Resultados. 
Algoritmos en Tándem 
La primera mejora implementada fue el uso de dos algoritmos conjuntamente, en el cual ambos 
generaban un modelo independientemente. De esta manera cuando ambos algoritmos 
indicaban que un paciente estaba sano, era más probable que lo fuese y viceversa y en el caso 
en que no estuviesen de acuerdo se determinaba al paciente “confuso”, para posteriormente 
decidir un criterio que determinase la clase de estos. La implementación de esta idea hizo que 
retomara el uso de Trees para poder hacer usar una técnica, en la cual los tres algoritmos 
diagnostican y el paciente es clasificado en la clase que determinan al menos dos de los 
algoritmos, esto se llama minority report. Dado que las clases son binarias siempre habrá por lo 
menos dos que estarán de acuerdo.  
Scores SVM 
Para decidir la clasificación de los pacientes “confusos” inicialmente se planteó utilizar el score 
proporcionado por SVM, que es la distancia de cada punto al hiperplano que separa las clases 
(9), dándole la razón a este si el valor absoluto del score era mayor que un umbral y a DA en el 
caso contrario, creando una tabla con la eficacia para distintos valores de dicho umbral. 
Generación Tabla Probabilidad 
Una de las últimas etapas hacia la elaboración del programa final fue la generación de una tabla 
que, en teoría, si los resultados eran buenos, debía parecerse a la tabla de pacientes-patologías 
(zona coloreada de la ilustración 6). Para ello se debía contar el número de veces que cada 
paciente era diagnosticado ordenándose entonces de forma que el resultado fuese una matriz 
que indicaba cuán probable era que cierto paciente fuese diagnosticado con cierta patología. La 
manera de hacer esto fue con tres tablas, una de puntuación, una de conteo, y la propia tabla 
de probabilidad. Después de determinar el grupo de predicción, se sumaba uno a cada casilla de 
la tabla de conteo correspondiente a los pacientes que se encuentran en el grupo de predicción, 
y después de hacer el diagnostico se  añadía uno en la tabla de puntuación si el paciente era 
diagnosticado con enfermedad, cero si era clasificado sano, y en los casos donde el diagnostico 
era confuso (los algoritmos no se ponían de acuerdo) un valor entre cero y uno que era 
dependiente del método en cuestión, por ejemplo, si usamos SVM con DA y aplicamos un 
criterio más “pesimista” para los casos confusos y así detectar más casos a costa de tener algún 
falso positivo más, se añadiría 0.75, mientras que si teniendo en cuenta que los umbrales que 
utilizaremos finalmente serán más bajos de 0.5, podemos añadir 0.25 a la casilla 
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correspondiente a ese paciente-patología. Tras repetir el programa un elevado número de 
veces, dividir la tabla de puntuación entre la de conteo daría la probabilidad de que cada 
paciente padezca cada patología. En esta fase se calculaban todas las patologías a la vez, con 
sólo un método por ejecución. El tiempo de ejecución del programa era elevado y por tanto 
limitaba el número de métodos que se podían probar, sin embargo, me brindó unos resultados 
muy interesantes. Al final del proyecto se consiguió atenuar el problema de la demora en los 
cálculos eliminando clasificaciones, entre otras cosas. 
Curvas ROC 
En una fase ya próxima al final del trabajo se cambió el método: se analizaría para cada patología 
diferentes métodos, en vez de analizar un mismo método para todas las patologías de vez. Así 
podía ajustar mejor el método para cada patología, y era posteriormente más cómoda la 
comparación de los métodos. Asimismo, se dejó de utilizar Excel para el procesamiento posterior 
de los resultados porque las ventajas, eran sobrepasadas por los inconvenientes y limitaciones 
de una hoja de cálculo para esta tarea. En lugar de Excel se utilizó Matlab. 
En este caso utilicé dos programas, el primero de ellos, similar al del apartado anterior, generaba 
una matriz, en este caso de dimensiones (pacientes, métodos, %entrenamiento) para cada una 
de las cinco clasificaciones finales, descritas en el apartado “introducción-patologías”. Una vez 
realizada dicha matriz se recorre comparándola con un umbral que variaba entre cero y uno en 
intervalos de 0.0005, por tanto, 2001 intervalos produciendo dos matrices de dimensiones (2001 
, métodos, %entrenamiento) dimensiones, en las que, una de ellas guardaba la evolución del 
TPR (sensibilidad,  que fracción de los enfermos se han detectado) a medida que aumentaba el 
umbral y la otra guardaba la evolución del FPR (que fracción de los sanos se han clasificado como 
enfermos) y representaba estas curvas para el binomio método - %entrenamiento deseado. 
Finalmente, para elegir la “mejor” curva, en vez de utilizar el criterio AUROC (área bajo la curva 
ROC, ilustración 2), como medida de la calidad del programa separando las clases, se buscó el 
punto; ya que lo que nos interesa para el proyecto es el umbral óptimo en el mejor de los 
métodos posibles, que me devolvía una mayor puntuación. Siendo esta puntuación, una que 
elegí de forma más o menos arbitraria pero que con la opinión de un profesional de la salud 
podríamos cambiar con poco esfuerzo, como se ha mencionado con anterioridad este criterio 
está implementado de forma que es fácilmente modificable: 
𝑝𝑢𝑛𝑡𝑢𝑎𝑐𝑖ó𝑛 = y − 0.5x 
Por tanto, cada punto me dará un valor distinto y el que me dé el mayor valor sería el elegido. 
La razón de este indicador y no otro es que, por un lado, mayor “y” mejor, porque significa una 
mayor detección, y menor “x” mayor precisión (menos FPR). Como ya se ha explicado, por la 
naturaleza del problema es más importante la sensibilidad que la precisión. 
Para calcular cada puntuación, y la máxima dentro de todas ellas, calculé una nueva matriz 
donde punto a punto, de las curvas, se calculaba la puntuación correspondiente, después el 
máximo en cada curva, guardando cual era el umbral correspondiente y el máximo entre los 
máximos. Finalmente, el programa me devuelve un vector con la puntuación, sensibilidad, 1- 
especificidad, umbral, método y %entrenamiento. 
También con esta metodología se estudió añadir nuevos datos al vector a partir del cual se 
genera el modelo y predice, como la altura, peso, sexo, edad y existencia o no de ciática y DBE 
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en el paciente, en vez de guiarnos solamente por las coordenadas de los puntos marcados. Lo 
cual mejoró los resultados. 
Este método fue desarrollado independientemente, pero después de finalizar el trabajo busqué 
si ya existía algo parecido y encontré que así era (15). Sin embargo, la forma de aplicarlo, 
entrenando con distintos subgrupos de un grupo limitado de entrenamiento para conseguir 
probabilidades distintas sí que parece ser innovador. 
Separación grupo de verificación 
Este apartado es la fase final del proyecto y la prueba de que el método es eficiente a la hora de 
detectar pacientes con lesiones a partir de los puntos extraídos del plano sagital medio de una 
RMN usando algoritmos de aprendizaje automático. 
Se  ha escogido un grupo que será con el cual verificaremos que el algoritmo elegido funciona, 
se ha intentado que la proporción de pacientes en cada enfermedad sea representativa del total 
en el grupo de verificación, así pues tenemos un grupo de 40 pacientes: 3 listésicos (7.5%), 12 
artrósicos(30%), 7 con estenosis F (17%) y 5 con C(12%) y otros con discopatías o patologías no 
incluidas en el estudio para un total de 29 patológicos (72.5%) mientras que en el grupo total 
había unos porcentajes respectivos de 5.9, 24, 12, 11 y 65%. 
Una vez este grupo ha sido separado se procede como en el punto anterior, eligiendo un 
conjunto de métodos y un rango de porcentajes en los que probarlos. Se repite un número que 
se considere adecuado de veces para que los resultados converjan y una vez tenemos la matriz 
de probabilidades calculada por el programa, de dimensiones (pacientes de modelado, 
métodos, porcentajes), la introducimos en el programa que dibujaba las curvas ROC y devolvía 
el punto óptimo de entre los disponibles, informando también de qué umbral se debe utilizar 
para obtener esa puntuación. Por último, se ejecuta un programa cuyo objetivo es diagnosticar 
al grupo de verificación repetidas veces con distintas variaciones del grupo de entrenamiento 
para obtener de nuevo probabilidades estables. Para terminar, se transforman estos umbrales 
en clasificaciones sano/enfermo aplicando el umbral hallado en el programa anterior. Para 
juzgar los resultados se utiliza la matriz de confusión y se comprueba que sean parecidos a los 
obtenidos en el grupo de creación del modelo. 
 
Los vectores discriminantes que se han utilizado han sido la geometría, existencia de DBE y 
ciática, peso y edad, excepto para el caso de patología donde no se han incluido DBE y Ciática. 
 
 
 
Resultados 
Primeras Tablas 
Las tablas 1, 2 y 3 recogen los datos de la eficacia de cada algoritmo, SVM, DA, y Trees 
respectivamente. Cada fila representa una clasificación (patología), mientras que cada columna 
indica el porcentaje de pacientes que se usaron como entrenamiento, el código de colores 
pretende ayudar a la lectura de estas siendo un degradado de rojo oscuro (menor valor) a verde 
oscuro (mayor valor) pasando por el blanco 
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 25 35 45 55 65 75 85 
MODIC 81,01 81,7 82,03 81,44 81,26 81,36 81,06 
LISTESIS 90,34 91,4 91,25 91,72 91,56 91,47 90,94 
ARTROSIS 74,74 75,84 77,05 77,22 77,57 76,91 77,55 
ESTEN_F 84,82 85,74 85,78 86,67 86,94 86,93 86,27 
ESTEN_C 86,25 86,58 86,93 87,7 87,08 87,67 88,88 
DBE 66,7 69,04 70,38 71,46 71,53 71,87 71,94 
CIATICA 68,3 69,55 70,11 70 71,04 70,05 70,73 
CIRUGIA 69,23 70,15 71,16 70,8 71,52 72,18 73,45 
PATOLOGIA 80,83 85,92 86,98 89,43 90,19 92,02 91,76 
Tabla 1 Eficacia SVM 
Tabla 2 Eficacia DA 
 15 25 35 45 55 65 75 85 95 
MODIC 77 75,3 75,7 74,3 75 75,2 75,1 74 70,5 
LISTESIS 90,1 90,3 90,4 90,4 90,8 90,8 90,5 91,4 89,5 
ARTROSIS 65 66,6 67,2 67,7 67,8 68,3 68,5 69 68,8 
ESTEN_F 81 80,2 80,1 79,6 79,6 80,8 80,9 80,8 80,2 
ESTEN_C 82,3 82,6 81,8 80,2 81,1 81,5 81,3 81,9 82,4 
DBE 53,1 53,1 53,5 54,4 54,5 54,2 53,8 54,2 56,5 
CIATICA 50,8 51,7 51,5 51,6 51,4 52 52,9 52,2 53,3 
CIRUGIA 59,4 59,4 58,5 59,7 58,9 59,9 58,5 58,4 58,2 
PATOLOGIA 59,6 61,4 61,5 61,6 62,1 63 62,8 63,1 61,1 
Tabla 3Eficacia Trees 
A partir de ellas se puede observar la eficacia y cómo varía esta, según se utilicen distintos 
porcentajes de entrenamiento. La conclusión obtenida fue que SVM daba los mejores 
resultados, si bien DA da menos falsos negativos que SVM, cosa que no se aprecia en las tablas, 
pero se notó al ejecutar el programa, Trees parecía peor en todos los aspectos. Fue la diferencia 
entre falsos positivos de SVM y DA lo que dio lugar a la idea de usarlos juntos. Dados estos 
resultados se descartó Trees por el momento. También es interesante anotar que DA y Trees 
eran parecidos en cuanto a velocidad mientras que SVM sólo en algunas patologías y a bajos 
porcentajes de entrenamiento alcanzaba velocidades similares, siendo mucho más lento en 
porcentajes mayores. 
Se puede observar un fenómeno extraño que es la caída en la eficacia de DA. Al tratar de explicar 
esta tendencia se consideró que estuviese relacionada con los pacientes usados para el 
entrenamiento. De ahí surgió la idea de filtrar los pacientes que daban “peores” modelos de la 
lista de entrenamiento. 
 15 25 35 45 55 65 75 85 95 
MODIC 80,47 78,26 75,28 70,7 62,96 62,16 70,89 73,88 77,55 
LISTESIS 91,78 91,14 90,03 85,69 73,21 73,78 82,38 86,15 87,82 
ARTROSIS 71,57 72,81 70,8 67,34 60,77 60,83 66,45 71,15 72,91 
ESTEN_F 83,55 83,07 80,01 75,54 65,69 65,18 71,84 74,61 79,09 
ESTEN_C 85,76 83,87 82,22 78,15 66,87 65,99 73,84 77,97 78 
DBE 61,44 64,9 65,45 64,6 58,62 58,84 66,65 70,58 73,91 
CIATICA 64,21 65,48 63,46 62,12 56,79 56,01 61,2 62,36 64,36 
CIRUGIA 65,26 66,43 64 60,65 56,47 57,13 62,35 64,82 65,82 
PATOLOGIA 74,31 79,93 81,36 78,23 68,45 69,26 79,53 82,97 85,91 
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Por último, se observa una mejoría, pequeña en general, para SVM, al usar más pacientes en el 
grupo de entrenamiento sin embargo esto conllevaba inconvenientes como el aumento del 
tiempo para cada predicción durante la fase de aprendizaje. En consecuencia, se decidió que 
esta información no era suficiente para fijar un porcentaje de entrenamiento, por lo que se 
continuó el estudio conservando la variación de dicho parámetro. 
Mejoras 
En este apartado se presentan algunos resultados tanto del método de filtrado de pacientes 
como de SVM y DA funcionando en conjunto 
Las tablas que se ven a continuación corresponden al número de veces que cada paciente ha 
aparecido en los grupos de entrenamiento “buenos” y “malos”. Cada casilla corresponde a un 
paciente, ordenados de arriba abajo y de izquierda a derecha, siendo la esquina superior 
izquierda el paciente 1, la inferior izquierda el paciente 17 y la inferior derecha el 221. Para la 
confección de cada tabla se han usado 200 grupos, y hay cuatro tablas por patología, dos de 
grupos que dieron buenos resultados, por ejemplo, la tabla 4, y dos grupos cuyos resultados 
fueron peores, como en la tabla 5. Cada grupo consta de 33 pacientes.  
 
 
Tabla 4Mejores Listesis  Tabla 5 Peores Listesis 
El filtrado de los pacientes malos para el entrenamiento, cada vez que aparecían aleatoriamente 
en el grupo de entrenamiento, mejora en la eficacia de los programas, como se observa en la 
tabla 6 para el SVM, en comparación con la tabla 1 
 
Tabla 6 SVM con filtro 
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Mientras que para algunas de las clasificaciones la variación es nula o está dentro de lo que 
podría ser normal debido a la aleatoriedad de los datos, en otras como la Artrosis pasa de 77,5 
a 84 o DBE de 72 a 81,5. En el caso de la Listesis llegamos a porcentajes tan altos como 93,7. 
Sin embargo, una vez introducidos los indicadores de sensibilidad y precisión se vio que 
purgando estos pacientes la sensibilidad de la clase positiva bajaba, diagnosticando menos como 
enfermos y por tanto diagnosticando menos sanos como enfermos, lo cual, debido a la falta de 
balance en los datos hacía que mejorase la eficacia, aquí se ve por tanto la importancia de fijarse 
en el indicador de la sensibilidad. 
En cuanto a la mejora obtenida al hacer cooperar a los algoritmos (Tabla 7), se realizaron 
pruebas con un 75% de pacientes en el grupo de entrenamiento y se observó, de izquierda a 
derecha, la eficacia en aquellos pacientes donde los algoritmos coincidían (éxito), el porcentaje 
de pacientes que no eran confusos (acuerdo), la precisión de la clase sana (seguridad), y el 
porcentaje de sanos en el grupo de confusos (sanos). También se muestran las desviaciones 
típicas de los tres primeros indicadores. 
 
Tabla 7Resultados SVM+DA 75% entrenamiento 
Aquí se aprecia que la eficacia es elevada aún sin haber filtrado. Fue a partir de estos datos 
cuando se decidió intentar recrear la tabla de casos, para ver si los fallos se daban en algunos 
pacientes en particular o indiscriminadamente y si pasaba lo mismo con los confusos. 
Antes de continuar con esa perspectiva se estudió la posibilidad de utilizar los scores de SVM 
para determinar la clasificación de los pacientes confusos, este método no dio resultados 
concluyentes. En la ilustración 6, el eje de abscisas presenta la exactitud mientras que el de 
ordenadas recoge el score mínimo (en valor absoluto) a partir del cual se califican los confusos 
según SVM 
 
Ilustración 7 Variación de la eficacia respecto al score de SVM 
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Podemos ver que la variación es prácticamente de derivada negativa a lo largo de toda la gráfica. 
Lo que sería de esperar si el score no fuese representativo sería una línea recta entre las dos 
eficacias, mientras que una curva que apoyara la hipótesis de que el uso del score es un buen 
indicador ascendería hasta un máximo destacado. Este caso se asemeja más a lo primero.  
Tabla probabilidades 
Las tablas completas, están organizadas en páginas de Excel, contienen la tabla de 
probabilidades, generada por el programa, una tabla de 0 y 1 función de la primera tabla y los 
umbrales que se elijan, la tabla real y finalmente una tabla que surge de la comparación de estas 
dos últimas. Para disponer de los resultados de una forma más compacta y fácil de analizar se 
contaron los pacientes correctamente clasificados y los incorrectos, también marcando para 
cuales el algoritmo estaba “seguro”, en función de cómo de cerca estaban las probabilidades de 
cero y uno. 
En la ilustración 7 se muestra una tabla que recoge los conteos mencionados. Los números 
subrayados en rojo corresponden a errores y los verdes a aciertos, el signo menos indica que el 
diagnóstico ha sido negativo, los valores 1 y 0,1 indican que la probabilidad estaba cerca de 0 o 
1 mientras que 0.25 y 0.75 indica que la probabilidad tenía un valor intermedio. Las letras 
corresponden una a cada enfermedad siendo F y C estenosis F y C, Z ciática y G cirugía, el resto 
responden a sus iniciales, P2 es 1 si cualquiera de las otras enfermedades es 1 y 0 en caso 
contrario y sus resultados son contrastados con aquellos de la columna de patológicos en la 
tabla real. Por último, se pueden ver el total de falsos negativos, correctos y falsos positivos a la 
derecha. Correctos positivos es la suma de aquellos que han sido correctamente diagnosticados 
como enfermos mientras que verdaderos positivos es el total de pertenecientes a cada clase. 
 
Ilustración 8 Resultados de la Tabla de Probabilidades con umbrales 0.5 
 
 
 
 
 
 
En la tabla 8, simplemente se habían redondeado las probabilidades. Tras aplicar umbrales 
distintos, resaltados en azul (Tabla 9), para cada enfermedad se ven los siguientes resultados: 
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Ilustración 9 Resultados de la Tabla de Probabilidades con umbrales variables 
Si nos guiásemos estrictamente por la eficacia, a la derecha, podríamos decir que la aplicación 
de dichos umbrales empeora el programa, pero viendo el aumento de la detección de enfermos 
y la relativa pequeña perdida en la detección de sanos se puede afirmar que es una mejora. 
Repetición de las tablas iniciales 
Fue, por tanto, al observar los datos que se han presentado en el punto anterior, donde se 
replanteo el proyecto guiándose por la detección, o sensibilidad y la precisión, o más adelante 
el FPR (1-especificidad). En las tablas 8, 9 y 10, SVM, DA y Trees respectivamente, una para cada 
patología, donde cada columna responde a un porcentaje de entrenamiento y cada fila a un 
marcador, siendo estos: precisión (p0 0 hace referencia a la clase sana y 1 a la enferma, p1), 
recall (r0, r1), y f1 (precisión sensibilidad y f1 es la media armónica entre la precisión y la 
sensibilidad) de la clase sana y enferma. 
 
Tabla 8 SVM, precisión, sensibilidad y f1 
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Tabla 9 DA, precisión, sensibilidad y f1 
 
Tabla 10 Trees, precisión, sensibilidad y f1 
A raíz de estos resultados queda que no hay un solo programa que sea el mejor para las distintas 
patologías, sino que habrá que usar el que mejor se ajuste, o la combinación que mejor se ajuste 
para cada una de las patologías que se van a estudiar. 
 
 
Curvas ROC 
Para implementar el método de las curvas ROC ya se descartaron Modic, DBE, ciática y cirugía 
de las clases a identificar, aquí se presentarán algunas de las curvas que se consideran mejores 
o más representativas para cada una de las cinco clasificaciones y después aquella que responda 
a la mejor puntuación, en anexos se adjuntará todo lo necesario para generar el resto de las 
curvas. 
En primer lugar, vemos las curvas de los tres algoritmos sencillos aplicados a la artrosis teniendo 
como entrada sólo la geometría (las coordenadas de los puntos marcados), la leyenda se ha 
codificado indicando el porcentaje de entrenamiento utilizado y el algoritmo. 
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Ilustración 10 ROC geometría artrosis 
 
Ilustración 11 ROC artrosis 
Una vez añadimos las siguientes variables como entrada: edad, peso y talla, las mejores curvas 
pasan a ser las del minority report, en concreto la del 60% de entrenamiento. Se puede ver una 
mejora significativa, del 80% de TPR y 22% FPR pasamos al 88,5% de FPR y 20% de FPR. 
Continuando con la Listesis, los mejores resultados son los siguientes, a la izquierda (ilustración 
11) sólo con la geometría, a la derecha (ilustración 12) con las demás variables 
 
Ilustración 12ROC geometría listesis 
 
Ilustración 13ROC listesis 
Con la introducción de las nuevas variables se consigue una mejora del TPR de 7.7% a costa de 
un aumento en el FPR de también un 7.7% pero al valorar más el TPR es considerada mejor. 
Análogamente para la estenosis C, se muestran los resultados en las ilustracionse 13 y 14. 
 
Ilustración 14 ROC geometría estenosis C 
 
Ilustración 15 ROC estenosis C 
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El porcentaje de entrenamiento para la curva de la ilustración 15 es de 20% si no se especifica 
lo contrario. El punto elegido en la curva de la geometría corresponde a un FPR de 0.173 y un 
TPR de 0.875 mientras que con las nuevas entradas cambia a 0.22 y 0.917, respectivamente. 
Para el caso de la Estenosis F tenemos: 
 
Ilustración 16 ROC geometría estenosis F 
 
Ilustración 17 ROC estenosis F 
Donde se obtiene un mejor punto de 0.22-0.84 en geometría (ilustración 15) y 0.28-0.96 en la 
completa (ilustración 16). 
Por último, pero no por ello menos importante se presentan los datos de patología. Cabe 
mencionar que el resultado en la curva que tiene en cuenta al DBE y la ciática se podría decir 
que es demasiado bueno, porque en el conjunto de casos solo hay un paciente que tiene DBE y 
no es patológico y uno con ciática que no es patológico, sin embargo, los resultados al mirar 
únicamente la geometría son también muy buenos, aproximándose mucho a la curva ideal, con 
un FPR de 0.042 y un TPR de 0.96 
 
Ilustración 18 ROC geometría patología  Ilustración 19 ROC patología 
 
Verificación 
A continuación, se van a presentar la mejor curva obtenida con el grupo de modelado y la tabla 
que contiene el FPR, TPR y umbral del mejor punto teórico, junto con la matriz de confusión 
(recordar ilustración 1 y ecuaciones 2 y 4) obtenida tras ejecutar el programa 3.000 veces. Los 
umbrales se redondearán ligeramente a la baja para tener cierta seguridad de que detectamos 
a los máximos enfermos posibles. 
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Ilustración 20 Curva teórica artrosis 
FPR teórico TPR tórico Umbral 
0.1206 0.85 0.1805 
 
20 8 
2 10 
 
Como se puede comprobar el TPR es de 0.83 
y el FPR de 0.28, no son unos resultados tan 
buenos como los dados por la curva, pero se 
aproximan y son de por sí buenos. Se ha 
utilizado un umbral de 0.18 y el método: 
SVM con grupos formados por el 40% del 
conjunto de entrenamiento. 
 
 
Ilustración 21 Curva teórica listesis 
0.1813 0.7 0.0565 
 
28 9 
0 3 
Con un umbral de 0.055 obtenemos un 100% 
de detección y 0.19 de FPR. 
Para este caso se ha ajustado el umbral a 0.75 
porque si no el punto elegido se consideraba 
con un FPR demasiado alto. El método 
utilizado fue una media ponderada entre 
SVM y DA a favor de DA 2-1. 
 
Cabe decir que, muy destacado sobre todo en las dos curvas recientemente presentadas, el 
hecho de retirar del conjunto de modelado a 40 pacientes (18% del total) para tener un grupo 
de verificación hace que los modelos se vean perjudicados, al comparar estas curvas con las del 
punto anterior, prueba de que el conjunto de pacientes con el que trabajamos es escaso y los 
resultados podrían mejorar significativamente de aumentar este. 
 
Ilustración 22 Curva teórica estenosis F 
0.168 0.900 0.0745 
 
29 4 
1 6 
Ajustando el umbral a 0.074 se obtienen un 
TPR de 0.833 y un FPR de 0.121. 
El método elegido fue la media entre SVM y 
DA, con 20% de entrenamiento. 
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Ilustración 23 Curva teórica estenosis C 
0.1975 0.8421 0.032 
 
30 5 
1 4 
Umbral 0.03. TPR 0.8, FPR 0.143. 
Para este caso se ha ajustado la pendiente de 
la recta que determina el mejor punto a 0.75 
porque si no el punto elegido se consideraba 
con un FPR demasiado alto. 
El método usado ha sido SVM con 60% de 
entrenamiento. 
 
 
Ilustración 24 Curva teórica patología 
0.113 0.975 0.428 
 
6 4 
1 29 
 
En este caso se puede apreciar una anomalía 
que será estudiada en un futuro y es el FPR 
tan alto que presenta, 0.4 con respecto al 
teórico, en cuanto al TPR nos encontramos 
con una cifra de 0.967. El umbral utilizado ha 
sido 0.4. Se ha usado DA con un 30% de 
entrenamiento. 
 
Hay que tener en cuenta que estos estudios se han realizado con pocos datos y en algunos casos, 
que se diagnostique correctamente un paciente más o un paciente menos conlleva un cambio 
relativamente grande, como puede pasar con los pacientes sanos de la patología, o los listésicos 
enfermos en los que tenemos una sensibilidad del 100%. Se ha comprobado que los diagnósticos 
tienen repetibilidad, con un mismo umbral y método se tienen resultados iguales.  
Conclusiones 
En conclusión, se puede destacar que los resultados son muy satisfactorios, con detecciones que 
varían entre el 80 y 100% sin haber sacrificado a penas la sensibilidad que oscila entre 75 y 85 % 
para todas las clasificaciones. Este método de repetición de los modelados para la obtención de 
probabilidades en vez de clasificaciones binarias se ha probado muy útil en conjunto con el uso 
de las curvas ROC para la elección del umbral. Es un método que ha sido desarrollado 
expresamente para este proyecto, y en el cual me gustaría profundizar, ya que al no haber 
encontrado más información sobre él creo que tiene aún mucho potencial y se podría aplicar a 
proyectos con problemáticas similares, aunque no compartan el área de aplicación. Asimismo, 
con este trabajo he aprendido mucho, gracias a todos los errores que he ido cometiendo y las 
soluciones que he ideado para estos, se hayan probado útiles o no. 
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Para dar una explicación a los fallos en la clasificación de los pacientes sanos en el grupo 
patología se ha estudiado la naturaleza de estos cuatro pacientes y realmente son pacientes 
excepcionales, uno de ellos estaba marcado como afectado en DBE pero se consideraba sano, 
de los cuales solo hay dos casos en el total de pacientes, mientras que los hay que con DBE son 
considerados patológicos, otros dos entran en el grupo de riesgo de pacientes que sufren de 
obesidad y el paciente restante también pertenece a otro grupo de riesgo que es el de los 
pacientes de avanzada edad. Este tipo de incidencias tendrían menos importancia relativa si se 
tuviese una base de datos más grande, otra de las razones para revisitar el proyecto una vez se 
hayan adquirido más datos. 
Futuro 
A partir de aquí hay varias rutas que se pueden tomar, por un lado, siempre es posible afinar 
más el programa, encontrar cuáles son los datos más significativos, quizás introducir la talla, o 
el IMC en el conjunto de entrada. Por otro lado, aumentar el número de pacientes con los que 
construir los modelos, lo cual ahora es difícil porque los marcadores fueron realizados a mano 
por el médico y eso conlleva mucho tiempo, pero cuando se consiga automatizar ese proceso 
veríamos un gran aumento en los datos con los que trabajar. También el desarrollo de una red 
neuronal para ser usada junto a los demás algoritmos podría ayudar a conseguir resultados 
mejores. 
Sin embargo, el ajuste fino o mejora de este proyecto en este marco no es lo único que cabe 
considerar. Aunque muchas de las soluciones que se han desarrollado para los problemas 
presentados en este trabajo ya existieran, el método de utilizar diferentes subgrupos del total 
de elementos de entrenamiento, en vez de crear un modelo que utilice todos, para así tener 
muchos modelos distintos con los que poder generar las probabilidades de pertenencia a la clase 
a estudiar es algo de lo que no he encontrado evidencia de uso, es parecido al Boosting (2) y al 
Bootrstrapping (1) pero no creo que ninguna de estas técnicas sea exactamente lo que se ha 
hecho, o al menos no la forma convencional de aplicarlas. Puede que se pruebe como una 
solución para las ocasiones en las que los elementos de entrenamiento sean escasos y haya poco 
balance entre las clases.  
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