Abstract: Improvements in networking technologies have provided users with useful information services. Such information services may bring convenience and efficiency, but might be accompanied by vulnerabilities to a variety of attacks. Therefore, a variety of research to enhance the security of the systems and get the services at the same time has been carried out. Especially, research on intrusion-tolerant systems (ITSs) has been conducted in order to survive against every intrusion, rather than to detect and prevent them. In this paper, an ITS based on effective resource conversion (ERC) is presented to achieve the goal of intrusion-tolerance. Instead of using the fixed number of virtual machines (VMs) to process requests and recover as in conventional approaches, the ITS based on ERC can transform the assigned resources depending on the system status. This scheme is proved to maintain a certain level of quality of service (QoS) and quality of security service (QoSS) in threatening environments. The performance of ERC is compared with previous studies on ITS by CSIM 20, and it is verified that the proposed scheme is more effective in retaining a specific level of QoS and QoSS.
First, in order to calculate the ideal exposure time according to system environments, we propose the QoS & QoSS scoring scheme. To achieve the goal, we measure QoS in terms of response time, and predict the amount of damage caused by attacks to evaluate security performance.
Second, the resource conversion scheme assigns the exposure time computed by the previous scoring scheme. This enables the system to be sensitive to internal and external factors, such as a response time and an incoming packet rate, which affect the performance of the system. It allows the system to control the capability of maintaining QoS and QoSS in the end.
In order to show how ERC can be used to retain QoS and QoSS of a system and evaluate the effectiveness of our approach, we implemented the scheme by using CSIM20 [11] and compared it with previous work [8, 12] The contributions of our research are as follows:
• We introduce a new scoring scheme that can consider QoS and QoSS simultaneously.
• We establish the concept of ERC that can be used in any intrusion-tolerant architecture.
• We evaluate the performance of the system in various situations through simulation.
The rest of the paper is organized as follows. Section 2 is about the related work on a recovery-based ITS. In Section 3, the scoring scheme of ERC is proposed. In detail, Section 4 describes the architecture of the ITS based on ERC, and Section 5 shows the experimental design and results. The paper ends with a conclusion in Section 6.
Related Work
Designing protections and adaptation into a survivability architecture (DPASA) [6] has various layers to manage system reliability and includes approaches of intruders. The architecture integrates defense principles, such as redundancy, diversity, detection, correlation, and adaptive response. Also, cyber-defense mechanisms can be utilized to improve the survivability of the architecture. Even though DPASA has high resiliency against intrusions, it requires expert operator to effective response to attacks.
Scalable intrusion-tolerant architecture (SITAR) [5] consists of five middleware components to defend commercial off-the-shelf (COTS) servers from intrusions. SITAR contains three components that protect the overall system: proxy server, ballot monitor and acceptance monitor. SITAR manages tasks without modification on COTS servers. When audit control module detects attacks, adaptive reconfiguration module reconfigures the overall system to support the desired security level.
A generic architecture for intrusion tolerant Web servers [7] is based on a redundant cluster of diversified Web servers and proxies. The Web servers in the architecture are running different application and operation system on diverse hardware platforms. Proxies have an essential function in the architecture: monitoring the state of the Web servers, selecting the regime according to the alert level and protecting the database. Also, the architecture uses IDS, which consists of multiple detection mechanisms in the architecture.
Self-cleansing intrusion tolerance (SCIT) [8] is a representative study that deploys proactive recovery. The SCIT system is composed of the central controller and redundant servers, which are embodied by VMs as depicted in Figure 1 . Applications and services are deployed in VMs. The central controller is responsible for the state transitions of each server. The states are:
(1) Active: Server is online, receives and processes the request from clients.
(2) Grace period: Server is online and does not receive any more requests from the clients. It processes requests that are received when it was in the active state.
(3) Cleansing period: Server is offline and recovers the system configuration files, service files, and so on.
(4) Live spare: Server is offline and waits to be active. If there are more resources than required resources to keep service available, the exposure time can be reduced, to enhance the security of the system. The central controller schedules the states of each VM depending on the control algorithm, which determines the exposure time on the basis of internal and external situations. The main problem is that the control algorithm only considers factors related to the security. An adversary can disturb the processing requests from the legitimate clients by sending a large amount of traffic to the system.
To mitigate this problem, adaptive cluster transformation (ACT) [12] added additional functions, which are adaptive cluster expansion and reduction schemes, involving the use of a variable cluster size depending on the response time instead of using a fixed cluster size. If a system administrator designates a certain level of performance, σup and σdown, the threshold values for changing the cluster size, THCL_up and THCL_down, are decided based on ideal response delay values ICL, as shown in equations:
This makes the system sensitive to the performance in order to retain specific performance levels. On the other hand, ACT did not take account of the exposure time. It is limited to control the exposure time according to attack rates. In addition, physical resources, which are required to expand a cluster size, were not considered proper.
The QoS and QoSS Scoring Schemes
In ERC, the central controller determines the number of VMs, which will process requests according to circumstances. Because the total number of VMs belonging to the whole system is constrained by physical resources, ERC decides the size of two groups: a cleansing group and a processing group.
VMs in the cleansing group are isolated from the external network and make its state pristine. VMs in the processing group process requests and send responses to the clients. If the number of VMs in the processing group increases, the processing speed will be improved. However, a huge processing group can cause the extension of the exposure time of each VM and consequently makes the system become more vulnerable to attacks. In contrast, the system with a small processing group is impervious to attack, but its QoS is low.
In this section, we will present a scheme that allows the central controller to decide the appropriate exposure time. This scheme enables the system to retain a specific level of QoS and QoSS. In Sections 3.1 and 3.2, we explain the methods of the calculation on QoS and QoSS, respectively.
The QoS Scoring
QoS of a system is considerably affected by the size of the processing group. Since unnecessarily large processing groups may impair the security of the system, it is crucial issue to determine the adequate processing group size. Table 1 shows the parameters associated with ERC. The number of compromised records caused by attack per unit time
In ERC, the score of QoS (Sq) is determined by the ratio of the processing capacity to the incoming request. The processing capacity of the system is the product of Np and P, so Sq can be expressed as:
The central controller determines the size of processing group according to the exposure time as:
Therefore Sq is expressed as:
If Sq exceeds one, it means that the total processing capacity of the system exceeds the number of incoming requests per unit time. In this condition, the system can process all the requests from the external network in acceptable response time. Therefore we assign one to Sq in this case. Modifying the exposure time is the only way to control the Sq, since P, Tc and Nmax are restricted by the given hardware configuration and R is uncontrollable.
The QoSS Scoring
The measurement of QoSS is more complicated. With the assumption that the attack arrivals are independent and follow a Poisson distribution with parameter λ, the probability of n attacks per unit time is calculated as:
As shown in Figure 2 , the attacker who intrudes the VM1 and VM2 will perform malicious activities to collapse the system. Since each VM will be offline periodically and cleansed to remove attacks, the residence time of the attacker is limited by Tc. The damage to VM1, which can be caused by the attacker, is much smaller than to VM2, because Tc of VM1 is half of Tc of VM2 in this example. Therefore, assigning the appropriate exposure time according to λ is essential to improve the security performance of the system.
In ERC, the score of QoSS (Ss) is measured by the number of compromised records, which means the amount of potential damage that could cause to the system. On average, the first attack occurs after 1/λ unit time, since the expected value of a Poisson distribution is λ. If Te is larger than 1/λ, the attacker who intrudes into the system has a chance to compromise the system for the remaining exposure time (Te − 1/λ). The expected damage of the VM can be obtained from the product of Da and intruder residence time. Therefore, if an operator of the system desires a certain level of reliability (LR), the expected damage of the VM (Dt) can be expressed as:
ERC adjusts Ss as:
where Dmax is the maximum amount of damage that can be caused by one attack. Therefore the score of QoSS with Te can be expressed as:
Dmax and Da are adjusted by referring to the reports of recent intrusions, and λ can be estimated by a monitor component. If Ss exceeds one, it implies that attackers do not have enough time to attack VMs in the system. In this case, one is assigned to Ss. Similar to the QoS, the exposure time is the only available value which is adjustable by a system operator. Therefore assigning adequate values to the exposure time is necessary to make the system sustainable and resilient. This will be discussed in the next section. 
Determining the Exposure Time
The total score of the system can be obtained from the formula as follows:
An administrator can control the sensitivity of the system by modifying α (where 0 < α < one). If a specific level of QoS is mandatory, the system operator has to select a high value of α for the system to meet the amount of requests. In contrast, if the system must survive in the face of intrusions, the system administrator assigns a small value to α to make the system more survivable. As we discussed in previous sections, modifying Te is the only method to control QoS and QoSS. Therefore we can determine the prime exposure time, which makes the above formula maximum.
ERC Model
In this section, we present the architecture of the ITS based on ERC, and explain how ERC can be utilized to make a secure system. Our prototype integrates ERC and Web servers, which deliver contents that can be accessed through the Internet.
ITS Architecture Based on ERC
The proposed system is illustrated in Figure 3 . We adopt a proactive recovery technique to protect the system. Each VM periodically rotates its state, active → cleansing → ready → active, sequentially. The central controller is responsible for the states of each VM. The central controller utilizes the ERC scoring algorithm to respond to the number of requests per time and external threats. All services are supplied by VMs in the processing group, and all the requests are randomly delivered to the active VMs. Since every VM has the same functionality, they provide the same services to the clients. Following assumptions are applied to the design of the architecture.  Since the internal network is separated from the external network, it is impossible to corrupt the central controller with attacks from the external network.
• All states of VMs are controlled by the central controller. In other words, the central controller can change any VM's state by regulating the exposure time.  Attacks can be performed on active VMs, and a successful attack compromises the records of a certain VM. But any other malicious behaviors to disturb the operation of the system are not considered in order to simplify the evaluation.
In Figure 4 , Nmax is eight and Tc is 120 s. Therefore the exposure time is 120 s. In this configuration, the numbers of VMs in each group are the same. However, if the system receives a large amount of requests, the central controller assigns the new exposure time, which can be obtained from the ERC scoring algorithm to improve QoS. For instance, if Te is changed to 360 s, the size of the processing group Np will be increased to six. In this case, resources for proactive recovery are converted into resources for processing requests. As a result, the resource conversion improves QoS of the system by extending Te. Naturally, the extension of Te may give more chance to compromise the system for attackers. However, since our scoring scheme considers performance and security simultaneously, the ITS based on ERC can retain a certain level of QoS and QoSS. 
Prototype
In recent years, there has been increasing demand for survivability in Web servers against cyber-attacks due to importance of services, such as finance and social network. Protecting Web servers is one of the most primary applications for ITSs. Our prototype is depicted as Figure 5 .
The direction of the arrows indicates the flow of communication. VMs in the cleansing group can communicate with the central controller to restore, whereas VMs in the processing group cannot send messages to the central controller, because they are exposed to the Internet. In prototype, the central controller not only changes the states of VMs as SCIT, but also assigns the exposure time to each VM. Therefore a separation of the internal and external networks is one of the most important techniques to protect the central controller. The central controller requires the number of incoming requests per unit time (R) and the Poisson parameter λ. R can be observed by the switch, and we can obtain λ from VM's intrusion report and inspect file integrity and detect malicious activity at cleansing period [13] .
Conventional studies on diversification, such as OS and applications [14] , can be integrated with the prototype. However we do not consider diversification because this paper focused on only the improvements of intrusion tolerance by applying ERC.
Experimental Design and Results
The CSIM 20 simulator is used for estimating efficiency of ERC. CSIM is a simulation toolkit, which involves simulation engine and comprehensive tools that can be used to implement realistic models of complex systems. By using CSIM 20 simulator, we simulated ERC, ACT and SCIT under three different conditions for evaluating performance with C++ language in Visual studio 2008.
To show comparative performance, we use the reference values from the related work [12, 15] as shown in Table 2 . These values are commonly used throughout the experiments. Experimental environments are determined as follows:
• Probability functions that are supported in CSIM 20 are used to provide the various request generation and processing time.  The request generation time and processing time follow an exponential distribution.
• Every VM exposed to the external network is vulnerable to attacks. The number of attacks follows a Poisson distribution with λ.  Attacks compromise the records of the corrupted VM. The number of compromised records depends on Da and the remaining exposure time.
• Cleansing procedures eliminates the effects of attacks from the corrupted VM.  The total number of compromised records is equal to the total damage of the system. 
Reducing the Request Arrival Time
In this experiment, we generate requests at intervals of 0.002 seconds and set λ to 0.00048 in order to create the environment similar to the previous work. In order to evaluate QoS performance under busy condition, we reduce the request arrival time gradually. We set α to 0.7 to make ERC more sensitive to QoS. Figure 6 shows the response time of the system based on ERC, ACT and SCIT. ACT transforms the cluster size by periodically checking the whole system's average response time. The strategy of ACT is well adapted to the condition, and the QoS performance of the system based on ACT is better than ERC and SCIT. However, the number of compromised records is 10 times larger than the other schemes as shown in Table 3 , as the cluster expansion causes extension of the exposure time.
On the other hand, ERC assigned the appropriate exposure time by the scoring scheme. Since α is set 0.7, the scoring scheme gives weight to QoS performance. Although the response time of the system based on ERC is slightly larger than ACT, it maintains the average response time less than 100 ms. Additionally, the performance of QoSS is similar to that of SCIT, which only considers security. Since SCIT does not consider QoS, the architecture based on SCIT cannot respond to the increase of the incoming request rate. 
Increasing the Number of Attacks
In order to evaluate QoSS performance of each scheme, we set λ to 0.00048, and gradually increase λ per unit time. The request arrival time is fixed to 0.002 seconds in this experiment, because the processing capacity of the system based on SCIT cannot handle more requests per time. We set α to 0.3 in this experiment. Figure 7 and Table 4 show the results of the experiment. Although the request arrival time is fixed, the response time of the system based on SCIT is increased as shown in Figure 7 . This is because SCIT reduces the exposure time depending on λ. Similarly, ERC can predict the expected damage by attacks and decrease the exposure time to reduce the negative effects of intrusions.
The differentiated feature of ERC and SCIT is the capability to retain QoS performance. Although the number of compromised records when adopting ERC is larger than that of adopting SCIT, it is an acceptable trade-off for the better QoS. ACT endures a denial of service (DoS) attack by predicting threatening situation and cluster substitution. However it is hard to control the exposure time depending on the attack rates. As shown in Table 4 , the total damage of ACT is much larger than that of other architectures. It means that ACT cannot cope with attacks except denial of service attack. 
QoS and QoSS in the Practical Environment
Generally, attackers prefer to damage popular Web sites, to make more profit. Therefore, if the number of requests that are sent to the system is large, it means that the number of attacks that occur to the system is large, too. In this experiment, we generate requests at intervals of 0.0025 seconds and set λ to 0.00048 at initiation of the simulation, and increase the request volume and the probability of attacks per unit time gradually. We set α to 0.5. Figure 8 and Table 5 show the results of the experiment. The experimental results indicate that the system based on ERC maintains a certain level of QoS and QoSS. ERC controls the exposure time according to the request arrival time and λ. Since the extension of the exposure time causes increment of the total damage done to the system, the number of compromised records in this experiment is larger than that of experiments in Sections 5.1 and 5.2. Figure 9 depicts the total damages of the system based on ACT, ERC and SCIT in experiment 5.1, 5.2, and 5.3. The damage done to the system based on ERC is slightly larger than SCIT in all environments. However, the damage is much smaller than that of ACT and the QoS performance gain is large enough to make the gap negligible.
ACT and SCIT determines the exposure time in order to achieve their goals, which are maintaining specified system performance and keeping the same levels of reliability, respectively. Although ACT and SCIT accomplish their purpose, ERC is more suitable to retain the performance of the system in the practical environment. Figure 9 . The number of compromised records in Section 5.1, 5.2 and 5.3.
Discussion
In this paper, we evaluate damage that can be caused by attacks by the number of compromised records. This evaluation method is very efficient to compare security performance of SCIT, ACT, and ERC. However, a successful attack does not only compromise the records in the real world.
Attackers can severely limit the exposure time by inflating λ, perhaps leading to a DoS. Still, this can be overcome by establishing a threshold for the exposure time. If a rising λ causes decrement of the exposure time under the threshold, then other defense systems will be activated to protect the system.
If VMs get corrupted, they will be restored to pristine state in cleansing period. However, any records or services hosted by back-end systems, such as database entries, can still be a potential risk. It can be overcome by assigning different priorities to VMs. Old VMs will have lower priority to request which needs to access back-end services, because they are more likely to be corrupted.
In our previous work [16] , we halt a VM's operation if an attack on the VM is successful. The successful attacks decrease throughput of the system by 33%. Additionally, a malicious VM is more dangerous than external attackers, because the corrupted VM can execute any action to disturb and collapse the system.
Proactive-reactive recovery allows correct VMs to force the cleansing of a VM that is detected or suspected being faulty [9] . A limitation of this approach is a detection rate, because their detection scheme inspects VMs by only messages which are sent by VMs. Furthermore, though correct VMs have an authority to shut down an attacked VM, a recovery of the attacked VM is not perfectly guaranteed compared with the centralized architecture.
It is impossible to detect all kinds of attacks and failures, but a detection scheme that can detect a certain class of attacks, such as the internal DoS attack, is mandatory for reducing the impact of attacks. We will research on a detection scheme suitable to ERC in the next work.
Conclusions
Most current information systems are connected to the Internet, and it is impossible to successfully protect such systems against all the threats. In this context, an ITS has received significant attention as one of the most important security solutions.
In this paper, we introduce a novel intrusion tolerance architecture based on ERC. We present a QoS and QoSS scoring scheme, which is utilized for the resource conversion according to the internal and external factors. The central controller assigns the appropriate exposure time to VMs, and it is shown that ERC can maintain a desired level of QoS and QoSS as compared with conventional research.
With the advent of advanced threats, in order to provide services with better QoS and QoSS over open networks, research of a scheme to detect compromised VMs is required. In future work, we might consider the detection scheme as well as our scoring scheme.
