Abstract: Given a 3-vector the least distance problem from the Grassmann variety is considered. The solution of this problem is related to a decomposition of z into a sum of at most 5 decomposable orthogonal 3-vectors in . This decomposition implies a certain canonical structure for the Grassmann matrix which is a special matrix related to the decomposability properties of z . This special structure implies the reduction of the problem to a considerably lower dimension tensor space where the reduced least distance problem can be solved efficiently.
Introduction
The Determinantal Assignment Problem (DAP) is an abstract problem formulation unifying the study of frequency assignment problems of linear systems [6] . The solution to this problem is reduced to finding real intersections between the Grassmann variety and a linear variety of a projective space [11] . Computationally, this is an inherently non-linear problem due to its determinantal character, and clearly expresses the significance of exterior algebra and classical algebraic geometry for this family of control problems. The multi-linear nature of DAP has suggested [6] that it may be reduced to a linear problem of zero assignment of polynomial combinants, defining a linear variety, and a standard problem of multi-linear algebra expressed by the additional condition known as decomposability of multi-vectors [12] , [13] . The decomposability problem is equivalent to that the multi-vector belongs to the Grassmann variety of the respective projective space [5] and it is thus characterized by the set of Quadratic Plucker Relations (QPR) [12] . An alternative characterisation of decomposability has been introduced by the representation of the decomposable multi-vectors by special structure and properties matrices, the Grassmann Matrices [8] , [9] .
The DAP framework provides a unifying computational framework for finding the solutions, when such solutions exist, and relies on exterior algebra and on the explicit description of the Grassmann variety in terms of the QPR. This search for exact solutions is equivalent to finding real intersections and this may be interpreted as a zero distance problem distance problem between varieties in the (real) projective e space. Such an interpretation allows the transformation of the exact intersection to a problem of "approximate intersection", i.e., small distance -via a suitable metricbetween varieties and transforms the exact DAP from a synthesis method to a DAP design methodology, where approximate solutions to the exact problem are sought. This enables the derivation of solutions, even for non-generic cases and handles problems of model uncertainty, as well as approximate solutions to the cases where generically there is no solution of the exact problem. In [10] the approximate DAP has been considered for the distance from the variety and a closed form solution to the distance problem was given based on the skew-symmetric matrix description of multi-vectors via the gap metric. A new algorithm for the calculation of the approximate solution was derived and the stability properties of the approximate DAP solutions were investigated. The study of the general case of distance from the variety , is not straightforward; a crucial step to this study is the study of the distance from which is considered here.
In this paper we consider 3-vectors , where 6 1 {} ii e = is an orthonormal basis of . The problem of decomposability of z is to find three vectors such that . If this holds true, the multi-vector is decomposable [12] . Clearly, not all multi-vectors are decomposable and those which are decomposable 3-vectors obey certain algebraic relations the so-called QPR (Quadratic Plucker Relations) which define a projective variety in the projective space . This is the Grassmann variety in defined as the image of all 3-dimensional subspaces in (the Grasmannian ) through the Plucker embedding.
When
z is not decomposable it is desirable in many applications to approximate z by the closest decomposable 3-vector , i.e. to find such that is minimized and thus define approximate solutions of the corresponding problem. In the simpler case when the problem has been solved via considering the spectral structure of the matrix z T which is the nń skewsymmetric matrix representing [10] . In the latter case the least distance problem implies a canonical decomposition [13] . In most of the following, we will assume that F = .
The problem of approximate decomposability
The problem of approximate decomposability (AD) is finding the best approximation of a 3-vector by a decomposable 3-vector . This problem has two equivalent formulations in the affine and the projective space settings which are defined below: Given that the set is the image of the Grassmannian through the Plucker embedding [5] and that is compact, we may state the following result: Theorem(2.1). Let then the projective AD acquires a global minimum which satisfies:
Proof:
The distance function defines a continuous map and its image is a compact subset of ¡ . Therefore the distance function acquires a global minimum.
W
The relation between the two formulations is now described by the following result: Proposition(2.1). Let and P min be the nonempty set defined by:
where 2 m is the optimum value of the objective function of the projective AD. Then the set where 1 m is the optimum value of the objective function of the affine AD, is nonempty. Furthermore, the elements of the two sets min P , min A , and can be paired so that:
We consider the following expansion:
For fixed 1 2 3 ,, x x x this norm is minimized when . Therefore the Affine AD minimization problem:
is equivalent to the minimization problem:
On the other hand, due to the identity:
The minimization problem (2.1) (which is equivalent to the Affine AD) may be solved via the minimization problem and as the latter has a global minimum so does the first. This proves that min A is nonempty. According to the above arguments we may now write:
is a solution of the projective AD then ::
x x x is the 3x6 matrix having as columns the vectors 1 2 3 ,,
x x x . As explained previously, the maximization problem M(1) is derived from the least distance projective formulation. The problems M(1) and M(3) are both relaxations of problem M(2). More importantly they all share a common solution. Therefore one may prefer to solving M(2) since it is computationally more robust given that we use orthogonal bases.
Proposition(2.2)
The three maximization problems M(1),M(2),M(3) attain the same global maximum value m which satisfies: where QPR(y)=0 denotes the quadratic equations defining decomposability of y. Problem M (5) is defined on a compact set therefore it attains a global maximum m. We will prove that this is also a global maximum for all M(1), M(2) and M(3). Indeed by a rescaling argument a maximiser of M(4) must be located on the boundary . Furthermore, given a maximizer of M(4), expressed in matrix form by 0 X , then satisfies all constraints for M(1),M(2),M (3) and attains the same value m for all objective functions, therefore it is also a maximizer for the three problems. Taking into account we have that:
we deduce that the maximum m of M(1) is related to m 2 by i). Furthermore, by Proposition(2.1) and part i) of the current proposition, part ii) readily follows.
The above optimization problems may be solved utilizing known optimization algorithms such as those in [1] , [3] , or specialized methods for tensor problems as those described in [2] , [4] , [11] , [12] . Additionally since all problems are defined on smooth varieties (constraints) and the objective functions are polynomial (multilinear), it suffices to solve simultaneously the first order conditions and select those solutions that assign the highest value to the objective function as we know that the global optimum exist for all the problems. However the special skew symmetric and multilinear structure of the problems suggests that we may simplify it by contracting the 3-vector with one of the 1-vectors 1 2 3 { , , } x x x and then consider an equivalent problem in which can be solved using matrix theory. In fact the least distance problem in may be solved by the following theorem:
Theorem(2.2) Let then z can always expressed as:
Where 1 1 2 2 s ³ s ³ s .These numbers are derived from the 3 imaginary eigenvalue pairs 1 2 3 . i , i
i ± s ± s ± s of the skew symmetric matrix Based on the following definition of the Hodge*-operator which defines a duality in the exterior algebra and can be used as a generalisation of Kernel spaces or as in the present paper for contraction purposes so that the elements of are viewed as parameterised elements of :
The Hodge *-operator, for a oriented n-dimensional vector space U equipped with an inner product <.,.>, is an operator defined as: T has non-trivial kernel and as its spectrum is purely imaginary this kernel is at least two dimensional. Therefore the spectrum of 
Corollary (2.2)
The optimal may be calculated via a Krylov type of iteration
The iteration converges to a vector 1 '
x which is one of the three vectors constituting the best decomposable approximation of z. The other two are found by applying Theorem (2.3) to the multi-vector .
Next section describes the first order conditions for M(3) and its implication for a canonical decomposition of a 3-vector.
The first order conditions and a canonical decomposition of a 3-vector
Here we will consider the first order conditions for the optimization problem M(3) ie subject to
The Lagrangian of this problem is given by Proof: i) If we apply the inner product by 1 x both sides of the first FOC we get:
which is equivalent to:
and this proves i).
ii) If we apply the inner product by 2 x both sides of the first FOC we get:
As λ≠0 we must have 12 ,0 xx = . Similarly the other two inner products 13 , xx , 23 , xx are zero.
Remark ( These new conditions are not the FOC for M(2), however the solutions corresponding to the global maximum must coincide. From now on we will consider that 1 2 3 , ,
x x x are orthonormal and satisfy the above simplified FOC. , ,
x x x be orthonormal vectors that satisfy the simplified FOC (3.2) and let 1 2 3 , , y y y be orthonormal vectors that extend 1 2 3 , , Applying the Hodge-star operator both sides and rearranging the terms accordingly which in the formulation of definition(3.1), it may be written as the theorem states. Conversely if z can be written as eq(3.4) then it is easy to verify respectively and T be a pxp matrix then the following identity holds true:
Lemma(3.3):
Let be the group of 3x3 orthogonal matrices SO(3) be the group of 3x3 special orthogonal matrices, C 2 be the second order compound matrix and C 3 be the third order compound matrix. Then the following hold true:
i) Based on Sylvester-Franke theorem we have
where
Theorem (3.3). Let which can be expressed as in theorem (3.2):
If then z can also be written as:
Proof: Note that
As a result of the previous theorem and the singular value decomposition of the matrix A we may simplify the decomposition of z as a sum of 5 decomposable vectors as shown below. 1  2  3  1  2  3 , , , , ,
Theorem(3.4)
x x x y y y such that with .
Proof:
As , we can easily deduce that .
The above discussion and results imply the following algorithm for the construction of a canonical decomposition:
Construction of Canonical Decomposition i) Construct the global maximize of M(3)
ii) Complete to be an oriented orthonormal basis for . We change the basis for colspan(X) , colspan(Y) to , as follows:
With respect to the new basis, z can be written as
The structure of the Grassmann matrix
The Grassmann matrix is the matrix representation of the multiplication operator ( ) [8] , [9] that is: defined by . The transpose of this matrix The proof is similar for the other two subspaces.
Corollary(4.2):
If we denote by T the matrix then can be diagonalized as follows and by Theorem(4.1) all three spaces are Φ invariant subspaces, using a change of basis by T the matrix Φ can be block diagonalised with the blocks defined by Theorem(4.1).
Corollary(4.3):
As , the six eigenvalues, {} m i , of F can be paired so that the sum of every pair is 2 z .
Proof:
The restriction of Φ on every space is given by the 2x2 matrices 1 2 3 ,,
A A A respectively. The three pairs of eigenvalues of these three matrices are eventually the six eigenvalues of the matrix Φ. As the trace of each of the three matrices equals to 2 z the result readily follows.
Corollary(4.4) :
The singular values of can be grouped into three pairs such that the 2-norm of each pair is z .
Proof:
As the singular values of are the positive square roots of the eigenvalues of the matrix Φ the result readily follows from Corollary(4.3). The above result implies that the space and the corresponding block 1 A correspond to the pair of the highest and the lowest eigenvalues; the space and the corresponding block 2 A correspond to the pair of the second lowest and second highest eigenvalues of Φ and the space and the corresponding block 3 A correspond to the pair of the third and the fourth eigenvalues of Φ.
Theorem(4.2): Assume that the three blocks

Corollary (4.4):
Let . When Writing the above three equalities in terms of the expansion of z we get which proves the result.
The above results allow us to establish an effective algorithm to solve the minimum distance problem initially defined. where W is the tensor
An efficient computation of decomposition in
This may be rewritten as:
subject to ||a||=||b||=||c||=1
For a fixed a, this is the maximum singular value of the matrix:
And the optimal vectors b, c correspond to the left and right singular vectors for this singular value. In this setting our optimization problem is reduced to:
The square x=σ 2 of the maximum singular value σ, satisfies the equation:
As the function , S 1 is the circle defined by is a (generically 1 ) smooth real function defined on a compact and connected set so its image must be a closed finite interval. This function acquires a global maximum which must satisfy the first order conditions. Therefore we may calculate the solutions of the first order conditions and select the one that corresponds to the maximum x. One way to accomplish this, is to parametrise the circle ||a||=1 as: Subject to ||a||=||b||=||c||=1. This is reduced to finding the matrix A(a) with the maximum possible singular value from the family of matrices: 
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Using these matrices we may decompose z by multiplying z by C 3 ([X,Y] ). This way, we get only five non zero entries which induce the following decomposition:
Furthermore the best decomposable approximation of z is the term . □
Conclusions
The approximate decomposability of 3-vectors in was considered. The first order conditions of the optimization problem, imply a decomposition of 3-vectors in five orthogonal decomposable 3-vectors. Utilizing the Grassmann matrix [8] of z, the problem can be reduced into a similar problem in the tensor space . The results leads to a computationally efficient method to calculate the best decomposable approximation of a 3-vector in which then can be utilized to solve approximate frequency assignment problems. For this method to be applicable to such problems has to be modified so that it calculates best decomposable approximation of threevectors parameterised by a linear variety. Such approach is currently under investigation.
