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ON THE TAILS OF FI-MODULES
PETER PATZT AND JOHN D. WILTSHIRE-GORDON
Abstract. We study the end-behavior of integer-valued FI-modules. Our first result describes the
high degrees of an FI-module in terms of newly defined tail invariants. Our main result provides an
equivalence of categories between FI-tails and finitely supported modules for a new category that
we call FJ. Objects of FJ are natural numbers, and morphisms are infinite series with summands
drawn from certain modules of Lie brackets.
1. Introduction
Let FI be the category of finite sets and injections, and R a commutative ring. An R-valued
FI-module is a functor FI→ ModR. By default, we work with R = Z.
IfM is a finitely generated Q-valued FI-module, Snowden [Sno13] proved that the Hilbert function
n 7→ dimMn (1)
eventually coincides with a polynomial. Shortly thereafter, Church–Ellenberg–Farb [CEF15] showed
that the decomposition ofMn into irreducible Sn-representations satisfies a stability pattern termed
“multiplicity stability” by Church–Farb [CF13]. Subsequently, [CEFN14] proved that the eventual
polynomiality of (1) holds over any field. Following these foundational results, the study of FI-
modules has seen notable successes including [Nag15, CE17, LR18, Ram17, NSS, Har] and applica-
tions including [Cal15, CP15, PW16, KM18, GL, Tos].
An FI-module is presented in degrees ≤ d if one can find generators and relations in degrees
≤ d. We emphasize that the number of generators and relations may be infinite. Nevertheless,
multiplicity stability still holds for Q-valued FI-modules presented in finite degree, where the stable
multiplicities may be infinite. And forR-valued FI-modules, presentation in finite degree is equivalent
to a polynomiality notion of Dwyer [Dwy80]; see Definition 1.7 and [MPW19, Theorem 3.30].
Our first theorem describes the high degrees of R-valued FI-modules. It is driven by a new
combinatorial basis of ZFI(d, n) for n ≥ 2d − 1 that we call the Catalan Basis; see Section 4 and
especially Corollary 4.11.
Theorem A. If M is an R-valued FI-module presented in in degrees ≤ d, then there are R-modules
A0, . . . , Ad such that there is an isomorphism of R-modules
Mn ∼=
d⊕
ℓ=0
A
⊕(nℓ)−(
n
ℓ−1)
ℓ
for all n ≥ 2d− 1.
Even for field-valued FI-modules, Theorem A is new, as it guarantees the Hilbert polynomial
expands nonnegatively in the Z-basis of integer-valued polynomials {
(
n
ℓ
)
−
(
n
ℓ−1
)
}ℓ∈N. Theorem B
will show that the FI-action on the right-hand-side is determined by natural maps between the
R-modules A0, . . . , Ad of Theorem A.
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1.1. The tail invariants of an FI-module. The abelian groups A0, A1, . . . from Theorem A are
functorial in the FI-module M , and moreover, they depend only on the tail of M .
We call Aℓ the ℓ-th tail invariant of M . It can be computed by tensoring with a certain flat
FI
op-module Ξ(ℓ) that we define momentarily:
Aℓ ∼=M ⊗FI Ξ(ℓ).
The symbol ⊗FI denotes the functor tensor product, which is the quotient of
⊕
nMn⊗Ξ(ℓ)n by the
relation mf ⊗ ξ −m⊗ fξ for all FI-morphisms f , and elements m ∈M , ξ ∈ Ξ(ℓ); see Section 2.1.
Definition 1.1. Let Ξ(ℓ) denote the FIop-module
Ξ(ℓ)S = H0(XS , AS),
where XS = Emb(S, [ℓ]⊔R) is a space of embeddings, and AS is the subspace of those φ : S → [ℓ]⊔R
with [ℓ] 6⊆ imφ. Injections act on Ξ(ℓ) by precomposition.
Notation 1.2. Fix an infinite increasing sequence x1 < x2 < . . . of real numbers. Every ho-
mology class ξ ∈ Ξ(ℓ)n is uniquely represented as a linear combination of embeddings φ : [n] →
[ℓ] ⊔ {x1, . . . , xn−ℓ}. If we write such a φ in one-line notation, it denotes the homology class of φ in
Ξ(ℓ).
Example 1.3. Writing functions [n]→ [ℓ] ⊔ R in one-line notation, we have
Ξ(0)3 ∼= Z · { x1x2x3, x1x3x2, x2x1x3, x2x3x1, x3x1x2, x3x2x1 }
Ξ(1)3 ∼= Z · { 1x1x2, 1x2x1, x11x2, x1x21, x21x1, x2x11 }
Ξ(2)3 ∼= Z · { 12x1, 1x12, 21x1, 2x11, x112, x121 }
Ξ(3)3 ∼= Z · { 123, 132, 213, 231, 312, 321 }
and Ξ(ℓ)3 ∼= 0 for ℓ ≥ 4.
Remark 1.4. The zeroth tail invariant of an FI-module M is given by the formula colimOIM , where
OI is the subcategory of FI consisting of the sets [n] = {1, . . . , n} for all n ∈ N and order-preserving
injections. That the functor M 7→ colimOIM is exact is a result of Isbell–Mitchell and Isbell
[IM73, Isb74].
1.2. The category of FI-tails. Define the category of R-valued FI-tails to be the Serre quotient
{R-valued FI-modules presented in finite degree}
{R-valued FI-modules supported in finite degree}
,
whose objects correspond to end-behaviors of FI-modules. This category detects representation
stability phenomena.
Definition 1.5. Let FJ be the category whose objects are N = {0, 1, 2, . . .} and
FJ(ℓ,m) = HomFIop(Ξ(ℓ),Ξ(m)).
We give an inverse limit description of FJ(ℓ,m) in Section 3.3, and a combinatorial description
as infinite series with summands expressed using Lie brackets and shuffle products in Section 3.4.
We note that FJ has upwards and downwards maps. Indeed, FJ(ℓ,m) is a torsion-free abelian group
of infinite rank for all ℓ,m ∈ N. We also remark that FJ is a Z-linear category, and it always acts
linearly.
By construction, the family of FIop-modules Ξ(−) carries an action of FJ that commutes with the
action of FIop, and so defines an FIop × FJ-module.
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Theorem B. The functor
M 7−→M ⊗FI Ξ(−)
induces an equivalence from the category of R-valued FI-tails to the category of R-valued FJ-modules
supported in finite degree.
Theorem B is the integral generalization of the following surprising result of Sam–Snowden.
Theorem 1.6 ([SS16, Theorem 2.5.1]). The category of Q-valued FI-tails is equivalent to the category
of Q-valued FI-modules supported in finite degree.
1.3. Polynomial degree. Recall the following definition originally due to Dwyer [Dwy80]; this
concrete definition coincides with Djament–Vespa’s [DV19] “weak polynomial degree” for FI-modules
presented in finite degree.
Definition 1.7. An FI-moduleM that is presented in finite degree is said to have polynomial degree
≤ 0 if it is eventually constant, and polynomial degree ≤ d if coker(M → ΣM) has polynomial degree
≤ (d− 1), where ΣM =M([1] ⊔ −) is the shift.
We remark that the assumption that M is presented in finite degree implies that ker(M → ΣM)
is supported in finite degree (see for example [MPW19, Theorem 3.30]). Over a field, an FI-module
has polynomial degree ≤ d if and only if the degree of the Hilbert polynomial (1) is at most d.
To formulate a version of Theorem B for tails of FI-modules of polynomial degree ≤ d, let us
define the following category.
Definition 1.8. Let FJ≤d be the category whose objects are {0, 1, 2, . . . , d} and
FJ≤d(ℓ,m) = HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m)),
where i∗d denotes the inclusion of the full subcategory FI≤d ⊂ FI of all sets with cardinality at most
d.
It turns out that for ℓ,m ≤ d we get
FJ≤d(ℓ,m) ∼= FJ(ℓ,m)/Id(ℓ,m),
where Id(ℓ,m) is spanned by composites ℓ → d + 1 → m; see Proposition 3.19. Every FJ-module
supported in degrees {0, . . . , d} is automatically an FJ≤d-module, because Id(ℓ,m) already acts by
zero. Vice versa, an FJ≤d-module can be extended to an FJ-module by zeros. By this logic, we
consider ModFJ≤d to be a subcategory of ModFJ.
Theorem C. Under the equivalence in Theorem B, the subcategory of FI-tails of polynomial degree
≤ d corresponds to the subcategory of FJ≤d-modules.
The following corollary follows from Proposition 3.8, which says we can understand FJ≤d(ℓ,m)
as a subset ZSd.
Corollary 1.9. There exists a (d+ 1)× (d+ 1) matrix ring Qd ⊆ Matd+1(ZSd) whose category of
right modules is equivalent to the category of FI-tails of polynomial degree ≤ d.
Example 1.10. The following Q0, Q1, Q2 are examples for Corollary 1.9.
• Q0 = Mat1(ZS0) ∼= Z. (This simply means that the tails of eventually-constant FI-modules
are in bijection with abelian groups.)
• Q1 =
[
Z · 1 Z · 1
0 Z · 1
]
⊂Mat2(ZS1).
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• Q2 =
Z · 12 + Z · 21 Z · (12 + 21) Z · 12 + Z · 21Z · (12− 21) Z · 12 Z · 12 + Z · 21
Z · (12− 21) 0 Z · 12 + Z · 21
 ⊂ Mat3(ZS2), which is a subring
with Z-rank 12. So a quadratic tail can be encoded as a single abelian group with 12
compatible endomorphisms.
1.4. Computing the tail invariants from a presentation matrix. Any finitely presented FI-
module is the cokernel of a map between free FI-modules, and this map is described by a presentation
matrix. IfM is generated in degrees a1, . . . , ag and related in degrees b1, . . . , br, then the presentation
matrix takes the form
b1 b2 · · · br

a1
a2
...
ag
where the entry in position (i, j) is a formal Z-linear combination of injections [ai] → [bj ]. We call
such a matrix an FI-matrix.
Theorem D. If Z is a presentation matrix for an FI-module M , and if W is the FJ-module corre-
sponding to the tail of M , then
Wℓ ∼= cokerΞ(ℓ)Z
where Ξ(ℓ)Z denotes the integer block matrix obtained by evaluating the module Ξ(ℓ) at the entries
of the FI-matrix Z.
A version of Theorem D over Q appears in [WG], which relies on the structure theory provided
by [SS16]. An analogous result for the category FA of finite sets and all functions—and for any other
category of dimension zero—is available in the second author’s dissertation [WG16, WG19].
In the following examples, we continue to write injections using one-line notation.
Example 1.11. LetM be the FI-module spanned by symbols zij for all i 6= j, subject to the relation
zij + zjk + zki = 0. A presentation matrix for M is given by
Z =
3
[ ]2 12 + 23 + 31 .
If ℓ > 2, then Ξ(ℓ)Z = 0. For ℓ ≤ 2, we have
Ξ(0)Z =
x1x2x3 x1x3x2 x2x1x3 x2x3x1 x3x1x2 x3x2x1[ ]
x1x2 2 1 1 2 2 1
x2x1 1 2 2 1 1 2
Ξ(1)Z =
1x1x2 1x2x1 x11x2 x1x21 x21x1 x2x11[ ]
1x1 1 1 1 1 1 1
x11 1 1 1 1 1 1
Ξ(2)Z =
12x1 1x12 21x1 2x11 x112 x121[ ]
12 1 0 0 1 1 0
21 0 1 1 0 0 1
.
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Since cokerΞ(0)Z ∼= Z/3, cokerΞ(1)Z ∼= Z, and cokerΞ(2)Z ∼= 0, we have
Mn ∼= (Z/3)⊕ Z
n−1
for all n ≥ 5, by Theorem D and Theorem A. If the relation defining M were instead 2zij + 3zik +
4zji + 5zjk + 6zki + 7zkj = 0, an equally-straightforward calculation finds
Mn ∼= (Z/27)⊕ (Z/45)
n−1 ⊕ (Z/3)n(n−3)/2
for all n ≥ 5.
1.5. Acknowledgements. The authors wish to thank Jordan Ellenberg and Jeremy Miller for
many useful conversations. Further thanks to Zach Himes and Rohit Nagpal for helpful comments.
Thanks also to MSRI for its hospitality. This second author was supported by the Algebra RTG at
the University of Wisconsin, DMS-1502553.
2. Notation and category theory background
We quickly review the (mostly standard) notation and the background needed in category theory
that we use in this paper.
Set-theory notation. Let N denote the set of nonnegative integers {0, 1, 2, . . .} and [n] denote
the set {1, . . . , n}. If f : X → Y is a function between the sets X and Y , and S ⊆ X , then
f |S : S → Y denotes the restriction. If T ⊆ Y such that im f ⊆ T , we write f |T : X → T by limiting
the codomain. If f(S) ⊆ T , we write f |TS : S → T limiting both the domain and the codomain.
Algebraic notation. For a set X , let ZX denote the free abelian group whose basis is X . An
unadorned tensor product M ⊗N means M ⊗Z N . The symmetric group of bijections [n] → [n] is
denoted by Sn.
Categorical notation. Let C be a locally small category. We write c ∈ C to mean that c is
an object in C and we write C(c, c′) for the set of morphisms between the objects c, c′ ∈ C. If D is
another category, and F : C → D a functor (by which we always mean a covariant functor), then
we write Fc or Fc for the action of F on an object c ∈ C, and Ff or Ff for the action of F on a
morphism f ∈ C(c, c′).
Suppose C is essentially small. If F, F ′ : C → Ab are functors, then HomC(F, F ′) denotes the set
of natural transformations from F to F ′. We write ModC for the locally small category of functors
C → Ab. If C is a linear category, we require the functors C → Ab to be linear. The resulting
covariant action of C is written on the right; correspondingly, contravariant actions are written on
the left. In detail, if M ∈ ModC , c ∈ C, m ∈ Mc, and f ∈ C(c, c
′), we simply write mf or m · f for
Mf (m) ∈ Mc′. Similarly, if M ∈ ModCop , c ∈ C, m ∈ Mc, and f ∈ C(c′, c), we write fm or f ·m
for Mf(m) ∈ Mc′. In this context, we write ff ′ or f · f ′ for the composition f ′ ◦ f if f ∈ C(c, c′)
and f ′ ∈ C(c′, c′′) to conform with our right-action convention. If M,N ∈ ModC , the set of natural
transformations HomC(M,N) carries the structure of an abelian group.
2.1. The tensor-hom adjunction over categories. We recall the tensor-hom adjunction for
modules over a category. For the remainder of this section, fix an essentially small category C, and
let i : C′ ⊆ C be the inclusion of a small skeleton so that i is an equivalence.
We recall the functor tensor product over C.
Definition 2.1. Let M be a C-module and N a Cop-module. The tensor product M ⊗C N ∈ Ab is
the cokernel of the homomorphism⊕
c,c′∈C′
Mc ⊗ ZC
′(c, c′)⊗Nc′ −→
⊕
c∈C′
Mc ⊗Nc
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given by m⊗ f ⊗ n 7→ mf ⊗ n−m⊗ fn.
WhenN : Cop×D → Ab carries two actions—one covariant, and one contra—we call it a bimodule,
and write the actions on opposite sides. This works because morphisms of Cop commute with
morphisms of D in the product category Cop ×D.
Theorem 2.2 (Tensor-hom adjunction). If N : Cop×D → Ab is a bimodule, then −⊗CN : ModC →
ModD is the left adjoint of HomD(N,−) : ModD → ModC. In particular,
HomD(M ⊗C N,A) ∼= HomC(M,HomD(N,A)).
Denoting by ϕm : ZC(c,−) → M the map corresponding by Yoneda’s lemma to m ∈ Mc for c ∈ C,
we have the following formula for the unit η:
ηM : M → HomD(N,M ⊗C N)
m 7→ ϕm.
Corollary 2.3. Let G : C → D, then
−⊗C ZD(G(−),−) : ModC → ModD
is the left adjoint of the precomposition functor G∗ : ModD → ModC.
Proof. By Yoneda’s lemma, HomD(ZD(Gc,−),M) ∼= M(Gc) ∼= (G∗M)c, and these isomorphisms
are natural in c ∈ C and M ∈ModD. 
Corollary 2.4. Let F : D → C, then F ∗ : ModC → ModD is the left adjoint of
HomD(ZC(−, F (−)),−) : ModD → ModC .
The unit ηM : M → HomD(ZC(−, F (−)), F ∗M) is given by sending m ∈ Mc to the map that sends
φ ∈ ZC(c, F (d)) to mφ ∈ (F ∗M)d.
Proof. The first claim follows from Yoneda’s lemma. For the second, using the description of the
unit from Theorem 2.2, we have that that ηM sends m ∈ Mc to φm ⊗C N : ZC(c,−) ⊗C N →
M ⊗C N with φm(idc) = m. For N = ZC(−, F (−)) : Cop → ModD, φ ∈ ZC(c, F (d)) corresponds
to idc⊗φ ∈ ZC(c,−) ⊗C N and thus is sent to m ⊗C φ ∈ M ⊗ ZC(−, F (−)) which corresponds to
mφ ∈MF (d) = (F
∗M)d. 
3. Tail invariants
In this section, we construct certain flat FIop-modules Ξ(ℓ), yielding under tensor product exact
functors ModFI → Ab. We will see that these functors send modules supported in finite degree to
zero, and so they depend only on tails.
3.1. The shift functor ΣT of FIop-modules and its right adjoint ΩT .
Definition 3.1. Let ΣT : ModFIop → ModFIop be the shift functor, which is given by precomposition
with the opposite of the functor σT = T ⊔ − : FI→ FI. For brevity, let us write Σ for Σ{1}.
In the following proposition, we describe a functor ΩT and show that it is the right adjoint of ΣT .
Write Ωℓ for Ω[ℓ] and Ω for Ω1.
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Proposition 3.2. The functor ΣT has a right adjoint ΩT : ModFIop → ModFIop so that
(ΩTM)S ∼=
⊕
f∈FI(T,S)
MS\im f ,
and for g ∈ FI(S′, S),
(ΩTM)g :
⊕
f∈FI(T,S)
MS\im f −→
⊕
f ′∈FI(T,S′)
MS′\im f ′
(f,m) 7−→
{
(f ′, g|
S\im f
S′\im f ′ ·m) g ◦ f
′ = f
0 otherwise.
Given a map of FIop-modules ϕ : M → M ′, the induced map (ΩT )ϕ is given by the sum of
ϕS\im f : MS\im f →M
′
S\im f over all f ∈ FI(T, S).
The component of the unit η corresponding to M
ηM : MS → (Ω
TΣTM)S ∼=
⊕
f∈FI(T,S)
MT⊔S\im f
is given by the sum of the maps Mh : MS →MT⊔S\im f , where h|T = f and h restricted to S \ im f
is the inclusion map S \ im f ⊆ S.
Proof. An injection h : T ⊔U → S is determined uniquely by an injection f : T → S and an injection
h′ : U → S \ im f . Therefore, using Corollary 2.4, we can compute:
(ΩTM)S =HomFIop(ZFI(T ⊔ −, S),M)
=HomFIop(
⊕
f∈FI(T,S)
ZFI(−, S \ im f),M)
∼=
⊕
f∈FI(T,S)
HomFIop(ZFI(−, S \ im f),M)
∼=
⊕
f∈FI(T,S)
MS\im f .
To understand (ΩTM)g for g ∈ FI(S′, S), let us go through these isomorphisms. An element
(f,m) ∈
⊕
f∈FI(T,S)
MS\im f
translates to the map ϕ ∈ HomFIop(ZFI(T ⊔ −, S),M) with
ϕU : ZFI(T ⊔ U, S) −→MU
h 7−→
{
h|
S\im f
U ·m h|T = f
0 otherwise.
Therefore gϕU : ZFI(T ⊔ U, S′)→MU is given by
h′ 7−→
{
(g ◦ h′)|
S\im f
U ·m = h
′|
S′\g−1(im f)
U · g|
S\im f
h′(U) ·m (g ◦ h
′)|T = f
0 otherwise,
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and this map corresponds through the isomorphism to the sum∑
f ′∈FI(T,S′)
g◦f ′=f
(f ′, g|
S\im f
S′\im f ′ ·m) ∈
⊕
f ′∈FI(T,S′)
MS′\im f ′ .
Given a map of FIop-modules ϕ : M →M ′, then (ΩT )ϕ is given by postcomposition
HomFIop(ZFI(T ⊔ −, S),M) −→ HomFIop(ZFI(T ⊔−, S),M
′).
Through the given isomorphisms, this translates to the sum∑
f∈FI(T,S)
ϕS\im f :
⊕
f∈FI(T,S)
MS\im f −→
⊕
f∈FI(T,S)
M ′S\im f .
By Corollary 2.4, the unit ηM : M → Ω
TΣTM = HomFIop(ZFI(T ⊔−,−),Σ
TM) sends an element
m ∈ MS to the map of FI
op-modules which sends a morphism g ∈ FI(T ⊔ U, S) to gm ∈ MT⊔U =
(ΣTM)U . Through the above isomorphism, this translates to m ∈MS being sent to the sum∑
f∈FI(T,S)
hm ∈
⊕
f∈FI(T,S)
MT⊔(S\im f)
where h ∈ FI(T ⊔(S \ im f), S) is given by h|T = f and h|S\im f is the inclusion map S \ im f ⊂ S. 
Proposition 3.3. Ξ(ℓ) ∼= ΩℓΞ(0)
Proof. By Proposition 3.2, we have
(ΩℓΞ(0))S =
⊕
f∈FI([ℓ],S)
H0(Emb(S \ im f,R)).
There is an isomorphism⊕
f∈FI([ℓ],S)
H0(Emb(S \ im f,R)) −→ H0(XS , AS) = Ξ(ℓ)S
with XS = Emb(S, [ℓ] ⊔R) and AS = {φ ∈ XS | [ℓ] 6⊆ imφ} given by
(f, [φ]) 7−→
[
s 7→
{
φ(s) s ∈ S \ im f
f−1(s) s ∈ im f
]
.
To prove that these isomorphisms are natural with respect to the FIop-action, let g ∈ FI(S′, S).
By Proposition 3.2, g sends (f, [φ]) to the unique (f ′, [φ′]) with f = g ◦ f ′ and φ′ = φ ◦ g|
S\im f
S′\im f ′ if
such exists, and to zero otherwise. Under the isomorphism, (f ′, [φ′]) maps to
ψ′(s′) =
{
φ′(s′) s′ ∈ S′ \ im f ′
(f ′)−1(s′) s′ ∈ im f ′.
Going around the other way, the isomorphism sends (f, [φ]) to
ψ(s) =
{
φ(s) s ∈ S \ im f
f−1(s) s ∈ im f.
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And g maps [ψ] to [ψ ◦ g] if ψ−1([ℓ]) ⊆ im g, and to zero otherwise. Note that ψ−1([ℓ]) = im f , and
if im f ⊆ im g, there exists a unique f ′ such that f = g ◦ f ′. This implies that the necessary square
commutes for all s′ ∈ S′:
ψ ◦ g(s′) =
{
φ(g(s′)) g(s′) ∈ S \ im f
f−1(g(s′)) g(s′) ∈ im f
=
{
φ′(s′) s′ ∈ S′ \ im f ′
(f ′)−1(s′) s′ ∈ im f ′
= ψ′(s′). 
In Section 4, we will reconstruct the tail of an FI-module M from knowledge of the tail invariants
M ⊗FI Ξ(ℓ) and the homomorphisms induced by maps Ξ(ℓ) → Ξ(m), which we will discuss in the
next sections.
3.2. Left Kan extension from OIop to FIop. Here, we consider the inclusions OIop ⊂ FIop and
OI
op
≤d ⊂ FI
op
≤d. We may restrict FI
op-modules and FIop≤d-modules along these inclusions. In this section,
we describe the left adjoints to these restrictions, each of which has a description as a tensor product
by Corollary 2.3.
Proposition 3.4. The tensor product
ZFI(n,−)⊗OI M ∼= ZSn ⊗Mn
and the action of g ∈ FI(n′, n) on the left-hand side translates under this isomorphism to
ZSn ⊗Mn −→ ZSn′ ⊗Mn′
σ ⊗m 7−→
{
τ ⊗ hm if h = τ−1gσ is monotone
0 otherwise,
for σ ∈ Sn and τ ∈ Sn′ .
Proof. Observe that every map in f ∈ FI(n, k) can be uniquely written as σh for some σ ∈ Sn and
h ∈ OI(n, k). Therefore f ⊗ m = σ ⊗ hm for all m ∈ Mk, and this is a unique representative in
ZFI(n, n)⊗Mn = ZSn ⊗Mn. This proves that
ZFI(n,−)⊗OI M ∼= ZSn ⊗Mn.
Precomposing with g ∈ FI(n′, n) will send σ ⊗m to gσ ⊗m = τ ⊗ hm if τh = gσ for the unique
τ ∈ Sn′ and h ∈ OI(n′, n). 
Remark 3.5. The same result and proof hold for the inclusions OI≤d ⊂ FI≤d, and so ZFI≤d(n,−)⊗OI≤d
M ∼= ZSn ⊗Mn for n ≤ d.
Definition 3.6. Let Λ(ℓ) denote the OIop-module with
Λ(ℓ)n =
{
Z n ≥ ℓ
0 n < ℓ
and where f ∈ OI(n′, n) acts by the identity whenever [ℓ] ⊆ im f , and acts by zero otherwise. Since
f is monotone, this condition is equivalent to f(i) = i for all i ∈ [ℓ].
Recall that x1 < x2 < · · · is the arbitrary increasing sequence of real numbers from Notation 1.2.
Definition 3.7. For n ≥ ℓ, let ξn,ℓ ∈ Ξ(ℓ)n denote the element
ξn,ℓ = 1 . . . ℓx1 . . . xn−ℓ.
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Proposition 3.8. There is an isomorphism of FIop-modules
ZFI(−,−)⊗OI Λ(ℓ)
∼=
−→ Ξ(ℓ)
that sends idn⊗1 ∈ ZFI(n,−) ⊗ Λ(ℓ) to ξn,ℓ ∈ Ξ(ℓ)n if n ≥ ℓ. This isomorphism restricts to an
isomorphism of FI
op
≤d-modules
ZFI≤d(−,−)⊗OI≤d i
∗
dΛ(ℓ)
∼=
−→ i∗dΞ(ℓ),
where id denotes the inclusion FI≤d ⊂ FI.
Proof. According to Proposition 3.4, the tensor product
ZFI(n,−)⊗OI Λ(ℓ) =
{
ZSn ⊗ Z n ≥ ℓ
0 n < ℓ.
It suffices to define the map in degrees n ≥ ℓ:
ZSn ⊗ Z −→ Ξ(ℓ)n
σ ⊗ 1 7−→ σξn,ℓ.
This gives an isomorphism in every degree. It only remains to show that this is a map of FIop-
modules.
If g ∈ FI(n′, n), then for every σ ∈ Sn, there is a unique pair (τ, h) ∈ Sn′ × OI(n′, n) such that
τg = hσ. We want to check that the action of g commutes with the isomorphism ZSn ⊗ Λ(ℓ)n →
Ξ(ℓ)n given above. Because σ ⊗ 1 for σ ∈ Sn gives a basis of ZSn ⊗ Λ(ℓ)n for n ≥ ℓ, it is enough
to check commutation on these elements. By Proposition 3.4, g sends σ ⊗ 1 to τ ⊗ h(1), where
h(1) =
{
1 [ℓ] ⊆ imh
0 otherwise.
On the other hand, g sends σξn,ℓ to τξn′,ℓ if [ℓ] ⊆ im(gσ−1) and to zero otherwise. This proves the
first assertion because imh = im(gσ−1).
The second assertion follows from Remark 3.5. 
3.3. Natural transformations between tail invariants.
Proposition 3.9. Let ℓ,m ∈ N. Then HomFIop(Ξ(ℓ),Ξ(m)) is isomorphic to the set of (ξn)n≥ℓ ∈∏
n≥ℓ Ξ(m)n such that
δiξn =
{
ξn−1 i 6∈ [ℓ]
0 otherwise.
Furthermore, for every d ∈ N the map
HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m)) −→ Ξ(m)d
ϕ 7−→ ϕd(ξd,m)
is injective, and the composition
HomFIop(Ξ(ℓ),Ξ(m))
i∗d(−)−−−→ HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m)) →֒ Ξ(m)d
is given by (ξn)n∈N 7→ ξd.
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Proof. By the tensor-hom adjunction and Proposition 3.8,
HomFIop(Ξ(ℓ),Ξ(m)) ∼= HomOIop(Λ(ℓ),Ξ(m)).
An element ϑ ∈ HomOIop(Λ(ℓ),Ξ(m)) can then be described by its values ξn = ϑn(1) in every degree
n ≥ ℓ. These values have the property δiξn = ξn−1 if i ∈ [n] \ [ℓ] and δiξn = 0 otherwise, coming
from the definition of Λ(ℓ).
For the second assertion, it is enough to show that ξn for m ≤ n < d is determined by ξd. In fact,
then ξn = fξd, where f is the inclusion [n] ⊂ [d]. 
Remark 3.10. For every M ∈ ModFIop , the inclusion ∅ ⊔ S ⊆ T ⊔ S induces a map MT⊔S → MS ,
and so M carries a natural map ΣTM →M .
Definition 3.11. Let ℓ ∈ N and consider the map ΣΞ(ℓ) → Ξ(ℓ). The adjunction of Σ and Ω
defines a homomorphism ηℓ : Ξ(ℓ)→ ΩΞ(ℓ) ∼= Ξ(ℓ + 1).
Lemma 3.12. Let M ∈ModFIop , and write ω : M → ΩM for the map that is adjoint to the natural
map σ : ΣM →M . Then, ker(ω)n consists of those m ∈Mn with gm = 0 for all g ∈ OI(n− 1, n).
Proof. The formula
ωn = (Ω(σ) ◦ ηM )n
describes ω, where η is the unit of the Σ ⊣ Ω adjunction described in Proposition 3.2. Thus
ωn(m) = Ω(σ)(η(m)) = Ω(σ)
( ∑
f∈FI(1,n)
hm
)
=
∑
f∈FI(1,n)
h|[n]\im f ·m ∈
⊕
f∈FI(1,n)
M[n]\imf ,
where h ∈ FI([1]⊔ ([n] \ im f), [n]) with h|[1] = f and h|[n]\im f is the inclusion [n] \ im f ⊂ [n]. Note
that this map can also be expressed as
ωn(m) =
∑
g∈OI(n−1,n)
gm ∈
⊕
g∈OI(n−1,n)
Mn−1 ∼= (ΩM)n
because the condition h◦f = id[1] is automatic as there is only one map in FI(1, 1) and g = h|[n]\im f
is a monotone map.
In order for m ∈Mn to be in the kernel of ωn, the sum ωn(m) has to vanish in every summand.
This proves the lemma. 
Definition 3.13. Define the FIop-module D = ker(η0 : Ξ(0)→ Ξ(1)).
Remark 3.14. In Section 3.4, we will give a combinatorial basis for Dn and discuss how it relates to
Lie brackets and derangements. In particular, Dn is a free abelian group whose rank is the number
of derangements in Sn.
Lemma 3.15. ΩℓD ∼= ker(ηℓ : Ξ(ℓ)→ Ξ(ℓ + 1))
Proof. We will prove that the isomorphism from Proposition 3.3 restricts to the desired isomorphism.
Let ξ ∈ Ξ(ℓ)n correspond to ∑
f∈FI(ℓ,n)
ξf ∈
⊕
f∈FI(ℓ,n)
Ξ(0)[n]\im f .
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Then by Lemma 3.12, ξ ∈ ker(ηℓ : Ξ(ℓ) → Ξ(ℓ + 1)) if and only if gξ = 0 for all g ∈ OI(n − 1, n).
Thus the image of ker(ηℓ : Ξ(ℓ)→ Ξ(ℓ+ 1)) in ΩℓΞ(0) is those
∑
f∈FI(ℓ,n) ξf such that
0 = g
 ∑
f∈FI(ℓ,n)
ξf
 = ∑
f∈FI(ℓ,n)
∑
f ′∈FI(ℓ,n−1)
g◦f ′=f
g|
[n]\imf
[n−1]\imf ′ · ξf
=
∑
f ′∈FI(ℓ,n−1)
g|
[n]\im(g◦f ′)
[n−1]\im f ′ · ξg◦f ′ ∈
⊕
f ′∈FI(ℓ,n−1)
Ξ(0)[n−1]\im f ′
by Proposition 3.2. The restrictions g|
[n]\im f
[n−1]\im f ′ are still monotone, so if ξf ∈ D[n]\im f , each term
in this sum vanishes. This shows that ΩℓD is contained in the image of ker(ηℓ : Ξ(ℓ) → Ξ(ℓ + 1))
under the isomorphism. Next we want to see that this image is contained in ΩℓD. Every term
g|
[n]\im(g◦f ′)
[n−1]\im f ′ · ξg◦f ′
in this sum has to be zero. By strategically choosing g and f ′, we can satisfy the vanishing condition
of Lemma 3.12 for every ξf . Indeed, for every f ∈ FI(ℓ, n) and monotone injection g′ : [n− ℓ− 1]→
[n] \ im f , choose f ′ ∈ FI(ℓ, n− 1) and g ∈ OI(n− 1, n) such that f = g ◦ f ′ and the diagram
[n− ℓ− 1]
g′
**❱❱❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
∼=

[n− 1] \ im f ′
g|
[n]\im f
[n−1]\im f′ // [n] \ im f
commutes, where the left map is the unique monotone bijection. 
Lemma 3.16. Fix d ≥ ℓ. There is a map of FIop-modules uℓ,d : Ξ(ℓ)→ Ξ(d) that sends ξd,ℓ to ξd,d
in degree d.
Proof. Write W (d, q) for the set of words in the alphabet {x, y} that are permutations of xdyq.
Let w = w1 . . . wd+q ∈ W (d, q), and construct an embedding φw : [d + q] → [d] ⊔ R so that, for all
i ∈ [d+ q],
wi = x =⇒ φw(i) ∈ R and wi = y =⇒ φw(i) ∈ [d],
and moreover, if wi = wj for i < j, then φw(i) < φw(j). In other words, φw is determined by
requiring that it be a monotonic map to R or [d] after restricting its domain to the positions of x or
y.
Set p, q ∈ N so that d+ p = n and ℓ+ q = d. We now argue that the assignment
ξn =
∑
w ∈ yℓ·W (p,q)
[φw]
satisfies the hypothesis of Proposition 3.9, giving a map Ξ(ℓ) → Ξ(d); note that ξd = ξd,d, because
p = q = 0 in this case, so ξd,ℓ 7→ ξd,d, as required.
Recall that the class of an embedding φ : [n] →֒ [d] ⊔ R with [d] 6⊆ imφ vanishes in Ξ(d). By
design, however, the letter y appears exactly d times in each element of yℓ ·W (p, q), so the terms of
ξn are nonzero.
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If i ∈ [ℓ], then i 6∈ im(φw ◦ δi) for w ∈ yℓ · W (p, q), because of the prefix yℓ. Consequently,
δiξn = 0 ∈ Ξ(d)n−1. On the other hand, if i > ℓ, then the sum splits
δiξn =
∑
w∈yℓ·W (p,q)
wi=x
[φw ◦ δi] +
∑
w∈yℓ·W (p,q)
wi=y
[φw ◦ δi].
If wi = y, then φw(i) ∈ [d], and so [d] 6⊆ im(φw ◦ f), proving that these terms vanish in Ξ(d). On
the other hand, if wi = x, then φw ◦ f is isotopic to φw′ where w′ = w1 . . . ŵi . . . wn, since any two
monotone embeddings φ−1(R)→ R are related by a straight-line isotopy. The words in W (p, q) that
have x in position i are in bijection with W (p− 1, q) by deleting this x. Therefore, we have
ξn ◦ f =
∑
w∈yℓ·W (p,q)
wj=x
[φw ◦ f ] =
∑
w∈yℓ·W (p,q)
wj=x
[φw′ ] =
∑
w′∈yℓ·W (p−1,q)
[φw′ ] = ξn−1. 
Theorem 3.17. Let ℓ,m ∈ N, then there is a tower
HomFIop(Ξ(ℓ),Ξ(m))։ . . .։ HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m))։ . . .։ HomFIop≤0(i
∗
0Ξ(ℓ), i
∗
0Ξ(m)).
If d ≥ ℓ,m, the factors are given by the short exact sequence
0 −→ (ΩmD)d −→ HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m)) −→ HomFIop≤d−1(i
∗
d−1Ξ(ℓ), i
∗
d−1Ξ(m)) −→ 0.
Otherwise, i∗dΞ(ℓ) or i
∗
dΞ(m) is zero.
Proof. We organize the proof in the following way. We first show that (ΩmD)d is isomorphic to the
kernel in the short exact sequence. Next we prove that elements in this kernel can be extended to
HomFIop(Ξ(ℓ),Ξ(m)) if ℓ = d, and subsequently for all ℓ < d. This shows that every map in a factor
of the tower can be extended to the top. Therefore every map extends, and thus, all restriction
maps are surjective.
Under the isomorphism from Proposition 3.9, a morphism in ker(resdd−1) corresponds to an el-
ement ξ ∈ Ξ(m)d. However, since this morphism is in the kernel of resdd−1, it vanishes in degree
d − 1, which shows that fξ = 0 for all f ∈ OI(d − 1, d). On the hand, any such ξ describes a map
in ker(resdd−1) by Proposition 3.9. The subgroup of such elements is isomorphic to (Ω
mD)d using
Lemma 3.12 and Lemma 3.15.
Next, we show that the maps in ker(resdd−1) are in the image of the restriction
resd : HomFIop(Ξ(ℓ),Ξ(m)) −→ HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m)).
Let ξd ∈ Ξ(m)d correspond to some map ϕ ∈ ker(resdd−1) that we want to extend. Being in the
kernel implies that fξd = 0 for every f ∈ OI(d− 1, d). We start with ℓ = d. Set ξd+n ∈ Ξ(m)d+n to
be the concatenation of ξd and the word xd−m+1 . . . xd−m+n. Then, for every f
′ ∈ OI(d+ n′, d+ n),
f ′ξd+n =
{
ξd+n′ [d] ⊆ im f ′
0 [d] 6⊆ im f ′,
because f ′ splits into two actions—one on the ξd part of the concatenation, and one on the
xd−m+1 . . . xd−m+n part—and the action on ξd gives zero for every f ∈ OI(d− 1, d).
We turn our attention to the case ℓ < d. The element ξd corresponds to the map ϕ : i
∗
dΞ(ℓ) →
i∗dΞ(m), but it also defines a map ϕ
′ : i∗dΞ(d) → i
∗
dΞ(m) because fξd = 0 for every f ∈ OI(d − 1, d),
as the map is in ker(resdd−1). Running the case ℓ = d on the map ϕ
′ gives an extended map
Ξ(d) → Ξ(m). Precompose this map with the map uℓ,d : Ξ(ℓ) → Ξ(d) from Lemma 3.16. This
composite sends ξd,ℓ to ξd, and so restricts to the original map ϕ. 
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Definition 3.18. Let M,M ′,M ′′ be C-modules, then HomMC (M
′,M ′′) shall denote the subgroup
of maps M ′ →M ′′ that factor through M .
Proposition 3.19. For d ≥ ℓ,m, there is a short exact sequence
0 −→ Hom
Ξ(d+1)
FIop
(Ξ(ℓ),Ξ(m)) −→ HomFIop(Ξ(ℓ),Ξ(m)) −→ HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m)) −→ 0.
Proof. Let ϕd : Ξ(ℓ) → Ξ(m) be a map that restricts to zero in degrees ≤ d. Let ψd+1 : Ξ(ℓ) →
Ξ(m) be the extension of resd+1 ϕd : i
∗
d+1Ξ(ℓ) → i
∗
d+1Ξ(m) from the proof of Theorem 3.17. By
construction, ψd+1 factors through Ξ(d + 1). Let ϕd+1 = ϕd − ψd+1, which now restricts to zero in
degrees ≤ d + 1. Iterating this procedure, we obtain a sequence of maps ϕd+i, ψd+i : Ξ(ℓ) → Ξ(m)
and equations
ϕd+i+1 = ϕd+i − ψd+i+1.
Restricting the infinite sum
ψd+1 + ψd+2 + · · ·
to any finite set of degrees in FIop, it is a finite sum that agrees with ϕd. Because every ψd+i factors
through Ξ(d+ 1), we obtain the result. 
3.4. Combinatorial description of FJ. In this section, we give a combinatorial description of
FJ(ℓ,m) = HomFIop(Ξ(ℓ),Ξ(m)) using Lie brackets. By Theorem 3.17, we have a tower
FJ(ℓ,m)։ . . .։ FJ≤d(ℓ,m)։ . . .։ FJ≤max(ℓ,m)(ℓ,m),
and we will find bases for the factors
ker
(
FJ≤d(ℓ,m)։ FJ≤d−1(ℓ,m)
)
∼=
{
(ΩmD)d d− 1 ≥ ℓ,m
0 otherwise
that lift to a basis of FJ(ℓ,m).
Let us start by describing Dn ⊂ Ξ(0)n. For a finite set S, let A(S) be the free associative Z-
algebra on the alphabet S. For s ∈ S, let εs : A(S)→ A(S \ s) be the map defined sending s to the
empty word and t to t for all other t ∈ S. The intersection
LP (S) =
⋂
s∈S
ker(εs)
is generated by all products of iterated Lie brackets which contain all elements of S; see Miller–
Wilson [MW, Section 2.3]. An example of an element in LP ([3]) is
[[1, 2], 3] + [3, 2][1, 3] = (123− 213− 312 + 321) + (3213− 2313− 3231 + 2331).
Identify
|S|⊕
ℓ=0
ZFI([ℓ], S)
with the subgroup generated by injective words in A(S). Then, ZFI(n, n)∩LP ([n]) = ZSn∩LP ([n])
is generated by products of iterated Lie brackets in which every element of [n] appears exactly once.
Moreover, a basis of ZSn∩LP ([n]) has the following description. For S ⊆ [n] with |S| ≥ 2, let L(S)
denote the set of Lie brackets
L(S) = {[[. . . [[s1, s2], s3], . . . ], s|S|] | s1, . . . , s|S| ∈ S, si 6= sj if i 6= j, and s1 = minS}.
ON THE TAILS OF FI-MODULES 15
Since the elements s2, . . . , s|S| may be permuted, L(S) has (|S| − 1)! elements. Then the set⊔
S1⊔···⊔Sk=[n]
|Si|≥2,k≥0
minS1<···<minSk
L(S1) · · ·L(Sk) ⊂ A([n])
of products of Lie brackets gives a basis of ZSn ∩LP ([n]). See Miller–Wilson [MW, Section 2.3] for
a more detailed treatment. As an example, this basis of ZS4 ∩ LP ([4]) is
[[[1, 2], 3], 4], [[[1, 2], 4], 3], [[[1, 3], 2], 4], [[[1, 3], 4], 2], [[[1, 4], 2], 3], [[[1, 4], 3], 2],
[1, 2][3, 4], [1, 3][2, 4], [1, 4][2, 3].
An easy combinatorial bijection using cycle decompositions shows that the cardinality of this set
equals the number of derangements in Sn.
Let
ZSn
(−)−1
−−−−→ ZSn
be the linear map that inverts basis elements. We claim that the image of
Dn ⊂ ZSn
(−)−1
−−−−→ ZSn ⊂ A([n])
is precisely ZSn∩LP ([n]). Recall that by Lemma 3.12, ξ ∈ Ξ(0)n is in Dn if δi · ξ = 0 for all i ∈ [n],
where δi ∈ OI(n− 1, n) such that i 6∈ im δi. For example,
([[1, 2], 3])−1 = (123− 213− 312 + 321)−1 = 123− 213− 231 + 321
and
ξ = (123− 213− 231 + 321) · x1x2x3 = x1x2x3 − x2x1x3 − x2x3x1 + x3x2x1,
which drops to zero under the action of δi:
δ1 · ξ = x1x2 − x1x2 − x2x1 + x2x1 = 0
δ2 · ξ = x1x2 − x1x2 − x2x1 + x2x1 = 0
δ3 · ξ = x1x2 − x2x1 − x1x2 + x2x1 = 0.
We can connect δi and εi by observing that σξd,0 ∈ ker(δi) if and only if σ−1 ∈ ker(εi), which proves
our claim.
Elements ξ ∈ Dd ⊂ Ξ(0)d correspond to maps in HomFIop
≤d
(i∗dΞ(d), i
∗
dΞ(0)) by where the map
sends ξd,d. In Theorem 3.17, we extended these to maps in HomFIop(Ξ(d),Ξ(0)), by sending ξn,d to ξ
concatenated with xd+1 . . . xn. So the bracket [[1, 2], 3] results in the map HomFIop(Ξ(3),Ξ(0)) that
in degree 5 sends ξ5,3 = 123x1x2 to
x1x2x3x4x5 − x2x1x3x4x5 − x2x3x1x4x5 + x3x2x1x4x5.
Let us continue by describing (ΩmD)n ⊂ Ξ(m)n. By the isomorphism in Proposition 3.3, an
element
(f, σξn−m,0) ∈
⊕
f∈FI(m,n)
Ξ(0)[n]\im f
corresponds the element τξn,m ∈ Ξ(m)n, where τ ∈ Sn is defined by
τ(i) =
{
σ(i) i ∈ [n] \ im f
f−1(i) i ∈ im f.
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Restricting the inverse of τ , we have (τ−1)|[m] = f and (τ
−1)|
[n]\im f
[n]\[m] = σ. Thus, if σ ∈ D[n]\im f
corresponds to a basis element given by a product of Lie brackets, the map
ZSn
(−)−1
−−−−→ ZSn ⊂ A([n]),
sends τ to the word given by f concatenated with the product of Lie brackets given by σ. For
example,
31[2, 4] = 3124− 3142
corresponds to the element
(3124− 3142)−1 · 12x1x2 = 2x11x2 − 2x21x1 ∈ Ξ(2)4.
As before, elements ξ ∈ (ΩmD)d ⊂ Ξ(0)d correspond to maps in HomFIop
≤d
(i∗dΞ(d), i
∗
dΞ(m)) by
where the map sends ξd,d. In Theorem 3.17, we extend these to maps in HomFIop(Ξ(d),Ξ(m)), by
sending ξn,d to ξ concatenated with xd−m+1 . . . xn−m. So the product 31[2, 4] results in the map
HomFIop(Ξ(4),Ξ(2)) that in degree 6 sends ξ6,4 = 1234x1x2 to
2x11x2x3x4 − 2x21x1x3x4.
Next, we describe the maps uℓ,d : Ξ(ℓ)→ Ξ(d) for ℓ ≤ d from Lemma 3.16. The formula for uℓ,d
given there is equivalent to
uℓ,d(ξn,ℓ) = (1 . . . ℓ) · ((ℓ + 1) . . . d  x1 . . . xn−d).
Recall that the shuffle product of w1 . . . wk and w
′
1 . . . w
′
k′ is the sum
w1 . . . wk  w
′
1 . . . w
′
k′ =
∑
σ∈Sk+k′
i<j≤k =⇒ σ(i)<σ(j)
k<i<j =⇒ σ(i)<σ(j)
σ · (w1 . . . wkw
′
1 . . . w
′
k′ ).
For example, the map u3,5 : Ξ(3)→ Ξ(5) sends ξ7,3 = 123x1x2x3x4 to
12345x1x2 + 1234x15x2 + 123x145x2 + 1234x1x25 + 123x14x25 + 123x1x245.
As a final step, by precomposing the map in HomFIop(Ξ(d),Ξ(m)) corresponding to ξ ∈ (ΩmD)d
(described above) with uℓ,d : Ξ(ℓ) → Ξ(d), we find that ξ equally-well corresponds to a map in
HomFIop(Ξ(ℓ),Ξ(m)) if d ≥ ℓ,m.
In summary, ⊔
d≥ℓ,m
⊔
f∈FI(m,d)
⊔
S1⊔···⊔Sk=[d]\im f
|Si|≥2,k≥0
minS1<···<minSk
L(S1) · · ·L(Sk)
indexes a basis of the free abelian group HomFIop(Ξ(ℓ),Ξ(m)). We now describe the composition
law in terms of this basis. Any such basis element determines a sequence (ξn) with ξn ∈ Ξ(m)n
and therefore a sequence (σn) with σn ∈ ZSn by requiring ξn = σnξn,m. If a second basis element
corresponds to a similar sequence (τn) with τn ∈ ZSn, then the composition corresponds to the
sequence (σnτn).
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3.5. Exactness of tail invariants. In this section we prove that the FIop-modules Ξ(ℓ) are flat.
We do so by induction employing the following proposition. It also has another useful corollary on
the tail invariants of polynomial FI-modules.
Proposition 3.20. There is a natural short exact sequence
0 −→M −→ ZFI(−, [1] ⊔−)⊗FI M −→ ΩM −→ 0
for all M ∈ModFIop , and this sequence is split if M = Ξ(ℓ).
Proof. We will use the fact that
FI(S, [1] ⊔ T ) ∼= FI(S, T ) ⊔
⊔
s∈S
FI(S \ s, T ),
where an element f ∈ FI(S, [1] ⊔ T ) corresponds to f |T if 1 6∈ im f and to (f−1(1), f |TS\f−1(1)) if
1 ∈ im f . Note that there is an injection
ZFI(S, T ) −→ ZFI(S, [1] ⊔ T )
that is natural in the pair (S, T ) ∈ (FIop × FI), and that this map sends basis elements to basis
elements; similarly
ZFI(S, [1] ⊔ T ) −→
⊕
i∈S
ZFI(S \ i, T )
gives a surjection of (FIop × FI)-modules. This yields a short exact sequence
0 −→ ZFI(−,−) −→ ZFI(−, [1] ⊔ −) −→ ΩZFI(−,−) −→ 0.
Considered as an FI-module, ΩZFI(−,−) is projective, in fact, representable on the sets S \ s.
Consequently, tensoring this short exact sequence with M gives us
0 −→M −→ ZFI(−, [1] ⊔ −)⊗FI M −→ ΩZFI(−,−)⊗FI M −→ 0.
We conclude the proof of the first assertion by observing
ΩZFI(−,−)⊗FI M ∼= ΩM.
To prove the second assertion, set M = Ξ(ℓ), so that the surjection takes the form
ZFI(S, [1] ⊔ −)⊗FI Ξ(ℓ) −→ (ΩΞ(ℓ))S ∼=
⊕
s∈S
Ξ(ℓ)S\s,
where f ⊗ ξ ∈ ZFI(S, [1] ⊔ T )⊗ Ξ(ℓ)T is sent to zero if 1 6∈ im f and to
(f−1(1), f |TS\f−1(1) · ξ)
if 1 ∈ im f . We will now construct a natural section⊕
s∈S
Ξ(ℓ)S\s −→ ZFI(S, [1] ⊔ −)⊗FI Ξ(ℓ).
Let φ : S \ s→ [ℓ] ⊔ {x1, . . . , x|S|−ℓ−1} for real numbers x1 < · · · < x|S|−ℓ−1. We send (s, [φ]) to
(fs ⊗ [φ])−
(
(S ⊂ [1] ⊔ S)⊗ [φs]
)
,
where fs ∈ FI(S, [1] ⊔ (S \ s)) is given by fs(s) = 1 and by S \ s ⊂ [1] ⊔ (S \ s) on the remaining
elements; and φs is given by φs(s) = x|S|−ℓ with x|S|−ℓ > x|S|−ℓ−1, and by φs|S\s = φ.
To see that this assignment gives a section for each S, note that (fs)|
S\s
S\f−1(1) = idS\s, and so
fs ⊗ [φ] is sent to
(f−1s (1), (fs)|
S\s
S\f−1(1) · [φ]) = (s, [φ]),
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and
(
(S ⊂ [1] ⊔ S)⊗ [φs]
)
is sent to zero, as this inclusion does not have 1 in its image.
It remains to prove that this defines a map of FIop-modules. Let g ∈ FI(S′, S), then
g · (s, [φ]) =
{
(s′, g|S′\s′ · [φ]) s ∈ im g
0 otherwise,
where g(s′) = s. Via the proposed section, this is sent to{
(f ′s′ ⊗ g|S′\s′ · [φ])−
(
(S′ ⊂ [1] ⊔ S′)⊗ [φ′s′ ]
)
s ∈ im g
0 otherwise,
where f ′s′ satisfies f
′
s′(s
′) = 1 and f ′s′ |S′\s′ equals the inclusion S
′\s′ ⊂ [1]⊔(S′\s′); and φ′s′ |S′\s′ = φ
′
and φ′s′ (s
′) = x|S′|−ℓ, where φ
′ : S′ \ s′ → [ℓ] ⊔ {x1, . . . , x|S′|−ℓ−1} such that [φ
′] = g|S′\s′ · [φ].
Acting by g happens in the first tensor factor:
g
(
(fs ⊗ [φ]) −
(
(S ⊂ [1] ⊔ S)⊗ [φs]
))
= (gfs ⊗ [φ])−
(
g(S ⊂ [1] ⊔ S)⊗ [φs]
)
.
If g(s′) = s,
gfs = f
′
s′ · g|S′\s′ , g(S ⊂ [1] ⊔ S) = (S ⊂ [1] ⊔ S)([1] ⊔ g) and [φ
′
s′ ] = g[φs].
This proves naturality in the case that s ∈ im g. On the other hand, if s 6∈ im g,
g(S ⊂ [1] ⊔ S) = gfs
(
[1] ⊔ (S \ s) ⊂ [1] ⊔ S
)
and
(
(S \ s) ⊂ S
)
· [φs] = [φ].
Then,
g(S ⊂ [1] ⊔ S)⊗ [φs] = gfs
(
[1] ⊔ (S \ s) ⊂ [1] ⊔ S
)
⊗ [φs]
= gfs ⊗
(
(S \ s) ⊂ S
)
· [φs]
= gfs ⊗ [φ].
This proves that
g
(
(fs ⊗ [φ])−
(
(S ⊂ [1] ⊔ S)⊗ [φs]
))
= 0
in this case. Naturality follows. 
Let us give a quick corollary about polynomial functors.
Corollary 3.21. Let M be an FI-module presented in finite degree and assume that it has polynomial
degree ≤ d. Then M ⊗FI Ξ(ℓ) ∼= 0 if ℓ > d.
Proof. We prove this corollary by induction over the polynomial degree. For the purposes of this
proof, we consider an FI-module to be polynomial degree ≤ −1, if it is eventually zero. This is
consistent with the induction because M has polynomial degree ≤ 0 if and only if coker(M → ΣM)
is eventually zero.
Assume first M is eventually zero. Thus by Theorem A, M ⊗FI Ξ(ℓ) ∼= 0 for all ℓ > −1. This
establishes the base case d = −1.
Let us now assume that M has polynomial degree ≤ d for some d ≥ 0, so that we can assume
coker(M → ΣM)⊗FI Ξ(ℓ) ∼= 0 for all ℓ > d− 1 by induction. We now connect the tail invariants of
coker(M → ΣM) to those of M . Consider the right-exact sequences
M −→ ΣM −→ coker(M → ΣM) −→ 0
and the (actually short exact) sequence from Proposition 3.20
Ξ(ℓ) −→ ZFI(−, [1] ⊔ −)⊗FI Ξ(ℓ) −→ ΩΞ(ℓ) −→ 0,
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where the ΩΞ(ℓ) ∼= Ξ(ℓ + 1). Tensoring the first right-exact sequence by Ξ(ℓ), we get that
M ⊗FI Ξ(ℓ) −→ ΣM ⊗FI Ξ(ℓ) −→ coker(M → ΣM)⊗FI Ξ(ℓ) −→ 0
is exact. Tensoring the second right-exact sequence by M , we get that
M ⊗FI Ξ(ℓ) −→ ΣM ⊗FI Ξ(ℓ) −→M ⊗FI Ξ(ℓ + 1) −→ 0
is exact. Consequently,
coker(M → ΣM)⊗FI Ξ(ℓ) ∼=M ⊗FI Ξ(ℓ + 1).
This implies the assertion that M ⊗ Ξ(ℓ + 1) ∼= 0 for ℓ > d− 1. 
To prove flatness of Ξ(0), we use a classical result of Isbell, which was originally of interest only
as a counterexample.
Theorem 3.22 ([Isb74]). The functor colimOI : ModOI → Ab is exact.
Corollary 3.23. The FIop-module Ξ(0) is flat.
Proof. By Proposition 3.8, tensoring with Ξ(0) is the same as restricting to OI and tensoring with
Λ(0). But Λ(0) = Z, and tensoring with this constant functor this is the same as taking a colimit. 
We now leverage Corollary 3.23 to prove that the FIop-modules Ξ(ℓ) are flat for all ℓ ∈ N. This
method of proof has been employed in a similar context by Gan–Li [GL15].
Proposition 3.24. For every ℓ ∈ N, the FIop-module Ξ(ℓ) is flat.
Proof. We employ induction on ℓ. The base case, ℓ = 0, is Corollary 3.23. By Proposition 3.20,
Ξ(ℓ+1) is a summand of ZFI(−, [1]⊔−)⊗FIΞ(ℓ). However, tensoring with ZFI(−, [1]⊔−)⊗FIΞ(ℓ) is
the same as precomposing with ([1] ⊔ −) and then tensoring with Ξ(ℓ); both steps are exact—here
we use the inductive hypothesis that Ξ(ℓ) is flat—and so the tensor product is flat as well. This
shows flatness, as Ξ(ℓ+ 1) is a summand of a flat module. 
4. Tails of FI-modules via a new basis
4.1. The Catalan Basis. We define a new basis for the module ZFI(k, n).
Definition 4.1. Let
Catalan(ℓ, n) = {c : [ℓ]→ [n] | c(i) ≥ 2i for all i ∈ [ℓ]}.
Let k, ℓ, n ∈ N and c ∈ Catalan(ℓ, n). Define the set
CB
c
ℓ(k, n) = π0({φ ∈ Emb([k], im c ⊔ R) | im c ⊆ imφ}),
where we have used the subspace topology of Emb. Let
CBℓ(k, n) =
⊔
c∈Catalan(ℓ,n)
CB
c
ℓ(k, n),
CB(k, n) =
⊔
ℓ∈N
CBℓ(k, n),
CB
′(k, n) =
min(k,n−k)⊔
ℓ=0
CBℓ(k, n).
Lemma 4.2. CB′(k, n) ⊆ CB(k, n) is an equality if n ≥ 2k − 1.
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Proof. We need to prove that CBℓ(k, n) = ∅ if ℓ ≥ min(k, n − k) + 1. In Definition 4.1, we require
of any element in CBℓ(k, n) that im c ⊆ im φ, which implies ℓ ≤ k, and so CBℓ(k, n) is empty if
min(k, n− k) = k. Supposing instead that min(k, n− k) = n− k, then k ≤ n− k + 1 ≤ ℓ ≤ k, and
so ℓ = k and n = 2k − 1. In this case, Catalan(ℓ, n) is empty, and so CBℓ(k, n) is again empty. 
Note that ZCBcℓ(k, n)
∼= H0(X,A), where X = Emb([k], im c ⊔ R) and A is the subspace of
embeddings φ : [k] → im c ⊔ R with im c 6⊆ imφ, so that ZCBcℓ(−, n) becomes an FI
op-module in
a manner analogous to Definition 1.1. The resulting module is isomorphic to Ξ(ℓ), since the only
difference is a relabeling [ℓ] ∼= im c. Let us denote this isomorphism by
κc : Ξ(ℓ)
∼=
−→ ZCBcℓ(−, n). (2)
We will omit the subscript c if it is clear from the context.
Notation 4.3. As in Notation 1.2, the set CBcℓ(k, n), whose elements are homotopy classes, is in
bijection with the set of representatives
{φ : [k] →֒ im c ⊔ {x1, . . . , xk−ℓ}}.
If we write such a φ in one-line notation, it denotes the corresponding element in CBcℓ(k, n).
Proposition 4.4. For all k, n ∈ N, we have
|FI(k, n)| = |CB′(k, n)|.
In particular, |FI(k, n)| = |CB(k, n)| if n ≥ 2k − 1.
Proof. By the description in Notation 4.3, |CBℓ(k, n)| = k! · |Catalan(ℓ, n)| for all ℓ ≤ k. Because
|Catalan(ℓ, n)| =
(
n
ℓ
)
−
(
n
ℓ−1
)
for ℓ ≤ m := min(k, n− k),
min(k,n−k)∑
ℓ=0
|CBℓ(k, n)| = k! ·
((
n
0
)
+
[(
n
1
)
−
(
n
0
)]
+ · · ·+
[(
n
m
)
−
(
n
m− 1
)])
= k! ·
(
n
m
)
= k! ·
(
n
k
)
= |FI(k, n)|.
The second assertion follows from Lemma 4.2. 
4.2. A perfect pairing.
Definition 4.5. Let f ∈ FI(k, n), and let φ : [k] →֒ im c ⊔ R for some c ∈ Catalan(ℓ, n) be a
representative of π ∈ CB(k, n). We say f matches π if f(i) = φ(i) when φ(i) ∈ im c and f(i) <
f(j) ⇐⇒ φ(i) < φ(j) when φ(i), φ(j) ∈ R.
Define a bilinear form
〈−,−〉 : ZFI(k, n)⊗ ZCB(k, n)→ Z
by its values on pairs of basis vectors
〈f, π〉 =
{
1 if f matches π
0 otherwise.
Remark 4.6. The idea of this pairing is that an element π ∈ CBcl (k, n) is a template for injections
[k]→ [n]. In this template, the values of π in im c must match exactly, but for the values in R, only
the order has to match. Using the bijection from Notation 4.3, suppose π = x152x2 ∈ CB2(4, 5).
Since the xi can be replaced by any numbers with x1 < x2, the following injections match π:
1523, 1524, 3524 ∈ FI(4, 5).
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Proposition 4.7. Fix n ∈ N. There is a homomorphism of FIop-modules
χ : ZFI(−, n) −→ ZCB(−, n)
sending f ∈ FI(k, n) to ∑
π∈CB(k,n)
〈f, π〉 · π.
Proof. Fix f ∈ FI(k, n) and g ∈ FI(k′, k). We want to show that χ(gf) = gχ(f). Recall that
π ∈ CB(k, n) is sent to an element gπ ∈ CB(k′, n) by precomposing. Let Πf be the set of π ∈ CB(k, n)
that match f . It is enough to show that
{gπ | π ∈ Πf}
is the set of elements in CB(k′, n) that match gf . This follows from the soon-to-be-given Proposition 4.9,
(3) and the easy-to-check fact that σf matches σπ if and only if f matches π for all σ ∈ Sk. 
We intend to prove the following theorem.
Theorem 4.8. The restricted paring 〈−,−〉 : ZFI(k, n)⊗ ZCB′(k, n) → Z is perfect. In particular,
the pairing 〈−,−〉 : ZFI(k, n)⊗ ZCB(k, n)→ Z is perfect if n ≥ 2k − 1.
We prepare some notation to aid the proof of Theorem 4.8. Let
ε : FI(k, n) −→ FI(k, n+ 1)
be postcomposition by [n] ⊂ [n+ 1]. Similarly, let
e : CBℓ(k, n) −→ CBℓ(k, n+ 1)
be the map that sends the ⊔-summand indexed by c to the one indexed by the composition of c and
[n] ⊂ [n+ 1]. For example, e(x125x2) = x125x2. Let
s : CBℓ(k, n) −→ CBℓ+1(k, n+ 1)
be the map that replaces xk−ℓ by (n + 1) when ℓ ≤ min(k − 1, n− k). (Otherwise the map is not
defined.) For example, s(x125x2) = x1257, if n = 6. Let
τj : FI(k, n) −→ FI(k + 1, n+ 1)
be the map that sends f ∈ FI(k, n) to
τj(f)(i) =

f(i) if i < j,
n+ 1 if i = j,
f(i− 1) if i > j.
Similarly, let
tj : CBℓ(k, n) −→ CBℓ(k + 1, n)
be the map that sends π ∈ CBℓ(k, n) to
τj(π)(i) =

π(i) if i < j,
xk−ℓ+1 if i = j,
π(i − 1) if i > j.
For example, τ4(x125x2) = x125x3x2.
Proposition 4.9. We have the following elementary properties of the previously defined operations
e, s, tj, ε, τj:
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(1) τjf matches eπ ⇐⇒ τjf matches sπ
(2) εf never matches sπ
(3) εf matches eπ ⇐⇒ f matches π
(4) τjf matches etj′π ⇐⇒ (f matches π) and (j = j′).
Proof.
(1) If f ∈ FI(k− 1, n− 1) and π ∈ CBℓ(k, n− 1), then eπ and sπ coincide in all positions except
xk−ℓ is replaced by n. In order for τjf to match eπ or sπ, that position must be the jth in
both cases.
(2) Let f ∈ FI(k, n− 1) and π ∈ CBℓ(k, n− 1). Then the image of εf does not contain n, but it
would have to in order to match sπ.
(3) Clear.
(4) Let f ∈ FI(k− 1, n− 1) and π ∈ CBℓ(k− 1, n− 1). “⇐=” is clear because the “new” xk−ℓ in
jth position of tjπ matches the “new” n in the jth position of τjf . For “=⇒”, observe that
n is not in the image of etj′π, so the largest x must be in the jth position. Thus j = j
′. For
the other positions to match, we must have that f matches π. 
Define r : ZCB(k, n)→ ZCB(k, n+ 1) by sending π ∈ CBℓ(k, n) to
rπ =
{
sπ if l ≤ k − 1
0 otherwise.
Proposition 4.10. 〈τjf, eπ〉 = 〈τjf, rπ〉 for all f ∈ FI(k, n) and π ∈ CB
′(k + 1, n).
Proof. If π ∈ CBℓ(k + 1, n) with ℓ ≤ k, then rπ = sπ, and so Proposition 4.9, (3) gives the result.
In the remaining case, ℓ = k + 1 and 〈τjf, rπ〉 = 0. Then there are no x’s in the image of eπ, and
moreover, n + 1 does not appear either. Therefore the n + 1 in τjf doesn’t match any position in
eπ and so 〈τjf, eπ〉 = 0. 
The functions ε and τ1, . . . , τk+1 induce a bijection
FI(k + 1, n) ⊔
⊔
j∈[k+1]
FI(k, n) −→ FI(k + 1, n+ 1) (3)
sorting injections g ∈ FI(k + 1, n+ 1) according to the preimage g−1({n+ 1}), which is empty, or a
singleton {j} for some j ∈ [k + 1].
Proof of Theorem 4.8. We show by induction on (k, n) that the functions{
〈−, π〉 : FI(k, n)→ Z | π ∈ CB′(k, n)
}
span the full space of functions FI(k, n)→ Z; this proves that the restricted pairing 〈−,−〉 is perfect
by Proposition 4.4.
There are two base cases: k = 0 and n = 0. When k = 0, the sets FI(0, n) and CB(0, n) are
singletons. Note that those two single elements match. This is a perfect pairing. On the other hand,
if n = 0 and k > 0, then the sets FI(k, 0) and CB(k, 0) are empty, so 〈−,−〉 is perfect vacuously.
We proceed to the inductive step. Let λ : FI(k + 1, n+ 1)→ Z be an arbitrary function. By the
inductive hypothesis, for each j ∈ [k + 1], the function f 7→ λ(τjf) has an expansion in the basis
{ 〈−, ω〉 | ω ∈ CB′(k, n)}. In other words, there exist integers αωj so that, for all f ∈ FI(k, n),
λ(τjf) =
∑
ω∈CB′(k,n)
αωj · 〈f, ω〉.
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Similarly, there exist integers βπ so that, for all f ∈ FI(k + 1, n),
λ(εf)−
 ∑
1≤j≤k+1
ω∈CB′(k,n)
αωj · 〈εf, tjω〉
 = ∑
ρ∈CB′(k+1,n)
βρ · 〈f, ρ〉.
Set m = min{k, n− k}. We claim
λ =
k+1∑
j=1
∑
ω
αωj 〈−, tjω〉
+(∑
ρ
βρ〈−, eρ〉
)
−
(
m∑
l=0
∑
ν
βν〈−, sν〉
)
, (4)
with sums ranging over ω ∈ CB′(k, n), ρ ∈ CB′(k+1, n), and ν ∈ CB′ℓ(k+1, n). We prove the claim
(4) using the decomposition (3), showing equality after evaluation at injections in the image of each
map ε and τj .
Suppose f ∈ FI(k + 1, n). Compute
λ(εf) =
(
λ(εf)−
∑
ρ
βρ〈f, ρ〉
)
+
(∑
ρ
βρ〈f, ρ〉
)
=
(
λ(εf)−
∑
ρ
βρ〈f, ρ〉
)
+
(∑
ρ
βρ〈εf, eρ〉
)
−
(
z∑
l=0
∑
ν
βν〈εf, sν〉
)
=
k+1∑
j=1
∑
ω
αωj 〈εf, tjω〉
+(∑
ρ
βρ〈εf, eρ〉
)
−
(
z∑
l=0
∑
ν
βν〈εf, sν〉
)
,
where we have used that 〈f, ρ〉 = 〈εf, eρ〉 and 〈εf, sν〉 = 0 by Proposition 4.9.
Now suppose f ∈ FI(k, n) and j′ ∈ [k + 1]. Compute
λ(τj′f) =
(∑
ω
αωj′〈f, ω〉
)
=
(∑
ω
αωj′〈f, ω〉
)
+
(∑
ρ
βρ (〈τj′f, eρ〉 − 〈τj′f, rρ〉)
)
=
(∑
ω
αωj′〈f, ω〉
)
+
(∑
ρ
βρ〈τj′f, eρ〉
)
−
(∑
ρ
βρ〈τj′f, rρ〉
)
=
(∑
ω
αωj′〈f, ω〉
)
+
(∑
ρ
βρ〈τj′f, eρ〉
)
−
(
z∑
l=0
∑
ν
βν〈τj′f, sν〉
)
=
k+1∑
j=1
∑
ω
αωj 〈τj′f, tjω〉
+(∑
ρ
βρ〈τj′f, eρ〉
)
−
(
z∑
l=0
∑
ν
βν〈τj′f, sν〉
)
,
where 〈τj′f, eρ〉 − 〈τj′f, rρ〉 = 0 by Proposition 4.10, and the sum over j has all summands equal to
zero, apart from the one where j = j′ by Proposition 4.9. Thus, (4) holds, and so λ is in the span
of functions of the form 〈−, π〉. 
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Corollary 4.11. Fix n ∈ N. The homomorphism of FIop-modules
χ : ZFI(−, n) −→ ZCB(−, n)
from Proposition 4.7 induces an isomorphism
ZFI(k, n)
∼=
−→ ZCB(k, n)
if n ≥ 2k − 1. And
ZCB(k, n)
χ−1 //
f ·

ZFI(k, n)
f ·

ZCB(ℓ, n)
χ−1 // ZFI(ℓ, n)
commutes for every f ∈ FI(ℓ, k) when n ≥ 2k − 1.
4.3. Proofs of Theorems A and D.
Proof of Theorem A. In the proof of this theorem, we make use of the formula Aℓ = M ⊗FI Ξ(ℓ)
from the introduction. Assume M is presented in degrees ≤ d so that
Mn ∼= (i
∗
dM)⊗FI≤d ZFI(id−, n)
for all n ∈ N. By Corollary 4.11,
ZFI(id−, n) ∼= ZCB(id−, n)
for all n ≥ 2d− 1. Arguing directly,
Mn ∼= (i
∗
dM)⊗FI≤d ZFI(id−, n)
∼= (i∗dM)⊗FI≤d ZCB(id−, n)
∼= (i∗dM)⊗FI≤d
(
d⊕
ℓ=0
(i∗dΞ(ℓ))
⊕Catalan(ℓ,n)
)
∼= (i∗dM)⊗FI≤d ZFI(id−,−)⊗FI
(
d⊕
ℓ=0
(Ξ(ℓ))⊕Catalan(ℓ,n)
)
∼=M ⊗FI
(
d⊕
ℓ=0
Ξ(ℓ)⊕Catalan(ℓ,n)
)
∼=
d⊕
ℓ=0
(M ⊗FI Ξ(ℓ))
⊕Catalan(ℓ,n)
∼=
d⊕
ℓ=0
(M ⊗FI Ξ(ℓ))
⊕(nℓ)−(
n
ℓ−1) 
Proof of Theorem D. The FI-matrix Z describes a map⊕
j
ZFI(bj,−)
 Z−→ (⊕
i
ZFI(ai,−)
)
.
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To compute this map after application of the functor − ⊗FI Ξ(ℓ), we use Yoneda’s lemma on the
entries. Suppose f : a → b is a morphism of FI, appearing in one of the entries of Z. Let ZFI(f,−)
be the map on free FI-modules induced by precomposition with f , and compute
[
ZFI(b,−)
ZFI(f,−)
−−−−−→ ZFI(a,−)
]
⊗FI Ξ(ℓ)
=
[
ZFI(b,−)⊗FI Ξ(ℓ)
ZFI(f,−)⊗FIΞ(ℓ)
−−−−−−−−−−→ ZFI(a,−)⊗FI Ξ(ℓ)
]
=
[
Ξ(ℓ)b
f ·
−→ Ξ(ℓ)a
]
= Ξ(ℓ)f .
Extending this computation to Z-linear combinations, and to block matrices, we obtain the formula
Z ⊗FI Ξ(ℓ) = Ξ(ℓ)Z . The result follows, since tensor products preserve cokernels. 
5. The category of FI-tails
In this section, we reconstruct the tail of an FI-module M presented in finite degree from the
tensor products M ⊗FI Ξ(ℓ) for ℓ ∈ N.
Recall from Definition 1.5, FJ is the category whose objects are {0, 1, 2, . . .} and FJ(ℓ,m) =
HomFIop(Ξ(ℓ),Ξ(m)), and from Definition 1.8, FJ≤d is the category whose objects are {0, 1, 2, . . . , d}
and FJ≤d(ℓ,m) = HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m)).
Definition 5.1. Let us define some elements in Ξ(ℓ)d and, by the isomorphism κc from (2), corre-
sponding elements in CBcℓ(d, 2d) where c = 24 . . . (2ℓ) ∈ Catalan(ℓ, 2d). These element assist in the
proof of Theorem B. Let
ξd,ℓ = 1 . . . ℓx1 . . . xd−ℓ ∈ Ξ(ℓ)d and πd,ℓ = κc(ξd,ℓ) = 24 . . . (2ℓ)x1 . . . xd−ℓ ∈ CB
c
ℓ(d, 2d),
and let
ζd,ℓ = x11 . . . xℓℓxℓ+1 . . . xd−ℓ ∈ Ξ(ℓ)d and
ρd,ℓ = κc(ζd,ℓ) = x12 . . . xℓ(2ℓ)xℓ+1 . . . xd−ℓ ∈ CB
c
ℓ(d, 2d).
Let τd,ℓ ∈ Sd denote the unique permutation such that τd,ℓξd,ℓ = ζd,ℓ and τd,ℓπd,ℓ = ρd,ℓ.
Lemma 5.2. χ−1(πd,ℓ)ζ2d,ℓ = ξd,ℓ and χ
−1(πd,ℓ)ρ2d,ℓ = πd,ℓ.
Proof. For every f ∈ FI(d, 2d) that matches πd,ℓ, we get fζ2d,ℓ = ξd,ℓ. Further, if f ∈ FI(d, 2d)
matches σπd,ℓ for some σ ∈ Sd, then σ−1f matches πd,ℓ, and fζ2d,ℓ = σξd,ℓ. If f ∈ FI(d, 2d) fails
to match any such σπd,ℓ, it must be because {2, 4, . . . , 2ℓ} is not contained in im f . In this case,
fζ2d,ℓ = 0.
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Therefore, if χ−1(πd,ℓ) =
∑
f∈FI(d,2d) aff ∈ ZFI(d, 2d), then
χ−1(πd,ℓ)ζ2d,ℓ =
∑
f∈FI(d,2d)
affζ2d,ℓ
=
∑
f∈FI(d,2d)
{2,4,...,2ℓ}6⊆im f
affζ2d,ℓ +
∑
σ∈Sd
∑
f∈FI(d,2d)
〈f,σπd,ℓ〉=1
affζ2d,ℓ
= 0 +
∑
σ∈Sd
∑
f∈FI(d,2d)
〈f,σπd,ℓ〉=1
afσξd,ℓ
=
∑
σ∈Sd
∑
f∈FI(d,2d)
〈f, σπd,ℓ〉 · afσξd,ℓ
=
∑
σ∈Sd
∑
f∈FI(d,2d)
〈aff, σπd,ℓ〉 · σξd,ℓ
=
∑
σ∈Sd
〈χ−1(πd,ℓ), σπd,ℓ〉 · σξd,ℓ
Notice that for ω ∈ CB(d, 2d)
〈χ−1(πd,ℓ), ω〉 =
{
1 πd,ℓ = ω
0 πd,ℓ 6= ω.
Thus
χ−1(πd,ℓ)ζ2d,ℓ =
∑
σ∈Sd
〈χ−1(πd,ℓ), σπd,ℓ〉σξd,ℓ = ξd,ℓ. 
Definition 5.3. For ℓ ≤ d, let Θ≤d(ℓ) ⊆ ZFI(d,−) be the FI-submodule that is generated by
χ−1(πd,ℓ) ∈ ZFI(d, 2d).
We include two lemmas about Θ≤d(ℓ) for later use.
Lemma 5.4. The FI-module Θ≤d(ℓ) is presented in degrees ≤ 3d+ 1.
Proof. By definition, Θ≤d(ℓ) is generated in degree 2d. Let Q be the quotient of ZFI(d,−) modulo
Θ≤d(ℓ). Clearly, Q is generated in degree d and presented in degree 2d. By [CE17, Theorem A],
the next syzygies of Q are generated in degrees ≤ 3d + 1. Thus Θ≤d(ℓ) is presented in degrees
≤ 3d+ 1. 
Lemma 5.5. The FI-module Θ≤d(ℓ) has polynomial degree ≤ d.
Proof. Subquotients of FI-modules with polynomial degree ≤ d also have polynomial degree ≤ d.
(See e.g. [NS, 2.8(c)].) Therefore the assertion follows because ZFI(d,−) has polynomial degree
≤ d. 
Proposition 5.6. Θ≤d(ℓ)⊗FI Ξ(−) ∼= FJ≤d(ℓ,−)
Proof. Since Ξ(m) is flat by Proposition 3.24, the map
αm : Θ≤d(ℓ)⊗FI Ξ(m) ⊆ ZFI(d,−)⊗FI Ξ(m)
∼=
−→ Ξ(m)d
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is an injection and αm(f ⊗ x) = f · x. Further, Proposition 3.9 states that there is an injection
βm : HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m)) →֒ Ξ(m)d,
where a map ϕ is sent to ϕ(ξd,ℓ). Let ψ ∈ HomFIop
≤d
(i∗dΞ(m), i
∗
dΞ(n)) and let ψ˜ ∈ HomFIop(Ξ(m),Ξ(n))
be an arbitrary lift of ψ, whose existence is guaranteed by Theorem 3.17. Then the squares
Θ≤d(ℓ)⊗FI Ξ(m)
αm //
id⊗ψ˜

Ξ(m)d
ψd

HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m))
βmoo
ψ◦

Θ≤d(ℓ)⊗FI Ξ(n)
αn // Ξ(n)d HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(n))
βnoo
(5)
commute because
ψd(αm(f ⊗ ξ)) = ψd(fξ) = fψ˜k(ξ) = αn ◦ (id⊗ψ˜)(f ⊗ ξ)
for every f ∈ FI(d, k) and ξ ∈ Ξ(m)k, and
βn(ψ∗(ϕ)) = βn(ψ ◦ ϕ) = (ψ ◦ ϕ)(ξd,ℓ) = ψd(ϕ(ξd,ℓ)) = ψd(βm(ξd,ℓ))
for every ϕ ∈ HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m)). These commuting squares show that both Θ≤d(ℓ)⊗FI Ξ(−)
and HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(−)) are FJ≤d-submodules of Ξ(−)d. Thus, we want to prove that Θ≤d(ℓ)⊗FI
Ξ(m) and HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m)) have the same image in Ξ(m)d.
In order to prove im βm ⊆ imαm, we need to show that βm(ϕ) ∈ imαm for all homomorphisms
ϕ ∈ HomFIop
≤d
(i∗dΞ(ℓ), i
∗
dΞ(m)). Let ϕ˜ ∈ HomFIop(Ξ(m),Ξ(n)) be a lift of such a ϕ. Using Lemma 5.2,
and that ϕ˜ commutes with the action of FIop, we get
ϕ(ξd,ℓ) = ϕ(χ
−1(πd,ℓ) · ζ2d,ℓ) = χ
−1(πd,ℓ) · ϕ˜(ζ2d,ℓ)
Recall that χ−1(πd,ℓ) is the generator of Θ≤d(ℓ); thus βm(ϕ) = ϕ(ξd,ℓ) is in the image of αm.
We now argue the reverse inclusion. First observe that since Θ≤d(ℓ) is generated by χ
−1(πd,ℓ),
the tensor product Θ≤d(ℓ)⊗FI Ξ(m) is generated by the elements χ−1(πd,ℓ)⊗ ξ for ξ ∈ Ξ(m)2d. For
a ξ ∈ Ξ(m)2d, consider the following composition
ϕ : i∗dΞ(ℓ)
ξd,ℓ 7→πd,ℓ
−−−−−−→ ZCB
24...(2ℓ)
ℓ (id−, 2d)
χ−1
−−→ ZFI(id−, 2d)
f 7→f ·ξ
−−−−→ i∗dΞ(m).
Then
αm(χ
−1(πd,ℓ)⊗ ξ) = χ
−1(πd,ℓ) · ξ = ϕ(ξd,ℓ) = βm(ϕ)
is in the image of βm. 
Proposition 5.7. For every
ϕ ∈ HomFJ(FJ≤d(m,−),FJ≤d(ℓ,−)),
there is a homomorphism ψ˜ : ZFI(2d,−)→ ZFI(d,−) that restricts to a map
ψ : Θ≤2d(m)→ Θ≤d(ℓ).
Invoking Proposition 5.6, ψ induces a homomorphism of FJ-modules
ψ ⊗FI Ξ(−) : FJ≤2d(m,−)→ FJ≤d(ℓ,−)
that factors through ϕ by
FJ≤2d(m,−)։ FJ≤d(m,−)
ϕ
−→ FJ≤d(ℓ,−),
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where FJ≤2d(m,−)։ FJ≤d(m,−) is the restriction as in Theorem 3.17.
Proof. Set γ = ϕ(idm) ∈ FJ≤d(ℓ,m). Recall that γ : i∗dΞ(ℓ)→ i
∗
dΞ(m) is an FI
op
≤d-module homomor-
phism by definition. Let γκ denote γ conjugated by the natural isomorphism κ:
γκ : i∗dCB
24...(2ℓ)
ℓ (−, 2d)
κ−1
−−→ i∗dΞ(ℓ)
γ
−→ i∗dΞ(m)
κ
−→ i∗dCB
24...(2m)
m (−, 2d)
We define ψ˜ : ZFI(2d,−)→ ZFI(d,−) by precomposing with
(χ−1 ◦ γκ)(πd,ℓ) · τ2d,ℓ ∈ ZFI(d, 2d).
It remains to prove that ψ˜ restricts to
ψ : Θ≤2d(m)→ Θ≤d(ℓ)
and im(ψ ⊗FI Ξ(−)) = imϕ.
The first assertion is that precomposing with (χ−1 ◦ γκ)(πd,ℓ) · τ2d,ℓ sends Θ≤2d(m) into Θ≤d(ℓ).
In fact, by Lemma 5.2, πd,ℓ = χ
−1(πd,ℓ) · ρ2d,ℓ, and so
(χ−1 ◦ γκ)(πd,ℓ) = (χ
−1 ◦ γκ)(χ−1(πd,ℓ) · ρ2d,ℓ) = χ
−1(πd,ℓ) · (χ
−1 ◦ γκ)(ρ2d,ℓ),
where the second equality comes from the fact that (χ−1 ◦γκ) commutes with χ−1(πd,ℓ) ∈ ZFI(d, 2d)
by Corollary 4.11. This proves the first assertion because Θ≤d(ℓ) is generated by χ
−1(πd,ℓ).
For the second assertion, we have to understand the map
ψ ⊗FI Ξ(−) : FJ≤2d(m,−)→ FJ≤d(ℓ,−).
Consider the following commutative diagram.
ZFI(2d,−)⊗FI Ξ(−)
ψ˜⊗FIΞ(−) // ZFI(d,−)⊗FI Ξ(−)
Θ≤2d(m)⊗FI Ξ(−)
 ?
OO
ψ⊗FIΞ(−) // Θ≤d(ℓ)⊗FI Ξ(−)
 ?
OO
Note that the upwards maps are injective because Ξ(n) is a flat FIop-module for every n ∈ N by
Proposition 3.24. This diagram simplifies using Yoneda’s lemma and Proposition 5.6 to the left
square of the following diagram.
Ξ(−)2d // Ξ(−)d
FJ≤2d(m,−)
 ?
OO
// FJ≤d(ℓ,−)
 ?
OO
FJ≤d(m,−)
ϕoo
We want to show that idm ∈ FJ≤2d(m,m) is sent to ϕ(idm) ∈ FJ≤d(ℓ,m). The result will follow
because idm ∈ FJ≤2d(m,m) maps to idm ∈ FJ≤d(m,m) by the restriction. We can show this by
proving that these two identity maps are sent to the same element in Ξ(m)d in the top row.
The identity map in FJ≤2d(m,m) is sent to ξ2d,m ∈ Ξ(m)2d, which then is mapped to (χ−1 ◦
γκ)(πd,ℓ)τ2d,ℓ · ξ2d,m ∈ Ξ(m)d by the definition of ψ˜. On the other hand, ϕ(idm) = γ ∈ FJ≤d(ℓ,m),
which is sent to γ(ξd,ℓ) ∈ Ξ(m)d.
Let us start proving these two elements agree by rewriting the first as
(χ−1 ◦ γκ)(πd,ℓ)τ2d,ℓξ2d,m = (χ
−1 ◦ γκ)(πd,ℓ)ζ2d,ℓ
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using Definition 5.1. Since Ξ(m)d is a free left ZSd-module generated by ξd,m, there exist coefficients
aσ ∈ Z such that
γ(ξd,ℓ) =
∑
σ∈Sd
aσσξd,m,
and thus
γκ(πd,ℓ) =
∑
σ∈Sd
aσσπd,m.
Then
(χ−1 ◦ γκ)(πd,ℓ)ζ2d,ℓ = χ
−1(
∑
σ∈Sd
aσσπd,m)ζ2d,ℓ
=
∑
σ∈Sd
aσσχ
−1(πd,m)ζ2d,ℓ =
∑
σ∈Sd
aσσξd,m = ϕ(ξd,ℓ)
by Lemma 5.2. 
We are now ready to prove Theorems B and C.
Proof of Theorems B and C. Let us consider the functor ModFI → ModFJ that sends an FI-module
M to the FJ-module M ⊗FI Ξ(−). If we restrict this functor to FI-modules that are presented in
finite degree, then we can limit the codomain to the category of FJ-modules supported in finite
degree because M ⊗FI Ξ(ℓ) ∼= 0 for ℓ larger than the presentation degree of M . This functor factors
through the category of FI-tails because it is exact by Proposition 3.24 and annihilates FI-modules
supported in finite degree by Theorem A. We will show that the induced functor is an equivalence
of categories.
Let us start with essential surjectivity. Let N be an FJ-module supported on {0, . . . , d}. Then N
is the cokernel of
ϕ :
⊕
i
FJ≤d(mi,−) −→
⊕
j
FJ≤d(ℓj ,−).
Consider the map
ψ :
⊕
i
Θ≤2d(mi) −→
⊕
j
Θ≤d(ℓj)
corresponding to ϕ via Proposition 5.7. Let M = cokerψ. By Proposition 5.6 and Proposition 5.7,
coker(ψ ⊗FI Ξ(−)) ∼= N.
Because tensoring is right exact, this cokernel coincides with M ⊗FI Ξ(−).
We now prove faithfulness. Suppose ϕ : M → M ′ is a map of FI-modules presented in finite
degree, which induces the zero map M ⊗FI Ξ(−) → M
′ ⊗FI Ξ(−). We need to show that imϕ has
finite support. Say M and M ′ are presented in degree ≤ d. Then Theorem A implies that
Mn ∼=
d⊕
ℓ=0
(M ⊗FI Ξ(ℓ))
⊕Catalan(ℓ,n) and M ′n
∼=
d⊕
ℓ=0
(M ′ ⊗FI Ξ(ℓ))
⊕Catalan(ℓ,n)
for all n ≥ 2d− 1. Thus ϕn : Mn → M ′n is the zero map for all n ≥ 2d− 1, which implies that the
image is supported on {0, . . . , 2d− 2}.
Fullness is the statement that
HomFI(M,M
′)→ HomFJ(M ⊗FI Ξ(−),M
′ ⊗FI Ξ(−))
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is surjective. Fix a map of FJ-modules
F : M ⊗FI Ξ(−) −→M
′ ⊗FI Ξ(−).
Because both M and M ′ are supported in finite degree, we can consider them as FJ≤d-modules for
d≫ 0. Choose presentations
M ⊗FI Ξ(−) ∼= coker
(⊕
i
FJ≤d(mi,−) −→
⊕
j
FJ≤d(ℓj ,−)
)
and
M ′ ⊗FI Ξ(−) ∼= coker
(⊕
i′
FJ≤d(m
′
i′ ,−) −→
⊕
j′
FJ≤d(ℓ
′
j′ ,−)
)
of M and M ′ as FJ≤d-modules. Expanding F in terms of generators and relations, we find the
commutative diagram⊕
i FJ≤d(mi,−)
ϕ3 //
ϕ4

⊕
j FJ≤d(ℓj ,−)
//
ϕ2

M ⊗FI Ξ(−)
F

// 0
⊕
i′ FJ≤d(m
′
i′ ,−)
ϕ1 //⊕
j′ FJ≤d(ℓ
′
j′ ,−)
// M ′ ⊗FI Ξ(−) // 0.
We want to construct a commutative square⊕
iΘ≤4d(mi)
ψ3 //
ψ4

⊕
j Θ≤2d(ℓj)
ψ2
⊕
i′ Θ≤2d(m
′
i′ )
ψ1 //⊕
j′ Θ≤d(ℓ
′
j′)
(6)
such that coker(ψ3) and coker(ψ1) have the same tail as M and M
′, respectively.
To construct ψ1 and ψ2, we invoke Proposition 5.7 on ϕ1 and ϕ2, respectively. Then coker(ψ1)
has the same tail as M ′ as in the proof of essential surjectivity. Next, let us construct⊕
k FJ≤2d(nk,−)
ϕ˜3 //
ϑ

⊕
j FJ≤2d(ℓj ,−)
//
res2dd

M ⊗FI Ξ(−) // 0
⊕
i FJ≤d(mi,−)
ϕ3 //⊕
j FJ≤d(ℓj ,−)
// M ⊗FI Ξ(−) // 0,
where ϕ˜3 is giving a presentation of M ⊗FI Ξ(−) as an FJ≤2d-module, and the map ϑ exists by
projectivity of
⊕
k FJ≤2d(nk,−) as an FJ≤2d-module. Let ψ3 be the map constructed from ϕ˜3 using
Proposition 5.7. Thus, coker(ψ3) has the same tail as M . Finally, let ϕ˜4 be a map making the
diagram ⊕
k FJ≤2d(nk,−)
ϑ //
ϕ˜4

⊕
i FJ≤d(mi,−)
ϕ4
⊕
i′ FJ≤2d(m
′
i′ ,−)
res2dd // //⊕
i′ FJ≤d(m
′
i′ ,−),
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commute, using that
⊕
k FJ≤2d(nk,−) is a projective FJ≤2d-module. And let ψ4 be constructed from
ϕ˜4 using Proposition 5.7. The constructions yield the commutative diagram⊕
k FJ≤4d(nk,−)
)) ))❙❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
ψ4⊗Ξ(−)
  
ψ3⊗Ξ(−)
,,⊕
k FJ≤2d(nk,−)
ϑ
))❘❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
ϕ˜3 //
ϕ˜4

⊕
j FJ≤2d(ℓj ,−)
 ((◗◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
⊕
i FJ≤d(mi,−)
ϕ4

ϕ3 //⊕
j FJ≤d(ℓj ,−)
//
ϕ2

M ⊗FI Ξ(−) //
F

0
⊕
i′ FJ≤2d(m
′
i′ ,−)
// //⊕
i′ FJ≤d(m
′
i′ ,−)
ϕ1 //⊕
j′ FJ≤d(ℓ
′
j′ ,−)
// M ′ ⊗FI Ξ(−) // 0.
This implies that the square (6) commutes after tensoring with Ξ(−). Using the decomposition of
Theorem A and Lemma 5.4, it follows that (6) commutes in degrees ≥ 24d+1. Let M˜ and M˜ ′ be the
cokernels of ψ3 and ψ1, respectively. Then M˜⊗FIΞ(−) =M⊗FIΞ(−) and M˜ ′⊗FIΞ(−) =M ′⊗FIΞ(−).
For the induced map f : M˜ → M˜ ′, we get that f ⊗Ξ(−) = F from the above commutative diagram.
For the second part, we need show that every FI-module with polynomial degree ≤ d is sent
to a module in ModFJ that is supported in degrees {0, . . . , d}, which follows immediately from
Corollary 3.21, and that for every FJ-module supported in degrees {0, . . . , d}, there is an FI-module
of polynomial degree ≤ d in its preimage, which follows from our proof of essential surjectivity and
Lemma 5.5. 
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