A new complex centroid reaction coordinate method is used to study electron transfer systems with strong electronic coupling. Formal analogy between current problem and the Ising model of one-dimensional spin system is used to develop a useful approximation for the partition function of electron transfer system in all orders of perturbation theory and when quantum effects are present. The reactions in the inverted region are discussed. The range of applicability of the usual nonadiabatic theory is re-examined. It is concluded that quantum solvent modes can effectively reduce electronic coupling in such a way that a nonadiabatic behavior can sometimes be induced in conventionally strongly coupled systems. Such an induced quantum nonadiabaticity is demonstrated in a numerical calculation.
INTRODUCTION
The present paper is an extension of our earlier discussion' of quantum effects in electron transfer (ET) reactions with strong electronic coupling. In the previous paper a new approach was introduced which combines the ideas of the quantum centroid reaction coordinate methodzm4 and path integral technique developed over the past decade for treatment of quantum effects in condensed media. ' The problem of strong electronic coupling has a long history. Essentially from the very beginning of the development.of the electron transfer theory,6-Y it has been recognized that there are two limits-nonadiabatic and adiabatic, depending on the strength of the coupling of electronic states. Since then numerous attempts have been undertaken to develop a unified theory which would include these two limits on equal footing. The quantitative theory of nonadiabatic reactions is well developed because in this case the reaction can be described in the lowest order of electronic coupling. When the coupling is not small, however, the higher order of interactions are needed to be accounted for, and the situation becomes much more complicated. Usually the adiabatic limit is treated essentially phenomenologically with employment of ideas of classical6 or quantum" transition state theory or, using the Landau-Zener formula for transition probability. 9P" Related to the problem of strong electron coupling is the problem of solvent dynamic effects. '2-22 The slow relaxation of the solvent makes the electronic time scale relatively faster which in some sense is equivalent to strong electronic coupling. As a result, in both cases the surnmation of infinite number of perturbation terms in electronic coupling is required. ""-22 Yet, the true adiabatic reaction is different from the nonadiabatic reaction with slow solvent polarization modes. The difference was clarified in Refs. 14, 15, and 21. In the present paper we will study the ET system in a traditional statistical equilibrium formulation, leaving discussion of the dynamic effects outside the scope of the present paper. ' Recently there has been a renewed interest in the literature to the problem of rigorous treatment of systems with strong coupling, and several new ideas have been introduced. "-26 The analytical method of the present paper is based on combination of two ideas: for the reaction rate we use Langer's formula'7*28 which gives the rate in terms of complex valued partition function of the system, and for the reaction coordinate we use Chandler's idea of expressing it in terms of the centroid of electronic quantum paths. 3,24P26,29 The solvent modes are treated in standard harmonic approximation with path integrals which allow us to integrate out these coordinates and introduce an effective two-(electronic) state system with nonlocal interactions.
The centroid coordinate method, introduced by Gillan?' has been a subject of a recent discussion in the literature.3Y4 The main physical idea underlying the method is in separation of statistical and pure dynamical contributions to the reaction rate. Chandler and co-workers applied this idea to electron transfer reactions."4*26 The central quantity in their calculation was the centroid density, the statistical part of the rate expression, at the transition state. The centroid approach provided encouraging results with a hope that a method was found for treating effectively the high orders of electronic coupling and quantum effects. Recently, however, Mak and co-workers30'31 studied the dynamic prefactor in the rate expression with exact treatment of real time correlation functions and found that the main assumption of the very existence of the transition state in centroid coordinate space breaks down for electron transfer systems. Such an assumption is one of the central points in the centroid theory for semiclassical adiabatic reactions (such as proton transfer), as originally proposed by Voth, Chandler, and Miller.3 Thus, the finding of Mak and co-workers posed a question of applicability of the method to essentially quantum systems such as electron transfer.
The method of the present paper, which is based on recent contribution of one of the authors," seems to provide a solution to the problem encountered by Mak and co-workers. In our formulation we lind it necessary to treat the centroid reaction coordinate as a complex variable. The reaction rate is still proportional to the centroid density, however, the transition state of the reaction now has to be found in general in complex plane by analytic continuation, in some cases (as in the inverted region) outside the region of the original definition of the centroid coordinate. The partition function of the system for complex values of the reaction coordinate also becomes complex and the whole formulation of the theory becomes very similar to Langer's method for decay rates of metastable systems. In this paper we discuss electron transfer reactions in the inverted region, the region where the problem found by Mak and co-workers is most acute.
The structure of the paper is as follows. In Sec. II the Hamiltonian and the method of calculation of the rate of electron transfer reaction is discussed. Different approaches mentioned above are discussed in greater detail.
In Sec. III we calculate the partition function of the ET system mapping it on the equivalent Ising model. The analogy between electron transfer systems and the Ising model has been discussed earlier in the literature.24'26*29 The picture of interacting spins provides an exceptional insight into the nature of the quantum interactions in electron transfer systems and helps to develop a nontrivial approximation for treatment of quantum effects.
In Sec. IV the rate constant of strongly interacting ET systems in the inverted region is discussed. A numerical result will be provided which demonstrates a nontrivial behavior of the rate in the inverted region as electronic coupling increases. The applicability of the nonadiabatic formula will be re-examined. In Sec. V we comment on the difference of our approach from the recent work of other authors on the same subject, discuss the limitations of the model, and discuss some possible future work.
II. ET HAMILTONIAN AND RATE CONSTANT
Thermal electron transfer reaction can be formally described as relaxation in a two-level system coupled to a harmonic bath.29,32 The Hamiltonian of ET system in this model is written in the form
where A/2 is the electronic matrix element coupling the reactant state, I+), and the product state, I-), yi and pi are the coordinates and conjugated momenta, respectively, referring to nuclear motions of the solvent, E is the driving force of the reaction (-AGO), rrZ and a, are the Pauli matrices in a twostate (I+) and I-)) p re resentation. In a more familiar and explicit representation the spin operators are written as 5=tl+> (-l+l->(+I>. (2.2) ~~=(l+> (+l-l->(-l,. (2.3) Hamiltonian (2.1) describes the relevant to ET nuclear motions of the solvent molecules in a harmonic approximation. Coordinates y i describe "normal modes" of the solvent and also vibrational modes of the first coordination shell, or inner part of the reaction complex. The total number of such modes is macroscopic: Fortunately, it is not the coordinates itself, yi , but rather their frequencies, Wi , are of significance for the dynamics of electron transfer.
To make a connection of the model Hamiltonian (2.1) to a real reacting system it is sufficient to describe the spectral density of the harmonic bath, even without specifying the coordinates yi . The spectral density is defined by
The contribution of each frequency Wi is weighted with a "coupling constant" of. The final result for the rate can always be expressed in terms of J(o) which, in turn, can be expressed in terms of longitudinal dielectric function of the solvent and parameters of the inner part of the reaction complex by well-established formulas.32s33
The method of our calculation is based on Langer's formula27 for the decay rate of a metastable system, often used in the literature2' (ks = 1) 2 1m2 k=A 7' (2.5) where 2: is the partition function of the reactants, 2 is formally exact partition function for the whole system, calculated in a certain special way (discussed below) as to assume complex values, and A is a so-called dynamic prefactor.
The prefactor A, for low temperatures or for a system with essentially quantum character of the reaction, coincides with the temperature in the system2-4'"*28 A=T. (2.6) In our previous paper' we have shown that for nonadiabatic electron transfer systems the prefactor always equals T, although for adiabatic systems in the normal region (i.e., for reactions with well-defined barrier in the electronically adiabatic potential surfaces), the prefactor is different from Eq. (2.6j.t In the present paper we focus only on the systems in the inverted region. Electron transfer in the inverted region in both adiabatic and nonadiabatic cases is an essentially quantum process, because quantum tunneling -of the nuclear coordinates dominates in the reaction rate.32 For this reason for the prefactor we take A=T. For nonadiabatic reaction this choice of A is exact,' for strong coupling systems we assume Eq. (2.6) is still valid as an approximation. The statistical part of the rate formula in Eq. (2.5) requires special comments. A detailed discussion of the unusual form of the rate expression in terms of complex valued partition function is given in the original paper of Langer.s7 In his discussion of the decay rates of metastable systems (one of the simplest examples of a metastable system is a localized state in a cubic parabola), he showed that the partition function of a metastable system can be rigorously de; fined only as an analytic continuation in the parameter space from the region where the system is stable and well defined to the region where the system is metastable. The partition function of a reacting system is usually written as a multidi-A. A. Stuchebrukhov and X. Song: Quantum effects in electron transfer reactionsmensional integral over all generalized coordinates from which one coordinate, or mode, is unstable. This unstable coordinate for classical systems coincides with the usual reaction coordinate. The accurate continuation of the expression for the partition function results in transformation of the integration contour for the unstable mode of the system into the complex plane. As a result of such transformation the formal expression for the partition function assumes a small imaginary part which is proportional to the decay rate." {Without such a transformation the integration over the unstable mode would give a diverging result. Usually the integrand is a Gaussian with a "wrong" plus sign.)4T27
For certain systems with relaxation such as electron transfer described by the Hamiltonian (2.1), or double well system in a harmonic bath' and others, the total partition function is well defined .and does not formally require analytic continuation. Nevertheless, the relaxation rate in such systems can be found in a formally similar way as proposed by Langer, namely, by transforming the integration contour over a properly defined reaction coordinates of the system into the complex plane and using Eq. (2.5) for the rate. (Usually the saddle point approximation is used for the reaction coordinate and in this case integrals do diverge in real space in the same way as for real metastable systems). This procedure has been actively used in the literature in the past in the discussion of relaxation in quantum systems with dissipation,' and is especially useful for low temperature semiclassical instanton technique.28
Recently Gillan proposed a new formula2 'which gives the rate constant in terms of the centroid density of quantum thermal paths of the reaction coordinate at the transition state. The relation of Gillan's formula to the usual GreenKubo-Yamamoto correlation formalism has been discussed by Voth, Chandler, and Miller in Ref. 3 and the relation to Eq. (2.5) has been discussed by one of the present authors in Ref. 4. As shown in Ref. 4, the centroid coordinate plays the same role in the centroid theory as the unstable coordinate in Langer's theory. The analytic continuation of the centroid coordinate integral in the expression of the partition function into the complex plane, results in the following expression for the rate:"
where Z(R) is a partition function of the system with fixed centroid of the reaction coordinate, analytically continued into the complex plane. The prefactor A can in principle be expressed in terms of the Green's function of the reaction coordinate. Equation (2.7) essentially coincides with Langer's. formula (2.5). The total partition function now assumes complex values as a result of analytic continuation of the centroid coordinate integral into the complex plane. On the other hand, the complex centroid formula (2.7) also coincides with Gillan's formula. To show this one assumes that the centroid density, which is proportional to Z(R), at the transition state has a minimum and is written as -exp(aR2) with some positive coefficient a. For real R the integral over R would di-verge. Our formalism, however, requires R to assume pure imaginary values, iR, hence, the integral in Eq. (2.7) is perfectly defined. The result of integration of the Gaussian form of the centroid density in Eq. (2.7) reproduces Gillan's formulas for high and low temperatures.2"
The strategy of calculation based on Eq. (2.7) is the following. Calculate first the partition function for a fixed real centroid coordinate, then make analytic continuation, treat: ing centroid coordinate as complex variable, and evaluate integral (2.7) over a contour running from -im to fim. The contour can be transformed in a convenient way as to pass the saddle point of the integrand. The saddle point gives the largest contribution to the integral and represents the transition state of the reaction.
Ill. PARTITIObi FUNCTION OF ET SYSTEM AND EQUIVALENT ISING MODEL
The partition function of. the ET system is given by
Here Tr is taken over-all nuclear coordinates of the system, H is the total Hamiltonian given by Eq. (2. l), p is an inverse temperature, l/T, and 12) are two electronic states. The formal expression for Z is given by Eq. (2110) of our previous paper.' That formal expression can be conveniently 'interpreted in terms of a path integral which allows one to draw a useful analogy between the ET system and the Ising model of a one-dimensional ferromagnet.29 In order to introduce some useful notations, below we repeat some standard steps in developing Eq. (3.1) in terms of path integrals. The Tr operation in Eq. (3.1) can be easily-performed, because of the harmonic nature of the nuclear coordinates in Hamiltonian (2.1). The remaining Tr over two electronic states can be conveniently written in the form of a path integral over the electronic "coordinate" o-(~),~'.
Here ris a thermodynamic time, O+-=%p, a(r) is a trajectory of the electronic coordinate, and S[cr] is the action defined below. Z, is the partition function of harmonic nuclear coordinates. In this form of the partition function, the coupling of the nuclear coordinates and electronic coordinates is hidden in the expression for S, see Eqs. (3.5)-(3.7) below. There are only two electronic states in the system, accordingly, the electronic coordinate o(r) assumes only two values which are chosen to be 5 1. When the electron is in the reactant state I+) 'me variable (T= + 1, in the opposite case, when the electron is in the product state I-), the variable (T= -1. The time evolution of the variable o-(7) describes sequential jumps of the electron between the reactant and product states, I+). Due to the nature of the Tr operation o-(r) is subject to the periodic boundary condition a(Oj=.a(P).
When a trajectory starts in the I+) state, i.e., when o-(0)=1, it gives contribution to the partition function of the reactant, 2, , otherwise the trajectory contributes to 2: i the partition fimction of the products.
The symbol for the path integral in Eq. (3.2) has the following precise meaning:
.
The function o(~)=?l sequentially changes sign 2n times @ the moments ri, 06~1=G2.**G~2nGP. The integral over all possible trajectories o- (7) is given by the integration over all possible values of q, the summation over all possible number of jumps between. two electronic states, 2% and by.the summation over two possibilities t,o start a trajectory in the reactant electronic state, o(O)= + 1, or in the product state, U(O)=-1. The action S in Eq., (3. 2) is a functional of the electron trajectory a(~). It has the form--S[cT(r),= -f I," jop 7.7 cT(q) (T( && 7,) +HMp, *. (3.5) where is a correlation function of nuclear coordinates, weighted with the spectral density J(o) defined in Eq. (2.4). The last two variables H and M in Eq. (3.5) are defined as H= 42, (3.7) where E is the driving force of the reaction, and M is defined as I P dr M=2R= -CT(r). 0 P A. A. Stuchebrukhov and X. Song: Quantum effects in electron transfer reactions 9357
and down, U= -1. Due to the periodic boundary condition (3.3) the beginning and the end points of the coordinate T coincide, hence the corresponding magnetic system has a geometry of a circle of length p. The function K(T~-7J describes the interaction of two spins located at 7l and r2, as is follows from Eq. (3.5). Because KLO the type of interactions is ferromagnetic-the neighboring spins prefer to be oriented the same way. The variable M describes the magnetization of the spin system, H is an external field, and the last term in Eq. (3.5) corresponds to energy of the system in an external magnetic field H. Sum over all possible trajectories is obviously the sum over all configurations of the spin system. Finally, the thermal electron transfer rate, which is the goal of our calculations, coincides with the relaxation rate of the corresponding magnetic system from the initial state when all spins are oriented upward, a(r) = + 1, to the state of statistical thermal equilibrium. Having this analogy in mind it is convenient to write the partition function of our system in a more conventional form z=z, c
,-E[MlP, (3.9) i4dl where the sum is taken over all states (or, configurations) of the magnetic system and E[a(r)] is the energy of the state.
According to our method of calculation of -the rate one needs to calculate the partition function of ET system with a fixed reaction coordinate R, or, in terms of the equivalent Ising model, the partition function of the spin system as a function .of magnetization M=2R in an external field H.
A magnetic configuration is a sequence of domains of up, a=+l, and down, cr=-1, oriented spins:A configuration, is also characterized by a magnetization M, Eq: (3.8). For a given magnetization there are many ways to change the size of domains leaving magnetization the same. .Hence, there is a pure geometrical degeneracy factor, g,(M), for each configuration with 2n domains and a given magnetization M.
We will write the partition function of the system in the form, m Thus the partition function of the electron transfer system can be written as a path integral Eq. (3.2) where the sum over all paths is defined by Eq. (3.4) and the action for each path is given by Eqs. (3.5)- (3.8) .
Written in this way the expression for the partition funcwhere g,(M) is a degeneracy factor discussed above, and E,,(M) is an averaged energy of a configuration with 2n domains and magnetization M. Rigorously speaking, the energy of a configuration is a function of r16r2***"r2n, and implicit function of the magnetization M. Thus E& (3.10) is a kind of mean field approximation. Below we calculate exactly g,(M) and propose an approximation for E,(M) which will allow one to calculate the partition fuiction (3.10) and ultimately the reaction rate (2.7).
A. Degeneracy factor gn ( M) tion, except for the unimportant factor Zh , coincides with the partition function of a one-dimensional Ising model of continuously distributed spins s = l/2 along the "coordinate" 7 with the spin density o-((7). The spins are said to be l/2 in a sense that they can be oriented only in two ways, up, CT= + 1, For a given number of domains and magnetization M, one can change the position of boundaries of domains r1=h2***Sr2n leaving the magnetization unchanged. Thus, the statistical weight of a configuration can be calculated by t&ng a 2n dimensional integral (3.4) over all possible val-ues of q restricted by an appropriate Sfunction which fixes the value of M. The calculation of the integral described in Appendix A gives l-&f2
n-1 &dM)-=; n,(nlm 1), 4
.( i . (3. 11)
The degeneracy factor has a characteristic combinatorial part, which is connected With the possibility of exchanging the domains, and a part which describes the dependence on magnetization M. For small M (the total size of domains of up and down spins are about the same) there are more possibilities to move boundaries of domains while keeping A4 unchanged. Accordingly, the degeneracy factor has a maximum at M=O.
B. Configuration energy E,(M)
The total configuration energy E,(M) in Eq. (3.10) can be written in the form
The first term in this expression is a contribution of the weighting factors in Eq. (3.4). It can be interpreted as an energy of the boundaries between domains of spins with opposite orientation. This contribution arises when the two spins of the opposite sign are in immediate contact. The second term, HM, is the energy of the system due to an external magnetic field H, and the last term, Z,(M) is the energy of interactions of spins. The interaction energy is due to the coupling of the electronic and nuclear coordinates in the system. The expression for I,, except for the factor l/P, is given by the double integral in Eq. (3.5) (see also Appendix B). The calculation of the interaction energy I,(M) is a crucial step in the present method. The rest of this section is devoted to find a good approximations for Z,(M).
One possible approximation for the interaction energy Z,(M) was discussed in Ref. 1. It is assumed that there are well separated low and high frequency nuclear (and polarization) modes in the system such that for the low frequency modes the classical approximation is valid, o&Gl, and for the high frequency modes the quantum approximation, ~$91, can be used. The interaction energy of two spins K(rs--rt), Eq. (3.6), is given by the sum over all frequencies in the system. Hence, the interaction K(r) can be divided into two parts--classical and quantum, KC 4 = &I( 4 f f&C 4.
(3.13)
The correlation function of the classical modes is independent of time r, because of w&% 1, and hence, in the language of magnetic interactions, the classical interaction is independent of distance T= r2--r, between two spins. In other words, the classical modes produce a long-range interaction in the equivalent Ising model. The contribution of long-range interactions to the total energy of a configuration is easy to evaluate directly by taking the integral in Eq. (3.5) with K=const.
For quantum modes, the correlation function decays very fast with time r, due to c@%-1, hence the quantum modes produce short-range interactions in the equivalent Ising model. The contribution of short-range interactions can be found by a method described in Ref. 1 assuming that the boundaries between domains on average are located far from each other and can be treated independently. This approximation holds whenever the total number of domains-is not very large, n < n4 = ( w,p) P 1, and the total magnetization is far from its extreme values + 1. In the physical literature this approximation corresponds to a so-called dilute instanton gas approximation5 (instantons are simply the boundaries between domains).
In both cases, when the number of domains is sufficiently large n>nq or when M is close to + 1 the approximation of our previous paper breaks down. It is recalled that rz is the perturbation order of our calculation and the restriction n<nq means that only a finite number of perturbation terms (although this number can be very large, n4= w,J3% 1) can be calculated with this approximation.
A restriction on M in this approximation has the following consequences. According to our method of calculation, we calculate first the partition function on a real axes A4 = 2R and then we analytically continue this function into the complex plane of the reaction coordinate. The expression for the partition function with the approximation described above is valid only in the vicinity M =O. When the analytical continuation is required to the regions in the complex plane which are far from M=O, then the approximation described above is not sufficient. Such a situation occurs when the reaction is in the inverted region. In this case the saddle point of Z(M) is located in the complex plane a large distance away from the point M=O, and an accurate knowledge of Z(M) in all points of the real initial interval -lGMG+ 1 is necessary for accurate analytical continuation to the regions outside of this interval. Thus, for the inverted region the dilute instanton model breaks down and one must go beyond this simple approximation.
As a next level of approximation we calculate Z, in Eq. (3.12) for a configuration where all domains of spins up and spins down are of equal size. Thus for a given magnetization M, the average size of domains with spins up is (1 +M> x=p ~ 2n (3.14) and the average size of the domains of spins down is The calculation of I,, requires an evaluation of the double integral in Eq. is the total (quantum and classical) activation energy. This formula essentially is the key resuIt of the present paper. It gives an accurate approximation for the configuration energy valid for all values of n and all values of M. Both quantum and classical modes are taken into account in the same way. For n = 1 the above expression coincides with the exact result derived in Ref.
1. This case corresponds to nonadiabatic reactions, which has been studied thoroughly by the golden rule approach by many authors in the past.
For a system with quantum modes, such that nCnq= (w,p) and when M is far from the extreme values -+ 1, Eq. (3.16) reproduces results of our quantum approximation of the previous paper Ref. 1 . In this case one can neglect the second cash in the integrand of Eq. (3.16), and the remaining temperature-dependent hyperbolic function cot jofi/2) is very close to 1, due to (c@)~l. Whenever /Ml t 1 or n-w the second term in the Eq. (3.16), which describe the interaction of boundaries, reduces to zero. In this case the boundaries between domains are located on average so close to each other that any approximation (like rare ins&ton gas approximation and similar) breaks down, and the energy associated with individual boundaries looses its physical meaning.
Thus the quantum expression for a configuration energy Eq. (3.16) provides an accurate and uniform description of all possible cases of the magnetic interactions of the Ising model and, hence, of the equivalent electron transfer system. Next we make use of the above expression, Eq. (3.16), and of other terms of the configuration energy, Eq. (3.12), together with the expression for the statistical degeneracy factor, Eq. (3.11) for the calculation of the reaction rate using the prescription of the analytical continuation, Eq. (2.7).
IV. THE REACTION RATE FORMULA Using Eq. (3.10) for the partition function Z(A4), Eq. According to Eq. (2.7), in order to obtain the rate constant from the above expression for the partition function, one should analytically continue it into the complex plane M and integrate over the contour running from -iw to fiw.
[Reaction coordinate in Eq. (2.7) R =&f/2 and factor of 2 from changing dR to dM has already been taken into account automatically in the degeneracy factors.] On a pure imaginary axes one substitute iM for M. The partition function of the reactants z"R from Eq. (2.7) is related to the partition function of the bath 2, in Eq. (4.1) by ~b=,-E,~-~ef2~0 R.
(4.2)
It is recalled also that the "external field" H=E/2, according to Eq. (3.7). Our final formula for the reaction rate in the inverted region takes the form
Expression (4.3) is the main resu It of the present paper. Below in this section we discuss it for several limiting cases.
I (4.3)
A. Nonadiabatic quantum case
The sum over n in Eq. (4.3) is a sum over all perturbation orders in the electronic coupling A. When A is small only the first term of the above expansion (4.3) can be taken into account. The term with n = 1 coincides exactly with the well-known exact quantum mechanical expression for the nonadiabatic rate32y34 where the classical reorganization energy h=4E,, is defined by a low frequency part of the spectrum, and the quantum counterpart E,, is written as ~~v=--(X+e). When this term gives the main contribution, the reaction is almost activationless, and hence the temperature dependence of the reaction is very weak.36
Thus, the first term reproduces exactly the well-known results for quantum nonadiabatic reactions. Equation (4.3) provides, obviously, a generalization of the nonadiabatic result (4.4) to the case of strong electronic coupling. In this case many terms with n>l contribute to the rate.
.B. Crude quantum approximation Suppose that in Eq. (4.3) the sum over perturbation orders n can be limited by a large, but finite number ng= j3wq. The exact result can be simplified in this case, approximately, in the following way. In this case the first term in square brackets in the exponential of Eq. (4.3) only weakly depends on the temperature T, and can be safely approximated by coth(op/2). In the second term, cos(wfM/2n)/ sin(w@/2n), at least qualitatively correctly, one can also neglect the n dependence. To convince oneself that it is indeed qualitatively correct one can again recall the analogy with the Ising model and our analysis of the magnetic interactions in it for a real reaction coordinate M. In this case the formula for the rate takes the form of our previous paper,' k=Tl_b"Il( /?A' ds) (F),
where the electronic coupling is now a function of the reaction coordinate and temperature and t4.g)
For a low temperature such that oq@ 1 and KQ 1 the above formula takes the following most popular form in the literature: 32"6 -cos(A4~w/2)lsh(Pw/2)]).
(4.11) j
The temperature dependence of the effective electronic coupling is weak because for quantum modes o&?% 1. The reaction coordinate dependence, on me other hand, is the key to~describe the contribution of the excited quantum states in the inverted region. When the reaction is in the inverted regi.on, K--X, the terms with v>O give the main contribution. In this case the reaction occurs from the excited states of the quantum oscillator. Especially important can be the term with where the partial rates k,, are calculated according to Eq. (4.10) with the driving force E modified by the excited states of the quantum mode, and with renormalized electronic coupling A'=Aexp( -1: $9). (4.13) Expression (4.12) is obviously is a generalization of Eq. (4.9).
C. Accurate quantum approximation
The approximation of the previous subsection is valid only for a finite number of terms n-nq= w$S 1 in the sum of the general formula Eq. (4.3) . If the system is such that all terms in the sum have to be retained then only general formula (4.3), which is an accurate quantum approximation, can be applied.
It turns out that further simplifications of Eq, (4.3) are difficult to make for a very fundamental reason related to the presence-of different time scales in the system. Below we discuss this point.
In general case the effective electronic coupling, as one can see from the last exponential terms in Eq. (4.3), is not only the function of the reaction coordinate and temperature but also a function of the order of coupling n. The number n in the sum of Eq. (4.3). for the rate is the number of jumps the electron makes between the two electronic states on the time scale of p=l/T. Hence, the-electronic time scale in the reaction dynamics, 7n=Pln, (4.14) and the corresponding frequency, II,, = 7,; ' , (4.15) are functions of the order of electronic coupling n. The principaI difference between the quantum and classical modes of the solvent is revealed in comparison of the solvent dynamics time scale and the electronic time scale. For the classical modes, in all orders of the coupling n, the electronic time scale is much shorter than that of the solvent dynamics, w,,~il,z=nl/3.
(4.16)
The classical solvent coordinates are always "static" as the electron sees them during the reaction. The averaging over thermal distribution of classical solvent coordinates-occurs when the Gaussian integral over the reaction coordinate is taken in the expression for the rate. The quantum modes are much more difficult to treat in general because their dynamical nature is different in low and high orders of the electronic coupling. For low orders of coupling n the quantum modes are very fast on the time scale of electron dynamics, tiq* 'R,,=nlP (4.17) and their contribution can be described within the, crude quantum approximation discussed above. However, when a becomes sufficiently large, n > ng = o#, the situation changes, as is seen from the above equation, and the quantum modes become slow on the electronic time scale. Thus, in the very high orders of the coupling the quantum modes behave as if they were classical. It is because of this quantum-classical "crossover" the general expression (4.3) is difficult to simplify in a uniform way for all orders of coupling n. 
D. Numerical results
As an application of our formalism we next present results of numerical calculation of Eq. (4.3). For model calculations we use a system studied recently by Liang, Miller, and Closs in their experiments, Ref. 36. For a benzoquinonyI/biphenylyl system bridged by a steroid group they observed a very weak temperature dependence of the reaction and argued that quantum effects play a major role. For a driving force of -2.1 eV the reaction falls in deep inverted region. For this system we have made a series of calculations with different model coupling electronic matrix element. Although for the real system the electronic coupling is such that the reaction is nonadiabatic, we used that system as prototype of a general quantum system in the inverted region and studied the behavior of such a system as electronic coupling varied from weak to strong.
The main purpose of this calculations is to demonstrate a possible contribution of the high order terms in Eq. (4.3) with n > 1. We recall that n = 1 term in Eq. (4.3), proportional to A", corresponds to nonadiabatic theory and higher order terms are presumably. important for strongly coupled systems. In Figs. 1 and 2 both the nonadiabatic contribution, the first term, as well as the whole sum of all terms in Eq. (4.3) are shown for comparison. In Fig. 1 a system with only classical modes is shown. The classical modes create an activation barrier for the reaction of 0.75 eV. ln Fig. 2 one quantum mode was added with frequency w4 = 1500 cm-' and quantum reorganization energy E,,=0.45 eV. The phenomenological parameters were deduced from the experimental results in Ref. 36. Several interesting features are' observed in Figs. 1 and 2. First, is that in both purely classical and quantum systems the reaction initially increases quadratically for small couplings, as predicted by nonadiabatic formula, but then, when the coupling becomes sufficiently large, the reaction rate reaches maximum and then decreases with further increase of the coupling. This behavior is a reflection of the fact that large electronic coupling causes separation of the adiabatic surfaces and the reaction dramatically slows down as a result. We note that this type of behavior is only characteristic for the inverted region., For the normal region the rate is always a monotonically increasing function of the coupling.
Second interesting feature to notice is that the quantum mode dramatically increases rate by almost eight orders of magnitude. This is in correspondence with a well-established fact that in the inverted region quantum modes can provide an effective tunneling path for the reaction when the classical activation contribution is extremely small. This becomes even more evident for a large electronic coupling, when adiabatic surfaces are well separated and the classical rate is practically negligible.
Finally, an interesting and practically important question is to what extent the nonadiabatic formula can be used when the electronic coupling becomes large. We recall that nonadiabatic formula is derived as a first perturbation order in coupling constant. With our general formula Eq. (4.3) we can easily address this question because all perturbation orders are present in it. A surprising result from our calculation is that for the quantum system, the nonadiabatic formula turns out to be applicable for an unexpectedly large range of parameter Ap=AIT. (This parameter is usually used to discuss the adiabatic-nonadiabatic transition, as, e.g., in Ref. 19.) This phenomenon was in fact predicted in our previous paper.' It was found that quantum modes in the system renormalize (decrease) the electronic coupling in all orders of perturbation theory by exponential factor as in Eq. (4.13) and as a result the effective coupling A' can become much smaller than the "bare" initial coupling in the Hamiltonian. Thus, even for a conventionally strongly coupled system the quantum modes can "induce" nonadiabaticity. It is such an induced nonadiabatic behavior that is observed in Fig. 2 The results that we have obtained in this and in the previous paper' provides some new insight into quantum dynamics of an electron transfer system with strong coupling. For weakly coupled systems, i.e., in the nonadiabatic case, our results revealed some new aspects of the role that quantum modes of the solvent play in the reaction. The renormalization of the electronic coupling by quantum modes can be of potential importance in a long-range electron transfer reactions, which have been a focus of very intensive investigation recently as, e.g., in Refs. 37-42 and references therein.
The rate in the present theory (2.7) is written in a form of a product of two terms which have different nature. The partition function term describes the statistical aspect of the reaction, while the prefactor A describes the dynamics of the reaction in the region corresponding to the quantum transition state. The latter can be defined as a most important region in the reaction coordinate space. In the present theory the reaction coordinate R =M/2 was first defined as a real variable and then we argued that the analytical continuation of the partition function into the complex plane R is, actually, what one needs in order to find the rate constant. The most important regions of the complex plane R (or M) are those which give the largest contribution to the integral in the expression for the rate, Eq. (4.3). Those regions are-saddle points of the integrand of the rate expression and they in principle can be located at any point on the complex plane R.
For the normal region and for classical solvent modes the saddle point, (i.e., the transition state) is in the real interval of originally defined reaction coordinate 1/2<R<1/2. However, when quantum modes ate present, or in the inverted region, the saddle points are outside the interval l/2 <R<1/2.
The present paper discussed the statistical part of the rate expression. An accurate quantum approximation for the solvent polarization modes was developed which is applicable in all orders of electronic coupling. However, the nature of the dynamical factor A is unfortunately too complicated to be treated rigorously. For this reason the results of this paper are only an approximation which is valid as long as valid Eqs. (2.5)-(2.7). Between the nonadiabatic-and strong adiabatic regimes treated in the present paper, there is another transition (or crossover) corresponding to Zusman's regime of the reaction (a so-called weak adiabatic regime).t4~t5 How this crossover can be described within the present formulation of the theory is not clear at present. We hope to address this problem in the future.
Recently Mak and co-workers30,31 applied the formalism of Voth, Chandler, and Miller (VCM) to electron transfer systems and found that the main assumption of VCM formalism breaks down for electron transfer systems. Namely, the product of density of electron centroid and the dynamic factor introduced by VCM was found to be independent of the centroid coordinate in the second order of electronic coupling, thus showing that there is no transition state in the centroid space for electron transfer systems. In high orders of coupling the situation did not improve.31
In our method, which is based on Ref. The degeneracy factor~g,(M) in Eq..(3.10) was in fact calculated in the previous paper,' where it was called a G factor. The derivation given there is unnecessary overcomplicated. Recently we have found a much more simplified way of calculation, which is as follows.
The degeneracy factor is given by
As a result of the analytic continuation to real time, the dynamic factor defined in Ref. 4 becomes.constant A in Eq. (2.7) (the dynamic factor of VCM theory is different from ours and is sharply peaked at the transition state).3 The rest of the integrand in the expression for the rate coincides with the centroid density, and the contour of integration over centroid coordinate is transformed into the complex plane. Thus one arrives at the complex centroid formiulation of the rate The subtle difference between the real centroid coordinate of VCM' and a complex version of the theory4 can most clearly be seen in the expression for nonadiabatic electron transfer rate from paper of Mak and Gehlen.30 In their expression the integration over a formal variable running from minus to plus infinity in imaginary direction corresponds to our complex centroid coordinate, while the VCM centroid corresponds to a point where the integration contour intersects the real axis. Due to analytical properties of the integrand the result is independent of the real centroid coordinate3' but have a sharp maximum in complex coordinate space.
(A21 In the inverted region the real centroid density does not reach its minimum vaIue (transition state) in the interval of originally defined real values of the centroid coordinate. Our method provides a solution to this problem. According to our strategy of calculation, we calculate first the partition function for a fixed real centroid coordinate, then make analytic continuation, treating the centroid coordinate a as complex variable, and evaluate integral (2.7) over a contour running from -iw to + im. The contour can be transformed in a convenient way as to pass the saddle point of the integrand. The saddle point gives largest contribution to the integral and represents the transition state of the reaction. For the inverted region this transition point is located outside the interval of the real centroid coordinate and can only be reached by analytic continuation. Thus, in contrast to real centroid coordinate formulation, the complex version of the theory does not suffer the deficiency when applied to electron transfer reactions. 
The sum of g:(M) according to 'Eq. (Al) gives the final result Eq. (3.11 The interaction energy has the form dT1 dr2 dd (+(dKi~:!--,) pp.
(Bl)
The integral will be calculated here for a configuration with y1 domains o= + 1, and n domains (T= -1, where all domains of the same sign have equal size, as discussed in the text, before Eqs; (3.14) and (3.15) . For a single frequency w the interaction kernel is proportional to the correlation function of a harmonic oscillator with frequency w, Summation in the above expression is accomplished by differentiating Eq. (BlO) twice over 0. After the differentiation the expression coincides with the correlation function in r-representation of a harmonic oscillator with frequency w and temperature T' -Tn. Subsequent integration of that expression over 0 two times with appropriate boundary conditions gives for a single mode TJM) = -&+-~~[co++$yj.
0311)
Integration over all frequencies with Eq. (B3) results in Eq. 
