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Abstract In industrial automation, there are numer-
ous use cases for a model representing the equipment’s 
sequence of operations. Not only can such a model be 
used as a debugging aid, allowing users to observe the 
current state of the machinery at a glance, but it also 
can serve as a foundation for process improvements. An-
notated process models can help pinpoint bottlenecks 
within the system, and a combination of models ob-
tained from identical machines can be used to create 
a best-case baseline to which the devices can be op-
timised. Typically, the models used for such activities 
have been created during the equipment’s design phase, 
which means that many of the changes made during 
commissioning, start-up, and production are not re-
flected. The research domain of Process Mining suggests 
that an accurate model can be obtained from an activ-
ity log. Since most industrial processes are controlled 
by Programmable Logic Controllers (PLCs), which of-
fer the capability of external access through Open Plat-
form Communications (OPC), such a log can be created 
automatically. The theory is that Process Mining algo-
rithms can then be used to discover the desired model 
from the data recorded. Unfortunately, it turns out that 
this whole procedure is a game of chance. The quality of 
the discovered models strongly depends on the logged 
data. Not only can the records be flawed, but also the 
information needed to discover a complete model might 
not have been observed at all. To better judge the qual-
ity of the discovered models, numerous quality metrics 
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have been proposed, which in the authors’ opinion are a 
good guess at best. The industrial automation domain 
demands complete models, which cannot be guaranteed 
by any Process Mining algorithm unless it is known 
that the log contains all the data needed. This paper 
shows that for industrial equipment, it is possible to 
reason through the evaluation of a single recorded case, 
which case traces are required to guarantee that the 
discovered model will be complete. In the next step, 
the authors then introduced the concept of ’trace in-
duction’, which takes advantage of the fact that a PLC 
controls the observed processes. A minor change within 
the PLC’s logic is used to force the process to execute 
the desired traces on demand. The resulting, minimal-
istic log can then be analysed by the αLC -algorithm to 
create a guaranteed complete, model. 
Keywords industrial automation · process discovery · 
flowchart · process mining · process model · trace 
induction 
1 Motivation 
Processes, within industrial manufacturing equipment, 
follow a predetermined sequence which is executed by 
Programmable Logic Controllers. The sequence of oper-
ations is ever repeating for identical parts being manu-
factured. Due to equipment improvements, often, these 
processes no longer reflect the design intent, thus ren-
dering any process models, developed during the design 
phase, useless. There are multiple use cases for an up 
to date, accurate process model. The most obvious ap-
plication is the comparison of the ’as is’ state with the 
design intent, often referred to as conformance check-
ing [1]. Beyond that, process models can be used to 
identify bottlenecks within systems. If the process is 
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well understood, it is also possible to predict how much 
time certain activities will take. Based on this infor-
mation, automated maintenance tasks like dressing the 
weld tips of robots, can be scheduled for the most conve-
nient time to keep them from impacting production. Fi-
nally, complete models can also become a debugging aid 
by graphically displaying the current state within the 
process. All of these use cases have in common that they 
require a complete model to be meaningful. Approxima-
tions and metrics required to express confidence in these 
approximations are not satisfactory. Above perception 
is reinforced by Browning [2] stating: ’Some people con-
fuse the real process (how work is really done) with the 
process model or description, which is only an abstract 
representation of the real process. . . . Thus, a prerequi-
site to process improvement (changing the real process) 
is increasing the adequacy and accuracy of the process 
model’. 
The remainder of this paper is structured as follows: 
The related works in section 2 are followed by section 
3 in which the hypothesis and methodologies are pre-
sented. The experimental evaluation of said methodolo-
gies is described in chapter 4 before discussing potential 
issues in section 5. Finally, the paper is completed with 
the conclusion in chapter 6. 
2 Related Works 
Previously there have been different proposal for the use 
of data obtained from manufacturing equipment. Plant 
floor systems, as described by Lee [3], can be seen as 
an initial attempt to monitor manufacturing processes. 
Predefined parameters are continuously logged for later 
analysis. Eventually, this concept evolved into cyber-
physical systems, as described by Lee et al. [4]. Their 
goal was to create a digital twin of the physical system, 
which can then be used for simulations and predictions. 
Other researchers proposed the use of machine learn-
ing techniques to evaluate the data obtained. Jaber et 
al. [5], suggest that machine learning can predict the 
time of equipment failure based on data collected from 
vibration sensors. Banerjee et al. [6] instead used a sim-
ilar approach for fault detection. 
Another possible approach to gain knowledge from 
manufacturing equipment data is Business Model Dis-
covery. Van der Aalst et al.[7], who is the main driving 
force behind this research domain, stated that event 
logs are a sequential record of events. Typically, there 
are two types of events that are associated with an ac-
tivity. They are referred to as the ’start’ and ’complete’ 
events. All events belong to a case, which in industrial 
automation equals one full machine cycle. The sequence 
of events within a case is termed trace. For some pro-
cess mining applications, it is possible to reduce the log 
to representative cases of each trace. In his 2018 paper, 
Van der Aalst [8] points out that the quality of the dis-
covered Process Model depends on the quality of the 
log from which it was derived. This argument leads to 
the conclusion that the log quality should be of utmost 
importance. 
There have been many attempts by Process Min-
ing Practitioners to quantify the quality of the discov-
ered models. Van der Aalst [8] sums these efforts up 
by explaining that event logs can only capture example 
cases which makes it difficult to determine the quality 
of the model relative to the underlying record. He pro-
posed a set of four quality measures. Recall expresses 
how well the model reflects the behaviour found in the 
log, while precision gauges how good the model dis-
courages unrelated actions. The third metric is a gen-
eralization, which is supposed to make the discovered 
model also suitable for yet unseen cases, thus trying to 
prevent overfitting. Because in industrial automation, 
only one sequence of operations is expected for a single 
part style, the authors of this paper argue that over-
fitting is desired as long as all of the meaningful case 
traces have been observed. The final quality indicator 
is the simplicity of the model. Van der Aalst, however, 
warns that the some of the existing approaches to gauge 
the model quality might be flawed. 
Leemans et al. [9] also expresses the need for quality 
guarantees while acknowledging the need for a nearly 
complete log in which most of the behaviours possible 
are present. Besides the model quality, Leemans et al. 
also focus on the scalability of Process Mining algo-
rithms. Their proposal enables the discovery of mod-
els from logs with millions of events from thousands of 
activities. DeWeerdt et al. [10] take a slightly different 
approach by evaluating the model quality with the help 
of artificial generated negative events. This aids in es-
tablishing the precision measure previously mentioned 
because event logs usually do not contain cases that are 
not allowed. The logic behind creating artificial events 
is that events that have not been seen at a specific po-
sition within a case before must be unrelated and thus, 
should not be allowed by the process model. De Weerdt 
et al. point out that this approach allows for a good 
comparison of process models that have been obtained, 
based on the same log, by different algorithms. At the 
same time, they also caution that possible overfitting 
is not detected. Finally, just like Leemans et al., they 
want the reader to understand that many of the process 
discovery algorithms presume the presents of a nearly 
complete log in order to yield the desired results. 
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In 2009, Wen et al. [13] proposed the β-algorithm 
(to be found in ProM as Tsinghua-α-algorithm). It is 
an extension of the original α-algorithm. Instead of con-
sidering only one timestamp per activity, it considers 
the ’start’ and the ’complete’ event. The time between 
the ’start’ and the ’complete’ event has been termed 
the ‘activity life cycle’. Wen et al. state that the in-
clusion of the activity’s life cycle enables the detec-
tion of parallelism. They further point out that most 
of the established algorithms do not take the life cy-
cle into account, which prevents them from discovering 
parallel processes. The β-algorithm, just like the αLC -
algorithm, requires a complete log for proper discovery. 
Burattin [14] acknowledged in 2015, above described 
benefits of including the activity life cycle. He proposed 
an extension to the Heuristic Miner, which he named 
Heuristic++. It is worth noting that this extension is 
backward compatible, which allows it to handle logs 
with one or two events per activity. The Heuristic++ 
Miner, just like the Heuristic algorithm, is based on 
statistical principals. 
Before continuing, the use of the terms ’variant’ and 
’trace’ needs to be clarified. Lee [11] refers in his work 
to process variants, which he describes as the result of 
sequence changes applied to an original process model. 
His work goes into detail about the difficulties in de-
termining the difference between such process variants 
and case variants within an event log. It is these case 
variants that Guenther [12] refers to when using the 
term variant. Van der Aalst [23], on the other hand, 
calls the sequence, found within a case, ’trace’. In the 
course of this paper, the authors use the term trace 
when referring to case variants or traces. 
In 2006, Hu et al. [15] attempted to apply Process 
Mining techniques to manufacturing lines to validate 
and improve processes. Their solution was also based 
on Van der Aalst’s α-algorithm to which they intro-
duced resources with the help of a second matrix. It 
was not until 2014 when Son et al. [16] published their 
paper ’Process Mining For Manufacturing Processes’, 
that Process Mining algorithms once again were ap-
plied to manufacturing processes. They aimed to create 
a model representing all process steps from manufactur-
ing to shipping. Yahya [17], who had a similar research 
goal, concluded that it was necessary to customise the 
process model to be discovered based on the analysis’ 
purpose, which means that granularity needs to be cho-
sen accordingly. 
The application of Process Model Discovery algo-
rithms to manufacturing equipment data was continued 
by Farooqui et al. [18] who demonstrated a more detail-
oriented approach by implementing additional code into 
industrial robots. This code allowed them to record 
program pointer positions, as well as new signal state 
events which then are used for model discovery. The 
purpose of the models was to aid decision making and 
maintenance efforts. Around the same time Nowaczyk 
et al. [19] were taking a different approach by proposing 
an unsupervised learning-based framework that evalu-
ates similar systems. A flag is raised if a deviation of 
one of the systems from the remaining ones is detected. 
Evaluating the Process Model Discovery algorithms 
mentioned above it can be found that some of them 
are based on matrices into which the relations, found 
within the log, are parsed. The α-algorithm, for ex-
ample, uses a footprint matrix to mark direct, parallel 
or non-existing dependencies between activities. Within 
the industrial automation domain, the Design Structure 
Matrix (DSM) introduced by Steward [20] is commonly 
used for process descriptions. Eppinger et al. [21] ac-
knowledge in their article that DSM is most often used 
in engineering management because of its compact and 
scalable system representation. Researchers differenti-
ate between a numerical DSM, where the number of 
dependencies is counted, or additional parameters are 
recorded and a binary DSM in which a mark indicates 
merely the presence of dependencies. A DSM is based 
on an N-square matrix with identical row and column 
labels. Such a matrix is for example used by Brown-
ing [22] to suggest problem solving approaches which 
could potentially also be transferred to the industrial 
automation domain. 
Above literature review shows that gauging the qual-
ity of the discovered process model is a big concern 
within the Process Discovery domain. Process Discov-
ery postulates that an increased number of recorded 
cases, and thus hopefully an increased number of traces, 
holds the potential to improve the quality of the Pro-
cess Discovery model. None of the papers reported any 
attempts to define which traces are needed to discover 
a highly accuracy model. This research closes said gap 
by attempting to define rules to pinpoint the needed 
traces. In addition it offers a methodology that allows 
for the recording of these traces within a few machine 
cycles. 
3 Hypotheses And Methodologies 
3.1 Brief Introduction To The αLC -Algorithm 
The αLC -algorithm has been introduced in an yet to 
be published paper. A summary is provided to obtain a 
better understanding of its inner workings, and how it 
relates to this paper. For industrial automation process 
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model discovery, the authors propose an extension to 
the rules established for the α-algorithm by Van der 
Aalst [23]. In the below definitions, ’a >L b’ should be 
read as ’a is directly followed by b’, while ’b L a’ means 
’b is not directly followed by a’. ’a →L b’ expresses the 
causal relationship between a and b. Contrary, ’a#Lb’ 
shows that there is no relation between a and b. 
αLC -algorithm definitions: Let L be an event log 
over A ; i.e. L ∈ B(A ∗) Let sub-log l ∈ L be limited to 
one-part style and one case per trace. Let a, b, c ∈ A , 
ts a start event and tc a complete event. 
1. a >l b only if there is a trace σ = ht1, t2, t3, ..., tni 
and i ∈ {1, ..., n − 1} where the timestamp (τ(ti) < 
τ(ti+1) or τ (ti) = τ(ti+1) as long as not (ti = tc 
and ti+1 = ts) and k ∈ {i + 1, ..., n} such that σ ∈ l 
and ti = ac and tk = bs and there is no j such that 
i < j < k and tj = cc; 
2. a →l b if and only if ac >l bs and bs l ac; 
3. a#lb if and only if ac l bs and bc l as; 
4. a kl b if and only if ac >l bs and bs >l ac; 
Although αLC -definition #3 & #4 holds, they are 
of no importance for the proposed algorithm. Gantt 
charts are best suited to explain the two other defi-
nitions more in detail. According to Sommer [24] they 
are typically used in the automation domain to visualise 
the sequence of operation for a machine. The columns 
represent time increments while bars, displayed in the 
rows, stand for the duration of an activity where the 
beginning of the bar marks its ’start’ time and the end 
the ’complete’ time. For completeness, it needs to be 
mentioned that Gantt charts often also include links 
to express the dependencies between the different ac-
tivities. It is precisely those dependencies that Process 
Discovery aims to discover. Therefore, the Gantt charts 
shown within this paper are drawn without the links: 
αLC -definition # 1 stipulates that a >l b if the times-
tamp τs(b) ≥ τc(a). Also, there cannot be a complete-
timestamp of another activity in between unless τs(b) 
is the first start-timestamp following τc(a). Figure 1 
shows that the activities b and c, contrary to activity 
d, fulfill these requirements concerning activity a. If ac-
tivity c, is recorded a little earlier, as shown in figure 2, 
then the αLC -definition #1 leads to the conclusion that 
a, c >l b, d. αLC -definition #2 excludes a dependency 
found according to the αLC -definition #1 if any case is 
observed where the timestamp τc(a) > τs(b). Possible 
such scenarios are shown in figure 3 in red for activity 
a in relation to activity b. 
In the αLC -algorithm, the two definitions are imple-
mented with the help of two design structure matrices, 
which capture the relations, as well as the opposing rela-
tions of all activities. Matrix operations, namely inver-
sion, transposition and logical operations are then used 
to overlay the two matrices to reveal a resulting DSM 
with all dependencies found. This final matrix can then 
be converted into a flowchart for easier viewing. The 
advantage of the αLC -algorithm over the other Process 
Mining algorithms is that it is not only less complicated 
but it also can derive a complete Process Model based 
on the minimum number of case traces available. 





Fig. 1: a →l b, c; c →l d 





Fig. 2: a, c →l b, d 








Fig. 3: a / b dependencies 
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3.2 dependencies matrices 
As described in the related works, dependencies matri-
ces are a tool often used in the Process Mining domain. 
They consist of a square matrix with equal column and 
row names. For this research, the column/row names 
are the names of the activities within a case sorted by 
their start timestamps. An example can be seen in fig-
ure 4. Here the rows are related to the start timestamp 
while the columns represent the complete timestamp. 
The diagonal of this matrix represent instances where 
an activity depends on itself. These cases are referred 
to as short loops in the Process Mining domain and 
do not exist for industrial assembly processes. A ’1’ 
marks a discovered dependency while a ’0’ marks a not 
existing dependency. The lower triangle of the matrix 
is used to mark situations where a start timestamp, 
according to the definitions of section 3.1 directly fol-
lows the complete timestamp of its previous activity 
(ac >L bs). The upper triangle is not used because 
the proposed algorithm considers life cycle information 
which cannot be represented in a single dependencies 
matrix. The opposing dependencies matrix, represent-
ing complete timestamps (rows) following start times-
tamps (columns) (as >L bc), uses the upper triangle 
only. Inverting and transposing the opposing matrix 
onto the initial matrix using a logical ‘AND’ function 
creates the final matrix from which a flowchart can be 
constructed. 













































































































































load part (1) 0 0 0 0 0 0 0 0 0 0 0 
close clamps 1 (2) 1 0 0 0 0 0 0 0 0 0 0 
close clamps 3 (4) 1 0 0 0 0 0 0 0 0 0 0 
initiate R01 (5) 1 1 1 0 0 1 0 1 0 0 0 
initiate R02 (6) 1 1 1 1 0 0 1 0 0 0 0 
R01 weld / clear (7) 0 1 1 1 1 0 0 1 1 1 0 
R02 weld / reposition (8) 0 1 1 1 1 1 0 0 0 0 0 
open clamps 3 (9) 0 0 0 1 0 1 1 0 0 0 0 
R02 weld / clear (10) 0 0 0 1 0 1 0 1 0 0 0 
open clamps 1 (11) 0 0 0 0 0 1 0 0 1 0 0 
unload part (13) 0 0 0 0 0 0 0 0 0 1 0 
3.3 Traces And Their Usage 
Traces found in business processes are primarily caused 
by either faulty/incomplete logs or human intervention. 
Traces in industrial automation processes, on the other 
hand, are also triggered by different part styles and par-
allel processes. Since these concurrent processes are of-
ten independent of each other, it has to be expected 
that the position of their activities within a log will 
vary. Also, the duration of the activities can vary, which 
mostly is caused by fault conditions. For example, a 
clamp might close slower, because of weld slack col-
lecting on it, which in turn will lead to the depending 
activities to show up later within the log. 
A casual observer typically concludes that the se-
quence of activities within a case clearly describes the 
process. This observation, however, is a misconception. 
Table 1 shows an example log representing the sequence 
of activities for a single part style. Applying the αLC -
algorithm to one case only will yield the flowchart shown 
in figure 5, which differs from the complete model shown 
in figure 6. The reason for these discrepancies is the lack 
of dependencies which lets the onlooker infer that the 
start of a new activity depends on all of the recently 
completed activities. This confusion is best seen in the 
associated Gantt chart figure 7. 
Table 1: Log Example Style 1 
caseID style motionID startTime completeTime 
1 1 1 00:00:00 00:00:04 
1 1 2 00:00:04 00:00:05 
1 1 4 00:00:04 00:00:05 
1 1 5 00:00:04 00:00:06 
1 1 7 00:00:04 00:00:05 
1 1 8 00:00:05 00:00:12 
1 1 6 00:00:06 00:00:10 
1 1 9 00:00:13 00:00:14 
1 1 10 00:00:14 00:00:17 
1 1 11 00:00:18 00:00:19 
1 1 13 00:00:19 00:00:23 
The discovery of dependencies is only possible with 
the help of additional traces being recorded. Figure 8, 
for example, is a case of an equipment where activity 
a, b →l c and activity d →l e. Looking at this one case 
only will lead to the conclusion that activity a, d >l e 
and b, e >l c. Only when the second case (shown in fig-
ure 9) is considered it will become apparent that a →l c 
and that a#le. Therefore traces aid the model discov-
ery by breaking up falsely perceived links and revealing 
previously unseen dependencies. 
3.4 Hypothesis 
During previous experiments, it was found that the 
αLC -algorithm is capable of discovering a highly accu-
rate process model from a log comprised of just three, 
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load part
close clamps 1 close clamps 3initiate R01 initiate R02
R01 weld / clear R02 weld / reposition
open clamps 3
R02 weld / clear
open clamps 1
unload part
Fig. 5: The One Trace Model 
load part
close clamps 1 close clamps 3initiate R01 initiate R02




R02 weld / clear
Fig. 6: The Complete One Style Model 
purposely selected cases. This led to the following hy-
pothesis: An algorithm should be able to deter-
mine which minimum traces need to be present 
to allow for a highly accurate model discovery. If 
this hypothesis holds then it would justify a second hy-
pothesis that states that it must be possible to force 
a process, controlled by a PLC, to execute the 
traces deemed necessary in the previous step. 
3.5 Required Traces 
Taking the Gantt chart figure 7 as an example, the po-
tential causes of confusion, due to the lack of links, can 
be pinpointed. The ’start’ and ’complete’ events of ac-
tivities 2, 4, 5 and 6 are identical. Also, the ’start’ events 
of activities 7 and 8 follow directly after that. Therefore, 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
load part (1) 
close clamps 1 (2) 
close clamps 3 (4) 
initiate R01 (5) 
initiate R02 (6) 
R02 weld/repo (8) 
R01 weld/clear (7) 
open clamps 3 (9) 
R02 weld/clear (10) 
open clamps 1 (11) 
unload part (13) 
Fig. 7: Random Case 






Fig. 8: Example Case 1 Fig. 9: Example Case 2 
it is not possible to determine which activities depend 
on each other. This confusion can only be solved if one 
of the four previously mentioned activities completes 
later than the other three. Only then it will become 
clear which other activities depend on it. All depen-
dencies, therefore, will be known if such a scenario has 
been observed for all four activities. The same reason-
ing can be applied to activities 7 and 8 since they are 
executed in parallel. The following theorems have been 
developed to limit the traces to be recorded to a mini-
mum: 
Theorem 1 Contrary to business processes the edge in 
a flowchart representing an industrial automation pro-
cess can be considered instantaneous, which means that 
an activity starts immediately after the last preceding 
activity has been completed. If there is only a single 
preceding activity the dependency can be considered as 
correct and does not need further checking. 
Theorem 2 If activity ‘b’ directly follows activity ‘a’ 
(a >l b) and activity ‘c’ directly follows activity ‘b’ 
(b >l c) then there is no explicit dependency between 
activity ‘a’ and ‘c’ (a#lc). This also holds for longer 
dependency chains. 
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Theorem 3 Definition two of the αLC -algorithm (see 
section 3.1) holds also which states that bs cannot de-
pend on ac if ac has been observed later than bs as well. 
The dependencies matrices introduced in chapter 
3.2 also can be helpful to determine which minimum 
traces are required to discover a highly accurate pro-
cess model. Parsing the random case, depicted in figure 
7 will yield the dependencies matrix shown in figure 10. 
In this initial matrix all direct following dependencies 
are marked by an ’X’ because none of the above defini-
tions have been applied and therefore the dependencies 
have not been confirmed. 
Applying theorem 1 allows the values of the cells 
highlighted in green in figure 11 to be changed to ‘1’ 
because there is only one preceding activity. According 
to theorem 2 all the values of the red shaded cells can 
be set to ’0’ since they would be part of chained depen-
dencies. Finally, based on theorem 3 the cells marked in 
blue can be set to ’0’ as well because parallel activities 
cannot depend on each other. 
Above example shows that the evaluation of a single 
trace already lead to the discovery of 50% of the exist-
ing or non-existing dependencies. The cells still marked 
with an ’X’ and the blank cells are yet to be evaluated. 
Now it is possible to repeat this process by interactively 
adding, purposely chosen traces that can explain the re-
maining dependencies. The presence or absence of these 
traces within the log allows for a better judgement re-
garding the quality of the resulting process model. 
3.6 Trace Induction 
In section 3.5, the criteria for a minimum set of traces 
needed for a complete model discovery, have been laid 
out. Fortunately, the automation domain offers oppor-
tunity to influence the process. This paper, therefore, 
proposes the concept of ’trace induction’. In many of to-
day’s PLC programs, physical sensor inputs are mapped 
to meaningful tags. Instead of hoping for weld slack, 
that slows down the clamp, to build up, an additional 
condition can be added to that mapping, which allows 
the sensor tag to be delayed (see figure 12). Initiating 
that delay, manually or through OPC, will result in a 
new trace being recorded. 
The rules as stated in section 3.5, first can be used 
to determine which of the activities are suspect. Once 
identified, the corresponding sensor tags can be delayed 
one by one, until all unrelated activities are completed. 
This process needs to be repeated for every style. The 
outcome is a record of all traces, which are required to 
describe the process. 
Fig. 12: Required Logic Modification 
If the inclusion of this additional tag becomes stan-
dard, there will be no extra time required for its imple-
mentation into new production equipment. Modifying 
legacy equipment will require only little effort, as long 
as its control logic adheres to some tag standardisation. 
The main advantage of ’trace induction’, is that the 
process of model discovery no longer depends on chance. 
Instead, the required traces are induced on demand. 
Since this can be done at a convenient time, it has min-
imum impact on production. At the same time, external 
processes impacting the cases recorded, can be kept to 
a minimum, thus increasing the quality of the log. Be-
cause the αLC -algorithm can discover the desired model 
with a minimum of traces available, the time for data 
logging can be reduced from weeks, or even months to 
just a few hours. Besides, the processing time for such 
a minimalistic log is decreased dramatically as well. 
4 Experiments And Results 
4.1 Viability Study 
As a first step, it had to be proven that it is possible 
to delay the sensor inputs of the different motions, as 
suggested in section 3.6. This delay was achieved by im-
plementing the change shown in figure 12 within a select 
number of devices in a small, standalone robotic cell. 
At first, the newly created tags were toggled one by 
one manually, and the resulting equipment behaviour 
was recorded. Reviewing the log proved that the con-
cept worked as expected. Afterward, the same test was 
repeated, controlling the tags through an OPC connec-
tion. Using OPC required that the tags are enabled for 
remote writing, which is the standard setting for the 
RSLogix controller available for the test. The resulting 
log again, matched expectations. 
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load part (1) 
close clamps 1 (2) X 
close clamps 3 (4) X 
initiate R01 (5) X 
initiate R02 (6) X 
R01 weld / clear (7) X X X X 
R02 weld / reposition (8) X X X X 
open clamps 3 (9) X 
R02 weld / clear (10) X 
open clamps 1 (11) X 













































































































































load part (1) 
close clamps 1 (2) 1 
close clamps 3 (4) 1 0 
initiate R01 (5) 1 0 0 
initiate R02 (6) 1 0 0 0 
R01 weld / clear (7) 0 X X X X 
R02 weld / reposition (8) 0 X X X X 0 
open clamps 3 (9) 0 1 
R02 weld / clear (10) 0 0 1 
open clamps 1 (11) 0 0 0 1 
unload part (13) 0 0 0 0 1 
4.2 Artificial Log 
For the remaining experiments, it was decided to use an 
artificial log instead. Such a record allowed for better 
control over the log, and also enabled the introduction 
of extreme imbalances, which might cause the process 
to fail. A random case for that artificial log is shown 
in table 1. This log has been derived from the process 
shown in the flowchart 6. For better understanding, the 
Gantt chart of that case is shown in figure 7. 
4.3 Trace Induction 
Interactive trace induction is proposed to solve the prob-
lem of unknown dependencies. As previously described, 
this is achieved by artificially delaying the ’complete’ 
events, of questionable activities, one at a time. This 
forces all of the dependent, downstream activities to 
be isolated, and thus, reveal their actual dependencies. 
Note: The below example depicts, for better under-
standing, only one dependencies matrix for each of the 
traces to be evaluated. To discover the parallel activ-
ities according to theorem 3 (marked in blue) with a 
software algorithm it would be necessary to work with 
a second dependencies matrix in which the opposing 
dependencies are recorded. 
Gantt chart figure 7 represents a random case exam-
ple. It is provided without any links because the depen-
dencies between the activities are not yet known. The 
data is parsed into a decision matrix, marking potential 
dependencies with ’x’, as shown in figure 13. Applying 
theorem 1 allows the values of the cells highlighted in 
green in figure 14 to be changed to ’1’ because there is 
only one preceding activity. According to theorem 2 all 
the values of the red shaded cells can be set to ’0’ since 
they would be part of chained dependencies. Finally, 
based on theorem 3 the cells marked in blue can be set 
to ’0’ as well because parallel activities cannot depend 
on each other. 
load part (1) 
close clamps 1 (2) 
close clamps 3 (4) 
initiate R01 (5) 
initiate R02 (6) 
R01 weld/clear (7) 
R02 weld/repo (8) 
open clamps 3 (9) 
R02 weld/clear (10) 
open clamps 1 (11) 
unload part (13) 
Fig. 15: Activity 2 Delayed 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
load part (1) 
close clamps 1 (2) 
close clamps 3 (4) 
initiate R01 (5) 
initiate R02 (6) 
R01 weld/clear (7) 
R02 weld/repo (8) 
open clamps 3 (9) 
R02 weld/clear (10) 
open clamps 1 (11) 
unload part (13) 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
26 27 28 29 3021 22 23 24 25 
Fig. 16: Activity 4 Delayed 
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load part (1) 
close clamps 1 (2) X 
close clamps 3 (4) X 
initiate R01 (5) X 
initiate R02 (6) X 
R01 weld / clear (7) X X X X 
R02 weld / reposition (8) X X X X 
open clamps 3 (9) X 
R02 weld / clear (10) X 
open clamps 1 (11) X 













































































































































load part (1) 
close clamps 1 (2) 1 
close clamps 3 (4) 1 0 
initiate R01 (5) 1 0 0 
initiate R02 (6) 1 0 0 0 
R01 weld / clear (7) 0 X X X X 
R02 weld / reposition (8) 0 X X X X 
open clamps 3 (9) 0 1 
R02 weld / clear (10) 0 0 1 
open clamps 1 (11) 0 0 0 1 
unload part (13) 0 0 0 0 1 
The unknown dependencies are addressed one by 
one. The first question is if ’R01 weld/clear (7)’ de-
pends on ’close clamps 1 (2)’. To determine that ac-
tivity 2 needs to be artificially delayed and the cor-
responding machine cycle recorded. For the example 
this would result in the trace shown in figure 15. This 
Gantt chart clearly shows that not only activity 7 but 
also activity 8 directly follow activity 2 (2 > 7, 8) as 
postulated in theorem 1. These two dependencies are 
therefore marked with ’1’ (highlighted in green) within 
the decision matrix figure 17. Now since a parallelism 
between the events 7 and 8 has been established the-
orem 3 allows for the blue marked cell to be set to 0. 
Based on theorem 2 it can also be concluded that the 
activities 9, 10, 11, 13#2 (do not depend on 2). There-
fore the value ’0’ can be assigned (marked in red). 
Looking at the decision matrix 17 the next ques-
tion is if activity 7 depends on activity 3. Delaying ac-
tivity 3 will produce the Gantt chart plotted in figure 
16. It shows activity 4 and 7 in parallel which, accord-
ing to theorem 3 means that there is no dependency. 
Consequently the value of the corresponding cell can 
be set to ’0’ in figure 18 (shown in blue). Activity 8 
however directly follows activity 4 and therefore that 
value can be set to ’1’. Based on theorem 2 the ac-
tivities 9, 10, 11, 13#3 and their cells are set to ’0’ as 
highlighted in red. 
Continuing on, the relation between activity 7 and 
activity 5 is questioned. Delaying activity 5 will result 
in the Gantt chart 19. Based on theorem 1 it can be 
concluded that a dependency exists between activity 7 
and activity 5 as well as between activity 11 and activity 
7 (both marked in green in figure 21) while the theorems 
2 and 3 exclude the dependencies shown in red and blue. 
Now the dependency between activity 7 and activity 
6 needs to be evaluated by delaying activity 6 as shown 
in Gantt chart 20. As marked in the decision matrix 22, 
theorem 1 determines that there is a relation between 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
load part (1) 
close clamps 1 (2) 
close clamps 3 (4) 
initiate R01 (5) 
initiate R02 (6) 
R01 weld/clear (7) 
R02 weld/repo (8) 
open clamps 3 (9) 
R02 weld/clear (10) 
open clamps 1 (11) 
unload part (13) 
Fig. 19: Activity 5 Delayed 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 26 27 28 29 30 
load part (1) 
close clamps 1 (2) 
close clamps 3 (4) 
initiate R01 (5) 
initiate R02 (6) 
R01 weld/clear (7) 
R02 weld/repo (8) 
open clamps 3 (9) 
R02 weld/clear (10) 
open clamps 1 (11) 
unload part (13) 
Fig. 20: Activity 6 Delayed 
the activities 8 and 6 (marked in green) while the re-
maining theorems allow for the conclusion that there 
aren’t any dependencies for the cells highlighted in red 
and blue. 
At this point all dependencies and non-dependencies 
are clear and no further traces are required. As a nice 
21 22 23 24 25 
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load part (1) 
close clamps 1 (2) 1 
close clamps 3 (4) 1 0 
initiate R01 (5) 1 0 0 
initiate R02 (6) 1 0 0 0 
R01 weld / clear (7) 0 1 X X X 
R02 weld / reposition (8) 0 1 X X X 0 
open clamps 3 (9) 0 0 1 
R02 weld / clear (10) 0 0 0 1 
open clamps 1 (11) 0 0 0 0 1 













































































































































load part (1) 
close clamps 1 (2) 1 
close clamps 3 (4) 1 0 
initiate R01 (5) 1 0 0 
initiate R02 (6) 1 0 0 0 
R01 weld / clear (7) 0 1 0 X X 
R02 weld / reposition (8) 0 1 1 X X 0 
open clamps 3 (9) 0 0 0 1 
R02 weld / clear (10) 0 0 0 0 1 
open clamps 1 (11) 0 0 0 0 0 1 
unload part (13) 0 0 0 0 0 0 1 













































































































































load part (1) 
close clamps 1 (2) 1 
close clamps 3 (4) 1 0 
initiate R01 (5) 1 0 0 
initiate R02 (6) 1 0 0 0 
R01 weld / clear (7) 0 1 0 1 X 
R02 weld / reposition (8) 0 1 1 0 X 0 
open clamps 3 (9) 0 0 0 0 0 1 
R02 weld / clear (10) 0 0 0 0 0 0 1 
open clamps 1 (11) 0 0 0 0 1 0 0 1 













































































































































load part (1) 
close clamps 1 (2) 1 
close clamps 3 (4) 1 0 
initiate R01 (5) 1 0 0 
initiate R02 (6) 1 0 0 0 
R01 weld / clear (7) 0 1 0 1 0 
R02 weld / reposition (8) 0 1 1 0 1 0 
open clamps 3 (9) 0 0 0 0 0 0 1 
R02 weld / clear (10) 0 0 0 0 0 0 0 1 
open clamps 1 (11) 0 0 0 0 0 1 0 0 1 
unload part (13) 0 0 0 0 0 0 0 0 0 1 
side effect it needs to be mentioned that the final depen-
dencies matrix 22 also equals the result matrix of the 
αLC algorithm applied to the above recorded traces. 
This in turn means that the desired process model, in 
form of a flow chart, can be generated based on matrix 
22 without any further mining effort. 
To prove this the αLC -algorithm is applied to the 
four induced cases, generating the dependencies matrix 
shown in figure 23. 
4.4 Alternative Mining Approaches 
To prevent being partial to the αLC -algorithm, the above-
described process 4.3 for ’trace induction’ and model 
discovery was repeated using the β-algorithm, as well 
as the Heuristic++ Miner. These two algorithms were 
chosen because during previous research, they proved to 
be the most competitive when compared to the αLC -
algorithm. Unfortunately, both algorithm implementa-
tions do not allow for the extraction of underlying ma-
trices. Instead, the DSM, for the randomly recorded 
case, had to be inferred from the graphical model they 
produced which did not match the DSM provided by 
the αLC -algorithm, and therefore, did not allow for the 
natural selection of the activities that need further in-
terrogation. 
The final step of creating a process model from the 
four induced process traces, was only completed sat-
isfactorily by the β-algorithm. The model created by 
the Heuristic++, on the other hand, did not match the 
expected, complete model. These tests allowed for the 
conclusion that the αLC -algorithm is the best choice for 
the proposed ’trace induction’ concept. 
5 Discussion 
It is often presumed that the quality of the discovered 
model is likely to increase with the number of cases 
recorded for that process. Based on the findings of this 
paper, it can be concluded that the quality of the dis-
covered model depends on the necessary process traces 
being recorded, and a log spanning a more extended 
period increases the chance of doing so. Unfortunately, 
the reasons for process traces within business processes 
seems to differ from industrial automation processes. 
Therefore, the concept of ’trace induction’ might only 
11 Trace Induction for Complete Manufacturing Process Model Discovery 













































































































































load part (1) 0 0 0 0 0 0 0 0 0 0 0 
close clamps 1 (2) 1 0 0 0 0 0 0 0 0 0 0 
close clamps 3 (4) 1 0 0 0 0 0 0 0 0 0 0 
initiate R01 (5) 1 0 0 0 0 0 0 0 0 0 0 
initiate R02 (6) 1 0 0 0 0 0 0 0 0 0 0 
R01 weld / clear (7) 0 1 0 1 0 0 0 0 0 0 0 
R02 weld / reposition (8) 0 1 1 0 1 0 0 0 0 0 0 
open clamps 3 (9) 0 0 0 0 0 0 1 0 0 0 0 
R02 weld / clear (10) 0 0 0 0 0 0 0 1 0 0 0 
open clamps 1 (11) 0 0 0 0 0 1 0 0 1 0 0 
unload part (13) 0 0 0 0 0 0 0 0 0 1 0 
be partially applicable for the discovery of concurrent 
processes within the business domain. 
When applying ’trace induction’ to real-life processes, 
one should be aware that parallel processes are not the 
only reason leading to the manifestation of multiple 
process traces. Another, often more dominant cause, 
is that the logs are flawed due to wrongly recorded or 
missing events. Therefore, while executing ’trace induc-
tion’, it is still necessary to validate the completeness of 
the log obtained. Such verification could be as simple as 
comparing the number of events recorded for each of the 
cases. Previous research, with real-life logs [26], showed 
that the majority of cases are indeed flawless. There-
fore, it can be concluded that the number of events 
found in the majority of cases is correct. Alternatively, 
the ’trace induction’ could be executed multiple times 
to ensure that the log is accurate. Deviating cases could 
be discarded. 
This paper purposely does not gauge the discovery 
results with the help of any of the established qual-
ity metrics. The reason is that the αLC -algorithm is 
not based on any statistical methods and also does 
not strive for generalisation. Therefore, the discovered 
model fits the log data available. Some practitioners 
might term that as over-fitting, but the authors ar-
gue that within the industrial automation realm, this 
is preferred over generalisation. This view is supported 
by Schimm [27] who states: ’In many cases, the bene-
fit of workflow mining depends on the exactness of the 
mined models’. Also, confidence metrics can be mislead-
ing. Looking at example 15,16,19,20, it can be seen that 
a complete model also can be discovered with just three 
of the four traces, because the first trace (figure 15) does 
not lead to any information gain. The hypotheses, how-
ever, state for this process that four traces need to be 
discovered to obtain a complete log. If the record does 
not contain the non value-added trace described above, 
confidence would be lowered by up to 75%, although 
the discovered model will still be complete. 
’Trace induction’ has at least two easily overlooked 
side effects. When delaying the completion of an activ-
ity, one inadvertently triggers the watchdog mechanism 
that should be present in any PLC logic. This behaviour 
can be seen as a positive benefit because it enables a 
simple, automated procedure for testing the PLC’s fault 
logic. At the same time, ’trace induction’ might force 
the equipment into a status that will never occur during 
regular operation. Therefore, its implications might not 
have been considered by the programmer. In a worst-
case scenario, this could lead to a collision within the 
machine. It is recommended that the responsible con-
trols personnel is engaged before executing ’trace in-
duction’ to minimise risk. 
6 Conclusion 
Over the course of this paper, it has been shown that 
there is a need for a complete process model within 
the industrial automation domain. A Process Mining 
based model discovery, from an activity log, however, 
is strongly dependent upon the observed process traces. 
This paper introduces criteria that allows for gauging 
whether the data contained within an activity log in-
cludes all of the traces necessary to discover a guar-
anteed complete model. This thought then is taken to 
the next step by introducing the concept of ’trace in-
duction’. A slight modification is made to the PLC 
code, controlling the process, that allows delaying the 
’complete’ event of a chosen activity. This modification 
forces all of the depending activities to be delayed as 
well, while the independent activities are executed as 
usual. The resulting log then allows for a clear distinc-
tion of the dependencies. Experiments with an artificial 
record proved the viability of the concept through the 
12 Wolfgang Koehler, Yanguo Jing 
discovery of complete process models with the help of 
the αLC -algorithm. 
Future research should focus on determining if it 
is possible to evaluate business process logs similarly. 
Such an approach potentially could lead to new, possi-
bly more meaningful metrics, although it is still ques-
tionable if a confidence rating of less than 100% is help-
ful. 
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