We determine the irreducible zero-nonzero patterns A such that for any nonsingular matrix B over a field with zero-nonzero pattern A, the inverse B −1 has the same zero-nonzero pattern A. We also determine the zero-nonzero patterns P such that for any nonsingular matrix Q over a field with zero-nonzero pattern P , the transpose of the inverse (Q −1 ) T has the same zero-nonzero pattern P . One application of these results is to deduce the corresponding results on sign patterns.
Introduction
A matrix with entries from the set {0, * } is called a zero-nonzero pattern. We denote by M n,k (F ) the set of all n ×k matrices over a field F . Given a field F and an n ×k zero-nonzero pattern A = (a ij ), we denote by Z F (A) the set of all n × k matrices over F with zero-nonzero pattern A, i.e., A square zero-nonzero pattern A is said to be intrinsically singular over a field F if every matrix in Z F (A) is singular. A zero-nonzero pattern that is not intrinsically singular is called potentially nonsingular. Given a field F , we denote by SI n (F ) the set of all zero-nonzero patterns A of order n which are potentially nonsingular and satisfy the condition that for every nonsingular matrix B ∈ Z F (A), B −1 ∈ Z F (A). This notation suggests that the inverse invariant patterns are also called "self-inverse" ✩ This research was supported by the NSFC grant 10971070.
Z F (A)
patterns. We use G T to mean the transpose of a matrix G. We denote by IT n (F ) the set of all zerononzero patterns P of order n which are potentially nonsingular and satisfy the condition that for every nonsingular matrix Q ∈ Z F (P ), (Q −1 )
T ∈ Z F (P ). This notation suggests that the inverse has the transposed pattern. Note that the patterns in IT n (F ) are zero-nonzero pattern analogs of orthogonal matrices.
The purpose of this paper is to determine the irreducible patterns in SI n (F ) . To do so, we first characterize the set IT n (F ). The corresponding problems on sign patterns are studied in [2] and [3] .
Note that sign patterns are special (more precise) zero-nonzero patterns. Proof. Let A be of order n. We use induction on n. For n = 1 the assertion is trivial. Now let n 2 and assume that the lemma holds for matrices of order n − 1.
Main results

Let
It suffices to exhibit a nonsingular matrix B ∈ Z F (A). Suppose the entry A(1, j) lies on a nonzero transversal of A. Then A(1| j) is of order n − 1 and it also has a nonzero transversal. By the induction hypothesis, A(1| j) is potentially nonsingular over F ; i.e., there is a nonsingular matrix (1| j) ). We define a matrix B by setting B(1| j) = B 1 and letting all the nonzero entries in row 1 and in column j of B except B(1, j) be 1. Since F has at least three elements, it has at least two nonzero elements. By considering the Laplace expansion of det B along the first row, we see that there is a nonzero value of B (1, j) Proof. If F is the field with only two elements, then the lemma holds trivially. Next suppose F has at least three elements. We use induction on the order n. For n = 1 the assertion is trivial. Now let n 2 and assume that the lemma holds for matrices of order n − 1. Since A is potentially nonsingular, A has a nonzero transversal. We distinguish two cases. 
has a nonzero transversal, and the choice of
By the induction hypothesis, there is a nonsingular matrix
is also nonsingular. We construct a matrix B by setting Proof. The sufficiency can be proved by an easy calculation. Next we prove the necessity. are permutation equivalent. Thus the assertion holds for n = 1 and n = 2. When n 3, we first show that if A ∈ IT n (F ), then A has at least one zero entry. To the contrary, assume that each entry of A is nonzero. Consider the symmetric matrix
where a = 0, 1. A simple calculation shows that det B = 0 and det
, which contradicts the condition that A ∈ IT n (F ).
Suppose A(i, j) = 0. We will show that A(i| j) is intrinsically singular over F . To the contrary, assume that A(i| j) is potentially nonsingular over F . By Lemma 3, there is a nonsingular matrix 
.
We use induction on the order n. Note that the assertion already holds for n = 1 and n = 2. (A) such that B(i s |i t ) is also nonsingular. Thus
Hence a i t i s = * for every a i s i t ∈ γ . This shows that A has γ . 2
Recall that in a digraph, a sequence of successively adjacent arcs is called a walk. A path is a walk in which all the vertices are distinct. We denote by D( A) the digraph of a matrix A of order n. (ii) p = j, k. Then A has a cycle a ij a jp a pk a ki of length 4, which contradicts our assumption. The following theorem determines the irreducible zero-nonzero patterns in SI n (F ). 
