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I. INTRODUCTION 
It appears that current methods for oscillation problems can not be easily 
extended to more general oscillation problems. For example, they will not 
extend to abnormal problems of differential equations nor to discrete approx- 
imation problems, where the discrete approximations may not vanish but 
should be called oscillatory. A further weakness of current methods is that 
(even for simple problems) they are qualitative and not quantitative. 
The primary purpose of this paper is to correct the situations described 
above. For illustrative purposes, we will consider elementary second order 
control problems. These problems involve “abnormal” differential equations. 
That is, nonzero solutions are allowed to vanish on (nontrivial) intervals. It is 
evident that the methods of this paper may be applied to very general 
quadratic oscillation problems. This has partly been done in references [2]-[4] 
by the author and in references [5], [6], [S] and [9] by other authors. 
A secondary purpose is to show that the usual oscillation results for linear, 
second order, normal differential equations hold. In fact we will derive a 
general sufficiency condition which is similar to some recent results obtained 
by the usual methods. 
2. PRELIMINARIES 
In this section we give the necessary preliminary results concerning 
quadratic form theory and focal point theory. The former is contained in 
references [3] or [6] while the latter is contained in reference [3]. 
Let J(X) be a (real) elliptic quadratic form defined on a (real) Hilbert space 
~2 in the sense of Hestenes [6]. Let SYJ denote the set of vectors J orthogonal 
to 9. The set a,, = g n SP will be called the J null vectors of J(X) on B. 
The dimension of go will be called the nullity of J(X) on S? and denoted by 
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n(a). The signature (index) of J(X) on SY, denoted by s(g), is the dimension 
of a maximal V of g such that y # 0 in V implies J(r) < 0. 
The indices s(a) and n(g) are finite and may be characterized in many 
ways. For example: The signature is the dimension of a maximal subspace V 
of G? such that J(X) < 0 on %? and g n go = 0. The sum s(g) + n(B) is the 
dimension of a maximal subspace 5S of g such that J(X) < 0 on 9. 
Let A = [a, b] and assume for each X in A there exists a closed subspace 
B(A) of S# such that g(a) = 0, S?(b) = SY’; A, < A, implies g(h,) CSY(A,); 
and 
.w,) = n g(h) 
A,,<hSb 
whenever a < A” < b, (14 
g(h) = u g(x) whenever a<h<b. 
USA<lo 
Let s(h) and n(A) denote respectively the signature and nullity of J(X) on 
B(h). The symbol s(h + 0) will be the right hand limit of s(h); s(A - 0), 
n(A + 0), n(A - 0) are analogously defined. We define s(a - 0) = s(a) = 0, 
n(a - 0) = n(u) = 0, s(b + 0) = s(b) and n(b + 0) = n(b). The real 
number X in A is a focal point if s(h + 0) # s(X - 0). The difference 
f(h) = s(h + 0) - s(h - 0) will be called the order of X as a focal point. 
The following results have been given in reference [3]. Theorem 1 allows 
for the existance of nondegenerate focal intervals (corresponding to abnormal 
solutions) while Theorem 2 corresponds to the more usual normal case. 
Focal intervals have been characterized in reference [3]. 
THEOREM 1. Let A, be given such that a < A, < b. Then the following 
inequaZities hold: 
q, - 0) = &J, S&l + 0) 3 s&J (24 
n(fM 3 44 - O), n&J 3 n(& + 0) PI 
s(& + 0) - s&) = nob) - n(& + 0) 3 0. (24 
THEOREM 2. If  97&) n a’,(&) = 0 when A, # A, , then f(a) = 0 and 
f(X) = n(h) on a < h < b. Thus if A, in A the following quantities are equal: 
and 
the number of focal points on a < X < A, , 
the signature s(A,,) of J(z) on ~2I(h,,), 
the sum c n(h) 
lKA<AO 
(34 
(3b) 
(34 
the sum 1 [s(& + 0) - s(hJ] taken over all hi such that 
a < hi < A, and s(A) is discontinuous at Xi . (34 
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3. AN EXAMPLE 
For illustrative purposes we give the details for an elementary second order 
control problem. Thus, let 
J(x) = j-f (22 - x2) dt (4) 
be defined relative to a one-parameter family of subspaces 99(h) (0 < X < 7) 
of arcs (x(t), u(t)) w h ere x(t) is absolutely continuous, k(t) and u(t) are square 
integrable on a < t < b such that 
+t = Bu (0 d t < 4 (5) 
with boundary conditions 
x(u) = 0 (64 
and 
x(t) = 0, u(t) = 0 (A < t G 7r). (6b) 
In (5) we define B(t) = 0 if 7r/2 < t < 37r/4 and B(t) = 4 otherwise. 
In the next section we show that the vector x(t) is in g,,(A) if and only if 
there exists an absolutely continuous vector p(t) (0 < t < A) such that 
equations (5), (6) and 
hold. 
Jj=-x (0 < t < 4, (7a) 
BP = u (0 e t < 4 (7b) 
The following solutions to (5), (6) and (7) are obtained: 
I 
sin 4t 
x(t) = 0 
sin(4t - 3~) 
u(t) = 
I 
cos 4t 
0 
cos(4t - 3Tr) 
and 
I 4 cos 4t PW = t &cos(4t - 37r) 
0 < t < P/2 
r/2 < t < 37714 
37r/4 < t < 7r, 
(84 
0 < t < 7r/2 
7r/2 < t < 39714 W) 
39r/4 < t < VT, 
0 < t ,( w/2, 
n/2 < t < 37r/4 (84 
3rr/4 < t ,( vi-. 
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The following results agree with Theorem 1: 
1 if v/2 < h < 3+, 
n(X) = I 1 if X = 7714 or 77, 
0 otherwise 
and 
i 
0 if h < rr/4 
s(h) = 1 if 7r/4 < h < 3lr/4 
2 if 3n/4 < A < ?r. 
We note that h = z-14 and h = 3x14 are focal points while 
is a focal interval. 
To anticipate future results we note that if B(t) is chosen to be sufficiently 
smooth we have gained a negative vector. For example if B,(t) = 4 on [0, GT], 
the associated problem has n(h) = 1 at h = r/4, X = 7r/2, h = 37~/4 and 
h = 7~; n(h) = 0 otherwise with corresponding signature s(h) given by 
x < n/4 
7714 < A < T/2, 
lr/2 < h d 3?r/4, 
3n/4 < A < i-r. 
4. A NEW DEFINITION OF OSCILLATION 
In this section we give a new definition of oscillation. It is shown that this 
definition reduces to the usual definition for the usual normal problems related 
to Theorem 2. It appears that this definition is the natural one to use for 
higher order quadratic control and integral equation problems, approximation 
results, and more abstract systems. 
Thus let 
J(x) = jab [R(t) u2 - P(t) x2] dt (9) 
be given relative to a one-parameter family B(X) (a < X < t) of arcs (x, u) 
satisfying the control equation 
3 = Ax f Bu (a < t < A>, (104 
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a linear constraint 
Mx+Nu=O (a < t < 4 (lob) 
and the boundary conditions 
x(a) = 0 (114 
x(t) = 0, u(t) = 0 (A < t < b). Ulb) 
In the above x(t) is absolutely continuous; g(t) and u(t) are square inte- 
grable; A and P are square integrable; B, M, N and R are essentially bounded 
and measurable. In addition we assume J(x) is Elliptic in the sense of Hestenes 
(see reference [8]). The following theorem is given in reference [8] or [9]. 
THEOREM 3. The vector x is J orthogonal to g(h) if and only if there exists 
an absolutely continuous vector p(t) (a < t < h) and a square integrable vector 
v(t) (a < t < h) such that 
and 
j + Ap + Mv = - Px ( w 
BP + NV = Ru (12b) 
hoZdona~t~h.Thusxisin~‘,(h)ifandonEyif(lO)and(ll)hoZdand(12) 
holds on a < t < /\. 
The control problem given by (9)-( 11) is oscillatory of degree N if s(b) = N. 
Equation (12) is oscillatory of degree N on a < t < b if there exists vectors 
(x, u, p, v) satisfying the above continuity conditions, such that (x, U) is J 
orthogonal to &Y(b) and the well defined associated control problem is oscil- 
latory of degree N. The vector (x, u) is an oscillatory solution of degree N on 
a < t < b. Equation (12) is oscillatory if for any integer M > 0 there exists 
real numbers a < b such that equation (12) is oscillatory of degree N on 
a < t < b and N > M. Finally equation (12) is nonoscilatory if it is not 
oscillatory. 
The usual definition of oscillatory is that a nonzero solution of the associated 
differential equation have arbitrary large zeros on [0, co). Since the usual 
problems are normal in that they correspond to Theorem 2, our definition 
is more general in that: 
THEOREM 4. If  a nonzero solution of equation (12) has arbitrary large 
zeros [0, co) and if equation (I 2) is normal then it is oscillatory. 
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We will now consider comparison theorems for oscillation. For these 
purpose for i = 1, 2 we set 
J&c) = fb [I&(t) u2 - P,(t) x”] dt (9)i 
with corresponding changes to equations (10) and (12) and to Ai , Bi , lP& 
and Ni in equations (1O)r and (12)i . W e assume both problems are Elliptic 
in the sense of Hestenes. 
THEOREM 2. I f  R,(t) 3 R,(t), PI(t) < P2(t) and equation (12), is 
oscillatory, then equation (12), is oscillatory. 
This theorem follows immediately from Theorem 3 and the fact that if 
(x, U) is such that Jr(x) < 0 then Js(x) < Jr(x) < 0. 
More generally we have Theorem 6. 
THEOREM 6. If equation (12), is oscillatory, and the focal points of the 
i = 2 control system interlace the focal points of the i = 1 system then equation 
(1 2)2 is oscillatory. 
If we assume the normal setting we have by Theorems 2 and 3 the more 
familiar 
THEOREM 7. Assume equation (12), is oscillatory and between any two 
consecutive zeros t, < t, of a nonzero solution x(t) of (12), there exists a nonzero 
vector y(t) vanishing outside (t 1 , tJ such that jz( y) < 0. Then equation (12)s 
is oscillatory. 
We note that proper interpretation of Theorem 7 leads to many oscillation 
results (for example, Theorems 9 and 10). 
5. NORMAL SECOND-ORDER PROBLEMS 
In this section we will consider the normal second order case. Thus let 
J(x) = jab [I?(t) x2 - I’(t) x2] dt (13) 
be given relative to a one-parameter family G?(X) (a < X < b) of arcs x(t) 
satisfying 
x(a) = 0 (14a) 
and 
x(t) = 0 (A < t < b). (14b) 
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It is evident that this problem is a special case of the problem described 
by equations (9), (10) and (11) in which A = 0, B = 1, and equation (lob) 
is deleted. In this section we will assume there exists h > 0 such that R(t) > h 
holds almost everywhere. The remaining conditions on x(t), P(t), R(t) etc. are 
as in the previous section. 
THEOREM 8. The vector x is J orthogonal to S?(h) if and only if x satisfies 
(Rx’)’ + Px = 0 (15) 
on a < t < h. Thus x is in L&,(X) if and only if x satis$es equations (14) and (15) 
on a < t < h. 
For illustration purposes we present a constructive type theorem which 
is not “best possible” but illustrates some important concepts. 
THEOREM 9. Assume R(t) and P(t) satisfy 0 < h < R(t) < Ed and 
P(t) > c2 > 0 on an interval t, < t < t, of length t, - t, = M > (12~i/~J~/~. 
Then every solution of (15) has a zero on t, < t < t, . 
Let y(t) = t - t, on t, < t < &(tl + t2), y(t) = t, - t on 
i$l + t2) < t G t, , and zero otherwise. We have 
j t2 (RY’~ - Py2) dt < E,M - c2 j t2 y2 dt < 0. 
t1 t1 
Thus s(t2) 3 s(tl) + 1 and the result follows by Theorems 2 and 8. 
As a final effort we will derive a general sufficiency comparison theorem 
for oscillations. Our problem is similar to one suggested by Erbe [l] except 
that our methods do not depend upon the conditions of normality. Thus let 
(R,(t) x’)’ + a2(t) PI(t) x = 0 (16) 
be associated with a second form 
h(x) = jab [R,(t) x)2 - a2(t) PI(t) x2] dt (17) 
which is given relative to the spaces a(h) defined above. To simplify the 
text we assume R, P, R, , PI , and a’ are continuous, a(t) > 1, (R(t) a’(t))’ < 0. 
We also assume R(t) > R,(t) > 0, P(t) < PI(t). 
THEOREM 10. If x # 0 satisJies (15) on [tI , t2] and x(tl) = x(t2) = 0, then 
every solution of (16) vanish on [tl , t2). Thus if (15) is oscillatory so is (16). 
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Letting r(t) be defined by x(t) = u(t)y(t) we have by suitable manipula- 
tions: 
0 = jt:” (Rx’~ - Px”) dt = j” {R[ay’ + u’y]” - Pu2y2) dt 
t1 
= s,:’ [R,Y’~ - a2Ply2] dt + I,:’ {(a2R - R,)Y’~ - a2(P - Pl)y2} dt 
+ J;:’ (- Ra’)’ uy2 dt. 
The last integral holds as 
s t: $ [(Ru’) (uy”)] = 0. 
By hypothesis the second and third integrals are nonnegative so that the 
first integral is nonpositive. The result now follows from Theorem 1 or 2. 
We remark that the last theorem may be generalized in many ways in that 
all is required is that the second and third integrals are nonpositive. 
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