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Abstract — The paper presents a novel fast search 
algorithm for block base motion compensation called the 
Orthogonal Logarithmic Search. The performance of the 
algorithm is evaluated by using standard 176×144 pixels 
quarter common intermediate format (QCIF) benchmark 
video sequences and the results are compared to the 
traditional well-known full search algorithm and the sub-
optimal three step search which is used in international video 
coding standards such as ISO MPEG-1/2 and ITU-T H.263. 
The important metrics of time and Peak Signal to Noise Ratio 
are used to evaluate the novel algorithm.  The results show 
that the strength of the algorithm lies in its speed of operation 
as it is much faster than both the full search algorithm and the 
three step search.  It has speed advantages of almost 87% and 
over 23% over the full search and three step search 
algorithms respectively.  Furthermore, the accuracy of the 
prediction of Orthogonal Logarithmic Search algorithm is 
comparable to that of the three step search. 
Index Terms — Orthogonal Logarithmic Search, Motion 
Estimation, Block matching algorithms, Low bit rate Video 
Coding  
I. INTRODUCTION 
 
 Motion estimation (ME) is the most time consuming process 
for a video encoder. The most widely used ME for video 
coding, such and MPEG and H.263 standard, is the block 
based ME.  In the ME scheme, to obtain the motion vectors 
(MVs), fast search algorithms are used and the conventional 
and optimal search algorithm is the full search algorithm 
(FSA). However, the full-search algorithm requires 1high 
computational complexity. To alleviate this problem, many 
fast Block matching algorithms have been proposed. These 
algorithms can be grouped into three categories:  
i. those that reduce the candidate blocks for searching MVs, 
such as three step search (3SS) [1,2], the new three step 
search [3] and the four step search[4, 5] 
ii. those that reduce the calculated pixel of computing the 
distortion measure such as normalized partial distortion 
search algorithm[6, 7] and sub-sampling block matching 
iii. those that reduce the current blocks for employing block 
matching for employing block matching, such as sub-block 
matching [8].  
The 3SS algorithm is considered to be a very fast search 
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algorithm and therefore it has been adopted by the well-known 
standards such as MPEG. However, the uniformly spaced 
search pattern in 3SS does not match well to real-world video 
sequences in which the MV distribution is mostly non-
uniformly biased toward the zero vector. Having observed that 
problem a new algorithm, OLS has been implemented. The 
new algorithm proves to be very good in term of speed of 
operation and matches very well to real world video 
sequences. The novel algorithm aims to reduce the candidate 
blocks for searching MVs but still keep good performance in 
terms of the quality of the images. The spectacular 
improvement in speed makes the new algorithm very suitable 
for use in real-time low bit rate communications. 
 
II. MOTION COMPENSATION (MC) SCHEME 
 
The most widely used technique to exploit temporal 
redundancy of video signals is MC prediction. The basic 
behind MC is to estimate the motion of objects and to use this 
information to build a prediction for successive frames. The 
process involves the estimation of the displacement between 
consecutive frames, which is called ME. The resulting motion 
information is then exploited in efficient inter-frame predictive 
coding. The Typical MC Predictive codec is depicted in Fig. 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: The Typical MC predictive code 
 
MC involves removing the temporal redundancy.  The basic 
idea behind this is to estimate the displacement of objects.  
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The ME methods can be classified into 3 types which are: 
i. Optical flow equation based methods[9, 10] 
ii. Pel-recursive methods[11, 12] 
iii. Block matching methods[13, 14] 
 
The block matching is used by the video compression 
standards because it can achieve a good balance between 
complexity and coding efficiency.  The goal of block matching 
is to find the best block from an earlier frame to reconstruct an 
area of the current frame.  The block matching methods can be 
categorized into frame based block matching and object based 
block matching method.  Currently there are many ME 
techniques and the conventional frame based block matching 
technique is considered to be the FSA or exhaustive search 
which searches every possible candidate block within search 
area in order to find the block with minimum difference. 
However, the implementation of FSA requires substantial 
computation or vast hardware cost to achieve acceptable speed 
of operation [15]. To alleviate these problems, many fast-
searching algorithm have been developed to reduce the 
computation and data fetching by reducing the number of 
comparisons between the blocks, such as the 2-D 
logarithm[16], 3SS [1, 2] and hierarchical block matching 
algorithms[17, 18]. There is considerable research effort being 
applied to the subject of ME [19-22]. The new techniques such 
as Variable size block Matching [8, 23], overlapped block MC 
[24, 25] have been implemented. The MC Scheme is shown in 
Fig. 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2: Motion Compensation Scheme 
 
The Motion compensated video compression basically consists 
of the following stages. 
i. Frame Segmentation 
ii. Search Threshold 
iii. Block Matching 
iv. MV Correction 
v. Vector Coding 
vi. Prediction Error Coding 
 
A. Frame Segmentation 
MC is implemented by segmenting the current frame into 
perfectly tiling blocks. Ideally the frame dimensions are 
multiples of the block size and square block are most common 
[21]. For architectural reasons block sizes of integer powers of 
2 are preferred and so block size of 8 and 16 pixels 
predominate. 
 
B. Search Threshold 
If the difference between the target block and the candidate 
block at the same position in the previous frame is below some 
threshold then it is assumed that no motion has taken place and 
a zero vector is returned. Thus the expense of a search is 
avoided. Most video codecs employ a threshold in order to 
determine if the computational effort of a search is warranted. 
 
C. Block Matching 
Block matching is the most time consuming part of the 
encoding process. Each targeted block of the current frame is 
compared with the blocks in the previous frame to find the best 
matching block. When the current frame is reconstructed by 
the receiver this matching block is used as a substitute for the 
block from the current frame. The substitute block must be as 
similar as possible to the one it replaces. Thus a matching 
criterion, or distortion function, is used to quantify the 
similarity between the target block and candidate block. The 
distortion function is explained in Section 3. 
 
D. MV Correction 
The MV is calculated after the best substitute, or matching 
block, has been found for the target block. The MV describes 
the location of the matching block from the previous frame 
with reference to the position of the target block in the current 
frame. Nevertheless the MV might not correspond to the actual 
motion in the scene due to noise, weaknesses in the matching 
algorithm, or local minima. MV correction is used after the 
vectors have been calculated in an attempt to correct them. 
The most widely used MV correction is smoothing techniques. 
 
E. Vector coding  
Once determined, MVs must be assigned bit sequences for 
representation. As much of the compressed data will consist of 
MVs, the efficiency with which they are coded has a great 
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impact on the compression ratio. In fact up to 40% of the bits 
transmitted by a codec might be taken up with MV data[26]. 
Fortunately, the high correlation between MVs and their non-
uniform distribution makes them suitable for further 
compression. This compression must be lossless. There are 
many lossless compression algorithms that are suitable for 
coding vector such as Adaptive Huffman [27], Lempel-Ziv 
coding [28], variable length codes [29, 30]. 
The arithmetic and Huffman techniques have the best 
performance and adaptive techniques using short term 
statistics performed better than those using long term statistics. 
MPEG which is the ISO/IEC video compression standard 
specifies variable length codes to be used for MVs. The zero 
vector, for example, has a short code, because it is the most 
frequently occurring. 
 
F. Prediction Error coding 
Although the string of techniques described thus far can code 
video very successfully, they rarely generate perfect replicas of 
the original frames. Thus the difference between a predicted 
frame and the original uncompressed frame might be coded. 
Generally this is applied on a block by block basis and only 
where portions of the coded frame are significantly different 
from the original. Transform coding is most frequently used to 
achieve this and completely lossless coding is rarely a goal. 
 
III. DISTORTION FUNCTION 
 
The distortion function or matching criteria is used to qualify 
the similarity between the target block and candidate blocks. 
There are several matching criteria to assist in the block 
matching process. The choice of the matching criteria has an 
impact on the success of the comparison. If for example the 
matching criterion is slow, then the block matching will be 
slow and if the matching criteria results are bad matches then 
the quality of the compression will be adversely affected. The 
distortion between the block in the present frame and the 
displaced block in the previous frame can be defined as 
follows: 
 
A. Minimum Mean Square Error (MSE) 
In the minimum MSE criteria, we evaluate the MSE, defined 
by equation 
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where mx and my describe the MV within the search window 
and x and y represent the spatial positions of the MC block 
under consider. The m and n are the dimensions of the blocks. 
The MV v(x,y) of block (x,y) is given by 
 
( , )( , ) arg min ( , )x y x yv x y MSE m m=     (2) 
 
Although the MSE is the most accurate measure, it is not 
commonly used in VLSI implementations because it is difficult 
to realize the square operation in hardware. 
 
B. Mean Absolute Frame Difference (MAD) 
A simplification of this method is the mean absolute frame 
difference (MAD): 
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where mx and my describe the MV within the search window 
and x and y represent the spatial positions of the MC block 
under consider. The m and n are the dimensions of the blocks. 
The MV v(x,y) of block (x,y) is given by 
 
( , )( , ) arg min ( , )x y x yv x y MAD m m=    (4) 
 
The MAD criterion is the most popular choice for VLSI 
implementation because of its significant simplicity. 
 
C. Pixel Difference Classification (PDC)[31-34] 
In order to reduce the computational complexity of the MSE 
and MAD distortion measures, Chavari and Mills [35] 
proposed the PDC. The PDC distortion in the current frame 
with its counterpart in the candidate blocks and classifies each 
pixel as either matching or not matching. Pixels are matching 
if the difference between their values is less than threshold. 
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where T denotes the threshold function defined as 
 
1 0
( )
0
if s
T s
Otherwise
>­
= ®
¯
     (6) 
 
where mx and my describe the MV within the search window 
and x and y represent the spatial positions of the MC block 
under consider. The m and n are the dimensions of the blocks. 
The MV v(x,y) of block (x,y) is given by 
 
( , )( , ) arg min ( , )x y x yv x y PDC m m=     (7) 
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IV. SEARCH ALGORITHM 
 
One of the first algorithms to be used for block based MC was 
the FSA. The FSA is the best algorithm in terms of the quality 
of the predicted image and the simplicity, however, the FSA 
requires intensive computations. Later several sub-optimal 
algorithms were developed to offer a trade-off between the 
efficiency of the algorithm and quality of the predicted image. 
On of the widely used sub-optimal algorithms is the 3SS. Even 
though the sub-optimal algorithm is more efficient than FSA in 
term of computational complexity, the quality of the predicted 
images is not as good as that of the FSA. 
 
A. FSA 
The search is carried out on the entire previous frame, but is 
usually restricted to a smaller search area centered on the 
position of the block in the current frame. This method places 
an upper limit, known as maximum displacement, on how far 
objects can move between frames, if they are to be coded 
effectively.  The maximum displacement is specified as the 
maximum number of pixels in the horizontal and vertical 
directions that a reference block can be from the position of 
the block under consideration in the current frame.  
If the block size is M×M pixels and the maximum 
displacement in the horizontal and vertical direction are W 
pixels then the search area will be of size (M+2W)(M+2W), as 
shown in Fig. 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3: Block in the current frame and search area in the previous frame 
 
With one pixel accuracy the search area will contain 
(2W+1)(2W+1) distinct, but overlapping blocks. Clearly the 
longer the allowable displacement, the greater is the 
probability of finding a good match. The number of the 
candidate blocks n within the search area in the previous frame 
increases with the function: n = 4W2+4W+1, as the 
displacement W increase. This can result in a very large 
number of candidate blocks being compared with the block in 
the current frame. The method of considering every candidate 
block in the search area as a potential match is where the 
algorithm gets it name FSA. 
 
B. 3SS Block Matching Algorithm 
Originally proposed by Koga et al. in 1981[36], this is a fine-
coarse search mechanism with logarithmic decrease in step 
size. Nine checking points are matched including the center 
block and the eight blocks at a distance equal to each step size. 
The center moves to the point with the minimum distortion and 
the step size is halved. The procedure is repeated until the final 
step, which yields the MV. If the search region = 7, the 
number of the checking points required is (9+8+8) = 25. For 
larger search regions a selective procedure of the step size 
should be applied, in order for the three steps to remain. The 
searching pattern is shown in Fig. 4. 
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Fig. 4: The Example Path for convergence of the 3SS 
 
The 3SS is one of the most popular fast block matching 
algorithm and it is also recommended for the H.261 standard 
owing to its simplicity and effectiveness.  One problem that 
occurs with the 3SS is that it uses a uniformly allocated 
checking point pattern in the first step, which becomes 
inefficient when small ME is required.  
 
C. Novel OLS 
In video coding, the current frame is divided into equal sized 
non-overlapping rectangular blocks. The frame dimensions are 
multiples of the block size and square blocks are mostly used. 
The block sizes which are usually adopted by the MPEG 
Standard are 8×8 and 16×16. After the frame is partition into 
square blocks, then comparisons between the target block and 
candidate blocks are determined to search for the best block 
matching. Every block in the current frame is compared to the 
candidate blocks within the previous frame according to the 
search pattern. The OLS algorithm has both a vertical and 
horizontal stage. The OLS searches the best matching block in 
the horizontal stage first, then the best block matching of the 
horizontal stage will be the centre for the vertical stage. The 
search is initialized in the center of search window or search 
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region (usually 7×7) with two searching points apart from 
centre with some +/- distance (st) horizontally. The distance of 
two searching points follows the logarithmic function as shown 
below: 
 
10 10log ( 1) / log (2)st s= +      (8) 
 
where the window of search region is equal to s s× . Then the 
best matching points in the first step will be the center of the 
vertical stages. Another two searching points with distance (st) 
vertically will be evaluated. Every two steps, the distance (st) 
is reduced by half. The procedure continues until the distance 
is equal to one, and then the final step is reached. During the 
final step, all four search points will be evaluated to find the 
best matched block. The searching pattern is shown in Fig. 5. 
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Fig. 5: The Example Path for convergence of Orthogonal Logarithmic 
Search (OLS) 
 
One main advantage with the OLS algorithm is that the 
searching point is less than the 3SS, so the speed of the 
algorithm is better than the 3SS. 
The steps of OLS algorithm is summarized as bellows: 
Step 1: The search is initialized at the centre of search 
windows with position (0,0). The search window’s 
size is 15×15. The two positions in the horizontal 
direction at the position (+st,0) and (-st,0) are 
searched. The st can be found from (8). MAD is used 
as the matching criteria and it is used to evaluate the 
similarity between the target block with the candidate 
blocks at those positions in the previous frame. The 
position with the minimum MAD becomes the center 
of the vertical direction. The minimum position can 
be at (+st,0), (-st,0) and (0,0). Let the position with 
the minimum MAD is (+st,0), it follows that (+st,0) 
becomes the centre of the next step. 
Step 2: The vertical stage begins by using position (+st,0) as 
the centre of the vertical stage. Then two further 
positions in the vertical direction at the position 
(+st,4) and (st,-4) are searched. MAD values are 
evaluated among those three positions. The centre is 
moved to the position with the minimum MAD.  
Step 3: The distance (+st) is reduced by half. 
Step 4: Repeat steps 1 to 3 until the distance (+st) is one. 
Step 5: This is the final step and all four searching point will 
be evaluated to find the best matching block. 
 
After the position with the minimum MAD is found, the MV 
can also be found. The MVs indicate where the best matching 
block is located. The procedure is the same for every target 
block. After the MV of every block is found, the current frame 
can be reconstructed by using the information of the previous 
frame plus the MV. This procedure is called MC. 
 
V. ALGORITHM TESTING 
 
The algorithms were implemented on a Pentium 4/2.40 GHz 
computer.  For the performance evaluation, three QCIF video 
sequences, Claire, Carphone and Foreman were selected to 
challenge the three algorithms for the novel OLS, FSA and the 
3SS as shown in Fig. 6.  
 
 
 
 
 
 
 
 
 
 
 
Fig. 6: The Tested Video Sequences 
 
The example of the ME algorithm is shown in Fig. 7. As 
shown in Fig. 7, the two upper images are the two consecutive 
frames of the sequence.  The lower left diagram shows the 
MVs between the two original images.  The lower image is the 
prediction of the frame by using the ME algorithm. In this 
paper, the metrics time and PSNR (Peak Signal to Noise 
Ratio) are used to evaluate the performance. The time is used 
as a measure of computational complexity. The PSNR is used 
to determine the quality of compressed images. The PSNR for 
a gray scale image is defined as follows: 
 
2
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where are M N×  the dimensions of the frames in pixels and 
ijx and ˆijx  are the luminance components of the original and 
reconstructed image respectively, at the spatial location ( , )i j . 
A: Claire B: Carphone C: Foreman 
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Fig. 7: The Example of ME Algorithm 
 
VI. RESULTS 
 
The novel OLS algorithm can achieve very good prediction at 
reduced computational complexity and this section shows the 
performance of OLS algorithm compared with the 3SS and the 
FSA. As seen in Figs. 8 to 10 the quality of the predicted 
frames of OLS algorithm are shown along with that of the 3SS 
and the FSA. The simulation takes place over 90 frames of 
video sequence. From Fig. 8, the results show that the 
performance of OLS is as good as 3SS and FSA in terms of the 
PSNR. There are only a few predicted frames for which the 
PSNR values are slightly lower than that of 3SS and FSA . 
Thus the performance of OLS on “Claire” video sequence is as 
good as that of 3SS and FSA. The average PSNR over 90 
frames for the Claire video sequence are 41.66 dB, 41.62 dB, 
and 41.63 dB for FSA, 3SS and OLS respectively. 
The PSNR performance of the “Carphone” Video sequence is 
shown in Fig. 9. The PSNR of the 3SS and the OLS are both 
slightly worse than FSA as both algorithms are evaluated using 
less search points than the FSA. The average PSNR over 90 
frames of Carphone video sequence are 33.43 dB, 32.82 dB, 
and 32.88 dB for FSA, 3SS and OLS respectively. The results 
for the average PSNR shows that the OLS is better than the 
3SS.  The results using the “Foreman” video sequence are 
shown in Fig. 10.  The PSNR performance of the 3SS and the 
OLS are not as good as that of FSA. However, the results are 
good enough for the prediction since the PSNR is still high. 
Even though the OLS performance is not as good as the FSA, 
but it is comparable with the 3SS. The PSNR of the OLS is 
almost the same as that of 3SS and it is better than that of 3SS 
in some case. The average PSNR over 90 frames of Foreman 
video sequence are 32.39dB, 31.53dB, and 31.51dB for FSA, 
3SS and OLS respectively. From the average PSNR point of 
view, the OLS is as good as that of 3SS since the difference in 
the average PSNR between the two is only 0.01 dB. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8: Comparative PSNR Performance of “Claire” using FSA, 3SS  
and OLS. 
 
 
 
Fig. 9: Comparative PSNR Performance of “Carphone” using FSA, 3SS 
and OLS. 
 
 
 
Fig. 10: Comparative PSNR Performance of “Foreman” using FSA, 3SS 
and OLS. 
 
The advantage of the novel OLS in terms of the speed of 
operation (computational complexity) is much more dramatic. 
The comparison of processing time is shown in Table 1 and 
Fig. 11. The processing time is the total time the algorithm 
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spends on prediction of 90 frames video sequence. As seen in 
Fig. 11, the processing time of the FSA is extremely high for 
all three benchmark video sequences. The FSA spends more 
than 300 seconds for predicting 90 frames for each of the 
video sequence. The 3SS can improve the performance and is 
much faster than that of the FSA Orthogonal Logarithmic 
Search. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11: Comparative Speed of Operation using FSA, 3SS and OLS 
 
Table 1 shows that the average speed of operation for the OLS 
is 47.72 seconds, 61.9 seconds for the 3SS and the 326.07 
seconds for the FSA.  The OLS algorithm is 85.37 % faster 
than the FSA and nearly 23% faster than the 3SS. Moreover, 
the best performance is given for the video sequence 
Carphone, which has the most movement and is therefore 
classified as the most complex.  For this sequence the OLS 
outperforms the FSA and 3SS by nearly 87% and 23.2% 
respectively. 
 
 
TABLE 1  
COMPARISON OF THE PROCESSING TIME (IN SECONDS) 
 
Videos FSA 3SS OLS 
Claire 318.60  61.38  47.60 s 
Carphone 334.53  62.43  47.98  
Foreman 325.09  61.89  47.57  
Average 
Speed 
326.07  61.90  47.72  
 
 
VII. CONCLUSION 
 
The novel OLS can improve the performance of the processing 
times and also give a good performance in terms of the quality 
of the reconstructed images. The performances of the novel 
algorithms are simulated and the results are compared with the 
conventional FSA and the 3SS algorithm. Using the 
benchmark QCIF video sequences the results show that the 
strength of the OLS algorithm lies in its speed of operation 
which is the measure of computational complexity.  It is 
almost 87 % faster than the FSA and over 23% faster than the 
3SS. The quality of the reconstructed frames of the OLS is 
comparable with that of the FSA method and the 3SS.  
Furthermore, the PSNR of the OLS is as good as that of the 
FSA method and 3SS. Therefore, the novel OLS algorithm is a 
much better alternative to the FSA and the widely used 3SS 
that is used in MPEG and H.263 international video coding 
standards. 
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