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Abstract
In this paper, we study the strong consistency of a bias reduced kernel density estimator and derive a strongly con-
sistent Kullback-Leibler divergence (KLD) estimator. As application, we formulate a goodness-of-fit test and an
asymptotically standard normal test for model selection. The Monte Carlo simulation show the effectiveness of the
proposed estimation methods and statistical tests.
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1. Introduction
Let X1, ..., Xn be iid random variables and assume that the common distribution function of these variables has an
unknown density f . One can estimate f using the parametric approach assuming that the data are drawn from a known
parametric family of distributions. The density f can then be estimated by finding estimates of the parameters from
the data and substituting these estimates into the formula of the density. One can also use non-parametric approach
for the density estimation. A well known non-parametric estimator of the pdf (probability density function) is the
histogram [1]. It has the advantage of simplicity but it also has some disadvantages, such as: lack of continuity
and the choice of the location of intervals and the bandwidth have an effect on the histogram result. To circumvent
such difficulties, Rosenblatt and Parzen [1, 2] proposed a more general non-parametric estimator which is the widely
used kernel density estimator. The asymptotic properties of this estimator has been intensively investigated and
many kernel-types estimators have been proposed. Dony and Einmahl [3] showed the uniform consistency of kernel
density estimator with general bandwidth sequences. Salim and Issam [4] established the uniform in bandwidth
consistency of kernel-type estimators of Shannon Entropy. Einmah and Mason [5] proved the uniform in bandwidth
consistency of kernel-type function estimators. Ngom et al. [6] proposed a strong uniformly consistent kernel-type
estimator of divergence measures. Xie and Wu [7] focused on improving convergence rate of kernel density estimator
by introducing a bias reduced kernel density estimator. The first main purpose of this paper is to prove the strong
consistency of this bias reduced kernel density estimator. To choose a pratical optimal bandwidth of classical kernel
density estimator, one way of determining a simple and attractive smoothing parameter is the cross-validation method
introduced by Rudemo and Bowman [8]. Accordingly we shall propose a cross-validation bandwidth selection for the
bias reduced kernel density estimator. Next, we adress the model selection problem. Considering a candidate model
for some given data generated by an unknown probability distribution, the dissimilarity between those two probability
distributions can be measured by the Kullback-Leibler divergence (KLD) introduced by Kullback and Leibler [9].
Since the true density is unknown, various criteria and hypothesis testing were used for model selection purpose (
[10, 11, 12, 13, 14, 15, 16, 17, 18]). In this paper, we shall derive a strongly consistent estimator of KLD between
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two distributions based on the bais reduced kernel density estimator. The proposed KLD estimator is then used to
construct statistics for hypothesis testing in model selection.
The rest of the paper is organized as follows. We give a brief review of the bias reduced kernel density estimator in
Section 2. Cross-validation bandwidth selection for the bias reduced kernel density estimator is obtained in Section 3.
In Section 4, the strong consistency of the bias reduced kernel density estimator is proved and we establish a strongly
consistent Kullback-Leibler divergence estimator in Section 5. Applications for hypothesis testing in models selection
are proposed in Section 6. The simulation study is presented in Section 7 and finally the conclusion appears in Section
8.
2. A review of the bias reduced kernel density estimator
Let X1, ..., Xn be iid random variables and assume that the unknown distribution function of these variables has a
Lebesgue density, which we shall denote by f . Consider a probability density function K defined on R (the kernel)
and a positive parameter h, the bandwidth. Assuming that the random variable of density K is centered with finite
variance µ2, the kernel density estimator (Rosenblatt [1] and Parzen [2]) of f is given by
fˆn,h(x) =
1
nh
n∑
i=1
K
( x − Xi
h
)
. (1)
Devroye [19] showed that the optimal bandwidth is h ∼ O
(
n−
1
5
)
and then the optimal MSE is of the order n−
4
5 , under
the conditions h→ 0 and nh→ ∞ as n→ ∞.
The optimal performance of kernel density estimator has been widely investigated. Farrell [20] obtained the best
asymptotic convergence rate of MSE for orthogonal kernel estimators. Abramson [21] successfully employed larger
smoothing parameters in low density regions to reduce the bias. Samiuddin [22] reduced bias by introducing the idea
of inadmissible kernels. On the other hand, El-Sayyad and Samiuddin in [23] used some probabilistic arguments in
proposing an estimator which achieves the goal of bias reduction. Ruppert and Cline [24] used the estimated c.d.f.
in introducing a bias reduction method via smoothed kernel transformations. Mynbaev and Martius [25] used the
Lipschitz condition in order to work out a bias reduced kernel relative to the classical kernel estimator. Kim [26]
reduced the bias and variance at the same time which in turn reduces the MSE in using the skewing method. Xie and
Wu [7] proposed a very intuitive and feasible kernel density estimator which reduces the bias and MSE significantly
compared to the ordinary kernel density estimator. It is defined by
fˆ bn,h(x) = fˆn,h(x) −
h2
2
µ2 fˆ
′′
n,h(x). (2)
Assuming that f is differentiable of order four in a neighbourhood of x, Xie and Wu [7] came up with a conver-
gence rate of order n−
6
7 for this estimator. We prove this resultats under the appropriate regularity conditions on the
kernel K.
Proposition 1. Suppose that f is differentiable of order four in a neighbourhood of x. Let K be the density of a
centered random variable with finite second and third order moment denoted by µ2 and µ3 respectively, satisfying the
following assumptions:
• A1 : K(x) = K1(x)1A(x), A ⊆ R such that lim x→inf A
x>inf A
K(i)(x) = lim x→sup A
x<sup A
K(i)(x) = 0, ∀i = 0, 1;
• A2 :
∫
K2(u)du < ∞; ∫ (K ′′ (u))2du < ∞; ∫ u(K ′′ (u))2du = 0.
Then, we have
Bias( fˆ bn,h(x)) = −
h3
6
µ3 f
′′′
(x) + O(h4) (3)
2
and
var( fˆ bn,h(x)) ≤
1
2nh
µ22 f (x)
∫
(K
′′
(u))2du + O((n)−1). (4)
Consequently the optimal MSE (Mean Squared Error) is of the order n−
6
7 .
If in addition, K is a symetric kernel, µ3 = 0; hence the optimal MSE for the bias reduced estimator is of order n−8/9.
Proof. Bias( fˆ bn,h(x)) = E fˆ
b
n,h(x) − f (x),∀x ∈ R where fˆ bn,h(x) = fˆn,h(x) − h
2
2 µ2 fˆ
′′
n,h(x) and fˆn,h is a kernel density
estimator, then
Bias( fˆ bn,h(x)) = E fˆn,h(x) −
h2
2
µ2E fˆ
′′
n,h(x) − f (x). (5)
We have
E fˆn,h(x) = E
 1nh
n∑
i=1
K
( x − Xi
h
)
=
1
h
∫
K
( x − y
h
)
f (y)dy
=
∫
K (u) f (x − uh)du.
A Taylor expansion of f (x − uh) yields
f (x − uh) = f (x) − uh f ′ (x) + 1
2
(uh)2 f
′′
(x) − (uh)
3
6
f
′′′
(x) + o(h3).
Thus
E fˆn,h(x) = f (x)
∫
K(u)du − h f ′ (x)
∫
uK(u)du +
h2
2
µ2 f
′′
(x) − h
3
6
µ3 f
′′′
(x) + o(h3)
= f (x) +
h2
2
µ2 f
′′
(x) − h
3
6
µ3 f
′′′
(x) + o(h3).
On the other hand,
E fˆ ′′n,h(x) = E
 1nh3
n∑
i=1
K
′′
( x − Xi
h
)
=
1
h3
∫
K
′′
( x − y
h
)
f (y)dy
=
1
h2
∫
K
′′
(u) f (x − uh)du.
By integrating by part twice, and using assumption A1, we get
E fˆ ′′n,h(x) =
∫
K(u) f
′′
(x − uh)du.
Using a 2nd order Taylor expansion of f
′′
(x − uh) about x we have
E fˆ ′′n,h(x) =
∫
K(u)
[
f
′′
(x) − uh f ′′′ (x) + (uh)
2
2
f
′′′′
(x) + o(h2)
]
du
= f
′′
(x)
∫
K(u)du − h f ′′′ (x)
∫
uK(u)du +
h2
2
µ2 f
′′′′
(x) + o(h2)
= f
′′
(x) +
h2
2
µ2 f
′′′′
(x) + o(h2).
3
Thus
Bias( fˆ bn,h(x)) = E fˆ
b
n,h(x) − f (x)
= E( fˆn,h(x)) − h
2
2
µ2E
(
f
′′
n (x)
)
− f (x)
=
h2
2
µ2 f
′′
(x) − h
3
6
µ3 f
′′′
(x) + o(h3) − h
2
2
µ2
[
f
′′
(x) +
h2
2
µ2 f
′′′′
(x) + o(h2)
]
= −h
3
6
µ3 f
′′′
(x) − h
4
4
µ22 f
′′′′
(x) + o(h3).
Hence
Bias( fˆ bn,h(x)) = −
h3
6
µ3 f
′′′
(x) + O(h4).
Consider now
var( fˆ bn,h(x)) = var
(
fˆn,h(x) − h
2
2
µ2 fˆ
′′
n,h(x)
)
. (6)
We have
var( fˆ bn,h(x)) ≤ 2var
(
fˆn,h(x)
)
+ 2var
(
h2
2
µ2 fˆ
′′
n,h(x)
)
(7)
≤ 2var
(
fˆn,h(x)
)
+
h4
2
µ22var
(
fˆ
′′
n,h(x)
)
.
Notice that the variance of fˆn,h(x) is given by
var( fˆn,h(x)) =
1
nh
f (x)
∫
K(u)2du + o
(
(nh)−1
)
. (8)
Set I = var
(
fˆ
′′
n,h(x)
)
, we have
I = var
 1nh3
n∑
i=1
K
′′
( x − Xi
h
)
=
1
nh6
[
E
((
K
′′
( x − X1
h
))2)
−
(
E
(
K
′′
( x − X1
h
)))2]
=
1
nh6
∫ (
K
′′
( x − y
h
))2
f (y)dy − 1
n
[
1
h3
∫
K
′′
( x − y
h
)
f (y)dy
]2
=
1
nh5
∫
(K
′′
(u))2 f (x − uh)du − 1
n
[
f
′′
(x) + O(h2)
]2
=
1
nh5
∫
(K
′′
(u))2
(
f (x) − uh f ′ (x) + O(h2)
)
du − 1
n
(
f
′′
(x)
)2
+ O
(
h2
n
)
=
1
nh5
f (x)
∫
(K
′′
(u))2du + O
(
(nh4)−1
)
.
Therefore
I =
1
nh5
f
′′
(x)
∫
(K
′′
(u))2du + O
(
(nh4)−1
)
. (9)
From (8), (9) and (7), we get (4).
4
Now we consider
MS E( fˆ bn,h(x)) = Bias
2( fˆ bn,h(x)) + var( fˆ
b
n,h(x)).
In our case, we have
MS E( fˆ bn,h(x)) ≤
h6
36
µ23( f
′′′
(x))2 +
1
2nh
µ22 f (x)
∫
(K
′′
(u))2du. (10)
Minimizing the term on the right-hand side of this inequality yields hopt = O(n−
1
7 ).
In general, there are many methods for selecting the practical bandwidth for the ordinary kernel density estimator:
i. One can experiment by using different bandwidths and simply select one that ”looks right” for the type of data
under investigation (subjective selection) [27].
ii. One can refer to some given distribution, i.e. one selects the bandwidth that would be optimal for a particular pdf.
iii. One can use the cross-validation method introduced by Rudemo and Bowman [8] which provides an optimal
bandwidth defined by
hCV = arg min
h>0
CV(h) (11)
where CV(h) is cross-validation given by CV(h) =
∫
fˆ 2dx − 2n
∑n
i=1 fˆ ,−i (Xi) and fˆ ,−i (x) =
1
(n−1)h
∑n
j=1
j,i
K
( x−X j
h
)
.
Following this idea, we propose a cross-validation bandwidth selection for the bias reduced kernel density estimator
3. Cross-validation bandwidth selection for the bias reduced kernel density estimator
The expression of Mean Integrated Squared Error (MISE) is defined by
MIS E( fˆ bn,h(x)) :=
∫ (
Bias2( fˆ bn,h(x)) + Var( fˆ
b
n,h(x))
)
dx.
Write MIS Eb = MIS Eb(h) to indicate that the mean integrated squared error is a function of bandwidth. First, note
that
MIS E(h)b = E f
∫
( fˆ bn,h(x) − f (x))2dx
= E f
[∫ (
fˆ bn,h(x)
)2
dx − 2
∫
fˆ bn,h f (x)dx
]
+
∫
f 2(x)dx.
Since the integral
∫
f 2(x)dx does not depend on h, the minimizer of MIS Eb(h) also minimizes the function
J(h) = MIS Eb(h) −
∫
f 2(x)dx = E f
[∫ (
fˆ bn,h(x)
)2
dx − 2
∫
fˆ bn,h f (x)dx
]
.
Since J(h) depends on the unknown density f , we rather use a Modified Cross-Validation estimator MCV(h) of J(h).
For this purpose, it is sufficient to consider the following estimators of each of the quantities E f
[∫ (
fˆ bn,h(x)
)2
dx
]
and
E f
[∫
fˆ bn,h f (x)dx
]
:
• An unbiased estimator of E f
[∫ (
fˆ bn,h(x)
)2
dx
]
is given by
∫ (
fˆ bn,h(x)
)2
dx.
• An unbiased estimator of E f
[∫
fˆ bn,h f (x)dx
]
is given by 1n
∑n
i=1 fˆ
b
n,h,−i (Xi)
5
where
fˆ bn,h,−i (x) =
1
(n − 1)h
n∑
j=1
j,i
K
(
x − X j
h
)
− 1
2(n − 1)hµ2
n∑
j=1
j,i
K
′′
(
x − X j
h
)
.
Consequently the estimator MCV(h) is given by
MCV(h) =
∫ (
fˆ bn,h(x)
)2
dx − 2
n
n∑
i=1
fˆ bn,h,−i (Xi), (12)
We deduce from (12) the expression of optimal bandwidth hbMCV as follows
hbMCV = arg minh>0
MCV(h), (13)
and the corresponding bias reduced kernel density estimator fˆ bn,h of f is writen as:
fˆ bn,h(x) =
1
nhbMCV
n∑
i=1
K
 x − Xi
hbMCV
 − 1
2nhbMCV
µ2
n∑
i=1
K
′′
 x − Xi
hbMCV
 .
In this following section, we establish the strong consistency of the bias reduced kernel density estimator.
4. Strong consistency of a bias reduced kernel density estimator
Let X1, X2, ..., Xn be iid random variables of unknown density f . Under some conditions on f and K, one obtains a
strongly consistent estimator fˆ bn,h of f . For proving such consistency results, we shall consider the following regularity
conditions.
(H.1) K is a density of a centered random variable with finite variance µ2.
(H.2) Set ϕ = K − µ22 K
′′
; ‖ϕ‖∞ = supx∈R |ϕ(x)| := γ < +∞ and ‖ϕ‖2 :=
(∫
ϕ2(u)du
)1/2
< +∞.
Consider the class of functions Φ = {t 7→ ϕ ((x − t)/h) : h > 0, x ∈ R}. For ε > 0, let N(ε,Φ) = supQ N(γε,Φ, d2Q)
where the supremum is taken over all probability measures Q on (R,B), d2Q is the L2(Q)-metric and N(ε,Φ, d2Q) is
the minimal number of balls of radius ε needed to cover Φ.
(H.3) For some C > 0 and ν > 0, N(ε,Φ) ≤ Cε−ν, 0 < ε < 1.
This condition discussed in [28, 29] holds whenever ϕ : R→ R is a function of bounded variation.
(H.4) Φ is a pointwise measurable class, that is, there exists a countable subclass Φ0 of Φ such that we can find for
any function φ ∈ Φ a sequence of functions φm in Φ0 for which φm(y)→ φ(y), y ∈ R.
This condition is satisfied whenever ϕ is right continuous.
(H.5) f is four differentiable in neighbourhood of x.
Theorem 1. Assuming (H.1-H.5) are satisfied. For each pair of sequences (an)n≥1 and (bn)n≥1 such that ∀n ≥ 1, 0 <
an < bn ≤ 1 and an ≤ h ≤ bn we have with probability 1,
lim sup
n→∞
sup
an≤h≤bn
√
nh
∥∥∥ fˆ bn,h − E fˆ bn,h∥∥∥∞√
log (1/h) ∨ log log n =: ω < ∞. (14)
The proof of this theorem follows along the lines of the proof of theorem 1 [5] and requires the following two lemmas
that provide some results on pointwise measurable class of bounded functions.
Let Xi, 1 ≤ i ≤ n be iid random variables defined from a probability space (Ω,F ,P) to a measurable space (S ,S).
Let G be a pointwise measurable class of bounded functions and G be a finite-valued measurable function satisfying
6
for all x ∈ S , G(x) ≥ supg∈G |g(x)|. Define αn to be the empirical process based on the sample X1, ..., Xn, that is, if
g : S → R, we have
αn(g) =
n∑
i=1
(g(Xi) − Eg(X)) /
√
n,
and set for any class G of such functions ∥∥∥√nαn∥∥∥G = sup
g∈G
∣∣∣√nαn(g)∣∣∣ .
Lemma 1. (Corollary 4 [5] ) Let G be a pointwise measurable class of bounded functions. If C, ν ≥ 1 and 0 < σ ≤ β,
the following conditions hold :
(1) E
[
G(X)2
]
≤ β2
(2) N(ε,G) ≤ Cε−ν, 0 < ε < 1
(3) σ20 := sup
g∈G
E
[
g(X)2
]
≤ σ2
(4) sup
g∈G
‖g‖∞ ≤ U, where σ0 ≤ U ≤ C2
√
nβ, and C2 =
1
4
√
ν log C1
, C1 = C1/ν.
Then we have for some absolute constant A,
E
∥∥∥∥∥∥∥
n∑
i=1
εig(Xi)
∥∥∥∥∥∥∥G ≤ A
√
νnσ20 log (C1β/σ0) + 2AνU log
(
C3n (β/U)2
)
with C3 = C21/16ν,
where εi, 1 ≤ i ≤ n, is a sequence of independent Rademacher random variables X1, ..., Xn.
Lemma 2. (Inequality of Talagrand [30]) Let G be a pointwise measurable class of functions satisfying for some
0 < M < ∞,
‖g‖∞ ≤ M, g ∈ G.
Then we have for all t > 0,
P
 max1≤m≤n ∥∥∥√mαm∥∥∥G ≥ A1
E
∥∥∥∥∥∥∥
n∑
i=1
εig(Xi)
∥∥∥∥∥∥∥G + t


≤ 2
exp
−A2t2nσ2G
 + exp (−A2tM
) ,
where σ2G = supg∈G Var(g(X)) and A1, A2 are universal constants.
Proof of the theorem 1.
We first write that
E
[
ϕ2
( x − X
h
)]
= h
∫
1
h
ϕ2
( x − y
h
)
f (y)dy
≤ h ‖ f ‖∞
∫
ϕ2(u)du
≤ h ‖ f ‖∞ ‖ϕ‖22 .
7
For j, k ≥ 0 and c > 0, set nk = 2k, h j,k =
(
2 jc log nk
)
/nk and
Φ j,k =
{
ϕ
( x − .
h
)
, h j,k ≤ h ≤ h j+1,k, x ∈ R
}
.
Therefore for h j,k ≤ h ≤ h j+1,k, one has
E
[
ϕ2
( x − X
h
)]
≤ 2h j,k ‖ f ‖∞ ‖ϕ‖22 . (15)
On the other hand, using (H.2),
E
[
ϕ2
( x − X
h
)]
≤ γ2. (16)
Combining (15) and (16), we have
E
[
ϕ2
( x − X
h
)]
≤ γ2 ∧ 2h j,k ‖ f ‖∞ ‖ϕ‖22
:= γ2 ∧ B0h j,k := σ2j,k where B0 = 2 ‖ f ‖∞ ‖ϕ‖22 and a ∧ b := min(a, b).
We now use the lemma 1 to bound
E
∥∥∥∥∥∥∥
nk∑
i=1
εig(Xi)
∥∥∥∥∥∥∥
Φ j,k
.
We first note that each Φ j,k satisfies the condition 1 with G = β = γ. Further, since Φ j,k ⊂ Φ, we see by (H.3) that each
Φ j,k also fulfills the condition 2. Without loss of generality we assume that ν,C ≥ 1 in (H.3). Noting that
C1β/σ0 ≤
(
β2/σ20 ∨C21
)
with a ∨ b := max(a, b).
Applying lemma 1 with U = β = γ and using the bound σ0 ≤ σ j,k ≤
√
B0h j,k, we have for j ≥ 0,
E
∥∥∥∥∥∥∥
nk∑
i=1
εig(Xi)
∥∥∥∥∥∥∥
Φ j,k
≤ A
√
νnkB0h j,k log
(
β2/σ20 ∨C21
)
+ 2Aνγ log (C3nk)
which is writen for B1 = A
√
νB0 and B2 = B0/β2 as
E
∥∥∥∥∥∥∥
nk∑
i=1
εig(Xi)
∥∥∥∥∥∥∥
Φ j,k
≤ B1
√
nkh j,k log
(
1
B2h j,k
∨C21
)
+ 2Aνγ log (C3nk) .
Using the fact that h j,k ≥ (c log nk) /nk, for large k,
B1
√
c log nk
√
log
(
nk
cB2 log nk
)
≤ B1
√
nkh j,k log
(
1
B2h j,k
∨C21
)
.
And for large k,
2Aνγ log (C3nk)
B1
√
c log nk
√
log
(
nk
cB2 log nk
) ≤ B′
where B
′
=
2Aνγ
B1
√
c . This implies that
2Aνγ log (C3nk) ≤ B′B1
√
c log nk
√
log
(
nk
cB2 log nk
)
≤ B′B1
√
nkh j,k log
(
1
B2h j,k
∨C21
)
.
8
Therefore
E
∥∥∥∥∥∥∥
nk∑
i=1
εig(Xi)
∥∥∥∥∥∥∥
Φ j,k
≤ B1
√
nkh j,k log
(
1
B2h j,k
∨C21
)
+ B
′
B1
√
nkh j,k log
(
1
B2h j,k
∨C21
)
≤ B3
√
nkh j,k log
(
1
B2h j,k
∨ log log nk
)
:= B3a j,k
where B3 = (B1 + B
′
B1).
Using the lemma 2 with M = γ and σ2G = σ
2
Φ j,k
≤ B0h j,k, we get for any t > 0,
P
{
max
nk−1≤n≤nk
∥∥∥√nαn∥∥∥Φ j,k ≥ A1 (B3a j,k + t)} ≤ 2
{
exp
(
− A2t
2
n j,kB0h j,k
)
+ exp
(
−A2t
K
)}
.
Setting for any δ > 1, with t = δa j,k, j ≥ 0 and k ≥ 1,
p j,k(δ) = P
{
max
nk−1≤n≤nk
∥∥∥√nαn∥∥∥Φ j,k ≥ A1 (B3 + δ) a j,k}
and using the fact that
a2j,k
nkh j,k
≥ log log nk, we can infer that for large k,
p j,k(δ) ≤ 2
exp
− A2δ2a2j,kn j,kB0h j,k
 + exp (−A2δa j,kK
) (17)
≤ 2
{
exp
(
−A2δ
2
B0
log log nk
)
+ exp
(
−A2δ
K
√
nkh j,k log log nk
)}
≤ 2 (log nk)−δ˜ where δ˜ = A2B0 δ2.
Set lk = max
{
j : h j,k ≤ 2
}
. For large k
lk ≤ 2 log nk. (18)
Hence (17) and (18) give for large k and for δ ≥ 1
Pk(δ) :=
lk−1∑
j=0
p j,k(δ) ≤ 4 (log nk)1−δ˜
which implies that if we choose δ ≥ 2(B0/A2)1/2, we have
Pk(δ) ≤ 4k3(log 2)3 and
∞∑
k=1
Pk(δ) < ∞. (19)
Notice from [5] that by definition of lk for large k, h j,k ≤ 2 ⇒ 2h j,k ≥ 2 and h j,k ≥ 1. Consequently, we then have
for nk−1 ≤ n ≤ nk, [
c log n
n
, 1
]
⊂
[
c log nk
nk
, h j,k
]
.
Thus for all large enough k and nk−1 ≤ n ≤ nk,
Ak(δ) :=
 maxnk−1≤n≤nk sup(c log n)/n≤h≤1
√
nh
∥∥∥ fˆ bn,h − E fˆ bn,h∥∥∥∞√
log (1/h) ∨ log log n > 2A1(B3 + δ)

⊂ ∪lk−1j=0
{
max
nk−1≤n≤nk
∥∥∥√nαn∥∥∥Φ j,k ≥ A1 (B3 + δ) a j,k} .
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Therefore
P (Ak(δ)) := P
 maxnk−1≤n≤nk sup(c log n)/n≤h≤1
√
nh
∥∥∥ fˆ bn,h − E fˆ bn,h∥∥∥∞√
log (1/h) ∨ log log n > 2A1(B3 + δ)

≤
lk−1∑
j=0
P
{
max
nk−1≤n≤nk
∥∥∥√nαn∥∥∥Φ j,k ≥ A1 (B3 + δ) a j,k} = Pk(δ).
By (19),
∑∞
k=1 P (Ak(δ)) < ∞. Via the Borel-Cantelli lemma
P
lim supn→∞ maxnk−1≤n≤nk sup(c log n)/n≤h≤1
√
nh
∥∥∥ fˆ bn,h − E fˆ bn,h∥∥∥∞√
log (1/h) ∨ log log n > 2A1(B3 + δ)
 = 0.
This implies that
P
lim supn→∞ maxnk−1≤n≤nk sup(c log n)/n≤h≤1
√
nh
∥∥∥ fˆ bn,h − E fˆ bn,h∥∥∥∞√
log (1/h) ∨ log log n ≤ 2A1(B3 + δ)
 = 1
and
lim sup
n→∞
max
nk−1≤n≤nk
sup
(c log n)/n≤h≤1
√
nh
∥∥∥ fˆ bn,h − E fˆ bn,h∥∥∥∞√
log (1/h) ∨ log log n ≤ 2A1(B3 + δ). (20)
As n→ ∞, (c log n)/n→ 0. From (20), we can write for 0 < h < 1 such that an ≤ h ≤ bn
lim sup
n→∞
sup
an≤h≤bn
√
nh
∥∥∥ fˆ bn,h − E fˆ bn,h∥∥∥∞√
log (1/h) ∨ log log n ≤ 2A1(B3 + δ).
Remark 1. We further note that Theorem 1 implies for any sequences 0 < an < bn ≤ 1, satisfying bn → 0 and
nan/ log(n)→ ∞, with probability 1,
sup
an≤h≤bn
∥∥∥ fˆ bn,h − E fˆ bn,h∥∥∥∞ = 0

√
log(1/an) ∨ log log n
nan
 ; (21)
which in turn implies
lim
n→∞ supan≤h≤bn
∥∥∥ fˆ bn,h − E fˆ bn,h∥∥∥∞ = 0 a.s.
Theorem 2. Let f be Lipschitz function on R. Assume that (H.1) and (H.5) are satisfied and the derivative of order j
of f are bounded, ∀ j = 2, 3, 4. For any sequences 0 < an < bn ≤ 1 satisfying an ≤ h ≤ bn together with bn → 0, we
have
sup
an≤h≤bn
∥∥∥E fˆ bn,h − f ∥∥∥∞ = 0 (bn) .
Proof. Set Ψn,h(x) = E fˆ bn,h(x) − f (x),∀x ∈ R. Using the formula (1) and (2), we have
Ψn,h(x) = E fˆn,h(x) − h
2
2
µ2E fˆ
′′
n,h(x) − f (x)
10
= E
 1nh
n∑
i=1
K
( x − Xi
h
) − h22 µ2E
 1nh3
n∑
i=1
K
′′
( x − Xi
h
) − f (x)
=
1
h
∫
K
( x − y
h
)
f (y)dy − h
2
2
µ2
1
h3
∫
K
′′
( x − y
h
)
f (y)dy − f (x)
=
1
h
∫
K
( x − y
h
)
f (y)dy − h
2
2
µ2
1
h
∫
K
( x − y
h
)
f
′′
(y)dy − f (x)
=
∫
K(u) f (x − uh)du − h
2
2
µ2
∫
K(u) f
′′
(x − uh)du − f (x).
Applying a Taylor approximation on the second term, we have
Ψn,h(x) =
∫
K(u)
[
f (x − uh) − f (x) + f (x)] du +
−h
2
2
µ2
[∫
K(u)
(
f
′′
(x) − uh f ′′′ (x) + 1
2
(uh)2 f
′′′′
(x) + o(h2)
)]
du − f (x)
=
∫
K(u)
[
f (x − uh) − f (x)] du − h2
2
µ2 f
′′
(x) − h
4
4
µ22 f
′′′′
(x) + o(h4).
Since f
′′
and f
′′′′
are bounded on R, i.e. ∀x ∈ R, there exists two constants M and N such that ∣∣∣ f ′′ (x)∣∣∣ ≤ M and∣∣∣ f ′′′′ (x)∣∣∣ ≤ N. We then have
∣∣∣Ψn,h(x)∣∣∣ ≤ ∫ K(u) | f (x − uh) − f (x)| du + ∣∣∣∣∣∣h22 µ2M
∣∣∣∣∣∣ +
∣∣∣∣∣∣h44 µ22N
∣∣∣∣∣∣ + ∣∣∣o(h4)∣∣∣ . (22)
For small enough h, (22) gives ∣∣∣Ψn,h(x)∣∣∣ ≤ ∫ K(u) | f (x − uh) − f (x)| du.
Note that f is Lipschitz function on R .i.e. for α > 0 and for x, y ∈ R, | f (x) − f (y)| ≤ α |x − y|. Consequently∣∣∣Ψn,h(x)∣∣∣ ≤ ∫ K(u)α |uh| du
≤ α |h|
∫
|u|K(u)du = αc |h| where c =
∫
|u|K(u)du < ∞.
For any sequences 0 < an < bn ≤ 1 satisfying an ≤ h ≤ bn together with bn → 0, we have∣∣∣Ψn,h(x)∣∣∣ ≤ A |bn| with A = αc.
Which means that
Ψn,h(x) = O(bn).
This finaly implies that
sup
an≤h≤bn
∥∥∥Ψn,h∥∥∥∞ = O(bn).
It concludes the proof of the theorem.
11
5. Strongly Consistent Kullback-Leibler divergence Estimator
Let X1, ..., Xn be a random sample of unknown density function f defined onR and let fθ be a parametric candidate
model. Denote byDKL( f , fθ), the Kullback-Leibler divergence between f and fθ defined by
DKL( f , fθ) =
∫
R
f (x) log
(
f (x)
fθ(x)
)
dx. (23)
Notice that the Kullback-Leibler divergence does not obey the triangle inequality and in general DKL( f , fθ) does not
equal to DKL( fθ, f ). The unknown density function f can be estimated by the bias reduced kernel density estimator.
Using this estimator, we then define the Kullback-Leibler divergence estimator ofDKL( f , fθ) as follows
D̂KL( fˆ bn,h, fθ) :=
∫
An
fˆ bn,h(x)ln
 fˆ bn,h(x)fθ(x)
 dx, (24)
where An = {x ∈ R; fˆ bn,h(x) ≥ εn} with (εn) a sequence of positive constants such that εn → 0 as n → ∞. Since
fˆ bn,h is strongly consistent as shown in preceding section, we shall prove the strong consistency of Kulback-Leibler
divergence estimator defined by (24). Troughout the remainder of this paper EˆD̂KL( fˆ bn,h, fθ) is given by
EˆD̂KL( fˆ bn,h, fθ) :=
∫
An
E fˆ bn,h(x)ln
E fˆ bn,h(x)fθ(x)
 dx,
where An is defined in (24). Hence the following theorem.
Theorem 3. Let the conditions (H.1-H.5) be satisfied and let f be bounded and Lipschitz density function on R. For
each pair of sequence (an)n≥1 and (bn)n≥1 and for 0 < h < 1 such that 0 < an < h ≤ bn ≤ 1 together with bn → 0 and
nan/ log(n)→ ∞ as n→ ∞, we have with probability 1;
sup
an≤h≤bn
∣∣∣∣D̂KL( fˆ bn,h, fθ) −DKL( f , fθ)∣∣∣∣ = O

√
log(1/an) ∨ log log n
nan
∨ bn
 .
The proof of this theorem is based on two following lemmas and the methods developed in [4] will be helpfull.
Lemma 3. Suppose that the conditions (H.1-H.5) hold and let f be continuous and bounded density on R. We have
with probability 1, for each pair of sequence 0 < an < bn ≤ 1 and for 0 < h < 1 such that an ≤ h ≤ bn together with
nan/ log(n)→ ∞ as n→ ∞
sup
an≤h≤bn
∣∣∣∣D̂KL( fˆ bn,h, fθ) − EˆD̂KL( fˆ bn,h, fθ)∣∣∣∣ = O

√
log(1/an) ∨ log log n
nan
 .
We need the following proposition in order to prove this lemma.
Proposition 2. (Theorem 9.1. [31] ). Let K be an arbitrary integrable function on Rd(i.e.,
∫ |K| < ∞), and let f be a
density on Rd. Denoting Kh(x) =
(
1/hd
)
K (x/h) , x ∈ Rd, h > 0, we have
lim
h→0
∫ ∣∣∣∣∣ f ∗ Kh − f ∫ K∣∣∣∣∣ = 0.
Proof of the lemma 3.
Define
Γn1 := D̂KL( fˆ bn,h, fθ) − EˆD̂KL( fˆ bn,h, fθ).
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One has
Γn1 =
∫
An
[
fˆ bn,h(x)ln
(
fˆ bn,h(x)
)
− fˆ bn,h(x)ln ( fθ(x))
]
dx −
∫
An
[
E fˆ bn,h(x)ln
(
E fˆ bn,h(x)
)
− E fˆ bn,h(x)ln ( fθ(x))
]
dx
=
∫
An
[
ln
(
fˆ bn,h(x)
)
− ln
(
E fˆ bn,h(x)
)]
E fˆ bn,h(x)dx +
∫
An
[
fˆ bn,h(x) − E fˆ bn,h(x)
]
ln
(
fˆ bn,h(x)
)
dx +
−
∫
An
[
fˆ bn,h(x) − E fˆ bn,h(x)
]
ln ( fθ(x)) dx
:= Γn11 + Γn12 − Γn13.
We first prove that supan≤h≤bn |Γn11| = O
(√
log(1/an)∨log log n
nan
)
. Observing that for all y > 0, |ln(y)| ≤
∣∣∣∣ 1y − 1∣∣∣∣ + |y − 1|, we
have ∣∣∣∣ln ( fˆ bn,h(x)) − ln (E fˆ bn,h(x))∣∣∣∣ =
∣∣∣∣∣∣∣ln fˆ
b
n,h(x)
E fˆ bn,h(x)
∣∣∣∣∣∣∣
≤
∣∣∣E fˆ bn,h(x) − fˆ bn,h(x)∣∣∣
fˆ bn,h(x)
+
∣∣∣ fˆ bn,h(x) − E fˆ bn,h(x)∣∣∣
E fˆ bn,h(x)
.
Recalling that An =
{
x ∈ R, fˆ bn,h(x) ≥ εn
}
, we readily obtain from these relations that, for any x ∈ An,∣∣∣∣ln ( fˆ bn,h(x)) − ln (E fˆ bn,h(x))∣∣∣∣ ≤ 2εn ∣∣∣ fˆ bn,h(x) − E fˆ bn,h(x)∣∣∣ .
For any n ≥ 1, we can therefore write the inegalities
|Γn11| =
∣∣∣∣∣∣
∫
An
[
ln
(
fˆ bn,h(x)
)
− ln
(
E fˆ bn,h(x)
)]
E fˆ bn,h(x)dx
∣∣∣∣∣∣
≤
∫
An
2
εn
∣∣∣ fˆ bn,h(x) − E fˆ bn,h(x)∣∣∣E fˆ bn,h(x)dx
≤ 2
εn
sup
x∈An
∣∣∣ fˆ bn,h(x) − E fˆ bn,h(x)∣∣∣ ∫
An
E fˆ bn,h(x)dx
≤ 2
εn
sup
x∈R
∣∣∣ fˆ bn,h(x) − E fˆ bn,h(x)∣∣∣ ∫
R
E fˆ bn,h(x)dx.
An application of proposition 2 gives
lim
h→0
∫ ∣∣∣∣∣E fˆ bn,h(x) − f (x) ∫ (K − µ22 K ′′
)
(x)dx
∣∣∣∣∣ dx = 0.
This implies that
lim
h→0
∫
E fˆ bn,h(x)dx =
∫
f (x)dx
∫ (
K − µ2
2
K
′′
)
(x)dx.
Assuming that ζ :=
∫ (
K − µ22 K
′′)
(x)dx < ∞, one has
lim
h→0
∫
E fˆ bn,h(x)dx = ζ
∫
f (x)dx.
Thus
|Γn11| ≤ 2ζ
εn
sup
x∈R
∣∣∣ fˆ bn,h(x) − E fˆ bn,h(x)∣∣∣
≤ 2ζ
εn
‖ fˆ bn,h(x) − E fˆ bn,h(x) ‖∞ .
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Therefore
sup
an≤h≤bn
|Γn11| = 2ζ
εn
sup
an≤h≤bn
‖ fˆ bn,h(x) − E fˆ bn,h(x) ‖∞ . (25)
Substituting (21) in (25) the result follows.
We next prove that supan≤h≤bn |Γn12| = O
(√
log(1/an)∨log log n
nan
)
. Since |ln(y)| ≤ 1y + y, for all y > 0, one has
|Γn12| =
∣∣∣∣∣∣
∫
An
[
fˆ bn,h(x) − E fˆ bn,h(x)
]
ln
(
fˆ bn,h(x)
)
dx
∣∣∣∣∣∣
≤
∫
An
∣∣∣ fˆ bn,h(x) − E fˆ bn,h(x)∣∣∣
 1fˆ bn,h(x) + fˆ bn,h(x)
 dx.
Similary as above, we get for any x ∈ An,
1
fˆ bn,h(x)
+ fˆ bn,h(x) =
 1fˆ bn,h(x) fˆ bn,h(x) + 1
 fˆ bn,h(x)
≤
(
1
ε2n
+ 1
)
fˆ bn,h(x).
Therefore, we have
|Γn12| ≤
(
1
ε2n
+ 1
) ∫
An
∣∣∣ fˆ bn,h(x) − E fˆ bn,h(x)∣∣∣ fˆ bn,h(x)dx
≤
(
1
ε2n
+ 1
)
sup
x∈An
∣∣∣ fˆ bn,h(x) − E fˆ bn,h(x)∣∣∣ ∫
An
fˆ bn,h(x)dx
≤
(
1
ε2n
+ 1
)
sup
x∈R
∣∣∣ fˆ bn,h(x) − E fˆ bn,h(x)∣∣∣ ∫
R
fˆ bn,h(x)dx
≤
(
1
ε2n
+ 1
)
ζ
∥∥∥ fˆ bn,h(x) − E fˆ bn,h(x)∥∥∥∞ .
Since an ≤ h ≤ bn and bn → 0, as n→ ∞ we have
sup
an≤h≤bn
|Γn12| ≤
(
1
ε2n
+ 1
)
ζ sup
an≤h≤bn
‖ fˆ bn,h(x) − E fˆ bn,h(x) ‖∞ . (26)
Substituting (21) in (26) we have
sup
an≤h≤bn
|Γn12| =
(
1
ε2n
+ 1
)
ζ0

√
log(1/an) ∨ log log n
nan
 .
Hence
sup
an≤h≤bn
|Γn12| = 0

√
log(1/an) ∨ log log n
nan
 . (27)
We evaluate now the last term supan≤h≤bn |Γn13| = 0
(√
log(1/an)∨log log n
nan
)
.
Consider
|Γn13| =
∣∣∣∣∣∣
∫
An
[
fˆ bn,h(x) − E fˆ bn,h(x)
]
ln ( fθ(x)) dx
∣∣∣∣∣∣
≤ sup
x∈An
∣∣∣ fˆ bn,h(x) − E fˆ bn,h(x)∣∣∣ ∫
An
(
1
fθ(x)
+ fθ(x)
)
dx.
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Therefore
|Γn13| ≤ sup
x∈R
∣∣∣ fˆ bn,h(x) − E fˆ bn,h(x)∣∣∣ ∫
R
(
1
fθ(x)
+ fθ(x)
)
dx.
For an ≤ h ≤ bn and bn → 0 as n→ ∞ there exists a constant C1 =
∫
R
(
1
fθ(x)
+ fθ(x)
)
dx < ∞ such that
sup
an≤h≤bn
|Γn13| ≤ C1 sup
an≤h≤bn
‖ fˆ bn,h(x) − E fˆ bn,h(x) ‖∞ .
Thus in view of (21), we get
sup
an≤h≤bn
|Γn13| = 0

√
log(1/an) ∨ log log n
nan
 . (28)
Finaly, the combination of (25), (27) and (28) gives
sup
an≤h≤bn
|Γn1| = 0

√
log(1/an) ∨ log log n
nan
 .
It concludes the proof of the lemma 3.
Lemma 4. Assuming (A.1), (H.1) and (H.5) and let f be Lipschitz density function on R. For each pair of sequence
0 < an < bn ≤ 1 and for 0 < h < 1 such that an ≤ h ≤ bn together with bn → 0 as n→ ∞, we have with probability 1;
sup
an≤h≤bn
∣∣∣∣EˆD̂KL( fˆ bn,h, fθ) −D( f , fθ)∣∣∣∣ = O (bn) .
Proof. We set Γn2 = EˆD̂KL( fˆ bn,h, fθ) −D( f , fθ), therefore
Γn2 =
∫
An
[
E fˆ bn,h(x)ln
(
fˆ bn,h(x)
)
fˆ bn,h(x) − E fˆ bn,h(x)ln ( fθ(x)) − f (x)ln( f (x)) + f (x)ln ( fθ(x))
]
dx
=
∫
An
E fˆ bn,h(x)
[
ln
(
E fˆ bn,h(x)
)
− ln( f (x))
]
dx +
∫
An
ln( f (x))
[
E fˆ bn,h(x) − f (x)
]
dx +
−
∫
An
[
E fˆ bn,h(x) − f (x)
]
ln ( fθ(x)) dx
:= Γn21 + Γn22 − Γn23.
Our purpose is to show that supan≤h≤bn |Γn21| = O(bn), supan≤h≤bn |Γn22| = O(bn) and supan≤h≤bn | Γn23 |= O(bn). Begin
by the first term. We can write
|Γn21| =
∣∣∣∣∣∣
∫
An
[
ln
(
E fˆ bn,h(x)
)
− ln( f (x))
]
E fˆ bn,h(x)dx
∣∣∣∣∣∣
≤
∫
An
∣∣∣∣ln (E fˆ bn,h(x)) − ln( f (x))∣∣∣∣E fˆ bn,h(x)dx.
Repeating the arguments above in the terms |Γn11| with the formal change of fˆ bn,h by f , one has
|Γn11| ≤ sup
x∈An
∣∣∣E fˆ bn,h(x) − f (x)∣∣∣ ∫
An
(
1
εn
+
1
f (x)
)
dx.
There exists a constant C2 =
∫
An
(
1
εn
+ 1f (x)
)
dx < ∞ such that
| Γn11 | ≤ C2 sup
x∈R
| E fˆ bn,h(x) − f (x) | (29)
≤ C2 ‖ E fˆ bn,h(x) − f (x) ‖∞ .
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Applying the theorem 2, we have for each an ≤ h ≤ bn, as n→ ∞,
sup
an≤h≤bn
∥∥∥E fˆ bn,h − f ∥∥∥∞ = 0(bn). (30)
(29) combined with (30) gives
sup
an≤h≤bn
|Γn11| ≤ C2O(bn).
Finaly
sup
an≤h≤bn
|Γn11| = O(bn). (31)
Now we can prove the second term supan≤h≤bn |Γn22| = O(bn).
Since |ln(y)| ≤ 1y + y, for all y > 0
|Γn22| =
∣∣∣∣∣∣
∫
An
E
[
fˆ bn,h(x) − f (x)
]
ln( f (x))dx
∣∣∣∣∣∣
≤
∫
An
∣∣∣E fˆ bn,h(x) − f (x)∣∣∣ ( 1f (x) + f (x)
)
dx
≤ sup
x∈An
∣∣∣E fˆ bn,h(x) − f (x)∣∣∣ ∫
An
(
1
f (x)
+ f (x)
)
dx
≤ sup
x∈R
∣∣∣E fˆ bn,h(x) − f (x)∣∣∣ ∫
R
(
1
f (x)
+ f (x)
)
dx.
As assumed above,
∫
R
(
1
f (x) + f (x)
)
dx < ∞, this in turn, implies that
sup
an≤h≤bn
|Γn22| ≤ C3 sup
an≤h≤bn
∥∥∥E fˆ bn,h(x) − f (x)∥∥∥∞ .
where C3 =
∫
R
(
1
f (x) + f (x)
)
dx < ∞. In view of theorem 2, one has
sup
an≤h≤bn
|Γn22| = O(bn). (32)
The third term is given by
Γn23 :=
∫
An
[
E fˆ bn,h(x) − f (x)
]
ln ( fθ(x)) dx.
Repeat the argument in terms of Γn22 with the formal change of f by fθ and considering the constant
C4 =
∫
R
(
1
fθ(x)
+ fθ(x)
)
dx < ∞, one has
|Γn23| ≤ C4
∥∥∥E fˆ bn,h(x) − f (x)∥∥∥∞ .
Thus
sup
an≤h≤bn
|Γn23| ≤ C4 sup
an≤h≤bn
∥∥∥E fˆ bn,h(x) − f (x)∥∥∥∞ = 0(bn). (33)
Finaly combining (31), (32) and (33), the proof of lemma (4) is deduced.
Proof of theorem 3.
The combination of the lemma 3 and lemma 4 concludes the proof of the Theorem 3.
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6. Applications for Hypothesis Testing in Models Selection
Let (X, βX, F) be the statistical space, X = {x1, x2, ..., xM0 }, ∀M0 ≥ 1; βX is the σ-algebra of all the sub-sets of X
and (X, βX), the measurable space.
Let
ΛM0 =
F = (F1, ..., FM0 )T ;∀x ∈ R and i = 1, ...,M0, Fi(x) > 0 and M0∑
i=1
Fi(x) = 1
 (34)
be the simplex of distributions M0-vectors. It is the set of discrete distributions. One can define the parametric family
of models as follows
F =
{
Fθ =
(
F1(., θ), ..., FM0 (., θ)
)T : θ ∈ Θ} , (35)
where Θ ⊂ RM0 . To be more explicit, suppose that we are sampling from a distribution FX(x). Divide the range
of the distribution into M0 mutually exclusive and exhaustive classes, say I1, ..., IM0 . Each class has a probability of
containing the random variable X, P(X ∈ Ii) := Fi, i = 1, ...,M0 and each sample value x falls into exactly one of the
intervals.
6.1. Goodness-of-fit test
The parametric family of models defined by (35) may or may not contain the true model. If F contains the true
model, then there exists a θ0 ∈ Θ such that F = Fθ0 and the model is said to be correctly specified.
We consider now the case when the model is not specified i.e. H1 : F , Fθ0 . Based on Kullback-Leibler divergence,
this alternative hypothesis is writen as H1 : DKL(F, Fθ0 ) , 0 where
DKL(F, Fθ0 ) =
M0∑
i=1
Fi log
(
Fi
Fθ0 , i
)
with Fθ0,i = Fi(., θ), i = 1, ...,M0 (36)
We must reject the null hypothesis iff DKL(F, Fθ0 ) > c where c must be chosen for getting a level α test. In general
it is not possible to get the exact distribution of the statistic DKL(F, Fθ0 ) and we must use its asymptotic distribution.
Notice that the estimator ofDKL(F, Fθ0 ) given by (36) is defined as follows
D̂KL(Fˆbn,h, Fθˆ) =
M0∑
i=1
Fˆb(n,h)i log
 Fˆb(n,h)iFθˆ, i

where Fˆbn,h is a bias reduced kernel density estimator of F. In the following theorem we present the asymptotic
distribution ofDKL(F, Fθ0 ).
Let us introduce the two important regularity assumptions:
-(J1) Under the regularity conditions on the dominated model Fθ0 , the MLE is unique and asymptoticly normal under
Fθ0 , ∀θ0
1)Fθˆ
as−→ Fθ0 when n→ ∞
2)
√
n(θˆ − θ0) L−→ N(0, I(θ0)−1)
where I(θ0) is Fisher information and n→ ∞.
-(J2) There exists θ0 ∈ Θ and ∧∗ =
( ∧11 ∧12
∧21 ∧22
)
, with ∧12 = ∧21 such that
√
n
(
Fˆbn,h − F
Fθˆ − Fθ0
)
L−→ N(0,∧∗).
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Theorem 4. Let DKL(F, Fθ0 ) be the Kullback-Leibler divergence between F and Fθ0 and let D̂KL(Fˆbn,h, Fθˆ0 ) its es-
timator. Under H1 : Fθ , F (we have omitted 0 on θ ) and assuming that the conditions (J1) and (J2) hold, one
has:
√
n
[
D̂KL(Fˆbn,h, Fθˆ) −DKL(F, Fθ)
] L−→ N(0,∧2φ)
where
∧2φ = AT ∧11 A + AT ∧12 W + WT ∧12 W + WT ∧22 W, (37)
AT = (a1, ..., aM0 ) is the vector of partial derivatives with respect to the components of the first variable with
ai =
(
∂
∂Fi
DKL(F, Fθ)
)
, i = 1, ...,M0
and WT = (w1, ...,wM0 ) is the vector of partial derivatives with respect to the components of the second variable with
wi =
(
∂
∂Fθ,i
DKL(F, Fθ)
)
, i = 1, ...,M0; Fθ,i = Fi(., θ).
Proof. A first order Taylor expansion gives
D̂KL(Fˆbn,h, Fθˆ) = DKL(F, Fθ) + AT (Fˆbn,h − F) + WT (Fθˆ − Fθ) + o
(∥∥∥Fbn,h − F∣∣∣ + ∥∥∥Fθˆ − Fθ∣∣∣) .
We observe that
√
n
[
D̂KL(Fˆbn,h, Fθˆ) −DKL(F, Fθ)
]
=
√
n
[
AT (Fˆbn,h − F) + WT (Fθˆ − Fθ)
]
+
√
no
(∣∣∣Fˆbn,h − F∣∣∣ + ∣∣∣Fθˆ − Fθ∣∣∣) .
Since
√
n(Fθˆ − Fθ)
L−→ N(0,ΣFθ ), when n → ∞, with ΣFθ = diag(Fθ) − FθF tθ; then
∣∣∣Fθˆ − Fθ∣∣∣ = Op (n−1/2) and√
no
∥∥∥Fθˆ − Fθ∥∥∥ = op (1). Therefore √no (∣∣∣Fˆbn,h − F∣∣∣ + ∣∣∣Fθˆ − Fθ∣∣∣) = op(1).
Hence
√
n
[
D̂KL(Fˆbn,h, Fθˆ) −DKL(F, Fθ)
]
=
√
n
[
AT (Fˆbn,h − F) + WT (Fθˆ − Fθ)
]
+ op(1).
The random variables
√
n
[
D̂KL(Fˆbn,h, Fθˆ) −DKL(F, Fθ)
]
and
√
n
[
AT (Fˆbn,h − F) + WT (Fθˆ − Fθ)
]
have the same asymp-
totic distribution. In view of J1 and J2 we have
√
n
[
AT (Fˆbn,h − F) + WT (Fθˆ − Fθ)
] L−→ N(0,∧2φ)
where ∧2φ is given by (37). This completes the proof.
It is possible to choose the model among a collection of candidate models which is close to the true distribution
according to the Kullback-Leibler divergence thanks to the goodness-of-fit test.
6.2. Test for model selection based on Kullback-Leibler divergence
We propose now to take two candidate parametric models Fθ1 and Fθ2 , .i.e. Fθ1 and Fθ2 ∈ F . For simplicity in the
rest of the paper, we will note θ in place of θ1 and γ in place of θ2. Based on Kullback-Leibler divergence; we would
like to choose the candidate model which is close to the true probability distribution F; i.e. the minimized KLD. Our
major work is to propose some tests for model selection as follows
H0 : DKL(F, Fθ) = DKL(F, Fγ) means that the two models are equivalent,
H1 : DKL(F, Fθ) , DKL(F, Fγ) means that Fθ is not equivalent to Fγ.
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To define the model selection statistic, we consider
ξ2 = (Uθ − Uγ; S θ − S γ)T ∧∗ (Uθ − Uγ; S θ − S γ) (38)
the variance of
√
n(Uθ − Uγ; S θ − S γ)T
(
Fn,h − F
Fθˆ − Fθ
)
.
where UTθ = (u1, ..., uM0 ); with
ui =
(
∂
∂Fi
DKL(F, Fθ)
)
, i = 1, ...,M0,
and S Tθ = (s1, ..., sM0 ); with
si =
(
∂
∂Fθ,i
DKL(F, Fθ)
)
, i = 1, ...,M0.
Since Uθ,Uγ, S θ, S γ and ∧∗ are consistently estimated by their sample analogues Uθˆ,Uγˆ, S θˆ, S γˆ and ∧ˆ∗. Hence ξ2
is consistently estimated by
ξˆ2 = (Uθˆ − Uγˆ; S θˆ − S γˆ)T ∧ˆ∗(Uθˆ − Uγˆ; S θˆ − S γˆ).
Therefore we propose the model selection statistic KLn as follows
KLn =
√
n
ξˆ
[
D̂KL(Fˆbn,h, Fθˆ) − D̂KL(Fˆbn,h, Fγˆ)
]
. (39)
It is possible to get the asymptotic distribution of KLn. Hence the following theorem.
Theorem 5. (Asymptotic distribution of the KLn-statistic).
Under the regularity assumptions (J1) and (J2), suppose that ξ , 0, then under the null hypothesis H0, KLn −→
N(0, 1).
Lemma 5. Under the regularity assumptions (J1) and (J1), we have
(1) for the model Fθ
D̂KL(Fˆbn,h, Fθˆ) = DKL(F, Fθ) + UTθ (Fˆbn,h − F) + S Tθ (Fθˆ − Fθ) + op(1). (40)
(2) for model Fγ
D̂KL(Fˆbn,h, Fγˆ) = DKL(F, Fγ) + UTγ (Fˆbn,h − F) + S Tγ (Fγˆ − Fγ) + op(1). (41)
Proof. The results follows from a first order Taylor expansion.
Proof of theorem 5.
From the lemma 5, it follows that
D̂KL(Fˆbn,h, Fθˆ) − D̂KL(Fˆbn,h, Fγˆ) = DKL(F, Fθ) −DKL(F, Fγ) + UTθ (Fˆbn,h − F) − UTγ (Fˆbn,h − F) +
+S Tθ (Fθˆ − Fθ) − S Tγ (Fγˆ − Fγ) + op(1).
Under H0, DKL(F, Fθ) = DKL(F, Fγ), Fθ = Fγ and Fθˆ = Fγˆ we have
D̂KL(Fˆbn,h, Fθˆ) − D̂KL(Fˆbn,h, Fγˆ) = UTθ (Fˆbn,h − F) − UTγ (Fˆbn,h − F) + S Tθ (Fθˆ − Fθ) − S Tγ (Fγˆ − Fγ) + op(1)
= (Uθ − Uγ, S θ − S γ)T
(
Fˆbn,h − F
Fθˆ − Fθ
)
+ op(1).
Finally, applying the Central Limit Theorem and assumptions (J1) − (J2), one can get immediately KLn −→ N(0, 1).
It concludes the proof of the theorem 5.
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7. Simulation Study
To illustrate the theory discussed in the preceding section, we consider the family of Poisson distribution and the
family of Geometric distribution. For more details, let us introduce them. The probability mass function (PMF) of a
Poisson distribution with the parameter λ is given by
p(x; λ) ≡ fP(x) = e
−λλx
x!
, x ∈ N
and the PMF of geometric distribution with the parameter θ is given by
g(x; θ) ≡ fG(x) = θ(1 − θ)x−1, x ∈ N.
We consider various sets of experiments in which data are generated from the mixture of a Poisson and Geometric
distributions. These two distributions are calibrated so that their two means are close (9 and 10 respectively). Hence
the Data Generating Process (DGP) has density
t(pi) = piPoisson(9) + (1 − pi)Geometric(0.1)
where pi ∈ (0, 1) is specific to each set of experiments. In each set, several random samples are drawn from this
mixture. The sample size varies from 20 to 250, and for each sample size the number of replications is 1000. We
choose different values of pi which are 0.00, 0.25, 0.5, 0.75, 1.00. Although our proposed model selection procedure
does not require that the data generating process belong to either of the candidate models. We consider the two
limiting cases pi = 0.00 and = 1.00 for they correspond to the correctly specified cases. For pi = 0.25 and pi = 0.75
both candidate models are misspecified but not at equal distance from the DGP. These cases correspond to a DGP
which is Poisson or Geometric distributions but slightly contaminated by the other distribution. The value pi = 0.5
is the value for which the Poisson and Geometric distributions are approximately at equal distance to the mixture
t(pi). In order to perfect fit by the proposed method, for the chosen parameters of these two distributions, we note
that most of the mass is concentrated between 0 and 10. Therefore, the chosen partition has eight cells defined by
{[ci−1, ci] = [i − 1, i] , i = 1, ..., 7} and [c7, c8] = [7,∞]. The corresponding maximum likelihood estimators (MLEs) of
λ and θ are λˆ ≡ X¯n = 1n
∑n
i=1 Xi and θˆ =
n
n+
∑n
i=1(xi−1) . Since the properties of kernel density estimators do not depend
much on which particular kernel is used, we choose the standard normal as the kernel function K without loss of
generality. Therefore for the Gaussian kernel,
fˆ bn,h(x) =
1
2
√
2pinh
n∑
i=1
[
3 −
( x − Xi
h
)2]
e−
1
2
( x−Xi
h
)2
.
To get h optimal of a bias reduced kernel density estimator, the cross-validation bandwidth selection for a bias reduced
kernel density estimator is used as proved in section 3.
7.1. Comparative results of Dˆ1 ≡ D̂KL( fˆn,h, fθˆ) and Dˆ2 ≡ D̂KL( fˆ bn,h, fθˆ).
In this subsection, we carry out a simulation study designed to demonstrate the performance of the Kullback-
Leibler divergence estimator based on the bias reduced kernel density estimator fˆ bn,h comparatively to the Kullback-
Leibler divergence estimator based on the kernel density estimator fˆn,h given in (2) and (1) respectively. To do this
well, we use the Minimized Kullback-Leibler Divergence (MKLD) defined by MKLD = Dˆ2
Dˆ1
as a measure of efficiency
of the estimator, where fθ is a given parametric model. If this MKLD is less than 1, then we conclude that fˆ bn,h is a
more efficient estimator of f than fˆn,h in this sense that it has a smaller Kullback-Leibler divergence. In our case, we
suppose fθ to be a Geometric distribution. The values in parentheses are standard errors. Note that to be too rigorous,
we have used the classical cross-validation method in order to get h optimal when the kernel density estimator is com-
puted and the cross-validation bandwidth selection for a bias reduced kernel density estimator when the bias reduced
kernel density estimator is computed. The results are presented in Tables 1-3.
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Table 1. DGP= 0.25 Poisson (9) + 0.75 Geometric (0.1)
n 20 60 90 150 250
Dˆ1 0.3425 0.5857 0.7687 1.1369 1.8199
( 0.2968) (0.5109) ( 0.6302) (0.1570) (0.8641)
Dˆ2 0.0894 0.3488 0.5500 0.9825 1.7547
(0.0421) (0.1082) (0.1528) (0.2370) (0.3721)
MKLD 0.2610 0.5955 0.7154 0.8641 0.9641
(0.2848) (0.3956) (0.4187) (0.3934) (0.3601)
Table 2. DGP= 0.5 Poisson (9) + 0.5 Geometric (0.1)
n 20 60 90 150 250
Dˆ1 0.4865 1.0904 1.5158 2.4796 4.2242
( 0.3125) (0.5543) (0.6303) (0.8219) (1.1855)
Dˆ2 0.0597 0.2283 0.3710 0.6707 1.2102
( 0.0295) (0.0669) (0.0889) (0.1374) (0.2205)
MKLD 0.1227 0.2093 0.2447 0.2704 0.2864
( 0.1196) (0.1272) (0.1093) (0.0942) (0.0873)
Table 3. DGP= 0.75 Poisson (9) + 0.25 Geometric (0.1)
n 20 60 90 150 250
Dˆ1 0.6187 1.4410 2.0764 3.5116 6.0540
( 0.3373) (0.5570) (0.6995) (0.9557) (1.4543)
Dˆ2 0.0511 0.1428 0.2270 0.4213 0.7760
( 0.0329) (0.0394) (0.0523) (0.0912) (0.1405)
MKLD 0.0825 0.0990 0.1093 0.1199 0.1281
(0.0520) (0.0519) (0.0477) (0.0402) (0.0334)
All tables show that Dˆ2 has a small values comparatively to Dˆ1. As consequence the minimized Kullback-Leibler
divergence (MKLD) is less than 1. This proves that the Kullback-Leibler divergence estimator based on a bais reduced
kernel density estimator perform competitively well and better than the Kullback-Leibler divergence estimator based
on the ordinary kernel density estimator.
7.2. Simulation results: Model selection procedure
To illustrate the model selection procedure discussed in the subsection 6.2, we consider the problem of choosing
between the family of Poisson distribution and the family of Geometric distribution. The KLD between the bias
reduced kernel density estimator and each model are defined as follows
D̂KL( fˆ bn,h, fPˆ) =
m∑
i=1
fˆ b(n,h)i log
 fˆ b(n,h)ifPˆ,i

and
D̂KL( fˆ bn,h, fGˆ) =
m∑
i=1
fˆ b(n,h)i log
 fˆ b(n,h)ifGˆ,i
 .
where m is the number of cells considered. The results of our five sets of experiments are presented in Tables 1-5.
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Table 1. DGP=Poisson (9)
n 20 60 90 150 250
λˆ 8.9727 8.9817 8.9967 8.9946 8.9928
(0.6482) (0.3858) (0.3194) (0.2331) (0.1877)
θˆ 0.1006 0.1003 0.1001 0.1001 0.1001
(0.0065) (0.0039) (0.0031) ( 0.0023) (0.0018)
DˆKL1 0.1221 0.4186 0.6527 1.1472 1.9759
( 0.0339) (0.0707) ( 0.1000) (0.1570) (0.2549)
DˆKL2 0.1142 0.1626 0.2104 0.3060 0.4400
(0.0962) (0.1055) (0.1231) ( 0.1457) (0.1836)
KLn 0.0774 2.3677 3.5413 5.0650 6.2434
(0.4555) (0.8375) (1.1850) (2.0340) (3.8894)
Model selection Correct 4.6% 72.4% 94.8% 99.7% 100%
based on KLn Indecisive 95.3% 27.0% 5.1% 0.3% 0.0%
Incorrect 0.1% 0.6% 0.1% 0.0% 0.0%
Table 2. DGP= Geometric (0.1)
n 20 60 90 150 250
λˆ 8.9831 8.9340 8.9504 8.9955 8.9791
(2.0556) (1.2048) (1.0019) (0.7643) (0.5925)
θˆ 0.10458 0.1021 0.1015 0.1006 0.1005
(0.02241) (0.0123) (0.0102) (0.0077) (0.0059)
DˆKL1 0.1163 0.4183 0.6827 1.2375 2.2480
(0.0732) (0.1359) (0.1852) (0.2660) (0.4032)
DˆKL2 0.5433 1.2596 1.8269 2.9174 4.9253
(0.5215) 0.6907) (0.9123) (1.0476) (1.4205)
KLn -0.8593 -1.2391 -1.3335 -1.7367 -2.1483
(2.2220) (5.2589) (8.1391) (11.8464) (19.7045)
Model selection Correct 11% 19.5% 19.4% 34.6% 50.4%
based on KLn Indecisive 89% 80.5% 80.6% 65.4% 49.6%
Incorrect 0.0% 0.0% 0.0% 0.0% 0.0 %
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Table 3. DGP= 0.25 Poisson (9) + 0.75 Geometric (0.1)
n 20 60 90 150 250
λˆ 8.6053 8.5710 8.5857 8.6201 8.6073
(1.5539) (0.9112) (0.7599) (0.5790) (0.4481)
θˆ 0.1068 0.1054 0.1049 0.1043 0.1043
(0.0173) (0.0099) (0.0082) (0.0062) (0.0048)
DˆKL1 0.0944 0.3112 0.5147 0.9447 1.7313
( 0.0696) ( 0.1047) (0.1456) (0.2234) ( 0.3607)
DˆKL2 0.2619 0.6287 0.9044 1.5169 2.5895
(0.2344) (0.2725) (0.3477) ( 0.4544) ( 0.6205)
KLn -0.8308 -1.1985 -1.1990 -1.4620 -1.7481
(0.9019) (2.0524) (3.0837) (4.7931) (7.7619)
Model selection Geometric 9.7% 17% 16.5% 22.4% 33.8%
based on KLn Indecisive 90.3% 83% 83.5% 77.6% 66.2%
Poisson 0.0% 0.0% 0.0% 0.0% 0.0%
Table 4. DGP= 0.5 Poisson (9) + 0.5 Geometric (0.1)
n 20 60 90 150 250
λˆ 8.7256 8.7074 8.7229 8.7445 8.6073
(1.0837) (0.6383) (0.5351) (0.4048) (0.4481)
θˆ 0.1040 0.1034 0.1031 0.1027 0.1043
(0.0115) (0.0067) (0.0056) (0.0042) (0.0048)
DˆKL1 0.1488 0.4729 0.7290 1.2969 2.3195
(0.0665) (0.1321) (0.1806) (0.2681) (0.4092)
DˆKL2 0.0873 0.1865 0.2730 0.4921 0.8988
(0.0716) (0.0885) (0.0902) ( 0.1435) (0.2424)
KLn 0.7491 2.3460 2.8037 3.3866 3.9257
(0.3675) (0.9455) (1.5428) (2.9105) (5.7219)
Model selection Geometric 1.3% 0.1% 0.0% 0.0% 0.0%
based on KLn Indecisive 92.8% 37.1% 20.6% 5.3% 1.2%
Poisson 5.9% 62.8% 79.4% 94.7% 98.8%
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Table 5. DGP=0.75 Poisson (9)+ 0.25 Geometric (0.1)
n 20 60 90 150 250
λˆ 8.6021 8.5956 8.9967 8.6201 8.6141
(0.7146) (0.4257) (0.3583) (0.2656) (0.2081)
θˆ 0.1047 0.1044 0.1042 0.1040 0.1040
(0.0078) (0.0046) (0.0038) (0.0028) (0.0022)
DˆKL1 0.1298 0.4627 0.7190 1.2914 2.3190
(0.0374) (0.0954) (0.1345) (0.2211) (0.3751)
DˆKL2 0.1074 0.1558 0.2060 0.3037 0.4972
( 0.0917) (0.0939) (0.1117) (0.1312) (0.1641)
KLn 0.2273 2.8437 3.7625 4.6600 5.4338
(0.4395) (0.8358) (1.2935) (2.5960) (5.3012)
Model selection Geometric 3.9% 0.2% 0.1% 0.0% 0.0%
based on KLn Indecisive 95.2% 14.2% 1.5% 0.4% 0.0%
Poisson 0.9% 85.6% 98.4% 99.6% 100%
The first half of each table gives the average values of the MLE λˆ and θˆ, the Kullback-Leibler divergence test
statistics DˆKL1 and DˆKL2 and the model selection statistic KLn. The second half of each table gives in percentage
the number of times our proposed model selection procedure based on KLn favors the Poisson model, the Geometric
model and indecisive. The tests are conducted at 5% nominal significance level. In the first two sets of experiments
(pi = 0.00 and pi = 1.00 ) where the model is correctly specified, we use the labels correct, incorrect and indecisive
when a choice is made. The first halves of Tables 1-5 confirm our asymptotic results. They all show that the MLE
λˆ and θˆ converge rapidly to their true values in the correctly specified cases and to their pseudo-true values in the
misspecified cases as the sample size increases. The statistics DˆKL1 and DˆKL2 increase at the rate of n, as expected
when the models are correctly specified and when the models are misspecified. As expected, our statistic divergence
KLn converge to −∞ ( Tables 2 and 3 ) and to +∞ ( Tables 1,4 and 5) as the sample size increases.
Turning to the second halves of Tables 1 and 2, we note that the percentage of correct choices using model selection
statistic steadily increases and ultimately converge to 100%. As a consequence, the probability of correct choice (PCS)
based on Monte Carlo simulation is found to be significantly higher in choosing the correct model in this selection
procedure based on KLD. This preceding comments can be applied to the second halves of Tables 3, 4 and 5. In all
tables, as sample size increases, the percentage of incorrect model still keeping the same.i.e. 0.0%. This is because
in KLD, the correct model represents the ”true” distribution of observations while the incorrect model represents an
approximation of the true model. Except in Tables 4 the percentage of incorrect model converges to zero. This is
because the Poisson and Geometric distributions are approximately at equal distance to the mixture t(pi) according to
statistics DˆKL1 and DˆKL2 .
For n = 90, we plot the histogram of datasets and overlay the curves for Poisson and Geometric distributions. As can
be observed in Figure 1 and 3, the Geometric distribution is distinguished from Poisson distribution and is closely
approximates the data sets. In Figure 2 and 5 the Poisson distributions is much closer to the data sets. When pi = 0.5
( Figure 4 ) the Poisson distribution and Geometric distribution try to be closer to the data set. This follows from the
fact that they are equidistant from the DGP.
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Figure 1: Histogram of DGP = Geom(0.1). Figure 2: Histogram of DGP = Pois(9).
Figure 3: Histogram of DGP = 0.25 Pois(9) + 0.75Geom(0.1). Figure 4: Histogram of DGP = 0.5Pois(9) + 0.5 Geom(0.1).
Figure 5: Histogram of DGP = 0.75 Pois(9) + 0.25 Geom(0.1).
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8. Conclusion
This paper shows the strong consistency of the bias reduced kernel density estimator and establishes a strongly
consistent Kullback-Leibler divergence estimator based on the bias reduced kernel density estimator. Furthmore, we
have considered an application in the problem of selecting estimated models using Kullback-Leibler divergence esti-
mator type statistics proposed. Specifically, we have proposed some asymptotically standard normal and hypothesis
testing based on Kullback-Leibler divergence estimator constructed in terms of the bias reduced kernel density esti-
mator. We have also proposed a cross-validation bandwidth selection for the bias reduced kernel density estimator.
Our tests are based on testing whether the candidate models are equally close to the true distribution against the al-
ternative hypotheses that one model is closer than the other where closeness of a model is measured according to the
discrepancy implicit in the Kullback-Leibler divergence type statistics used. The simulations studies show that the
Kullback-Leibler divergence estimator based on the bias reduced kernel density estimator is more efficient estimator
of Kullback-Leibler divergence than the Kullback-Leibler divergence estimator based on an ordinary kernel density
estimator. The model selection procedure based on the Kullback-Leibler divergence estimator proposed is competi-
tively especially in small samples. Since the Kullback-Leibler divergence is a special case of f -divergences as well as
the class of Bregman divergences. It would be interesting to propose the methods for discrimations based on others
divergence measures.
Acknowledgements
This research was supported, in part, by grants from CEA-SMA Centre d’Excellence Africain en Sciences
Mathe´matiques et Applications IMSP, B.P. 613 Porto-Novo, Benin. The authors are grateful for helpful comments
from Carlos OGOUYANDJOU.
References
References
[1] Rosenblatt, M.(1956). On Estimation of a Probability Density Function and the Mode. The Annals of Mathematical Statistics, 33, pp. 1065-
1076. doi.org/10.1214/aoms/1177704472.
[2] Parzen, E. (1962). Remarks on Some Nonparametric Estimates of a Density Function. The Annals of Mathematical Statistics, 27, pp. 832-837.
doi.org/10.1214/aoms/1177728190.
[3] Dony, J. and Einmahl (2006). Weighted uniform consistency of kernel density estimators with general bandwidth sequences. Journal URL,
Vol. 11, Paper no. 33, pages 844-859.
[4] Salim, B. and Issam E. (2007). Uniform in Bandwidth consistency of Kernel-Type Estimators of Shannons Entropy. HAL Id: hal-00296641.
[5] Einmahl, U. and Mason, D. M. (2005). Uniform in bandwidth consistency of kernel-type function estimators. Ann. Statist. 33(3), 1380-1403.
[6] Papa, N., Hamza, D., ElHadji, D. and Pierre M. ( 2016). Kernel-Type Estimators of Divergence Measures and Its Strong Uniform Consistency,
American Journal of Theoretical and Applied Statistics ISSN: 2326-8999 (Print); ISSN: 2326-9006.
[7] Xiaoran, X. and Jingjing, W. (2014). Some Improvement on Convergence Rates of Kernel Density Estimator Published Online June 2014 in
SciRes. 5, 1684-1696. doi.org/10.4236/am.2014.511161.
[8] Alexandre, B. T. (2008). Introduction to Nonparametric Estimation. Springer Series in Statistics, ISBN: 978-0-387-79051-0, doi. 10.1007/978-
0-387-79052-7.
[9] Kullback, S. and Leibler, R.A. (1951). On information and sufficiency Annals of Mathematical Statistics, 22 (1): 79-86. doi.
10.1214/aoms/1177729694. MR 39968.
[10] Bromideh, A. (2012). Discriminating between Weibull and Log-Normal distribution based on Kullback-Leibler divergence, Ekonometri ve
statistik Say: 16, pp. 44-54.
[11] Elsherpieny, E., Hiba, R. and Noha, U. (2015). Discriminating Between Weibull and Log-Logistic Distributions in Presence of Progressive
Type II Censoring, 7281-7290.
[12] Gupta, Rameshwar, D. and Kundu, D. (2004). Discriminating between Gamma and generalized exponential distributions, vol.74, issue 2,
107-121.
26
[13] Kundu, D. and Manglick, A. (2005). Discriminating Between The Log-normal and Gamma Distributions, Journal of the Applied Statistical
Sciences, vol.14,175-187.
[14] Kundu, D. and Manglick, A.(2004). Discriminating between the Weibull and Log- Normal distributions, Naval Research Logistics, vol.51,
893-905.
[15] Kundu, D. and Manglick, A. (2005). Discriminating Between The Log-normal and Gamma Distributions, Journal of the Applied Statistical
Sciences, vol.14,175-187.
[16] Alzaid, Sultan, A. K. S.(2009). Discriminating between gamma and log-normal distributions with applications, Journal of King Saud Univer-
sity - Science, vol.21, issue 2,99-108.
[17] Quang, V. and Weiren, W. (1993). Minimum chi-square estimation and tests for model selection. Journal of Econometrics 56, 141-168.
North-Holland.
[18] Quang, V. and Weiren, W. (1993). Selecting Estimated Model using Chi-Square Statistics. Annales d’Economie et de Statistique- no33.
[19] Devroye, L. and Gyorfi, L.(1985). Nonparametric density estimation. Wiley Series in Probability and Mathematical Statistics: Tracts on
Probability and Statistics. New York. The L1 view.
[20] Farrell, R.H. (1972). On the Best Obtainable Asymptotic Rates of Convergence in Estimation of a Density Function at a Point.The Annals of
Mathematics and Statistics, 43, 170-180. doi.org/10.1214/aoms/1177692711.
[21] Abramson, I.S. (1982). On Bandwidth Variation in Kernel Estimates-A Square Root Law. The Annals of Statistics, 0,1217-1223.
doi.org/10.1214/aos/1176345986.
[22] Samiuddin, M. and El-Sayyad, G.M. (1990). On Nonparametric Kernel Density Estimates. The Annals of Statistics, Biometrica, 77, 865-874.
doi.org/10.1093/biomet/77.4.865.
[23] El-Sayyad, G.M., Samiuddin, M. and Abdel-Ghaly, A.A. (1992). A New Kernel Density Estimate. Journal of Nonpa-rametric Statistics, 3,
1-11 .doi.org/10.1080/10485259308832568.
[24] Ruppert, D. and Cline, D.B.H. (1994). Bias Reduction in Kernel Density Estimation by Smoothed Empirical Transformations.The Annals of
Statistics, 22, 185-210. doi.org/10.1214/aos/1176325365.
[25] Mynbaev, K. and Martins,.F. C. (2010). Bias Reduction in Kernel Density Estimation via Lipschitz Condition. Journal of Nonparametric
Statistics, 22, 219-235. doi.org/10.1080/10485250903266058.
[26] Kim, J. and Kim, C. (2013). Reducing the Mean Squared Error in Kernel Density Estimation. Journal of the Korean Statistical Society, 42,
387-397 .doi.org/10.1016/j.jkss.2012.12.003.
[27] Jurgen, S. ( 2008). Mathematical Statistics II, Cutah State University Department of Mathematics and Statistics, e-mail:
symanzik@math.usu.edu.
[28] Wellner, A. J. ( 2005). Empirical processes: Theory and Applications, Special Topics Course Spring 2005, Delft Technical University.
[29] Nolan, D. and Pollard, D. ( 1987). U-processes: Rate of Convergence, The Annals of Statistics. Vol. 15, No. 2,780-799.
[30] Alagrand, T. M. (1994). Sharper bounds for Gaussian and empirical processes. Ann. Probab. 22 28-76.
[31] Devroye, L. (1987). A course in density estimation,volume 14 of Progress in Probability and Statistics. Birkha¨user Boston Inc., Boston, MA.
27
