Introduction
GIS software is often used to address problems that do not have a deterministic
solution. Such problems occur, for example, during the process of public policy formulation when a diverse set of positions must be represented and contested before a solution can be reached. In practice, these problems are frequently addressed by groups of individuals who each may have not only a different perspective on the nature of the problem being addressed, but also the means through which a viable solution can be found [2, 17] . If a group meets to use GIS software to support their deliberations, such meetings normally have a finite duration. Because GIS-based methods may require substantial amounts of computation, especially when they are applied to large, geographically disaggregated databases, group decision-making processes can become punctuated by computationally-induced interruptions. Consequently, the number of alternative solutions that can be examined during a meeting is controlled, in part, by the performance of the computing environment used rather than the needs of users. The purpose of this paper is to describe a set of computational experiments that demonstrate how high performance parallel computing can be applied to GIS-based analyses to overcome performance barriers. We place a specific focus on spatial interpolation, which is a commonly-applied GIS operation, and demonstrate the effect that the geographical distribution of data has on its performance.
Data contained in GIS databases often consist of discrete sampling points at which a measurement (e.g. air temperature) is taken. Spatial interpolation is used to compute estimated values for a more complete and regularly spaced set of locations, normally a tessellation of square cells. Though many methods of interpolation have been developed
[e.g., 14] , in this paper we concentrate on a simple, but widely-used approach, inverse distance weighting:
where: z j is the value calculated for grid cell j, z i is a measured value at control point location i, w ij controls the effect of the given values on the calculation of z j, and k specifies the number of local control points used to calculate z j .
Often w ij is specified as d ij -a , where d ij is the Euclidean distance between grid cell j and control point i and a is a parameter that controls the contribution that a control point makes to the interpolation of the grid cell value. The number of control points (k) used to calculate an interpolated grid cell value is also normally set as a parameter. In "brute force" approaches to interpolation [12] , the determination of these k-neighboring control points can require a considerable amount of computation (see Table 1 ). Armstrong and Marciano [3] describe the application of parallel computing strategies to brute force interpolation, but even though the results scale well, interactive computing is precluded by unacceptable response times for large problems. Fortunately, the search process can be bounded through the use of a divide and conquer strategy. Table 1 : Runtime in seconds for different computer systems when 1 PE is used with the brute force algorithm. The number of control points = 10,000 in a random arrangement, the number of nearest neighbors = 3, and the output grid = 240x800. Cray C90  2m 29s  Cray T3D  1h 15m  KSR1  2h 08m  Encore MultiMax  33h Clarke [5] describes one approach to reducing search in which control points are assigned to locations in a coarse grid after they are read. When an interpolated value must be calculated for a grid cell, the search for control points is restricted initially to a subset of the study area that is defined by the coarse grid. In previous research we have evaluated the performance of the Clarke algorithm in different MIMD parallel computing environments [4] . In general, the local search strategy it employs dramatically reduces computation times.
Computer System Runtime
It is important to note, however, that even when a vector supercomputer (a Cray C90 in this case) is applied to a mega-cell (1024 x 1024) interpolation problem, more than three minutes of computation is required to compute results. Moreover, the performance of the Clarke algorithm is sensitive to the geographical distribution of control points. This sensitivity is especially significant when parallel computing environments are used because control point distributions impact the relative effectiveness of alternative load balancing strategies. In the next section we describe a set of computational experiments that were designed to elucidate the effects that alternative geographical distributions of data have on the performance of the Clarke interpolation algorithm when different data decomposition strategies are used.
Experimental Datasets
Spatial samples that define the location of control points can be specified in many ways. Though Robinson et al. [16] suggest that best interpolation results are usually obtained by a scatter of control points that is more evenly spaced than random, in some cases the distribution is specified exogenously, while in other cases the sample size and its distribution is limited by budgetary and other constraints. In our experiments five datasets, each containing 10,000 points, were created to evaluate control point distribution effects. The datasets span a range of sampling densities to illustrate the effect of distributional disparities on the performance of the algorithm. In the first dataset the control points are randomly distributed, meaning that while some clustering is expected, the points are generally spread across the grid. We refer to this constant density dataset as CD. The four remaining datasets ( Figure 1 ) were constructed by inserting into the control point distributions vertically (or horizontally) centered partitions of width 1/8th the grid size, referred to here as lacunae. In the first pair of datasets, the control point density in the lacunae was reduced to half the original density: 4,688 points are distributed randomly in the left partition, 4,688 points are distributed randomly in the right partition, and 624 points are distributed in the central lacuna. In the second pair of datasets the density of control points in the lacunae was reduced to zero, resulting in the placement of 5,000 control points in each of the partitions. We call these datasets, 
Initial Parallel Programming Strategy
The parallel machine used in this study, located at the San Diego Supercomputer
Center, is a Cray T3D system that consists of 128 processing elements (PEs), each of which includes a DEC Alpha EV4 (21064) processor and 64 megabytes of memory.
Note, however, that we only provide timings for up to 64 processors, which is the maximum batch queue size available. The system acts as a computational server to a front-end machine, a Cray C90 in this case, that handles all system calls and network communications. T3D processors are organized into nodes consisting of two PEs each. The communication network is a 3-D torus ( Figure 2 ) that connects each PE in a bidirectional manner to its six neighbors (north, south, east, west, up, and down). PEs on the edge of the mesh are connected to PEs on the opposite edge, creating the torus structure. Even though memory is physically distributed among processors, it is globally addressable (any PE can address any memory location in the system), making the T3D a "shared distributed memory" system. This characteristic allows the user to choose from among several high level programming models, such as MPI, PVM, SHMEM, and CRAFT. Figure 2 . Snapshot from the "xmppview" utility which provides an interactive graphic visualization of system activity on the CRAY T3D . The system used is a 8x4x4 PE torus (in the X direction there are 2 PEs per node) and that there are currently 2 users: u6076, is using an 8x2x4 subgrid (64 PEs), and marciano, is using a 4x2x2 subgrid (16 PEs).
In each of the computational experiments reported in this paper we compute a mega-cell (1024 x 1024) grid from an input dataset of 10,000 control points. The results are calculated with the Clarke algorithm using the three closest control points as input.
The Clarke algorithm was parallelized using constructs provided in the CRAFT (Cray Research Adaptive ForTran) programming model [6] . CRAFT is an extension of Fortran 77 that incorporates several Fortan 90 features, such as array syntax and array intrinsics;
it also allows a programmer to shape the structure of a parallel processing strategy by inserting compiler directives (cdir$ ... ) into the Fortran source. The model assumes that all Fortran statements execute in parallel unless explicitly restricted to sequential regions.
One task per PE is created at program startup and, by default, variables are private to each task, meaning that they are replicated such that a copy resides on each PE.
Variables also can be explicitly shared among all tasks using CRAFT directives. 
Results from the CD Dataset Experiments
When the decomposition strategy described in the previous section is used with the CD dataset, a monotonic decrease in runtime is evident as the configuration of T3D
processors is increased from 1 to 64 (Table 2 and Figure 4 ). While nearly five minutes are required with one processor, when 64 are used, runtime is reduced to 7.4 seconds.
The results scale reasonably well over the range of processor configurations tested, though speedups and efficiencies begin a relative decline when the largest configurations (>8 processors) are applied to the problem (Table 2 , Figures 5 and 6 ). This decrease in performance can be attributed to a decrease in data locality: as the grid is decomposed into narrower vertical sections, PEs experience greater difficulty in finding local data points on which to base interpolation calculations and, as a consequence, they must access grid values from the local memory of neighboring PEs, which leads to increased inter-processor communication overhead. Because the T3D supports a "shared distributed memory" model, the procedure used to divide a matrix into blocks that are assigned to the local memory in each PE has an important effect on performance. When control points are spread randomly, as they are with the CD dataset, each PE is assigned a similar load and consequently, each processor is used efficiently. This characteristic of the dataset must be considered before an appropriate spatial decomposition strategy that is selected to allocate tasks among the available processors. In the next section we briefly explore the effect of alternative spatial configurations of control points on the parallel performance of the Clarke algorithm.
Results from the Lacunae Experiments
When we examine the results obtained from the datasets with the half-density of control points in the central partition (VLh and HLh), it is evident that, when compared to the CD results, performance is degraded in all cases. Runtimes for the VLh dataset, for example, increased from 293 to 308 seconds when one processor was used and from 7.4 to 13.2 seconds when 64 processors were used (Table 3) . Note, however, that the orientation of the half-density lacunae does not seem to have a particularly dramatic effect on the results, though clearly the horizontal lacuna effects a smaller performance reduction than the vertical one. This result is expected given the data partitioning strategy used. Table 3 . Runtime in seconds for the T3D running Clarke using 10,000 input points in variable density datasets, k=3, and output grid size=1024x1024. When the results from the datasets with the completely evacuated lacunae are examined (VLz and HLz in Table 3 ) it is clear that the introduction of the vertical lacuna (VLz) has caused a prominent decrease in performance. When 1 processor is used, the runtimes for the VLz and HLz datasets are nearly equal. However, as the number of PEs is increased, the grid is partitioned into correspondingly smaller vertical sections, and there is an increased incidence of processors that are assigned parts of the dataset in which the number of control points is either small or zero. This induces the need for interprocessor communication that contributes to the observed decrease in performance. Figure 7 illustrates that the speedups obtained for HLz are clearly superior to those of VLz. It is important to note, however, that for all experiments in which non-random control point distributions were used, the problem still requires more time than the CD dataset. Figure 7 . A comparison of speedups obtained using datasets with the same density of control points, but with different geographical orientations. The same data decomposition strategy is used in each case.
We can see from these results that the control point distribution determines whether a particular parallelization strategy is likely to be effective. This is most evident for those experiments in which 64 processors are used (see right hand column of Table   3 ). For the CD dataset, 7.4 seconds were required to compute results. In contrast, 231 seconds are needed for the VLz dataset. Note that this disparity in performance is not driven solely by the density of control points. VLz and HLz have the same density, but because they have a different geographical orientation, runtimes are an order of magnitude different (> 10x).
Recall that for all of the previous analyses the following strategy was used to assign data to processors:
Parallelization Strategy 1
cdir$ SHARED grid(:,:BLOCK) {partitioning} cdir$ DOSHARED(j,i) ON grid(i,j) {parallel loop}
We have selected the VLz dataset to illustrate the effect that an alternative data decomposition strategy has on performance, since it exhibited the worst performance in the previous experiments (see row 1 in Table 4 ). If the order in which VLz data are passed to processors is adapted to the geographical configuration of control points, we would expect to see improvements in performance.
To address this point the following strategy was adopted:
Parallelization Strategy 2 cdir$ SHARED grid(:BLOCK,:) {partitioning} cdir$ DOSHARED(i,j) ON grid(i,j) {parallel loop}
The effect of this change is to assign PEs to horizontal slices of the dataset instead of the vertical ones used earlier. In addition, the parallel do loop is indexed on i instead of j.
The resulting reductions in runtime are shown in row 2 of Table 4 . The ratio between strategy one and two is small when one and two PEs are used, but increases rapidly with the introduction of additional processors. This speedup is due solely to the parallelization strategy used.
From these results we can see that for the HLz dataset the first parallelization strategy yields results that scale well (see Figure 7) . In contrast, the VLz dataset is better handled using the second, horizontal, parallelization strategy ( Figure 8 ). 
Concluding Discussion
As GIS technology proliferates into new application areas it will almost certainly be used to support the analysis of computationally complex problems. Many GIS offices and research laboratories now contain several (often dozens) networked workstations.
Clearly, there is abundant opportunity to compute solutions to complex problems expeditiously by exploiting these computational resources using distributed approaches to parallelism such as NOW [1] and programming models supported by Linda, PVM and MPI. Research must be conducted to determine whether these approaches will yield satisfactory results when they are implemented using existing algorithms.
In this paper we have demonstrated that the characteristics of the input data can play a prominent role in the performance of parallel processing strategies when they are applied to geographical problems. Because of these effects, the use of default mappings between data and processors must be carefully examined prior to each analysis. To support the process of matching datasets to decomposition strategies we are pursuing the development of a geographical preprocessor which is based on statistical measurements (e.g., order neighbor and quadrat analysis [9] ) that are designed to assess the geographical characteristics of each dataset that is a candidate for parallelization (see also [8] ). These measures can then be used to inform the selection of an appropriate data decomposition strategy. At present this task might be best performed by visual inspection using diagnostic and parallel performance monitoring tools (see for example, [13] ). This strategy, however, may require considerable skill in parallel programming.
Because parallel programming skills may be in short supply, the results demonstrate a need to automate the parallel decomposition of datasets based on a dynamic analysis of their geographical characteristics. The CRAFT environment we used for the T3D experiments is a static partitioning programming model in which a grid is subdivided into blocks which must all have the same geometry. In contrast, structured and unstructured mesh generation algorithms can be used to partition the interpolation grid into variable size units [11, 18] . Though some research programming environments allow the parallel decomposition of dynamic structured problems [7, 10, 15] , what is needed are environments that provide high-level abstractions to manage data layout and data motion for irregular block-structured applications. Because these irregular grid structures give rise to unpredictable communication patterns that cannot be analyzed at compile-time, they require dynamic and adaptive approaches. A geographical preprocessor that steers the parallel computation needed to obtain interactive levels of response in GIS-based analyses would optimize data motion and minimize interprocessor communication.
