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Although spin is a fundamental quantum number, measuring spin transport in traditional solid
state systems is extremely challenging. This poses a major obstacle to detecting interesting quantum
states including certain spin liquids. In this paper we propose a platform that not only allows for the
electrical measurement of spin transport, but in which a variety of exotic quantum phases may be
stabilized. Our proposal involves two moiré superlattices, built from transition metal dichalcogenides
(TMD) or graphene, separated from one another by a thin insulating layer. The two Coulomb cou-
pled moiré layers, when suitably aligned, give rise to a layer pseudospin degree of freedom. The
transport of pseudospin can be accessed from purely electrical measurements of counter-flow or
Coulomb drag conductivity. Furthermore, these platforms naturally realize Hubbard models on the
triangular lattice with N = 4or 8 flavors. The flavor degeneracy motivates a large-N approximation
from which we obtain the phase diagram of Mott insulators at different electron fillings and corre-
lation strengths. In addition to conventional phases such as psuedospin superfluids and crystallized
insulators, exotic phases including chiral spin liquids and a U(1) spinon Fermi surface spin liquid
are also found, all of which will show smoking gun electrical signatures in this setup.
It is now well appreciated that spin plays an important
role in strongly correlated systems. In addition to sim-
ple ferromagnetic or anti-ferromagnetic ordered phases,
electronic spins can form non-ordered phases such as spin
liquids1–6, which host fractional excitations. Spin liquids
can also exhibit non-trivial spin transport. For exam-
ple, a spin liquid with a spinon Fermi surface supports
metallic spin conductivity while the chiral spin liquid dis-
plays a quantized fractional spin Hall conductivity, a spin
analog of the electrical fractional quantum Hall effect
(FQHE)3,7. Certain chiral superconductors also display
a quantized spin quantum Hall effect8,9. Spin-charge sep-
aration has been proposed to occur in the metallic pseu-
dogap phase of hole doped cuprates10–12. Thus a direct
probe of spin transport could provide important clues
to cuprate physics and a way to detect a host of novel
phases. Alas, measuring spin transport in traditional
solid state systems is unfeasible. In ultracold atomic
gases however, spin conductivity can be measured in the
spinful Hubbard model since the role of spin is played by
effective pseudospin which allows for a greater degree of
control13. Even so, other issues notably with cooling to
very low effective temperatures, crop up in the atomic
platforms. Here, we propose to measure the transport of
a pseudospin formed by the layer degree of freedom in an
electronic material.
Our proposal is based on two recent experimental ad-
vances. First, in recently fabricated moiré systems, cor-
related insulators have been observed in several moiré
systems based on graphene14–24 and transition metal
dichalcogenides (TMD) heterobilayer25–27. However, the
measurement of these moiré systems is limited to the
charge transport and it is hard to probe the spin physics
of the correlated insulators. Second, we note a recent
quantum Hall experiment28 in which two parallel sheets
of graphene separated by an thin insulating hBN layer
were found to realize novel interlayer correlated states
which were established from their Coulomb drag signa-
tures. Here we propose a new class of moiré system
which not only adds a new platform to explore corre-
lated physics, but also makes possible an electrical mea-
surement of pseudo-spin transport, corresponding to the
layer degree of freedom.
We will show that double moiré layer systems can sim-
ulate, to a good approximation, the SU(N) Hubbard
model on the triangular lattice with N = 4 and N = 8.
Then we will focus on the Mott insulating regime and de-
rive a spin model with ring exchange terms up to O( t
4
U3 )
for general N . We map out the phase diagram for var-
ious filling ν while retaining a three-site ring exchange
term K which is pertinent to models with N > 2. In the
Heisenberg limit (K = 0), our results on the triangular
lattice are similar to those of a previous study on the
square lattice29. The effect of the K term was, however,
not explored before and we find that reasonable values
of K can favor a chiral spin liquid (CSL) or a U(1) spin
liquid with spinon Fermi surface even the ground state
is in a crystallized phase at K = 0. Thanks to the abil-
ity of measuring the pseudospin conductivity electrically,
both CSL and spinon Fermi surface states can be easily
detected with clear signatures in our setting.
Setup: As a concrete example, we consider WSe2-
WS2-WSe2 heterostructure as shown in Fig. 1. Because
of the lattice constant mismatch, WS2 provides a tri-
angular moiré superlattice for the two WSe2 layers. It
has already been demonstrated experimentally25,26 that
the moiré narrow band in the case of the single WSe2
layer adjacent to WS2 can simulate a spinful Hubbard
model and realize a Mott insulator with a large charge
gap ∆c ≈ 10 meV at half filling. In our proposed system,
there is an additional pseudospin formed by the layer de-
gree of freedom, which, combined with the spin, leads
to an approximate SU(4) Hubbard model for the narrow
band. Because of the fairly good inversion symmetry of
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2FIG. 1: Double moiré layers systems formed by (a)
WSe2-WS2-WSe2 and (b) graphene-hBN graphen. We
assume alignment i.e. the twist angle is 0 between the
top(bottom) layer and the middle layer. The middle
layer has two roles: (1) provides a moiré superlattice for
the top and the bottom layer. (2) provides an insulating
barrier to suppress the tunneling between the top and
the bottom layer. In this setup, one can apply electric
field Ea in layer a and measure the induced current Ib
in layer b.
TMD at K and K ′ points, there is no flux in the hop-
ping and no Berry curvature in momentum space, which
generically occurs for moiré bands from graphene30. Sim-
ilarly, we can also consider graphene-hBN-graphene het-
erostructure, which has 8 flavors formed by spin, valley
and layer. For the graphene layer, we can use ABC tri-
layer graphene (TG). For TG-hBN-TG, the displacement
fields D1 and D2 within each graphene can be used to
tune the bandwidth and even the band topology of the
moiré band31. In addition, we can tune the total density
N = N1 + N2 and layer spin ρz = N1 − N2 separately.
In total there are four variables N, ρz, D1, D2 to explore
and a rich phase diagram is expected.
Low energy model: We consider systems as shown in
Fig. 1. In the ideal case we want the two triangular moiré
superlattices to be perfectly aligned. In practice, it is
possible to align the angle, but the relative shift Rshift of
the two lattices is hard to control externally. However, as
we argue later, a small Rshift does not change the physics
qualitatively. A large Rshift will lead to a different lattice
model, which may also be interesting. In this paper we
will restrict to small Rshift for simplicity. In this case
we can always use the same index i to label the sites of
lattices in both layers. We will view the layer index a
as internal degree of freedom, which combines with the
spin-valley index α to form the spin index of an effective
Hubbard model30,32,33 at low energy:
H = −
∑
〈ij〉
taαc
†
i;aαci;aα˜ +
U
2
∑
a
n2i − δ
∑
i
ni;1ni;2 + ...
(1)
where a = 1, 2 labels the two layers.
We include interaction terms beyond on-site coupling
in the ... and ni =
∑
aα c
†
i;aαci;aα. If d = 0 and
|Rshift| = 0, the inter-layer on-site repulsion is the same
as the intra-layer on-site repulsion and we can organize
them together in a single on-site Hubbard U . In reality
there is small d and ~Rshift, thus we need to add a small
δ term. We will also assume that the two layer have
the same hopping. For TMD double layer, α =↑, ↓ and
in total we have an approximate SU(4) Hubbard model.
For graphene-hBN-graphene, α = K ↑,K ↓,K ′ ↑,K ′ ↓
is the spin-valley index. In this case the hopping term
has valley-contrasting flux. For simplicity, in this paper
we will ignore the valley-contrasting flux and consider a
SU(8) model formed by layer-spin-valley. We label the
Pauli matrices for layer, spin, valley as ρa, σa, τa. In the
remaining part of the paper we will focus on the follow-
ing SU(N) Hubbard model with N = 4, 8 on triangular
lattice:
H = −t
∑
α,〈ij〉
c†i;αcj;α +
U
2
∑
i
n2i + δ
∑
i
ρi;zρi;z (2)
The δ term introduces easy-plane anisotropy which fa-
vors the super-spin to point along the in-plane direc-
tion in layer space. For TMD double layer, it breaks
the SU(4) symmetry down to SU(2)1 × SU(2)2, where
SU(2)a is the spin rotation for layer a.
Electrical measurement of layer psuedospin
transport: The double moiré layer system makes it pos-
sible to measure the pseudospin transport corresponding
to the layer ρz. Because both N and ρz are conserved
quantities, we can define current ~Jc and ~Js for them. In
the language of the Hubbard model we are trying to sim-
ulate, ~Jc is the charge current and ~Js is a spin current.
In the experiment, because the two layers are separated
by an insulating layer, it is possible to apply electric field
Ea in one layer and measure the current jb in another
layer. In this way, we can get σabxx =
jax
Ebx
and σabxy =
jax
Eby
.
With redefinition ~Jc,s = ~J1 ± ~J2 and ~Ec,s = ~E1± ~E22 ,
we can also apply charge (pseudospin) electric field ~Ec
( ~Es) and measure the charge (pseudospin) current ~Jc
( ~Js). Therefore it is possible to measure σssxx, σccxx, σscxx
and σssxy, σccxy, σscxy. Now σsxx = σssxx and σsxy = σssxy are the
pseudospin conductivity and the pseudospin Hall conduc-
tivity.
Even in the Fermi liquid, σs can be different from σc,
thou the effect is expected to be small. In the strongly
correlated regime, spin and charge may separate and
σs can be even more significantly different from charge
conductivity σc. The best established regime for such
physics is the Mott insulator at integer filling, where the
charge is frozen by the large U . In a Mott insulator,
σcxx = σ
c
xy = 0, but the spin can still be active and have
non-trivial spin transport.
In contrast to the quantum Hall bilayers, the Hub-
bard model in our case provide antiferromagnetic spin
coupling in the Mott insulator regime. On triangular
lattice, more exotic spin liquid phases may emerge and
show non-trivial spin transport. In this paper we will
show that two spin liquids can be favored and "smok-
3ing gun" evidence of them can be easily obtained from
measurement of σsxx and σsxy.
Large N calculation in Abrikosov fermion mean
field theory At integer filling νT , the system is in a
Mott insulator in the U >> t limit because the num-
ber of electron is frozen at each site and the low energy
physics is described by a spin model obtained from t/U
expansion. The results up to the t
4
U3 can be found in the
supplementary for general N > 2. Here we keep only the
O( t
3
U2 ) term for the large N mean field calculation. Let us
point out a special feature that appears for N ≥ 3 which
is absent in the SU(2) case - i.e. a new three-site ring
exchange term K even at zero magnetic field. For the
SU(2) case with S = 1/2 per site, this term (at zero ex-
ternal magnetic field) just modifies the nearest neighbor
Heisenberg coupling. This follows since two of the three
spin projections in N = 2 must be identical. However,
for SU(N) N > 2, a novel three spin ring interaction K
is generated, which we explicitly include.
We introduce fermionic spinon fi;α at each site with
α = 1, 2, ..., N to denote the spin degree of freedom. The
constraint is ∑
α
f†i;αfi;α = νT (3)
Equivalently the density of each flavor is ν = νTN . For
simplicity we only keep the spin model to the third order
of t/U :
HS = −J
∑
〈ij〉
f†i;αfj;αf
†
j;βfi;β
−K
∑
i,j,k∈4
(
f†i;αfk;αf
†
k;γfj;γf
†
j;βfi;βe
iΦ3 + h.c.
)
(4)
with J = 2 t
2
U and K = 6
t3
U2 . Φ3 is the external magnetic
flux through a triangle.
We can use a mean field theory to get the phase dia-
gram withK and ν. The mean field theory ignores fluctu-
ations and is well known to fail for SU(2) case. However,
in the N → ∞ limit the fluctuation around the saddle
point is suppressed by the integration of fermions and
mean field theory becomes more accurate. Therefore, a
mean field calculation may be reliable for our N = 8 case
and may also provide useful insights for the N = 4 case.
To have a controlled large N calculation, we need to
rescale K˜ = KN2 and J˜ = JN . We will fix the filling
ν = νT /N , K˜ and J˜ when taking N to infinite.
We can decouple the spin model to have a mean field
ansatz:
HM = −
∑
〈ij〉
χijf
†
iαfjα + h.c.−
∑
i
µif
†
i;αfi;α (5)
where µi is introduced to satisfy the constraint:
1
N
∑
α〈f†i;αfi;α〉 = ν.
Mean field ansatz χij can be obtained by Feynman’s
variational principle34. Basically the free energy βF ≤
Φ[χij ], here
Φ = 〈S − S˜〉 − log Z˜ (6)
where S is the action of the full Hamiltonian and S˜ is the
action corresponding to the mean field ansatz in Eq. 5.
Z˜ =
∫
D[f ]e−βS˜ is the partition function of the mean
field theory.
We can obtain mean field ansatz χij by minimizing
Φ[χij ], which leads to self consistent equations:
χij = J˜〈Tji〉+ K˜
∑
k,i,j∈4
e−iΦ3〈Tjk〉〈Tki〉 (7)
where Tij = 1N
∑
α f
†
iαfjα.
At T = 0, variational energy is:
EM
N
= −J˜
∑
〈ij〉
〈Tˆij〉〈Tji〉−K˜
∑
i,j,k∈4
(e−iΦ3〈Tik〉〈Tkj〉〈Tji〉+h.c.)
(8)
In the above we have substituted J = J˜N and K =
K˜
N2
to Eq. 4.
We show details of the calculation in the supplemen-
tary. We can always make a particle hole transformation
ν → 1−ν, t→ −t. Hence we only show results for ν ≤ 12 .
A phase diagram is shown in Fig. 2 with ν and J˜
K˜
. At the
Heisenberg limit with K˜ = 0, we find the ground state
is crystallized for ν = 14 ,
1
2 ,
3
8 , but is a chiral spin liquid
for ν = 18 . This result is similar to the large-N calcula-
tion on square lattice29. The crystal phase is a valence
bond solid (VBS) for ν = 12 and a Plaquette order for
ν = 14 (see the supplementary). In our calculation, we
find the ring exchange term K˜ can destabilize the crystal
phase and favor the chiral spin liquid or U(1) spin liq-
uid with spinon Fermi surfaces. For example, at ν = 14 ,
K˜
J˜
= N KJ < −0.7 is enough to favor a chiral spin liquid
over the plaquette order. As KJ ≈ 3 tU , we need a critical
value of tU < − 0.23N = −0.057 for N = 4, which is still
in the strong Mott regime. The chiral spin liquid is only
found for negative t. For a Hubbard model with positive
t, we should search for the CSL at the ν = 34 filling. We
also find a U(1) spin liquid with spinon Fermi surfaces in
the large |K˜| regime. They are always translation invari-
ant, but some ansatz breaks rotation symmetry and has
hopping only along one direction, resulting a decoupled
chain phase.
The CSL phase has uniform amplitude, but the phase
of the hopping breaks translation symmetry. For exam-
ple, for ν = 18 (ν =
1
4 ), the ansatz has one flux in the
enlarged 4× 2 (2× 2) unit cell and therefore each flavor
occupies a Chern band with C = 1. For ν = 38 , each
flavor occupies 3 bands resulting from a 4 × 2 unit cell.
The total Chern number of the occupied three bands is
C = 1.
Electrical signatures for spin physics
4FIG. 2: Phase diagram from the large N calculation.
CSL denotes chiral spin liquid. The pattern of |χij | for
various crystal phases are also shown. In the large K˜
regime, we also find U(1) spin liquids with spinon Fermi
surfaces as shown.
In this section we discuss how we detect various spin
phases found in the large N calculation for the Mott insu-
lator.We will discuss the psudospin transport signatures
of a variety of both exotic and conventional phases rang-
ing from psuedospin chiral liquids with quantized psue-
dospin Hall transport, non-Fermi liquid metallic psue-
dospin transport in spinon Fermi surface states, as well
as psuedospin superfluid phases. In all cases the electric
transport remains insulating.
Crystallized order and exciton condensation
driven by displacement field
At filling ν = 14 , ν =
3
8 and ν =
1
2 , we find the ground
state in the strong Mott limit is a crystallized phase. For
ν = 12 , the gap for the VBS state is ∆ = J˜ = 2J for
N = 2. For ν = 14 , the gap for the plaquette order is
∆ = 0.4J˜ = 1.6J for N = 4. Therefore σs measured
from counterflow transport should be zero at zero tem-
perature. Next we show that inter-layer coherence can
be driven by displacement field D. On top of the crys-
tallized phase, there are gapped excitations generated by
Sαβ = f
†
αfβ . Let us focus on the SU(4) model formed
by double TMD layer. These gapped excitations can be
grouped to ψ†ρaσbψ |G〉 with a, b = 0, 1, 2, 3. Next we
add a term:
H = −D
∑
i
ψ†i ρzψi (9)
Then the gapped magnon corresponding to ρ+ and ρ+~σ
will have energy: E(D) = ∆− 2D. The magnons corre-
sponding to ρ−, ρ−~σ have the energy E(D) = ∆ + 2D.
The magnons generated by ρ0,zσa has constant energy
with D. As a result, when D > ∆2 , the magnons gener-
ated by ρ+ and ρ+~σ will condense. The magnons from
ρ+ and ρ+~σ form a SO(4) order parameter. The final
state will be selected from this SO(4) manifold by some
small parameters. But anyway the U(1) symmetry gen-
erated by ρz is broken and we have inter-layer coher-
ence. As a result, the state will behave as a superfluid in
the counter-flow transport. This is the same symmetry
breaking order as the exciton condensation phase in the
quantum Hall bilayer. But in our setting up, the BEC of
magnons can happen at zero magnetic field and is driven
by a displacement field.
Chiral Spin Liquid: counter-flow Hall conduc-
tivity
For SU(N) model, the CSL state has N flavors, each
is in a Chern insulator with C = 1.
We introduce an external gauge field As = A1−A22 . The
action for the CSL phase is
L = −
N∑
I=1
1
4pi
αIdαI +
1
2pi
N∑
I=1
adαI
+
1
2pi
(
N
2∑
I=1
AsdαI −
N∑
I=N2 +1
AsdαI) (10)
where αI is introduced to describe the Chern insulator
phase for the flavor I. a is the U(1) gauge field from the
Abrikosov fermion parton construction. αI with I ≤ N2
and I > N2 correspond to the top and the bottom layer
respectively.
The above action has U(1)N topological order with
the underlying anyon excitations carrying self statistics
θ = pi − piN . These transform in the fundamental rep-
resentation of the SU(N) global symmetry and give rise
to a spin Hall conductivity σsxy = N
e2
h corresponding to
the response N4piAsdAs. A current I
s
x = 2I
1
x = −2I2x = I
will induce a voltage V 1y = −V 2y = V with spin Hall
resistivity Rsxy =
V
I =
1
N
h
e2 .
The energy scale below which CSL behavior is manifest
is related to the gap in our theory which is of order J .
More precisely at ν = 18 when CSL is realized even when
K˜ = 0, the gap we obtain is ∆ = 0.2J˜ = 1.6J for N = 8.
For ν = 14 at
K˜
J˜
= −1, the CSL gap is ∆ = 0.4J˜ = 1.6J
for N = 4 while for ν = 38 at
K˜
J˜
= −0.5, the CSL gap
is ∆ = 0.6J˜ = 4.8J for N = 8, which appears with a
relatively large prefactor.
Spinon Fermi surface: metallic pseudospin con-
ductivity and quantum oscillation
As we show, increasing t/U can drives the Mott in-
sulator into a U(1) spin liquid with spinon Fermi sur-
faces. The low energy physics of this phase is described
by spinon Fermi surfaces withN flavors coupled to a U(1)
gauge field. In 2 + 1 dimension, such a theory is strongly
coupled and even the 1N expansion fails. It was believed
that the theory flows to a non-Fermi-liquid fixed point
5in low temperature, although a well-established theory is
still absent despite lots of efforts35. Here we do not at-
tempt to solve this long time problem. Instead, we show
that the counter-flow measurement of the pseudospin
conductivity can provide important information to test
predictions of the non-Fermi-liquid behaviors. Through
counter-flow measurement we can get pseudospin resis-
tivity R(T ) at any temperature and one can extract the
exponent α from fitting R(T ) ∝ Tα at low temperature.
Due to the strong gauge fluctuation, it is expected that α
deviates from the Fermi liquid value (which is 2). An ex-
perimental measurement of the exponent α is definitely
valuable for better understanding of this exotic phase.
Besides, the spinon Fermi surface state should also have
a spin analog of Shubnikov-de Haas quantum oscillation
under external magnetic field B (see the supplementary).
Enhanced Coulomb drag in metallic regimes
Lastly we turn our attention away from the Mott in-
sulator to the metallic regime. Now both σs and σc are
non-zero. It can be easily show that ρc − ρs is actually
the Coulomb drag resistivity. If we apply current I in
the second layer, the induced resistivity V in layer 1 is
determined by ρD = VI = ρc − ρs. Strictly speaking, ρc
can be different from ρs even in the Fermi liquid because
there is no symmetry relating the charge current to the
pseudospin current. However, the Drag resistivity ρD in
Fermi liquid theory needs electron-hole asymmetry and
is generically a small effect36. Here we propose a much
more significant Drag effect due to the spin-charge sep-
aration or symmetry breaking in metals close to a Mott
insulator.
First, we can look at the Mott transition tuned by tU ,
which can be gate tunable in ABC trilayer graphene30.
One possible scenario of a continuous Mott transition is
described by the slave boson theory37 ci;σ = bifi;σ. In
this theory we have ρc = ρb + ρf , while ρs ≈ ρf , where
ρb and ρf are the "charge" resistivity for the slave boson b
and the spinon f . Across the transition, the slave boson b
goes through a superfluid-Mott transition and as a result
ρb jumps from 0 to infinite, while ρf is smooth. Exactly
at the critical point, b has a universal resistivity RU at
order of he2 . Therefore ρc = RU + ρf ≈ ρs + RU and we
have a large drag resistivity ρD ≈ RU at order of he2 .
Another place to search for a possible large drag effect
is in the underdoped regime away from the Mott insu-
lator. Here there may be an exotic metallic state with
spin-charge separation, such as a fractional Fermi liquid.
In this kind of phase there is a spin liquid part in addition
to the Fermi liquid, which may contribute an additional
resistivity or Hall resitivity to ρs, leading to drag or Hall
drag effect. Another possibility is a magnetic ordered
metal with inter-layer coherence. In this case we have
ρs = 0 and as a result ρD = ρc.
While there is no well established theory for the metal
insulator transition and for the doped Mott insulator,
here we content ourselves with pointing out that the drag
measurement in the double moiré layer setting can pro-
vide valuable information which can help unveil mysteries
in the metallic regime close to the Mott insulator.
Conclusion In conclusion, we propose a new sys-
tem formed by two moiré layers coupled together with
Coulomb interaction. This set up enables electrical mea-
surement of the transport corresponding to the layer
pseudo-spin. The simple double moiré layers formed by
TMD or ABC trilayer graphene can simulate approxi-
mate SU(4) or SU(8) Hubbard model. Based on large
N calculation, we predict the existence of crystallized
phase, chiral spin liquid and U(1) spin liquid with spinon
Fermi surfaces in the Mott insulators. All of these three
phases can be detected by the counter-flow measurements
we proposed. The ability of measuring pseudo-spin con-
ductivity may also shed light on the possible topological
superconductor or unconventional metals emerging from
doped Mott insulators. A target for future work is to cre-
ate moiré platforms that simulate strongly correlated sys-
tems like the square lattice Hubbard model, along with
the ability to probe spin conductivity.
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Appendix A: Spin model from t/U expansion
At integer total filling νT , we can perform the standard t/U expansion to get an effective spin model for the Mott
insulator in the large U limit. The idea is to divide the kinetic term in terms of the change of interaction energy (for
spin 1/2 case, it is just the change of double occupancy number)38. We will illustrate the calculation for the SU(4)
case. However, up to the t
4
U3 order, the result is the same for any N ≥ 4.
We consider the Hamiltonian:
H = T +HU (A1)
For SU(4), we can write the hopping term as:
T = T0 + T1 + T−1 + T2 + T−2 + T3 + T−3 (A2)
where Tm increases the interaction energy by mU . Or in another language:
[HU , Tm] = mUTm (A3)
where HU = U2
∑
i n
2
i is the Hubbard interaction.
We label Tpq = −t
∑
ij;a c
†
i;acj;aPi;pPj;q, where Pi,p is a projector which constraints ni = p. Then
T0 = T01 + T12 + T23 + T34
T1 = T11 + T22 + T33
T−1 = T02 + T13 + T24
T2 = T21 + T32
T−2 = T03 + T14
T3 = T31
T−3 = T04 (A4)
7It is easy to verify that T †m = T−m. We want to keep only T0 and eliminate Tm with m 6= 0 by a unitary
transformation:
H ′ = eiSHe−iS = H + [iS,H] +
1
2!
[iS, [iS,H]] + ... (A5)
We can perform the transformation systematically by order of 1/U : iS = iS(1) + iS(2) + iS(3) + ..., where iS(k) is
at order O( 1
Uk
). We choose
iS(1) =
1
U
(T1 − T−1 + 1
2
T2 − 1
2
T−2 +
1
3
T3 − 1
3
T−3) (A6)
Because
[iS(1), H] = −(T1+T−1+T2+T−2+T3+T−3)+ 1
U
[T1−T−1+ 1
2
T2−1
2
T−2+
1
3
T3−1
3
T−3, T0+T1+T−1+T2+T−2+T3+T−3]
(A7)
We get an effective Hamiltonian at order O( t
2
U ):
H(2) = T0 +HU +
1
U
[T1 − T−1 + 1
2
T2 − 1
2
T−2 +
1
3
T3 − 1
3
T−3, T0 + T1 + T−1 + T2 + T−2 + T3 + T−3]
− 1
2U
[T1 − T−1 + 1
2
T2 − 1
2
T−2 +
1
3
T3 − 1
3
T−3, T1 + T−1 + T2 + T−2 + T3 + T−3] +O(
1
U2
)
= T0 +HU − 1
U
([T−1, T1] +
1
2
[T−2, T2] +
1
3
[T−3, T3]) + ... (A8)
We can organize these terms by introducing the notation T k(mk, ...,m1) = TmkTmk−1 ...Tm1 and M(m1, ...,mk) =∑k
i=1mi associated with the sequence. In the above we only keep the terms with M = 0.
We always have
[HU , T
k(mk, ...,m1)] = M(m1, ...,mk)UT
k(mk, ...,m1) (A9)
At second order, the effective spin model is
H(2) = − 1
U
T−1T1 (A10)
where we only keep terms which are not zero at the integer filling νT . For doped case, more terms need to be kept.
At third order, We need to remove the other terms T 2(m2,m1) withM 6= 0. This can be done by simply introducing
iS(2) =
1
U2
∑
M(m2,m1)6=0
C(m2,m1)
1
M(m2,m1)
T (2)(m2,m1) (A11)
which givs Hamiltonian H(3) from transformation generated by iS = iS(1) + iS(2). Here C(m2,m1) is the coefficient
of T (2)(m2,m1) in H(2).
Then at the fourth order, we need to remove the terms T 3(m3,m2,m1) with M 6= 0 generated in H(3). Similarly
we need to use
iS(3) =
1
U3
∑
C(m3,m2,m1)
1
M(m3,m2,m1)
T (3)(m2,m1) (A12)
Finally, the unitary transformation generated by iS = iS(1) + iS(2) + iS(3) produces the effective Hamiltonian H(4)
at the order of O( t
4
U3 ). We numerically collect all of the terms and keep the only terms which are non-zero in the
subspace at integer filling νT , which should satisfy the necessary condition:
m1 = 1
mk = −1
n∑
i=1
mi ≥ 0 (A13)
8for any n.
The final result at the fourth order is:
H(4) = − 1
U
T (2)(−1, 1) + 1
U2
T (3)(−1, 0, 1) + 1
U3
(−T (4)(−1, 0, 0, 1)
− 1
2
T (4)(−1,−1, 1, 1) + T (4)(−1, 1,−1, 1)− 1
3
T (4)(−1,−2, 2, 1)) (A14)
The above expression is actually the same as the SU(2) case. Actually the expression holds for any SU(N). Next
we need to rewrite it using only spin operators.
For SU(N), we have generators ta with a = 1, ..., N2 − 1 with normalization rule Tr(tatb) = 4δab. We can then
expand T k(mk, ...,m1) with ta11 t
a2
2 ...t
ak
k . The coefficient is
1
Nk
Tr
(
ta11 t
a2
2 ...t
ak
k T
k(mk, ...,m1)
)
(A15)
For our purpose of doing large N calculation using Abrikosov fermion fα, it is more convenient to write the spin
model directly with fα. Here for simplicity we only keep terms up to O( t
3
U2 ), the spin model is
H = −2t
2
U
∑
〈ij〉
f†i;αfj;αf
†
j;βfi;β − 6
t3
U2
∑
i,j,k∈4
(
f†i;αfk;αf
†
k;γfj;γf
†
j;βfi;βe
iΦ3 + h.c.
)
(A16)
where we have assumed Einstein summation convention for α, β, γ = 1, 2, ..., N . Φ3 is the magnetic flux for each
triangle.
The above expression works for any inter filling of SU(N) model with N ≥ 3. One needs to be careful about the
SU(2) case. For SU(2), the real part of the three-site ring exchange term can actually be decomposed to nearest-
neighbor coupling. As a result, the only ring-exchange term is−6 t3U2 i sin(Φ3)
∑
i,j,k∈4
(
f†i;αfk;αf
†
k;γfj;γf
†
j;βfi;β − h.c.
)
,
which vanishes without external magnetic flux. For N ≥ 3, we have the three-site ring exchange term even without
external flux.
For the fundamental representation at νT = 1, we can also rewrite the spin model with ring-exchange terms, which
are permutation of spin configuration. We define Pij = |αβ〉 〈βα|, Pijk = |αβγ〉 〈βγα| and Pijkl = |αβγδ〉 〈βγδα|.
Here |α1α2α3...αk〉 labels one spin basis for the sites i1, i2, i3, ..., ik.
We can rewrite the spin model in terms of ring-exchange terms:
HS = J
∑
ij
Pij + J
′ ∑
〈〈ij〉〉
Pij + +J
′′ ∑
〈〈〈ij〉〉〉
Pij
+
∑
i,j,k∈4
(K3Pijk + h.c.) +
∑
i,j,k∈4′
(K ′3Pijk + h.c.)
+K4
∑
i,j,k,l∈
(eiΦ4Pijkl + h.c.) (A17)
with
J = 2
t2
U
+ 12
t3
U2
+ 60
t4
U3
(A18)
where we assume hopping is −tc†i cj .
J ′ = (22
2
3
)
t4
U3
(A19)
and
J ′′′ = (3
1
3
)
t4
U3
(A20)
9K3 = −6 t
3
U2
eiΦ3 − 30 t
4
U3
eiΦ4 − 4 t
4
U3
(A21)
K ′3 = −10
t4
U3
eiΦ4 − 4
3
t4
U3
(A22)
and
K4 = 20
t4
U3
(A23)
For SU(4), the following expression may be useful:
P123 + h.c. = −1
8
∑
[ta,tb]=0
ta ⊗ tb ⊗ (tatb) (A24)
i(P123 − h.c.) = 1
16
∑
a,b,c
fabcta ⊗ tb ⊗ tc (A25)
where [ta, tb] = ifabctc. a, b, c is summed over 0, 1, ..., 15. Note that the second term is time reversal odd.
Appendix B: Quantum oscillation of the spinon Fermi surface
Strictly speaking, the spinon Fermi surface is neutral and only couples to the internal U(1) gauge field. However,
the internal magnetic field b = da can be locked to the external magnetic field39,40:
b = γB (B1)
with a factor γ which depends on tU .
From Eq. 8, for a uniform ansatz giving spinon Fermi surfaces, the mean field energy is:
EM
N
= −J˜
∑
〈ij〉
|〈Tˆij〉|2 − 2K˜
∑
i,j,k∈4
|〈Tˆij〉|3 cos(Φb3 − ΦB3 ) (B2)
where we assume a uniform |〈Tˆij〉|. ΦB3 and Φb3 are the external and internal flux through a triangle. The K˜ term
clearly favors Φb3 to be locked to the external flux ΦB3 . However, the diagmatic response of the spinon Fermi surface
will suppress an internal magnetic flux. The competition of the above two opposite effects lead to b = γB with γ < 1.
Because of the locking between b and B, spin resistivity will show a Shubnikov-de Haas quantum oscillation under
external magnetic field B.
b is dynamically generated to minimize the following energy
EM (B) = χf |b|2 +A|b−B|2 (B3)
where χf ∼ 1m∗ ∼ J is the Landau diamagnetism for the spinon Fermi surface and A ∼ K is from the second term of
Eq. B2. The minimization leads to γ = bB =
A
A+χf
. In the K << J limit, we get γ ∼ KJ ∼ tU . So deep inside the
Mott insulator this effect may be small. However, γ is expected to become 1 when the system is close to the Mott
transition, although the effective spin model breaks down in such a regime.
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Appendix C: Details of the large-N mean field calculations
FIG. 3: Mean field energy for different fillings. δE is defined relative to the energy of the ansatz with 1× 1 and real
hopping.
In the calculation, we choose different unit cell with size m×n and solve the self-consistent equations in Eq. 7 using
the iteration method starting from a randomly chosen ansatz. The iteration method is not guaranteed to find the
global minimum. We need to start from several different initial ansatz and keep the best solution. During every step
of the iteration, m× n number of chemical potentials are solved to implement the constraint that 1N 〈f†i;αfi;α〉 = ν at
each site i. This requires to solve m× n non linear equations, which is a very hard task. In our calculation, we label
the m× n site as i = 1, 2, ...,m× n. At every step, we get the chemical potential µi with the bisection method from
the equation ni = 〈f†i fi〉 = 1ν and then moves to the next site i+ 1. By repeating this procedure, we managed to let
|ni − 1ν | < 0.0001 for most of the cases. However, for ν = 18 , the solution of chemical potential is not very good for
the 4× 2 with real hopping and as a result there is noise in the mean field energy, as shown in Fig. 3. But the energy
of the 4× 2 with real hopping is always higher than the CSL state even with noise, so we believe the conclusion that
the CSL phase is the ground state for K˜
J˜
∈ [−4.0, 2.3] is robust.
In Fig. 3 we show the energy of different ansatz along with K˜
J˜
. For each filing ν, we choose different unit cells.
For each unit cell configuration, we choose to restrict tij to be real or allow it to be complex. For each filling ν, we
tried several different unit cell, but we find one specific unit cell is the mostly favored configuration in addition to
the translation invariant ansatz. For example, for ν = 18 , the favored unit cell configuration is 4 × 2. In the ansatz
with enlarged unit cell, usually the two lowest energy ansatz are the crystal phase and the chiral spin liquid (CSL)
phase. For the crystal phase, we find the ansatz restricted to real hopping and complex hopping has the same energy,
as shown for K˜
J˜
> −0.5 at ν = 38 and K˜J˜ > −0.7 at ν = 14 , For both ν = 14 and ν = 18 , in a region for negative K˜, the
energy for the complex ansatz is lower than that with only real hopping. In this region, we find that the CSL phase
has slightly lower energy than the crystal phase. For ν = 12 , the energy of the crystal phase is lower than the CSL
phase with K˜
J˜
∈ [−2.4, 2.5], outside of which the spinon Fermi surface state is favored. However, the CSL phase has
11
only slightly higher energy after adding K˜. This implies that the CSL phase may be favored if we add even a small
external flux Φ3 at half filling ν = 12 .
FIG. 4: The amplitude of the hopping |χij | for the crystallized phase. (a) VBS order for ν = 12 at K˜ = 0. (b)
Plaquette order for ν = 14 at K˜ = 0. (c) A crystallized order for ν =
3
8 at K˜ = 0. (d) A "stripe" order for ν =
3
8 at
K˜
J˜
= −2.5, the translation symmetry breaking along a˜2 is much weaker.
The symmetry breaking pattern for the crystal phase is shown in Fig. 4. For the CSL phase the amplitude of the
hopping is uniform. In Fig. 5 and Fig. 6 we show dispersion for the crystal and CSL phases at various fillings and
different values of K˜. One can see that the dispersion is usually quite flat and there is an obvious gap at order of
0.2 − 0.5J˜ . For ν = 38 , a stripe order is found for K˜/J˜ ∈ [−3.5,−2.0]. In this stripe order the gap is very small or
zero.
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FIG. 5: Dispersion for crystal and CSL phases. The energy is in unit of J˜ . (a) The CSL for ν = 18 at K˜ = 0; (b) The
Plaquette order for ν = 14 at K˜ = 0; (c) The CSL for ν =
1
4 at
K˜
J˜
= −1; (d) The VBS for ν = 12 at K˜ = 0.
1. Competing spinon Fermi surface ansatz
For large | K˜
J˜
|, we find that spinon Fermi surface ansatz with 1×1 unit cell is favored. However, there can be several
different ansatz with close energy. Their main difference is whether the C6 symmetry is preserved.
For ν = 14 and ν =
1
8 , we find decoupled chain phase is favored for negative large
K˜
J˜
. But for ν = 14 , if we further
increase |K˜|, the uniform ansatz finally wins, as shown in Fig. 7(c). However, the hopping χij is negative, implying
that the Fermi surface is the same as that for ν = 34 if we assume t > 0 in the Hubbard model. There is a van Hove
singularity and the state should be unstable. The weak Mott regime of ν = 34 is likely to be a spin density wave
insulator. For ν = 12 , we also find a competing spinon Fermi surface phase shown in Fig. 7(b). At each site i, there
are three hoppings along three directions. In this nematic phase with only C2 symmetry, all of three hoppings have
the same magnitude. However, two of them are positive while the third one is negative.
In the region where spinon Fermi surface state is favored, t/U should already be large and our calculation at the
order O( t
3
U2 ) may not be sufficient to find the ground state. We leave a better analysis to future.
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FIG. 6: Dispersion for ν = 38 . The energy is in unit of J˜ . (a) The crystallized phase at K˜ = 0; (b) The CSL phase
K˜
J˜
= −0.5; (c) The stripe phase at K˜
J˜
= −2.5. The unit cell is still 4× 2, but the symmetry breaking along a2
direction is weak. (d) The stripe phase at K˜
J˜
= −3.5. In this case the symmetry breaking along a2 direction is
almost zero. As a result the phase is gapless along a2 direction.
FIG. 7: Different competing ansatz for spinon Fermi surface with 1× 1 unit cell. (a) Plot of χij for the decoupled
chain phase, favored at K˜
J˜
< −2.3 regime for ν = 14 and K˜J˜ < −4.0 for ν = 18 . (b) Another competing spinon Fermi
surface state for K˜
J˜
< −2.4 at ν = 12 ; C6 symmetry is broken down to C2 and the center of the spinon Fermi surface
is at the M point. (c) At ν = 14 , when we decrease
K˜
J˜
to around −5, the uniform ansatz wins over the decoupled
chain phase. We have χij < 0, and the spinon Fermi surface has Van Hove singularity, the same as that for the
Fermi liquid at ν = 34 .
