Abstract. A general linear model can be written as Y = XB 0 + U, where Y is an N p matrix of observable dependent variables, X is an N q matrix of independent variables, B 0 is a q p matrix of parameters, and U is an N p matrix of unobservable random variables. The elements of X may be observable or alternatively unobservable (that is, latent); they may be nonstochastic or stochastic. The model includes regression, linear functional and structural relations, multivariate analysis of variance, factor analysis, and some simultaneous equations models. This paper considers the relationships between various models and presents methods of estimating the parameters under various conditions. Testing hypotheses about the rank of XB 0 (the dimensionality of the latent variables when X is not observed) are also treated.
is a q p matrix of parameters, and U is an N p matrix of unobservable random variables. The elements of X may be observable or alternatively unobservable (that is, latent); they may be nonstochastic or stochastic. The model includes regression, linear functional and structural relations, multivariate analysis of variance, factor analysis, and some simultaneous equations models. This paper considers the relationships between various models and presents methods of estimating the parameters under various conditions. Testing hypotheses about the rank of XB 0 (the dimensionality of the latent variables when X is not observed) are also treated.
A Linear Model.
In this paper we consider a general linear model in multivariate analysis that includes regression models, multivariate analysis of variance (MANOVA) models, and factor analysis models. Some of these models go by names of linear functional relationships, linear structural relationships, and canonical correlations. An attempt will be made to use a uni ed approach to these models. This paper is primarily expository. An important objective is to compare the models obtained by assigning di erent properties to X and to show the interrelationships among the models. In each case the maximum likelihood estimators of B and u under normality will be given as examples of estimation procedures. Also, likelihood ratio criteria for testing hypotheses about B are given. A particular question is the rank of B, which is the dimensionality of the space of Bx . The estimators and criteria in the di erent models will be compared. We shall not discuss alternative estimation and testing methods although they are important; we shall not develop the distributions or asymptotic distributions of the estimators and criteria. This paper updates (and abbreviates) the author's Wald lectures to the IMS in 1982 Anderson (1984a) ]. More details and references can be found in Chapters 8 and 12 of Anderson (1984b) . 
