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ABSTRACT External control of oscillatory glycolysis in yeast extract has been performed by application of either homogeneous
temperature oscillations or stationary, spatial temperature gradients. Entrainment of the glycolytic oscillations by the 1/2- and 1/3-
harmonic, as well as the fundamental input frequency, could be observed. From the phase response curve to a single temperature
pulse, a distinct sensitivity of NADH-oxidizing processes, compared with NAD-reducing processes, is visible. Determination of
glycolytic intermediates shows that the feedback-regulated phosphofructokinase as well as the glyceraldehyde-3-phosphate
dehydrogenase are the most temperature-sensitive steps of glycolysis. We also ﬁnd strong concentration changes in ATP and
AMP at varying temperatures and, accordingly, in the energy charge. Construction of a feedback loop for spatial control of
temperature by means of a Peltier element allowed us to apply a temperature gradient to the yeast extract. With this setup it is
possible to initiate traveling waves and to control the wave velocity.
INTRODUCTION
Feedback control in open systems is a characteristic property
of life and can be observed at all levels of biological organi-
zation, ranging from single cells to organs and organisms. A
common behavior, associated with this kind of regulation, is
the occurrence of oscillations. Rhythmic changes of enzyme
activities and their metabolites are known for many different
organisms (Hess, 1997; Berridge and Rapp, 1979). There are
more and more experimental as well as theoretical results,
which demonstrate that temporal oscillations can have im-
portant impacts for biological information processing, e.g.,
as frequency encoding (De Koninck and Schulman, 1998;
Hajnoczky et al., 1995; Dupont and Goldbeter, 1998; Tang
and Othmer, 1995).
Investigations of chemical model systems, for example, the
Belousov-Zhabotinsky reaction (Zaikin and Zhabotinsky,
1970), have shown that autocatalytic (e.g., feedback-
regulated) reactions can lead to the formation of dynamic
(Mu¨ller et al., 1985) as well as stationary (Castets et al., 1990)
patterns, provided they are coupled to transport, e.g., diffusion
in unstirred solutions. Recently, traveling reaction-diffusion
waves have been reported in many different biological
systems, for instance, traveling calcium waves in frog eggs
(Lechleiter et al., 1991) or cAMP waves in Dictyostelium
discoideum cell layers (Alcantara and Monk, 1974). The
propagation dynamics of these waves also contain informa-
tion, which may act at another hierarchic level of cellular
organization; e.g., they can coordinate cellular processes at
larger spatial scales (Petty and Kindzelskii, 2001).
Due to the enormous potential of nonlinear reactions for
biological information processing, there is a general interest to
control the dynamics of spatial and temporal patterns by
external forces. Glycolysis plays a central role for the energy
metabolism of nearly all living organisms as well as for the
coordination of metabolic networks. Experimental (Markus
et al., 1985; Boiteux et al., 1975) as well as theoretical
(Termonia and Ross, 1982) work, has demonstrated that
temporal oscillations of glycolysis in a yeast extract can
be efﬁciently entrained by periodic glucose infusion. Our
own ﬁndings (Mair and Mu¨ller, 1996; Mair et al., 2001), as
well as the results from Petty and Kindzelskii (2001), have
shown that oscillatory glycolysis is additionally associated
with the generation of traveling NADH and proton waves.
These glycolytic patterns may be a means for the regulatory
functions of glycolysis, e.g., the propagation of spatial
information (cf. Dzeja and Terzic, 2003). For the elucidation
of the functions of these spatial phenomena an external
control with noninvasive perturbations is required. The results
of this work demonstrate that temperature can be efﬁciently
used for this purpose.
MATERIALS AND METHODS
Preparation of yeast extract
All experiments were performed with cell-free yeast extracts from com-
mercially available baker’s yeast (Saccharomyces cerevisiae), except for the
experiments with spatial temperature control, where aerobically grown
Saccharomyces carlsbergensis was used. These two yeast strains differ in
their sensitivity toward temperature for optimal growth. Although the tem-
perature optimum for S. cerevisiae is 32C, it is 28C for S. carlsbergensis.
The extracts were prepared according to the method published by Hess
and Boiteux (1968), except that the phosphate buffer was replaced by
25 mM MOPS, 50 mM KCl, pH 6.5.
Measurement of glycolytic oscillations and
control of temperature
Two differentmethodswere applied. For investigation of temporal dynamics,
the glycolytic oscillations were started by addition of trehalose and phosphate
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to the yeast extract, and the absorbance changes of NADH at 344 nm were
spectrophotometrically determined with a thermostatic photometer. These
experiments were done with yeast extract from S. cerevisiae.
For investigations of spatial and temporal dynamics, yeast extract was
ﬁxed together with trehalose and phosphate in 1% agarose-gel (Type IXA;
Sigma, St. Louis, MO). The gelation process was performed at;0C and the
resulting gel placed on a Peltier element. This Peltier element served to
control the temperature in the gel, either in a spatially homogeneous way
(oscillations) or to produce spatial temperature gradients. A detailed
description of this setup will be presented elsewhere. Brieﬂy, the current
ﬂow through the Peltier element is controlled by a computer in such a manner
that one-half of the element can be cooled whereas the other half can be
heated, which establishes well-deﬁned temperature gradients. These
gradients were measured and quantiﬁed with an infrared camera and with
thermocouples. Conventional homogeneous cooling/heating is also possi-
ble. The temperature in the gel is measured at two opposite sides of the gel
with thermocouples to control the temperature via a feedback loop regulated
by PID controllers (Fig. 1). The time constant of this control loop is 18 s.
This is well below the period length of glycolytic oscillations. The gel was
then illuminated with monochromatic light (340 nm) and the spatiotemporal
distribution of NADH was measured via its ﬂuorescence at 460 nm with
a charge-coupled device camera, containing an image intensiﬁer (MCP-
bialkali photocathode, Optronis GmbH, Kehl, Germany). The resulting
movie was stored on a computer by a frame-grabber card.
Perturbation by a temperature pulse
In the temperature-perturbation experiments, the temperature pulse, DT¼ 20
6 1C at 20C (or DT¼ 196 1C at 25C), was produced by immersing the
cuvette (optical glass, 1 mm) into a hot-water bath of 46.1 s for ;10 s until
the temperature of the sample reached40C and immediately afterwards in
an ice-water bath for;4 s to return to 20C. The temperature was measured
with a thermocouple (Fluka 2190A;Milwaukee,WI) immersed in a reference
cuvette ﬁlled with water.
The total time consumed for this procedure is ,30 s. The temperature
pulse was applied typically after two cycles of oscillation. One or at most
two pulses were applied for one run of the oscillation.
Entrainment by a temperature cycle
The entrainment experiments were carried out on a Shimadzu (Columbia,
MD) ultraviolet-visible spectrophotometer (UV-2101 PC) in connection
with an electronic temperature controller (Shimadzu SPR-8). The system
was at ﬁrst maintained at a constant temperature (20.06 0.2C) until the ﬁrst
minimum in the NADH oscillations was reached. Then, the temperature
cycle was started with an increase in temperature. The oscillations were
monitored in absorbance at 340 nm. The amplitude of the periodic
temperature change was 7.5 6 0.5C as measured inside the reference
cuvette (1 mm) as speciﬁed above.
Concentration measurements
The concentrations of metabolites, i.e., glucose 6-phosphate (G6P), fructose
6-phosphate (F6P), fructose 1,6-biphosphate (FBP), dihydroxy acetone
phosphate (DAP), and glyceraldehyde 3-phosphate (GAP) were determined
by enzymatic methods (Bergmeyer, 1974). The probes for each of the
speciﬁc assays were taken both at the minima and maxima of the oscillation
monitored in absorbance at 340 nm. The average concentration of the two
extrema was taken to represent the average value of the metabolites during
the oscillations.
RESULTS
As for chemical and biochemical reaction kinetics, we ﬁnd
a strong temperature dependence for the metabolic ﬂow
through the glycolytic pathway, measured via NADH-con-
centration changes. The period of the glycolytic oscillations
depends exponentially on temperature (Fig. 2 A). From the
slope of the Arrhenius plot we can calculate EA to be 75 kJ/
mol for S. carlsbergensis (Fig. 2 B) and 85 kJ/mol for S.
cerevisiae (data not shown). The temperature dependence of
glycolytic oscillations is nearly identical for these two yeast
strains, except that there is a shift of ;4C to lower temper-
atures for S. carlsbergensis, reﬂecting the different temper-
ature optima for growth. For further analysis of the effect of
temperature on the glycolytic dynamics, we choose the yeast
extract from S. cerevisiae.
The wave form of the oscillations is inﬂuenced by
temperature. As shown in the insert of Fig. 3, an oscillatory
cycle can be divided into two parts: regime I extends from the
absorption minimum to the maximum (time t1) and regime II
from the maximum to the minimum (time t2). Both t1 and t2
decrease with increasing temperature (Fig. 3). However, they
change in a different manner; the slope of t2 is larger than that
of t1 in the lower temperature range (8–17C) and the op-
posite is true in the higher temperature range (17–30C).
Fig. 4 A illustrates typical phase-shifting effects of a
temperature pulse (DT ¼ 20C) applied during regime I and
II during one cycle of the oscillation. When the temperature
pulse is applied to regime I, the oscillation is drastically
accelerated, whereas no remarkable change is observed
when the pulse is applied to regime II.
The phase response curve derived from such experiments
is displayed in Fig. 4 B along with a typical cycle of the
oscillation (Fig. 4 C). The cycle immediately before the
applied pulse was taken as the reference period to calculate
the phase shift. It was determined for any given phase of the
oscillation by measuring the time interval between the
absorbance minimum before and after the temperature pulse.
FIGURE 1 Schematic drawing of the experimental setup for spatial
temperature control. See text for further explanations.
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If the oscillation after the pulse reaches the minimum
earlier than the control, it is deﬁned as a positive phase shift
(1Du, phase advance), otherwise as a negative phase shift
(Du, phase delay). During the time period of the whole
experiments, which is about one hour, the drift of the period
of the oscillations (at 20C) is ;1 min (i.e., not .24) as
determined in a control where no temperature pulse was
applied.
Large phase advances (up to 230, roughly regime I) are
observed at small phase angles, compared with only rather
small phase delays at large phase angles (280–360, roughly
regime II). The phase angle at which the phase shift changes
its sign is ;250–280, depending on the preparation. As for
the temperature dependence of the oscillation periods, we
ﬁnd an exponential relation for the temperature-pulse in-
duced phase shifts.
Fig. 5 illustrates typical entrainment patterns of the
glycolytic oscillations when subjected to periodic tempera-
ture changes. Fig. 5 A shows the autonomous oscillation with
a period of 13 min at 24.3C. With t0 being the period of the
autonomous oscillation, t the period of the temperature
cycle, and t# the period of the entrained glycolytic
oscillation, we ﬁnd the following entrainment patterns: 1/3-
harmonic (Fig. 5 B) t/t0 ¼ 0.30, t ¼ 4 min, t# ¼ 3t; 1/2-
harmonic (Fig. 5 C) t/t0 ¼ 0.46, t ¼ 6 min, t# ¼ 2t; and
entrainment by fundamental frequency t/t0 ¼ 0.62, t ¼ 8
min, t# ¼ t (Fig. 5 D) or t/t0 ¼ 1.85, t ¼ 24 min, t# ¼ t
(Fig. 5 E). The entrainment patterns are largely determined
by the temperature sensitivity of the oscillatory cycle at small
phase angles where rising temperature accelerates the reduc-
tion of NAD to NADH and falling temperature does just
the contrary.
Fig. 6 displays a typical temperature dependence of the
average concentration of several metabolites (FBP, G6P,
F6P, GAP, and DAP). There are only slight concentration
variations in G6P, F6P, and DAP from 10 to 35C. On the
contrary, the concentrations of FBP and GAP decrease
strongly in this temperature range.
In Fig. 7 a the average concentrations of ATP, ADP, and
AMP as a function of temperature are shown. An increase
from 10 to 35C leads to a doubling of the concentration of
ATP, whereas that of AMP decreases by 50%. The con-
centration of ADP appears to pass through a maximum, but
the net change is relatively small. The total amount of the
adenosine nucleotides (;1.4 mM) remains constant. One
ﬁnds, in addition, that the energy charge ([ATP]1 [ADP]/2)/
([ATP] 1 [ADP] 1 [AMP]) calculated from the data in
Fig. 7 A increases with rising temperature (Fig. 7 B).
The coupling of a feedback-controlled reaction (i.e., an
autocatalytic one) with transport often leads to the generation
of reaction-diffusion waves. Our previous ﬁndings have also
shown, that oscillatory glycolysis can lead to traveling
NADH and proton waves, which exhibit the characteristic
propagation dynamics of reaction-diffusion waves (Mair and
Mu¨ller, 1996). Application of a temperature gradient to a gel-
ﬁxed yeast extract from S. carlsbergensis induces traveling
FIGURE 3 Temperature dependence of the times for the ﬁrst (t1) and
second (t2) phase of the glycolytic oscillation from S. cerevisiae extract.
Here, t1 is deﬁned as the time interval from the absorption minimum to the
maximum and t2, from the maximum to the minimum (insert). t1 (s); t2 (d).
FIGURE 2 Temperature dependence of the period of the glycolytic
oscillations of the cell-free cytoplasmic extracts of yeast S. cerevisiae. The
oscillation was induced by addition of trehalose and potassium phosphate
and monitored by absorption at l ¼ 340 nm. (A) Plot of the period versus
temperature. (B) Arrhenius plot of the data shown in panel A.
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NADH waves that start to propagate from the warm half of
the gel (Fig. 8). The velocity of the waves decreases
continuously (Fig. 9) as they reach the cold half of the gel.
Interestingly, wave propagation stops at;10–12C, whereas
spatially homogeneous oscillations are still observable down
to 3C.
DISCUSSION
The velocity of chemical and biochemical reactions is greatly
affected by temperature. In general, there is an exponential
temperature dependence, described by the Arrhenius equa-
tion, from which the activation energy of a particular reaction
can be deduced. The glycolytic pathway consists of a
sequence of enzymes, each of which exhibits temperature
sensitivity. Therefore, an effect of temperature on the glyco-
lytic ﬂow cannot be directly attributed to a particular reac-
tion. Nevertheless, it can be expected that temperature effects
on the overall ﬂow will be larger when rate-limiting steps of
the pathway are involved.
There is a strong temperature sensitivity of the dynamics
of glycolytic oscillations, which follows the well-known
Arrhenius relation. This is valid for extracts from both
strains, S. cerevisiae and S. carlsbergensis. The shift of the
FIGURE 4 Phase response curve derived by application of temperature
pulses at a ground temperature of 20C. (A) Typical example of the effect of
a temperature pulse (DT ¼ 20C) on the oscillation. The arrows show the
time when the temperature pulse was applied. The ground temperature was
20C. (B) Phase advance (1Du) and phase delay (Du) at different phases
(u) of the glycolytic oscillations. (C) Attribution of the different phases u to
a glycolytic cycle.
FIGURE 5 The entrainment pattern of the glycolytic oscillations under
periodic temperature variation. The unperturbed, autonomous oscillations,
as measured by the NADH absorbance, are shown in panel A. In panels B–E
the top trace corresponds to the NADH oscillation and the bottom trace to
the temperature cycle. The amplitude of the temperature cycle is 7.5 6
0.5C.
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curve to lower temperatures for S. carlsbergensis demon-
strates that biochemical reactions in the cytoplasm (the
extract contains no organelles), e.g., glycolysis, are impor-
tant for the decreased temperature optimum of growth. Al-
though the pathway as a whole does not have an activation
energy as deﬁned in the Arrhenius equation, we can calculate
an apparent activation energy from the slope of the Arrhenius
plots (Fig. 2 B). We ﬁnd energies of 75 kJ/mol and 85 kJ/mol
for S. carlsbergensis and S. cerevisiae, respectively. This is
in good agreement with data from Hess et al. (1966) who
reported a value of 80 kJ/mol for extracts of S. carlsbergen-
sis and from Grospietsch et al. (1995) who reported a value
of 77 kJ/mol for extracts of S. cerevisiae.
A precise inspection of the oscillatory behavior shows that
the temperature has a biphasic effect on the form of the
oscillation. NADH oxidation is affected more strongly at
lower temperatures, whereas .17C, NAD reduction is
more affected (Fig. 3). This points to at least two different
controlling steps in the glycolytic pathway having different
temperature sensitivities. This is in agreement with the
results from the temperature-pulse experiments. The corre-
sponding phase response curve (Fig. 4 B) shows different
sensitivity of the oscillation toward a temperature pulse when
it is applied at different phases of the cycle. In this case,
NADH reduction is more sensitive to temperature changes
than NAD oxidation. In addition, the fact that temperature
itself induces phase shifts demonstrates that it interacts
directly with the oscillatory reactions; i.e., it is an efﬁcient
means for external control of glycolytic oscillations.
To identify the reactions responsible for temperature
sensitivity of glycolysis, we have determined the average
concentrations of some of the metabolites (see Materials and
Methods) during oscillatory glycolysis running at different
temperatures. The results show that there are at least two
reactions with large changes in the enzyme activity: the
phosphofructokinase (PFK) and the glyceraldehyde-3-phos-
phate dehydrogenase (GAPDH), whose product/substrate
decrease by .300% when the temperature is increased from
10 to 35C (Fig. 6). The other measured metabolites exhibit
much less temperature sensitivity.
The PFK shows a strong feedback regulation via adenine
nucleotides as is also the case for the pyruvate kinase. One
model to explain the generation of glycolytic oscillations is
based on this feedback regulation of PFK (Hess et al., 1968;
Goldbeter and Lefever; 1972). According to this model, one
would expect that changes in the dynamics of glycolytic
oscillations are mediated by changes in the PFK activity. The
FIGURE 6 The temperature dependence of the average concentrations of:
FBP ()), G6P (s), F6P (d), GAP (n), and DAP (h) during the
oscillations.
FIGURE 7 Temperature dependence of energy charge. (A) Average
concentration of ATP (s), ADP (h), and AMP d). (B) Energy charge
calculated from the data shown in panel A.
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fact that this reaction shows the most pronounced sensitivity
toward temperature is in line with this assumption. Further
support for this view comes from the concomitant measure-
ments of the adenine nucleotide concentrations. The inhibitor
(ATP) and the activator (AMP) of PFK display the greatest
concentration changes (Fig. 7A). The increase of the inhibitor
at higher temperatures (.100% at 35C) together with
a comparable decrease of the activator sufﬁciently explains
the decrease of PFK activity in the upper temperature range.
The corresponding changes of the energy charge (Fig. 7 B)
demonstrate the tight coupling between the energetic status
of the yeast extract and the regulation of glycolysis.
Interestingly, the GAPDH activity is similarly strongly
affected by temperature. In this case, one should consider the
GAPDH/PGK enzyme complex, which couples the phos-
phorylation cycle of the adenine nucleotides to the reduction/
oxidation cycle of NADH. This coupling can be responsible
for phase shifts between the upper and the lower part of
glycolysis (Hess et al., 1968) and may be a good candidate
responsible for the bisphasic temperature sensitivity (Figs. 3
and 4). Theoretical analysis of a glycolytic model also
revealed an important role of this coupling property of the
GAPDH/PGK complex for the dynamics of the oscillations
(Wolf et al., 2000).
Recently, Ruoff et al. (2004) have modeled temperature
dependency and temperature compensation of yeast glyco-
lytic oscillations. Whereas there is no experimental ﬁnding
for temperature compensation of glycolysis, their model can
ﬁt quite well the temperature dependency of experimentally
observed NADH oscillations in yeast cell suspensions (Betz
and Chance, 1965). Based on this model, the ﬁtting of the
experimental data allows one to attribute control coefﬁcients
to the different steps of glycolysis. Ruoff et al. (2004) ﬁnd
that glucose transport into the cell and the ATPase reaction
exert the highest effect for the temperature sensitivity of the
oscillatory period. The impact of glucose transport on
temperature-based changes of glycolytic oscillations cannot
be investigated with a yeast extract in a batch system.
However, the relation between the energy charge and the
period of the glycolytic oscillations as measured in this work
(compare Figs. 2 and 7) agrees well with the result from
Ruoff et al. (2004), who found that an increased ATPase
activity (i.e., decrease of ATP) leads to an increased fre-
quency of glycolytic oscillations. This relation is mediated by
the feedback regulation of the PFK via ATP and ADP, as
indicated by the strong temperature dependency of this
enzyme (Fig. 6). Ruoff et al. (2004) could not investigate the
impact of PFK activity on glycolytic temperature depen-
dency in detail, because their model contains only a lumped
rate equation for the degradation of glucose to GAP/DAP.
Entrainment of autonomous oscillating systems by ex-
ternal forces has been widely studied. Glycolysis in a yeast
extract also has been investigated for its ability to become
entrained. Infusion of glucose into a stirred solution of yeast
FIGURE 8 Induction of traveling NADH waves in a gel-ﬁxed yeast
extract from S. carlsbergensis. A temperature gradient was applied (see
Methods) and the spatial NADH distribution monitored with a camera. The
left side of the gel had a temperature of 23C and the right side a temperature
of 3C. Time distance between each snapshot is indicated. The ﬁrst
appearance of dark NADH waves is marked by an arrow.
FIGURE 9 Velocity of the NADH waves along a temperature gradient.
Each space coordinate at the abscissa corresponds to a different temperature
between 23 and 3C, as has been measured with an infrared camera. The data
have been taken from the experiment shown in Fig. 8.
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extract has been used for entrainment. The results demon-
strate that periodic entrainment, quasiperiodicity, as well as
deterministic chaos can be induced (Markus et al., 1985;
Boiteux et al., 1975). The data shown in Fig. 5 demonstrate
that temperature is another powerful means for controlling
glycolytic oscillations. Entrainment by the 1/2- and the 1/3-
harmonic input frequency as well as the fundamental
frequency is in good agreement with the results from the
glucose-injection experiments.
We want to apply a noninvasive method for external
control of glycolysis to allow for the generation of reaction-
diffusion waves and to study entrainment of these spatio-
temporal phenomena. Glucose infusion into stirred solutions
of yeast extract cannot be used, because of the required
reaction-diffusion coupling. In this case, temperature is the
method of choice, as demonstrated by the results of this
work.
Application of a temperature gradient to the gel-ﬁxed
yeast extract leads to the formation of traveling NADH
waves that start to propagate from the warm side of the gel
to the cold side (Fig. 8). The fact that the wave velocity
drastically changes as a function of the temperature (Fig. 9),
a result that has also been obtained for chemical systems
(Foerster et al., 1990), makes temperature a good candidate
for feedback control of glycolytic waves. Such control loops
have been successfully applied to control the propagation
dynamics of waves in other autocatalytic systems (Steinbock
et al., 1993; Zykov et al., 1997). Feedback control is an
established method to stabilize/destabilize the spatiotempo-
ral dynamics of chemical and physical systems and hence
may be also an efﬁcient means to control biological systems.
Experiments with heart cells (Engel et al., 1995) and frog
eggs (Lechleiter and Clapham, 1992) to determine the
temperature sensitivity of traveling calcium waves demon-
strate that such control should also work in living cells. An
impressive biomedical example is the fever-associated
change of the NADPH kinetics in neutrophil cells. Increased
body temperature augments the innate immune function.
Rosenspire et al. (2002) have shown that such an increased
immune function can be related to the temperature-induced
increase of the frequency of the NADPH oscillations in
neutrophil cells, which in turn stimulate the production of
reactive oxygen and nitrogen intermediates in these cells.
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