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Résumé
Ce travail de thèse aborde le problème de l’alignement d’images 2D obtenues en
tomographie électronique dans la perspective d’une reconstruction tridimension-
nelle et la détection des ribosomes à partir de l’objet reconstruit. Une méthode
d’optimisation globale est proposée pour minimiser un coût qui permet d’effectuer
l’alignement 3D et la reconstruction de manière conjointe. La thèse traite égale-
ment le problème de la segmentation des images 3D reconstruites avec une méthode
de classification probabiliste. Cependant, la nature des images de cryo-tomographie
révèle des problèmes de bruit et de contraste. Deux méthodes de filtrage 3D ont
été proposées comme prétraitement du processus de segmentation. La première
méthode est basée sur l’intégration fractionnaire. La seconde est basée sur l’ana-
lyse multi-fractale. L’institut de recherche biomédicale IGBMC de Strasbourg a
fourni les images de projection utilisées dans cette thèse.
Mots clés : Tomographie électronique, Orientations erronées, Optimisation, 3D,
Analyse multi-fractale, Intégration fractionnaire.
Abstract
This thesis deals with the problem of the alignment of 2D images obtained by
transmission electron microscopy in the perspective of a three-dimensional recons-
truction and the detection of ribosomes from the reconstructed object. A global
optimization method is proposed to minimize a cost that allows the 3D align-
ment and reconstruction to be carried out jointly. The thesis also deals with the
problem of segmentation of reconstructed 3D images with a probabilistic classifi-
cation method. However, the nature of cryo-tomography images reveals noise and
contrast problems. For this reason, two methods of 3D filtering have been proposed
as pre-processing of segmentation, one is based on fractional integration, and the
other on a multi-fractal analysis. The institute of biomedical research IGBMC in
Strasbourg provides the projection images used in this thesis.
ii
Keywords : Electronic Tomography, Incorrect Orientations, Optimization, 3D,
Multi-fractal analysis, Fractional integration.
iii
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Introduction générale
L’un des défis majeurs pour les chercheurs en biologie concerne l’étude des
cellules biologiques dans leur milieu naturel et la compréhension de leurs structures
internes.
La cryo-tomographie électronique (CTE) permet de reconstruire une structure
3D de l’échantillon, avec une résolution nanométrique à partir d’une série d’images
2D obtenues sous plusieurs angles d’inclinaison. Cette technique fait intervenir
un microscope électronique en transmission (MET) et se base sur un processus
d’intégration en épaisseur.
Il y a deux étapes importantes en CTE, à savoir la reconstruction du volume
3D et la reconnaissance des structures qui le composent :
• Reconstruction :
La reconstruction en CTE du volume à partir des images acquises repose sur
les méthodes de reconstructions tomographiques classiques. Les principales limites
de la reconstruction sont l’anisotropie due à la collecte incomplète des données, la
fonction de transfert de contraste généralement mal calibrée, les problèmes d’im-
perfections de l’alignement des images de projections et de l’indexation angulaire.
En effet, les projections sont obtenues en utilisant la capacité d’inclinaison du
porte-objet du MET. Ces projections sont réalisées avec des erreurs géométriques
dues aux limites mécaniques de ce porte-objet, à savoir, les déplacements nano-
métriques de l’échantillon sur le porte-objet, la proximité avec les lentilles magné-
tiques du MET. D’autre part, les données réelles de l’inclinaison mécanique du
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porte-objet ne sont pas suffisamment maîtrisées, ce qui provoque une incertitude
aux niveaux des angles d’inclinaison. La qualité des images obtenues constitue une
des limites à la reconnaissance automatique des structures recherchées.
• Reconnaissance :
Cette étape est fort importante pour les experts qui aspirent à des méthodes
automatiques d’extraction du contenu d’intérêt des images tomographiques pour le
besoin d’analyse et d’interprétation. Quel que soit le domaine d’application, l’étape
de reconnaissance correspond souvent à un processus complexe qui implique des
connaissances expertes sur le contenu à reconnaître, des méthodes de segmentation,
de classification et des fonctions de décision. Pour le cas particulier des images
tomographiques biologiques, ce processus doit aussi prévoir un prétraitement sur
les données initiales afin d’améliorer sa qualité. Cette qualité est en effet affectée
par le principe même du système d’acquisition qui dépend de la méthode de fixation
appliquée sur l’échantillon biologique et qui repose sur une faible dose d’électrons.
Ces deux étapes incontournables dans le traitement des images tomographiques
sont au centre de notre travail, qui porte sur une modalité de microscopie utilisée
par les biologistes de l’Institut de Génétique et de Biologie Moléculaire et Cellulaire
de Strasbourg (IGBMC). Les images traitées par ces biologistes ne leur permettent
pas de détecter directement les structures intéressantes ni de les quantifier de
manière automatisée.
Nous visons à travers ce travail à proposer et développer une méthode per-
mettant de reconnaître les structures d’intérêt élémentaires (essentiellement des
ribosomes) présentes dans des images 3D provenant de cryo tomographie électro-
nique.
La première partie de notre travail est orientée vers le processus d’acquisition
et de reconstruction afin de corriger ses défauts. Après une étude des méthodes de
reconstruction existantes et leurs domaines d’application, nous introduisons une
fonction de coût tridimensionnelle qui traite d’une manière simultanée les correc-
tions géométriques des erreurs d’acquisition et l’amélioration de la reconstruction
de l’objet à l’aide d’une optimisation basée sur le gradient conjugué. L’avantage de
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l’approche proposée est de corriger les transformations géométriques dans l’espace
3D où celles-ci ont eu lieu. Pour accélérer cette optimisation, un schéma multi-
échelle a été proposé.
Malgré l’étape d’amélioration de la reconstruction, la qualité du volume recons-
truit demeure non satisfaisante. De plus, les algorithmes usuels de débruitage et
d’amélioration de contraste s’avèrent inefficaces, d’où l’importance de proposer une
nouvelle approche tridimensionnelle afin d’améliorer la qualité et le contraste de
l’image reconstruite. Dans la deuxième partie de ce travail, une étude a été orientée
vers l’analyse multi-fractale, qui transforme l’image initiale en une image d’expo-
sants de singularité (image Hölder). Ces exposants donnent une vue locale et une
vue globale sur les voxels et permettent de renforcer l’homogénéité locale. L’appli-
cation sur l’image tomographique a montré une bonne performance de l’analyse
multi-fractale dans l’amélioration de la qualité de l’image reconstruite. Ceci nous a
amené à exploiter l’image de Hölder résultante de l’analyse multi-fractale dans la
phase de classification. Ainsi, nous proposons un processus de classification proba-
biliste supervisée basée sur une phase d’apprentissage, permettant de caractériser
les zones d’intérêt dans l’image.
Les résultats d’extraction sont évalués par les experts de l’équipe de biologie
structurale de l’IGBMC qui confirment l’apport des approches proposées dans
l’amélioration de l’image initiale et la segmentation de l’image tomographique.
Le présent manuscrit introduit l’essentiel de nos travaux, détaille nos contribu-
tions dans chacune des deux parties de reconstruction et de reconnaissance. Il est
structuré en cinq chapitres organisés comme suit :
— Le premier chapitre situe ce travail dans son contexte et introduit sa pro-
blématique. Il présente le cadre général de notre sujet, à savoir, l’acquisition
microscopique, la tomographie électronique et l’interprétation de l’objet re-
construit.
— Le deuxième chapitre est dédié pour la reconstruction tomographique, il
dresse un état de l’art détaillé sur les méthodes d’alignement et de recons-
truction existantes ainsi qu’un bilan qui dégage leurs avantages et leurs
limites.
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— Le troisième chapitre est consacré à la description de notre approche de
raffinement simultanée des transformations géométriques accompagnées de
l’acquisition et la reconstruction de l’objet 3D en utilisant un schéma multi-
échelle. Nous y évaluons notre approche avec une nouvelle métrique propo-
sée.
— Le quatrième chapitre est consacré pour la phase de reconnaissance, il pré-
sente un état de l’art sur les approches de filtrage, de classification et de
segmentation utilisées en tomographie électronique.
— Dans le dernier chapitre de ce rapport nous nous intéressons à l’extrac-
tion des ribosomes à partir de l’objet 3D reconstruit. Ainsi, nous exposons
nos travaux de la phase de filtrage, nous présentons les deux approches
tridimensionnelles, à savoir, l’intégration fractionnaire et l’analyse multi-
fractale. Après le filtrage de l’image tomographique, nous introduisons notre
approche de classification probabiliste pour l’extraction du ribosome et nous
évaluons notre approche.
Nous terminons ce rapport par une conclusion et quelques perspectives pour
des travaux futurs.
Chapitre
1 Contexte et
problématique
Introduction
La cryo-tomographie électronique est une technologie d’imagerie permettant de
visualiser des structures de cellules individuelles, des organites, des macromolécules
souples et certains virus. Cette technique vise à estimer la densité électronique 3D
d’un objet à partir d’une série d’images 2D de cet objet obtenues sous différents
angles par microscopie électronique. Cette approche est similaire à la tomographie
médicale (TM) ou l’imagerie par résonance magnétique (IRM). Cependant, la réso-
lution de la reconstruction des échantillons d’images microscopiques dans la cryo-
tomographie électronique est nanométrique. Conceptuellement, on peut diviser la
cryo-tomographie électronique en deux phases : l’acquisition de série d’images 2D
et la reconstruction 3D. Dans cette thèse, nous traitons la phase de reconstruction.
Cependant, puisque les principes de l’acquisition de séries d’images sont essentiels
pour comprendre le fonctionnement de l’algorithme de reconstruction, nous allons
les décrire brièvement dans ce chapitre. À cet effet, nous introduisons le concept
de base du microscope électronique en transmission (MET) et ensuite, nous nous
focalisons sur le microscope électronique et son système d’acquisition de l’image.
Nous évoquons également les limitations du MET. Dans la dernière partie de ce
chapitre, nous présentons le problème de la distribution de densité 3D lié au mi-
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croscope et la cryo-tomographie électronique.
1.1 Historique
L’histoire de la microscopie électronique remonte aux travaux de Louis De Bro-
glie en 1929 [Bro29], qui a découvert que les électrons peuvent être traités comme
une onde, d’où l’idée de les utiliser sous forme de faisceau lumineux dans un mi-
croscope. C’est à l’aide de ses travaux qu’Ernst Ruska mit en œuvre les premières
lentilles électromagnétiques, qui ont été utilisées par la suite pour la mise en place
du premier microscope électronique en 1931. En 1986, Ernst Ruska a reçu le prix
Nobel suite à cette découverte [WC09]. Par la suite, plusieurs chercheurs de l’Uni-
versité de Cambridge ont développé la théorie du contraste de diffraction électro-
nique pour déterminer les structures de cristal des matériaux cristallins [HHW60].
Et c’est depuis les années 1970 que de nombreux METs ont été développés pour
identifier, par imagerie à haute résolution, chaque atome d’une structure cristalline
[WC09].
1.2 Microscope électronique
L’analyse des échantillons dans le microscope électronique dépend du type de
microscope. Dans un microscope électronique à balayage (MEB), ce sont les fais-
ceaux électroniques réfléchis à la surface d’un échantillon volumineux qui sont
mesurés. Une image de cette surface est construite pixel par pixel en mesurant les
électrons secondaires et rétrodiffusés. Dans un microscope électronique en trans-
mission (MET), les faisceaux électroniques passent à travers l’échantillon mince.
Ces faisceaux sont ensuite amplifiée par un ensemble de lentilles électromagné-
tiques afin de produire une image.
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1.3 Interaction électron-matière
En raison de sa faible masse, l’électron peut être facilement dévié par le noyau
ou les électrons de l’atome. La diffusion de particules dues à des interactions élec-
trostatiques, appelées interactions de Coulomb, représente le processus principal
utilisé dans les techniques d’imagerie MET. Il est important de noter que l’électron
peut être traité de deux manières différentes [WC09] :
— comme une particule, dans la diffusion d’électrons,
— comme une onde, dans la diffraction d’électrons.
En outre, il existe principalement deux formes de diffusion ; élastique (pas de
perte d’énergie) et inélastique (avec perte d’énergie) (cf. figure 1.1). Les deux
formes sont utiles pour l’analyse des échantillons. Cependant, elles peuvent endom-
mager le spécimen, et elles ne sont pas adéquates pour les matières biologiques.
Par conséquent, que ce soit pour la diffusion élastique ou inélastique, elles limitent
le potentiel de l’analyse de ces échantillons pour le MET [KEM08].
Figure 1.1 — Diffusion élastique et inélastique entre un électron incident de haute
énergie et un atome [Col98].
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Pour remédier à ce problème, il convient que l’échantillon soit préparé par une
méthode de fixation. Il est important d’utiliser ou de développer une technique de
préparation qui laisse les propriétés des échantillons étudiées, inchangées [Pet08].
Concernant l’échantillon biologique, une épaisseur de 100 nm est considérée comme
appropriée pour l’imagerie à haute résolution. Néanmoins, une autre problématique
pourrait également se poser. En effet, les conditions du vide du microscope ne
permettent pas les échantillons contenant de l’eau. Dans la plupart des cas, les
échantillons biologiques doivent être soit chimiquement fixés (en substituant l’eau,
par exemple des polymères) ou bien séchés. Dans les deux cas, des changements
significatifs de la morphologie et de la structure de l’échantillon sont susceptibles de
se produire. Il est aussi important de noter que la Cryo-MET utilise des échantillons
hydratés et produit ainsi des échantillons aussi près que possible de leur état natif,
surtout si la vitrification de glace est obtenue [BN06].
Figure 1.2 — Microscope électronique en transmission (MET)[Col98].
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1.4 Microscopie électronique en transmission
(MET)
Le processus d’acquisition d’image par un MET (cf. figure.1.2) est résumé
comme suit [WC09] : les électrons sont émis par la source d’électrons située dans la
partie supérieure de la colonne du microscope et ils sont accélérés vers l’échantillon
à travers un potentiel électrique positif. Ceux-ci sont appelés électrons primaires.
Avant de pénétrer l’échantillon, les faisceaux d’électrons sont condensés par les
premières et secondes lentilles du condenseur, respectivement C1 et C2. Les deux
lentilles ont des ouvertures connues sous le nom d’ouverture de condenseur qui
servent à bloquer les électrons dont la propagation diverge des angles spécifiés à
travers la colonne. Les deux lentilles du condenseur, C1 et C2, sont mises au-dessus
de l’échantillon avec leurs ouvertures, et les faisceaux d’électrons vont interagir avec
l’échantillon.
Les échantillons doivent être suffisamment minces afin que chaque faisceau
d’électrons puisse passer à travers et préserver le maximum d’intensité possible.
Après l’interaction avec l’échantillon, les électrons sont focalisés par la lentille pour
la formation une image. L’ouverture de l’objectif peut être utilisée pour sélection-
ner les électrons directs ou dispersés qui peuvent contribuer à l’image. Une série de
lentilles est utilisée au-dessous de l’échantillon pour agrandir l’image. En outre, les
lentilles disposées au sein du microscope électronique sont sous forme de bobines
magnétiques qui influencent les trajectoires des faisceaux d’électrons.
Les principaux modes d’observation en MET sont : le mode diffraction et le
mode image.
1.4.1 Mode diffraction
Avant de définir le Mode Diffraction (MD), il est nécessaire de citer les diffé-
rences entre les électrons et les rayons X :
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— les électrons sont des particules négativement chargées alors que les rayons
X sont neutres
— les électrons diffusés (élastiques et inélastiques) ont une énergie beaucoup
plus faible que les rayons X
— les électrons sont dispersés / diffractés plus fortement que les rayons X par
des forces de Coulomb
— en raison de leur charge, les électrons peuvent être dirigés et accélérés à très
grande vitesse en direction de l’échantillon en appliquant un potentiel.
La diffraction est un phénomène où la nature ondulatoire des électrons et des
photons est la plus évidente. Le MD se produit lorsque des vagues d’électrons
interagissent avec les atomes ; en général, cet effet est plus fort lorsque la longueur
d’onde est inférieure ou égale à la taille des objets rencontrés. Les diagrammes
de diffraction sont formés en raison des interférences constructives et destructives
entre les différentes ondes diffractées [Fra06b].
Le MD peut être utilisé pour étudier les matériaux cristallins et trouver leur
structure. Dans les matériaux cristallins, les espacements entre plans atomiques
sont caractérisés par leur structure. Pour former le diagramme de diffraction dans
un MET, la force de la lentille intermédiaire est réglée de telle sorte qu’elle projette
le plan focal de la lentille de l’objectif sur l’écran fluorescent. Ce diagramme de
diffraction est enregistré sur un film négatif ou une caméra CCD. Le faisceau non
diffracté qui, par définition, passe directement à travers l’échantillon, est dirigé vers
le centre de l’image. Les données du MD sont formées dans le plan de diffraction
de la lentille de l’objectif par les électrons qui sont dispersés. Une analyse détaillée
est illustrée dans [WC09].
1.4.2 Mode image
Dans le MET, quand un faisceau d’électrons de haute énergie traverse un échan-
tillon mince, la plupart des électrons participent à la formation de l’image. Ceux-ci
sont appelés « des électrons transmis » et comprennent à la fois des électrons déviés
et non déviés. Le faisceau d’électrons direct étant le faisceau qui traverse l’échan-
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tillon sans aucune déviation de sa direction d’origine. De ce fait, il est concentré
sur le plan focal de la lentille de l’objectif perpendiculairement à l’axe optique. En
outre, les autres électrons, appelés faisceaux diffractés, sont dispersés en dehors de
l’axe focal de la lentille [Gîr10].
Les électrons diffractés relativement à un angle spécifique peuvent ainsi être
sélectionnés par l’insertion d’une ouverture dans le plan focal de la lentille de
l’objectif. Si les électrons transmis sont sélectionnés, l’image résultante est appelée
le champ clair (CC), et si les électrons diffractés sont sélectionnés, l’image est
appelée le champ sombre (CS) [Gîr10]. La figure 1.3 illustre la formation de CC et
CS d’une image d’ADN.
Figure 1.3 — Micrographies du microscope de bobines d’ADN marquées par des
particules d’or ; (A) en champ clair et (B) en champ sombre . Le contraste vu dans
la partie A est inverse à la partie B. La différence de contraste entre CC et CS peut
par exemple être observé sur le lieu marqué par une flèche [Gîr10].
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1.4.3 Mécanismes de formation du contraste
Le contraste est défini comme la différence d’intensité entre une région d’intérêt
et son arrière plan [WC09] :
C =
I − Iarriere_plan
Iarriere_plan
(1.1)
Dans le cas où une onde d’électrons traverse un échantillon, un changement se
fait à la fois au niveau de l’amplitude, mais aussi au niveau de la phase de l’onde
d’électrons. Dans la plupart des cas, les deux types de changement contribuent à
la formation de l’image. Cependant, la création du contraste est fortement liée au
choix entre le niveau de l’amplitude et la phase de l’onde.
L’intensité de l’image est déterminée par la densité d’électrons qui frappe
l’échantillon. L’intensité et le contraste sont variables (voir figure 1.4 pour une
illustration). Le contraste peut être faible ou important.
Figure 1.4 — Différence entre le contraste et l’intensité. (I1 et I2) présentent les
niveaux d’intensité et (∆I) définit le contraste.
Lorsque le faisceau muni d’une intensité uniforme d’électrons, traverse l’échan-
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tillon, une intensité non uniforme au niveau de l’image est mesurée. Ce changement
de l’intensité de l’électron se traduit par la fonction du contraste de l’image.
1.5 Limitations du MET
1.5.1 Effets des radiations ioniques
Comme nous l’avons déjà mentionné ci-dessus, tous les composants du MET
sont dans le vide, y compris le spécimen. De ce fait, la préparation du spécimen
devient une tâche non dénuée d’importance sans oublier qu’une bonne fixation est
nécessaire.
De nos jours, les deux techniques les plus utilisées sont : la fixation chimique
et la fixation cryogénique (cf. 1.5). La fixation chimique peut altérer le spécimen
(e.g. modifier sa structure ou son anatomie), ce qui représente un inconvénient par
rapport à la reconstruction de l’information. La fixation cryogénique préserve la
structure interne du spécimen en le congelant à la température de l’azote liquide
[LFB05]. Cependant, cette méthode est considérée comme étant difficile d’un point
de vue technique. En outre, elle pose des contraintes sur l’énergie du faisceau
d’électrons. En effet, lorsque le faisceau chauffe le spécimen, son énergie sera trop
élevée et le spécimen sera décongelé et évaporé.
Figure 1.5 — Différentes méthodes de fixation.
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La vaporisation n’est pas la seule raison qui fasse que l’énergie du faisceau
ne soit pas trop élevée. En effet, les électrons représentent un type particulier de
radiation ionique, qui par conséquent, peuvent endommager le spécimen (et dans
certains cas également le capteur). Afin d’éviter cette situation, la dose totale
d’électrons reçue par le spécimen doit être réduite au maximum. Cependant, la
diminution de l’énergie du faisceau augmente le bruit dans les images acquises.
Par exemple, dans l’imagerie biologique, quelques centaines d’électrons seulement
passent par chaque 1 nm2 de spécimen [WC09]. De ce fait, la qualité de l’image
acquise avec une si faible dose d’énergie se dégrade comme le montre la figure 1.6,
le rapport signal sur bruit de cette image est 5, 16 dB.
Figure 1.6 — Images d’une tranche de cellule eucaryote obtenu par cryo-fixation.
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1.5.2 Taille du spécimen
En MET, le spécimen, préparé sous forme de lame mince, doit être contenu
à l’intérieur d’un disque ou d’une grille de 3 mm de diamètre : ceci constitue
un standard pour tous les microscopes actuellement sur le marché [Col98]. Ce-
pendant, le problème le plus délicat est posé par l’épaisseur du spécimen. Dans
un MET, un spécimen doit être suffisamment mince pour être transparent aux
électrons. En d’autres termes, une quantité suffisante d’électrons passe à travers
l’échantillon dans un délai raisonnable, afin d’obtenir toute information interpré-
table. Par conséquent, les spécimens d’épaisseur plus mince que 100 nm doivent
être utilisés [WC09], ce qui rend leur préparation encore plus difficile. En outre,
les spécimens minces ont moins de contraste.
1.5.3 Projections manquantes
Une autre limitation du MET est rattachée aux angles d’inclinaison. Lors de
l’inclinaison du spécimen autour de l’axe, la trajectoire de l’électron transmis à
travers l’échantillon s’allonge. L’électron pourrait être alors dispersé plusieurs fois
et il pourrait également perdre toute son énergie. En d’autres termes, si l’angle
d’inclinaison est élevé (i.e. supérieur à 70◦), le spécimen devient non transparent
pour les électrons.
Un autre problème est de savoir comment garder le spécimen à sa place sur
le porte-objet lorsque les angles d’inclinaison sont élevés. Pour cette raison, il
n’est pas possible de basculer le spécimen à 360◦ degrés. En fait, généralement
le spécimen pourrait être incliné seulement de −70◦ à +70◦, ce qui déclenche le
problème du prisme triangulaire manquant dans l’espace d’acquisition [ATM06].
Ce manque peut être interprété comme une zone « aveugle » dans l’espace de
Fourier (cf. figure 1.7).
L’impact principal de cette zone manquante résulte en une perte d’information
qui apparaît dans la phase de reconstruction, ce qui explique la perte de résolution
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et des artefacts d’épandage en étoile due aux effets d’interpolation (cf. figure1.8).
"aveugle"
Zone
"aveugle"
Zone
∆θ est la différence entre les angles
θmax est l’angle maximal d’inclinaison
point de projection
∆θ
θmax
Figure 1.7 — Illustration de l’échantillonnage des données dans l’espace de Fourier.
Figure 1.8 — Images reconstruites présentant des artefacts dus aux angles man-
quants [Tra13].
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1.6 Tomographie électronique
Une image du MET représente une projection 2D d’une structure 3D. En appli-
quant la tomographie d’électrons, nous pouvons obtenir la structure 3D de l’objet
en se basant sur une série d’images de projection 2D. La tomographie électronique
se compose de quatre étapes principales, représentées par la figure 1.9. Dans la
première étape, une série d’images d’inclinaison est établie à partir de la même
région d’intérêt sur une plage d’inclinaison par incréments angulaires de 1 ou 2
degrés. La série d’images obtenue est alignée sur un axe d’inclinaison commun afin
d’éliminer les décalages et les rotations relatives entre les images successives. Une
reconstruction est calculée en appliquant un algorithme sur la série d’images ali-
gnées. Dans la dernière étape, une segmentation du tomogramme reconstruit est
effectuée afin de faciliter une analyse ultérieure.
Figure 1.9 — Étapes successives du processus de reconstruction 3D tomogra-
phique.
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1.6.1 Approche théorique
Une approche théorique modélise la reconstruction d’un objet à travers ses
projections. Cette approche a été décrite par Johann Radon (1887-1956), mathé-
maticien autrichien connu pour ses travaux sur la théorie de l’intégration. Radon
a permis, à travers sa transformée (TR), de reconstituer une fonction à l’aide de la
totalité de ses projections selon des droites concourantes [Rad17]. En tomographie,
l’ensemble des projections coniques lorsque la source décrit une trajectoire curvi-
ligne définit la Transformation Rayons X [LN83]. Il est important de remarquer
qu’en 3D, la transformée de Radon ne coïncide pas avec la transformée Rayon X
utilisée dans la tomographie électronique. En effet, cette dernière est égale aux
intégrales de la fonction 3D sur des droites, alors que la transformée de Radon 3D
consiste à intégrer sur des plans de l’espace [PMG96].
Dans [GHV04, HDH13], les auteurs soulignent que la transformée de Radon
est une généralisation de la transformée de Hough 1 [Hou62], utilisée en analyse
d’images.
La transformée de Radon ne se limite pas à la détection de lignes comme
la transformée de Hough [CRT94, Dea93]. Des travaux récents introduisent des
extensions sur la transformée de Radon permettant de détecter des courbes para-
métriques [EFNH15]. Le champ d’application de la transformée de Radon couvre
plusieurs domaines dans la recherche en vision par ordinateur, analyse de scène,
compression d’image et bien d’autres pistes.
1.6.1.1 Formalisme mathématique
[Rad17] définit formellement la TR comme suit :
Soit f(x, y) une fonction définie dans l’espace euclidien de deux dimensions R2
et TRf(ρ, θ) est sa transformée dans le domaine Radon :
TRf(ρ, θ) =
∫ +∞
−∞
∫ +∞
−∞
f(x, y)δ(ρ− x cos θ − y sin θ)dxdy. (1.2)
1. La démonstration se trouve dans [Dea81].
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Où θ ∈ [0, π], ρ ∈]−∞,∞[ et δ(.) la fonction de Dirac.
L’espace (ρ, θ) est généralement appelé l’espace Radon (ER) ou l’espace des
paramètres. L’équation ρ = xcos(θ) + ysin(θ) représente l’équation paramétrique
d’une ligne droite aux coordonnées polaires. L’équation. 1.2 signifie l’intégration
de l’image le long de chacune de ces lignes droites et l’affectation de la valeur
résultante au le point d’ER correspondant. Ces intégrales issues de la fonction
Pθ(ρ) = TRf(ρ, θ), précisent la projection en parallèle de la fonction à l’angle θ ;
les lignes droites d’intégration qui sont perpendiculaires à l’angle θ sont appelées
rayons ou faisceaux de projection (voir figure 1.10).
Figure 1.10 — Projection de Radon selon des rayons parallèles [WL06].
1.6.1.2 Réversibilité
La TR est inversible dans le domaine continu. L’inverse peut être calculé avec
les formules suivantes [Ner96] :
S(ω, θ) =
∫ +∞
−∞
TRf(ρ, θ)|ω| exp−j2πωρ dρ (1.3)
Q(ρ, θ) =
∫ +∞
−∞
S(ω, θ)|ω| expj2πωρ dω
f(x, y) =
∫ π
0
Q(x cos θ + y sin θ, θ)dθ
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Ce qui revient d’abord à filtrer l’ER dans la direction ρ au moyen d’une fonction
de transfert H(f) = |f |, et puis rétroprojeter le ER filtré sur le domaine de f . Bien
que ces formules tiennent dans l’espace continu, l’inversion de la TR discrète à été
introduite avec des solutions rapprochées (en raison de la perte de precision par la
discrétisation). Plusieurs approches ont été proposées, telles que la reconstruction
algébrique et l’inversion de Fourier [Ben08].
1.6.2 Géométrie d’acquisition
L’acquisition avec un seul axe est le système d’acquisition le plus général. Elle
est basée sur l’inclinaison de l’échantillon autour de l’axe eucentrique du porte-
objet du microscope avec un minimum d’inclinaison angulaire constante, qui se
déplacerait sur une grande et large plage d’inclinaison possible. A ce stade, il faut
surtout prendre en considération l’épaisseur de l’échantillon. En effet, l’épaisseur
augmente selon l’angle d’inclinaison. Afin de corriger cette variation au niveau
de l’épaisseur, faite tout au long de la série d’inclinaisons, le pas d’incrément de
Saxton peut être utilisé. Le schéma de Saxton utilise des pas d’incrémentation de
taille plus petite lorsque les angles d’inclinaison sont plus élevés pour compenser
la perte en échantillonnage de l’objet. Les angles d’inclinaison pour le schéma de
Saxton sont donnés par :
θn+1 = θn + sin
−1(sinθ0 cosθ0) (1.4)
Où θ0 est l’angle initial d’incrémentation.
Lors de l’inclinaison du porte-objet avec un angle θ, l’épaisseur effective, où les
électrons traversent, augmente avec un facteur 1
cos θ
. Ce type de géométrie produit
deux principaux types d’artefact d’imagerie, à savoir l’allongement des structures
dans la direction de l’axe Z et une diminution de contraste dans la direction de
l’axe X [GBKC13].
Le développement de la microscopie à deux axes pourrait compenser partiel-
lement ce problème. En effet, cette technique requiert une rotation du spécimen
autour d’un deuxième axe perpendiculaire au premier et réduit ainsi le problème du
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prisme triangulaire manquant à un problème de pyramide manquante [DKBB10].
L’effet de cette technique est illustré dans la figure 1.11. La tomographie à deux
axes est capable de corriger de manière efficace le second type d’artefact (la di-
minution de contraste) [GBKC13]. Cependant, l’application de ce type de cette
technique est difficile, car l’effet de radiation augmente dans la deuxième série
d’acquisitions. Pour cette raison, Guesdon et al. [GBKC13] suggèrent de propager
la dose d’électrons sur les deux séries d’axes d’inclinaison par l’acquisition alternant
entre les deux axes (en changeant l’axe après chaque image capturée).
Figure 1.11 — Géométrie d’acquisition : seul axe vs double axe.
1.6.3 Alignement
Nous commençons par mentionner le problème d’incertitude des angles d’ac-
quisition du à l’impression d’inclinaison mécanique du microscope. L’incertitude
angulaire est considérée comme un facteur négligeable dans la tomographie électro-
nique [Col98], par conséquent la majorité des approches de l’alignement proposées
pour corriger la transformation géométrique d’acquisition ne traitent pas l’incerti-
tude. En fait, la résolution de la reconstruction a été médiocre lors de publication
de [Col98], donc la correction de l’incertitude angulaire n’a aucun effet sur la ré-
solution de l’objet reconstruit. De nos jours, et en raison de l’amélioration des
techniques d’acquisition et de reconstruction, la résolution devient un facteur im-
portant, surtout quand nous cherchons à reconstruire et localiser de petites parti-
cules telles que ribosome et nucléosomes. Traiter l’incertitude angulaire permettra
une meilleure résolution de reconstruction.
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De plus, lors de l’acquisition des images de projection à différents angles d’in-
clinaison, tout mouvement de l’échantillon se traduit notamment par des change-
ments locaux entre les différentes images acquises. Afin d’obtenir une reconstruc-
tion 3D de la série d’inclinaison, ces changements locaux doivent être compensés.
En réalité, ces derniers ne peuvent être complètement soustraits, mais sont réduits.
Aussi, pour compenser ces décalages, nous recherchons un axe de basculement com-
mun pour toutes les images obtenues. Généralement, la procédure d’alignement est
introduite soit par suivi de repère de décalage ou par corrélation croisée.
1.6.4 Fonction de transfert de contraste
La fonction de transfert de contraste (FTC) est un autre facteur qui intervient
dans l’acquisition des images par le microscope électronique. La FTC modélise la
transmission du signal en fonction de la fréquence spatiale (i.e. résolution) dans
l’espace de Fourier. La FTC provient principalement des aberrations des lentilles
et de la défocalisation utilisée dans l’imagerie. La figure 1.12 illustre des exemples
de la FTC. L’image de la partie gauche de la figure 1.12 présente une défocalisation
obtenue à 0, 5µm, et l’image du milieu est une défocalisation de 1µm. Les anneaux
dans l’espace de Fourier de la deuxième image sont situés plus près de l’origine et
oscillent plus rapidement. Un exemple d’une image astigmate et son diagramme de
diffraction sont présentés dans la partie droite. La plus grande défocalisation est
selon l’axe a, et la plus petite est selon l’axe b. Les artefacts de la FTC consistent
en des oscillations qui atténuent les détails de la structure. Aussi, elle peut in-
verser le contraste dans des zones de l’image. La correction des effets de la FTC
est essentielle pour avoir une projection de l’échantillon à haute résolution. Dans
les débuts de la tomographie électronique, il n’y avait pas eu besoin de corriger
la FTC dans la mesure où la résolution acquise était limitée par la technologie
microscopique. Cependant, comme la technique a été améliorée et la résolution
réalisable a augmentée, la nécessité d’une correction FTC est devenue nécessaire
de plus en plus importante [OS11].
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Figure 1.12 — Fonction de transfert de contraste des images de projections [OS11].
Le premier défi pour la correction de la FTC est le faible SNR qui affecte
les oscillations de la FTC dans le domaine fréquentiel de Fourier. Une approche
intéressante de correction est proposée dans [MG03]. Cette approche est basée
sur l’hypothèse que la défocalisation sur l’axe d’inclinaison est constante durant
l’acquisition. Les images de l’inclinaison de la série sont divisées en tuiles, et la
moyenne des spectres de toutes les tuiles de la série ayant la même défocalisation
est calculée. Cela donne un spectre moyen avec les oscillations de la FTC visibles
et bien détaillées, et donc un ajustement précis avec le modèle théorique de la FTC
peut être effectué. À partir de cette FTC moyenne, la FCT à un point quelconque
d’une image dans la série d’inclinaison peut être facilement déterminée par la
géométrie simple.
Un autre problème de la correction de la FTC en tomographie électronique
est le gradient de la défocalisation le long de la direction perpendiculaire à l’axe
de l’inclinaison dans la série de projection. Une approche proposée dans [FLC06]
décompose ce problème de correction globale en plusieurs problèmes locaux spatia-
lement invariants qui sont limités dans des bandes parallèles à l’axe d’inclinaison.
De cette façon, la correction de la FTC peut être appliquée à la série d’inclinaison
alignée avant la reconstruction tomographique.
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Dans les travaux de cette thèse, il était prévu d’inclure la FTC sous forme
paramétrée dans le coût et de l’optimiser avec les autres paramètres. Cependant,
cette inclusion n’a pas été faite lors de la thèse faute de temps et constitue un axe
d’intérêt de nos futurs travaux. Les travaux de la thèse ont été effectués sur des
images fournies par l’IGBMC sur lesquelles la FTC avait été corrigée.
1.6.5 Reconstruction
Le but de la reconstruction tomographique consiste à obtenir la structure en
3D de l’échantillon dans la série d’inclinaisons alignées proposées.
La structure en 3D peut être reconstruite soit par les méthodes analytiques
soit par les méthodes algébriques. Les méthodes analytiques sont fondées sur la
transformée de Radon. La reconstruction peut être également effectuée par une
technique algébrique itérative, qui traduit le problème de la reconstruction en un
ensemble d’équations linéaires :
Ax = b (1.5)
où A est la matrice de projection, x est l’objet d’origine et b est l’ensemble des
données de projection. La solution au problème de reconstruction est alors établie
sur la base d’un procédé itératif.
1.7 Analyse du tomogramme
Le tomogramme 3D est une image volumique en niveaux de gris qui est dif-
ficile à exploiter directement. Il est donc nécessaire de segmenter les objets d’in-
térêt pour étudier le tomogramme. Nous rappelons que la segmentation est un
processus de traitement d’images permettant de décomposer une image en des
régions cohérentes et de localiser les objets d’intérêt. Généralement, cette segmen-
tation est manuelle. La segmentation peut se faire à l’aide des logiciels comme
l’IMOD [KMM96], où l’utilisateur trace manuellement les bordures des particules
d’intérêt dans chaque coupe du tomogramme. Ensuite, le logiciel fait la liaison
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entre les bordures tracées dans chaque coupe, et donne une couleur différente pour
chaque structure trouvée. Plusieurs logiciels sont utilisables pour visualiser des to-
mogrammes segmentés. Nous pouvons citer à titre d’exemple UCSF Chimera 2.
Avec l’évolution des techniques d’acquisition et la complexité de cellules acquises,
la sélection manuelle est devenue difficile et coûteuse. Donc, le besoin en méthodes
automatiques de sélection (segmentation), ou semi-automatiques est devenu de
plus en plus persistant.
L’objectif de la segmentation est de grouper les pixels ou voxels en sous-
ensembles qui correspondent à des régions ou des objets significatifs pour rendre
la visualisation plus sémantique et l’interprétation plus facile. Pour l’œil humain,
le limite des objets et des régions significatives intuitive. Cependant, il est difficile
pour l’ordinateur de trouver des critères quantitatifs qui définissent des zones si-
gnificatives sur la base des propriétés de pixels tels que les contours, la luminosité,
la couleur, la texture, etc. En microscopie électronique, la caractéristique d’inté-
rêt correspond généralement à des pixels possédant des intensités différentes par
rapport à l’arrière-plan, au moins localement, ou celles regroupées dans certains
modèles. Donc, l’interprétation de ces données nécessite la discrimination des ca-
ractéristiques structurelles significatives de ces régions sur l’arrière-plan de l’image
qui présente des artefacts et un rapport de signal-bruit très faible. L’objectif est de
localiser ces régions dans l’image, puis effectuer la segmentation. La nécessité d’une
segmentation devient plus importante pour les images 3D. En plus de l’augmenta-
tion de la complexité, la compréhension d’une image 3D est beaucoup plus difficile,
en raison des capacités limitées de visualisation. La perception des certains objets
est entravée de manière significative, lorsqu’ils sont occultés par d’autres objets ou
bruités.
Pour ces raisons, la segmentation assistée par ordinateur est une tâche impor-
tante dans le cadre de la cryo tomographie électronique.
Il existe plusieurs algorithmes de segmentation dans la littérature. Leur per-
formance, dans la plupart des cas, est relativement liée à l’application, et il n’y
2. http ://www.rbvi.ucsf.edu/chimera
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a pas d’algorithme unique qui fonctionne aussi bien avec les différents types de
données [Fra06a]. Par conséquent, seuls les algorithmes qui prennent de l’impor-
tance dans la tomographie électronique ou ont été spécifiquement développés pour
la tomographie électronique seront présentés et illustrés dans le chapitre quatre.
1.8 Problématique
La segmentation d’un tomogramme est difficile pour les images 3D en raison de
leur complexité, de l’effet de flou dû au mouvement de l’objet lors de l’acquisition,
le bruit généré par celle-ci, des artefacts causés par le champ de vision limité
(zone aveugle de l’acquisition) et de la fonction de transfert du contraste qui est
pratiquement inconnue (par exemple la fonction diffère dans chaque partie pour
chaque projection), en particulier pour un échantillon épais. La combinaison de
ces problèmes augmente la complexité de la tâche de segmentation.
Avant d’exposer la problématique, nous commençons par introduire l’intérêt
biologique et la technique d’acquisition de l’image utilisée dans nos recherches.
Plus d’un quart de la masse cellulaire d’une cellule eucaryote comprend des ribo-
somes qui effectuent la synthèse des protéines, un processus au cours duquel de
nombreux ribosomes peuvent se lier simultanément à un ARN messager (l’acide
ribonucléique messager ou ARNm, qu’est une copie transitoire d’une portion de
l’ADN correspondant à un ou plusieurs gènes) pour former un poly-ribosome com-
plexe ou aussi appelé polysomes. Cette structure permet la description détaillée
d’un complexe représentatif, qui comprend 23 ribosomes et a un poids molécu-
laire d’environ 100MDa, une des plus grandes structures asymétriques d’un poly-
complexe jamais déterminé, à haute résolution [MAM+14]. L’amélioration de la
résolution permet une analyse plus profonde du niveau moléculaire et atomique
des ensembles de poly-ribosome, qui n’a été pas possible précédemment [BCH+10].
Ainsi, ces analyses permettent une meilleure interprétation des données, et four-
nissent de nouvelles idées sur les mécanismes de ces structures. Les images de
ces structures traitées dans notre travail de thèse, ont été capturées à l’aide d’un
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détecteur d’électrons directs à haute sensibilité (Complementary Metal-Oxide Se-
miconductor, CMOS) qui a fourni des images avec un contraste significativement
amélioré pour l’imagerie à haute résolution. Les images ont été acquises à une
tension d’accélération de 150kV avec faible dose d’électrons (30e−Å−2). Ainsi, La
caméra CMOS a été fixée pour acquérir des images de taille 4096 × 4096 pixels
à une résolution de 3,4 Å/pixel. Comme le but de ce travail était d’observer la
structure fine (ribosomes), les images ont été coupées pour fournir un plus petit
tomogramme pour contenir un ou deux polysomes.
Notre travail vise à introduire une méthode de segmentation automatique afin
de localiser les ribosomes à partir d’images tomgraphiques 3D de cellules euca-
ryotes. La première partie porte sur la qualité du tomogramme reconstruit à par-
tir des projections des cellules eucaryotes. En effet, cette qualité étant insuffisante
pour faire la segmentation, l’image 3D en niveaux de gris est faiblement contrastée
et beaucoup de confusions existent entre les particules d’intérêt et l’arrière plan.
La mauvaise qualité du tomogramme s’explique par les erreurs d’alignement de la
série de projection.
En effet, l’alignement utilisé est le résultat d’une méthode qui opère par corré-
lation croisée. Cette méthode n’est même pas capable d’aligner les images succes-
sives à cause des changements géométriques entre chaque acquisition et le faible
contraste des images. Une illustration du problème d’alignement est présentée dans
la figure 5.4.
Dans cet exemple, les deux premières images (a) et (b) présentent deux coupes
successives d’une série de projection. L’image (c) est l’image (b) alignée par rap-
port aux paramètres estimés. L’image (d) montre une superposition de l’image (a)
et l’image (b) alignée. La corrélation croisée fonctionne mal dans ce cas, car les
transformations géométriques modélisant les variations entre images ne sont pas
linéaires, i.e. ne peuvent pas être estimées de manière exacte.
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(a) image de projection 57 des cellules euca-
ryotes
(b) image de projection 58 des cellules euca-
ryotes
(c) image (b) alignée par rapport l’image (a) (d) image (c) superposée sur (a)
Figure 1.13 — Exemple de faible alignement par corrélation croisée.
Donc, dans la première partie de notre travail, il faut résoudre les problèmes
d’alignement, y compris l’incertitude des angles d’acquisition.
Les problèmes d’alignement liés aux inclinaisons utilisées par le microscope
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électronique en transmission affectent la qualité, mais aussi la résolution finale
de l’objet reconstruit. Ces problèmes sont à la fois liés aux mécanismes d’incli-
naison du porte-objet (connue aussi sous le nom de problème d’alignement des
projections) mais aussi aux effets induits par les radiations.
— Pour la partie mécanique (cf. figure 1.14), il se peut qu’une erreur se pro-
duise lors du mouvement rotationnel de la plate-forme, et conduise à une
erreur dans la position du porte-objet. Ainsi, il existe des mouvements indé-
sirables de l’échantillon sur le porte-objet, en particulier avec les inclinaisons
fortes [Col98].
— D’un autre côté, la dose d’électrons résulte d’un compromis entre l’endom-
magement de l’échantillon qu’elle induit et la qualité de l’image qu’elle
donne au final [Fra06a].
Dans notre travail, nous nous intéressons à l’erreur mécanique. En effet, nous
pouvons penser au système d’acquisition du microscope comme 2 axes alignés avec
le plan du détecteur (OX,OY ) et le troisième dans la direction de la normale (cf.
figure 1.15). Les déplacements suivant (OX,OY ) correspondent à la translation
de la projection. Les déplacements suivant OZ perturbent la mise au point de la
projection. Aussi, la rotation de l’angle α correspond à une rotation de la projection
du plan du détecteur. Ces paramètres sont les facteurs de transformation qu’il faut
corriger pour avoir une meilleure reconstruction. Généralement, l’erreur touchant
l’angle θ est négligeable par rapport aux erreurs de mouvement de l’échantillon, et
elle n’est pas incluse dans les corrections.
Figure 1.14 — Représentation du porte-objet d’un MET [Col98].
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Le porte-objet
L’axe d’inclinaison
Le plan de détecteur
Canon à électrons
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Figure 1.15 — Le mécanisme d’un microscope MET
En outre, les corrections de l’alignement des autres paramètres sont effectuées
dans l’espace 2D, en utilisant des projections 2D. Corriger le déplacement d’un
objet 3D par ses projections 2D conduira toujours à des erreurs de calcul en raison
de la diminution de l’espace géométrique (à savoir 3D à 2D). Pour cette raison,
nous proposons une approche qui portera sur les corrections géométriques dans
leur espace d’origine, l’espace 3D.
Dans la phase d’automatisation de la segmentation nous utilisons des zones
d’apprentissage pour guider la segmentation. Plusieurs critères de séparation sont
utilisés comme le niveau de gris, la différence de contraste entre les régions de
l’image, la texture, etc. Dans cette thèse, nous allons utiliser l’analyse multifractale
pour déterminer et isoler les ribosomes dans le tomogramme reconstruit par notre
approche de reconstruction.
Conclusion
Dans ce chapitre, nous avons exposé le principe de la microscopie électronique
en transmission puis celui de la tomographie électronique. Cette dernière est très
intéressante pour comprendre et caractériser les échantillons biologiques. Cela est
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possible via l’analyse des informations 3D de l’objet obtenues à partir des projec-
tions acquises par le MET.
Dans le chapitre suivant, nous présenterons les travaux relatifs aux étapes de
la phase de reconstruction de la cryo-tomographie électronique.
Chapitre
2 Reconstruction
tomographique : état de
l’art
Introduction
L’étape de reconstruction tomographique d’un objet 3D est principalement
constituée de deux phases, à savoir, la phase d’alignement, de reconstruction. La
phase d’alignement consiste à aligner toutes les projections sur un même axe tri-
dimensionnel. Quant à la phase de reconstruction, elle porte sur l’estimation de
la densité de l’objet 3D à partir de ses images de projection. Les régions d’intérêt
seront ensuite identifiées dans le volume reconstruit, c’est la phase de segmentation
qui sera traitée dans le chapitre 5.
Nous allons présenter au cours de ce chapitre l’état de l’art relatif à l’étape de
reconstruction tomographique. Nous détaillons dans la première section les travaux
proposés pour l’alignement des images, ensuite, nous introduisons la phase de
reconstruction.
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2.1 Alignement des images de projection
L’alignement des images tomographiques est une phase critique pour obtenir
des informations 3D structurales à haute résolution. Cependant, le bruit, le cône
manquant et l’hétérogénéité compliquent cette étape d’alignement. De plus, le
manque d’informations relatif à la vérité terrain pose problème lors de la valida-
tion. La plupart des méthodes d’alignement en cryo tomographique électronique
utilisent une sorte de corrélation croisée comme mesure [OFK+06,BSL+08] pour
trouver des correspondances optimales dans une recherche exhaustive parmi toutes
les transformations rigides possibles (translations et rotations). Le principal pro-
blème reste le fait que le bruit élevé et les données manquantes fournissent de
nombreux faux positifs lorsque l’on compare deux structures.
2.1.1 Méthode d’alignement par marqueurs
Ces méthodes utilisent un certain nombre de marqueurs fiduciaires de haut
contraste placés dans le volume 3D avant l’acquisition par le microscope. Avec
leur haut contraste, ces marqueurs fiduciaires sont supposés être immobiles dans
le volume pendant l’acquisition de la série d’inclinaison. De cette manière, les
coordonnées de ces marqueurs dans les images de projection sont utilisées comme
des références. Les changements de position de ces marqueurs traduisent également
les changements d’orientation pendant la projection.
L’alignement se fait alors, en mesurant les coordonnées des marqueurs dans
toute la série d’inclinaison. Les marqueurs les plus couramment utilisés sont « les
particules d’or » qui ont un fort contraste [LVH07]. Les marqueurs sont supposés
être immobiles par rapport à l’échantillon, et donc un changement de position des
marqueurs implique le mouvement de l’échantillon. Les paramètres géométriques
requis pour aligner les images sont dérivés de la mesure des positions projetées des
marqueurs à l’aide de la méthode des moindres carrés.
Soit le ie marqueur de calibrage mi = (xi, yi, zi), où xi, yi, zi représentent
Chapitre 2. Reconstruction tomographique : état de l’art 34
les coordonnées dans le volume. Compte tenu du je paramètre de l’orientation
(φj, θj, ψj), nous pouvons définir les coordonnées mesurées de ce marqueur de ca-
librage dans l’image de projection comme suit :
pij = (uij, vij) = Ajmi, (2.1)
où Aj est une transformation affine à angle d’orientation (φj, θj, ψj), qui projette
le marqueur de calibrage du système de coordonnées 3D (volume d’origine) dans le
plan de l’image 2D (le plan de projection). Toutefois, s’il existe des erreurs d’orien-
tation lors de l’acquisition de la projection, le paramètre d’orientation devient
bruité (φ∗j , θ∗j , ψ∗j ) et provoque le changement des coordonnées réelles projetées des
marqueurs de calibrage. Les coordonnées obtenues deviennent alors :
p∗ij = (u
∗
ij, v
∗
ij) = A∗jmi, (2.2)
De cette façon, l’alignement de la série d’inclinaison consiste à trouver une
solution permettant de minimiser la fonction de coût, qui représente l’erreur qua-
dratique entre les valeurs mesurées et les coordonnées prévues des marqueurs :
(i, j) = argmin
∑
i
∑
j
((uij − u∗ij)2 + (vij − v∗ij)2) (2.3)
Afin de trouver une solution unique pour l’équation (2.3), nous devons limiter
l’équation (2.1) et l’équation (2.2) par la définition de toutes les variables comme
étant des constantes sauf pour les angles de rotation à chaque projection [Kui99].
Outre l’exigence de temps de calcul pour la recherche d’une solution unique aux
équations ci-dessus, les méthodes basées sur les marqueurs ne disposent pas d’un
moyen global approprié pour définir les marqueurs distribués pour différents types
de spécimens. Le réglage approprié des marqueurs distribués et le suivi de leur
position avec précision représentent des étapes exigeantes en main-d’œuvre. Aussi,
ces marqueurs à contraste élevé peuvent provoquer des artefacts dans l’objet re-
construit.
Plusieurs méthodes de suivi automatique des marqueurs sont introduites dans
la littérature. Nous pouvons citer à titre d’exemple celle de [BZ06], de [SME+09]
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ou de [HITO13] qui utilise la correspondance par modèle pour localiser les mar-
queurs. Dans [AMC+08], les auteurs ont proposé de suivre les marqueurs fiduciaires
au moyen de champ aléatoire de Markov. Ils commencent par la localisation des
marqueurs dans chaque image, suivie par une création d’un graphe reliant les mar-
queurs dans chaque image. L’alignement entre les images est pris par l’alignement
des graphes correspondant des marqueurs entre chaque paire d’images en utilisant
la formule de la probabilité de champs de Markov.
2.1.2 Méthode d’alignement par corrélation croisée
Les méthodes basées sur la corrélation croisée calculent les translations pour
une série d’inclinaison d’une manière successive. Pour la tomographie électronique,
les images de projection d’une série d’inclinaisons représentent différents aspects
de la structure 3D. Dans une situation idéale, les images de projection successives
ne devraient pas trop différer.
2.1.2.1 Alignement en utilisant la totalité de l’image
Cette méthode définit une fonction de corrélation croisée 2D discrète f(m,n)
entre deux images de projections voisines I1 et I2 [FM92] :
f(m,n) =
1
MN
M−1∑
i=0
N−1∑
j=0
I1(i, j)I2(i+m, j + n) (2.4)
OùM etN désignent le nombre de pixels dans les directions verticale et horizontale
pour ces images de projection.
La procédure d’alignement consiste à trouver un déplacement (m0, n0), de sorte
que la fonction f(m0, n0) atteigne sa valeur maximale parmi tous les décalages dis-
ponibles. Étant donné que les deux images de projection sont acquises à des angles
d’inclinaison différents, la corrélation calculée ne devrait pas coïncider. Toutefois,
trouver la valeur de corrélation maximale est équivalent à estimer les paramètres
de décalage relatif. Une fois les estimations de déplacement relatif à un nombre
suffisant de séries d’inclinaison obtenues, il est possible d’aligner les images en les
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translatant avec l’inverse des valeurs de décalage trouvées. Il est possible d’accélé-
rer le calcul de la corrélation en le faisant dans le domaine fréquentiel à l’aide de
la transformée de Fourier et son inverse [FM92] :
f(m,n) = TF2−1[TF2(I1(i, j)).TF2(I2(i+m, j + n))] (2.5)
La figure 2.1 résume la démarche décrite ci-dessus. Cependant, la recherche ex-
haustive de la corrélation maximale reste coûteuse. Dengler propose dans [Den89]
une approche de multi-résolution pour affiner les paramètres d’alignement en cou-
plant chaque image de projection avec l’image reprojetée de l’objet reconstruit.
Il est à noter que plusieurs extensions de cette approche ont été proposées dans
la littérature. En outre, à chaque itération, seules deux images de projection suc-
cessives sont en considération dans le calcul du paramètre de décalage. Comme
cette procédure se fait de manière séquentielle pour toutes les images de projec-
tion, l’erreur s’accumule pour chaque paire d’images de projection ; ce phénomène
est appelé la propagation de l’erreur [SBH84]. De plus, la corrélation croisée se
concentre sur l’alignement du plan 2D et non sur un mouvement en 3D qui peut
survenir dans la pratique.
Figure 2.1 — Le processus de l’alignement par corrélation croisée.
Une méthode de correction par prédiction a été proposée par [ZSA10]. Cette
méthode modélise mathématiquement les changements pour les premières images
de projection. Ceci permet d’anticiper les changements pour le reste de la série.
Cependant, le faible contraste d’images du microscope affecte la fiabilité de cette
approche.
De plus, cette approche souffre de nombreux problèmes tels que [ACDL+10] :
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— L’utilisation de la totalité de l’image à faible contraste ne fournit pas une
bonne précision pour obtenir une reconstruction ayant une résolution opti-
male.
— L’erreur se propage le long de la série d’inclinaison.
— Pour les échantillons épais, les transformations estimées à partir des pro-
jections 2D ne suffisent pas pour corriger toutes les distorsions possibles
introduites dans la phase d’acquisition.
2.1.2.2 Alignement en utilisant les descripteurs locaux et les points
d’intérêt
Une façon de surmonter certaines des limitations exposées ci-dessus est d’ali-
gner des images en se basant sur des points communs : au lieu de comparer chaque
pixel, l’idée est de trouver des caractéristiques d’intérêt dans les images pour les
utiliser comme des marqueurs fiduciaires. Ensuite, ces caractéristiques sont utili-
sées avec des techniques d’optimisation pour trouver les paramètres de la fonction
de transformation géométrique. De nombreuses approches sont proposées dans ce
domaine. Pour les points d’intérêts, les contours et les coins [HS88,MFM04] sont
parmi les plus populaires pour des images naturelles. Les descripteurs basés sur des
histogrammes locaux des intensités autour de chaque point d’intérêts se sont révé-
lés être efficaces et discriminants [MS05,TM08]. Ces descripteurs sont également
robustes pour le changement d’échelle, l’orientation et le contraste entre les images.
Lorsque les fonctions sont sélectionnées, plusieurs algorithmes sont proposés pour
estimer les paramètres de la fonction de transformation, nous citons l’algorithme
RANdom SAmple Consensus (RANSAC) [FB81]. Cet algorithme fonctionne en sé-
lectionnant un ensemble des points caractéristiques de ceux trouvés, puis il calcule
l’erreur résiduelle de la fonction de transformation par rapport à cet ensemble de
points. Le processus est répété plusieurs fois avec un remplacement aléatoire sur
l’ensemble des points sélectionnés, où l’un avec la plus faible erreur résiduelle est
choisi.
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2.1.3 Alignement intégré au processus de reconstruction
Les méthodes traditionnelles d’alignement, mentionnées dans les sections pré-
cédentes, tentent d’estimer les paramètres de mouvement avant la procédure de re-
construction. Dans cette section, nous présenterons une méthodologie de recherche,
qui considère le processus complet de la reconstruction comme étant un problème
d’optimisation conjointe.
Dans une autre modalité, la cryo microscopie électronique à particules isolées,
Yang et al. [YNP05] proposent une méthode pour optimiser, simultanément, la
reconstruction de l’objet et le raffinement des orientations de projections. Cette
méthode cherche à minimiser une fonction de coût par rapport au volume recons-
truit et par rapport à l’ensemble des orientations. La projection du volume 3D
produit une image 2D suivant l’angle d’inclinaison prédéfinie, Yang et al. ont dé-
duit une relation entre l’angle d’orientation et le désalignement. Cette équation
est simplifiée comme suit :
Im = P (φm, θm, ψm)V + e, (2.6)
Où P (φm, θm, ψm) est l’outil de projection utilisé pour avoir l’image de projection
Im à partir du volume 3D V suivant le triplet des angles de projection (φm, θm, ψm)
et e est le bruit d’acquisition. Dans un tel cas, le problème de l’alignement consiste
à minimiser l’effet d’erreur sur le triplet (φm, θm, ψm). En employant la méthode
des moindres carrés, le problème d’alignement devient un problème d’optimisation
pour M images de projection Im,m = 1, 2, . . . ,M :
argmin ρ(V, φm, θm, ψm) =
1
2
M∑
m=1
‖P (φm, θm, ψm)V − Im‖2. (2.7)
Ce coût quadratique est classique en traitement de l’image et plusieurs algorithmes
de minimisation ont été proposés pour le minimiser. Dans leurs travaux, Yang
et al. [YNP05] utilisent la forme analytique des projections et l’algorithme de
quasi-Newton pour l’optimisation. Dans ce cas, les équations explicites pour le
gradient sont difficiles à dériver en raison de la complexité de l’outil de projection
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P . Cependant, ils ont utilisé la différence finie pour approcher le gradient de la
fonction de coût.
f ′(x) ' f(x+ ∆x)− f(x)
∆x
(2.8)
De même, la dérivée partielle de ρ(V, φm, θm, ψm) par rapport à φm est :
∂ρ
∂φm
=
P (φm + ∆φ, θm, ψm)− P (φm, θm, ψm)
∆φ
(P (φm, θm, ψm)V − Im). (2.9)
En changeant la variable de dérivation dans l’équation (2.9), il est possible
d’obtenir toutes les dérivées partielles de la fonction de coût. De même pour les
variables restantes V, φ, ψ. Une fois les gradients calculés, la direction de recherche
α est obtenue pour l’algorithme basé sur le gradient. La recherche du minimum
local de l’équation (2.7) devient possible avec l’aide du négatif du gradient et
certains choix de longueur de pas η. Cette procédure répond à l’inégalité :
ρ(x(0) + η.α) < ρ(x(0)), (2.10)
où x = (V, φ1, . . . , φM , θi, . . . , θM , ψ1, . . . , ψM) est composé de toutes les va-
riables contenues dans la fonction de coût (2.7). Pour éviter de tomber dans un
minimum local, la méthode utilise des angles d’inclinaison prédéfinis et traite le
volume reconstruit désaligné comme une bonne estimation initiale de x(0). L’en-
semble du processus de raffinement est illustré à la figure 2.2.
Figure 2.2 — Le processus de la méthode de raffinement par [YNP05].
S’inspirant de la méthode précédente, Tran et al. [TMT+13] proposent une
méthode de correction du processus de reconstruction de manière hiérarchique
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alternée appliquée à la cryo tomographie. Ils initialisent les paramètres de posi-
tionnement. Ensuite, ils font une première reconstruction suivie par un raffinement
des facteurs de transformation. Si la méthode n’a pas encore convergé, ils relancent
une nouvelle reconstruction. En effet, la reconstruction est basée sur une optimisa-
tion entre les projections réelles et les projections obtenues de l’objet reconstruit.
De même, la phase de raffinement de transformation représente une optimisation
entre les facteurs de transformation trouvés à partir des projections actuelles et
celles de l’itération précédente.
L’estimation des paramètres de transformation géométriques (translation, rota-
tion, et mise à l’échelle) retrouvés par les méthodes présentées ci-dessus est réalisée
de manière successive. Donc, une fausse estimation de l’un des paramètres peut
engendrer une propagation de l’erreur, ce qui influence les autres paramètres. Pour
ces raisons, Tran et al. ont proposé d’utiliser un traitement simultané afin d’es-
timer les transformations dans les images de projection 2D en alternance avec la
reconstruction.
Dans le cadre de nos travaux, nous avons introduit en cryo tomographique une
approche qui traite simultanément et au même niveau l’optimisation de l’objet
reconstruit et des facteurs de transformation. De plus, nous prenons en compte
l’erreur sur l’orientation du porte-objet. En effet, nous traitons les facteurs de
transformation sur l’objet reconstruit lui-même, au lieu de les faire sur les pro-
jections. L’idée réside dans le faite d’essayer, pour chaque orientation utilisée, de
reproduire la projection donnée par le MET. Le chapitre 3 apporte plus de détails
sur cet apport.
2.2 Reconstruction 3D
Nous pouvons classer les algorithmes de la reconstruction en tomographie élec-
tronique en deux groupes : les méthodes de transformation analytiques et les mé-
thodes algébriques. Les méthodes de transformation sont conceptuellement basées
sur le théorème de la coupe centrale de Fourier qui lie les coefficients de Fourier
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des projections aux coefficients de Fourier de l’objet lui-même. Ces techniques sont
performantes dans le cas où l’ensemble complet de projections uniformément répar-
ties sur 180◦ ou 360◦ est disponible. En outre, les méthodes analytiques sont très
sensibles au bruit. Ainsi, elles ne sont pas bien adaptées pour les projections incom-
plètes bruitées obtenues par le MET. Malgré cela, la méthode de rétroprojection
filtrée (RPF) [Rad92], qui appartient à cette catégorie, présente la technique de
reconstruction standard actuelle dans la cryo-tomographie électronique. La raison
est simple – l’algorithme n’est pas exigeant en temps de calcul.
La deuxième catégorie représente les techniques de reconstruction algébriques,
à savoir, la méthode ART [GBH70], la méthode itérative SIRT [Gil72] et la tech-
nique de reconstruction algébrique simultanée (SART) [AK84]. Contrairement aux
méthodes analytiques, les méthodes algébriques ne nécessitent pas un ensemble
complet de projections réparties uniformément pour la reconstruction précise et
elles sont plus stables dans des conditions bruitées [MHC98, FLR+02]. En outre,
elles permettent d’utiliser les informations a priori dans le processus de recons-
truction [SOBB96]. Cependant, les techniques algébriques sont très gourmandes
en temps de calcul.
2.2.1 Reconstruction analytique
Le principe de reconstruction analytique repose sur l’inverse de la transformée
de Radon que nous avons défini dans le chapitre précédent.
2.2.1.1 Transformée de Fourier
La transformée de Fourier [Fou22] permet la décomposition d’un signal x(t) à
partir d’une famille de sinusoïdes, ce qui permet de représenter le spectre du signal
dans le domaine fréquentiel [Pap77].
La transformée de Fourier, pour une fréquence τ , consiste à intégrer le signal
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temporel x(t) ∈ L1(R) multiplié par le terme exponentiel exp−2iπτt :
TF (τ) =
∫ +∞
−∞
x(t) exp−2iπτt dt (2.11)
Le signal x(t) peut être rétabli à travers l’intégration de toutes ses composantes
fréquentielles comme suit :
x(t) =
∫ +∞
−∞
TF (f) exp2iπft df (2.12)
La transformée de Fourier à deux dimensions est une généralisation de celle à
une dimension.
Soit f(x, y) une fonction à deux variables. La transformée de Fourier continue
de cette fonction est donnée par :
TF2(u, v) =
∫ +∞
−∞
∫ +∞
−∞
f(x, y) exp−2iπ(xu+yv) dxdy (2.13)
Les deux variables u et v représentent respectivement les fréquences spatiales
de la fonction selon les directions OX et OY .
L’inversion de la transformée de Fourier à deux dimensions est donnée par :
f(x, y) =
∫ +∞
−∞
∫ +∞
−∞
TF2(u, v) exp2iπ(xu+yv) dudv (2.14)
2.2.1.2 Théorème de la coupe centrale
Le théorème de la coupe centrale définit une relation qui existe entre les pro-
jections de f et les fréquences spatiales de f .
Soit une fonction f(x, y) une fonction de deux variables dans R. La transformée
de Fourier 1D d’une projection de Radon de la fonction f , est égale à la transformée
de Fourier 2D de f le long d’une droite d’angle θ et passant par le centre du domaine
de Fourier (cf. figure 2.3).
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Figure 2.3 — Représentation graphique du théorème de la coupe centrale [Kin05].
Le théorème de la coupe centrale de la fonction f est exprimé comme suit :
TF (TRf(ω, θ)) =
∫ +∞
−∞
TRf(ρ, θ) exp2iπωρ dρ (2.15)
=
∫ +∞
−∞
∫ +∞
−∞
∫ +∞
−∞
f(x, y)δ(ρ− x cos θ − y sin θ) exp2iπωρ dxdydρ
=
∫ +∞
−∞
∫ +∞
−∞
f(x, y) exp2iπ(xω cos θ+yω sin θ) dxdy
= TF2(ω cos θ, ω sin θ).
Ce théorème permet de reconstruire l’objet en utilisant l’inverse de la transfor-
mée de Fourier 2D, à condition que l’espace de Fourier soit échantillonné sur toute
la plage de fréquences. Étant donné que les images sont acquises à des angles dis-
crets uniformément répartis, il existe des écarts réguliers dans l’espace de Fourier.
Ces écarts n’aboutiront jamais à une reconstruction parfaite de l’objet. De ce fait,
l’erreur va augmenter dans le calcul des composantes de fréquence supérieure en
raison de sous-échantillonnage de l’espace de Fourier à ces fréquences plus élevées.
La partie centrale de l’espace de Fourier est plus étroitement échantillonnée (illus-
trée par la figure 2.4), la densité d’échantillonnage est proportionnelle à la distance
de l’origine. La partie centrale échantillonnée se traduira par un objet construit
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flou.
Figure 2.4 — Échantillonnage du domaine des fréquences, avec une région plus
étroite autour de l’origine échantillonnée [Mez12].
Dans le cas de la tomographie électronique, l’utilisation de ce théorème est
limitée par le manque des projections qui rendent le remplissage de l’espace de
Fourier incomplet. Il est possible de compenser ce manque d’information par in-
terpolation dans cet espace. Des transformées de Fourier modifiées, comme Non-
Equispaced Fast Fourier Transform (NFFT) et Pseudo-Polaire Fast Fourier Trans-
form (PPFFT) [ACD+03], ont été proposées pour répondre au problème d’inter-
polation.
Ces deux méthodes appartiennent au problème de transformation d’un espace
cartésien équidistant vers un espace fréquentiel non cartésienne non équidistant, ce
problème connu sous le nom de Non-Uniform Fast Fourier Transform (NUFFT)
[PST01]. L’objectif de ce type de transformée est de transposer les données à partir
des projections vers une des grilles données dans la figure 2.5 en minimisant les
interpolations. Ensuite, à l’aide d’une transformée de Fourier inverse destinée à
ce genre de grille, nous pouvons reconstruire l’image. Cependant, la qualité de
l’image trouvée est inférieure à celle trouvée par la rétroprojection filtrée. Par
suite, la nécessité d’utiliser une méthode itérative avec ce type de transformée pour
contourner les données manquantes se fait en appliquant un suréchantillonnage sur
les données de projection, ce qui entraîne inévitablement un temps de calcul plus
long [MS12].
Chapitre 2. Reconstruction tomographique : état de l’art 45
Figure 2.5 — Différentes grilles de la transformée de Fourier modifiée : de gauche
à droite polaire, linogram, psuedo polaire.
2.2.1.3 Rétroprojection filtrée
Une des méthodes les plus utilisées pour la reconstruction tomographique est la
rétroprojection filtrée, qui est essentiellement équivalente à l’approche de recons-
truction par Fourier, mais elle est appliquée dans l’espace réel de l’image [Fra06a].
Les images de projection sont la représentation de la valeur de la masse volumique
de l’objet suivant des rayons de projection. Dans ce cas, la rétroprojection directe
est la méthode de distribution de masse du spécimen présent dans les images de
projection uniformément sur les traces de rayons de projection calculés (cf. fi-
gure 2.6). De cette façon, la masse de l’échantillon est projetée de nouveau dans
un volume de reconstruction. Ce processus est répété pour toutes les images de
projection dans la série d’inclinaison, et les rayons de rétroprojection des images
différentes se croisent et se renforcent les unes les autres dans les points où la vraie
masse se trouve dans la structure d’origine. Par conséquent, la masse en 3D de
l’échantillon est reconstruite à partir d’une série de projections 2D.
Afin de limiter le flou dans la reconstruction, différents filtres de pondération
peuvent être multipliés à la reconstruction dans l’espace de Fourier. Le filtre le
plus commun est le filtre de rampe |v|, où v représente la fréquence. L’allure d’un
filtre rampe est représentée sur la figure 2.7. Ce filtre de rampe augmente les
fréquences spatiales élevées et minimise les basses fréquences spatiales, c-à-d. qu’il
corrige l’échantillonnage inégal. Cette approche de reconstruction est appelée la
rétroprojection filtrée (RPF).
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Figure 2.6 — Rétroprojection directe (à gauche : acquisition, à droite : recons-
truction avec présence d’artefacts en étoile autour du pixel central) [Tra13]
Figure 2.7 — Représentation du filtre rampe
L’importance de la rétroprojection filtrée dans la tomographie électronique pro-
vient principalement de la linéarité et de la simplicité de calcul de la méthode. Les
principaux inconvénients de la RPF sont [Bru02] :
— les résultats peuvent être fortement affectés par les données d’angle d’incli-
naison manquantes,
— la rétroprojection filtrée ne prend pas en compte implicitement la fonction
de transfert du microscope ou des conditions de bruit.
Il existe des algorithmes alternatifs de reconstruction de l’espace réel qui for-
mulent le problème de la reconstruction 3D comme un grand système d’équations
linéaires à résoudre par des méthodes itératives algébriques.
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2.2.2 Reconstruction algébrique
2.2.2.1 Notion algébrique
Nous introduisons tout d’abord la définition de la projection tomographique :
Soit f : R2 → [0, 1], une fonction intégrable à support compact, et soit θ ∈ R, la
projection tomographique Pθy (f) définie par :
Pθy (f) =
∫
R
f(Rθ(x, y))dy (2.16)
où Rθ est la rotation d’angle θ autour de l’origine :
Rθ(x, y)→ (x cos θ − y sin θ, x sin θ + y cos θ)
Maintenant, nous présentons le problème direct de projection :
pθ = Pθ(f) + brθ (2.17)
En tomographie, les mesures sont bruitées. Pour prendre en considération ce
bruit, nous introduisons le terme complémentaire brθ ∈ Br pour chaque orienta-
tion.
On note f ∈ RN1× ...×RNn l’image volumique si n = 3 ou surfacique si n = 2.
Soit N = Πnd=1Nd, N représente le nombre de voxels (resp. pixels) de l’image si
n = 3 (resp. n = 2). Soit f = (f1, f2, . . . , fN)T ∈ RN le vecteur contenant toutes les
valeurs de l’image f classées dans l’ordre lexicographique des arguments.
Soit M = M1 × . . . × Mn−1 le nombre d’éléments de la projection de f ,
à une orientation θ donnée de l’image, (i.e. n = 2, M = M1 et si n = 3,
M = M1 × M2). Soit pθ = (pθ1, pθ2, . . . , pθM)T le vecteur contenant tous les co-
efficients de la projection de f suivant θ classés suivant l’ordre lexicographique.
Notons que la dimensionalité de la projection est inférieure d’une unité à celle de
l’image f . Chaque p est elle-même une composante du jeu de données englobant
la totalité des S projections, à toutes les orientations θi ∈ Θ utilisées, que l’on
note P = (pθ1 ,pθ2 , . . . ,pθi , . . . ,pθS). L’ensemble P est connu aussi sous le nom
"sinogramme".
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L’opérateur Pθ correspond au processus physique de projection appliqué sur
l’objet f pour obtenir les mesures pθ. La modélisation de cet opérateur est néces-
saire pour la résolution du problème inverse tomographique. La forme algébrique
du problème modélise la projection sous sa forme discrète. En rappelant l’équation
(2.16), la mesure pθ présente l’intégrale de l’objet f sur la trajectoire de l’électron
partant de la source et passant par le pixel k, appelée aussi ligne de projection.
Sur son trajet suivant un angle θ, un électron traverse un ensemble K de voxels.
Donc, pθ est la somme sur cet ensemble d’intersections, où chaque intensité f(k)
est multipliée par les valeurs respectives du coefficient de projection wk :
pθ =
∑
k∈K
wk.fk (2.18)
Ensuite, il faut étendre cette expression à l’ensemble des faisceaux impactant
chaque pixel de f , pour tous les angles θ, en collectant tous les coefficients de
projection dans une seule matriceW , appeléematrice de projection. Nous obtenons
ainsi le modèle global des données nécessaires à la reconstruction :
p = W.f + Br (2.19)
Dans la prochaine section, nous présenterons les méthodes proposées pour le
calcul de la matrice W .
2.2.2.2 Matrice de projection
Le calcul de wij, la contribution de chaque voxel vj de l’objet dans les pro-
jections, est fait grâce à l’interpolation du noyau d’interpolation de voxel par le
faisceau de projection ri. Une illustration de cette démarche est donnée par la
figure 2.8.
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Figure 2.8 — L’interprétation du coefficient de poids de projection wij d’un voxel.
Une reconstruction de bonne qualité nécessite une modélisation précise de cette
matrice de projection. Plusieurs méthodes ont été proposées dans la littérature afin
de modéliser cette matrice. Les modèles standards tels que « voxel driven » et « ray
driven » [Jos82] sont basées sur l’échantillonnage direct, ce qui donne des erreurs de
modélisation et des artefacts sur l’image reconstruite. Le modèle « voxel driven »
est basé sur la liaison de la source au plan de projection par une ligne passant au
centre du voxel d’intérêt. Le modèle « ray driven » est basé sur la liaison entre la
source et le centre de la cellule d’intérêt sur le plan de projection par une ligne
passant par l’image (cf. figure 2.9(a) et figure 2.9(b)).
Nous pouvons également citer des modèles beaucoup plus avancés, tel que le
modèle « distance driven » [MB04], qui définit la fonction compte tenu de la forme
de représentation en escalier des voxels. Ce modèle aboutit à une meilleure mo-
délisation. Cette fonction a pour rôle de mettre en correspondance les bornes de
chaque voxel et chaque cellule du plan de projection sur une ligne commune ; la
différence entre ces bornes définit les coefficients de projection (cf. figure 2.9(c)).
Mesurer la zone exacte d’intersection est une tâche assez difficile. De ce fait, cette
zone est approchée et utilisée comme un coefficient de projection. Ce cas de figure
est illustré par la figure 2.9(c). Dans cet exemple, les pixels de l’image 2D sont
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représentés par fi, i = 1, 2, 3 et les cellules de détecteur sont représentées par
pj, j = 1, 2, 3, 4. En projetant les pixels et les cellules sur la ligne commune, nous
trouvons les coordonnées de projections des pixels qui sont xn, xn+1, xn+2, xn+3.
De plus, nous trouvons aussi ym, ym+1, ym+2, ym+3 qui sont les coordonnées de
projection des cellules de détecteur. Donc, nous pouvons calculer la valeur de pro-
jection de cellule p2 comme suit [CLW+15] :
∆p2 =
(xn+1 − ym+1)f1 + (ym+2 − xn+1)f2
ym+2 − ym+1
Néanmoins, une telle mise en correspondance fournit une représentation gros-
sière de l’image en raison de son comportement anisotrope, provoquant des erreurs
de modélisation. Ceci est dû au fait que le projecteur prend en considération seule-
ment l’information spatiale de l’image sans l’intervention des données représentées
dans l’image.
Récemment, Momey et al. [MDM+11] ont proposé l’utilisation de B-splines
comme une alternative de l’approche de « distance driven ». Les B-Splines sont
des fonctions polynomiales par morceaux, qui sont caractérisées par le degré des
polynômes les constituant. Des travaux récents de la théorie de l’échantillonnage
[TBU00] [Uns00] ont montré leur efficacité à représenter un signal continu, avec
une bonne précision. L’augmentation de leur degré les rend de plus en plus sem-
blables aux fonctions 3D gaussiennes, avec un comportement quasi isotrope, tout
en gardant l’influence locale et la propriété de séparabilité. Une des améliorations
les plus importantes données par la nouvelle approche « spline driven » proposée
par Momey et al. [MTM+14] est la réduction de l’échantillonnage angulaire des
projections sans aucune perte de qualité.
En effet, cette méthode est fondée sur l’idée de présenter les objets dans l’image
par des B-splines au lieu d’utiliser la grille cubique classique. Même les lignes de
projections sont modélisées par les B-splines. Cette modélisation améliore le calcule
des coefficients de projection.
Dans nos travaux, nous utilisons la méthode « distance driven » pour modéliser
la matrice W .
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(a) « voxel driven »
[MB04]
(b) « ray driven »
[MB04]
(c) « distance driven » [CLW+15]
Figure 2.9 — Les différentes méthodes pour créer une matrice de projection.
Le principe de la reconstruction algébrique est de résoudre le système linéaire,
ce qui se traduit par l’inversion directe de la matrice de projection. Cependant,
cette solution n’est pas réalisable en pratique, en raison de la très grande taille de
la matrice. En plus, les données expérimentales étant inévitablement bruitées, ce
système d’équations peut être inconsistant ou indéterminé, i.e. qu’il n’admet pas
en général une solution unique.
Pour toutes ces raisons, à l’inversion de cette matrice est substituée une mé-
thode itérative. Plusieurs méthodes sont employées pour résoudre le problème.
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2.2.2.3 Principe des techniques itératives algébriques
Nous introduisons dans ce qui suit le principe des techniques itératives algé-
briques de reconstruction, et particulièrement les méthodes ART, SIRT et SART.
Le pseudo code de l’algorithme général de la reconstruction algébrique est illus-
tré par l’Algorithme.1. On note l’estimation initiale du volume à reconstruire par
V 0 et l’algorithme itère sur tous les pixels pi de toutes les projections P jusqu’à
ce que nous atteignons le seuil de terminaison. Les pixels sont divisés en m sous-
ensembles de S et pour chaque sous-ensemble, une nouvelle estimation du volume
est calculée.
La mise à jour du volume peut être divisée en trois phases : la projection
du volume trouvé, la comparaison et la rétroprojection. En projetant l’objet, une
simulation de l’acquisition de projection réelle est faite. Pour chaque pixel, un
rayon est généré et trace son chemin à travers le volume pour collecter la valeur
et le poids de chaque voxel frappé par ce rayon. Ainsi, la projection virtuelle pour
chaque pixel est obtenue (c.f. figure.2.8). Le calcul de chaque pixel, l’erreur de sa
projection virtuelle et de sa projection réelle sont réalisés au cours de l’étape de
correction. Enfin, dans la rétroprojection, l’algorithme corrige la valeur de chaque
voxel selon les erreurs calculées au niveau de tous les pixels qui contribuent au
voxel.
Après le traitement de tous les pixels du sous-ensemble, une nouvelle estima-
tion du volume est trouvée. En d’autres termes, l’estimation du volume V k, où
k représente le nombre de mises à jour, est obtenue en fonction du V k−1 et du
sous-ensemble S. Il est à signaler qu’en règle générale, une mise à jour ne constitue
pas une itération de l’algorithme. En outre, les méthodes ART, SIRT et SART
diffèrent selon la formation des sous-ensembles.
2.2.2.3.1 ART
La technique de reconstruction algébrique (ART), initialement proposée par Gor-
don et al. [GBH70]. ART est une méthode itérative, elle reconstruit un objet vo-
lumétrique par une séquence alternée de prévisions de volume et de correction de
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Algorithme 1 : L’algorithme général pour les techniques algébriques
Initialisation du volume
Diviser les pixels en sous−ensembles
tant que non convergence faire
pour chaque sous−ensemble faire
pour les pixels de chaque sous−ensemble faire
Projeter l’objet (Calculer la projection virtuelle)
L’étape de Comparaison (Calculer l’erreur)
Rétro−projection (Mise à jour du volume selon l’erreur)
rétroprojections. La correction dans l’algorithme ART est faite suivant un faisceau
de projection à la fois. Donc, les pixels touchés par chaque faisceau de projection
forment un sous-ensemble S de traitement. Ici, la projection du volume mesure à
quel point l’état actuel du volume correspond à l’une des projections réelles, tandis
que dans l’étape de rétroprojection, une image corrective est distribuée sur la grille
de volume. Pour un voxel xj cette mise à jour peut être exprimée comme :
xt+1j = x
t
j + λ
pi −
∑N
n=1 winx
t
n
‖win‖2
wij (2.20)
Plusieurs opérations de ce type sont généralement nécessaires pour rendre le
volume reconstruit conforme aux détails de toutes les projections présentées dans
l’ensemble acquis. D’autre part, une amélioration d’ART est présentée en forme de
SART [AK84] (ART simultané) ; pour ART la correction du volume est basée sur
des rayons, alors que, ART simultané corrige le volume seulement après le calcul
de projection de l’image entière. SART sera présentée dans le paragraphe 2.21.
Le processus itératif de cette technique est assez lent. De ce fait, ce critère, à
savoir, la vitesse de calcul, a jusqu’à présent empêché ART d’être utilisée dans
des applications en temps réels. Cependant, ART possède de nombreux avan-
tages sur la rétroprojection filtrée (RPF) : Il donne de meilleurs reconstructions
quand un petit nombre de projections est disponible, lorsque les projections ne sont
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pas réparties uniformément dans l’espace, ou lorsque les projections sont rares ou
manquent à certaines orientations [KS01]. Cependant, cet algorithme souffre for-
tement du phénomène d’amplification du bruit [KS01]. Les techniques algébriques
pour la reconstruction de la structure cellulaire ont été présentées dans [Fer04]. Ce
travail a porté principalement sur ART en utilisant les blobs au lieu des simples
voxels. Il est à noter qu’une approche similaire a déjà été décrite dans [MHC98].
Cependant, cette dernière porte sur la reconstruction dans l’analyse de particules
isolées. Dans les deux travaux, les résultats obtenus avec ART étaient meilleurs
que ceux obtenus avec RPF. Cette implantation d’ART a encore été améliorée au
cours des années, en particulier en termes de réduction du temps nécessaire à la
reconstruction [BCMS+09].
2.2.2.3.2 SIRT
De nos jours, la technique de reconstruction itérative simultanée (SIRT) repré-
sente la technique itérative la plus utilisée. SIRT est basée sur la reprojection de
reconstruction en cours et la comparaison par rapport aux projections initiales.
En prenant la projection de différence, une différence de reconstruction peut être
obtenue pour corriger la reconstruction antérieure. Cette procédure est effectuée
de manière itérative jusqu’à ce qu’une solution adéquate soit atteinte (figure 2.10).
SIRT consiste à corriger un pixel xj en utilisant simultanément tous les faisceaux
qui le traversent. Le sous ensemble de correction ici contient tous les coefficients
de projection wij qui appartiennent à ces faisceaux. Il y a différentes versions de
l’algorithme SIRT [Gil72]. Nous citons les deux versions que nous utilisons dans
nos travaux [Bon11] et [PBS11].
Nous rappelons tout d’abord la formule de base de SIRT :
x(t+1) = x(t) + WT(p−Wx(t))
Où x(t) est la solution (l’image reconstruite obtenue) à la t-ième itération, p
est la projection obtenue avec le microscope, W est la matrice de projection et
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Figure 2.10 — Déroulement de l’algorithme de SIRT.
WT est la matrice de rétroprojection.
La différence entre les deux versions réside dans la pondération de l’erreur dans
chaque itération. Pour la première version, la formule est :
x(t+1) = x(t) + λWT(p−Wx(t))
où λ est l’inverse du carré de la première valeur propre de la matrice W [Bon11].
Pour la deuxième version, la formule est :
x(t+1) = x(t) + CWTR(p−Wx(t)),
où C et R sont des matrices diagonales contenant respectivement l’inverse de
la somme des colonnes et des lignes de la matrice de projection, i.e. cjj = 1/
∑
iwij
et rii = 1/
∑
j wij. Ces matrices sont là pour compenser le nombre de lignes de
projection qui sont passées par chaque pixel et le nombre de pixels qui sont touchés
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par chaque ligne de projection [PBS11]. Bien que SIRT a été utilisé dans un grand
nombre de paquets et de logiciels commerciaux [KMM96,FRP+96,BF11], il n’existe
pas beaucoup de publications scientifiques concernant son efficacité. Cependant,
[XXJ+10] ont modifié SIRT et ont proposé Ordered Subset SIRT (OS SIRT), un
algorithme proposé pour l’architecture graphique (GPU) de calcul. Cette dernière
a été comparée avec SIRT traditionnelle et SART et a été considérée comme étant
beaucoup plus performante en termes de temps de calcul et de qualité.
2.2.2.3.3 SART
Andersen et Kak ont présenté l’ART simultané dans [AK84] comme un compromis
entre l’ART et SIRT. Dans SART, un sous-ensemble S contient tous les pixels d’une
projection p. Pour un voxel xj cette mise à jour peut être exprimée comme :
xt+1j = x
t
j + λ
∑
pi∈p(
pi−
∑N
n=1 winx
t
n∑N
n=1 win
)wij∑
pi∈pwij
(2.21)
Au cours de la rétroprojection, les faisceaux de projection traversent encore
une fois le volume, sauf que cette fois les facteurs de correction de ces faisceaux
sont pondérés par les intégrales de tous les voxels et ajoutés à la valeur du voxel
traité. Une normalisation est effectuée sur tous les faisceaux qui ont interagi avec
le voxel en question.
En utilisant cette stratégie de mise à jour, SART profite des avantages des deux
techniques précédentes. En effet, elle fournit une convergence rapide de l’ART
avec des résultats comparables en qualité à SIRT [KS88]. Il est à signaler qu’il
existe un seul travail présenté dans [WZL09] qui a été entièrement consacré à
l’utilisation de SART en cryo-tomographie électronique. Les auteurs ont souligné
que le volume initial arbitraire peut conduire à une convergence plus lente de
l’algorithme et ont proposé SART modifié (MSART) qui ajoute deux modifications
à la version originale de SART. Tout d’abord, au lieu d’utiliser un volume nul
comme estimation initiale pour la reconstruction, le nouvel algorithme calcule la
rétro-projection et l’utilise comme estimation initiale, ce qui devrait conduire à
une convergence plus rapide de MSART. La deuxième modification est l’ajout d’un
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autre facteur de pondération sur les données de l’équation (2.21) afin d’améliorer
la qualité des reconstructions. Cependant, les résultats présentés montrent que
les auteurs utilisaient plus que 100 itérations pour obtenir des reconstructions.
Ce nombre est énorme puisque SART a été conçu pour produire des résultats de
bonne qualité après seulement une itération [KS88], ce qui a été également vérifié
empiriquement dans [DMF07,XXJ+10].
2.2.2.4 Reconstruction par optimisation régularisée
Une autre façon de résoudre le problème (2.19) est l’utilisation des algorithmes
d’optimisation. Plusieurs approches sont proposées dans ce domaine, nous citons
deux approches Maximum-Likelihood Expectation Maximization (MLEM) [Kau93]
et Limited Memory Broyden-Fletcher-Goldfarb-Shanno (L_BFGS) [LN89]. L’ob-
jectif de MLEM est d’estimer f qui peut produire les projections p avec la plus
forte probabilité. Ceci peut être réalisé en utilisant la loi de Poisson qui permet
de prévoir la probabilité de la prochaine estimation de f , étant donné la valeur
moyenne des estimations précédentes. Ainsi, à chaque itération de l’algorithme est
divisé en deux étapes [Kau93] :
— l’étape E : l’étape d’évaluation de l’espérance, la formule exprimant la pro-
babilité d’une image reconstruite est calculée en tenant compte des dernières
estimations trouvées,
— l’étape M : dans l’étape de maximisation, les pixels qui ont la plus grande
probabilité de maximiser la différence de (2.19) sont sélectionnés.
Une autre modélisation du MLEM pour la reconstruction tomographique a été
proposée dans [Gre90] où l’équation à traiter est formulée comme suite :
fk+1 = fk × rétroprojection normalisée deprojections réelles
pk
(2.22)
Cette modélisation exige entre 50 et 200 itérations pour que l’algorithme
converge. Pour cette raison, Hudson et Larkin [HL94] ont proposé l’algorithme
Ordered-Subsets Expectation Maximization (OSEM) pour accélérer le processus de
reconstruction en utilisant l’algorithme MLEM. Avec cette méthode, l’ensemble des
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projections est divisé en sous-ensembles (ou blocs). Le MLEM est ensuite appliqué
à chaque sous-ensemble à tour de rôle, en tant que sous-itération. Une itération
complète est réalisée lorsque tous les sous-ensembles ont été traités.
L_BFGS [LN89] est une variante de l’algorithme quasi-Newton, qui est une mé-
thode d’optimisation utilise la matrice Hessienne (la dérivée du second degré) de
la fonction pour déterminer le bon pas de déplacement suivant la direction choisie
vers l’optimum de l’espace de recherche. La matrice Hessienne est calculée pour une
seule fois dans la première itération. À chaque nouvelle itération de l’algorithme,
la nouvelle matrice sera estimée. Dans BFGS, qui est considéré comme la version
la plus efficace de quasi-Newton, l’inverse de la matrice Hessienne est utilisé. Pour
les problèmes de grande taille, L_BFGS résout le problème de l’estimation de la
matrice inverse pour la prochaine itération en stockant ses approximations des ité-
rations précédentes sous une forme compressée qui nécessite le stockage seulement
d’un nombre constant de vecteurs. En fait, L_BFGS enregistre uniquement les
mises à jour de quelques dernières itérations, donc des informations qui précèdent
ces itérations sont perdues.
En fait, les images reconstruites obtenues en utilisant l’optimisation ont ten-
dance à devenir bruitées que le nombre d’itérations augmente, parce que les images
reconstruites bruitées peuvent donner des projections qui sont très proches des pro-
jections bruitées mesurées. L’introduction d’une connaissance préalable comme une
contrainte qui peut favoriser la convergence du processus d’optimisation est ap-
pelée régularisation. La régularisation est basée sur l’hypothèse selon laquelle des
informations à priori peuvent être connues et représentent les propriétés physiques
ou morphologiques de l’objet. Généralement, la régularisation est choisie pour pé-
naliser les images bruitées [FGCU16]. Nous pouvons réécrire l’équation (2.19) pour
que la reconstruction soit une minimisation du critère du moindre carré régularisé
J(f) suivant :
f∗ = argmin
f
J(f) = argmin
f
Jdata(f) + λJpriori(f) (2.23)
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où Jdata(f) présent la distance euculidienne normalisée ‖p−W f‖2, Jpriori(f) est
la terme de régularisation, et λ > 0 un paramètre de régularisation permettant
d’ajuster le compromis entre Jdata(f) et Jpriori(f).
Plusieurs types de régularisation ont été proposés dans la littérature. Dans le
domaine tomographique, l’efficacité d’un type de régularisation, appelé variation
totale (TV), à attirer l’attention des chercheurs [GdBB+12]. La TV a prouvé son
efficacité pour supprimer des artefacts tout en préservant les formes dans l’image,
en utilisant les informations de contours dans les dérivées de l’image [MBG+14].
La formule de TV pour l’image f s’écrit sous la forme :
TV (f) =
∫
‖∇f‖2dxdy =
∫ √
(∇xf)2 + (∇yf)2dxdy (2.24)
Fourier-based Iterative Reconstruction Method (FIRM) est une approche hy-
bride entre la reconstruction analytique et algébrique qui est proposée par Wang
et al. [WSS13]. Cette approche utilise le gradient conjugué, un algorithme d’op-
timisation, pour reconstruire l’image. La nouveauté de FIRM est l’utilisation de
NUFFT pour calculer la rétroprojection et le noyau de convolution utilisés dans
l’optimisation, ce qui permet de gagner en temps de calcul.
2.2.2.5 Évaluation des algorithmes de reconstruction
Une reconstruction d’un volume synthétique en niveaux de gris contenant plu-
sieurs sphères (256×256×256 pixels) est faite. La figure 2.11(a) illustre une coupe
transversale du volume, orthogonale à l’axe d’inclinaison. La série de projections
contient 70 images qui sont projetées de −70◦ à 70◦ avec un pas angulaires de
+2◦. Les figures 2.11(b-f) représentent la coupe correspondante dans le volume
reconstruit avec RPF, ART, SIRT, SART et reconstruction par optimisation avec
variation totale (TV). La méthode de reconstruction par optimisation avec va-
riation totale donne le résultat qui présente le moins d’artefacts sur les bords,
en particulier, ceux dus aux projections manquantes. À la deuxième place, nous
trouvons la méthode SIRT, suivie par SART.
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(a) Coupe d’origine (b) RPF
(c) ART (d) SIRT
(e) SART (f) TV-régularisation
Figure 2.11 — Reconstruction avec les algorithmes de l’état de l’art.
Conclusion
Nous avons présenté au cours de ce chapitre l’état de l’art relatif aux étapes
d’alignement et de reconstruction d’un objet tomographique 3D. Les approches
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d’alignement proposées dans la littérature, utilisent des marqueurs de référence
(des nanoparticules d’or) afin d’obtenir un alignement correct des images. En l’ab-
sence des marqueurs, l’alignement des projections est possible via la corrélation
entre deux images acquises avec des angles d’inclinaison successifs. Néanmoins,
les approches basées sur la corrélation des images 2D ne sont pas efficaces pour
estimer correctement les facteurs de transformations géométriques de l’objet en
espace 3D ainsi que l’incertitude des orientations d’acquisition utilisées.
Concernant l’étape de reconstruction, nous avons exposé les deux types de re-
construction (analytique et algébrique) et nous avons mis l’accent sur les avantages
et les inconvénients de chacune d’entre elles.
Dans le prochain chapitre, nous allons définir notre approche qui traite simul-
tanément l’alignement et la reconstruction de l’objet 3D dans son espace natif.
Chapitre
3 Alignement et
reconstruction 3D par
optimisation simultanée
Introduction
Après une étude sur le modèle du problème direct, nous proposons une ap-
proche de reconstruction tomographique qui traite simultanément les erreurs de
l’objet reconstruit ainsi que les orientations utilisées. En effet nous ne disposons
pas réellement de l’objet en question mais uniquement de ses projections. Dans ce
cas, pour juger la qualité de l’objet reconstruit, nous allons comparer les projec-
tions réelles de l’objet avec les projections de l’objet reconstruit. Ces projections
sont obtenues en projetant ce dernier suivant l’ensemble des orientations utilisées.
Nous allons présenter au cours de ce chapitre la méthodologie choisie pour
le traitement des orientations erronées. Nous allons en premier lieu, définir la
méthodologie de correction des orientations pour le cas 2D pour ensuite, passer à
la généralisation du cas 3D en incluant la correction des translations géométriques.
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3.1 Réduction de l’incertitude angulaire et l’amé-
lioration de la reconstruction 3D par coupe
Notre approche de correction est basée sur la minimisation d’une fonction de
coût ayant comme paramètre l’ensemble des orientations. Pour obtenir plus de pré-
cision, nous incluons également l’objet reconstruit en tant que deuxième paramètre
de la fonction de coût. En utilisant simultanément ces deux ensembles de para-
mètres, nous pouvons fournir des résultats plus précis qu’en traitant séparément
l’optimisation de l’incertitude angulaire et l’objet reconstruit.
Pour ce faire, nous définissons la fonction de coût C, qui est fonction de la
distance euclidienne entre les projections réelles Π et les projections de l’objet
reconstruit P.
C(f ,Θ) = 1
2
‖Π−P‖22 =
1
2
S∑
i=1
‖πi − pθi‖22 (3.1)
Cette équation peut se développer comme suit :
C(f ,Θ) = 1
2
S∑
i=1
M∑
j=1
(πij − p
θi
j )
2 =
1
2
S∑
i=1
M∑
j=1
(πij −
N∑
k=1
wθi,jk fk)
2 (3.2)
où wθi,jk est le coefficient de projection du pixel k par la ligne de projection j
suivant l’angle θi.
La fonction de coût C dépend de deux paramètres, à savoir, les projections
réelles, le volume actuel reconstruit et les orientations actuelles.
Nous utilisons le carré pour assurer la positivité de la fonction. La ressemblance
entre les deux types de projections atteint son maximum lorsque la fonction C
atteint son minimum. Dans ce cas, la solution (f̂ , Θ̂) de notre problème est :
(f̂ , Θ̂) = argmin C(f ,Θ) (3.3)
L’équation (3.3) est convexe en f (à cause de la somme quadratique utilisée)
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et Θ est proche de la solution par hypothèse. Nous supposons que sous cette
hypothèse, le problème d’optimisation de l’éq. (3.3) est convexe.
Plusieurs méthodes d’optimisation existent dans la littérature [NW06]. Les mé-
thodes déterministes sont des méthodes itératives basées sur le calcul du gradient.
Ces méthodes convergent rapidement vers un optimum. Cependant, elles ne certi-
fient pas que l’optimum atteint est un optimum global, car elles ne sont pas aussi
robustes à l’initialisation que les méthodes d’optimisation stochastique. De plus,
l’inconvénient majeur de ces méthodes réside dans le nombre important d’évalua-
tions nécessaires et leur temps de convergence. Plusieurs algorithmes déterministes
ont été introduit dans la littérature. Nous citons les plus connus, le gradient conju-
gué (GC) [HS52] et le quasi-Newton [Dav91]. Ce dernier est très efficace en terme
de vitesse de convergence, mais il nécessite le calcul de la matrice Hessienne de
la fonction, contrairement au GC qui nécessite seulement le calcul du gradient.
Même avec les méthodes d’approximation de la matrice Hessienne et les nouvelles
méthodes de stockage proposées, il reste très difficile d’appliquer le quasi-Newton
pour notre cas. Ceci est dû au grand nombre de variables utilisées dans notre
fonction (f et Θ sont respectivement de taille N et M). Pour cette raison, nous
choisissons la méthode du GC. L’ensemble Θ rend la fonction C non linéaire. Nous
allons travailler avec la version non linéaire de l’algorithme du gradient [DY99]. Le
processus du gradient conjugué est illustré dans la figure 3.1.
Les étapes ci-dessous constituent une itération de déplacement le long d’une
direction conjuguée di, après une initialisation de d0 = g0 = −∇C(χ0) [DY99] :
— trouver αi la longueur du pas de descente qui minimise C(χi + αidi),
— χi+1 = χi + αidi,
— gi+1 = −∇C(χi+1),
— βi+1 = max{
gTi+1(gi+1−gi)
gTi gi
, 0},
— mettre à jour la direction conjuguée di+1 = gi+1 + βi+1di.
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Figure 3.1 — Processus du gradient conjugué
La première étape pour utiliser le GC est de calculer le gradient de notre
fonction de coût. Pour faciliter cette phase, écrivons l’équation (3.2) sous la forme :
C(f ,Θ) = 1
2
S∑
i=1
M∑
j=1
(Cr(f , θi, j))2 (3.4)
avec Cr(f , θi, j) = πij −
∑N
k=1w
θi,j
k fk.
Maintenant, nous calculons le gradient de Cr, ensuite, nous déduirons le gra-
dient de C. À cause de la nature discrète de la fonction de coût, nous utilisons la
différence finie pour approcher le gradient.
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3.1.1 Dérivée partielle par rapport à f
Nous commençons par :
∂Cr
∂fh
= lim
∆f→0
Cr(f1, f2, . . . , fh + ∆f , . . . , fN, θi, j)− Cr(f1, f2, . . . , fh −∆f , . . . , fN, θi, j)
2∆f
≈ 1
2∆f
(
πij −
(
h−1∑
k=1
wθi,jk fj + w
θi,j
h (fh + ∆f) +
N∑
k=h+1
wθi,jk fk
))
−
1
2∆f
(
πij −
(
h−1∑
k=1
wθi,jk fk + w
θi,j
h (fh −∆f) +
N∑
k=h+1
wθi,jk fk
))
≈ −wθi,jh
Nous avons donc,
∂(Cr)2
∂fh
≈ −2wθi,jh
(
πij −
N∑
k=1
wθi,jk fk
)
.
Donc,
∂C
∂fh
≈ −
S∑
i=1
M∑
j=1
wθi,jh
(
πij −
N∑
k=1
wθi,jk fk
)
.
Nous remarquons la disparition du terme ∆f , cela signifie que le calcul de ∂C∂fh
dépend seulement des coefficients de projections liés au fh, i.e. wθi,jh .
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3.1.2 Dérivée partielle par rapport à Θ
Nous calculons maintenant la dérivée partielle par rapport aux θi.
∂Cr
∂θh
= lim
∆θ→0
Cr(f , θh + ∆θ, j)− Cr(f , θh −∆θ, j)
2∆θ
≈ 1
2∆θ
(
πhj −
(
N∑
k=1
w
(θh+∆θ),j
k fk
)
− πhj +
(
N∑
k=1
w
(θh−∆θ),j
k fk
))
≈ 1
2∆θ
(
N∑
k=1
w
(θh−∆θ),j
k fk − w
(θh+∆θ),j
k fk
)
≈ 1
2∆θ
(
N∑
k=1
(w
(θh−∆θ),j
k − w
(θh+∆θ),j
k )fk
)
où w(θh+∆θ),jk , w
(θh−∆θ),j
k sont les coefficients suivant les angles θh + ∆θ, θh − ∆θ.
Nous avons donc,
∂(Cr)2
∂θh
≈ 1
∆θ
(
N∑
k=1
(w
(θh−∆θ),j
k − w
(θh+∆θ),j
k )fk
)(
πij −
N∑
k=1
wθi,jk fk
)
.
Donc,
∂C
∂θh
≈ 1
2∆θ
M∑
j=1
(
N∑
k=1
(w
(θh−∆θ),j
k − w
(θh+∆θ),j
k )fk
)(
πij −
N∑
k=1
wθi,jk fk
)
.
3.1.3 Algorithme de raffinement
Après le calcul du gradient, nous pouvons passer à la phase d’optimisation. Tout
d’abord, nous faisons une reconstruction initiale, i.e. le point de départ de l’algo-
rithme. Dans notre cas, nous avons choisi d’utiliser la méthode de reconstruction
algébrique SIRT pour cette phase. Cependant, tout type d’algorithme (analytique
ou algébrique) peut être utilisé. Deuxièmement, nous prenons l’objet reconstruit
initial et les données de projection avec les orientations utilisées dans l’acquisition
comme entrée pour l’algorithme GC itératif. La sortie du procédé décrit est un
objet reconstruit plus précis et une amélioration des orientations. L’algorithme de
notre approche est présenté par Algorithme 2 [RBN+16a].
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Algorithme 2 : L’algorithme de raffinement par GC
Données : f init, Θinit, Π
initialisation f iter0 = f init, Θiter0 = Θinit, itermax, iter = 0, cond = 0
tant que iter < itermax ET cond=0 faire
calculer gradient ∇C(fiter,Θiter)
calculer fiter+1,Θiter+1 avec le gradient conjugué
calculer ∆C = C(fiter,Θiter)− C(fiter+1,Θiter+1)
si ∆C < ε alors
cond=1
fiter ← fiter+1,Θiter ← Θiter+1, iter ← iter + 1
Résultats : fiter+1,Θiter+1
Nous avons appliqué cette démarche sur les coupes 2D d’un objet 3D. Le ré-
sultat est présenté dans la section 3.3.
3.1.4 Optimisation tridimensionnelle par coupes 2D
La fonction de coût C présentée et son gradient sont utilisables en 2D ainsi
qu’en 3D. Cependant, ils nécessitent une matrice de projection pour chacune de
ces dimensions.
Lors du développement de la matrice de projection 3D (cf. figure 3.2(b)), nous
avons appliqué notre approche d’optimisation à l’aide de la matrice de projection
2D (cf. figure 3.2(c)). Le MET utilise une géométrie parallèle pour acquérir les
images, i.e. les faisceaux d’électrons traversant l’échantillon sont de forme parallèle.
En négligeant les perturbations sur l’axe de rotation, la reconstruction peut être
réalisée par plans de coupes 2D successives (cf. figure 3.2(a)). Donc, nous proposons
une deuxième fonction de coût C2.
C2(F,Θ) =
1
2
S∑
i=1
M∑
j=1
N3∑
z=1
(
πij,z −
N∑
k=1
wθi,jk f
z
k
)2
(3.5)
où F = (f1, f2, . . . , fN3) est l’ensemble de coupes 2D de l’objet 3D à reconstruire.
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Les dérivées partielles de la fonction C2 sont :
∂C2
∂fzh
≈ −
S∑
i=1
M∑
j=1
wθi,jh
(
πij,z −
N∑
k=1
wθi,jk f
z
k
)
∂C2
∂θh
≈ 1
2∆θ
M∑
j=1
N3∑
z=1
(
N∑
k=1
(w
(θh−∆θ),j
k − w
(θh+∆θ),j
k )f
z
k
)(
πij,z −
N∑
k=1
wθi,jk f
z
k
)
N3
N1
N2
N1
N2
N3
(a) Découpage du volume 3D en des coupes 2D
f P
M× S
N = N1 ×N2 ×N3
× N
1
1
W 3D
(b) Projection 3D en utilisant une matrice
de projection 3D
M× S × N1 ×N2
N3
N3
W 2D F Pz
N1 ×N2
(c) Projection 3D en utilisant une matrice de projec-
tion 2D
Figure 3.2 — Projection du volume 3D.
L’évaluation de notre approche dans les cas 2D et 3D par coupe est donnée
respectivement dans la section 3.3.2 et 3.3.3. De ces résultats, nous déduisons que
l’approche 3D par coupes permet d’améliorer les angles de rotation et la qualité de
l’image reconstruite. Cependant, dans le cas où les erreurs sur l’axe de rotation ne
seraient pas négligées, la reconstruction par coupe ne peut pas être réalisée. Pour
ces raisons, nous présentons dans la prochaine section notre approche d’alignement-
reconstruction 3D directe.
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3.2 Alignement et reconstruction 3D multi-échelle
conjointe pour cryo tomographie électronique
Le plus qu’apporte notre approche réside dans la capacité à traiter plusieurs
types de corrections simultanément. L’importance de cette propriété apparaît
lorsque les erreurs sur l’axe de rotation ne sont pas négligées. Dans ce cas, il
n’est pas possible de corriger l’objet par coupe. Donc, une correction globale de
l’objet devient une nécessité. Cette correction est possible à travers l’utilisation de
trois angles pour modéliser la rotation suivant les trois axes de l’espace 3D.
Ceci est visualisé dans l’équation (3.6), où nous utilisons une matrice de pro-
jection avec les trois angles de rotation d’Euler. Par cette nouvelle fonction de
coût, nous sommes capables de corriger les erreurs d’orientation du porte-objet,
ainsi que les rotations possibles suivant l’angle γp (cf. figure 1.15). Dans ce cas,
les orientations Θ sont modélisées par les deux ensembles des angles α et β, la
rotation sur le plan de détecteur est représentée par γ.
C(f ,α,β,γ) = 1
2
S∑
i=1
M∑
j=1
(
πij − pij
)2
=
1
2
S∑
i=1
M∑
j=1
(
πij −
N∑
k=1
wi,jk fk
)2
(3.6)
où wi,jk est le coefficient de projection du pixel k par la ligne de projection j suivant
le triplet d’angle αi, βi, γi. Cette méthodologie sera présentée dans la section qui
suit.
La reconstruction 3D en cryo-tomographie électronique est réalisée à partir
d’images sous projection de différents angles d’inclinaison. Le désalignement de
ces images dégrade la qualité de l’objet reconstruit. Il existe de nombreuses tech-
niques d’alignement pour faire face à ce problème. Leur principe réside dans le fait
de corriger la transformation géométrique 2D dans les images de projection. Néan-
moins, les erreurs d’acquisition peuvent produire des déplacements du porte-objet
qui ne se traduisent pas par des transformations affines 2D des images de projec-
tion. Un exemple de ce type d’erreur est les changements d’axe de rotation. Dans
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cette section, nous allons présenter notre approche multi-échelle basée sur une op-
timisation par gradient conjugué d’une fonction de coût. Cette dernière possède
comme entrées : la reconstruction 3D, les images de projection et les angles d’ac-
quisition. L’objectif principal de cette optimisation réside dans le fait de trouver
tous les paramètres 3D de la transformation géométrique.
3.2.1 Transformations géométriques
Durant la phase d’acquisition, plusieurs problèmes peuvent subvenir, particu-
lièrement, le mouvement du spécimen. Deux sortes de mouvements peuvent être
considérés lors du déplacement du spécimen : la translation et la rotation en 3D.
3.2.1.1 Translation en 3D
Rappelons que le repère d’acquisition du microscope est composé d’un plan
perpendiculaire au faisceau électronique (OX,OY ) et d’un axe focal (OZ) (cf.
figure.1.15). L’image peut se déplacer dans (OX,OY ), ce qui conduit au même
déplacement sur le plan du détecteur (i.e. l’image de projection). Le déplacement
de l’image en fonction de (OZ) affectera l’échelle de l’objet projeté dans l’image de
projection. En d’autres termes, la translation 3D de l’objet affecte en même temps
la translation et la mise en échelle 2D de l’image de projection. Nous commençons
notre approche par une estimation de l’objet 3D. De ce fait, nous pouvons corriger
la translation et la mise en échelle des images de projections directement avec
la translation sur l’objet 3D. Dans l’espace continu, la translation 3D est définie
comme suit (en coordonnées homogènes) :
x′
y′
z′
1

(OX′Y ′Z′)
=

1 0 0 tx
0 1 0 ty
0 0 1 tz
0 0 0 1


x
y
z
1

(OXY Z)
(3.7)
Où (x, y, z, 1)T et (x′, y′, z′, 1)T sont respectivement le système de coordonnées
(OXY Z) and (OX ′Y ′Z ′). Ces transformations vont perturber la discrétisation de
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l’espace de reconstruction. Pour cette raison, nous utilisons l’interpolation B-spline
[TBU00] afin de corriger ce problème et assurer une bonne discrétisation de l’es-
pace. En outre, afin de garder le système matriciel du modèle algébrique utilisé
dans notre fonction d’optimisation, nous devons adapter le système de transla-
tion de coordonnées de pixels vers un système de translation matricielle direct
des valeurs des voxels. En d’autres termes, nous définissons une matrice dont la
multiplication directe avec l’objet 3D produira un objet 3D translaté suivant les
paramètres de translation choisis.
f i = T(txi, tyi, tzi)f , i ∈ [1, . . . , |Θ|] (3.8)
Où chaque ligne de T décrit l’équation de la translation 3D de l’objet dans son
espace en fonction de (txi, tyi, tzi), qui est directement interpolé avec une B-spline.
La kème ligne de T contient les coefficients de translation interpolés pour trouver
le voxel fik.
3.2.1.2 Rotation en 3D
Mis à part le problème de l’incertitude des orientations mentionné dans la
section précédente, il est possible que l’objet fasse des rotations autour du plan de
détecteur (OX,OY ) lors de l’élévation de l’angle d’inclinaison. Ces deux types de
rotations peuvent être présentés par le système des trois angles d’Euler (α, β, γ).
En utilisant le même principe mathématique évoqué dans la section précédente,
nous pouvons également modéliser la rotation 3D. En effet, au lieu d’appliquer la
rotation sur l’objet lui-même, nous allons l’appliquer directement sur les lignes de
projections. À cette effet, nous utilisons une matrice W de taille M×N, laquelle
projette le vecteur de l’objet f vers le vecteur de projection pi suivant l’orientation
décrite par le triplet (αi, βi, γi) comme suit :
pi = W(αi, βi, γi)f (3.9)
Comme la matrice de projection utilisée dans le cas 2D, les coefficients de
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chaque ligne de cette matrice W sont les poids de projection des voxels qui in-
teragissent avec le faisceau de projection qui lui correspond. Le calcul de cette
matrice est réalisé selon le modèle « distance driven » pour le cas 3D.
Il faut mentionner que, même si les deux matrices T et W sont énormes, elles
sont creuses.
3.2.2 Fonction de coût 3D globale
Soulignons que l’objectif de nos travaux de recherche est de corriger toutes les
erreurs géométriques possibles qui peuvent avoir lieu dans l’étape de reconstruc-
tion. Les données d’entrée représentent un ensemble d’angles d’inclinaison incer-
tains et les images réelles de projection correspondantes. Par conséquent, nous
proposons d’utiliser une fonction qui mesure la distance entre les données réelles
de projection et les données de projection trouvées après re-projection du volume
reconstruit selon le triplet d’orientation courant lors de chaque itération.
Ainsi, en affinant tous ces paramètres, nous pouvons assurer une reconstruction
plus précise. Comme dans le cas 2D, nous commençons par définir la fonction de
coût C en fonction de la distance euclidienne entre les projections réelles Π et les
projections de l’objet reconstruit P.
C(f ,α,β,γ, tx, ty, tz) = 1
2
‖Π−P‖22 (3.10)
=
1
2
S∑
i=1
‖πi − pi‖22 (3.11)
Cette équation peut être développée comme :
C(f , . . . , tz) = 1
2
S∑
i=1
M∑
j=1
(πij − pij)2 (3.12)
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où
pij =
N∑
k=1
wjk(αi, βi, γi)f
i
k (3.13)
=
N∑
k=1
wjk(αi, βi, γi)
( N∑
l=1
tkl(txi, tyi, tzi) fl
)
(3.14)
Le but de notre optimisation est de minimiser cette fonction pour avoir un
objet reconstruit plus correct.
(f̂ , α̂, β̂, γ̂, t̂x, t̂y, t̂z) = argmin C(f , . . . , tz) (3.15)
Afin d’utiliser l’optimisation via le GC comme dans le cas 2D, il faut calculer
le gradient de la fonction de coût C. Pour faciliter cette phase, nous avons modifié
l’équation (3.12) :
C(f , . . .) = 1
2
S∑
i=1
M∑
j=1
(Cr(f , αi, βi, γi, txi, tyi, tzi, j))2 (3.16)
avec Cr(f , . . . , j) = πij −
∑N
k=1wjk(αi, βi, γi)f
i
k.
Maintenant, nous calculons le gradient de Cr, ensuite, nous déduirons le gra-
dient de C.
∂C
∂fh
≈ −
S∑
i=1
M∑
j=1
Cr(. . .)
N∑
k=1
wjk(αi, . . .)tkh(txi, . . .) (3.17)
∂C
∂αh
≈ 1
2∆α
M∑
j=1
Cr(f , αh, . . .)
( N∑
k=1
(wjk(αh −∆α, βh, γh)− wjk(αh + ∆α, βh, γh))fik
)
(3.18)
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∂C
∂βh
≈ 1
2∆β
M∑
j=1
Cr(f , αh, . . .)
( N∑
k=1
(wjk(αh, βh −∆β, γh)− wjk(αh, βh + ∆β, γh))fik
)
(3.19)
∂C
∂γh
≈ 1
2∆γ
M∑
j=1
Cr(f , αh, . . .)
( N∑
k=1
(wjk(αh, βh, γh −∆γ)− wjk(αh, βh, γh + ∆γ))fik
)
(3.20)
∂C
∂txh
≈ 1
2∆tx
M∑
j=1
Cr(f , αh, . . .)
( N∑
k=1
wjk(αh, βh, γh)
N∑
l=1
(tkl(txh −∆tx, tyh, T zh)− tkl(txh + ∆tx, tyh, tzh))fl
)
(3.21)
∂C
∂tyh
≈ 1
2∆ty
M∑
j=1
Cr(f , αh, . . .)
( N∑
k=1
wjk(αh, βh, γh)
N∑
l=1
(tkl(txh, tyh −∆ty, T zh)− tkl(txh, tyh + ∆ty, tzh))fl
)
(3.22)
∂C
∂tzh
≈ 1
2∆tz
M∑
j=1
Cr(f , αh, . . .)
( N∑
k=1
wjk(αh, βh, γh)
N∑
l=1
(tkl(txh, tyh, tzh −∆tz)− tkl(txh, tyh, tzh + ∆tz))fl
)
(3.23)
Lancer notre approche en utilisant directement les images de projection direc-
tement est une opération coûteuse en terme de temps de calcul (e.g. le traitement
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d’un objet de taille 323 peut prendre plus de 8 heures de calcul). Pour cette raison,
nous avons eu l’idée d’appliquer l’algorithme sur des images d’échelle plus petite.
Cependant, l’utilisation d’une échelle réduite affecte la précision de l’optimisation,
d’où la pertinence de l’aspect multi-échelle dans ce processus.
3.2.3 Accélération de l’optimisation via la méthode multi-
échelle
Une des méthodes les plus répandues dans la littérature est celle proposée en
1989 par S. Mallat [Mal89] qui a permis d’ouvrir un champ d’exploitation de la
transformée en ondelettes dans diverses applications en traitement d’images. Cette
méthode combine l’analyse multi-échelle et la transformée en ondelettes pour avoir
une représentation d’une fonction non redondante et sans perte.
L’analyse multi-échelle introduite dans [Mal89] a pour objectif d’approcher
une fonction à une résolution de l’ordre 2 (i.e. diviser l’échelle à chaque fois par
2). Le passage d’une échelle à une autre donne une représentation de plus en plus
grossière de la fonction initiale ainsi que de son détail. Cette décomposition permet
de récupérer les détails d’une fonction et d’avoir, ainsi, une transformée réversible.
Soit S0 l’échelle réelle de l’image, si nous appliquons la transformée en on-
delettes n fois sur les images de projections, nous arrivons à l’échelle Sn. Nous
utilisons les ondelettes de Meyer [Mey90] pour mettre en place un processus hiérar-
chique multi-échelle. Les ondelettes sont des fonctions qui respectent certains cri-
tères d’orthogonalité nécessaires pour la construction d’une analyse multi-échelle.
En particulier, l’ondelette de Meyer est une ondelette orthogonale avec une fonc-
tion d’échelle sans aucun filtrage, ce qui permet d’éviter une perte d’information
importante de l’image [Mey90], et c’est un avantage très important dans notre cas.
Nous commençons le processus à l’échelle Sn. En utilisant les images de projec-
tion à l’échelle réduite Sn et les angles d’inclinaison, une reconstruction prélimi-
naire est appliquée. Au début, nous supposons que les angles d’inclinaison ne sont
pas erronés et qu’aucune erreur en rotation ou en translation n’existe. Après avoir
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trouvé les paramètres optimaux de la transformation géométrique, le processus
est réitéré en utilisant l’échelle Sn−1 avec les paramètres récupérés de l’estimation
initiale, où nous utilisons les mêmes paramètres de rotation mais les paramètres
de translation sont adaptées en fonction de la nouvelle échelle.
Nous répétons itérativement le processus jusqu’à ce que nous atteignons
l’échelle S0. L’échelle réelle ne sera pas utilisée jusqu’à ce que les paramètres de
transformation soient optimaux.
Figure 3.3 — Correction des paramètres de la transformation géométrique et
amélioration du modèle 3D reconstruit par l’aspect multi-échelle pyramidal.
3.2.4 Algorithme d’alignement et reconstruction 3D multi-
échelle
Tout d’abord, nous faisons une reconstruction initiale, i.e. initiale avec la mé-
thode de reconstruction algébrique SIRT. SIRT a été choisi pour sa qualité de
reconstruction supérieure à celle trouvée avec les autres méthodes de reconstruc-
tion [Her09]. Deuxièmement, nous prenons l’objet reconstruit initial et les données
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de projection avec les orientations utilisées dans l’acquisition et des paramètres
de translation nuls comme entrées pour l’algorithme GC itératif. La sortie du pro-
cédé décrit est un objet reconstruit plus précis et une amélioration des orientations.
L’algorithme de notre approche est présenté par Algorithme 3 [RBN+16b].
Algorithme 3 : Alignement et reconstruction 3D multi-échelle conjointe
Données : f init, αinit, βinit, γinit, Π
initialisation α0 = αinit, β0 = βinit, γ0 = γinit, tx0 = 0, ty0 = 0, tz0 = 0,
∆C ← +∞ , iter = 0, n
tant que n ≥ 0 faire
Πn ← Réduit_échelle_projection (Π, n)
f ← reconstruction(Πn,α,β,γ)
tant que iter < itermax ET ∆C ←≤ ε faire
Calculer le gradient ∇C(fiter, (α,β,γ)iter, (tx, ty, tz)iter)
Applique CG(fiter+1, (α,β,γ)iter+1, (tx, ty, tz)iter+1)
∆C = C(fiter, (α,β,γ)iter, (Tx,Ty,Tz)iter)−
C(fiter+1, (α,β,γ)iter+1, (Tx,Ty,Tz)iter+1)
fiter ← fiter+1, (α,β,γ)iter ← (α,β,γ)iter+1
(tx, ty, tz)iter ← (tx, ty, tz)iter+1, iter ← iter + 1
n← n− 1, iter ← 0, ∆C ← +∞
Changer_échelle_translation (tx, ty, tz, n)
Résultats : fiter+1, (α,β,γ)iter+1, (tx, ty, tz)iter+1
Dans notre cas, l’algorithme commence par une estimation proche de l’objet,
et par hypothèse, les angles d’inclinaison et les transformations géométriques sont
aussi proches des valeurs réelles. Donc, notre espace de recherche est une hyper-
sphère dont le rayon est la valeur de la fonction de coût donnée par la première
itération de notre algorithme. Du point de vue de la régularisation, le volume es-
timé à chaque itération est une solution régularisée et le nombre d’itérations joue
le rôle du paramètre de régularisation [WSS13]. Le principe de base de la régulari-
sation est de lisser la solution par l’amortissement des valeurs de voxels négatives
calculées par GC et en veillant à ce que la valeur de la fonction ne dépasse pas le
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rayon de l’hypersphère de recherche.
Les performances de nos algorithmes sont présentées dans la prochaine section.
3.3 Évaluation
3.3.1 Mesures d’évaluation
Pour mesurer la qualité de la reconstruction, nous proposons deux critères. Le
premier est le coefficient de corrélation croisée (l’équation (3.24)). C’est un critère
pour mesurer le taux de similarité entre l’image originale et l’image reconstruite.
Ce coefficient est égal à 1 lorsque l’image reconstruite coïncide exactement avec
l’image originale et égale à zéro dans le cas le plus défavorable. Le deuxième cri-
tère est l’erreur quadratique moyenne normalisée (EQMN) définie par l’équation
(3.25). Contrairement au coefficient de corrélation, le zéro dans l’EQMN signi-
fie un meilleur résultat. Nous utilisons l’EQMN pour mesurer la correction des
orientations réalisée par notre approche. L’équation (3.26) présente la mesure de
correction d’orientation (MCO). Plus la valeur de MCO est proche de zéro, plus
les orientations trouvées par notre approche sont correctes.
corr =
∑N
k=1(fk −M(f))(f̂k −M(f̂))√∑N
k=1(fk −M(f))2
∑N
k=1(f̂k −M(f̂))2
(3.24)
avec M(f) et M(f̂) sont respectivement les moyennes de f et f̂ .
EQMN =
√∑S
i=1(θi−θ̂i)2
S
max(Θ)−min(Θ)
(3.25)
MCO =
EQMNfinal
EQMNinit
(3.26)
avec EQMNinit et EQMNfinal sont respectivement l’EQMN entre les orientations
correctes, les orientations avant l’optimisation et les orientations après l’optimi-
sation. Donc, si les orientations après l’optimisation sont totalement correctes,
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EQMNfinal égale à 0, ce qui signifie que MCO est nul aussi. Cependant, si les
erreurs d’orientation ne sont pas corrigées ou sont même amplifiées, le MCO sera
plus grand que 1.
En outre, nous présentons une nouvelle métrique VAR pour évaluer le chan-
gement de la qualité et de la résolution native de l’objet dans le processus de
reconstruction par rapport à la résolution initiale de l’objet. La métrique proposée
est utilisée pour montrer la relation entre les erreurs des angles d’inclinaison utili-
sés dans la projection et la dégradation de la résolution en prenant en compte non
seulement l’aspect statistique comme celui donné par corr et MCO, mais l’aspect
visuel de la reconstruction aussi. Cette métrique est utilisée dans les tests synthé-
tiques 2D. Plus de détails de cette métrique appelée l’assomption visuelle de la
résolution (i.e. Visual Assumption of Resolution (VAR)) sont présentés dans la
section suivante.
3.3.1.1 Assomption visuelle de la résolution
La résolution est une propriété importante lors de la reconstruction d’un ob-
jet, elle affecte la qualité visuelle de l’objet et elle joue un rôle significatif dans
la détermination de la performance de la segmentation. Une meilleure résolution
signifie une meilleure segmentation. Comment pouvons-nous définir la résolution
et juger sa qualité ?
L’estimation de résolution tomographique vise à connaître le niveau de détail
fiable présent dans le tomogramme. Une approche couramment utilisée dans la
microscopie électronique par particules isolées (MEPI) est Fourier Shell Correla-
tion (FSC) [HvH86], qui est une généralisation 3D de l’approche 2D Fourier Ring
Correlation (FRC) [SB82]. Dans cette approche, la série de projection est décou-
pée en deux moitiés (contenant respectivement les images de projection paires et
impaires). À partir de ces deux demi-séries, deux tomogrammes sont calculés, et
sont ensuite comparés dans l’espace de Fourier pour trouver la résolution spatiale
maximale jusqu’à laquelle les deux tomogrammes sont mutuellement cohérents.
Cependant, de nombreux critères influent sur la fiabilité de cette approche tel
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que le seuil utilisé, le nombre de voxels du tomogramme, la symétrie de données
et d’autres critères qui sont discutés avec plus de détails dans [vHS05]. En plus,
FSC est bien développée pour le cas de la MEPI, mais le manque de données
dans l’espace de Fourier et le fait que pour chaque direction il existe une seule
projection rend cette approche peu adaptée pour le cas de la tomographie électro-
nique [Pen10]. Il y a quelques approches qui ont proposé d’adapter la FSC à la
tomographie électronique [Pen02] [UST+05]. Cependant, ces techniques exigent un
bon suréchantillonnage dans l’espace de Fourier pour obtenir un résultat correct
[Pen10].
Une autre approche intéressante, notée Noise-compensated Leave One Out
(NLOO) [CGS05], a été proposée pour résoudre ce problème. Dans cette approche,
un tomogramme est calculé à partir de toute la série de projections, sauf une seule
image de projection. Ensuite, une projection est calculée à partir du tomogramme
trouvé à la direction de la projection manquante, et une comparaison est réali-
sée dans l’espace de Fourier par FRC entre la projection calculée et la projection
manquante de la série [CGS05]. Cette méthode est répétée pour chaque image de
la série de projection. Si le pas entre les projections est petit (1◦), FSC et NLOO
donnent des résultats similaires, sinon NLOO est plus fiable. Cependant, le temps
de calcul de NLOO est important.
Une autre signification populaire du terme « résolution » est le nombre de pixels
d’une image ou ses dimensions. Ici, par résolution, nous entendons la capacité de
dire si un ensemble de pixels représente des objets distincts plutôt qu’un seul objet
(cf. les rectangles rouges dans la figure 3.4 présentent un de ces cas où nous voyons
dans la résolution 64 × 64 le rectangle rouge contenant un seul objet, mais en
réalité cette partie contient 3 objets distincts montrés par la résolution 256×256).
Dans la microscopie électronique, notre domaine d’intérêt, la résolution (ou la ré-
solution spatiale) fait référence à la distance minimale entre deux objets adjacents
distingués dans l’image [OA04]. Afin d’examiner l’effet de l’erreur angulaire sur la
résolution de l’objet reconstruit, les auteurs de [MW03] ont proposé une approche
pour examiner l’effet de l’erreur angulaire sur la résolution de l’objet reconstruit.
La résolution dans cette approche est calculée sur les trois plans XY , XZ, ZY .
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Pour le premier plan, la résolution est égale à celle des images de projections. Pour
le deuxième plan, la résolution est égale à πLd/nθ, où Ld est la longueur de côté
maximal de l’objet reconstruit et nθ présente le nombre d’angles d’inclinaison. La
résolution du dernier plan est la dégradation de celle de plan XZ par un facteur
eyz =
√
θmax+sin θmax cos θmax
θmax−sin θmax cos θmax , où θmax l’angle maximal d’inclinaison.
Figure 3.4 — Effet de la résolution de pixel.
Nous proposons une autre façon de déterminer la résolution spatiale, basée
sur une simulation de l’expérience visuelle avec l’image. Notre objectif n’est pas
de calculer la résolution réellede l’objet 3D, mais d’analyser l’effet de notre ap-
proche d’optimisation sur la résolution pixelique, la diminution ou l’augmentation
du nombre de pixels contenant des informations dans l’image reconstruite, qui est
endommagé par les problèmes de la tomographie électronique.
Si nous analysons visuellement l’objet reconstruit, nous constatons que la qua-
lité de la reconstruction des formes dans l’image dépend du nombre d’itérations de
l’algorithme de reconstruction et du nombre de projections utilisés dans cette re-
construction (cf. figure 3.5). L’effet du manque de projections et du faible nombre
d’itérations se traduit par une perturbation sur les frontières des objets de l’image,
ce qui conduit à la fusion des objets s’ils sont proches. L’analyse du rendu de la
reconstruction révèle un changement dans l’intensité de l’objet. Ces constatations
nous ont guidé à utiliser ces deux aspects pour calculer les pertes de la résolution
de l’objet réel après reconstruction.
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Figure 3.5 — Réduction de la résolution après la reconstruction avec SIRT (100
itération) et nθ = 71.
La métrique VAR que nous avons introduite pour l’évaluation de la reconstruc-
tion intervient avec deux alternatives : la première permet d’interpréter la simila-
rité d’espace entre l’image originale et l’image reconstruite (noté par VARespace),
la seconde permet d’étudier la variation spectrale (l’intensité de gris) (noté par
VARspectrale) [RBN+16c].
Pour calculer VARespace, nous allons compter le nombre des pixels non nuls dans
l’image de différence entre l’image originale et l’image reconstruite après un simple
seuillage de deux images. La valeur trouvée sera normalisée par le nombre de pixels
non nuls dans l’image originale. L’équation pour calculer VARespace comme suit :
V ARespace =
∑N
i=1 |Ri −Oi|∑N
i=1Oi
(3.27)
Où N est le nombre total de pixels dans l’image.
— Ri = 1 (respectivement Oi = 1) si la ie pixel de l’image reconstruite (res-
pectivement d’origine) est non nul,
— Ri = 0 (respectivement Oi = 0) sinon.
VARespace est alors nulle si les pixels non nuls dans les deux images ont les
mêmes coordonnées, sinon elle sera supérieure à zéro.
Pour calculer VAR spectrale, nous nous intéressons à la somme des intensités
de tous les pixels dans l’image de différence entre l’image originale et l’image
reconstruite. De même que l’équation (3.27), la différence est normalisée par la
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somme des intensités de l’image originale. L’équation pour le calcule VARspectrale
est la suivante :
V ARspectrale =
∑N
i=1 |PxRi − PxOi|∑N
i=1 PxOi
(3.28)
où PxRi (respectivement PxOi) est l’intensité spectrale du ie pixel de l’image
de reconstruction (respectivement d’origine). VARspectrale est nulle elle est nulle si
les deux images qu’elle a évaluées ont la quantité de radiométries identique, sinon
elle est supérieure à zéro.
La valeur de VAR retenue est la moyenne entre VARespace et VARspectrale.
V AR =
V ARspace + V ARspectral
2
(3.29)
Les valeurs de VAR, ainsi que les autres évaluations sont présentées dans la
section suivante.
3.3.2 Cas 2D
Plusieurs tests ont été effectués pour valider notre approche.
Tout d’abord, nous présentons une image de test et la correction de ses erreurs
d’orientations. Dans la figure 3.6, nous représentons l’image sur laquelle les tests
ont été réalisés qui est le fantôme de Shepp-Logan de résolution 64×64. Les recons-
tructions sont initiées avec des orientations perturbées par un bruit gaussien de
variance 1,5, sur deux intervalles d’orientation différents ([−90◦ 90◦] et [−60◦ 60◦])
avec un pas de 2.
Les deux reconstructions ont pour but de montrer l’effet de la zone manquante
de la projection dans la tomographie électronique. Nous constatons, dans la figure
3.7, la puissance de notre approche pour la correction d’erreurs angulaires. Lors de
l’analyse de la figure, nous trouvons que le flou devient plus faible après l’utilisation
de notre approche. De plus, en examinant la partie (d) de la figure, nous trouvons
que les bords des objets sont plus clairs et plus détaillés. Ainsi, nous pouvons
visualiser les petits objets dans l’image qui ne sont pas reconstruits par simple
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reconstruction.
(a) Sheep-Logan 64×64 (b) SIRT de −90◦ à 90◦ (c) SIRT de −60◦ à 60◦
(d) RPF de −60◦ à 60◦
(e) Optimisation après
SIRT de −90◦ à 90◦
Figure 3.6 — Les résultats de reconstruction et d’optimisation sur une image
fantôme du Sheep-Logan avec des erreurs d’orientations de variance de 1,5.
Notre approche a été évaluée par rapport aux méthodes de reconstruction ana-
lytique et algébrique en utilisant la métrique VAR. Ceci nous a permis d’étudier
l’effet de l’incertitude angulaire sur la reconstruction. Notre méthode a été appli-
quée sur 60 images de niveau de gris simple (8 niveau de gris) et de différentes
tailles, avec différents degrés d’erreur angulaire (EA) appliqué sur les deux en-
sembles d’angles d’acquisition.
En analysant les deux tableaux tab.3.1 et tab.3.2 qui contiennent les moyennes
des résultats de tests, nous constatons que la méthode algébrique SIRT conserve
mieux la résolution de l’image que la méthode analytique RPF. Ceci justifie notre
choix d’adopter la structure algébrique dans notre démarche.
L’interprétation des résultats révèle que notre approche conserve mieux la ré-
solution de l’objet reconstruit. Même avec des angles d’acquisition erronés, notre
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Table 3.1 — Les résultats par VAR pour les données synthétiques 2D avec nθ =
360.
PPPPPPPPPPPMéthodes
EA
0◦ ≤ 1◦ ≤ 2◦
RPF 0,53 0,79 0,93
SIRT 0,13 0,21 0,32
Notre approche 0,09 0,13 0,15
Table 3.2 — Les résultats par VAR pour les données synthétiques 2D avec nθ = 71.
PPPPPPPPPPPMéthodes
EA
0◦ ≤ 1◦ ≤ 2◦
RPF 0,81 0,95 1,23
SIRT 0,26 0,38 0.57
Notre approche 0,17 0,26 0,28
approche fournit un résultat très proche de celui de l’algorithme SIRT opérant
avec des angles totalement corrects.
Pour plus de tests, nous avons utilisé une base de 50 images avec différents
niveaux du gris et différentes tailles (32 × 32, 64 × 64, 128 × 128, 256 × 256 ).
Quelques images de la base sont présentées dans la figure 3.8.
Chapitre 3. Alignement et reconstruction 3D par optimisation simultanée
87
Figure 3.7 — L’amélioration d’erreur entre les orientations initiales et celles cor-
rigées pour la figure 3.6(c).
Figure 3.8 — Les images testées.
Figure 3.9 — la MCO et la corrélation moyennes (cas 2D).
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Figure 3.10 — La correction des orientations suivant différentes variances d’er-
reurs, pour différents nombres d’orientations (cas 2D).
Figure 3.11 — La correction des images suivant différentes variances d’erreurs,
pour différents nombres d’orientations (cas 2D).
Les tests sont faits avec des orientations erronées par un bruit gaussien de
quatre variances différentes 0, 0,5, 1, 1,5. Les inclinaisons sont générées de −60◦
à 60◦ avec quatre incréments 4, 3, 2, 1 produisant des nombres de projections
respectivement 31, 41, 61, 121.
La figure 3.9 présente la moyenne de ces tests pour chaque résolution. La fi-
gure 3.9 représente les mesures de la MCO et la corrélation entre les images et
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les orientations vraies d’un côté et les images reconstruites et les orientations op-
timisées de l’autre, pour les différents niveaux de résolution. En ce qui concerne
la corrélation, on remarque qu’elle est, en général, très proche de 1, même si elle
diminue légèrement pour les grandes résolutions.
En ce qui concerne la MCO, on constate que pour des résolutions faibles ou
de hautes résolutions, celle-ci est assez grande. Ceci s’explique par le fait que
la correction des orientations est influencée par la résolution. En effet, une faible
résolution rend la correction des erreurs angulaires difficile comme il existe moins de
détails dans l’image. D’un autre côté, une haute résolution donne plus de détails qui
augmentent l’espace de recherche pour l’optimisation, ceci requiert plus d’itérations
que le nombre choisi dans ces tests afin de corriger les erreurs. Dans le cas où la
résolution serait moyenne, le résultat de MCO est satisfaisant.
La figure 3.10 présente la MCO moyenne de toutes les images de test pour
chaque ensemble d’orientations avec les différents niveaux d’erreur utilisés. De
même pour la corrélation présentée dans la figure 3.11.
Nous constatons que le MCO diminue lorsque le nombre d’orientations utilisé
est plus grand, ce qui est logique, car nous avons plus d’informations à traiter dans
la fonction de coût ce qui améliore la correction de l’orientation. De même pour la
corrélation, elle s’améliore avec le nombre d’orientations utilisées.
3.3.3 Cas 3D par coupes
Nous passons maintenant au cas 3D par coupes. Les mêmes protocoles de tests
que le cas 2D sont réalisés avec 80 images 3D en niveaux de gris et de tailles
(16 × 16 × 16, 32 × 32 × 32, 64 × 64 × 64, 128 × 128 × 128). Quelques images de
la base sont présentées dans la figure 3.12.
Nous pouvons observer dans la figure 3.13 que la corrélation est forte pour les
différentes résolutions des images 3D utilisées. De même la corrélation s’améliore
avec la résolution de l’image comme l’indique la figure 3.15. Néanmoins, la MCO
correspondante est assez grande (proche de 0,42 pour une résolution de 128×128×
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128).
Figure 3.12 — Les images 3D de test.
Par ailleurs, nous pouvons remarquer en nous basant sur la figure 3.14 que
la correction de l’erreur des orientations avec une variance de 0,5 n’est pas aussi
fiable que les autres corrections enregistrées pour les trois valeurs de variances
utilisées. Ceci est étroitement lié au choix de la valeur de ∆θ utilisée dans le calcul
du gradient dans ces tests.
Figure 3.13 — La MCO moyenne et la corrélation moyenne (cas 3D par coupes).
Nous avons testé aussi notre approche sur des jeux de données réels. Les images
de projection sont celles du virus Orf parapoxvirus (70 projections de taille 400×
400, figure 3.16) acquises entre les angles -60◦ et 60◦ avec un pas de 1◦ dans les
intervalles [−60◦ −50◦] et [50◦ 60◦], et un pas de 2◦ dans le reste. Ces projections
sont alignées par une simple méthode de corrélation deux à deux. Nous avons aussi
une reconstruction faite par des experts à partir du même jeu de données. Cette
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Figure 3.14 — La correction des orientations suivant différentes variances d’er-
reurs, pour différents nombres d’orientations (cas 3D par coupes).
Figure 3.15 — La correction des images suivant différentes variances d’erreurs,
pour différents nombres d’orientations (cas 3D par coupes).
reconstruction (que nous notons par RPF donnée) est réalisée par la méthode RPF
avec des traitements de corrections manuelles pour améliorer sa qualité. Nous allons
utiliser cet objet reconstruit ainsi que les projections réelles comme des modèles
de comparaison pour évaluer nos résultats.
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Figure 3.16 — Les projections de orf parapoxvirus respectivement suivant les
angles -60◦, -40◦, -10◦, 20◦, et 50◦.
Nous avons utilisé la RPF et les deux versions de SIRT mentionnées dans
les sections 2.2.1.3 et 2.2.2.3.2, ainsi que notre approche d’optimisation pour la
reconstruction à partir des projections réelles.
La figure 3.18 présente une coupe de différents objets reconstruits. Pour évaluer
la qualité de chaque objet, nous avons mesuré l’EQMN entre chaque objet recons-
truit et la RPF donnée, ainsi que l’EQMN entre les projections de ces objets et
les projections réelles. Les mesures sont données dans la figure 3.17.
Figure 3.17 — L’EQMN entre les objets reconstruits (respectivement ses projec-
tions) par différentes méthodes et l’objet reconstruit par les experts (respectivement
les projections réelles).
Nous constatons à partir de la figure 3.17, que la qualité de notre méthode est
très proche de celle de l’objet donné par les experts. De plus, l’EQMN de notre
reconstruction avec les projections réelles est la meilleure.
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(a) RPF donnée (b) RPF
(c) SIRT version 1 (d) SIRT version 2
(e) Notre approche par coupe
Figure 3.18 — Une coupe d’objets reconstruits par différentes méthodes.
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3.3.4 Cas 3D globale
Nous utilisons les mêmes protocoles de test que dans la section précédente.
Toutefois, nous nous concentrons sur l’effet des paramètres de translation erro-
nées. Nous appliquons les tests avec une deviation comprise entre [0◦ 1◦] sur les
orientations, et nous faisons une variation aléatoire de translation de 1, 2 et 3 pixels,
sur les trois axes de l’espace. Les résultats sont présentés dans le tableau 3.3. La
MCO est calculée pour l’ensemble des transformations géométriques (translation
et rotation).
Table 3.3 — Les résultats pour différentes erreurs de translation.
PPPPPPPPPPPMéthodes
ET
0px 1px 2px 3px
Corr 0,94 0,93 0,93 0,91
MCO 0,36 0,38 0,39 0,42
Les résultats présentés dans la table 3.3 montrent la cohérence de notre ap-
proche qui obtient un facteur de corrélation supérieur à 0,9, signe d’une bonne
qualité de l’objet trouvé après l’optimisation. Même avec l’augmentation des er-
reurs de translations la MCO reste dans la zone 0,4, ce qui signifie que plus de
deux tiers de l’erreur géométrique a été corrigé. Ceci nous conduit à un résultat
satisfaisant tenant en compte la correction des erreurs hétérogènes dans un espace
discret. Sur ce test, la méthode 3D globale donne un meilleur résultat qu’avec la
méthode 3D par coupe, ceci est logique car la première méthode prend en compte
plus de corrections géométriques.
Dans ces tests, nous avons commencé le processus en diminuant l’échelle deux
fois. Plusieurs paramètres affectent le temps d’exécution de l’algorithme, à savoir,
le taux d’erreur sur les données, le nombre d’itérations choisi pour chaque échelle
dans l’algorithme, la complexité des données à traiter. Pour ne pas augmenter le
nombre de paramètres, nous avons calculé le temps d’exécution de l’algorithme
dans les conditions idéales, qui sont :
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— données synthétiques simples.
— aucune erreur n’a été ajoutée.
— l’algorithme s’exécute jusqu’à un seuil donné.
Nous avons trouvé dans ces tests que le temps d’exécution est d’environ 8× plus
rapide quand on diminue par deux échelles. Nous présentons dans la figure 3.19 le
temps d’exécution moyen en minute pour le traitement des volumes de différentes
dimensions (de 323 pixels à 2563 pixels).
Figure 3.19 — Temps d’exécution moyen direct et multi-échelle.
Pour les tests réels, nous avons appliqué notre approche sur le jeu de don-
nées d’Orf-parapoxvirus. De plus, nous avons comparé notre résultat avec une
reconstruction par SIRT réalisée par un alignement de la méthode de Pluim et al.
proposée dans [PMV03], qui est l’une des méthodes d’alignement par corrélation
croisée la plus utilisée. Pour visualiser les objets reconstruits, un simple seuillage
avec le même intervalle de niveaux de gris d’intérêt a été appliqué. Les résultats
sont présentés dans la figure 3.20.
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Figure 3.20 — Reconstruction d’Orf-parapoxvirus : (a) par notre méthode ; (b) re-
construction après l’alignment par la méthode proposée dans [PMV03] ; (c) le volume
reconstruit de référence.
Pour notre approche, L’EQMN entre les projections réelles et les re-projections
de l’objet reconstruit est égal à 0,36. L’EQMN dégagé par la méthode de [PMV03]
est de 0,67, celui qui est déduit du volume de référence est de 0,53. Ici, le meilleur
score est à l’avantage de notre approche. Ceci s’explique par l’effet de la correction
des angles appliqués (0,0847◦).
Ainsi, notre méthode a pu reconstituer une partie de l’objet que les autres
méthodes n’ont pas réussi à reconstruire. Une autre raison qui explique le bon
résultat que nous avons obtenu vient de l’utilisation des images de projections
filtrées par les autres méthodes. Ce filtrage permet d’améliorer l’interprétation
du volume, mais aboutit à une perte d’information qui réduit l’efficacité de la
reconstruction.
Un deuxième jeu de données réel est testé, celui des cellules eucaryotes (67
projections de taille 256 × 256, figure 3.21) acquises entre les angles -66◦ et 66◦
avec un pas de 2◦. Ce jeu de données est très bruité et d’une structure assez
complexe. Ce jeu de données sera utilisé dans le prochain chapitre pour tester
notre contribution au sein de la phase de segmentation.
Quelques coupes de l’image 3D reconstruite et l’objet lui-même sont présentées
dans les figures 3.22 et 3.23.
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Figure 3.21 — Quelques projections des cellules eucaryotes.
Figure 3.22 — Coupes de l’objet 3D reconstruit.
Figure 3.23 — Objet 3D reconstruit seuillé.
Nous n’avons pas une reconstruction de référence pour ce jeu de données, mais
nous avons calculé l’EQMN entre les projections réelles et les re-projections de
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l’objet reconstruit par notre méthode et la méthode de [PMV03], les résultats sont
respectivement 0,46 et 1,13. La méthode que nous avons utilisée nous a permis
d’avoir un résultat avec une meilleure qualité que l’autre méthode utilisée, ce qui est
remarquable comme résultat trouvé. La correction 3D utilisée par notre approche
a été capable de traiter les transformations géométriques linéaires de ce jeu de
données, ce qui n’est pas le cas pour les corrections 2D sur les projections.
Conclusion
Dans ce chapitre, nous avons présenté une méthode pour affiner une reconstruc-
tion de l’objet à partir d’un ensemble de ses projections tomographiques et pour
corriger en même temps les erreurs sur les transformations rigides, y compris les
angles d’inclinaison utilisés. Notre point de départ était une approximation de l’ob-
jet (fourni par un algorithme de reconstruction) avec un ensemble d’angles d’incli-
naison. Ensuite, nous avons minimisé la fonction de coût ayant comme paramètres
les orientations, les facteurs de translation et l’objet lui même. Cette réduction a
été réalisée via le gradient conjugué. En outre, une approche multi-échelle est uti-
lisée pour accélérer le processus d’optimisation. Nos expériences montrent que la
méthode proposée améliore la reconstruction de l’objet par rapport à l’utilisation
d’une méthode d’alignement 2D standard.
Dans le prochain chapitre, nous allons présenter les différents filtres de réduc-
tion du bruit utilisés comme pré-traitement pour la segmentation. Nous allons
également présenter les différents algorithmes de segmentation des images tomo-
graphiques.
Chapitre
4 Segmentation
tomographique : état de
l’art
Introduction
Le but principal de la segmentation est de décomposer une image en des parties
ayant un sens sémantique [AK02]. D’autre part, nous pouvons donner une défini-
tion plus technique à la segmentation comme étant un problème d’extraction des
formes qui ont en commun des caractéristiques comme l’intensité de couleur, la
forme géométrique, la texture, . . . , [MS95].
Cependant, en se basant sur ces caractéristiques seulement, l’extraction des
formes peut donner des résultats erronés de segmentation en tomographie électro-
nique. En effet, ses résultats présentent habituellement un contraste inconstant, un
faible rapport de signal bruit et des artefacts d’acquisition. Donc, une segmentation
définie par un seul caractère d’extraction est très restreinte pour la tomographie
électronique.
En outre, une méthode de segmentation idéale est capable de trouver tous les
types de structures cellulaires existantes dans le tomogramme. Cependant, géné-
ralement, une méthode d’extraction de ribosomes (c.f. figure 4.1 forme circulaire)
peut ne pas donner la même fiabilité d’extraction pour les membranes (c.f. figure
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4.1 forme rectangulaire).
Figure 4.1 — La synthèse des protéines de sécrétion. Notez les structures denses
circulaires (les ribosomes) sur la membrane [Bio12].
Il est donc logique de considérer les problèmes de segmentation de ces struc-
tures comme des problèmes séparés. De plus, cela peut être utile si nous voulons
trouver une seule structure désirée dans un tomogramme complexe, ou pour don-
ner des labels uniques pour chaque structure trouvée pour rendre, par la suite, la
visualisation plus facile et plus spécifique.
D’autres types de challenges existent pour la tomographie électronique :
— la variation dans le tomogramme qui ne peut pas être gérée par les mé-
thodes de segmentation classiques. Cette variation est liée à la méthode de
préparation de l’échantillon et aussi à la différence de structures biologiques
qui existent dans le tomogramme [Fra06b],
— la résolution anisotrope liée à la zone aveugle du microscope électronique, où
des parties de tomogramme peuvent être moins contrastées que d’autres. Ce
problème peut être partiellement corrigé en utilisant la technique de doubles
axes d’inclinaison [Mas99]. Cependant, et même avec ce type de correction,
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nous ne pouvons pas avoir une résolution isotrope dans les tomogrammes
3D, alors, il faut que les méthodes de segmentation prennent en considéra-
tion ces défauts de contraste,
— Les méthodes « Cryo » de préparation de l’échantillon biologique peuvent
provoquer plusieurs types d’artefacts. En effet, comme le contraste est in-
constant entre différentes parties du tomogramme, des fissures dans la sur-
face de l’échantillon peuvent apparaître [PBW+12]. Ces problèmes affectent
la capacité des méthodes de segmentation à établir la connectivité entre les
régions de la même structure biologique.
Avec tous ces problèmes, le bruit de la phase d’acquisition augmente la diffi-
culté de la segmentation. Donc, une réduction de ce bruit et une amélioration du
contraste seront favorables pour améliorer la qualité d’extraction de structures.
Les méthodes d’amélioration de contraste sont principalement classées en deux
catégories, i.e. spatiale et fréquentielle [PTS+13]. Cependant, les méthodes d’amé-
lioration de contraste les plus populaires sont celles qui améliorent les niveaux de
gris de l’image dans le domaine spatial. Ces méthodes sont : le filtre passe-bas, le
filtre passe-haut, le filtrage homomorphique [CJB13] ; égalisation d’histogramme
[Hum75] ; étirement de contraste [Yan06] ; normalisation [LBHA13] ; et la fonction
sigmoïde [HA04]. Récemment, les techniques de modification de l’histogramme
ont reçu beaucoup d’attention de la part des chercheurs en raison de leurs qualités
d’application directe et instinctive et leur capacité d’être appliquées globalement
ou localement à une image. Cependant, ces techniques ne parviennent pas sou-
vent à fournir des résultats acceptables pour une large sélection d’images à faible
contraste [ZLM+12].
Une autre technique d’amélioration du contraste : l’égalisation de l’histo-
gramme qui est largement utilisé par les différentes applications d’imagerie en
raison de sa facilité et sa rapidité [SB14]. Fondamentalement, l’égalisation de l’his-
togramme est obtenue grâce à la réaffectation des valeurs de pixels pour une image
donnée. Cependant, des résultats médiocres ont été obtenus dans de nombreuses
circonstances en raison d’inconvénients, tels que la perte de détails et l’amplifica-
tion du bruit [ZCS13]. Une amélioration de l’égalisation de l’histogramme a été
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proposée, connue sous le nom CLAHE [PAA+87] permettant de fournir un meilleur
contraste pour les images traitées. Cependant, les résultats obtenus en appliquant
cet algorithme sur des images tomographiques sont insuffisants. Ces limitations ont
réduit la fiabilité des CLAHE à être utilisé comme une technique d’amélioration
digne de confiance pour les routines cliniques modernes.
En outre, les filtres de débruitage dégradent le contraste tout en réduisant le
bruit [ACLS10]. Par conséquent, des techniques spécialement conçus de débruitage
doivent être appliqués pour obtenir des images bien contrastées.
4.1 Réduction de bruit
Le filtrage est une phase importante pour traiter le bruit généré par le micro-
scope pendant l’acquisition. Le bruit est le fait de remplacer une partie des pixels
de l’image avec des valeurs aberrantes, laissant le reste inchangé. Ce bruit peut
être introduit en raison d’erreurs d’acquisition ou de transmission [PV92]. Le signal
de sortie fourni par le microscope est formé d’impulsions aléatoires. Les théories
connues indiquent que dans le cas de photoélectrons, l’ensemble des impulsions pré-
sente un processus de Poisson composé dont la variance dépend du signal, mais qui
peut être approché par un bruit gaussien sous certaines conditions [Rou69]. Reimer
[Rei98] a souligné le fait que le bruit soit généré par l’émission d’électrons primaire
et qu’il augmente en proportion du signal utile. Ce bruit est ajouté en raison des
fluctuations dans le nombre d’électrons du faisceau primaire émis. Donc, ce type
de bruit suit une distribution de Poisson. Ce bruit est plus présenté dans les images
acquises par les microscopes avec des fusils thermoélectroniques [STP04]. Cizmar
et al. [CVMP08] ont estimé que le bruit de l’image finale ne présente pas seulement
une distribution de Poisson donnée par l’émission primaire d’électrons, mais aussi
une distribution gaussienne (bruit blanc additif) produit par l’émission secondaire
d’électrons. L’amélioration du rapport signal/bruit (SNR) est généralement appli-
quée à chaque tranche 2D du tomogramme 3D. Dans certains autres cas, les cellules
acquises contiennent des sous-structures identiques répétées. Ces sous-structures
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peuvent être pondérées pour améliorer le rapport du SNR [MWF+02,BEO+09].
4.1.1 Type de bruit
Une propriété qualitative du bruit de Poisson est que la variance du bruit
est en fonction du signal et augmente avec leur intensité. Ce comportement est
fondamentalement différent de ce qui est modélisé avec le bruit blanc gaussien
additif pour laquelle l’intensité du bruit est uniforme et indépendante de la valeur
du signal [MAOM14].
Le bruit blanc gaussien additif b d’un signal x est modélisé par :
y = x+ b, |b ∼ N (0, σ2) (4.1)
où y est l’image bruitée observée, et où l’écart type σ est supposé connu.
Dans le modèle de bruit de Poisson, chaque valeur de pixel yk est supposée être
le résultat d’un processus aléatoire de Poisson d’intensité xk et indépendant de des
autres pixels yl. Le modèle est formulé par :
y ∼ P(x) (4.2)
Les filtres existants de réduction du bruit peuvent être divisés en deux catégo-
ries : les filtres de base et les filtres plus complexes et avancés.
4.1.2 Filtres linéaires
Un des filtres les plus connus dans cette catégorie est le filtre passe-bas. Le but
principal de ce type de filtre est de supprimer les hautes fréquences et de laisser
passer les basses fréquences. Malheureusement, le filtre passe-bas ne discrimine pas
entre le bruit et les informations de haute fréquence valides, ce qui provoque un
effet « flou » plutôt qu’un vrai amortissement du bruit.
Afin d’utiliser le filtrage passe-bas sur les tomogrammes, les filtres de convolu-
tion par noyaux sont proposés. L’idée est d’utiliser une fenêtre pour pondérer la
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moyenne des voxels (pixels) basée sur la proximité. Le bruit gaussien est le princi-
pal type de bruit impulsionnel présent dans ces images. De ce fait, le filtre gaussien
est souvent utilisé dans les images de tomographie électronique [Fra06b]. Le filtre
gaussien ([AW95]) est une méthode particulièrement efficace pour améliorer la dé-
tection de bord à l’aide d’une fonction gaussienne discrétisée pour calculer le poids
à travers un noyau d’une taille donnée.
4.1.3 Filtres non-linéaires
Les filtres complexes maintiennent la fonction principale des filtres classiques
(lissage et l’effet flou), mais ils sont conçus pour améliorer le bord des compar-
timents cellulaires dans la tomographie électronique, ou en d’autres termes « un
lissage qui préserve les bords et les coins » (ECPS) [PPC07].
Plusieurs classes de filtres se trouvent dans cette catégorie, nous citons :
4.1.3.1 Filtre médian
Le filtre médian est le filtre de rang fréquemment appliqué et utilisé dans la
tomographie électronique [ACD09]. Contrairement aux filtres par noyau, les filtres
par rang trient les valeurs au voisinage en se basant sur l’intensité ou le poids
calculé en fonction de ces valeurs. Dans le filtre médian, le voxel traité est remplacé
par la valeur médiane à partir de son voisinage. Il élimine efficacement le bruit
impulsionnel en ignorant les valeurs extrêmes. En outre, si une petite fenêtre est
utilisée, les voxels prendront une densité similaire à leurs voisins immédiats les
plus importants, cela améliore les bords, ainsi que la cohérence d’intensité de la
couleur. Comme la médiane est choisie parmi la liste triée des voisins, la valeur
résultante sera identique à au moins un voisin, en évitant une valeur arbitraire
potentiellement introduite par le bruit impulsionnel.
Comparé à d’autres filtres ECPS ou complexe, le filtrage par rang est plus
efficace en forme d’exécution sur machine, avec une exigence modeste en termes
d’espace mémoire. Cependant, lorsque la taille de la fenêtre est augmentée, le
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nombre de valeurs à trier augmente, présentant un obstacle, même avec des algo-
rithmes de tri rapide [HXM+07]. Des problèmes supplémentaires sont introduits
avec l’augmentation de la taille de la fenêtre, à savoir, l’élimination possible des
structures les plus petites que la moitié du voisinage de traitement, et la diminution
de l’efficacité de réduction du bruit gaussien.
4.1.3.2 Filtre Kuwahara
Le filtre Kuwahara [KHEK76] est une extension du filtre moyenneur, où on
commence par utiliser une large fenêtre puis on divise cette fenêtre en des zones
plus petites suivant les lignes médianes de la première fenêtre. La moyenne de
chacune de ces petites sous-fenêtres est calculée et ensuite la variance des valeurs
d’intensité est aussi calculée. Finalement, on remplace le pixel traité par la moyenne
de la sous-fenêtre avec la plus petite variance.
Cette technique améliore les informations à basse fréquence telles que les bords
et la cohérence, mais comme le filtre moyenneur, elle tend à introduire un effet de
flou global, car elle ne fait aucune distinction entre les données à haute fréquence
et le bruit impulsionnel. Cependant, une version améliorée du filtre Kuwahara
développé par [BVVV99] combine le filtrage adaptatif aux orientations et le filtrage
préservant les bords afin d’éviter ce problème.
4.1.3.3 Filtre bilatéral
Le filtre bilatéral [TM98] est un filtre non linéaire où la valeur de chaque pixel
est remplacée par un coefficient, déterminé par la distribution gaussienne de va-
leurs d’intensité de pixels voisins. Au lieu d’utiliser seulement des poids basés sur
la distance euclidienne de pixels, nous pouvons utiliser aussi des différences ra-
diométriques (par exemple la variance ou la distance dans l’espace d’intensité).
Les valeurs de pixels d’une densité similaire au pixel d’intérêt sont pondérées plus
fortement, ce qui entraîne une meilleure préservation de bords et de cohérences,
en particulier lorsqu’on utilise une large fenêtre.
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Cependant, dans le domaine de tomographie électronique, ce type de filtre
souffre aussi de difficulté pour distinguer entre les hautes fréquences et le bruit
impulsionnel. Afin de contrôler une telle situation, [PRH+06] a développé le filtre
bilatéral discriminant. Ce dernier ajoute une deuxième fonction photométrique
pour distinguer entre les bords et le bruit impulsionnel. En plus, la pondération de
chaque pixel est calculée en fonction de sa différence de densité au pixel d’intérêt et
chaque pixel est pondéré de façon indépendante par rapport à ses propres voisins.
En outre, on lui attribue un poids de 0 si sa densité diffère du seuil donné.
4.1.3.4 Filtre Mean Shift microscopique
Une version adaptée de Mean Shift [CM02] a été proposée pour la microsco-
pie électronique par [BCSGF10] connu comme XMSF (Microscopy Mean Shift
Filtering).
L’algorithme XMSF est défini comme suit :
1. Pour chaque pixel / voxel (« l’origine »), le centre de gravité de ses voisins
(pondéré par l’intensité) est calculé. Le nouveau centre de gravité est calculé
en tenant seulement compte des éléments qui se situent en deçà d’une distance
spatiale donnée et dans une plage d’intensité donnée,
2. la nouvelle « origine » est ce pixel / voxel correspondant au barycentre
calculé,
3. répéter les étapes 1 à 2 jusqu’à ce que le centre converge,
4. on affecte la valeur du dernier centre trouvé au pixel / voxel de début.
Il existe deux méthodes de calcul du centre, la première se base sur l’utilisa-
tion d’un noyau gaussien et la deuxième sur l’utilisation d’un noyau uniforme. La
première est la méthode la plus lente, mais la plus précise pour la restauration de
signal.
Mean-shift est similaire au filtrage bilatéral. Cependant, il le surpasse en qualité
fournie grâce à l’utilisation des différentes données au cours des itérations de calcul
des centres [SGCV06].
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4.1.3.5 Filtre des moyennes non locales
Tous les filtres mentionnés précédemment partagent la même idée : travailler
dans le voisinage du pixel traité. Alors, pourquoi ne pas considérer les informations
les plus éloignées des voisins ?
Buades et al. [BCM05] proposent le filtre des moyennes non locales qui exploite
la corrélation dans la totalité de l’image. Ce filtre travaille avec l’hypothèse que les
images naturelles comprennent de nombreux motifs répétitifs. Lorsque ces motifs
sont identifiés et leurs moyennes sont calculées, le filtre enlève efficacement le bruit
aléatoire sur les motifs similaires aux motifs qui sont utilisés.
Une nouvelle stratégie a été proposée par Dabov et al. [DFKE07], Block-
matching and 3D filtering (BM3D), elle est basée sur un regroupement des fenêtres
non locales 2D dans une structure 3D ou « un groupe ». Ensuite, un filtrage colla-
boratif est appliqué sur ces groupes 3D, ce filtrage est composé de trois étapes : une
transformation tridimensionnelle de groupe, puis un filtrage et enfin un inverse de
transformation tridimensionnel est effectué pour trouver des groupes des fenêtres
2D filtrées.
En plus, cet algorithme prend la variation de bruit dans l’image comme un
paramètre d’entrée, pour donner un meilleur résultat que le filtre des moyennes
non locales classique et en un temps de calcul raisonnable [DFKE07,BBSB+12].
Récemment, Kervrann et al. [KRW14] ont proposé une adaptation du filtre des
moyennes non locales pour le cas de bruit mixte hétérogène inspiré de la méthode
ABC (Approximate Bayesian Computation). Un des avantages de l’algorithme pro-
posé est le fait qu’il peut gérer la structure du bruit sans un modèle de paramétrage
précis de ce bruit.
4.1.3.6 Filtre de diffusion anisotropique non-linéaire
La diffusion anisotropique non-linéaire est une généralisation proposée par Wei-
ckert [Wei99] de l’approche introduite par Perona et Malik [PM90], laquelle consiste
à appliquer le processus physique de diffusion en traitement d’images. Par ailleurs,
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Perona et Malik ont suggéré une modification au flux de la diffusion pour que
l’effet de lissage soit réalisé selon la direction de la variation minimale (contours)
au lieu de la traverser. Weickert met l’accent sur la cohérence de la continuité
curviligne pour améliorer les structures communes. Dans le domaine de la tomo-
graphie électronique, Frangakis et Hegerl [FH01] ont proposé de combiner ces deux
approches afin d’améliorer leurs performances. L’idée est d’utiliser les vecteurs et
les valeurs propres de la structure des tenseurs de l’image qui présentent ensemble
les caractéristiques structurelles locales de l’image dans un voisinage de taille ω.
Puis, une relation locale entre la structure des tenseurs de l’image et du bruit
dans chaque voisinage peut être estimée pour l’utiliser comme un commutateur
de choix d’application de l’une des deux approches (contour et cohérence). Une
approche améliorée est proposée pour Fernández et Li [FL03], pour déterminer
quelle structure sera renforcée (curviligne ou plan).
4.1.4 Évaluation des algorithmes de filtrage
Nous avons appliqué les différentes méthodes de filtrage sur l’image tomogra-
phique des cellules eucaryotes par coupe (cf. figure 4.2).
Pour évaluer la performance de ces méthodes, nous avons utilisé le « PSNR »
comme critère de performance. Le PSNR est exprimé en décibel (dB), c’est le ratio
qui permet d’évaluer la ressemblance entre l’image originale et celle bruitée, plus il
est fort et plus les images sont proches. A l’inverse, un faible PSNR indique qu’une
partie de l’information de l’image est perdue.
Le PSNR est donc le ratio entre le pouvoir maximum du signal et le pouvoir
du signal bruité qui affecte la fidélité de la représentation.
PSNR = 10 log10
L
EQM
(4.3)
où L est la valeur maximale de niveau du gris possible pour un pixel, EQM
est l’erreur quadratique moyenne entre l’image initiale et sa version améliorée.
Les résultats moyens sont présentés dans le tableau 4.1 et les images tomogra-
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phiques des cellules eucaryotes résultantes sont présentées dans les figures 4.3 et
4.4.
Figure 4.2 — Une coupe de l’image tomographique des cellules eucaryotes.
(a) gaussien (b) moyenneur
Figure 4.3 — Les filtres linéaires.
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(a) médian (b) kuwahara
(c) bilatéral (d) mean shift
(e) moyens non local (f) BM3D
(g) Diff. anisotro. de [Wei99]
Figure 4.4 — Les filtres non linéaires.
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Filtre PSNR
Image bruitée 9.624
Gaussien 11.001
Moyenneur 11.622
Médian 18.636
Kuwahara 14.239
Bilatéral 13.577
Mean Shift 17.377
Moyens non local 16.915
BM3D 26.852
Diffusion anisotropique de [Wei99] 25.353
Table 4.1 —Moyenne de PSNR pour l’image tomographique des cellules eucaryotes
3D.
Ce tableau montre que les approches de filtrage non linéaires que nous avons
appliqué sur des coupes 2D de l’image tomographique dégagent un PSNR meilleur
que celui des approches de filtrage linéaires. Dans la famille non linéaire, l’algo-
rithme BM3D donne le meilleur résultat, ce qui valide la confirmation des travaux
antérieurs. C’est pour cette raison que nous avons utilisé le filtre BM3D dans la
phase de prétraitement pour la segmentation.
4.2 Segmentation tomographique
Pour obtenir des informations quantitatives d’un volume 3D (e.g. volume, sur-
face spécifique) reconstruit, il est indispensable de procéder par une segmentation.
Il existe plusieurs algorithmes de segmentation dans la littérature. Leur perfor-
mance dépend dans la plupart des cas du cadre applicatif, et il n’y a pas un seul
algorithme qui fonctionne aussi bien avec les différents types de données [Fra06a].
Par conséquent, seuls les algorithmes qui utilisés dans le domaine de la tomogra-
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phie électronique seront présentés dans cette section. Les approches automatiques,
i.e. sans aucune intervention manuelle sont des méthodes globales utilisant l’his-
togramme de l’image, nous pouvons citer par exemple : les méthodes des nuées
dynamiques (ou k-moyennes) [HW95], la maximisation de la variance interclasse
(MVI) [Ots79], la maximisation de l’entropie [KSW85]. Le problème majeur de
ces méthodes, c’est qu’elles ne fournissent pas d’information sur les niveaux de
gris correspondant à chacune des classes. Pour résoudre ce problème, Batenburg
et Sijbers [BS07] ont présenté une autre méthode de segmentation spécifique au
contexte du volume tomographique, le principe de cette approche est de minimi-
ser une distance, nommée « distance de projection », définie comme la différence
entre les projections réelles et celles calculées à partir du volume reconstruit seg-
menté [BS09]. L’avantage majeur de cette méthode c’est qu’elle permet d’estimer
les niveaux de gris correspondant à chacune des classes ainsi que les valeurs de
seuil. Malgré cette richesse de la littérature sur la segmentation d’images, toutes
les approches proposées ne peuvent pas fonctionner correctement sur les images
de la tomographie électronique.
Dans cette section nous présentons en détail un état de l’art sur la segmentation
tomographique par coupe 2D, 3D, hybride.
4.2.1 Contours actifs (modèle snake)
De nombreuses méthodes de segmentation sont basées sur l’optimisation d’une
fonction choisie. Parmi ces algorithmes, snake est l’algorithme le plus ancien et le
plus populaire. L’idée est d’utiliser une forme spline déformable qui est influencée
et guidée par les forces de gradient radiométriques de l’image et des contraintes ex-
ternes (i.e. paramètres donnés par l’utilisateur) qui tirent la spline vers les contours.
L’algorithme snake original utilise la fonction F définie par :
F (c) =
∫ b
a
|c′(s)|ds− α
∫ b
a
|∇u0(c(s))|2ds (4.4)
Où c(s) = (x(s), y(s)) est un contour différentiable soit avec des terminaux fixes
ou périodiques, et u0(x, y) est l’image à segmenter. L’inconvénient majeur de cette
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méthode est qu’elle ne peut trouver qu’un seul contour pour chaque estimation
initiale et ne peut pas gérer les changements dans les topologies, telles que la sépa-
ration d’un contour en deux. Un autre inconvénient est son incapacité à détecter
les contours avec des courbures pointues et des formes non convexes. Elle exige éga-
lement de l’utilisateur de spécifier une estimation initiale pour chaque structure.
Toutefois, lorsqu’on segmente une structure 3D, l’utilisateur peut d’abord trouver
tous les contours dans une tranche, puis utiliser ces contours comme des estima-
tions initiales pour les tranches à proximité. Cette technique fonctionne bien si les
structures sont bien séparées et ne changent pas de topologie entre les tranches. Ces
changements de topologie peuvent se produire si une structure se sépare en deux
branches lors du déplacement à travers la pile de tranches dans la tomographie.
4.2.2 Ligne de partage des eaux (watershed)
L’algorithme watershed [BL79] est basé sur une idée simple, mais puissante
inspirée par les reliefs topographiques. Nous pouvons penser à une image 2D comme
une surface embarquée en 3D où l’altitude de la surface correspond à l’intensité
de la couleur. Prenons une image où l’intensité des caractéristiques des formes
extraites est plus sombre (altitude inférieure) à l’arrière-plan (niveau plus élevé).
Nous perçons un trou dans chaque minimum local de la surface topographique et
nous baissons la surface dans l’eau de telle sorte que l’eau commence à remplir les
reliefs à travers les trous. Lorsque le niveau de l’eau dépasse les murs des objets,
nous construisons un barrage le long de l’arête de ces murs pour empêcher la fusion
des piscines d’eau des différents bassins. Ces barrages peuvent être utilisés comme
des limites des régions associées aux différentes structures.
La sur-segmentation, où un objet est divisé en plusieurs morceaux, est un pro-
blème commun avec les données de la tomographie électronique, et pas seulement
en utilisant watershed, mais pour plusieurs autres algorithmes de segmentation,
en raison des niveaux élevés de bruit et du faible contraste. Pour surmonter ce
problème, les bassins voisins avec des qualités similaires sont fusionnés, une fois
l’inondation est complète. Même après un long prétraitement pour améliorer les
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bords et supprimer le bruit, il est encore difficile de trouver un équilibre entre la
sur-segmentation et la sous-segmentation générées. Afin de minimiser la nécessité
de la fusion des bassins, une étape supplémentaire, dans une nouvelle version 3D
du bassin versant, a été introduite par [Vol02]. Cette version est spécifiquement
ciblée pour être utilisée sur les images de la tomographie. Il introduit un paramètre
qui permet de préciser le taux d’immersion et d’autoriser plus de contrôles sur la
fusion de lignes de watershed. Cette version marche bien pour certaines structures
cellulaires, mais son inconvénient est le besoin d’un paramétrage spécifique pour
chaque type d’image.
4.2.3 Approche hybride : watersnake
La méthode snake, présente l’avantage d’être efficace pour segmenter la struc-
ture subcellulaire [BYA03], mais présente également un inconvénient majeur : la
convergence erronée du bord qui peut se produire lorsque les vrais bords sont brisés,
ou sont brouillés par le bruit. D’autre part, la segmentation watershed a été pré-
sentée comme un outil puissant pour la segmentation [Vol02], mais son utilisation
peut entraîner une sur-segmentation des tomographies électroniques bruyantes.
Afin de surmonter ces problèmes, watershed et l’algorithme snake ont été fusion-
nés et « watersnake » a été proposé [NWVdB03]. Watersnake a été développé et
testé. Il a été conçu pour surmonter les problèmes rencontrés avec la segmenta-
tion basée sur l’optimisation en utilisant la notion de distance topographique de la
ligne de watershed. Deux avantages significatifs de watersnake ont été identifiés :
l’amélioration des résultats de lissage et la réduction de la fusion indésirable de
bord.
Au début, le watersnake n’était pas efficace sur les volumes de tomogra-
phie d’électrons d’échantillons biologiques. Cependant, dans une étude ultérieure
[NJ08], les auteurs ont amélioré leur modèle d’origine en intégrant la connaissance
préalable de la forme et les caractéristiques des structures cellulaires d’intérêt,
ainsi que le cadre mathématique à adopter pour des volumes 3D. En se basant sur
cette information supplémentaire, une méthode puissante a été développée pour
Chapitre 4. Segmentation tomographique : état de l’art 115
la segmentation automatique des structures cellulaires avec différents niveaux de
complexité.
4.2.4 Segmentation par vecteurs propres
La segmentation par vecteurs propres est basée sur la minimisation d’une fonc-
tion de coût global, qui exploite les informations fournies par tous les pixels d’une
image représentant par une matrice d’affinité. L’objectif est de diviser l’image en
deux parties, les zones d’intérêts et l’arrière-plan. Ce problème peut être formulé
avec les valeurs et les vecteurs propres de la matrice d’affinité [SM97]. À la suite de
cette formulation, le motif de connectivité qui minimise le critère de division peut
être approximé par le deuxième plus petit vecteur propre de la matrice d’affinité.
Cependant, dans la pratique, l’utilisation des niveaux de gris seulement produit
une mauvaise segmentation [MS01]. Pour cette raison, Frangakis et Hegerl [FH02]
ont proposé de coupler l’analyse par vecteurs propres à l’algorithme normalisé de
coupe de graphe pour explorer une matrice d’affinité qui contient une mesure de
similarité entre les pixels. Cette mesure est basée sur une combinaison du niveau
de gris et de la distance euclidienne. La segmentation de l’image en plus de deux
régions est réalisée par une application hiérarchique descendante de la procédure
décrite sur chacune des régions trouvées. Cet algorithme a donné de bons résul-
tats de segmentation pour une grande variété de types de données tomographiques
[Fra06a].
4.2.5 Segmentation par patchs
À l’aide du système de patch comme celui utilisé dans les moyennes non locales,
Kervrann et al. [KBC14] ont proposé de minimiser une estimation du maximum
a posteriori avec des champs aléatoires conditionnels pour affecter des labels aux
patchs 2D en deux classes (objet d’intérêt, arrière-plan). Une segmentation semi-
automatique en 3D est obtenue en appliquant cette procédure sur chaque tranche
du volume 3D, tout en mettant à jour les patchs de référence si le contraste de
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l’image change.
4.2.6 Segmentation par seuillage
Parmi toutes les techniques de segmentation, le seuillage de l’image est la plus
simple, mais pas la plus efficace. Habituellement, les algorithmes proposés pour ce
contexte sont basés sur la sélection d’un seuil global par rapport à l’histogramme
de l’image [Gla93]. Cette sélection est effectuée par de nombreuses techniques,
par exemple, en accordant plusieurs distributions gaussiennes dans l’histogramme
[SF04] ou en appliquant un algorithme K-means sur l’histogramme [HW95]. Ces
méthodes utilisent seulement les informations existantes dans le tomogramme à
segmenter sans aucune relation avec les données initiales que sont les projections.
D’autre part, ces techniques utilisent un seuil global, sans tenir compte des niveaux
d’intensité de chacune des régions.
4.2.7 Segmentation par seuillage à l’aide des projections
réelles
Batenburg et Sijbers [BS08] ont proposé une approche pour pallier les pro-
blèmes mentionnés dans la section précédente dont le principe est de minimiser
une distance, nommée « distance de projection », définie comme la différence entre
les projections réelles et celle calculée à partir du volume reconstruit. Cette ap-
proche permet d’estimer des valeurs de seuils locales pour chacune des classes
existantes.
Soit un objet f ∈ RN tel que cet objet réel est composé de seulement s maté-
riaux différents dont les valeurs d’intensité réelles ρ ∈ Rs sont inconnues. Le but
de la segmentation est d’assigner à un voxel d’intensité v une valeur de ρ selon la
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fonction de seuillage suivante :
rρ,l(v) =

ρ1 si v < l1
ρ2 si l1 ≤ v < l2
...
ρs si ls−1 ≤ v
avec l ∈ Rs−1 les valeurs de seuil. La fonction de seuillage est appliquée à chaque
voxel de l’objet reconstruit f pour produire un objet segmenté :
rρ,l(f) = (rρ,l(f1), rρ,l(f2), . . . , rρ,l(fN)).
Batenburg et Sijbers définissent la distance de projection d(ρ, l) comme :
d(ρ, l) = ‖π −Wrρ,l(f)‖2.
Où π ∈ RM sont les projections réelles etW ∈ RM×N est la matrice de projection.
Le problème de segmentation ici devient un problème d’optimisation qui
consiste à chercher les arguments ρ et l qui minimisent la distance d. Une ré-
solution de ce problème à l’aide de l’algorithme du Simplexe de Nelder et Mead
est proposée dans [RBB+12].
4.2.8 Évaluation des algorithmes de segmentaion
Nous avons testé les algorithmes les plus utilisés dans la tomographie à savoir :
l’algorithme snake, watershed et les algorithmes de seuillages par seuil global et
local. Les résultats sont décrits par les figures suivantes.
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(a) délimitation des zones (b) résultat
Figure 4.5 — L’algorithme snake.
Figure 4.6 — L’algorithme watershed.
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(a) par seuil global (b) par seuil local
Figure 4.7 — Segmentation par seuillage.
Nous avons appliqué deux familles d’algorithmes pour détecter les ribosomes
dans l’image des cellules eucaryotes. Pour la première famille d’algorithmes dite au-
tomatique, les résultats sont insatisfaisants comme l’illustrent les figures 4.7 et 4.6.
En effet, l’algorithme watershed appliqué sur l’image génère une sur-segmentation
de telle sorte que les traces de ribosomes sont brouillés dans l’image résultat. Aussi,
le seuillage global confronté au faible contraste de l’image n’arrive pas à distinguer
le ribosome du reste de l’image. L’application de seuil local, bien qu’elle dégage des
composants connexes autour des zones d’intérêt, demeure insuffisante pour cerner
de manière précise les contours du ribosome.
Par ailleurs, la deuxième famille d’algorithmes appelée semi-automatique (cf.
figure 4.5), bien qu’elle s’appuie sur une phase manuelle de démarrage de l’algo-
rithme de détection, elle se trouve confrontée au problème de l’omission et de la
précision. En effet, l’une des méthodes le plus utilisées dans cette famille d’ap-
proche semi-automatique, la méthode snake, ne permet pas d’extraire fidèlement
les ribosomes présents dans les zones délimitées manuellement dans la phase ini-
tiale de l’algorithme. La qualité de l’image tomographique demeure une contrainte
qui empêche les approches classiques de fournir des résultats satisfaisants.
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Conclusion
Dans ce chapitre, nous avons présenté les différentes approches de filtrage et
segmentation d’images tomographiques. Ces différentes approches, bien qu’elles
offrent de bons résultats pour les images tomographiques simples, présentent des
limites lors du passage vers les images avec une confusion radiométrique qui existe
entre les structures qui les contiennent. C’est dans ce cadre que nous proposons
une nouvelle approche multifractale qui fait l’objet du prochain chapitre.
Chapitre
5 Extraction des ribosomes
à partir de l’objet 3D
reconstruit
Introduction
Dans ce chapitre, nous exposons notre travail sur l’extraction du ribosome
du volume 3D reconstruit. Nous allons introduire l’enchaînement des étapes qui
aboutissent à l’isolement des composants ribosomes du reste de l’image et nous
détaillerons le principe de l’extraction qui est basé sur une classification supervisée
faisant intervenir une phase d’apprentissage pour la caractérisation du contenu de
l’image.
5.1 Contraste de l’image tomographique
Nous avons étudié et appliqué plusieurs algorithmes d’extraction de contours
sur l’image tomographique, l’objectif étant d’extraire les ribosomes et de permettre
leur étude in situ par les biologistes. Ces algorithmes font partie des méthodes
usuelles de segmentation (e.g. watershed, contour actif, seuillage) , les résultats
qu’ils fournissent (présentés dans le chapitre précédent) ne sont pas satisfaisants
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car la qualité de l’image tomographique des cellules eucaryotes est très faible du
côté du contraste et de la distribution des niveaux de gris dans l’image. Nous nous
sommes focalisés au début de nos travaux sur la classification de la composante
2D de l’objet reconstruit. Les classes retenues sont :
— Le ribosome
— Le solvant
— La particule d’or
Figure 5.1 — Qualité de l’image tomographique
La figure 5.1 illustre une coupe de l’image 3D tomographique reconstruite. Elle
révèle une difficulté de distinction des ribosomes par rapport au solvant qui les
entoure. Cette difficulté est confirmée par l’analyse de l’histogramme de l’image
dont l’allure ne montre pas une séparation entre plages de niveaux.
C’est ainsi que l’application de l’algorithme de watershed sur l’image génère
une sur-segmentation expliquée par le manque d’homogénéité locale.
L’application du contour actif sur l’image tomographique se trouve confrontée
au même problème. La convergence et la localisation de la formation du ribo-
some souffrent de la faiblesse entre énergie interne et énergie externe de l’objet à
entourer.
Aussi, les techniques de seuillages que nous avons appliquées sur l’image tomo-
graphique brute pour la segmentation ont fourni des résultats non satisfaisants à
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cause de rapprochement de la plage des niveaux de gris entre ribosome et solvant.
Les expérimentations que nous avons menées sur l’image tomographique de
cellules eucaryotes nous ont permis de dégager les conclusions suivantes :
— La nécessité d’appliquer une transformation sur l’image brute afin d’amé-
liorer sa qualité, renforcer son homogénéité locale.
— Introduire une approche de segmentation basée sur une phase de classifi-
cation supervisée. Ceci est justifié par le nombre réduit de classes et notre
orientation de nous focaliser sur la classe des ribosomes. La segmentation
souhaitée devra en effet dégager de l’image tomographique les ribosomes et
préciser leurs formes et contours.
Nous présentons dans ce qui suit notre approche de segmentation basée sur
une phase de transformation des données brutes de l’image tomographique et une
phase de classification permettant de caractériser les ribosomes afin de les extraire.
5.2 Filtrage de l’image tomographique
Bien que l’analyse visuelle et qualitative de l’image tomographique ainsi que
l’étude de son histogramme révèle un faible contraste entre le ribosome et le solvant,
elle informe sur une texture significative de la formation des ribosomes.
5.2.1 Texture
La texture constitue un élément important en traitement d’image. Ainsi, di-
verses études sur la texture, sa caractérisation, et sa formulation ont fait l’objet
de plusieurs travaux de recherche [JI12]. La texture est définie par la variation
spatiale des intensités d’une region donnée dans l’image. Smith et Chang [SC96]
ont défini la texture comme un motif visuel contenant des différentes intensités de
couleurs avec des propriétés homogènes. Par conséquent, l’analyse des paramètres
de texture et leur prise en compte dans l’interprétation des images biologiques
trouve un champ d’application vaste.
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Les images biologiques ont généralement une résolution faible, un bruit élevé,
et des textures variées. Le bruit dans les images biologiques rend leur interpréta-
tion difficile. Ainsi, un débruitage est nécessaire avant l’analyse des images biolo-
giques [LBU07]. Le débruitage dans la microscopie électronique est souvent réa-
lisé par des filtres spatiaux simples comme le filtre gaussien, le filtre médian ou
le filtre de Wiener [NP98, KHB+12]. Ces filtres sont efficaces dans le cas où les
images correspondent à des spécimens suffisamment solides pour supporter une
forte dose d’électrons [MBD+15]. Pour les images biologiques des spécimens ne
supportant qu’une faible dose d’électrons, quelques outils sont introduits pour le
filtrage [Klu79,HSF+84,Hov92]. Ces méthodes sont principalement basées sur la
manipulation de l’image dans l’espace de Fourier.
Elles améliorent la qualité de l’image pour le cas de la haute résolution du MET
de matières biologiques. Cependant, elles sont étroitement liées à la périodicité des
données et n’ont donc pas été largement adoptées.
Le filtre des moyennes non locales [BCM05] et le filtre BM3D [DFKE07] sont
aussi des méthodes de débruitage qui ont été employées dans les images biolo-
giques. La propriété principale de ces deux filtres est de supprimer le bruit blanc
gaussien additif [WY10, BBSB+12]. Cependant, il n’est pas capable d’enlever le
bruit multiplicatif de Poisson qui est la forme dominante de bruit dans les images
MET à faible dose [MKS99,MBD+15]. D’autres méthodes comme [LBU11,ZFS08],
qui sont basées sur la transformée d’ondelette où le filtrage est appliqué dans l’es-
pace d’ondelette puis une reconstruction est réalisée pour trouver l’image filtrée.
Une perte d’informations est provoquée par ce changement d’espace qui dans notre
cas n’est pas toléré.
La nature du bruit de Poisson (cf. section 4.1.1) rend le signal de l’image
non stationnaire (i.e. des fortes variations de niveaux de gris). Une distribution
de niveaux de gris non stationnaire augmente la difficulté de détection de l’objet
d’intérêt. Cependant, Turiel et al. [TP00a] ont réussi à montrer que l’image de
la norme du gradient appliqué sur les distributions marginales du signal (image
après normalisation) est stationnaire et que les transitions sont très courtes (i.e.
des faibles variations de niveaux de gris). L’utilisation exclusive du gradient dans
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la segmentation n’est certainement pas la bonne piste, car le gradient ne conserve
que les informations à haute fréquence.
Figure 5.2 — Signal non stationnaire de l’image de projection de la figure 5.1.
Donc, ressort l’intérêt d’appliquer une transformation qui améliore l’homogé-
néité locale et qui arrive à stabiliser et à améliorer la qualité de l’image et à résoudre
le problème de confusion de contenu informationnel dans l’image. Nous avons étu-
dié différentes transformées existantes et leurs apports dans l’amélioration de la
qualité de l’image de sortie. Notre intérêt a été orienté vers deux transformées ré-
putées par leur capacité à accentuer l’homogénéité locale [Dhi11,CCX11] à savoir :
— L’intégration fractionnaire : appelée aussi intégration non entière. Le filtrage
basé sur le calcul fractionnaire. Le résultat dépend du choix des ordres de
dérivation (positif ou négatif).
— L’analyse multi-fractale : les outils fractales et multi-fractales permettent
de décrire les textures et de les lier aux items que l’on cherche à séparer.
Ces outils permettent de détecter les singularités dans l’image (composante
intensité) afin d’obtenir une description locale et globale.
Ces transformées sont choisies pour leur relation avec le gradient afin de stabi-
liser le signal de l’image. La première est une généralisation du gradient sans perte
des informations à basse fréquence, et la deuxième utilise le gradient au cœur de
son calcul.
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5.2.2 Méthodes proposées pour le débruitage
5.2.2.1 Intégration fractionnaire
Généralement, l’application du gradient sur l’image a pour but de délimiter
les contours (hautes fréquences) de l’objet et ceci en ne tenant compte d’aucune
autre information dans l’image. Par contre, l’opérateur d’intégration fractionnaire
présente l’intérêt d’avoir un comportement hybride, qui permet d’améliorer l’ho-
mogénéité locale des basses fréquences et accentuer aussi les hautes fréquences.
Le formalisme de la dérivation non entière consiste à généraliser la notion de
dérivée à des ordres non entiers de dérivation. Ces derniers peuvent être réels
ou complexes. La dérivation fractionnaire est abordée dès 1695 par Leibnitz qui se
posait une question « Quelle pourrait être la dérivée d’ordre un demi de la fonction
x ? ».
De nombreux mathématiciens se sont penchés sur cette question, en particu-
lier Euler (1730), Fourier (1822), Abel (1823), Liouville (1832), Riemann (1847)
[DGP09]. Plusieurs approches ont été utilisées pour généraliser la notion de déri-
vation aux ordres non-entiers dont [SAM07] :
— La limite du taux d’accroissement d’une fonction
— L’intégration, opération inverse, via la formule intégrale de Liouville.
— Les transformations de Fourier et de Laplace.
5.2.2.1.1 Approche de Riemann-Liouville
L’intégration fractionnaire d’ordre non entier α ∈]0 1[ d’une fonction u : R+ → R,
consiste en une convolution définie comme suite (formule de Riemann-Liouville) :
Iαu(t) =
1
Γ(α)
∫ ta−1
0
u(τ)dτ, (5.1)
où Γ est la fonction Gamma définie par l’expression suivante :
Γ(α) =
∫ +∞
0
tα−1 exp(−t)dt, (5.2)
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De manière similaire, on définit la dérivée fractionnaire d’ordre α ∈]0 1[ :
Dαu(t) =
1
Γ(1− α)
d
dt
∫ t
0
r(τ)
(t− τ)α
dτ, (5.3)
5.2.2.1.2 Calcul fractionnaire dans le traitement d’image
Les algorithmes de calcul fractionnaires peuvent être classés en deux groupes, la
dérivation fractionnaire et l’intégration fractionnaire. Si l’ordre utilisé dans le calcul
fractionnaire est positif, l’opération est une dérivation, sinon, l’opération est une
intégration [KST06]. Le calcul fractionnaire a fait l’objet d’intérêt considérable
de diverses applications de traitement d’image, telles que le débruitage d’image
[HPZ11,GLQlMr12] et l’amélioration de la texture [JI12,JI13a].
Les composants à haute fréquence (par exemple, les bords et le bruit) sont
caractérisés par de grands changements dans les niveaux de gris sur de petites
fenêtres. Par contre, les composantes à basse fréquence (par exemple, les arrières-
plans et les textures) sont caractérisées par de petits changements dans les niveaux
de gris [McA04]. La propriété non linéaire du calcul fractionnaire (particulièrement,
le calcul d’intégration) conserve les caractéristiques marginales des composants aux
hautes fréquences et améliore aussi les détails de texture [JI13b].
Dans le cas des images tomographiques et particulièrement pour le besoin de
séparation d’objets, l’application du calcul fractionnaire se justifie par la capacité
de ce traitement à renforcer l’homogénéité locale et accentuer les contours pour
faciliter l’extraction des objets.
Plusieurs travaux ont utilisé du calcul fractionnaire pour améliorer l’image de
texture. Cependant, les opérateurs fractionnaires utilisés dans ces approches sont
sensibles au bruit. Afin de résoudre ce problème, un nouvel opérateur fractionnaire
Savitzky-Golay, qui généralise le filtre Savitzky-Golay de l’ordre entier en ordre
fractionnaire, a été proposé et appliqué dans l’amélioration de texture par Chen
et al. [CCX11,CCX12,CXC13].
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5.2.2.1.3 Filtre Savitzky-Golay
Chen et al. ont estimé la dérivée d’ordre dn de l’opérateur Savitzky-Golay
pour un signal 2D avec une fenêtre de filtrage d’I points et un polynôme d’ordre
n. Compte tenu un signal uniformément échantillonné Y = [y1, y2, . . . , yI ]T , en
utilisant l’opérateur Savitzky-Golay, la dérivée d’ordre dn du l’ie point du signal,
Ŷ
(dn)
i , peut-être estimée par
Ŷ
(dn)
i = W
(dn)
i Y = [0, . . . , 0︸ ︷︷ ︸
dn
, dn!, . . . , P dnn i
n−dn](XTX)−1XTY, (5.4)
où W (dn)i dénote le vecteur de coefficient de la dérivée d’ordre dn de l’ie point dans
la fenêtre de filtrage et la permutation P dnn = n!/(n − dn)!. X est la I × (n + 1)
matrice de Vandermonde définie par
X =

1 11 . . . 1n
1 21 . . . 2n
...
...
...
...
1 I1 . . . In
 (5.5)
Lorsque dn est nul, l’équation (5.4) est capable de lisser le signal donné. En
se basant sur la définition fractionnaire de Riemann-Liouville, la généralisation
de l’équation (5.4) de l’ordre entier à l’ordre fractionnaire devient possible par la
formule suivante :
Ŷ
(α)
i = W
(α)
i Y = [
Γ(1)
Γ(1− α)
i−α, . . . ,
Γ(n+ 1)
Γ(n+ 1− α)
in−α](XTX)−1XTY, (5.6)
où α est l’ordre fractionnaire. Quand α est un entier, l’équation (5.6) est égale
à l’équation (5.4). Plus de détails sont trouvés dans [CCX12]. Supposons que la
taille de la fenêtre de filtrage est I = 2m + 1, et m un entier positif. En utilisant
l’équation (5.6), la dérivée d’ordre α du point central de la fenêtre de filtrage peut
être estimée par le vecteur de coefficients :
Wαm+1 = [W (1),W (2), . . . ,W (2m+ 1)]. (5.7)
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Alors, huit modèles de direction sont définis et présentés dans la figure 5.3.
Figure 5.3 — Huit modèles de direction [CCX12].
Soit G(x, y) l’intensité de gris du pixel (x, y) de l’image G. À l’aide de huit
modèles proposés, la dérivée de l’ordre α de G(x, y) dans les différentes directions
est calculée par :
G
(a)
d (x, y) =
m∑
k=−m
m∑
l=−m
W
(a)
d (k, l)G(x− k, y − l), (5.8)
où d ∈ Ω|Ω := x+, x−, y+, y−,↖,↘,↗,↙.
En utilisant les dérivées fractionnaires dans les huit directions, la dérivée de
l’ordre α de G(x, y) est défini par :
G(α)(x, y) = Sat(max{G(α)d (x, y)|d ∈ Ω}), (5.9)
et Sat(.) est la fonction de saturation définie par
Sat(u) =

0, u < 0,
u, u ∈ [0 L],
L u > L
(5.10)
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où L est le niveau maximal de gris utilisé dans l’image G et G(α) est l’image de la
dérivée.
5.2.2.1.4 Filtre Savitzky-Golay par moyenne proposé
Nous avons appliqué le filtrage par intégration fractionnaire sur l’image tomogra-
phique. La figure 5.4 illustre le résultat de l’application de cette transformée sur
une coupe 2D de l’objet reconstruit.
L’analyse du résultat de cette transformée montre la capacité de l’intégration
fractionnaire à faire apparaître le ribosome et à mieux le distinguer par rapport à la
plage des niveaux de solvant. En effet, l’histogramme (f) de la figure 5.4 de l’image
obtenue suite à l’application du calcul fractionnaire illustre un contraste meilleur
et une distinction d’une nouvelle région qui prend place dans l’histogramme.
L’alternative de Chen et al. d’utiliser la fonction max(.) pour trouver l’image
fractionnaire finale retient la plus grande valeur dans les différentes directions. Ceci
a comme conséquence d’augmenter l’effet de bruit pour les images bruitées.
Pour cette raison, nous avons choisi de modifier ce filtre et d’utiliser la moyenne
entre les valeurs des différentes directions comme valeur fractionnaire afin d’accen-
tuer l’homogénéité locale de l’image. L’application de l’intégration fractionnaire
sur des coupes de l’image tomographique de cellules eucaryotes valide notre choix.
La figure 5.4 montre que l’intégration fractionnaire par moyenne (notre ap-
proche) offre un résultat meilleur que celui obtenu avec la fonction max(.) (Chen
et al.). Ceci est expliqué à la fois par l’analyse visuelle des deux images et leurs
histogrammes respectifs.
Les résultats obtenus sur des coupes 2D de l’image tomographique nous ont
motivé à généraliser l’approche pour le cas 3D.
5.2.2.1.5 Opérateur Savitzky-Golay 3D
L’intégration fractionnaire sur des données 3D que nous introduisons est inspirée
de l’équation (5.7). Pour le cas 2D, huit directions différentes sont utilisées. Pour
le cas 3D, nous avons généré dix-huit cubes de directions différentes.
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(a) image brute (b) histogramme de 5.4(a)
(c) intégration par Chen et al. (d) histogramme de 5.4(c)
(e) notre intégration (f) histogramme de 5.4(e)
Figure 5.4 — Application de l’intégration sur l’image tomographique.
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Les dix-huit voxels sont voisins du voxel d’intérêt qui touche l’une de leurs faces
ou arêtes. Ces voxels sont reliés par 8-connexité sur chaque plan de l’espace 3D
(cf. figure 5.5).
Figure 5.5 — 18-connexité (par voxels).
Si nous décomposons la forme de connexité 3D sur les trois plans OX, OY, OZ,
nous trouvons que chaque plan contient les huit directions données par Chen et al.,
d’où vient le choix de cette connexité. En d’autres termes, les 18 voxels connectés
sont les voisins du voxel d’intérêt qui touchent l’une de leurs faces ou arêtes. Ces
voxels sont reliés le long de l’un ou deux des axes principaux. Pour un voisinage
de 3× 3× 3, les voxels voisins du voxel (x, y, z) sont :
(x±1, y, z), (x, y±1, z), (x, y, z±1), (x±1, y±1, z), (x±1, y∓1, z), (x±1, y, z±1),
(x± 1, y, z ∓ 1), (x, y ± 1, z ± 1) et (x, y ± 1, z ∓ 1) [CPH09].
Nous avons appliqué le filtrage par intégration fractionnaire sur l’image tomo-
graphique 3D. La figure 5.6 illustre le résultat sur une coupe 2D de l’objet re-
construit. Le résultat se réfère à une fenêtre de l’image tomographique de cellules
eucaryotes, les autres fenêtres que nous avons expérimentés (et qui contiennent des
traces de ribosomes) fournissent un résultat comparable. Nous exposons plus de
tests dans la section 5.2.3.2 et nous évaluons notre approche par rapport à d’autres
méthodes classiques. Dans la section suivante, nous passons en revue la deuxième
approche à tester, l’analyse multi-fractale.
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(a) notre intégration 2D (b) histogramme de 5.6(a)
(c) notre intégration 3D
(d) histogramme de 5.6(c)
Figure 5.6 — Application de l’intégration 3D sur l’image tomographique.
5.2.2.2 Analyse multi-fractale
5.2.2.2.1 Définitions
Les fractales sont des formes géométriques qui peuvent être subdivisées en plusieurs
parties, dont chacune est (au moins approximativement) une copie réduite de l’en-
semble. Ce sont des ensembles mathématiques avec un degré élevé de complexité
géométrique qui peuvent modéliser de nombreux phénomènes naturels. Presque
tous les objets naturels peuvent être observés comme fractales (les côtes, les arbres,
les montagnes et les nuages). Nous introduisons quelques terminologies :
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— L’analyse fractale : représente une collection de procédures mathématiques
utilisées pour déterminer la dimension fractale (ou toute autre caractéris-
tique fractale) ou un ensemble de dimensions fractales avec une erreur mi-
nimale [Dhi11].
— Monofractal : il représente un petit groupe de fractales qui disposent d’une
certaine dimension fractale. Cette dimension est invariante par échelle
[Dhi11].
— La dimension fractale : elle mesure le degré de fragmentation de la frontière
fractale ou l’irrégularité sur plusieurs échelles. Soient −→x un sous-ensemble
compact de Rde , avec de la dimension euclidienne de l’espace et Nε(−→x ) le
nombre minimal de boules de rayon ε nécessaires pour recouvrir −→x . La
dimension fractale est définie par : D(−→x ) = lim
ε→0
ln(Nε(
−→x ))
ln( 1
ε
)
. En fait, la dimen-
sion fractale dépasse strictement la dimension topologique. Elle est utilisée
pour caractériser la texture, mais elle est insuffisante pour la discrimination
[Dhi11].
— Multifractale : la plupart des fractales naturelles ont différentes dimensions
fractales selon l’échelle. Elles sont composées de plusieurs fractales avec
les différentes dimensions fractales. Ils sont appelés « multifractales ». Pour
caractériser l’ensemble de multifractales, nous ne devrions pas établir toutes
leurs dimensions fractales, il suffit d’évaluer leur dimension fractale à la
même échelle [Gra03].
5.2.2.2.2 Principe
Comme mentionné précédemment, presque tous les objets naturels peuvent être
observés comme des fractales. Une propriété des fractales est de décrire des phé-
nomènes naturels très complexes (par exemple, la ramification des arbres ou capil-
laires, de la structure fibreuse des cellules, les nuages, le cortex cérébral, etc.) par
un petit ensemble de paramètres. Il est à signaler que la nature préfère toujours la
solution la plus simple, même un organisme aussi complexe que la fourmilière est
composé d’organismes relativement simples, qui exécutent un ensemble d’instruc-
tions plus faciles.
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5.2.2.2.3 Outil multi-fractale
Nous nous intéressons ici à l’une des transformées qui permettent de fournir
des exposants de singularités qui traduisent une texture et arrivent à améliorer
la qualité de l’image initiale. Des applications dans d’autres domaines (télédétec-
tion, médical) ont confirmé l’apport de cette transformée dans le renforcement de
l’homogénéité locale et la séparation entre les objets. Il s’agit en effet de l’analyse
multi-fractale.
L’analyse multi-fractale des images consiste à définir des mesures à partir des
niveaux de gris, et à fournir une description à la fois locale et globale de l’image. Elle
peut être réalisée via deux approches : en analysant soit les propriétés statistiques
des données, soit les propriétés géométriques.
— L’approche statistique consiste à définir une variable dépendante d’un pa-
ramètre d’échelle, puis à analyser les moments de la distribution afin de
mettre en évidence un comportement multi-échelle en loi de puissance. Cela
revient essentiellement à calculer ces moments moyennant les réalisations
de cette variable sur un échantillon des points du signal. La variable est dite
multi-fractale si ces moments dévoilent une dépendance en loi de puissance
selon le paramètre d’échelle.
— L’approche géométrique vise également à vérifier une dépendance en loi de
puissance d’une certaine variable suivant un paramètre d’échelle, mais pour
l’ensemble des points du signal. Cela revient à effectuer un test direct de
la multifractalité en calculant les exposants de singularité en chaque point
afin d’obtenir une organisation suivant une hiérarchie multi-fractale.
Nous allons décrire dans ce qui suit l’approche géométrique utilisée pour l’es-
timation des coefficients de singularités illustrée par la figure 5.7.
La démarche pour effectuer une analyse multi-fractale se résume essentiellement
aux quatre étapes suivantes :
1. définir une mesure µ à partir de l’image,
2. déterminer les exposants de singularité α(−→x ),
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Figure 5.7 — Diagramme d’estimation des coefficients de singularités.
3. décomposer le signal en sous-ensemble Eα ayant la même régularité,
4. mesurer la taille des sous-ensembles obtenus, ce qui revient à estimer le spectre
de singularités.
Les détails de ces démarches sont reportés à l’annexe A.
5.2.2.2.4 Application
Nous avons appliqué la transformée de Hölder sur l’image tomographique. Le ré-
sultat est illustré par la figure 5.8.
Cette figure montre une amélioration significative du contraste de l’image trans-
formée, une qualité visuelle permettant une distinction entre le ribosome et le reste
de l’image, et un histogramme étalé sur l’axe des niveaux de gris (cf. figure 5.8(d)).
Chaque niveau de gris de l’image transformée correspond à exposant de singu-
larité d’où la richesse en texture de l’image de Hölder. Des travaux ont prouvé la
Chapitre 5. Extraction des ribosomes à partir de l’objet 3D reconstruit 137
capacité de la transformée de Hölder à fournir une information de texture perti-
nente, particulièrement pour les images de télédétection de très haute résolution
[Dhi11]. Nous confirmons à travers nos applications de l’analyse multi-fractale l’ap-
port de cette méthode dans l’amélioration de la qualité de l’image tomographique
des cellules eucaryotes.
(a) image brute (b) histogramme de l’image brute
(c) image de Hölder (d) histogramme de 5.8(c)
Figure 5.8 — Application de l’analyse multi-fractale sur l’image tomographique.
Une généralisation de cette approche pour des images 3D est abordée dans la
section suivante.
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5.2.2.2.5 Analyse multi-fractale 3D
Il s’agit ici d’appliquer l’analyse multi-fractale sur l’objet 3D. Pour réaliser cette
tâche, nous commençons par introduire et appliquer une transformée en ondelette
3D.
De la même manière que la transformée en ondelette 2D a été inspirée par la
transformée 1D, son application dans l’espace 3D va être inspirée de la transformée
2D.
La transformée dans l’espace 3D prend en considération le troisième axe de
l’espace, alors une décomposition 1D suivant z est ajouté suivant la modélisation
présentée dans la figure 5.9.
Figure 5.9 — Décomposition 3D d’ondelette.
Après le calcul de la transformée d’ondelette 3D avec l’ondelette lorentzienne
3D (cf. figure 5.11), nous allons calculer le coefficient d’Hölder pour chaque voxel
suivant les voxels qui correspondent aux mêmes coordonnées pour chaque échelle
calculée.
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(a) image de Hölder 2D (b) histogramme de 5.10(a)
(c) image de Hölder 3D (d) histogramme de 5.10(c)
Figure 5.10 — Application de l’analyse multi-fractale 3D sur l’image tomogra-
phique.
Le résultat de l’application de notre approche multi-fractale 3D sur notre image
tomographique est illustré par la figure 5.10. L’analyse de l’histogramme de l’image
Hölder d’une coupe 2D et celle de l’objet 3D révèle une meilleure distribution des
niveaux de gris de l’image tomographique pour le cas 3D. Le masque 3D que nous
avons introduit pour l’application de Hölder prend en considération les différentes
coupes de l’objet 3D reconstruit et arrive à renforcer l’homogénéité locale et lisser
les structures dégagées. Une comparaison de l’image 5.10(a) et 5.10(c) explique
cette amélioration et caractérise l’image 3D avec un contraste meilleur, que celui
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obtenu avec les coupes 2D.
Figure 5.11 — Allure de l’ondelette lorentzienne 3D.
5.2.3 Tests
5.2.3.1 Synthèse des résultats de deux méthodes
Le premier obstacle pour la segmentation des images tomographiques des cel-
lules eucaryotes est la qualité des données du MET qui se traduit par des coupes
2D de faible contraste et fortement bruitées. Les algorithmes usuels de filtrage n’ar-
rivent pas à améliorer les données tomographiques, c’est l’une des raisons qui nous
ont amené à recourir à des transformations qui renforcent l’homogénéité locale et
aboutir à des données images mieux contrastées pour faciliter l’interprétation et
permettre des analyses plus fines en matière de segmentation.
Les deux méthodes que nous avons introduites ont permis d’améliorer la qualité
de l’image tomographique initiale. Toutefois il importe d’évaluer chacune de ces
méthodes afin de conclure sur leur apport respectif et retenir celle qui s’adapte le
mieux pour la segmentation tomographique.
Les figures 5.6 et 5.10 illustrent les résultats obtenus à travers l’application
Chapitre 5. Extraction des ribosomes à partir de l’objet 3D reconstruit 141
de l’intégration 3D et l’analyse multi-fractale 3D. L’analyse de contraste est à
l’avantage de multi-fractale, l’image de Hölder 3D se distingue en effet par une
distribution des niveaux de gris qui permet de localiser facilement les traces du
ribosome avec des composants en niveaux de gris spécifiques.
La figure 5.12 illustre les cartes topographiques des distributions des niveaux de
gris pour l’image brute, l’image d’intégration fractionnaire 3D et celle de l’analyse
multifractale 3D. Cette dernière explique l’apport de l’analyse multi-fractale dans
l’amélioration de l’homogénéité locale et une meilleure distribution des niveaux de
gris.
(a) coupe 2D brute (b) intégration fractionnaire 3D
(c) analyse multi-fractale 3D
Figure 5.12 — Carte topographique de l’image tomographique avant et après
filtrage.
5.2.3.2 Évaluation
Pour l’évaluation numérique des deux approches que nous avons introduites
pour le débruitage et le renforcement de l’homogénéité locale, nous avons généré
des images de synthèse contenant un bruit mixte Poisson-gaussien. Ainsi, nous
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considérons un modèle de bruit mixte Poisson-gaussien de la forme [ZFSOM07] :
y = ζz + b avec
{
z ∼ P(x
ζ
)
b ∼ N (0, σ2)
(5.11)
où z et b sont deux variables aléatoires indépendantes, qui suivent respective-
ment une distribution de Poisson et une distribution gaussienne. Ce modèle de
bruit introduit deux paramètres numériques :
• σ ≥ 0 est l’écart-type de b ; plus ce paramètre est élevé, plus le modèle (5.11) se
comporte comme un modèle de bruit gaussien pur.
• ζ ≥ 0 est le gain du processus d’acquisition 1 ; plus ce paramètre est élevé, plus
le bruit dans le modèle (5.11) suit le comportement de Poisson.
La figure 5.13 présente une des images de test ( Shepp-Logan) qui est bruitée
(y) avec le modèle du bruit mixte Poisson-gaussien, pour différentes valeurs des
paramètres σ et ζ. Dans la figure 5.13, l’image en haut à gauche obtenue avec
σ = 0,1 et ζ = 0, est l’image la plus proche de la vérité du terrain (x) (à savoir
l’image d’origine Shepp-Logan). Toutes les images de test sont bruitées avec les
deux paramètres σ ∈ [0,1 0,5] et ζ ∈ [0 1].
Pour évaluer les performances de la méthode d’intégration, nous avons utilisé
le PSNR comme critère de performance.
1. Par convention, lorsque ζ = 0, le modèle (5.11) doit être comprise comme y = x + b (à
savoir le bruit gaussien pur). Cette extension est motivée par le fait que la variable aléatoire ζz
avec z ∼ P(xζ ) converge vers x (la valeur déterministe) lorsque ζ → 0.
Chapitre 5. Extraction des ribosomes à partir de l’objet 3D reconstruit 143
Figure 5.13 — Protocole d’ajout du bruit.
Nous présentons dans le tableau 5.1 et la figure 5.14 le résultat de l’applica-
tion des deux méthodes introduites (l’intégration fractionnaire et l’analyse multi-
fractale) et d’autres méthodes existantes (BM3D et le filtre médian). L’axe des
abscisses pour les figures 5.14 et 5.15 représente les niveaux de bruit des images
de test (25 cas selon l’équation (5.11)) :
— 1 à 5 : degrés de bruit gaussian pur,
— 6 à 20 : degrés de bruit Poisson-gaussian mixte,
— 21 à 25 : degrés de bruit Poisson pur.
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Table 5.1 — Débruitage des images avec différentes approches
bruité int_chen int_moy holder BM3D median
poisson
gaussien
mixte
Figure 5.14 — Performance des différentes approches contre le bruit mixte
Poisson-gaussien en cas 2D.
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Figure 5.15 — Performance des différentes approches contre le bruit mixte
Poisson-gaussien en cas 3D.
La figure 5.14 décrit la variation de PSNR en fonction du niveau du bruit
inclus. Ainsi, sur les coupes 2D, la méthode BM3D donne les meilleurs résultats
lorsque le bruit gaussien domine. Par contre, pour un bruit majoritairement de
Poisson, l’analyse multi-fractale donne de meilleurs résultats. Dans tous les cas,
l’intégration fractionnaire obtient des résultats moins bons que BM3D et l’analyse
multi-fractale.
La figure 5.15 illustre le résultat de l’intégration fractionnaire et l’analyse multi-
fractale pour le cas 2D et 3D des images synthèses, le meilleur score est obtenu
pour l’analyse multi-fractale 3D lorsque le bruit de Poisson domine.
5.3 Classification de l’image reconstruite
La segmentation de l’image tomographique des cellules eucaryotes a comme
objectif d’extraire les ribosomes et fournir une cartographie sur leurs formes et
structures. L’approche que nous préconisons pour l’extraction des ribosomes s’ap-
puie sur une classification supervisée faisant intervenir des zones d’apprentissages
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pour chacune des classes introduites.
5.3.1 Définition des classes
Les classes que nous avons définies pour la classification de l’image tomogra-
phique correspondent, comme déjà précisé dans la section 5.1, aux ribosomes, au
solvant et aux particules d’or. Pour chacune de ces classes, nous avons défini des
zones d’apprentissage afin de les caractériser. La localisation de ces zones a fait
l’objet d’un travail d’expert du domaine biologique. La figure 5.16 illustre un mar-
quage de ribosomes dans l’une des coupes de l’image tomographique 3D.
Figure 5.16 — Zone d’apprentissage du ribosome.
La classe des particules d’or est représentée par des niveaux de gris très faibles
et ne pose pas de problème pour leur distinction. Cependant, la classe de solvant
occupe le reste de l’image, une forte confusion apparaît avec la classe de ribosome.
5.3.2 Choix du classifieur
Plusieurs travaux de segmentation et de classification d’images tomographiques
utilisent des méthodes de seuillage pour la caractérisation des classes. Ces mé-
thodes offrent un bon résultat lorsque l’image est bien contrastée et que les classes
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étudiées ne posent pas des problèmes de confusion. Comme ce n’est pas le cas des
images des cellules eucaryotes, nous avons écarté ces méthodes et orienté notre
intérêt vers des approches qui s’accommodent de la qualité des images sur les-
quelles nous travaillons. Des études récentes [Dhi11] ont montré l’efficacité des
techniques issues de la théorie de décision à gérer les problèmes de classification.
Ces techniques formalisent le problème de classification avec des modèles probabi-
listes, markoviens ou de croyance. Ce dernier modèle est utilisé dans un contexte
multi-sources où on dispose d’une multitude de sources d’information pour la zone
étudiée. Dans le cadre probabiliste markovien, l’image est considérée comme une
réalisation d’un champ aléatoire X = (Xs, Xt, . . .). Les probabilités conditionnelles
locales d’une valeur en un site s rendent possible la mesure du lien statistique entre
l’image et un descripteur xs qui lui appartient. Ainsi, le champ aléatoire est dit
markovien si et seulement si le descripteur en un site ne dépend que de ses sites
voisins [Bes86]. Pour segmenter une image avec les champs markoviens, nous nous
plaçons dans le cadre bayésien, où l’image est modélisée par deux champs aléatoires
qui sont :
— X = (Xs)s∈S, le champ d’étiquette, ou un site donné s, xs = l, 0 ≤ l < L
qui indique le label de ce site, où L est le nombre de classes dans l’image.
— Y = (Ys)s∈S, le champ des observations, dans ce cas il peut prendre les
valeurs des niveaux de gris.
L’objectif est d’estimer les valeurs du champ d’étiquette inobservables à partir
de l’observation. Le cadre bayésien présente plusieurs estimateurs dans ce contexte,
comme, par exemple, l’estimateur MAP (maximum de vraisemblance a posteriori),
MPM (maximun a posteriori de la marginale) et TPM (Threshold Posteriori Mean)
[ST99].
Plusieurs champs de Markov existent, nous citons ici le modèle Potts. Le modèle
Potts [Wu82] (une généralisation du modèle Ising) est souvent utilisé dans les
problèmes de segmentation. Ce champ est défini par leur voisinage et leur fonction
d’énergie. Le voisinage dans ce modèle est constitué par les 4 ou 8 plus proches
voisins et la fonction d’énergie global est définie par :
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U(X) = −β
∑
i∼j
δ(xi − xj) (5.12)
où δ(.) est la fonction de dirac et β est le paramètre de modèle. Le choix de β et
le type d’image affectent la qualité de segmentation. Ce modèle est insatisfaisant
en termes de régularisation à cause de son comportement complexe trop dépendant
de la valeur de son paramètre β [MDZ96].
Comme nous disposons d’une seule source (l’image tomographique) et le type
de cette image affecte la performance du modèle de Markov, nous avons donc
retenu le modèle probabiliste pour mettre en œuvre notre classifieur.
Les méthodes probabilistes sont fondées sur une base théorique et ont été l’objet
de nombreux travaux de recherche. Elles offrent donc des outils très riches permet-
tant la modélisation et aussi l’apprentissage des modèles. De plus, elles proposent
des règles d’usage soit théoriques soit heuristiques. La modélisation probabiliste
est un concept partagé qui sert naturellement de base de comparaison aux autres
modélisations [Blo94].
5.3.3 Classifieur probabiliste
5.3.3.1 Modèle bayésien
On appelle inférence bayésienne la démarche logique permettant de calculer ou
réviser la probabilité d’une hypothèse. Cette démarche est régie par l’utilisation
de règles strictes de combinaison des probabilités, desquelles dérive le théorème de
Bayes.
Nous considérerons dans la suite que nous disposons d’une fonction de l’ob-
servation x notée fo(x) (pour le cas d’une image la fonction présente le niveau
de gris du pixel x). L’observation x doit avoir une décision d’un ensemble de n
décisions possible (d1, . . . , di, . . . , dn). Par exemple, la décision di, correspond au
fait que l’hypothèse Hi a été vérifiée par l’observation x, ou encore dans la cadre
de la classification l’observation x appartient à la classe Ci. La décision finale d’ap-
Chapitre 5. Extraction des ribosomes à partir de l’objet 3D reconstruit 149
partenance d’observation x à une classe sera prise à partir de la combinaison des
informations Mi(x) rassemblées dans le tableau M(x) donnée par :
M(x) =
[
M1(x) . . . Mi(x) . . . Mn(x)
]
(5.13)
La théorie des probabilités est souvent associée à la théorie bayésienne de la
décision. L’information y est modélisée par une probabilité conditionnelle (e.g.
pour un pixel donné, la probabilité est définie par le taux d’appartenance de ce
pixel à une classe particulière). Ce qui peut être écrit Mi = P (di|fo) ou encore
pour un problème de classification particulier M ji = p(x ∈ Ci|fj(x)) [Blo94].
La distribution de probabilité P (.|fo), pour chaque hypothèseHi correspondant
à di (la décision di correspond au fait que l’observation x vérifie une hypothèse
Hi) selon la source d’information considérée (i.e. l’image), peut être décrite par
l’application correspondant à :
P (.|fo) :
Ω→ [0, 1]
Hi → p(Hi|fo)
(5.14)
L’étape de modélisation est ainsi fondée sur les probabilités conditionnelles.
Dans cette approche probabiliste, nous sommes forcés d’avoir des décisions exclu-
sives et exhaustives. Dans le cas de la classification, ceci signifie que si x ∈ Ci
alors x /∈ Ck,∀k 6= i, et que toutes les classes sont connues d’avance (hypothèse
du monde fermé) [Sme98].
Pour l’estimation de ces distributions de probabilités, deux cas se présentent :
un cas discret et un cas continu. L’estimation dans le cas discret est générale-
ment effectuée par l’application de la formule de Bayes, ce qui revient à estimer
P (fo|Hi) par dénombrement i.e. à l’aide des fréquences sur une base d’apprentis-
sage. Les distributions P (Hi|fj) sont rarement connues en traitement de signal et
des images, d’où les probabilités conditionnelles (P (fo(x)|x ∈ Ci) sont apprises
par dénombrement sur des zones de test [Sme98].
Dans le cas continu, il faut chercher à approcher les distributions P (Hi|fo)
par des distributions connues. Les distributions gaussiennes sont couramment em-
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ployées [Sme98].
La méthode bayésienne appliquée pour l’agrégation de l’avis de plusieurs ex-
perts suppose que l’analyste qui recueille les opinions des experts possède lui-même
une opinion sur la valeur du paramètre x. Cette opinion étant représentée par une
distribution de probabilité. Les valeurs précises fournies par les experts sont alors
utilisées pour mettre à jour l’opinion de l’analyste. La fiabilité des experts est
capturée à l’aide de fonctions de vraisemblance, à savoir les probabilités condi-
tionnelles Pi(xi|xvrai) pour que l’expert Ei fournisse la valeur x = xi sachant que
la vraie valeur de x est xvrai . Connaissant P (x) et Pi(xi|x) on peut appliquer le
théorème de Bayes pour calculer la probabilité a postériori. Si les experts ne sont
pas indépendants, on utilise directement une distribution jointe P (x1, . . . , xn|x) au
travers de coefficients de corrélation [Blo94,Sme98].
5.3.3.2 Estimation de la fonction de probabilité
L’estimation de la fonction de probabilité découle de l’analyse de l’histogramme
de la zone d’apprentissage. La normalisation de l’histogramme permet de retenir
une probabilité maximale pour le niveau de gris ayant la fréquence maximale, et
une probabilité nulle pour les niveaux absents de la zone d’apprentissage de la
classe.
Les niveaux correspondants à des fréquences intermédiaires seront caractérisés
par une probabilité déduite de l’histogramme normalisé. La figure 5.17 illustre
l’estimation de la fonction de probabilité dans l’image.
5.4 Application sur l’image brute
Un exemple d’échantillonnage des classes d’intérêt est présenté dans la figure
5.18. Les zones bleus présentent la classe « particules d’or », Les zones rouges
correspondent à « solvant » et les zones vertes à la classe « ribosome ».
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Figure 5.17 — La probabilité de l’observation x pour chaque classe Ci.
Figure 5.18 — Zones d’apprentissage de l’image brute.
La figure.5.19 illustre la confusion entre les zones d’apprentissage des classes.
En effet, on remarque que les histogrammes des classes ribosome et solvant ont une
large surface confondue, ce qui explique le résultat du classifieur dans la décision
d’affectation qui s’est trouvée souvent confondue et répartie entre les deux classes.
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Figure 5.19 — Histogramme des zones d’apprentissage des classes de la figure.5.18.
5.5 Classification sur l’image tomographique
Nous présentons dans cette section le résultat de notre classifieur appliqué sur
l’image tomographique avant et après transformation afin d’évaluer l’apport des
transformations appliquées et de retenir la meilleure approche pour l’extraction
des ribosomes dans l’image.
5.5.1 Classification brute
Le classifieur appliqué sur l’image tomographique se base sur le formalisme
des fonctions de probabilité. Les points de l’image ont été affectés sur la base des
fonctions de probabilité estimées pour chacune des classes. La figure 5.20 illustre
une coupe 2D de l’objet reconstruit et le résultat de sa classification.
L’analyse du résultat dégagé par le classifieur illustre une confusion entre les
deux classes ribosome et solvant. Cette confusion empêche l’extraction du contenu
de l’image porteur d’information (ribosome) et ne permet pas de résoudre l’ambi-
guïté entre ces deux classes.
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Figure 5.20 — Classification d’une coupe 2D de l’objet reconstruit.
Ceci s’explique par la distribution des niveaux de gris des zones d’apprentissage
et par le faible contraste entre le ribosome et le solvant dans les composantes 2D
reconstruites (ainsi que dans l’image initiale).
5.5.2 Classification avec l’intégration fractionnaire
Notre classifieur probabiliste a été appliqué sur l’image transformée avec l’in-
tégration fractionnaire et les résultats sont meilleurs que ceux de l’image tomo-
graphique initiale. La figure 5.21 montre l’histogramme des classes des zones d’ap-
prentissage issues de l’intégration fractionnaire.
Nous remarquons une résolution partielle de la confusion entre les deux classes
ribosome et solvant à travers une surface d’intersection entre les deux classes les
plus réduites.
Chapitre 5. Extraction des ribosomes à partir de l’objet 3D reconstruit 154
Figure 5.21 — Histogramme des zones d’apprentissage des classes après l’intégra-
tion.
Figure 5.22 — Filtrage de la coupe 2D par l’intégration fractionnaire et sa clas-
sification.
5.5.3 Classification avec l’analyse multifractale
Une première analyse visuelle révèle une meilleure qualité de l’image apportée
par Hölder. La séparation entre les deux classes ribosome et solvant est améliorée
et ceci se confirme par l’application de notre classifieur probabiliste et l’analyse de
Chapitre 5. Extraction des ribosomes à partir de l’objet 3D reconstruit 155
l’histogramme des zones d’apprentissage issues de l’image Hölder (cf. figure 5.23).
Figure 5.23 — Histogramme des zones d’apprentissage des classes après l’analyse
multi-fractale.
Figure 5.24 — Filtrage de la coupe 2D par l’analyse multi-fractale et sa classifi-
cation.
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5.6 Extraction du ribosome du volume 3D
5.6.1 Approche
Nous présentons dans cette section notre approche d’extraction des ribosomes
du volume 3D reconstruit. Il s’agit d’une classification supervisée qui s’appuie
sur des zones d’apprentissage extraites de l’image 3D. Ces zones correspondent à
des régions délimitées par un expert et qui vont servir à caractériser la classe du
ribosome dans l’image tomographique.
Étant donné les résultats obtenus et évalués dans la section précédente et qui
ont apporté la distinction de l’analyse multi-fractale par rapport aux autres mé-
thodes expérimentées et son apport significatif dans l’amélioration de la qualité
des données de l’image tomographique des cellules eucaryotes, nous l’avons adopté
comme source d’information pour notre classifieur.
En effet, l’application de l’analyse multi-fractale 3D sur l’image tomographique
donne un aspect plus général que l’information spectrale pour chaque voxel de
l’image 3D. Les exposants de singularité d’Hölder incluent des informations pour
plusieurs échelles fournies par la transformée d’ondelette.
Ces informations présentent une vue locale et globale sur le voxel et son voi-
sinage. Avec la considération de la troisième dimension, nous allons donc profiter
d’une information 3D incluant une vue locale et globale de l’analyse multi-fractale.
La figure 5.25 récapitule l’enchaînement de l’ensemble des étapes qui abou-
tissent à l’extraction du ribosome du volume 3D.
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Figure 5.25 — Architecture de notre système de reconstruction et classification
3D
5.6.2 Évaluation
Afin d’évaluer la performance d’un système de classification, il est nécessaire de
définir des critères permettant d’estimer ces résultats. Dans notre cas nous nous
intéressons plus à l’aspect qualitatif du résultat. Nous retenons les deux mesures
les plus utilisées dans la littérature qui sont : le rappel et la précision.
Le rappel représente le nombre d’individus correctement détectés par rapport
à l’ensemble des individus qui ont réellement existé dans la population. Pour notre
cas, un individu désigne un ribosome. Cette mesure permet donc de mesurer la
capacité de notre approche à restituer l’ensemble des objets pertinents.
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Le rappel est calculé par la formule suivante :
rappel =
Nombre d’objets correctement identifiés
Nombre d’objets pertinents dans l’image
(5.15)
La précision représente le nombre d’objets correctement identifiés par rapport
au nombre d’objets identifiés. Elle permet d’évaluer la capacité du système à ne
restituer que des objets pertinents. La précision est calculée par la formule sui-
vante :
précision =
Nombre d’objets correctement identifiés
Nombre d’objets identifiés
(5.16)
La figure 5.27 présente les différentes vues de l’image 3D des ribosomes extraits.
Une analyse visuelle permet de constater que l’extraction des ribosomes a été éta-
blie de manière assez fidèle par rapport au contenu de l’image 3D. La superposition
d’une des coupes 2D de l’image résultante avec une carte de référence fournie par
un expert confirme cette constatation (cf. figure 5.26). Cette figure illustre que la
plupart des composants ribosomes ont été identifiés.
Figure 5.26 — Superposition d’une coupe de l’image des ribosomes avec le masque
donné par l’expert.
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Table 5.2 — Évaluation du rappel et de la précision.
notre système notre alig-rec
conjointe et
Multi-seuillage
SIRT suivie par
AMF 3D et class.
prob.
SIRT et Multi-
seuillage
rappel 77% 84% 62% 67%
précision 92% 48% 79% 28%
Le tableau 5.6.2 illustre une évaluation numérique de notre approche faisant
intervenir les deux critères : rappel et précision, aussi une comparaison avec une
approche de classification utilisant un seuillage multiple [BS08] sur une image re-
construite par notre méthode et sur une image reconstruite par SIRT et finalement
une évaluation sur la fiabilité de notre filtrage et classification sur une image re-
construite par la méthode SIRT.
Le taux d’extraction est légèrement inférieur à celui de la méthode de mul-
tiseuillage, par contre notre précision dépasse de loin celle de l’approche [BS08],
92% pour notre approche contre 48% pour [BS08]. Ainsi, notre approche de fil-
trage et extraction fonctionne bien même avec une image reconstruite par SIRT
directement, mais notre approche de reconstruction conjointe aide à améliorer le
taux d’extraction.
Nous avons appliqué notre classifieur conformément à l’architecture exposée
dans la figure 5.25. La figure 5.27 présente quelques coupes des résultats obtenus
et donnés dans le tableau .
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(a) notre système d’extrac-
tion 3D globale
(b) notre alig-rec conjointe
suivie par Multi-seuillage
(c) SIRT suivie par AMF 3D
et class. prob.
(d) SIRT suivie par Multi-
seuillage
Figure 5.27 — Extraction de ribosomes de l’objet 3D à partir de l’image recons-
truite.
Conclusion
Nous avons introduit dans ce chapitre une approche d’extraction des ribosomes
de l’image tomographique. Cette extraction est basée sur un système qui intègre
une phase d’application de transformée sur les données intitulées et une phase
de classification supervisée s’appuyant sur des zones d’apprentissage pour le ribo-
some. Nous avons montré l’efficacité de l’analyse multi-fractale et son apport dans
l’amélioration de la qualité de l’image et l’homogénéité locale. L’image transfor-
mée étant utilisée comme entrée pour notre classifieur probabiliste. Les résultats
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obtenus pour l’extraction des ribosomes à partir de l’image 3D soutiennent les
choix retenus et la capacité de l’approche proposée à dégager une information sur
le ribosome contenu dans le volume 3D.
Conclusion et
Perspectives
Nous avons été amenés dans le cadre de ce travail à étudier les principaux
problèmes posés par les images tomographiques et particulièrement ceux qui se
rattachent aux images biologiques acquises par des microscopes électroniques en
transmission. Ces problèmes se situent à deux niveaux, à savoir, la reconstruction
et l’extraction d’information.
Plusieurs méthodes de reconstruction tridimensionnelles existent. Celles qui
sont utilisées dans le domaine de la cryo-tomographie électronique reposent sur
une phase de prétraitement qui sert à aligner les images de projections par rapport
à un axe commun. Cet alignement permet de corriger les erreurs des transforma-
tions géométriques survenues dans l’espace 3D en effectuant un recadrage entre les
images de projections.
Toutefois, la séparation de ces deux phases de traitement (alignement, recons-
truction) entraîne une propagation des erreurs résiduelles de la phase d’alignement.
De plus, l’estimation des erreurs 3D à partir des images de projections 2D ne per-
met pas de gérer le problème dans un contexte tridimensionnel. Ceci nous a conduit
à proposer une approche de reconstruction 3D où les deux phases d’alignement et
de reconstruction sont fusionnées.
A cet effet, nous avons introduit une fonction de coût tridimensionnelle qui
traite d’une manière simultanée les corrections géométriques d’acquisition et l’amé-
lioration de l’objet reconstruit basé sur l’algorithme du gradient conjugué. L’avan-
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tage de cette contribution est de corriger les transformations géométriques dans
l’espace 3D où ces mouvements ont eu lieu. En effet, l’utilisation des transforma-
tions géométriques 3D, à la place des transformations 2D habituellement utilisées,
nous donne plus de contrôle sur la procédure d’optimisation et plus de détails sur
les changements suivant les trois axes de repères et les angles de rotations qui leur
correspondent. Pour accélérer cette optimisation, un schéma multi-échelle a été
proposé et appliqué à l’aide d’une transformée en ondelettes.
Dans la partie d’extraction d’information de l’image tomographique recons-
truite, et pour le cas particulier des images de cryo-tomographie, un problème à
prévoir dans le processus de segmentation est la faible qualité de l’image et la dif-
ficulté de distinguer les régions d’intérêt. Les méthodes classiques d’amélioration
de contraste, de débruitage ne permettant pas d’obtenir un résultat satisfaisant,
nous avons été amenés à étudier les différentes transformées avant d’introduire
l’approche multi-fractale comme technique de transformation et d’utiliser pour
améliorer la qualité de l’image brute. L’image résultant de l’analyse multi-fractale
est utilisée dans la phase de classification pour identifier les ribosomes.
L’enchaînement de l’ensemble des étapes précédemment définies et son appli-
cation sur les images biologiques nous a permis d’évaluer la pertinence de notre
approche. En effet, les expérimentations réalisées ont montré que le raffinement tri-
dimensionnel conjoint de l’alignement et de la reconstruction a permis de minimiser
l’effet des erreurs des transformations géométriques qui incluent l’incertitude des
angles d’inclinaison et a amélioré la qualité de la reconstruction. Ainsi, le processus
3D proposé pour gérer le filtrage du bruit de l’image tomographique reconstruite
a prouvé son efficacité. Ceci a été illustré par les bons résultats que nous avons
obtenu en termes de rappel et de précision de notre classifieur.
Au vu des résultats encourageants obtenus, nous pouvons donner plusieurs
points intéressants pouvant faire l’objet de perspectives pour de futures recherches.
Nous citons, en particulier, les perspectives suivantes :
— Pour l’approche simultanée d’alignement et de reconstruction, nous pouvons
convenir de raffiner le processus en intégrant d’autres paramètres dans la
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fonction de coût. On pense particulièrement à l’anisotropie et à la fonction
de transfert de contraste. Aussi, d’autres informations à priori concernant
les structures recherchées dans l’image à reconstruire peuvent s’ajouter à la
fonction de coût afin de guider le processus d’optimisation.
— La nature du calcul matriciel sur lequel notre processus de reconstruction
est basé ouvre une perspective de parallélisation et une orientation vers la
programmation GPU. Une telle modélisation devra permettre d’exploiter
l’architecture parallèle des cartes graphiques dédiées aux applications de
calculs intensifs et de bénéficier de l’accélération GPU.
— Bien qu’elle soit intéressante, l’information structurelle concernant la forme
et la taille des ribosomes est, jusqu’à présent, absente dans notre approche.
Une amélioration des performances de notre système de localisation des
ribosomes peut être réalisée en exploitant ces informations.
— Pour la phase de classification, nous nous sommes limités dans ce travail à
une seule source à savoir l’image de Hölder. Une perspective serait d’intégrer
d’autres sources d’information, comme par exemple, l’image tomographique
traitée par l’intégration fractionnaire afin de minimiser les erreurs de clas-
sification.
— Comme perspectives plus lointaines, nous pensons à l’expérimentation de
notre approche pour d’autres domaines de l’imagerie biomédicale et parti-
culièrement à des applications d’étude de changements et d’analyse IRM.
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Acronymes et
définitions
MET Microscope électronique en transmission.
MEB Microscope électronique à balayage.
CTE Cryo tomographie électronique.
TM Tomographie médicale.
IRM Imagerie par résonance magnétique.
MD Mode diffraction.
MI Mode image.
CC Champ clair.
CS Champ sombre.
TR Transformée de Radon.
TF Transformée de Fourier.
TO Transformée en ondelettes.
ER Espace de Radon.
RPF Rétroprojection filtrée.
ART Techniques de reconstruction algébrique.
SART Techniques de reconstruction algébrique simultanée.
SIRT Techniques de reconstruction itérative simultanée.
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GC Gradient conjugué.
EQMN Erreur quadratique moyenne normalisée.
MCO Mesure de correction d’orientation.
VAR Assomption visuelle de la résolution.
EA Erreur angulaire.
SNR Rapport signal/bruit.
PSNR Pic du rapport signal/bruit.
Annexe
A Analyse multi-fractale
A.1 Construction de la mesure multi-fractale
Nous allons rappeler puis appliquer dans cette section une analyse multi-fractale
basée sur le modèle proposé par Turiel et Parga dans [TP00a,TP00b]. Pour faire
une analyse multi-fractale, il faut commencer par définir une mesure sur l’image.
Dans ce qui suit, nous allons travailler avec la norme du stationnaire (la norme du
gradient donne un signal stationnaire), en effectuant un développement à l’ordre
2 du signal :
I(−→x )−→y = I(−→x ) +−→y .∇I(−→x ) +O(|−→y |2) (A.1)
où −→y est une translation.
A.1.1 Calcul de la mesure stationnaire
Définition : Pour une image I représentée par sa fonction de luminance I(−→x )
en chaque pixel −→x , nous introduisons une mesure µ de densité :
dµ = d−→x |∇I|(−→x ) (A.2)
Où |∇I|(−→x ) désigne la norme du gradient ∇I de l’image I, et la fonction µ
définie la mesure positive d’un sous ensemble quelconque A de l’image :
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µ(A) =
∫
A
d−→x |∇I|(−→x ) (A.3)
La mesure affectée à A est égale à la somme des variations absolues de l’image
sur ce sous ensemble. La mesure µ(A) d’un sous ensemble A de l’image est d’autant
plus faible que cette région est homogène en niveau de gris.
L’analyse multi-fractale à l’aide de ce modèle s’interesse à l’évolution de la
mesure µ sous les différents types d’échelles afin de singulariser le comportement
local de niveau du gris de l’image en chaque pixel −→x . Pour réaliser cette évaluation
multi-échelle, nous utilisons la transformée de l’ondelette où chaque pixel −→x de
l’image peut en effet, être caractérisé par l’évaluation de la mesure µ(Br(−→x )) d’une
boule B pour différents rayons r.
La mesure d’une boule de Br(−→x ) de rayon r centrée en un pixel −→x est donnée
par :
µ(Br(
−→x )) =
∫
Br
d−→v |∇I|(−→v ) (A.4)
Cette mesure donne une idée de la variabilité locale des niveaux de gris autour du
point −→x .
Cependant, en pratique la boule B est remplacée par la fenêtre w de taille
r (le facteur d’échelle) qui peut prendre soit une valeur entière soit une valeur
non-entière. Son objectif primordial est d’effectuer une interpolation continue de
l’image [TP00a].
Soient µ une mesure, ψ, −→x un point de l’image I et r un facteur d’échelle
de traitement (le facteur de dilatation). La transformée en ondelette continue est
donnée par :
TOψ(µ(
−→x , r)) = dµ
d−→x
?ψr(
−→x ) = 1
rd
∫
ψ(
−→x −−→y
r
).|∇I|(−→y )d−→y (A.5)
Où ? désigne le produit de convolution, et 1
rd
∫
ψ(
−→x−−→y
r
) représente la fonction
ondelette dilatée d’un facteur d’échelle r et translatée d’un facteur de translation
−→y .
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En effet, si l’ondelette analysante ψ est bien choisie, la transformée en ondelette
de la mesure µ montrera un comportement multifractal modélisé de la manière
suivante :
TOψ(µ(
−→x , r)) = ςψ(−→x ).rα(
−→x ) (A.6)
Où α(−→x ) est l’exposant de singularités (Hölder) et ςψ(−→x ) est un coefficient qui
dépend uniquement de l’ondelette ψ et de la mesure µ.
Turiel et Parga ont employé différentes ondelettes dans ces recherches et ils ont
montré que la meilleur ondelette qui donne le comportement multi-fractale à la
mesure µ est l’ondelette lorentzienne d’ordre 1 (cf. figure A.1) dont l’expression
générale est donnée par ψ(−→x ) = (1 + |−→x |2)−1 [TP00a].
Figure A.1 — Allure de l’ondelette lorentzienne par rapport à l’ondelette gaus-
sienne.
A.2 Exposant de singularité
L’exposant α(−→x ) qui apparaît dans l’équation précédente, appelé l’exposant
local de singularité, permet de caractériser la structure multi-fractale de l’image.
Soit TOψ(µ(−→x , r)) la transformée en ondelettes, utilisant l’ondelette analy-
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sante ψ, de la mesure µ au point −→x et à un facteur d’échelle r. Les exposants de
singularités α(−→x ) peuvent être déterminés à partir de l’équation (A.5) par une log
log-régression linéaire au sens des moindres carrés de la manière suivante :
α(−→x ) = lim
r→0
log(TOψ(µ(
−→x , r)))
log(r)
(A.7)
Il est courant de calculer l’exposant de Hölder en tout point −→x de l’image afin
de décrire les signaux chaotiques, caractérisés par une distribution irrégulière des
transitions et une invariance d’échelle de la fonction de luminance I sur l’image.
A.3 Décomposition en sous-ensembles
Après avoir estimé les exposant de singularités α(−→x ) en chaque pixel −→x de
l’image I en utilisant l’ondelette appropriée ψ. Les sous-ensembles Eα sont déter-
minés par :
Eα ≡ −→x |α(−→x ) ≈ α (A.8)
Ceci permet de regrouper les pixels de l’image selon les caractéristiques locales
de la mesure µ dans le but de fournir une décomposition multi-fractale où chaque
sous-ensemble Eα est un ensemble fractal qui met en évidence la même structure
géométrique à différents facteurs d’échelles.
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Résumé 
Ce travail de thèse aborde le problème de l'alignement d'images 2D obtenues en tomographie 
électronique dans la perspective d'une reconstruction tridimensionnelle et la détection des 
ribosomes à partir de l'objet reconstruit. Une méthode d'optimisation globale est proposée pour 
minimiser un coût qui permet d'effectuer l'alignement 3D et la reconstruction de manière conjointe. 
La thèse traite également le problème de la segmentation des images 3D reconstruites avec une 
méthode de classification probabiliste. Cependant, la nature des images de cryo-tomographie révèle 
des problèmes de bruit et de contraste. Deux méthodes de filtrage 3D ont été proposées comme 
prétraitement du processus de segmentation. La première méthode est basée sur l'intégration 
fractionnaire. La seconde est basée sur l'analyse multi-fractale. L'institut de recherche biomédicale 
IGBMC de Strasbourg a fourni les images de projection utilisées dans cette thèse. 
Mots clés : Tomographie électronique, Orientations erronées, Optimisation, 3D, Analyse multi-
fractale, Intégration fractionnaire. 
 
Abstract 
This thesis deals with the problem of the alignment of 2D images obtained by transmission electron 
microscopy in the perspective of a three-dimensional reconstruction and the detection of ribosomes 
from the reconstructed object. A global optimization method is proposed to minimize a cost that 
allows the 3D alignment and reconstruction to be carried out jointly. The thesis also deals with the 
problem of segmentation of reconstructed 3D images with a probabilistic classification method. 
However, the nature of cryo-tomography images reveals noise and contrast problems. For this 
reason, two methods of 3D filtering have been proposed as pre-processing of segmentation, one is 
based on fractional integration, and the other on a multi-fractal analysis. The institute of biomedical 
research IGBMC in Strasbourg provides the projection images used in this thesis. 
Keywords:  Electronic Tomography, Incorrect Orientations, Optimization, 3D, Multi-fractal analysis, 
Fractional integration. 
