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Abstract
In this paper, we study two properties of the Lyapunov exponents under small perturba-
tions: one is when we can remove zero Lyapunov exponents and the other is when we can
distinguish all the Lyapunov exponents. The first result shows that we can perturb all the zero
integrated Lyapunov exponents
∫
M
λj(x)dω(x) into nonzero ones, for any partially hyperbolic
diffeomorphism. The second part contains an example which shows the local genericity of dif-
feomorphisms with non-simple spectrum and three results: one discusses the relation between
simple-spectrum property and the existence of complex eigenvalues; the other two describe the
difference on the spectrum between the diffeomorphisms far from homoclinic tangencies and
those in the interior of the complement. Moreover, among the conservative diffeomorphisms
far from tangencies, we prove that ergodic ones form a residual subset.
1 Introduction
It was shown in the 1960s that uniformly hyperbolic systems are not dense in the space of dy-
namical systems. This brought about the naissance of the notions of partial and nonuniform
hyperbolicity. Using the concept of Lyapunov exponents, Pesin theory of nonuniformly hyperbolic
systems(characterized by all the Lyapunov exponents are non-null for some invariant measure)
gives us a rich information about geometric properties of the system. In particular, the points
with all Lyapunov exponents non-zero have well-defined unstable and stable invariant manifolds.
These tools are the base of most of the results on dynamical systems nowadays. Thus it is of
utmost importance to detect when the zero exponents can be removed by perturbations.
One central result in this direction for discrete system is the Shub-Wilkinson example[32]. They
build a conservative perturbation to a skew product of an Anosov diffeomorphism of the torus T 2
by rotations and creates positive exponents in the center direction for Lebesgue almost every point.
Baraviera-Bonatti present a local version of Shub-Wilkinson’s argument, allowing one to perturb
the sum of all the center integrated Lyapunov exponents of any conservative partially hyperbolic
systems.
Highly inspired by their results we prove in the present paper that one can perturb every
integrated Lyapunov exponent
∫
M
λj(x)dω(x) of any conservative partially hyperbolic systems to
nonzero ones, not only the sum of them. This is a generalization to Baraviera-Bonatti[8].
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Let M be a d−dimensional compact Riemannian manifold without boundary (d ≥ 2) and ω be
a smooth volume form. Denote by Diff1ω(M) the set of volume preserving C
1−diffeomorphisms on
M . Take f ∈ Diff1ω(M). By Oseledec Theorem, there exists a Df -invariant decomposition
TxM =
s(f,x)⊕
i=1
Ei(x) ω − a.e.x ∈M (1.1)
such that
lim
m→±∞
1
m
log‖dxf
mν‖ = λi(f, x)
converges uniformly on {ν ∈ Ei(x) : ‖ν‖ = 1}, where 1 ≤ s(f, x) ≤ d. This number λi(f, x) is
called the Lyapunov exponent associated with Ei. Lyapunov exponents describe the asymptotic
evolution of tangent map: positive or negative exponents correspond to exponential growth or
decay of the norm, respectively, whereas vanishing exponents mean lack of exponential behavior.
None of these values depends on the choice of a Riemannian metric.
Throughout this paper, let λ1(f, x) ≥ λ2(f, x) ≥ · · · ≥ λd(f, x) be the Lyapunov expo-
nents in nonincreasing order and each repeated with multiplicity dimEi(x). We define the
j − th−integrated exponent by
∫
M
λj(f, x)dω(x), for any 1 ≤ j ≤ d.
A Df−invariant splitting TM = E1 ⊕ · · · ⊕ Ek is called a dominated splitting if each Ei is a
continuous Df−invariant subbundle of TM and if there is some integer n > 0 such that, for any
x ∈M , any i < j and any non-zero vectors u ∈ Ei(x) and ν ∈ Ej(x), one has
‖Dfn(u)‖
‖u‖
<
1
2
‖Dfn(ν)‖
‖ν‖
.
Let PH1ω(M) denote the subset of Diff
1
ω(M) consisting of all the partially hyperbolic diffeomor-
phisms. In this paper, partially hyperbolic means the following. There is a nontrivial splitting of
the tangent bundle, TM = Eu⊕Ec⊕Es, that is invariant under the derivative map Df . Further,
there is a Riemannian metric for which we can choose continuous positive functions ν, ν˜, γ and γ˜
with
ν, ν˜ < 1 and ν < γ < γ˜−1 < ν˜−1
such that, for any unit vector υ ∈ TpM ,
‖Dfυ‖ < ν(p), if υ ∈ Es(p), (1.2)
γ(p) < ‖Dfυ‖ < γ˜(p)−1, if υ ∈ Ec(p), (1.3)
ν˜(p)
−1
< ‖Dfυ‖ , if υ ∈ Eu(p). (1.4)
Theorem 1.1. Let f ∈ PH1ω(M).Then for any neighborhood U ⊆ PH
1
ω(M) of f , there is a
diffeomophism g ∈ U , such that every integrated Lyapunov exponent is different from zero, i.e.,
∫
M
λj(g, x)dω(x) 6= 0, ∀1 ≤ j ≤ d.
Much work on perturbation of Lyapunov exponents concerns two basic topics. One is when we
can remove zero Lyapunov exponents as we discussed above. The other is when we can distinguish
all the Lyapunov exponents. That is, the spectrum is simple. About the latter topic, all work are
concentrated for cocycles. In the case of independent and identically distributed random matrices,
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Arnold and Cong[4] showed that the cocycles with simple Lyapunov spectrum form a residual
set. In the space of all linear cocycles equipped with the uniform topology, Knill[25] (for the 2-
dimensional case) and Arnold and Cong[5] (for the general d−dimensional case) proved that they
form a dense set. For SL(d, R)−cocycles, Bonatti and Viana[17] also showed the density property
under some conditions. It is natural to ask whether the diffeomorphisms with simple spectrum form
a dense set in Diff1ω(M). In Section 3, we construct an example related to this problem and show
the local genericity of diffeomorphisms with non-simple spectrum. Using the techniques developed
in [18] and [26], we prove a dichotomy between simple-spectrum property and the existence of
complex eigenvalues.
Theorem 1.2. There is a residual subset R ⊂ PH1ω(M) of diffeomorphisms f such that
• either the finest dominated splitting of Ec is of the form
Ec(x) = ⊕ci=1E
ci(x) with dimEci(x) = 1, for all i ∈ {1, 2, ..., c}, (1.5)
ω− a.e.x ∈M, where c = dimEc. Hence, the multiplicity of every center Lyapunov exponent
of f is 1;
• or for any ε > 0, there is an ε−perturbation g ∈ PH1ω(M) of f and a periodic point q of g
such that Dg
p(q)
q has a complex center eigenvalue , where p(q) is the period of q.
In the previous theorem, the first case is that each invariant subbundle in the finest dominated
splitting is 1-dimensional. For the center submanifold, this property is much stronger than that of
simple spectrum. Results in [34][28][27] indicates that, roughly speaking, dominated splitting and
homoclinic tangency are mutually exclusive concepts. We prove two results which suggest that
diffeomorphisms far from homoclinic tangencies and in the interior of the complement load bearing
entirely different properties. Moreover, applying the novel approach developed by F.R.Hertz,
M.A.R.Hertz, A.Tahzibi, and R.Ures[23, 24] for Pugh-Shub’s stable ergodicity conjecture, we point
out the genericity of the ergodic diffeomorphisms in the conservative ones which are far from
tangencies.
We say a diffeomorphism f has C1 homoclinic tangency if f ∈ Diff1(M) has hyperbolic periodic
point p at which the stable and unstable invariant manifolds W s(p) and Wu(p) intersect non-
transversely. Denote by HT the set containing all the diffeomorphisms with homoclinic tangencies.
We call a diffeomorphism f is far away from tangency if f ∈ Diff1(M) \HT .
In the context of the following two results, we suppose d = dimM ≥ 3.
Theorem 1.3. There is a C1 residual subset R of the volume preserving diffeomorphsims far from
tangencies, such that any f ∈ R admits a finest dominated splitting Es ⊕ Ec1 ⊕ · · · ⊕ Ecc ⊕ Eu,
where dim(Eci) = 1 and c = dimEc. Moreover, f is ergodic.
Corollary 1.4. There is a C1 residual subset R of the volume preserving diffeomorphsims far
from tangencies, such that each center Lyapunov exponent of f ∈ R has multiplicity 1.
Recall a partially hyperbolic diffeomorphism is center bunched if the functions ν, ν˜, γ and γ˜ in
(1.2)-(1.4) can be chosen so that:
ν < γγ˜ and ν˜ < γγ˜.
Let CPH1ω(M) denote the set of all center bunching, conservative, partially hyperbolic diffeomor-
phisms. The statement of the third result about spectrum is the following:
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Theorem 1.5. There is a C1 residual subset of diffeomorphism R in CPH1ω(M)∩ int(HT ), such
that for any f ∈ R, it is ergodic, and it has two center exponents equal.
2 Proof of Theorem 1.1
Given a vector space V and a positive integer p, let ∧p(V ) be the p− th exterior power of V . This
is a vector space of dimension Cpd , whose elements are called p − vectors. It is generated by the
p−vectors of the form ν1 ∧ · · · ∧ νp with νj ∈ V , called the decomposable p−vectors. A linear map
L : V →W induces a linear map ∧p(L) : ∧p(V )→ ∧p(W ) such that
∧p(L)(ν1 ∧ · · · ∧ νp) = L(ν1) ∧ · · · ∧ L(νp).
If V has an inner product, then we endow ∧p(V ) with the inner product such that ‖ν1 ∧ · · · ∧ νp‖
equals the p−dimensional volume of the parallelepiped spanned by ν1, · · · , νp.
More generally, there is a vector bundle ∧p(E), with fibers ∧p(Ex), associated to E , and there
is a vector bundle automorphism ∧p(F ), associated to F . If the vector bundle E is endowed with
a continuous inner product, then ∧p(E) also is. The Oseledec data of ∧p(F ) can be obtained from
that of F , as shown by the proposition below.
Proposition 2.1 (Theorem 5.3.1 in [3]). The Lyapunov exponents ( with multiplicity ) λ∧
p
i (x), 1 ≤
i ≤ Cpd , of the automorphism ∧
p(F ) at a point x are the numbers
λi1 (x) + · · ·+ λip , where 1 ≤ i1 < · · · < ip ≤ d.
Let {e1(x), · · · , ed(x)} be a basis of Ex such that
ei(x) ∈ E
ℓ
x for dimE
1
x + · · ·+ dimE
ℓ−1
x < i ≤ dimE
1
x + · · ·+ dimE
ℓ
x.
Then the Oseledec space Ej,∧
p
x of ∧
p(F ) corresponding to the Lyapunov exponent λˆj(x) is the
sub-space of ∧p(Ex) generated by the p− th vectors
ei1 ∧ · · · ∧ eip , with 1 ≤ i1 < · · · < ip ≤ d and λi1 + · · ·+ λip = λˆj(x).
A dominated splitting E1 ⊕ · · · ⊕ En is called the finest dominated splitting if there is no
dominated splitting defined over all M in each invariant bundle Ei, 1 ≤ i ≤ n. The continuation
of the finest dominated splitting may not be the finest dominated splitting of the perturbation
diffeomorphism. However, we can perturb any partially hyperbolic diffeomorphism to obtain a
diffeomorphism with robust finest dominated splitting.
Lemma 2.2. The diffeomorphisms with robust finest dominated splitting are C1 dense among the
Cr, r ≥ 1, partially hyperbolic diffeomorphisms of M .
proof For any neighborhood U of f in PH1ω(M), we denote Uf ⊂ U be the neighborhood of
f in PH1ω(M) such that the continuation of the dominated splitting of f is a dominated splitting
of the perturbation diffeomorphism. Assume that there is a small perturbation h1 ∈ Uf such that
the continuation of the finest dominated splitting of f is not the finest one of h1. Then the finest
dominated splitting of h1 must be a refinement of the continuation. Consider the subset Uh1 ∩Uf .
If there exists another perturbation h2 in Uh1 ∩Uf whose finest dominated splitting is a refinement
of the continuation of the finest dominated splitting of h1, we shift our attention to a smaller
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subset Uh2 ∩Uh1 ∩Uf . The process will stop at some perturbation hn since the number of invariant
bundles in the finest dominated splitting of hi strictly increases ( as i increases ) and this number
can not exceed d, the dimension of M . Let g = hn. Then g must has robust finest dominated
splitting.
The main techniques in the proof of Theorem 1.1 are three results as we cite in the following:
A partially hyperbolic diffeomorphism f is accessible if, for every pair of points p, q ∈M , there
is a C1 path from p to q whose tangent vector always lies in Eu ∪Es and vanishes at most finitely
many times. We say f is stably accessible if every g sufficiently C1−close to f is accessible.
Lemma 2.3 (Main Theorem in [21]). For any r ≥ 1, stable accessibility is C1 dense among the
Cr, partially hyperbolic diffeomorphisms of M , volume preserving or not.
Lemma 2.4 (Thereom 2 in [8]). Let M be a compact manifold and ω be a smooth volume form.
Let f be an ω−preserving C1−diffeomorphism of M , admitting a dominated splitting TM = E1 ⊕
· · · ⊕ Ek, k > 1.
Then there are ω−preserving diffeomorphisms g, arbitrarily C1−close to f , for which the inte-
gral
∫
M
log|DetDg|Ei(x)|dω(x) is different from 0 for each i ∈ {1, ..., k}.
Let Dp(f,m) be the set of points x such that there is an m−dominated splitting of index p (
i.e., p = dimEs ) along the orbit of x. Then Dp(f,m) is a closed set. Define
Γp(f,m) =M\Dp(f,m)
and
Γp(f,∞) = ∩m∈NΓp(f,m).
We recall from Proposition 2.1 that for any diffeomorphism f ∈ Diff1ω(M) and p ∈ {1, ..., d−1},
the integrated Lyapunov exponent of ∧p(Df) coincides with the sum of the largest p integrated
Lyapunov exponents, that is,
∫
M
∧p(Df)dω =
∫
M
∧p(f, x)dω(x),
where ∧p(f, x) denotes the sum, i.e., ∧p(f, x) = λ1(f, x) + · · ·+ λp(f, x).
Lemma 2.5 (Proposition 4.17 in [11]). Let f ∈ Diff1ω(M) and p ∈ {1, ..., d − 1}, and given any
ε0 > 0 and δ > 0, there exist a neighborhood U(f, ε0) ⊂ Diff
1
ω(M) of f with radius ε0 and a
diffeomorphism g ∈ U(f, ε0) such that∫
M
∧p(g, x)dω(x) <
∫
M
∧p(f, x)dω(x) − Jp(f) + δ.
where Jp(f) =
∫
Γp(f,∞)
λp(f,x)−λp+1(f,x)
2 dω(x).
Proof of Theorem 1.1
By Lemma2.3, we can perturb f to a diffeomorphism f1 ∈ PH
1
ω(M) with stable accessibility.
Take a neighborhood U1 ⊂ PH
1
ω(M) of f1 such that each diffeomorphism in U1 is accessible.
Applying Lemma2.2, we get another small perturbation f2 ∈ U1 which is accessible and has the
robust finest dominated splitting:
TM = Es ⊕ Ec1 ⊕ · · · ⊕ Eck ⊕ Eu, 1 ≤ k ≤ d = dimM (2.1)
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(Since any integrated Lyapunov exponent related to Es and Eu is robustly away from zero, we
need not care about the decomposition of Es and Eu). Therefore, there is a neighborhood U2 ⊂ U1
of f2 such that any g ∈ U2, g is accessible and has the same finest dominated splitting as f2.
By perturbing f2 if necessary, Lemma2.4 ensures that there exists a neighborhood U3 ⊂ U2 with
property: ∫
M
log|DetDg|Eci(x)|dω(x) 6= 0, 1 ≤ i ≤ k, ∀g ∈ U3. (2.2)
That is, the sum of the integrated Lyapunov exponents
Σs+cij=s+ci−1+1
∫
M
λj(g, x)dω(x) 6= 0, 1 ≤ i ≤ k
where we denote s = dimEs and u = dimEu and ci = dimE
ci and c0 = 0 for simplicity.
Notice that ∫
M
Λp(g, x)dω(x) = inf
n
1
n
∫
M
log‖Λp(Dgn)‖dω(x).
The functions g ∈ Diff1ω(M) 7→
∫
M
Λp(g, x)dω(x) are upper semi-continuous for any 1 ≤ p ≤ d.
Hence the continuity points of the map
g ∈ Diff1ω(M) 7→ (
∫
M
Λ1(g, x)dω(x), · · · ,
∫
M
Λd(g, x)dω(x)) (2.3)
form a residual subset. We choose a continuity point h of the above map in U3. Now we verify
that h meets the requirements of our theorem.
Since h ∈ U3 ⊂ U1, h is accessible. This implies that for ω−almost every x ∈ M , the orbit of
x is dense in M . In fact, Burns-Dolgopyat-Pesin[18] pointed out in the proof of Theorem 2 that
the essential accessibility property indicates that almost every point has a dense orbit. Note that
the essential accessibility property is a weaker property than accessibility. Precisely, recall that
accessibility is an equivalence relation. If a diffeomorphism is accessible then the partition into
accessibility classes is trivial. A diffeomorphism is said to be essentially accessible if the partition
into accessibility classes is ergodic (i.e. a measurable union of equivalence classes must have zero
or full measure). From the definition, one can deduce that an accessible diffeomorphism is also
essentially accessible. Hence h is essentially accessible, since h is accessible. And then almost every
point has a dense orbit.
Then for any s + 1 ≤ p ≤ d − u, we have either Dp(h,m) = M mod0 for some integer m > 0,
or Γp(h,∞) = M mod0. In fact, if one has that ω(Dp(h,m)) > 0 for some integer m > 0, by the
accessibility, for ω−almost every point in Dp(h,m), we can spread the dominated splitting along
its orbit to the closure, that is, the whole manifold M . Since h has the same finest dominated
splitting as f2, we have that
Γp(h,∞) =M mod0, s+ ci−1 + 1 ≤ p ≤ s+ ci, ∀1 ≤ i ≤ k
and
Dp(h,m) =Mmod0, p = ci, ∀1 ≤ i ≤ k.
Note that h is a continuity point of map (2.3). Combining with Lemma2.5, one can obtain that
Jp(h) = 0, i.e.,
λp(h, x) = λp+1(h, x) ∀s+ ci−1 + 1 ≤ p ≤ s+ ci, ∀1 ≤ i ≤ k.
Therefore, one can deduce from (1.3) that
∫
M
λp(h, x)dω(x) =
1
ci
∫
M
log|DetDh|Eci(x)|dω(x) 6= 0, ∀s+ ci−1 + 1 ≤ p ≤ s+ ci, ∀1 ≤ i ≤ k.
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Remark When we have done this paper, we find [23] which is considering the same problem
in Theorem 1.1 of the case dimEc = 2.
3 The example and Proofs of Theorems 1.2-1.5
In this section we will first present an example of a linear Anosov diffeomorphism A on T3 which
has a couple of complex eigenvalues. Then we show that for any small neighborhood of A in
Diff1ω(T
3), there exists a residual subset consisting of diffeomorphisms with non-simple spectrum.
Then we will give the proof of Theorems 1.2, 1.3 and 1.5.
3.1 The example
Example: Let
A =

 0 1 00 0 1
1 0 1

 : T3 → T3,
Then A is stable ergodic and
det(A− λId) =
∣∣∣∣∣∣
−λ 1 0
0 −λ 1
1 0 1− λ
∣∣∣∣∣∣ = λ
2(1 − λ) + 1 = −λ3 + λ2 + 1 = f(λ).
Since f(1) = 1 > 0 and f(2) = −3 < 0, by the continuity of f , there is c ∈ (1, 2), such that
f(c) = 0.
On the other hand, one consider the converse matrix
A−1 =

 0 −1 11 0 0
0 1 0

 and the determinant det(A−1 − λId) = −λ3 − λ+ 1 = g(λ).
We have that g(0) = 1 > 0 and g(1) = −1 < 0. This implies that ∃d ∈ (0, 1), such that g(d) = 0.
Note that g′(λ) = −3λ2 − 1 < 0. Therefore, the point d is the unique real root of g(λ) and hence
the other two eigenvalues are not real. Moreover, observing that the coefficients of the first and
last items are both 1, we can deduce that d must be an irrational number.
Note that when a number λ is an eigenvalue of A, its reciprocal 1
λ
is an eigenvalue of A−1 and
conversely, it also holds. Thus we have the following conclusion about A.
Conclusion I. ∃p ∈ T3 (hyperbolic fixed point) has complex eigenvalues λ1, λ1 and a real
(irrational) eigenvalue λ2 satisfying
|λ1| < 1 < |λ2|.
This conclusion implies that A has non-simple spectrum. Moreover, applying the following
lemma, we will show that for any small neighborhood of A in Diff1ω(T
3), there is a residual subset
composed of diffeomorphisms with non-simple spectrum.
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Lemma 3.1 (Theorem 1 in [11]). There exists a residual set R ⊂ Diff1ω(M) such that, for each
f ∈ R and ω−almost every x ∈M , the Oseledec splitting of f is either trivial or dominated at x.
We choose a neighborhood U ⊂ Diff1ω(T
3) of A, such that ∀g ∈ U , g is ergodic and has a fixed
point (i.e., the continuation of p ) with complex eigenvalues. Using Lemma3.1, there is a residual
set R ⊂ U , such that ∀ g ∈ R, the Oseledec decomposition of g is dominated or trivial. Therefore,
∀ g ∈ R, if g has simple spectrum, its dominated splitting must be the form
E1(x)
⊕
E2(x)
⊕
E3(x)
for every generic point x ∈ O(ω), the Oseledec basin of ω, since g is ergodic. Note that ω is a
volume form and the Oseledec basin has ω−full measure, the Oseledec basin is dense in M . Thus
the dominated splitting E1(x)
⊕
E2(x)
⊕
E3(x) of g can be extended to the whole manifold M
by the continuity of dominated splitting. This contradicts with the property that g has complex
eigenvalues. Thus we have the second conclusion about the local genericity of diffeomorphisms
with non-simple spectrum.
Conclusion II. For any small neighborhood V ⊂ Diff1ω(T
3) of A, there exists a residual subset
R ⊂ V consisting of diffeomorphisms with non-simple spectrum.
3.2 The proof of Theorem 1.2
Bonatti and Crovisier[12] proved that, generically, a volume-preserving diffeomorphism is transitive
in a compact, connected manifold with a volume-preserving diffeomorphism.
Lemma 3.2 (Thm1.3 in [12]). Suppose M is connected. Then there is a residual subset Gω in
Diff1ω(M) such that any f ∈ Gω is transitive. Moreover, M is the unique homoclinic class.
To prove Theorem 1.2, we need introduce some preliminary notions and lemmas first.
Definition 3.3. We shall call any 4−uple A = (Σ, f, E , A) to be a linear cocycle of dimension d
if:
• Σ is a set and f : Σ→ Σ is a one-to-one map;
• π : E → Σ is a linear bundle of dimension d over Σ, whose fibers are endowed with an
Euclidean metric ‖ · ‖. The fiber over the point x ∈ Σ will be denoted by Ex;
• A : x ∈ Σ 7→ Ax ∈ GL(Ex, Ef(x)) is a map.
We shall say that a linear cocycle A is bounded if there exists a constant K > 0 such that, for any
x ∈ Σ, we have ‖Ax‖ < K and ‖A−1x‖ < K. We call K a bound of A .
Remark Here the base space Σ can be taken arbitrarily, even not a topology space.
Let (Σ, f, E , A) be a linear system, an invariant subbundle is a collection of linear subspaces
F (x) ⊂ Ex whose dimensions do not depend on x and such that A(F (x)) = F (f(x)). An
A−invariant splitting F ⊕G is given by two invariant subbundles such that Ex = F (x) ⊕G(x) at
each x ∈ Σ.
8
Definition 3.4. Let (Σ, f, E , A) be a linear system and E = F ⊕G an A−invariant splitting. We
say that F ⊕G is a dominated splitting if there exists n ∈ N such that
‖A(n)(x)|F ‖‖A
(−n)(fn(x))|G‖ < 1/2
for every x ∈ Σ. We write F ≺ G.
If we want to emphasize the role of n then we say that F ⊕G is an n−dominated splitting and
write F ≺n G. Finally, the dimension of the dominated splitting is the dimension of the subbundle
F .
Definition 3.5. Let A be a linear map on a d−dimensional linear space. The complex eigenvalues
(λ, λ¯) of A is called of rank (i, i+1), where 1 ≤ i ≤ d− 1, if the moduli of all its other eigenvalues
are different from |λ| and the number of the eigenvalues which are less than |λ| coincide with i− 1.
The following is Theorem 3.6 in [26] with more details.
Lemma 3.6 (Theorem 3.6 in [26]). Given K > 0 and ε > 0 there is ℓ ∈ N such that for any linear
periodic system A = (Σ, f, E , A) bounded by K, one has that it admits a finest dominated splitting
E = E1 ⊕≺ℓ E2 ⊕≺ℓ · · · ⊕≺ℓ Ek if and only if we can not get a complex eigenvalue of the following
ranks
(τ1, τ1 + 1), (τ2, τ2 + 1), · · · , (τk−1, τk−1 + 1)
by any ε−perturbation of A , where τi =
∑i
j=1 dimEj , i = 1, 2, · · · , k.
Proof of Theorem 1.2: Let Gω be the residual subset of Diff
1
ω(M) determined by Lemma
3.2. Define
R = Gω ∩ PH
1
ω(M).
Then R is a residual subset PH1ω(M) of diffeomorphisms f such that M is the unique homoclinic
class.
For any diffeomorphism f ∈ R, we take K = maxx∈M{‖Df |Ec‖, ‖Df−1|Ec‖}. Then we obtain
a positive integer ℓ by Lemma 3.6. If Ec admits an ℓ−finest dominated splitting as the form (1.5),
the proof is done. Otherwise, there is an integer s < i < s+ c, such that Ec(x) has no dominated
decomposition Ec(x) = E(x) ⊕≺ F (x) with dimE = i − s for x in some positive-measure subset
of M . Then there are periodic points such that the cocycles defined over these points do not have
dominated decomposition Ec = E ⊕≺n F with dimE = i − s and uniform time n, for any integer
n ∈ N. Let
Σ =M, E = Ec, A = Df |Ec .
Then A = (Σ, f, E , A) is a linear cocycle bounded by K over an infinite periodic system having
transitions but without dominated splitting Ec = E ⊕≺ F where dimE = i − s. Now using
Lemma 3.6, for any ε > 0, we obtain a ε−pertubation B of A and a periodic point in Σ, such
that Mq,B = B(f
p(q)−1q) ◦ · · · ◦B(q) has a complex eigenvalue of rank (i, i+1). Applying Franks’
Lemma, we get a C1−perturbation g ∈ PH1ω(M) of f , which coincides with f out of an arbitrarily
small neighborhood of Orb(q), equals to f in Orb(q), and whose derivation satisfying
Dg|Ec(g,fiq) = Bfiq, i = 0, 1, ..., p(q)− 1.
Hence Dg
p(q)
q has a complex eigenvalue.
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3.3 The proof of Theorem 1.3
In this subsection, we focus on conservative diffeomorphisms far from homoclinic tangencies and
discuss their two generic properties: one is the property of admitting a dominated splitting as (1.5)
(Lemma 3.7) and the other is ergodicity (Lemma 3.10).
Lemma 3.7. For C1 generic f ∈ Diff1ω(M), (d = dimM ≥ 3), it is C
1 far away from tangencies if
and only if there exists a dominated splitting Es⊕Ec⊕Eu with two non-trivial extreme subbundles
and the finest dominated splitting of the center bundle is of the form
Ec(x) = ⊕ci=1E
ci(x) with dimEci(x) = 1, for all i ∈ {1, 2, ..., c}, (1.6)
ω − a.e.x ∈M, where c = dimEc.
Abdenur-Bonatti-Crovisier-Diaz-Wen claim that, for C1-generic diffeomorphisms, the set of
indices of the (hyperbolic) periodic points in a chain recurrence class (in fact, such classes are
homoclinic ones) form an interval in N. Applying the connecting lemma and Franks’ lemma for
conservative diffeomorphisms, we obtain the conservative version of this result (Theorem 1.1 in
[1]) as follows:
Lemma 3.8 (the conservative version of Thm 1.1 in [1]). There is a residual subset I of Diff1ω(M)
of diffeomorphisms f such that, for every f ∈ I, any homoclinic class H(p, f) containing hyperbolic
saddles of indices α and β contains a dense subset of saddles of index τ for all τ ∈ [α, β] ∩ N.
Recall that a point x ∈M is called (C1) i−preperiodic of f , 0 ≤ i ≤ d, if for any neighborhood
U of f in Diff1(M) and any neighborhood U of x in M , there exist g ∈ U and y ∈ U such that y
is a hyperbolic periodic point of g with index i. Now we begin to prove one of the main lemma in
this subsection:
Proof of Lemma 3.7: Let
R = Gω ∩ I,
where Gω and I are determined by Lemma 3.2 and 3.8, respectively. For f ∈ R, let i0(resp i1) be
the minimal (resp. maximal) preperiodic index of f . Then i0 ≥ 0 and i1 ≤ d. By the definition
of preperiodic points, we can assume that f itself contains index i0, i1 periodic points. By Lemma
3.8, f contains i−index periodic points for all i ∈ [i0, i1] ∩ N. Since M is the unique homoclinic
class by Lemma 3.2 and f is far from tangencies, now we obtain a dominated splitting with center
bundles all 1 dimensional by the equivalent conditions for the existence of dominated splitting(for
more details, see [28, 34]).
Since f is conservative, one must have that i0 ≥ 1 and i1 ≤ d − 1. Otherwise, if i0 = 0, the
minimal of periodic index can be 0 or 1(There may exist a weak stable subbundle with dimension
1). In the first case, all the Lyapunov exponents of f are non-negative. Hence the sum of the
Lyapunov exponents are nonzero. This contradicts with the conservative condition. In the second
case, the negative exponent have multiplicity 1 and is close to 0, but the positive exponents are
uniformly far from 0 by the domination. This again deduces the same contradiction as the first
case. The proof of i1 ≤ d− 1 is analogous.
The rest thing is to prove the two extreme bundles are uniformly hyperbolic. This can be
obtained by showing that it is forbidden to decrease the index of a periodic point with index i0 or
increase that of a periodic point with index i1 by perturbation. The proof essentially from Man˜e´’s
Ergodic Closing Lemma [29], in conservative version (see also [36] or Theorem B and Section 4 in
[15] ). This concludes the proof of necessity.
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The sufficiency is ensured by the uniform hyperbolicity of the extreme subbundles and the
domination of the splitting (1.6) of the center bundle. This ends the whole proof.
Remark: Dawei Yang told us the analogous consequence for dissipative dynamics of Lemma
3.7 may be deduced by his recent joint work with Crovisier and Sambrino. And he suggested us
to omit the original hypothesis of partial hyperbolicity.
Recall that the integers s, c and u denote the dimensions of f−invariant subbundles Es, Ec
and Eu in the dominated splitting TM = Es ⊕ Ec ⊕ Eu. To emphasis their dependence on f ,
we write them as s(f), c(f) and u(f). Since (G1) − (G4) in the following proposition are open
properties, we combine the preceding lemma with Lemma 3.8, 2.3 and Theorem 1.1 and obtain
that:
Proposition 3.9. There is a C1 open and dense subset O of the volume preserving diffeomorphsims
far from tangencies, such that any f ∈ O satisfies the following properties.
(G1) f is partially hyperbolic, it admits a partially hyperbolic splitting admits a finest dominated
splitting Es ⊕ Ec1 ⊕ · · · ⊕ Ec,c(f) ⊕ Eu, where dim(Eci) = 1.
(G2) f has periodic points with index dim(Es), dim(Es) + 1, · · · , dim(Es) + c(f).
(G3) f is accessible.
(G4) There is 0 ≤ j(f) ≤ c(f), such that for any integer 1 ≤ j ≤ j(f), one has
∫
log ‖Df |Ec,j(x)‖dω(x) < 0,
and for any integer j(f) + 1 ≤ j ≤ c(f), we has
∫
log ‖Df |Ec,j(x)‖dω(x) > 0.
When j(f) = 0 (resp. j(f) = c(f)), we take Ec,j(f)(x) (resp. Ec,j(f)+1(x)) to be vanished.
Recently, F.R.Hertz, M.A.R.Hertz, A.Tahzibi, and R.Ures[23, 24] developed a new criteria
of ergodicity and nonuniform hyperbolicity which provided fresh ideas to the Pugh-Shub stable
ergodicity conjecture. Applying Proposition 3.9 and their criteria, we illustrate the density of
ergodicity as the follow which implies the ergodic diffeomorphisms form a residual subset, since it
is a Gδ set.
Lemma 3.10. There is a C1 dense subset of diffeomorphisms E in O, such that any diffeomorphism
in E is ergodic.
Before give the proof of Lemma 3.10, we need give some definitions and notations.
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• Existence of stable manifolds
For each point x in a compact Riemannian manifold M ,the Pesin stable manifold of x is
W s(x) = {y ∈M : lim sup
n→∞
1
n
log d(fn(x), fn(y)) < 0}
and the Pesin unstable manifold of x, Wu(x), is the Pesin stable manifold for f−1. In the context,
we use Ws(resp. Wu) to denote the strong stable (resp. unstable) foliation.
For any i ∈ N, let Ii1 = (−1, 1)
i and Iiε = (−ε; ε)
i and denote by Emb1(Ii1,M) the set of C
1-
embeddings of Ii1 on M . Suppose a compact invariant set Λ admits a dominated splitting E ⊕ F .
The following lemmas are Lemma 3.0.4 and Corollary 3.3 in [31] for C1 case with high dimension
which come from the existence of the dominated splitting on Λ.
Lemma 3.11 (Lemma 3.0.4 in [31]). There exist two continuous functions
Φcs : Λ −→ Emb1(IdimE1 ,M) and Φ
cu : Λ −→ Emb1(IdimF1 ,M)
such that, with W csε (x) = Φ
cs(x)IdimEε and W
cu
ε (x) = Φ
cu(x)IdimFε , the following properties hold:
(a) TxW
cs
ε (x) = E(x) and TxW
cu
ε (x) = F (x);
(b) for any 0 < ε1 < 1, there exists ε2 such that f(W
cs
ε2
(x)) ⊂ W csε1 (f(x)) and f
−1(W cuε2 (x)) ⊂
W cuε1 (f
−1x);
Corollary 3.12 (Corollary 3.3 in [31]). For 0 < λ < 1, there exists ε > 0 such that, for any x ∈ Λ
satisfying
n−1∏
j=0
∥∥Df |E(fj(x))∥∥ ≤ λn for all n > 0, one has diam(fn(W csε (x))) −→ 0.
As a corollary of Lemma 3.11 and Corollary 3.12, we have the following proposition:
Proposition 3.13. Let f be a volume preserving diffeomorphism. Suppose f admits a dominated
splitting Ecs ⊕ Ec1 ⊕ E
cu with dim(Ec1) = 1 and the set Λ
s = {x;λc(x) < 0} has positive volume.
Then Lebesgue almost every point x ∈ Λs has a local stable manifold W sloc(x) with dimension
Ecs⊕Ec1. Moreover, W
s
loc(x) is tangent to the bundle E
cs⊕Ec1 (this means, then the tangent space
of W sloc(x) is contained in a small cone around E
cs ⊕ Ec1).
Remark 3.14. Suppose Λ admits a partially hyperbolic splitting Es⊕Ecs⊕Ec⊕Eu and there is a
local strong stable leaf Wsloc(x) tangent to E
s(x) at some point x. If the center Lyapunov exponent
at x is negative(resp. positive), then Wsloc(x) ⊂W
s
ε (x)(resp. W
u
loc(x) ⊂W
u
ε (x)).
• Blenders
Topologically blenders are Cantor sets with distinctive geometric feature which is introduced by C.
Bonatti and L.J.Diaz in [13] to give a slightly different mechanism for constructing non-Axiom A
diffeomorphisms and robust heterodimensional cycles. Later, the notion of blender was motivated
by L.J.Diaz in [20] and developed by F.Herz-M.A.Hertz-A.Tahzibi-R.Ures in [23] to produce a local
source of stable ergodicity.
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Definition 3.15. Let q, p be hyperbolic periodic points of a diffeomorphism f with stable index i
and i+ 1 respectively.
We say that f has a cs−blender of index i associated to (q, p) if there is a C1 neighborhood U
of f such that, for every g ∈ U , one has W s(pg) is contained in the closure of W
s(qg), where qg, pg
are the analytic continuation of q and p for g.
Define a cu−blender in an analogous way, by concerning f−1.
There are several definitions of blender given in [13], [16], [20] and [24]. Our definition comes
from the Definition and Lemma 1.10 in page 369 of [13]. And the proposition bellow which partially
comes from the main result of [24] holds for our definition.
Proposition 3.16. Let f :M −→M be a diffeomorphism admitting a dominated splitting Ecs ⊕
Ec1 ⊕ E
cu with dim(Ecs) = i > 0 and dim(Ec1) = 1. Suppose f has a cs−blender of index i
associated to (q, p). Then there is a C1 neighborhood U of f , such that for any g ∈ U , and for
every i + 1−dimension disk D which is tangent to a cone around the bundle Ecu ⊕ Ec1, we have
that
D ⋔W s(pg) 6= φ implies D ⋔W
s(qg) 6= φ,
where qg, pg are the analytic continuation of q and p for g.
Proof. We only need to notice that W s(q) is tangent to the bundle Ecs. From the definition of
cs−blender, one can conclude the proof.
Definition 3.17. A diffeomorphism f is called to has a chain of cs−blenders of index (i0, · · · , i1)
if
(a) for any i0 ≤ i ≤ i1, f has a cs−blender of index i associated to periodic points (qi, pi),
(b) for any i0 + 1 ≤ i ≤ i1, qi is homoclinically related to pi−1.
It is remarkable that the distinctive blender property is a robust property. And homoclinical
relation is also an open property. Hence, if a diffeomorphism f has a chain of blenders of index
(i0, · · · , i1), there is a neighborhood U of f , such that any g ∈ U has a chain of blenders of index
(i0, · · · , i1) as well.
Connecting lemma was proved by Hayashi [22] at first, and then was extended to the conserva-
tive setting by Wen and Xia [37, 35](see also M.-C. Arnaud[2]). Later, from the proof of Hayashi’s
Connecting Lemma, Bonatti and Crovisier[12] extract a slightly stronger statement in the next
lemma which permits to perform dynamically perturbations and create intersections between sta-
ble and unstable bundles.
Lemma 3.18 (Theorem 2.1(Connecting lemma) in [12], Theorem 3.10 in [24]). Let p, q be hy-
perbolic periodic points of a Cr transitive diffeomorphism preserving a smooth measure m. Then,
there exists a C1−perturbation g ∈ Crpreserving m such that W s(p) ∩Wu(q) 6= ∅.
Lemma 3.2 ensures the transitivity of the diffeomorphisms we are considering. Combining with
the previous lemma, we can prove the following proposition.
Proposition 3.19. There is a C1 open and dense subset O1 ⊂ O of diffeomorphisms such that
for any f ∈ O1, it admits a dominated splitting Es ⊕Ec1 ⊕ · · · ⊕Ec,c(f) ⊕Eu. Moreover, f has a
chain of cs−blenders of index (dim(Es), · · · , dim(Es) + c(f)− 1).
Proof: Take f ∈ O, then f has hyperbolic periodic points with index dim(Es) and dim(Es)+1.
By Proposition 3.16, there is an open set U1 ⊂ O arbitrarily close to f , such that any g ∈ U1 has a
cs−blender of index dim(Es) associated to (q1,g, p1,g), where q1,g and p1,g denote the continuation
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of q1 and p1 for g. Note that O is an open set. Fix a diffeomorphism f1 ∈ U1 and by the same
argument, we can find another open set U2 ⊂ U1 such that any g ∈ U1 has a cs−blender of index
dim(Es) associated to (q2,g, p2,g). Inductively, we obtain open sets Uc(f) ⊂ Uc(f)−1 ⊂ · · · U1 such
that for any 1 ≤ i ≤ c(f) and any g ∈ Ui, g has a cs−blender of index dim(E
s) + i− 1 associated
to (qi,g, pi,g).
Take g ∈ Uc(f), by Lemma 3.2 and using Lemma 3.18 twice, we get a diffeomorphism g1 ∈ Uc(f)
which is arbitrarily close to g, such that p1,g1 and q2,g1 are homoclinically related to each other.
Do such perturbation c(f)− 1 times, we obtain a diffeomorphism gc(f)−1 ∈ Uc(f) such that for any
1 ≤ i ≤ c(f)− 1, one has that pi,gc(f)−1 and qi+1,gc(f)−1 are homoclinically related.
Let O1 be the subset consisting of all the diffeomorphisms in O with chains of cs−blenders of
index (dim(Es), · · · , dim(Es) + c(f) − 1). Then we verified the density of O1. Since homoclinic
relation is an open property, it must be an open and dense set as stated in the theorem.
Proposition 3.20. Suppose f admits a dominated splitting Es ⊕ Ec1 ⊕ · · · ⊕ Ecc ⊕ Eu with
dim(Eci) = 1 for any 1 ≤ i ≤ c, and has a chain of blenders {(qi, pi)}
c(f)
i=1 of index (dim(E
s), · · · ,
dim(Es)+ c− 1). Then for any (d− (dim(Es)+ j))−dimension disk D which is tangent to a cone
field around Ec,j+1 ⊕ · · · ⊕ Ec,c(f) ⊕ Eu and satisfies D ⋔W s(pc(f)) 6= ∅, 1 ≤ j ≤ c(f), it holds
D ⋔W s(qj+1) 6= ∅ and D ⋔W
s(pj) 6= ∅.
Proof: It suffices to show that, there is n > 0 such that
fn(D) ⋔W s(qj+1) 6= ∅ and f
n(D) ⋔ W s(pj) 6= ∅.
We will only prove the first part, since the second part comes analogously.
For any cone field around Ec,j+1 ⊕ · · · ⊕ Ec,c(f) ⊕ Eu, note that Df preserves this cone field
and contracts its area uniformly. Thus, if D is tangent to a bundle which is tangent to such a cone
field, then so do fn(D).
We prove this by induction. Since D ⋔ W s(pc(f)) 6= ∅, there exists a submanifold D0 in D
with dimension dim(Eu) + 1, which is tangent to a cone field around Ec,c(f) ⊕ Eu and satisfies
D0 ⋔ W
s(pc(f)) 6= ∅. By Proposition 3.16, we have
D0 ⋔W
s(qc(f)) 6= ∅.
Thus by λ-lemma, there is an integer n0 > 0, such that f
n0(D0) ⋔ W
s(pc(f)−1) 6= ∅, since qc(f) and
pc(f)−1 are homoclinically related. Then f
n0(D) ⋔W s(pc(f)−1) 6= ∅. There is a submanifold D1 ⊂
D with dimension dim(Eu)+2, such that D1 is tangent to a cone around E
c,c(f)−1⊕Ec,c(f)⊕Eu,
and D1 ⋔W
s(pc(f)−1) 6= ∅. Continue the argument and then we can complete the proof.
• New Criteria of ergodicity
Let p be a saddle of a C1+α diffeomorphism f and Orb(p) denote the orbit of p. We write
Bs(p, f) = {x :W s(Orb(p)) ⋔Wu(x) 6= φ},
Bu(p, f) = {x : Wu(Orb(p)) ⋔W s(x) 6= φ}.
The following proposition is a direct corollary of Theorem A of [23] which presents a new criteria
of ergodicity.
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Proposition 3.21. Let f : M −→ M be a C1+α diffeomorphism preserving the volume measure.
Suppose that p is a saddle of f such that
ω(Bs(p, f)), ω(Bu(p, f)) > 0 and ω(M \ (Bs(p, f) ∪Bu(p, f))) = 0.
Then f is ergodic.
Together with the following result of Avila, we will prove Lemma 3.10 and then complete the
proof of Theorem 1.3.
Lemma 3.22. (Theorem 1 in [6]) C∞ diffeomorphisms are dense in Diff1ω(M).
Proof of Lemma 3.10 Recall that the set O1 ⊂ O is given in Proposition 3.19. We will use
Proposition 3.21 to prove that any C1+α volume preserving diffeomorphism f ∈ O1 is ergodic.
Since C∞ volume preserving diffeomorphisms are dense in the C1 topology by Lemma 3.22, we
then can conclude that ergodic diffeomorphisms are dense in O1.
Combining Proposition 3.9 and Proposition 3.19, we know that f ∈ O1 satisfies the following
properties.
(G1) f is partially hyperbolic, it admits a partially hyperbolic splitting admits a finest dominated
splitting Es ⊕ Ec1 ⊕ · · · ⊕ Ec,c(f) ⊕ Eu, where dim(Eci) = 1.
(G2’) f has a chain of cs−blenders of index (dim(Es), · · · , dim(Es) + c(f) − 1) and a chain of
cu−blenders of index (dim(Es) + 1, · · · , dim(Es) + c(f)).
(G3) f is accessible.
(G4) There is 0 ≤ j(f) ≤ c(f), such that for any integer 1 ≤ j ≤ j(f), one has
∫
log ‖Df |Ec,j(x)‖dω(x) < 0,
and for any integer j(f) + 1 ≤ j ≤ c(f), we has
∫
log ‖Df |Ec,j(x)‖dω(x) > 0.
When j(f) = 0 (resp. j(f) = c(f)), we take Ec,j(f)(x) (resp. Ec,j(f)+1(x)) to be vanished.
At first, we consider two special cases: j(f) = 0 and j(f) = c(f). One can show the ergodicity
of f by a theorem of Burns-Dolgopyat-Pesin [18].
Lemma 3.23 (Theorem 4 in [18]). Let f be a C1+α partially hyperbolic diffeomorphism preserving
a smooth measure. Assume that f is accessible and has negative center Lyapunov exponents on a
set of positive measure. Then f is stably ergodic.
From now on, we assume that 0 < j(f) < c(f). Denote λci (x) (1 ≤ i ≤ c(f)) to be the center
Lyapunov exponent of x along the center bundle Eci. And denote
Λcs = {x|λcj(f)(x) < 0} and Λ
cu = {x|λcj(f)+1(x) > 0}.
Because ∫
log ‖Df |Ec,j(f)(x)‖dω(x) < 0 and
∫
log ‖Df |Ec,j(f)+1(x)‖dω(x) > 0,
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one has ω(Λcs) > 0, ω(Λcu) > 0. Moreover, for ω − a.e. x, note that the subbundle Ec,j(f)(x) is
dominated by the other bundle Ec,j(f)+1(x) and hence at least one of the Lyapunov exponents
λc
j(f)(x) and λ
c
j(f)+1(x) should be nonzero. Thus we have that Λ
cs ∪ Λcu has full volume.
Recall that f has a chain of cs−blenders of index (dim(Es), · · · , dim(Es) + c(f)− 1) by (G2′),
denoted by {qi, pi}
c(f)
i=1 . Then for i = j(f), f has a cs−blender of index dim(E
s) + j(f) − 1
associated to (qj(f), pj(f)). By Proposition 3.21, Lemma 3.10 is a corollary of the following facts:
ω−almost every point of Λcu belongs to Bs(pj(f), f) and ω−almost every point of Λ
cs belongs to
Bu(pj(f), f). We only prove the first part and the proof of the second part is similar.
By Proposition 3.13, ω−almost every point x in Λcu has local unstable manifold Wuloc(x) of
dimension d− (dim(Ecs) + j(f)) and moreover,Wuloc(x) is tangent to the bundle E
c,j(f)+1⊕ · · · ⊕
Ec,c(f) ⊕ Eu.
Note that f has a cs−blender of index dim(Es) + c(f)− 1 associated to (qc(f), pc(f)). Because
f is accessible, the orbit of almost every point is dense in the ambient manifold M . We can
assume that the point x is arbitrarily close to the periodic points pc(f) of index dim(E
s) + c(f).
Thus the strong unstable leaf at x should intersect the stable manifold at pc(f) transversely, i.e.,
Wu(x) ⋔ W s(pc(f)) 6= ∅. Since x ∈ Λ
cu, by Remark 3.14, we have that Wu(x) ⊂ Wuloc(x). Then
Wuloc(x) ⋔ W
s(pc(f)) 6= ∅. Now it follows from Proposition 3.20 that W
u
loc(x) ⋔ W
s(pj(f)) 6= ∅ by
taking D =Wuloc(x). Hence x ∈ B
s(pj(f)) and we conclude the proof.
Proof of Theorem 1.3
Since ergodic diffeomorphisms form a Gδ set, Lemma 3.10 implies that there is a generic
subset E among the set of volume preserving diffeomophisms far from tangencies, such that any
diffeomorphism f ∈ E is ergodic.
We take R = O ∩ E and, together with Proposition 3.9, conclude the proof.
3.4 The proof of Theorem 1.5
Before proving Theorem 1.5, we need the following lemma:
Lemma 3.24. (Theorem 0.1 in [19]) Let f be C2, volume-preserving, partially hyperbolic and
center bunched. If f is essentially accessible, then f is ergodic, and in fact has the Kolmogorov
property.
Proof of Theorem 1.5: For ∀f ∈ CPH1ω(M), by Lemma 2.3, there is a stably accessible
perturbation f1 ∈ CPH
1
ω(M). Applying Lemma 3.22, we can obtain anther perturbation f2 which
is C2 and accessible. Using Lemma 3.24, f2 is ergodic. Hence the subset consisting of all the
ergodic diffeomorphisms is C1 dense in CPH1ω(M). Since it is well-known that this subset is a Gδ
set, we denote its intersection with int(HT ) and the residual set determined in Lemma 3.1 by R
as the residual set we need.
For any f ∈ R, in the finest dominated splitting, there are center bundle with dimension larger
than 1 by Lemma 3.7. Then the center exponents along this bundle equal, for, otherwise, suppose
the exponents are different, then by Lemma 3.1, for almost every point, along the orbit, there is a
dominated splitting. Because f is ergodic, this dominated splitting can be extended on the whole
manifold. This contradicts our assumption that this splitting is a finest dominated splitting.
Acknowledgement. The authors thank Viana with whom we talked the example in Section
3, and thank Wen and Gan for their useful comments.
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