This work first gives the global existence and optimal decay rates of solutions to the classical Timoshenko system on the framework of Besov spaces. Due to the non-symmetric dissipation, the general theory for dissipative hyperbolic systems ([30]) can not be applied to the Timoshenko system directly. In the case of equal wave speeds, we construct global solutions to the Cauchy problem pertaining to data in the spatially Besov spaces. Furthermore, the dissipative structure enables us to give a new decay framework which pays less attention on the traditional spectral analysis. Consequently, the optimal decay estimates of solution and its derivatives of fractional order are shown by time-weighted energy approaches in terms of low-frequency and highfrequency decompositions. As a by-product, the usual decay estimate of L 1 (R)-L 2 (R) type is also shown.
Introduction
Consider the following Timoshenko system (see [27, 28] ), which is a set of two coupled wave equations of the form ϕ tt − (ϕ x − ψ) x = 0, ψ tt − σ(ψ x ) x − (ϕ x − ψ) + γψ t = 0, (1.1) and describes the transverse vibrations of a beam. Here t ≥ 0 is the time variable, x ∈ R is the spacial variable which denotes the point on the center line of the beam, ϕ(t, x) is the transversal displacement of the beam from an equilibrium state, and ψ is the rotation angle of the filament of the beam. The smooth function σ(η) satisfies σ ′ (η) > 0 for any η ∈ R, and γ is a positive constant. System (1.1) is supplemented with the initial data (ϕ, ϕ t , ψ, ψ t )(x, 0) = (ϕ 0 , ϕ 1 , ψ 0 , ψ 1 )(x).
(1.
2)
The linearized system of (1.1) reads correspondingly as
with a > 0 is the sound speed defined by a 2 = σ ′ (0). The case a = 1 corresponds to the Timoshenko system with equal wave speeds.
Known results
In a bounded domain, the decay property of (1.3) was studied by Rivera and Rake [22, 23] , where they proved that the energy decayed exponentially as t → 0 if a = 1 and the one decayed polynomially as t → 0 if a = 1. In whole space, the third author et. al. [10] introduced the following quantities v = ϕ x − ψ, u = ϕ t , z = aψ x , y = ψ t , (1.4) so that the system (1. The initial data are given by (v, u, z, y)(x, 0) = (v 0 , u 0 , z 0 , y 0 )(x), (1.6) where v 0 = ϕ 0,x − ψ 0 , y 0 = ψ 1 , u 0 = ϕ 1 and z 0 = aψ 0,x . Furthermore, it was shown by [10] that the dissipative structure of (1.5) is characterized by
Re λ(iξ) ≤ −cη 1 (ξ) for a = 1, Re λ(iξ) ≤ −cη 2 (ξ) for a = 1, (1.7)
where λ(iξ) denotes the eigenvalues of the system (1.5) in the Fourier space,
(1+ξ 2 ) 2 , and c is a positive constant. As the consequence, the following decay properties are shown for U = (v, u, z, y)
⊤ of (1.5):
for a = 1, and
for a = 1, where U 0 := (v 0 , z 0 , u 0 , y 0 ), k and l are nonnegative integers, and c and C are positive constants. However, the energy functionals in [10] are not optimal. Recently, by a careful analysis for asymptotic expansions of the eigenvalues, the first author and third author [17] gave the optimal energy method in Fourier spaces, which is regarded as an improved version of that in [10] . Recently, with the additional assumption R U 0 dx = 0, Racke and SaidHouari [24] strengthened those decay properties in [10] such that linearized solutions decay faster with a rate of t −γ/2 , by introducing the integral space L 1,γ (R).
Other studies on the dissipative Timoshenko system can be found in the literature. We refer to [20, 21] for frictional dissipation case, [8, 25, 26] for thermal dissipation case, and [1, 3, 13, 14] for memory-type dissipation case.
Main results
The main aim of this paper is to establish the global existence and optimal decay estimates of solutions in spatially critical Besov spaces. To the best of our knowledge, so far there is no results available in this direction for the Timoshenko system, although the critical space has already been succeeded in the study of fluid dynamical equations, see [2, 6, 9, 19] for Navier-Stokes equations, [7, 32, 33] for Euler equations and related models. In [30] , with the assumptions of dissipative entropy and Shizuta-Kawashima condition, the second and third authors have already studied generally dissipative hyperbolic systems where the dissipation matrix is symmetric, however, the Timoshenko system has the non-symmetric dissipation. More precisely, with the aid of variable change (1.4) (with a = 1), it is convenient to rewrite (1.1)-(1.2) as a Cauchy problem for the hyperbolic system of first order
where
Notice that A(U) is a real symmetrizable matrix due to σ ′ (z) > 0, and the matrix L is nonnegative definite but not symmetric, so the Timoshenko system (1.10) is an example of hyperbolic systems with non-symmetric dissipation. Consequently, those general results (see [30] ) for hyperbolic systems with symmetric dissipation can not be applied directly, which is the main motivation of this paper.
The partial damping term γy is a weak dissipation, which enables us to capture the dissipation from contributions of (y, v, u x , z x ) only. However, there is no dissipative rates for u, z themselves. To overcome the difficulty in the derivation of a priori estimates, an elementary fact well developed (see [30] ) that indicates the relation between homogeneous and inhomogeneous Chemin-Lerner spaces, will be used, see proofs of Lemmas 3.1-3.4 for more details. On the other hand, the second and third authors gave a new decay framework for general dissipative system satisfying the Shizuta-Kawashima condition (see [31] ), which allows to pay less attention on the traditional spectral analysis. Inspired by the dissipative structure for the Timoshenko system (see [10] or (1.7)), we hope that the new decay framework can be adapted to the Timoshenko system with equal wave speeds. However, those analysis remain valid only for the case of high dimension (n ≥ 3) due to interpolation techniques. To overcome this obstruction, the degenerate spacė B −1/2 2,∞ rather than the general formḂ −s 2,∞ (0 < s ≤ 1/2) will be employed. Let us mention that
2,∞ (R). Additionally, we involve new observations in order to achieve the optimal decay estimates at the lowfrequency, see (4.23) and (4.26) for details.
In the present paper, we focus on the Timoshenko system with equal wave speeds (a = 1). Now, main results are stated as follows.
then the Cauchy problem (1.10) has a unique global classical solution
Moreover, the following energy inequality holds that
, where C 0 > 0 is a constant.
Remark 1.1. To the best of our knowledge, Theorem 1.1 exhibit the optimal critical regularity of global well-posedness for (1.10), which is the first result in this direction for the Timoshenko system. Observe that there is 1-regularity-loss phenomenon for the dissipation rates due to the nonlinear influence, which is totally different in comparison with the linearized system (1.5) with a = 1.
Based on the global-in-time existence of solutions, we further obtain the optimal decay estimates. Denote 
is sufficiently small. Then the classical solution U(t, x) of (1.10) admits the following decay estimates
Note that the L 1 (R) embedding property in Lemma 2.3, as an immediate by-product of Theorem 1.2, the usual optimal decay estimates of
Corollary 1.1. Let U(t, x) = (v, u, z, y)(t, x) be the global classical solutions of Theorem 1.1. If further the initial data U 0 ∈ L 1 (R) and
is sufficiently small, then
Remark 1.2. Let us mention that Theorem 1.2 and Corollary 1.1 exhibit various decay rates of solution and its derivatives of fractional order. In comparison with [11] , here, the harmonic analysis allows to reduce significantly the regularity requirements on the initial data.
The rest of this paper unfolds as follows. In Sect. 2, we present useful properties in Besov spaces, which will be used in the subsequence analysis. In Sect. 3, we construct the global-in-time solution by Fourier localization energy methods. Based on the dissipative structure, in Sect. 4, we develop the decay property for the linearized Timoshenko system (1.4)-(1.5) on the framework of Besov spaces. Then, by employing localized time-weighted energy approaches, we deduce the optimal decay estimates for (1.9). In Sect. 5 (Appendix), we present those definitions for Besov spaces and CheminLerner spaces for the convenience of reader.
Finally, we explain some notations. Throughout the paper, f g denotes f ≤ Cg, where C > 0 is a generic constant. f ≈ g means f g and g f . Denote by C([0, T ], X) (resp., C 1 ([0, T ], X)) the space of continuous (resp., continuously differentiable) functions on [0, T ] with values in a Banach space X. Also, (f, g, h) X means f X + g X + h X , where f, g, h ∈ X.
Tools
In this section, we only present analysis properties in Besov spaces and Chemin-Lerner spaces in R n (n ≥ 1), which will be used in the sequence section. For convenience of reader, the Appendix is devoted to those definitions for Besov spaces and Chemin-Lerner spaces.
Firstly, we give an improved Bernstein inequality (see, e.g., [29] ), which allows the case of fractional derivatives.
Besov spaces obey various inclusion relations. Precisely, 
where C 0 is the space of continuous bounded functions which decay at infinity. Lemma 2.3. Suppose that ̺ > 0 and 1 ≤ p < 2. It holds that
with 1/p − 1/r = ̺/n. In particular, this holds with ̺ = n/2, r = 2 and p = 1.
The global existence depends on a key fact, which indicates the connection between homogeneous Chemin-Lerner spaces and inhomogeneous CheminLerner spaces, see [30] for the proof. Precisely, Proposition 2.1. Let s ∈ R and 1 ≤ θ, p, r ≤ ∞.
(2) Furthermore, as s > 0 and θ ≥ r, it holds that
for any T > 0.
Let us state the Moser-type product estimates, which plays an important role in the estimate of bilinear terms.
In the sequel we also need a estimate for commutator.
,
Finally, we state a continuity result for compositions (see, e.g., [9] ) to end this section.
Then there exists a function C depending only on s, p, r, n, and
.
Global-in-time existence
Recently, the second and third authors [30] have already established a local existence theory for generally symmetric hyperbolic systems in spatially critical Besov spaces, which is viewed as the generalization of the basic theory of Kato and Majda [12, 15] . The new result can be applied to the current problem (1.10), since the non-symmetric dissipation does not work for the local-in-time existence. Precisely,
2,1 , then there exists a time T 0 > 0 (depending only on the initial data) such that (i) (Existence): system (1.10) has a unique solution
(ii) (Blow-up criterion): if the maximal time T * (> T 0 ) of existence of such a solution is finite, then lim sup
Furthermore, in order to show that classical solutions in Proposition 3.1 are globally defined, the next task is to construct a priori estimates according to the dissipative mechanism of the Tomoshenko system. To this end, we define by E(T ) the energy functional and by D(T ) the corresponding dissipation functional:
and
for any time T > 0. The first lemma is related to nonlinear a priori estimates for the dissipation for y.
) is a solution of (1.10) for any T > 0, then
Proof. Multiplying the equations in (1.10) by v, u, σ(z) − σ(0) and y, respectively, and then adding the resulting equalities to get
Note that S(z) is equivalent to z 2 , due to the fact σ ′ (η) > 0 and the smallness assumption (3.40) below. Then we perform the integral to (3.2) with respect to x and obtain the basic energy equality
where the energy functional E 0 (U) is defined by
Integrating in t ∈ [0, T ] and taking the square-root of the resulting inequality, we arrive at
Next, we perform the frequency-localization estimate and get the dissipation rate from y in homogeneous Chemin-Lerner spaces. Applying the operator∆ q (q ∈ Z) to (1.10), we have
where the commutator is defined by [f, g] := f g − gf . Multiplying (3.5) witḣ ∆ q v,∆ q u, σ ′ (z)∆ q z and∆ q y, respectively, and then adding the resulting equalities to get
Furthermore, by employing the integral with respect to x, with the aid of Cauchy-Schwarz inequality, we obtain 1 2
From (1.10) and (3.40), we have
Similarly,
Together with (3.8)-(3.9), by integrating in t ∈ [0, T ], with the help of Young's inequality, we are led to
It follows from the commutator estimate in Proposition 2.3 that
where {c q } denotes a sequence such that c q ℓ 1 ≤ 1. Therefore, we obtain
Here and below, each {c q } satisfies c q ℓ 1 ≤ 1 although it is possibly different in (3.12). Hence, summing up on q ∈ Z, we arrive at
. (3.13)
Finally, combining (3.4) and (3.13), it follows from the fact that indicates the connection between homogeneous Besov spaces and inhomogeneous Besov spaces (Proposition 2.1), we conclude that
(3.14)
Therefore, the proof of Lemma 3.1 is complete.
Proof. To do this, it is convenient to rewrite the system (1.10) as follows: 16) where the smooth function g(z) is defined by
satisfying g(0) = 0 and g ′ (0) = 0. By multiplying the four equations by −y, −z, −u and −v, respectively, we can deduce that
It follows from Young's inequality that
for any T > 0, where we have used the embedding property in Lemma 2.2. Then, by Young's inequality again, we get
Next, we turn to the localization energy estimate. Applying the operatoṙ ∆ q (q ∈ Z) to (3.16) implies that
Multiplying the first equation in (3.21) by −∆ q y, the second one by −∆ q z, the third one by −∆ q u and the fourth one by −∆ q v, respectively, then adding the resulting equalities
With the aid of Hölder and Young's inequalities, we obtain
By performing the integral with respect to t ∈ [0, T ], we are led to
Furthermore, Young's inequality enables us to get 25) where the norm of g(z) on the right-side of (3.25) can be estimated by Proposition 2.4 and Remark 5.1
Therefore, together with (3.25)-(3.26), by summing up on q ∈ Z, we arrive at
Finally, noticing (3.20) and (3.27), it follows from Proposition 2.1 that
which is just (3.15). 
Proof. Multiplying the third equation in (3.16) by y x and the fourth one by −z x and integrating the resulting equalities over R, we arrive at
Similar to the procedure leading to (3.20) , we arrive at
On the other hand, from (3.21), we have
Then, by multiplying the first equation in (3.32) by∆ q y x and the second one by −∆ q z x , respectively, and then employing the energy estimates on each block, we are led to
(3.33)
Furthermore, similar to the estimates (3.26)-(3.27), we get
, (3.34)
where we have chosen 0 < ǫ ≤ 1/2. Finally, by combining (3.31) and (3.34), we arrive at (3.29).
(3.35)
Proof. Applying the inhomogeneous operator ∆ q (q ≥ −1) to the first equation and second one of (3.16) gives
Multiplying the first equation in (3.36) by −∆ q u x and the second one by ∆ q v x , we can obtain
Then we integrate (3.37) with respect to t ∈ [0, T ] to get
. (3.38) By using Young's inequality and embedding properties in Lemma 2.2, we are led to
, (3.39) which leads to (3.35) immediately.
Having Lemmas 3.1-3.4, we obtain the following a priori estimates for solutions. For brevity, we feel free to skip the details.
) is a solution of (1.10) for T > 0. There exists δ 1 > 0 such that if
then the following estimate holds:
Furthermore, it holds that
By using the standard boot-strap argument, for instance, see [18] (Theorem 7.1, p.100), Theorem 1.1 follows from the local existence result (Proposition 3.1) and a priori estimate (Proposition 3.2) . Here, we give the outline for completeness.
The proof of Theorem 1.1. If the initial data satisfy U 0 B 
. Thus by Proposition 3.1 the system (1.10) for t ≥ T 1 with the initial data U(T 1 ) has again a unique solution
. Subsequently, we continuous the same process for 0 ≤ t ≤ nT 1 , n = 3, 4, ... and finally get a global solution U ∈ C(B σ 2,1 ) satisfying
Optimal decay rates
By employing the energy method in Fourier spaces in [10, 17] , it is well-known that the linearized system (1.5)-(1.6) admits the dissipative structure Re λ(iξ) ≤ −cη 1 (ξ), for a = 1,
1+ξ 2 , that is, the following differential inequality holds
where E[Û ] ≈ |Û| 2 . As a matter of fact, following from the derivation of (4.1) in [10, 17] , we can deduce the frequency-localization differential inequality
for q ≥ −1, and
for q ∈ Z.
Decay property for the linearized system
As shown by [31] , we do the similar high-frequency and low-frequency analysis to achieve the following decay property for (1.5)-(1.6).
2,∞ (R) for σ ≥ 0 and s > 0, then the solutions U(t, x) of (1.5)-(1.6) has the decay estimate
Additionally, we also obtain the decay property on the framework of homogeneous Besov spaces, see [31] for the similar proof.
2,∞ (R) for σ ∈ R, s ∈ R satisfying σ + s > 0, then the solution U(t, x) of (1.5)-(1.6) has the decay estimate
Localized time-weighted energy approaches
Firstly, we denote by G(t) the Green matrix associated with the linearized system (1.5)-(1.6) as follows: Then, by the classical Duhamel principle, the solution to Cauchy problem of the nonlinear Timoshenko system
with U| t=0 = U 0 (x) (4.10)
can be represented by 11) where R := (0, 0, 0, g(z) x ) ⊤ . Note that the smooth function g(z) = O(z 2 ) satisfying g(0) = 0 and g ′ (0) = 0. Additionally, from the definition of G(t), it is not difficult to obtain the frequency-localization Duhamel principle for (4.9)-(4.10).
Lemma 4.1. Suppose that U(t, x) is a solution of (4.9)-(4.10). Then
for q ≥ −1 and ℓ ∈ R, anḋ
for q ∈ Z and ℓ ∈ R.
Based on Lemma 4.1, we shall deduce the optimal decay estimate by developing time-weighted energy approaches as in [16] in terms of highfrequency and low-frequency decompositions. For this purpose, we first define some sup-norms as follows
As a consequence, we have Actually, Proposition 4.3 depends on an energy inequality related to supnorms E 0 (t) and E 1 (t), which is included in the following proposition. 15) where M 0 is the same notation defined in Proposition 4.3.
Proof. The proof consists of two steps.
Step 1: High-frequency estimate Due to ∆ q f ≡∆ q f (q ≥ 0), it suffices to show the inhomogeneous case. It follows from the high-frequency analysis for (1.5)-(1.6) (see, e.g., [31] ) that
for all q ≥ 0. Then by Lemma 4.1, we arrive at
which leads to
for 0 ≤ ℓ ≤ 1/2. Next, we turn to estimate the norm
as follows
(1 + τ ) 
Step 2: Low-frequency estimate In the following, we proceed with the different low-frequency estimate in comparison with [31] , where those analysis remain only for higher dimensions due to interpolation techniques. Here, the proof involves new observations, which is divided into two cases.
(i) In the case of 0 ≤ ℓ < 1/2, we have the low-frequency estimate for (1.4)-(1.5):
(1 + t)
Then it follows from Lemma 4.1 that
For I 1 , noticing that the form R(τ ) ≈ g(z) x , we arrive at (1 + t − τ )
It follows from Lemma 2.1 and Proposition 2.4 that
Hence, together with (4.24)-(4.25), we are led to the estimate
(1 + t − τ )
(1 + t − τ ) 
(ii) In the case of ℓ = 1/2, similar to the procedure leading to (4.27), we can deduce the corresponding nonlinear low-frequency estimate
With these preparations (4.20), (4.27)-(4.28) in hand, the desired inequality (4.15) is followed directly by the definitions of E 0 (t) and E 1 (t).
The proof of Proposition 4.3. From Theorem 1.1, we see that 29) which implies that E(t) M 0 by the standard method, provided that M 0 is sufficient small. Consequently, we obtain the decay estimate in Proposition 4.3.
Appendix
For convenience of reader, in this section, we review the Littlewood-Paley decomposition and definitions for Besov spaces and Chemin-Lerner spaces in R n (n ≥ 1), see [4] for more details. Let (ϕ, χ) is a couple of smooth functions valued in [0,1] such that ϕ is supported in the shell C(0, where F f , F −1 f represent the Fourier transform and the inverse Fourier transform on f , respectively. Observe that the operator∆ q coincides with ∆ q for q ≥ 0.
Denote by S ′ 0 := S ′ /P the tempered distributions modulo polynomials P. We first give the definition of homogeneous Besov spaces. Similarly, the definition of inhomogeneous Besov spaces is stated as follows. 
