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Abstract 
Due to the uncertainty of the current business environment and global competition, not only the failure prediction of corporations 
is very important, but also it is so crucial to prevent the wasting of individual's capital. Failure of corporation does not take place 
at overnight. Warning signals of a company heading for business failure emerge much earlier than the actual failure. Therefore, 
these signals could be used as input variables in prediction models, to predict the failure in advance. Along with the advancement 
of artificial intelligence and database technology, data mining techniques are applied universally to management problems such 
as failure prediction of corporations since 1990s. The most used models for failure prediction are the neural networks. A huge 
amount of information about the corporations that derived from financial reports could be used to determine the failure of 
companies, but it needs much time and human resources. Selection of financial variables or features is very important stage in 
process of business failure prediction. In this study, 2 prediction models would be compared with each other in 3 stages. These 
models are neural networks that named "MultiLayer Perceptron". One of these models is trained with original dataset and the 
other one is trained with a dataset contained the selection of features of original data set. The comparison of prediction models is 
based on accuracy of them and the type I and II errors. 
Keywords: Failure prediction; Iranian corporations; MuliLayer Perceptron; Feature selection; Classification and Regression Tree (CART); 
1. Introduction 
In order to survive in the unsteady business environment, corporations have to apply the methods that are 
capable of predicting financial distress. The early discovery of financial distress and the use of preventive measures 
are always preferable to protection under bankruptcy law [1, 2]. Developing reliable models for predicting failures 
would enable corporations to take measures early to prevent failure from happening [2].  
Business failure causes great economic loss and suffering to both companies and people. Thus, business failure 
prediction has attracted the interest of investors, governors, senior managers, employees, and academic researchers. 
Since business failure prediction became a field of study with worldwide interest, researchers introduced a variety of 
failure prediction models based on a wide range of methodologies [3]. In general, these failure prediction models 
evolve from the univariate linear model to multivariate analysis and from parametric models (conventional statistical 
models) to non-parametric models (artificial intelligence models) that are distribution-free techniques offering an 
opportunity to predict a failure under less restrictive statistical assumptions [4]. 
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The development of financial analysis models to predict business failures can be thought of as ‘early warning 
systems’, which proves to be very helpful for managers, and relevant authorities who can prevent the occurrence of 
failures. In addition, these models are able to assist the decision-makers of financial institutions to evaluate assess, 
and select the firms to collaborate with or invest in [5]. These signals could be included of financial ratios that 
calculated from financial statements of financial reports. Using these ratios as input variable for prediction models is 
a research field for many decades. This field is interested to academic and practical researchers and much research 
have done in using of financial ratios to failure prediction. 
Analyzing a huge amount of information about the corporations needs much time and human resources. 
Selection of financial variables or features, or construction the combination of these features, is very important stage 
in process of business failure prediction. 
A common approach to bankruptcy prediction is to review the literature to identify a large set of potential 
predictive financial and/or non-financial variables and then develop a reduced set of variables, through some 
judgmental and mathematical analysis that will predict bankruptcy [6]. 
The rest of this study is organized as follows. Section 2 outlines the background of neural networks, especially 
MLP networks, and one of the feature selection techniques: CART1. Section 3 describes our research methodology 
and empirical results of applying techniques for feature selection and prediction model. In this section, the results of 
prediction models will be compared to each other. Finally, Section 4 draws conclusions and discussion about the 
result of prediction models. 
2. Background 
Financial distress is a situation that company's operational cash flow is not enough for meeting current 
obligations of the company. From another point of view, financial distress and bankruptcy are obvious signs of lack 
of correct resource allocations or lack of management.  Therefore, failure prediction and early warnings of the 
existence probability of financial distress can be helpful for both management and investors to do necessary 
preventive actions. According to paragraph 141 of Iran Trade Law, in Iran, the company would be bankrupt when its 
total value of retained earnings is equal or greater than 50% of its listed capital. 
Forecasting bankruptcy or business failure prediction can be thought of as a classification problem. Input 
variables of the prediction model are the financial and accounting data of a firm or combination of them.  In 
prediction model, we try to find out which category the firm belongs to bankruptcy or non-bankruptcy, and the 
output of model is the class label of the firm as the predicted value. 
In this study, the prediction model is a MLP2 model that is a kind of neural networks, and the feature selection 
technique is CART that will be described in the following sub-sections.
2.1. Neural Networks 
Neural networks (or artificial neural networks) learn by experience, generalize from previous experiences to new 
ones. They have been used frequently for business failure prediction problem. The most common neural network 
(NN) model for binary classification problems like business failure prediction is the multilayer perceptron (MLP). 
A (MLP) network consists of an input layer including a set of sensory nodes as input nodes, one or more hidden 
layers of computation nodes, and an output layer of computation nodes. The input nodes/neurons are the feature 
values of an instance, and the output nodes/neurons (usually lying in the range [0, 1]) represents the class of the 
instance. Each interconnection has associated with a scalar weight that is adjusted during the training phase. MLP is 
1 Classification and Regression Tree
2 Multiple Layer Perceptron
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a three-layer full connected feed-forward network having input, output, and hidden layers [3]. NN models have 
performed well in recent business failure and bankruptcy prediction studies. Previous studies empirically show that 
NN models provide higher classification accuracies than both classical statistical methods and other artificial 
intelligence approaches [7]. 
2.2. Feature selection technique: CART 
Financial distress prediction could be regarded as a specific form of classification problem. Before applying 
prediction methods to corporate financial failure prediction, which is generally based on analyzing the financial 
ratios, predictor variables should be selected from many financial ratios or should be constructed from the 
combination of financial ratios. 
The objective of feature selection is three-fold: improving the prediction performance of the predictors, 
providing faster and more cost-effective predictors, and providing a better understanding of the underlying process 
that generated the data. Reducing the number of irrelevant or redundant features reduces the running time of a 
learning algorithm. There are many potential benefits of feature selection such as facilitating data visualization and 
data understanding, reducing the measurement and storage requirements, reducing training and utilization times, 
defying the curse of dimensionality to improve prediction performances, etc [8]. 
Classification and Regression Tree involve the identification and construction of a binary decision tree using a 
sample of training data for which the correct classification is known. Binary decision trees consist of repeated 
divisions of a feature space into two sub-spaces, with the terminal nodes associated with the classes. A desirable 
decision tree is one having a relatively small number of branches, a relatively small number of intermediate nodes 
from which these branches diverge, and high predictive power, in which entities are correctly classified at the 
terminal nodes. By using the CART for the classification of the training data, the variable importance for each 
feature used in classification, is obtained that can be applied as feature selection measure. The features with more 
variable importance can be selected as input values for prediction model. 
3. Empirical results 
In this paper, original dataset contains all features in literature review about Iranian corporation listed in the 
Tehran Stock Exchange (TSE). Research approach is included 3 stages (Figure 1). At the first stage, prediction 
model based on MLP is built on the original dataset that is containing 29 features for each company. At the next 
stage, a new dataset is selected by applying feature selection technique on the original dataset. Then MLP model is 
built again for new dataset. At last stage, the result of both prediction models are compared with each other based on 
3 performance measures: prediction accuracy, type I error and type II error.  
In bankruptcy prediction, type I error occurs when we classify the non-bankruptcy group into the bankruptcy 
group and type II error occurs when we classify the bankruptcy group into the non-bankruptcy group. 
The results of comparison between prediction models based on comparison measurers show that the influence of 
feature reduction technique should be considered on the accuracy of the prediction model. 
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Figure1. Research Approach
3.1. Data collection 
As indicated earlier, this paper focuses on business failure prediction in Iran. The dataset of this study, consisting 
of 132 firms, includes all listed companies on Tehran Stock Exchange from the period of 1998–2008. 1998 is the 
first  year  of  the  study  because  certain  variables  are  unavailable  prior  to  this  year.  In  Iran,  a  company  might  be  
bankrupt,  under  paragraph  141  of  Iran  Trade  Law,  when  its  total  value  of  retained  earnings  would  be  equal  or  
greater than 50% of its listed capital. 
In order to detect maximal difference between failed and non-failed firms, this study employs sample size of 132 
firms (66 bankruptcy firms and 66 non-bankruptcy firms) as selection criteria. Based on the available financial 
statements of the firms, the original dataset is containing 29 financial ratios about 132 firms listed in Tehran Stock 
Exchange during period 1998-2008.
3.2. Stage 1
The Original dataset is containing the features of financial statements that are considered in the literature. Based 
on these features, the financial ratios are calculated for all existent companies in the TSE. Among these ratios, the 
ones selected that have less missing value. At last 29 financial ratios are selected as the features of companies in 
dataset. The dataset is divided into 2 parts: training set is containing of data about 88 companies and 44 companies 
as test set. The number of bankrupt companies is the same as non-bankrupt companies in training and testing 
datasets.  
In order to apply MLP model for bankruptcy prediction, Clementine 12.0 is used. We used MLP with the back-
propagation learning algorithm, as the prediction model. The architecture of this model is 29 neurons in input layer 
and 2 hidden layers consist of 28 and 5 neurons respectively; and at last 1 neuron in output layer. The result of 
applying the prediction model on training set is illustrated in table 1.  
Table 1. The result of prediction model on original training set in stage 1 
Bankruptcy 
companies
Non-bankruptcy 
companies
Correct 90% 81% 86.05% 
Wrong 0.10% 19% 13.95% 
Stage 3
Stage 1
Stage 2
Data set with 29 
features
Data set with 12 
factors
Dimension reduction 
with CART 
Applied MLP as 
Prediction model
Applied MLP as 
Prediction model
Compare the result of 
prediction models 
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The result of applying this model on testing set is shown in table 2.  
Table 2. The result of prediction model on original testing set in stage 1 
Bankruptcy 
companies
Non-bankruptcy 
companies
Correct 87% 91% 89.13% 
Wrong 13% 9% 10.87% 
3.3. Stage 2 
According to the 2.2 section, the CART algorithm could be applied to feature selection. The variable importance 
of this tree illustrates the important features for prediction. The result of applying the CART algorithm on original 
dataset is a new dataset with 12 features containing X1, X3, X4, X6, X8, X16, X17, X18, X21, X22, X23, and X24 
from 29 features of original dataset. The new dataset is named "CART dataset". 
After the feature selection stage as preprocess, the prediction model based on MLP is built on CART dataset. 
The result of this model is summarized in table 3(a) for the training CART dataset and in table 3(b) for the testing 
CART dataset.  
Table 3. (a)The result of prediction model on CART training set in stage 2. (b) The result of prediction model on CART testing set in stage 2 
Bankruptcy 
companies
Non-bankruptcy 
companies
Correct 84% 86% 84.88% 
Wrong 16% 14% 15.12% 
Bankruptcy 
companies 
Non-Bankruptcy 
companies 
Correct 83% 91% 86.96% 
Wrong 17% 9% 13.04% 
                                     (a)                                                                                                                                        (b) 
3.4. Stage 3 
The main goal of applying the feature selection techniques is dimension reduction of feature space of dataset to 
build the prediction model. The fewer features and the little feature space obtain the better description and 
illustration of the properties of the companies. This description is needed to identify the companies that may be 
failed or not. By applying the feature selection technique, we can predict the failure of companies with less available 
information about companies.  
In this stage, the result of 2 prior prediction models will be compared to each other based on the accuracy and 
type I and II errors. Table 4 shows these results. 
Table 4. The comparison of the results of prediction models in step 1&2 
Accuracy (percentage)
Type I error (Number 
of cases)
Type II error (Number of 
cases)
Train Test Train Test Train Test 
Original Dataset (O.D) 86.05% 89.13% 18.6% 8.69 9.3% 13.04% 
CART Dataset (C.D) 84.88% 86.96% 13.95% 8.69 16.27% 17.39% 
Comparison O.D > C.D O.D > C.D O.D > C.D O.D = C.D O.D < C.D O.D < C.D 
According to table 5, the prediction model with applied feature selection technique has the less type I error and 
more type II error in compared with the prediction model without feature selection technique. The Accuracy of these 
2 models is a little different so the feature selection doesn't have considerable influence on accuracy of prediction 
model.  
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Conclusion 
Bankruptcy is a highly significant worldwide problem that affects the economic well being of all countries. The 
high social costs are the most important reasons that cause the prediction model to be one of the important and 
frequent research fields in academic researches. 
In this paper classification and regression tree (CART) and multilayer perceptron (MLP) techniques have been 
used  to  find  out  whether  it  is  possible  to  predict  the  survival  or  failure  of  Iranian  corporations  based  on financial  
ratios.  
An important contribution of this paper is identification of the effective predictive financial ratios by using the 
CART and its efficiency on accuracy and type I & II error of prediction models. 
Using  the  original  dataset,  a  MLP  model  was  developed  in  stage  1.   It  was  86.05%  and  89.13%  accurate  on  
original train and test datasets, respectively. In stage 2, a MLP model was developed using the CART dataset 
containing the selected features with CART technique. This model achieved 84.88% and 86.96% accuracy in train 
and test datasets of CART dataset, respectively. 
In summary, the feature selection method, CART, just makes easy the description of the properties of failure or 
not failure companies and on comparison it makes less type II error in prediction problem. It has not positive effect 
on accuracy of prediction model or type I error.   
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