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0.2 Abstract
Serious games have the potential to effectively engage students to learn, however,
these games tend to struggle accommodating learners with diverse abilities and needs.
Furthermore, customizing a serious game to the individual learner has historically re-
quired a great deal of effort on the part of subject matter experts, and is not always
feasible for increasingly complex games. This thesis proposes the use of automatic
methods to adapt serious programming games to learners’ abilities. To understand
the context of the problem, a survey was conducted of the serious programming
game literature, which found that while many games exist, there has been very little
consideration for the use of adaptation. Given the breadth of the existing serious
programming game literature, a methodology was developed to support adaptation
of existing games. To demonstrate the efficacy of this adaptive methodology in se-
rious programming games, two case studies were conducted: 1) a study comparing
adaptive and non-adaptive gameplay in the Gidget game, and 2) a study assessing
non-adaptive gameplay, adaptive gameplay, and adaptive hints in the RoboBug game.
The results from both case studies provide evidence to the need for adaptation in seri-
ous programming games, and illustrate how the adaptive methodology can be utilized
to positively affect the engagement of learners and their ability to achieve learning
outcomes.
Keywords: Adaptation; Programming; Education; Serious Games
ii
0.3 Author’s Declaration
I hereby declare that this thesis consists of original work of which I have authored.
This is a true copy of the thesis, including any required final revisions, as accepted
by my examiners.
I authorize the University of Ontario Institute of Technology (Ontario Tech Uni-
versity) to lend this thesis to other institutions or individuals for the purpose of
scholarly research. I further authorize University of Ontario Institute of Technol-
ogy (Ontario Tech University) to reproduce this thesis by photocopying or by other
means, in total or in part, at the request of other institutions or individuals for the
purpose of scholarly research. I understand that my thesis will be made electronically
available to the public.
The research work in this thesis that was performed in compliance with the reg-




0.4 Statement of Contributions
Chapters 3 and 4, Section 2.3, and Appendix A.3 were published previously in papers
co-authored with my supervisor, Jeremy S. Bradbury. Chapter 3 and Section 2.3
were published in the proceedings of the 2018 Joint International Conference on Se-
rious Games [MB18a, MB18b]. Chapter 4 appeared in the proceedings of the 2nd
International Conference on Software Engineering (ICSE 2020, SEET track), in July
2020 [MB20]. Appendix A.3 was published in the proceedings of the 2017 ACM
Conference on International Computing Education Research (ICER 2017) [MB17];
although the RoboBUG game was developed as part of my master’s thesis, the evalu-
ation was conducted during my PhD research and is an important component of this
thesis. For all papers I was the primary author and conducted the research under the
supervision and in collaboration with Jeremy S. Bradbury.
iv
0.5 Acknowledgements
I would like to thank the Natural Sciences and Engineering Research Council of
Canada (NSERC) and the Ontario Graduate Scholarship (OGS) program for their
generous financial support.
I would like to thank my supervisor, Jeremy Bradbury, for being an outstanding
mentor and role model to me during my graduate studies. I am extraordinarily
fortunate to have had the opportunity to learn from him and to work alongside him.
I would like to thank the examiners and members of my thesis committee: Christo-
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Educators face many challenges in providing learners with meaningful and intrinsically
motivating experiences [SC09]. This has prompted interest in alternative strategies
to accommodate struggling learners, such as games, which have been shown to be
effective in engaging student learning of a variety of skills [YW15]. Educational games
have been applied in academia as well as professional contexts, including aviation and
the military. One of the most heavily targeted fields of study for educational games
is Computer Science (CS), where the value of understanding the fundamentals of
programming has never been higher [CBD16]. This dissertation seeks to improve the
development of educational games, specifically for computer programming.
A serious game is defined as “a game designed specifically for a purpose other
than entertainment”, such as education or training [DDKN11]. A major challenge
for serious games is the need to accommodate learners with different abilities and
skills. Some solutions to this problem include centralized approaches involving large
databases of student data, or the use of customization by human experts, however,
these are not always practical options for increasingly complex serious games or in-
creasingly diverse groups of learners [WDD11]. In this thesis, I consider an alternative
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automatic solution, namely adaptive serious games, which can customize specific game
elements to directly influence learner performance - an approach that, to the best of
our knowledge, has not been previously applied in CS [RIPB15]. This dissertation
considers the following research question:
• How can we apply adaptive approaches to existing serious games in
the context of Computer Science education?
As part of my review into the literature of serious games in CS education, it was
clear that the vast majority of existing games focus on programming rather than more
complex or abstract CS concepts. Thus, in order to answer this question, we consider
the following open sub-problems:
1. What are effective adaptive approaches to use with serious programming games?
2. Do adaptive programming games provide a significant benefit for learners over
non-adaptive games?
3. Can adaptive programming games find a balance between engaging game play
and ability to achieve the learning outcomes of the computer science curriculum?
These sub-problems are not specific to CS, but are generic questions that have
been considered by researchers who have previously applied adaptivity in non-CS
contexts.
Games that incorporate adaptivity capture human-computer interactions, ana-
lyze them over time, and make automatic adjustments based on the data [IHK+12].
In non-educational contexts, this can take the form of Dynamic Difficulty Adjustment
(DDA), where game play balance is adapted in order to ensure the player isn’t bored















Figure 1.1: Adaptive Gameplay Sequence.
games can adjust both difficulty and learning content to facilitate the player’s edu-
cational experience. Figure 1.1 illustrates how non-adaptive games can differ from
adaptive games; rather than using a sequence of tasks or levels that are identical for
all players, adaptive games can use a feedback loop to inform game content based on
the behavior of players.
The process of learning relies on a learner’s active engagement, which is based
on their concentration and interest in an activity [RTC+07]. Research has shown that
student engagement is positively correlated with learning outcomes, particularly
critical thinking and problem solving skills [CKK06, BLL+07]. The demanding re-
quirements of learning how to program for the first time suggest that engaging and
motivating learners is essential to their development. In the context of computer-
based learning environments for introductory programming, student attitude and
expectations are highly correlated with efficacy, and a successful intervention can
facilitate the encouragement and motivation of students to learn effectively [LLY10].
1.1 Thesis Statement and Scope of Research
Thesis Statement: The use of an adaptive approach in serious games for computer
programming can positively affect the achievement of learning outcomes and
player engagement.
In the previous section, I defined serious games as games with a primary purpose
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other than entertainment. The serious games involved in my work are games that
exclusively focus on programming activities at an introductory level. The goal of these
games is to aid learners in developing skills for reading, writing, and understanding
computer programs. Currently in the literature, serious programming games tend to
be non-adaptive; that is, the game play content is identical for all players, regardless
of skill level, and is not customized to the individual learner.
I introduce an adaptive approach to these games, that allows automated changes
to be made to game play and game elements. I define an adaptive serious game as
one that receives real-time in-game assessment feedback from players and uses it to
update the game during, between, or after game play [Ray07]. My approach includes
the development of a methodology for CS programming games that uses Machine
Learning (ML) to assess players and modify aspects of the game, including game
data as well as difficulty level. The goal of this work is to present an approach to
helping players learn fundamental programming skills while maintaining learners’ en-
gagement, using in-game assessments as predictors of the learner’s current status.
In addition to using the data from a given learner, this approach also makes use of
historical data to help categorize learners and predict their competences. Ultimately,
this work seeks to show that the adaptive approach can improve a learner’s game
play experience in comparison with the original, non-adaptive version of a serious
programming game.
1.2 Motivation
The major motivation behind the use of serious CS games is the need for more com-
puter scientists working in the technology industry. Statistics from the U.S. Bureau
of Labor predict that over the next 10 years, there will be 1 million more jobs for
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computer scientists than students to take them [BoLS]. The need for technology
professionals is simply growing faster than the number of people available. This is
true in Canada as well; as of 2019 182,000 skilled workers are in demand, and our
domestic supply will not be sufficient to fulfill this quota [II].
One reason for the lack of qualified Information Technology (IT) professionals
is that historically, attrition rates for computer science courses in universities are
high [BBY08]. In particular, introductory programming courses have a high rate of
failure, as students struggle to understand syntax and semantics [RRR03], solve prob-
lems [MAD+01], and read code [Man06]. Instructors may find their courses have a
bi-modal distribution, where students are either very successful because of past famil-
iarity with programming, or struggle from lack of previous experience [CTT10]. Part
of the problem is that most high school students are never introduced to computer
science [Car06].
Modern video games show potential not just for engaging and entertaining users,
but also for promoting learning [JVM05]. Many serious games already exist that aim
to help students learn computer science concepts, such as Serious Cube [MSO12] and
The IA Game [AVCW12]. Unfortunately, the efficacy of these games with respect to
learning is unknown, as few studies in the literature “documented the empirical data
on the effectiveness of instructional games” [Ke09]. More importantly, serious CS
games that can be customized based on the abilities of the player are extremely un-
common; most games either present the same content to all players, or require players
to make content choices prior to game play (e.g. difficulty settings). This means that
current CS serious games for learning programming are unable to accommodate for
players who demonstrate difficulty with achieving learning outcomes during game-
play. The goal of my research is to determine if a CS game that can adapt itself to
the learner can improve the learning experience by helping to emphasize key ideas,
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providing additional content for players who need assistance, and challenging those
who are more competent with their abilities. The need for scientific and engineering
methods to build games that are not only more realistic simulations of the physical
world but also a means to provide effective learning experiences has been identified
in the literature [GKH07].
1.3 Contributions
The specific contributions of this thesis include:
• The adaptive methodology that can be applied to existing serious programming
games. This is the primary contribution of this work, which is intended to
be widely applicable to a variety of programming games that use a task-based
approach to game play.
• A survey of existing serious programming games in the literature and developed
by industry. This list is presented as a reference for learners or instructors who
are looking for examples of serious games, or seeking opportunities to take
advantage of game-based learning.
• GidgetML, an adaptive version of the serious programming game Gidget, which
introduces basic debugging concepts to learners without the need for prior pro-
gramming experience. GidgetML was designed to assess learners by comparing
their game performance with data gathered from previous players, and that
assessment is used to adapt game content. An adaptive version of the serious
programming game RoboBUG. Two variants of RoboBUG were created that
adapt game content or provide adaptive hinting to aid struggling learners.
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1.4 Thesis Organization
This chapter has presented the research questions and associated problems, the moti-
vation behind the work, the thesis statement, and the contributions. The remaining
chapters include the following:
1. Chapter 2: an overview of the background related to this work. This chapter
includes discussion of literature from the domains of education, game-based
learning, serious programming games, and adaptivity.
2. Chapter 3: the adaptive methodology and how it is applied to serious program-
ming games. This methodology was used to develop the adaptive versions of
games presented in Chapters 4 and 5.
3. Chapter 4: a case study on GidgetML, an adaptive version of the serious pro-
gramming game Gidget. An experiment was conducted in order to compare
GidgetML to the original non-adaptive game, and results from this study are
presented.
4. Chapter 5: a case study on implementing adaptivity into RoboBUG, a seri-
ous programming game. Experiments were conducted to collect data for the
adaptive version of RoboBUG, and comparisons were drawn between the non-
adaptive versions as well as adaptive game play and adaptive hint variants of
the RoboBUG game.





This chapter provides an overview of the literature that is critical for the development
of a methodology to adapt serious programming games. In the following sections, we




The core principle behind this work lies in the importance of learner self-efficacy.
According to Bandura, “perceived self efficacy refers to beliefs in one’s capabili-
ties to organize and execute the courses of action required to produce given attain-
ments” [BFL99]. A learner’s belief on their efficacy has a direct influence both on
what they believe they can do, as well as what they actually try to do. Low self-
efficacy can be a self-fulfilling prophecy - if someone believes they have no power to
produce results, they will not bother to try. When success is not easily attained,
those with high self-efficacy will persist, while those with low self-efficacy rapidly
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quit [BS81].
Not only does self-efficacy reflect cognitive skills, but it also can contribute to
one’s intellectual performance. Collins conducted a study with children who identi-
fied themselves as either high or low efficacy at three topics of mathematics [Col82].
Children with a strong belief in their efficacy were quicker to discard faulty strategy,
were able to solve more problems, chose to rework more problems that they had failed,
and did so more accurately than students of equal ability who had a lower rating of
self-efficacy.
Csikszentmihalyi claims that, with an appropriate learning experience, almost
any sort of activity, no matter how frustrating or trifling it may be, can be imbued
with meaningful personal significance [Csi75]. Making an activity interesting can be
done by selecting challenges that match one’s perceived capabilities, and by providing
suitable feedback of one’s progress.
However, educational technology can only do so much. As effective as a computer
can be, learners, especially children, need human teachers to help build their sense
of self-efficacy and to find meaning in their educational pursuits. The development
of learner competencies requires them to find meaning and motivation to sustain
their involvement in activities. This type of self-motivation requires the completion
of personalized challenges that can create a sense of efficacy and self-satisfaction in
one’s performance [Ban91]. As Bandura notes,
“To mountaineers, the toilsome activity of crawling over slippery rocks
in foul weather is not inherently joyful. It is the self-satisfaction derived
from personal triumphs over lofty peaks that provides the exhilaration.
Remove the personal challenges, and crawling over rocks becomes quite
boring.”
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2.1.2 Intelligent Tutoring Systems
An Intelligent Tutoring System (ITS) is a computer program that represents knowl-
edge in the form of concepts, rules, and problem-solving strategies, and that can carry
on an interaction with a student using Artificial Intelligence (AI) techniques [SB82].
These systems are a form of ‘expert system’, which is any kind of AI designed to
provide advice about real-world problems, typically requiring specialized training to
master [Cla84]. As the name implies, expert systems are typically built by interview-
ing experts and representing their knowledge using heuristics. A well designed ITS
can deal with the challenge of managing arbitrary student behavior: no matter the
type of activity, whether it is troubleshooting, or making moves in a game, the ITS
can evaluate a partial solution and respond using its knowledge of teaching.
In order to operate, an ITS must contain a student model, which is how it can sup-
port adaptively assessing student mastery of material, as well as facilitating student
feedback. This dynamic adaptation is intended to work based on a student’s responses
in interactions with the ITS, in combination with the past history of assessment data
gathered from a prior population of students.
The design of expert systems is extremely time consuming, and these systems’
estimates about a learner’s knowledge at a given time are uncertain at best, due to
factors such as careless errors by knowledgeable students, lucky guesses, changes in
knowledge based on learning or forgetting, or patterns of responses that were not
predicted by the expert designer [Vil92]. To address this challenge, Villano proposed
the use of Bayesian Belief Networks. Villano combined this probabilistic model with a
comprehensive theory of knowledge representation and assessment known as Knowl-
edge Space Theory (KST), developed by Doignon, Falmagne, and associates [DF85].
In KST, each knowledge unit or item represents a single question, class of questions,
or task that can be performed by a student. The knowledge state of a given student
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is defined as the collection of items they are capable of answering. Villano’s dynamic
model updates with each new response from the student, in order to perform adaptive
assessment and maintain an accurate estimate of the student’s knowledge.
KST focuses specifically on observable solution behavior, but does not delve into
the skills or competencies that are needed for these tasks. This inspired Heller to
propose an extension to KST called Competence-based Knowledge Space Theory
(CbKST) [HSHA06]. In this theory, each problem is assigned skills that characterize
potential answer patterns. The goal of CbKST is to decide on which items to present
to students based on their competence state, which is a probabilistic estimation of
their set of skill competencies. CbKST has been used as the foundation of research by
Albert and Kickmeier-Rust into applying micro-adaptivity in serious games outside
of the CS context [KRA10].
CbKST has the benefit of relying on data that does not require self-assessment, as
learners may tend to under or overestimate themselves on their own knowledge [Kay01].
This is more likely when the learner has poorly developed self-regulatory competence,
in which case they may prefer to be guided through the learning process. However,
CbKST also has the risk of overriding the will of the learner and making them feel
less involved by removing their choices.
An alternative approach to CbKST is the use of Self-Regulated Learning (SRL),
which describes how an individual regulates their cognitive processes in an educational
setting and directs their own learning experiences [PP01]. Zimmerman argues that
SRL fosters the self-satisfaction and motivation of learners to continue improving
their learning methods [Zim02]. This boost in motivation is intended to help learners
be more likely to succeed academically and to improve their viewpoints regarding
their own future goals. SRL has already been taken up in the context of e-learning,
where it has been argued that the best strategy for a learner is for them to take
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responsibility of their own learning [SNA09]. SRL and CbKST are two approaches
to learning that seem to compete with each other, and each has different benefits
and drawbacks. While SRL may overload the learner with too many choices, CbKST
risks making the learner feel uninvolved in their own experience.
2.1.3 Computing Curricula
The most recent version of the Association for Computing Machinery (ACM)/Institute
of Electrical and Electronics Engineers (IEEE) Computing Curricula Guidelines (CS2013)
was published at the end of 2013 [For13]. A list of 18 knowledge areas derived from
previous curricula are divided into two subsets, Tier-1 and Tier-2, which respectively
indicate whether all CS students must cover a topic, or if all students encounter the
vast majority of the material. The knowledge area that has the most hours is Software
Development Fundamentals (SDF) - Software Development Fundamentals, which is
the primary topic for most introductory programming courses. Although other topics
may also be covered in a first year course, most are not covered until later years of
study.
According to Dziallas and Fincher, the ACM Curricula reports have become an
institution in the CS field. With each new iteration of the curriculum, a process is
undergone which requires new chairs, task forces, disciplinary groups, drafts, and the
solicitation of community feedback [DF15]. Over time, these views on what is and
what is not computer science have inherently shaped the academic discipline of CS.
The CS2013 report has been read by many CS educators, some of whom were
responsible for contributing their knowledge to the document. Sekiya et al. conducted
a study of the top 10 CS departments of universities in the United States, and found
that CS2013 uniformly covered a sufficiently wide area of CS content [SMY15]. In
terms of content, some of these universities emphasized human factors in their CS
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programs, while others attached a greater importance to theoretical content. Based
on their findings, Sekiya et al. suggest that CS2013 is a suitable set of guidelines for
the foundation of universities to analyze their own curricula and design new ones.
However, the presence of topics in CS2013 does not necessarily imply that they will
always be included into a university program to a sufficient extent. Debugging is the
process of removing source code defects, and knowing how to effectively is a critical
skill for novices and experts alike. Despite its integral role in development, CS2013
makes little reference to its importance and only mentions that courses should discuss
debugging strategies, without providing guidelines or methods for instruction [CL04].
The absence of debugging instruction in many university courses may be why some
instructors have turned to game-based learning as a way to introduce debugging and
similar topics to their students.
2.2 Game-based Learning
2.2.1 Problem-based Learning
The traditional form of lecturing is not well suited for online delivery, where in-
teraction between teacher and learner is at a minimum. This challenge can be
addressed through the use of Problem-based Learning (PBL), whereby the learn-
ing process is taken from the teacher’s control and placed on the shoulders of the
learner [VOCFC14]. The effectiveness of PBL is due to the contexts from which the
problems are drawn. In particular, contexts that are relevant to learners and seen as
authentic help learners to connect to their own experiences and interests [HSDC07].
Watts divides problems into two different types: ‘Given’ and ‘Own’ [Wat91].
‘Given’ problems are those where the contexts are constrained, and the learner is
provided with both the strategy that should be used as well as the desired situation
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after a solution is produced. The goal of these problems is to help learners understand
‘how’ to do something rather than constructing new understandings. ‘Own’ problems,
also called ’blue-sky’ problems, are more open ended. Learners are not provided with
processes or desired goals, and instead given the choice of determining these aspects
of their own volition.
An application of Problem-based Learning can be found in Game-based Learning.
In the field of education, video games have been considered for usage within the
existing education system, and research has focused on the inherent potential of
games for producing learning [Gee03]. However, the goals of games and the goals
of school-based learning do not match - schools are designed to efficiently produce
learners according to a defined standard, while games are designed to allow players
to think creatively with digital tools [SUFR06, Squ05]. This has led to attempts
to integrate games into the curriculum which fall flat, despite the best interests of
teachers, learners, and the gaming industry. These failures are attributed to two
possibilities:
1. The games designed to educate do not engage their audience, or
2. The games that are engaging do not provide educational value.
Several authors have suggested that a successful educational game must be a game
first and an educational tool second, otherwise the potential benefits of gaming are
mitigated [VE07,Pre03]. However, this means there is some risk that a game designed
this way may be entertaining, but lacking in learning opportunities.
Despite this, learning does occur during gameplay, and this form of learning shares
many attributes with the pedagogy of problem-based learning [Roy08]. To progress in
a game, a player must solve problems, and typically does so using tools and experience
gained from previous levels in the game. To make a successful game for learning, a
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pedagogy akin to problem-based learning must be applied. The use of structure and
narrative in a game provides the context needed for a meaningful learning experience,
and motivation for pursuing knowledge follows after. Although problems may be
embedded in a game, the education that is experienced is no less real than a traditional
lesson.
When it comes to learning programming, research has shown that students who
learn within a context they are familiar with, such as media-computation or robotics,
they are more motivated to learn and spend more time on task than required [FG04,
FG05,Veg08]. Although it remains to be seen how beneficial the inclusion of gaming is
in computing courses, the approach is being experimented with nonetheless [HLL+08,
Wal03]. Wolz et al. categorize the uses of educational gaming to be the follow-
ing [WBPW06]:
• Supporting foundational courses such as CS11
• Providing specialized content in upper level courses
• Providing curriculum that encompasses a thematic approach
• Providing trans-disciplinary experiences
However, video gaming is a space where diversity and inclusivity have not always
been fully supported. The Pew Internet and American Life Project surveyed 1,102
youths between the ages of 12 and 17, and found that 97% of them, including 99%
of boys and 94% of girls, play some type of digital game [LKM+08]. Game designers
must consider the importance of game play that appeals to more than one specific
audience in order to support equity, diversity, and inclusion in their products. By
1CS1 denotes the name for the first course in introductory programming for a CS major at the
university level.
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including certain types of games with a broad appeal, such as puzzle and exploration
based games, more underrepresented populations might be drawn into the CS disci-
pline [MP09].
In a research report for the Bill and Melinda Gates foundation, high dropout
rates in American high schools, especially among students from visible minorities,
were described as “the silent epidemic” [BDJM06]. The report stated that nearly a
third of public high school students drop out, and this rate is even higher for students
from visible minorities. When 467 high school students were questioned as to why
they dropped out, 47% responded “the classes were not interesting.” This speaks
to the need for ways to keep learners engaged, whether by well-designed educational
games or other immersive environments, in order to support their learning and help
them contribute to society.
2.2.2 Stealth Assessment
Interrupting a game play session to present an assessment to a learner is likely to
break their immersion and increase frustration. This is why Shute proposes the use
of ‘stealth assessment’, where data can be collected from students and their compe-
tences can be assessed in an invisible process [Shu11]. Stealth assessment represents
a process whereby the performance data from a student is gathered continuously
through a game play session, and a model is used to predict their various levels of
competencies [SVBZR09]. These predictions are stored in a dynamic model, which is
changed as additional performance data is collected.
The development of an appropriate dynamic competency model is a difficult task.
If the granularity of the model is too large, then there is less specific evidence that
can determine the competency of the learner. On the other hand, too fine a grain
size means that the model itself is overly complex and requires additional resources to
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spend on assessment. This is particularly problematic if assessments must be made
in real-time, such as to provide the learner with a subsequent activity based on their
performance.
In the face of complex problems, learners must be able to think critically, cre-
atively, collaboratively, and systematically, and must be able to communicate their
ideas effectively. These competencies, which have value in the real world and are
desired by companies, also are the same ones that are needed to succeed in many
games [GHL96]. However, these sorts of skills are not easily measured using a
multiple-choice test. Several researchers have found that fixed response formats nar-
rowed school curricula by emphasizing basic content knowledge, without assessing
higher order thinking skills [KM91,She91].
To help learners succeed in a dynamic world, educators need to rethink their
strategies of assessment, identify the skills that are essential for the current environ-
ment, and figure out best practices for assessment of student competencies. Game
play has the benefit of producing rich sequences of actions while performing complex
tasks, which can be used as a sample of a learner’s set of skills and competencies
that can be assessed [SV13]. Interactions within a game can be contrasted with the
products of an activity, which is highly similar to the typical assessments used in
normal education and training environments.
Stealth assessment is designed both to support learning and to maintain flow.
Csikszentmihalyi describes flow as “a state of optimal experience, where a person is so
engaged in the activity at hand that self-consciousness disappears, sense of time is lost,
and the person engages in complex, goal-directed activity not for external rewards,
but simply for the exhilaration of doing” [Csi96]. If the goal of game-based learning
is to increase engagement with educational content, then it is critical that learners
can maintain a state of flow during a game play session. The reason games can be so
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engaging is accredited to their ability to foster feelings of control and mastery, as well
as their ability to motivate players with social interactions, competition, knowledge,
and escapism [HARVE98].
If educational games reach a point where they can be easily deployed and used for
automated assessment of learners, teachers may be more inclined to incorporate them
into their classes. Students would not only be able to learn in a fun and engaging
manner, but they might be able to acquire educationally valuable skills that are not
typically supported in school. Except in rare cases, the current education system
does not teach or assess competencies such as persistence, creativity, self-efficacy,
openness, and teamwork, all of which can substantially impact student academic
achievement [NR07,OP07,Por09,Ste06,THHS07].
However, the challenge with using a performance-based measure to evaluate these
competencies is the ability to create context-appropriate situations that elicit the de-
sired competencies. Madaus and O’Dwyer argue that incorporation of performance
assessments into testing programs is problematic due to their reduced efficiency, in-
creased disruption, and more time consuming nature compared to multiple choice
tests [MO99].
One approach that has been used for creating context-appropriate situations is
to use digital learning environments that simulate problems [Ded05,DB12,QTB+12].
These environments can provide meaningful assessment opportunities by supplying
students with scenarios that are designed with the particular competencies in mind.
2.2.3 Game Experience Questionnaire
Researchers have struggled with the creation of a reliable and valid indicator of par-
ticipant experiences with gameplay, which led to the creation of the GEQ [PDKI07,
IdKP13]. Not to be confused with the Game Engagement Questionnaire [BFC+09],
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the Game Experience Questionnaire was created in line with theoretical constructs
identified in the FUGA (The Fun of Gaming) Working Model of Digital Game Ex-
perience [PDKI07]. The questionnaire and its variants, which include versions that
are to be administered before, after, or during game play, have seen use in a variety
of studies of game genres, game environments, and other purposes [MBTO14,Nor13].
Its wide usage was the primary factor in its selection for use in this work, however
there are some concerns with its validity and reliability.
The GEQ appears to be a useful tool, but recent research has discussed how
its psychometric properties are yet to be established [BS15, JGP18, JNW15, Nor13].
The creators of the questionnaire claimed to have verified the various factors, but
their work has yet to be reproduced. In particular, the challenge and negative affect
components of the questionnaire have been pointed to by others as being problem-
atic [LBM18]. Challenge is a particularly difficulty element of game experience to
measure, as a user who is persistent and good at problem solving may have a better




The term ‘serious game’ was first presented by Clark C. Abt in 1970 as a way to
combine action and thought into an activity that simulates real life [Abt70]. Abt de-
fines a game as “an activity among two or more independent decision-makers seeking
to achieve their objectives in some limiting context.” [Abt87]. Building on this defini-
tion, Djaouti et al. define serious games as ““games that do not have entertainment,
enjoyment or fun as their primary purpose” [DAJ11]. Games are suitable as train-
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ing devices because of their ability to engage learners of all ages, and because they
can communicate and recreate relevant concepts and facts. Players have the ability
to assume roles, solve problems, and be evaluated in the game, without risking the
consequences that would be faced in a real-world situation. This ability of games
to combine a playful experience with real challenges helps to prepare players for life
while keeping them engaged and entertained.
Evaluation of games is a difficult task, and research evidence for the benefits of
games is essential to persuading schools to adopt games for education [SJB07]. Unfor-
tunately, empirical evidence of the impact of serious games and systematic knowledge
of their effectiveness are lacking [MA12]. Part of the reason for this is that the stan-
dard metrics of software usability testing are not directly applicable [PKW+02]; in-
stead, the game experience is based on three methodological categories: game quality,
human-computer interaction, and player context experience [NDG10]. Game quality
is the only category where traditional software testing, such as unit tests and bug
tracking, is applied. Human-computer interaction between the player and the game
can be modeled based on game play performance, as previously discussed, or mea-
sured using physiological tests such as eye tracking. Finally, the context and social
impact of player experience can be judged with playability heuristics or qualitative
interviews and questionnaires.
Within the field of game-based Computer Science learning, a large number of
games have been developed that focus on computer programming [VMM14]. Un-
fortunately, serious programming games are often developed independently; existing
work does not focus on methods that improve gameplay, and there is a need to analyze
the use of games to support introductory programming [KKBM12].This means games
may be created without learning from existing games, especially if games are not avail-
able via open-source licensing or other methods. Additionally, many serious games
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that claim to have positive outcomes for players lack any scientific validation [PB10].
Without any supporting evidence, it is difficult to compare serious games and judge
which are the most effective learning tools.
We have surveyed 49 serious programming games with respect to both game con-
tent and evaluation [MB17]. Specifically, we surveyed these games to answer the
following research questions:
• What programming knowledge is covered by existing serious games?
• How are serious programming games evaluated?
The games included in our survey are exclusively games that involve reading and/or
writing programs in order to help players develop computer programming skills. The
goal of our review is to provide a comprehensive overview of the state-of-the-art
research in these serious programming games while also identifying open research
problems. The open problems we identified fall into two categories: new opportunities
for serious games development and new opportunities for enhancing evaluation best
practices. Our review methodology is described in Section 2.3.2 followed by our review
results in Section 2.3.3. Related work is discussed in Section 2.3.4. Finally, we discuss
our results and present open problems in Section 2.3.5.
2.3.2 Methodology
Identification and Selection Criteria
We used different selection criteria for our categories of research and commercial
games. The search term we used for both was “introductory programming games”.
Research games were first gathered using the top 200 results from a Google Scholar
web search in English, then pruned based on our exclusion criteria. We then selected
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Figure 2.1: ACM Computer Science Curricula 2013 knowledge areas [For13]
games that were discussed in the related works sections of those papers that fit our
criteria. For inclusion in the study, research games must have an associated peer-
reviewed paper or be the subject of a thesis project. Games developed by researchers
with no oversight were excluded. Unfortunately, not all research games were available
to be played and we therefore had to evaluate some based only on their descriptions
and not a first-hand evaluation. Commercial games were collected using a Google web
search and through online game stores2. This includes games like Code Hunt [TB14],
which is a game developed by Microsoft Research, but has been discussed in several
peer-reviewed papers.
Classification Criteria
Audience. The targeted audiences for serious programming games is broken down
into four separate categories:
• Children (age 5-13)
• High school students (age 14-17)
2Commercial sources such as the iOS game store, Google Play Store, HourOfCode.com, and
Tynker.com offer over 100 different programming games, typically aimed at children. However,
many of these games follow a similar approach or share visual programming environments. We
chose to only include a small sample from these websites due to the high degree of game overlap and
similarity.
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• Undergraduate novices (age 18+, no programming experience)
• Undergraduate adepts (age 18+, programming experience)
Educational Content. The 2013 ACM/IEEE Curriculum Guidelines for Under-
graduate Degree Programs in Computer Science [For13] include areas of knowledge
for students learning programming (see Figure 2.1). The concepts we selected were
from the Tier 1 list of knowledge areas for computer science, meaning that the topics
are intended to be introduced to students in their first or second years of study at
the undergraduate level.
We focused on the SDFs and Software Engineering (SE) knowledge areas. SDFs
are critical for students to become both competent at programming and knowledge-
able about designing and analyzing algorithms. The other software-oriented knowl-
edge areas discussed in the ACM Curriculum require students to have strong founda-
tions in SDFs. In addition, a number of games have been developed to help students
understand the object-oriented paradigm; we chose to include this specific section
of SE to acknowledge the multitude of games that included or focused on object-
oriented development. Due to space limitations, we chose to exclude knowledge areas
and concepts that were not included in more than two games.
We differentiate between the inclusion of educational content with a primary focus
versus a secondary focus. Educational content that is classified as being a primary
focus of a given serious game indicates that the game designers emphasize that their
game is designed to teach that content. In cases where the primary focus is not
explicitly stated, we make a determination based on play testing or on a description
of the game play. Alternatively, if educational content is present in a serious game
but not emphasized, we classify this as having a secondary focus. Content with a
secondary focus may be introduced in the game or may need to be learned prior to
23
playing.
Evaluation. When available, we also review and classify the evaluation of a serious
game3. First, we identify which games evaluate learning outcomes, player engage-
ment, positive feedback, and accessibility. Second, we classify the evaluation methods
used, ranging from informal player feedback and game results to full empirical studies
about learning outcomes.
2.3.3 Results
We identified 49 serious programming games that met our selection criteria – 36
research games and 13 commercial games. Approximately half (23) of these games
can be downloaded or played online.
Audience
The largest audience of the surveyed games was undergraduate novices with no pro-
gramming experience (21 games) followed by undergraduates with some programming
experience (17 games), children (seven games) and high school students (four games).
Educational Content
The educational content in each game was assessed based on the knowledge areas
identified in the ACM/IEEE Computer Science Curricula 2013 (see Table 2.1):
• Algorithms and Design: this SDF unit covers the importance of algorithms
in problem-solving, including mathematical functions and divide-and-conquer
strategies. The comparison of algorithms in the surveyed serious games was not
widely covered. An exception was the Human Resource Machine game in which
3Serious games with evaluations are primarily a subset of those that have accompanying research
papers, technical reports or theses.
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Table 2.1: Classification of serious programming games based on educational content
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Human Resource Machine [5] 
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BOTS [22] 
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IRPG [30] 
                  
Leek Wars [31] 
                  
Gidget [33] 
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LightBot 2.0 [38] 
                  
Robot ON! [39] 
                  
Prog&Play [41] 
                  
Cube Game [46] 
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Project Orion [49] 
                  
No Bug's Snack Bar [56] 
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Capital Tycoon [62] 
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RoboCode [36] 
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Code Hunt [53] 
                  
Pex4Fun [54] 
                  
Soccercode [58] 
                  
Program Pacman [63] 
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players are incentivized to minimize the number of instructions and steps taken
to complete tasks. When algorithm comparison was included, it was often done
informally and without any mention of algorithmic complexity. Interestingly,
only 21 of the 49 games had an emphasis on problem solving. For example,
Robocode [Lon07] is not problem solving-based but is instead competition-based
with players completing programming challenges against opponents.
• Fundamental Programming Concepts: these are the most commonly tar-
geted topics for serious programming games, which is consistent with the goal of
introducing students to programming and helping them learn how to read and
write code. ‘Syntax and Semantics’ was the most commonly covered concept
with 30 games using some sort of written programming language; the remaining
games used a drag-and-drop block interface for creating programs, or use a high-
level language with little room for error (e.g. Gidget [LK12]). The next most
widely covered concept was ‘conditionals and iteratives’ with 28 games, followed
by ‘variables and primitive data types’ with 23 games. Not all games required
fundamental concepts like variables. For example, PlayLogo 3D [PAM13] does
not include variables as players need only submit individual commands with
functions to play the game. While ‘Recursion’ was the primary focus of several
games [BPCL08,CDHB09,Law04], it was one of the least covered concepts along
with ‘Input and Output.’ This result was surprising given that the target au-
dience for many of the games was university students with some programming
experience.
• Fundamental Data Structures: the most common data structure concepts
were ‘arrays and lists’ (13 games) and ‘heterogeneous structures’ (12 games).
Few research papers explicitly stated a focus on data structures, and our iden-
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tification was primarily the result of game testing and reading game play de-
scriptions. ‘Abstract data types’ were not included in most games. Exceptions
include Critical Mass [Law04], which required players to navigate a tree struc-
ture. Finally, ‘string processing’ was only a secondary focus of three games, and
other ACM concepts including ‘linked lists’ and ‘referencing’ were not targeted
by any of the games.
• Development Methods: ‘debugging’ was the most commonly targeted de-
velopment concept, with 12 games featuring some focus on debugging code.
However, this does not include all of the ACM’s program correctness topics
(e.g. test-case generation, unit testing). Even the games that choose to focus
on debugging [MB17, LK12] are not comprehensive with respect to debugging
topics. ‘Program comprehension’ was the focus of a few games, but the vast
majority of games required players to write their own code. CodeFights is an
example of a game where players must interpret code written by someone else
and develop program comprehension skills through trying to understand foreign
code. Although games with real programming languages allow for commenting,
very few games focused on documentation and program style, and only did so
as a secondary focus. Other development methods, including refactoring and
the use of software libraries, were not covered by the games.
• Software Design: the majority of software design areas presented by the
ACM are intended for learners above the beginner level. However, the curricu-
lum indicates that software design should be covered at an early stage. IBM’s
Robocode [BW04, Har04, Lon07, OG06] has a strong focus on software design
– specifically Object Oriented (OO) design, as players learn about abstraction
through the use and modification of the game’s robot objects.
27
Learning Focus
Identifying the primary focus of serious programming games was especially difficult
when not explicitly stated by the game designers. When not stated, we based our
identification of a primary focus from playing the available games and inferring based
on the content of the research papers. In the end we found that 18 games focused
primarily on general introductory programming, without a specific topic. Most of
these 18 games included other fundamental programming concepts, but there were
some research papers that introduced a game for learning introductory programming
without detailing specific content. Problem solving was the second most common
focus, with 7 different games. One example of this is Lightbot 2.0 [MCPS16], where
players do not learn a programming language but do develop an understanding of
sequencing and implementation of algorithms. The general trend of programming
games that focus on problem solving is that they target simple problems and program-
based solutions, with limited or no emphasis on formality.
Evaluation
A variety of evaluation methods were used in the surveyed games (see Table 2.2) – 23
surveys, 11 sets of game play statistics, 10 skill tests, four sets of interviews and one
evaluation using expert feedback. 21 games used only one evaluation method while
14 used multiple methods. The most common evaluation subject matter was positive
feedback. There were 21 cases of participants reporting that they liked a game, often
through a survey. 16 games were evaluated for learning effects on the players, but
unfortunately seven of these did not have a statistically significant learning effect.
Although many of the papers cited engagement as a motivation for using serious
games, only 11 were actually evaluated for player engagement. Finally, only eight of
the games were tested for accessibility.
28
Table 2.2: Classification of serious programming games based on evaluations methods
 



















































































































































ToonTalk [26]  P         
PlayLogo 3D [43]  P         
Software KIDS [48] P          






l Unnamed RPG[13]    P       
May's Journey [23] P          
Co.Co.I.A. [45]   P        





















Unnamed Maze [8]   P        
Unnamed Puzzle [16]   P        
Wu's Castle [20]    P       
BOTS [22]    P       
Pythia [25]  P         
Program Your Robot [27] P          
IRPG [30] P          
Gidget [33]   P P       
Train B&P [34]   P ®       
LightBot 2.0 [38] P   P       
Robot ON! [39] P   P       
Prog&Play [41] P P  ®       
The Catacombs [47] P P P ®       
Project Orion [49] P P  ®       
No Bug's Snack Bar [56] P          



















Saving Sera [9] P P P ®       
EleMental [14] P   P       
Resource Craft [24]    P       
Critical Mass [32] P          
Unnamed Prototype [35]   P        
RoboCode [36] P  P P       
CMX [37] P          
RoboBUG [40] P P  ®       
Code Hunt [53] P          
Pex4Fun [54] P          
Soccercode [58] P          
Program Pacman [63] P          
 
 
EMPIRICAL EVIDENCE FOR A GIVEN RESEARCH QUESTION WAS POSITIVE (P) or INCONCLUSIVE (®) 





Although there are reviews that investigate the impact of serious games [CBM+12,
Don07], there is very little research focusing on serious programming games. One
exception is a review by Vahldick et al. [VMM14], that focuses specifically on games
for improving introductory programming skills. The review categorizes 40 games by
type (Logo-based, adventure, general), platform (Windows, iOS, Java, Web, Android,
Linux), competency (writing, reading, debugging), topic (including some of the ACM
2013 CS curricula topics from SDFs), and language (Textual/visual block graphics,
Java/Javascript, C/C++/C#, and others).
Our work has two similarities with the Vahldick et al. review – first, 15 games are
included in both studies and second, both studies survey the learning topics or content
of the games. With regard to this overlap, we have included 34 games in our study
that were not included by Vahldick et al. Furthermore, 25 games included in their
study were not included in ours. Reasons for exclusion include: 13 games were outside
of our selection criteria (e.g., non-english, not focused on learning programming), four
games were extremely similar to other games in the survey, and eight games were no
longer available online and did not have published papers. Our initial intention was
to include as many of the previously studied games as possible in order to reproduce
and validate the learning portion of the Vahldick et al. results. However, this was
not possible as many of the overlapping games have been updated in the three years
since their study and we no longer have access to the versions of games surveyed.
The main difference between our work and the Vahldick et al. review is that we
have surveyed a wider selection of games with the intention of assessing the learning
aspects of the games (learning content and learning evaluation) as opposed to the
game characteristics (e.g., platform, language, genre).
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2.3.5 Discussion & Conclusions from Survey
Our results show that the 49 serious programming games surveyed focus primarily on
a subset of the ACM computing knowledge areas. Unfortunately, many of the games
are not released publicly and we were unable to independently verify the learning con-
tent of these games through play testing. The lack of access is problematic for both
researchers developing computer science educational games and instructors seeking to
find effective learning tools. The surveyed serious games focus largely on the problem
solving and fundamental programming concepts knowledge areas. There are a lack
of games that focus on data structures, development methods and software design.
Furthermore, while the primary learning focus of many games was introductory pro-
gramming, few of the games appear to cover all of the ACM’s SDF. This indicates
a need to determine if new serious programming games can bridge the
curricula gaps. It is possible that some SDFs are not well suited for game-based
learning.
With respect to game design, we observed that the majority of the games were
not multiplayer. There is a need for further research on the learning benefits
of competitive and collaborative serious games for programming. We also
observed that while a number of games were designed with accessibility and inclusivity
in mind (e.g. Saving Sera [BPCL08], May’s Journey [JZ16]), many did not include
any detail on these important aspects of design. This maybe an indicator that best
practices for accessible and inclusive design of serious programming games
need to be adopted.
With respect to the evaluation of serious program games, we were unable to ob-
serve common methodological practices other than a tendency to assess if players
liked a game. This indicates a need for the establishment of best practices
in evaluating serious programming games. We believe that the use of alter-
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native evaluation methods in addition to in-class studies would be beneficial. In
particular, it may be helpful to consider controlled experiments and expert feedback
(e.g. used only in PlayLOGO 3D [PAM13]) in combination with playability heuris-
tics [DW09]. Finally, in addition to establishing best practices for evaluation, there
is a need for third-party evaluations. Third-party evaluations do not suffer from
self-confirmatory bias, provide valuable data that can independently validate a serious




An adaptive game system is a strategy used specifically to modify the game play
experience. The level of AI in adaptive game systems can vary from simple rule-
based systems, to more advanced ML algorithms. Non-adaptive games may also
include AI, typically in the form of AI agents. These agents are artificial entities not
intended to provide assistance or alter the game based on the player’s performance,
but rather to serve as an obstacle that reacts to the player’s actions. Although these
AI agents can provide elements of enjoyment and challenge to a non-adaptive serious
game, they will behave similarly for different players regardless of player skill levels.
On the other hand, adaptive game AI can rectify the loss of flow by making dynamic
adjustments during game-play.
Games outside of the education domain use a variety of different techniques for
adapting to users, including evolutionary learning and dynamic scripting [Pon04].
Evolutionary Algorithms (EAs) are metaheuristic search methods that generate so-
lutions to a problem, then apply genetic operations to those solutions in an attempt
32
to optimize results. Although EAs have been used in the context of simple computer
games, they are computationally expensive and are not guaranteed to find a good
solution. By contrast, Dynamic Scripting (DS) is an AI learning technique com-
monly used in commercial serious games that allows difficulty scaling with respect
to a human’s skill level [SPSKP06]. DS is a probabilistic rules-based approach that
assigns likelihoods to different AI agent actions depending on their fitness, which is
evaluated after an action is taken. In competitive games, rules that lead to success
are more likely to be maintained, as the goal of the AI is to use the least exploitable
strategy. One drawback to this technique is the need for domain experts to create a
complex model that will only represent a limited range of tasks. A recent strategy
for using dynamic scripting involves combining it with the generative characteristics
of evolutionary algorithms in an approach called Evolutionary Dynamic Scripting
(EDS) [KTHR15]. EDS is able to generalize to new scenarios using a small set of
general rules that reduce the workload of the expert while evolving rules using genetic
programming.
Although AI has been present in computer games since their inception, adap-
tive systems that dynamically adjusted difficulty settings were not incorporated until
many years later [Pon04]. A 2009 study by Hagelback et al. found that players prefer
playing against AI opponents with adapting difficulty than AI opponents with non-
adaptive performance [HJ09]. In the context of serious games, Thomas and Young’s
‘Annie’ learning system was successfully able to diagnose students’ knowledge ac-
quisition in an exploratory game environment [TY10]. After observing participant
game play, their system was able to predict participant test answers and results with
higher accuracy than a trained human expert. Bellotti and colleagues’ study in-
cluded an adaptive experience engine that improved player satisfaction with serious
games [BBDGP09]. This engine is designed to take information from content experts
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and incorporate it into a game through different tasks that are chosen based on the
player’s performance. Most importantly, their engine is modular and can be added
on top of existing serious games that make use of the learning task paradigm.
Non-adaptive games have struggled with their need to appeal to a particular
audience, which limits their value to those outside the target demographic. Unlike
traditional games, adaptive games can cater the gaming experience based on the
individual user, and not just a specific group [GD04]. Adaptive game design requires
an entertaining experience to be provided to users of all types, regardless of their
motivation or level of skill. Historically, designers have used features such as difficulty
settings (e.g. easy, medium, hard), but these settings are static and do not consider
that players are dynamic entities who will change as they absorb the game experience.
When a game is too easy, it is boring, and when a game is too hard, it becomes
frustrating. Games with static difficulty settings can lead to mismatches between
player skill and the challenges presented by the game [Hun05]. This led to the devel-
opment of dynamic difficulty adjustment (DDA), which offers a modulating system
to respond to changes in a player’s ability over the course of game play. As con-
temporary computer games are being played by increasingly diverse audiences, their
levels of skill and interest in particular types of games vary significantly. Removing
the option to set one’s own difficulty setting can be particularly beneficial for novices,
who assume a low success rate regardless of their actual performance.
An alternative to DDA is the idea of Challenge Tailoring (CT), which occurs when
the difficulty of a skill-based event is altered in response to a player’s ability [ZR12].
CT is similar to DDA, which applies online real-time changes to game mechanics.
However, CT is a more generalized approach, which includes both online and offline
optimization, as well as not being limited to adapting the difficulty of the game;
CT adaptations might include changing the levels that are selected, or providing
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additional feedback to help players. CT relies on having a dynamic player model as
well as an algorithm that can adapt content based on that model.
Effective player modeling for CT relies on a data-driven approach to predict fu-
ture player behavior. Not only must the model properly assess the player’s current
state, but it must also account for changes in player behavior due to learning effects.
A successful model allows an adaptive game to effectively forecast future behavior,
accommodate changes from learning, and better direct players towards content they
will find meaningful and engaging.
2.4.2 Adaptive Serious Games
Adaptive training systems are “serious games whose goal it is to engender communi-
cation opportunities for players to learn about their strengths and weaknesses, receive
real-time in-game performance feedback, and share diverse solutions and strategies
during, between, and after game play in order to update, or adapt, player understand-
ing” [Ray07]. These are distinct from what we might call ’non-adaptive’ serious
games, which always provide the same game content to players regardless of their in-
game performance. Approaches to understanding players in a virtual setting require
either obtaining direct feedback from users, or observing user interactions with the
system [DBTMGFM10], each of which presents its own challenges. Use of a prob-
abilistic model of students based on player performance can provide insights about
learning that occurs during game play [MC05], however, this has not been investi-
gated in the context of computer science. The interactivity of games can help produce
detailed information about users that can be used to automate their experiences in ac-
cordance with the student model. Such models can be based around CbKST, which
represents the knowledge of learners in terms of their competences [AL99]. Each
general competence statement should have specific learning outcomes, which can be
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measured and assessed more directly. Outside of CS, CbKST has been shown to im-
prove learning performance from adaptive interventions in serious games [KRMSA11].
Adaptive games can be fully autonomous, or allow for content experts to create
and include game content after the game’s release. An autonomous serious game can
promote instructive game play, manage the level of challenge of the user experience,
provide scaffolding selectively where needed, and support learners in their efforts to
reflect on their play and improve their skills [JVM05]. Alternatively, content experts
can manually modify a serious game with the assistance of authoring tools that allow
them to generate modules for a particular game engine. Effective selections of ad-
ditional content and task delivery strategies can be based on assessing each player’s
performance in a game. This process has been modeled in the context of ‘sand-
box’ serious games - games that allow players to roam freely without a mandatory
route [BBDGP09]. To maintain flow, an effective adaptive system needs to automat-
ically balance the difficulty of game content with the developing skills of the learner.
The goal of an adaptive game engine should be to keep players within the ‘flow zone’
as much as possible.
Research has only recently investigated player emotions as a source for adaptivity
in serious games [SBF+17]. Although a variety of instruments can be used to assess
a player’s emotional state, visual observations of the player are the least intrusive.
Whole-body and facial behavior have both been used to indicate engagement and
boredom, based on the frequency with which a player shifts posture or makes certain
facial expressions [BBCC+06, WRN+15]. In addition, the use of eye movement data
has been shown to improve user experience and reduce frustration in the context of
non-serious games [WSB14]. Access to a multitude of measurements about player
emotions is critical to creating an accurate model of a player’s engagement and level
of frustration, but there are limits to what is logistically feasible for use in a serious
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game. The requirement of specialized equipment in a serious game that measures
physiological data is an obstacle to delivering the game to as many learners as possible.
In research with developing serious games, children were found to require addi-
tional time to learn how to play compared to adults, while both could reach the
same time with help [IPB11]. The main reason that learners are more successful
with human tutors than other tools is because of a human’s ability to adapt to the
learner [VLS+05, NW87, Blo84, ACKP95]. Historically, serious games, do not adapt
to the learner, and there is yet to be a standardized approach that successfully adapts
game environments based on learning content [IKH+12].
A static software system is limited in its ability to adept to users due to its design.
When it comes to adaptive games, there are similar limitations as to what can actually
adapt or be adapted [SS16]. Despite progress in Artificial Intelligence from projects
such as the Human Brain Project [MML+11] and advances in deep learning with
neural networks [KSH12], it still remains to be seen if fully personalized serious games
are a real possibility. However, techniques such as machine learning and data mining
techniques have begun to see usage in the development of adaptive serious games.
Automated adaptivity has the potential to reduce negative gameplay experiences and
personalize interactions with individuals of different skills and demographics.
Vygotsky’s Social Development Theory (SDT) [Vyg80] focuses on the social con-
text of the learner, and defines the maximum level of challenge for a specific topic and
individual as the upper limit of the Zone of Proximal Development (ZPD) [Lan04].
The lower limit of the ZPD is the minimum level that can be learned by someone
without any assistance, thus the ZPD is the difference between what can be achieved
independently versus what is possible with full guidance.
This leads to a definition of adaptivity in serious games, provided by Ismailović
et al. [IHK+12]:
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“ADAPTIVITY in serious games is an approach that enables a serious
game to learn from learner’s behavior by [1] intelligently monitoring and
[2] interpreting learner’s actions in the game’s world and to intervene in
the game by [3] automatically adjusting the learning content and [4] the
game elements according to the student’s individual ZPD as necessary
and using the principles of More Knowledgeable Other (MKO), where
ADAPTIVITY is a MKO for the learner according to the SDT.”
Based on this definition, adaptivity can be separated into four different stages:
1. Monitoring Players, where observations are used to collect data,
2. Learner Characterization, where the observations are used to rate the learner’s
individual skills,
3. Assessment Generation, where learning content is adjusted based on 1 and 2,
and
4. Adaptive Intervention, where game elements not pertaining to learning content
are adjusted.
Some game elements may affect a learner’s ability to solve a given task, such as the
speed of a moving line of text which provides information relevant to the learning
content.
One of the most well known projects for adaptive game-based learning is the
European ELEKTRA project4, which used micro-adaptivity to make non-invasive
changes to gameplay without disrupting flow [KRHAA08]. A subsequent project,
80Days, used data from interactions and manipulations of game objects to make
similar adaptive changes [SKRM+12]. The assessment behaviors from these games
4(http://www.elektra-project.org/)
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are based in CbKST, where procedures interpret a learner’s competence level based
on their in-game actions and store them in a dynamic user model. The model is then
used to select appropriate stories which are provided to players continuously until the
desired competence state is reached.
2.4.3 Adaptation Techniques
A variety of techniques used in artificial intelligence have been incorporated into
adaptive gameplay literature. In one study, neural networks were successfully used to
predict future marks of students using raw gameplay data [IVCFGD+13]. However,
this approach may not be suitable for real-time adaptation due to the time com-
plexity of using a neural network. Another study made use of an X-means clustering
algorithm [PM+00], extending the K-means clustering algorithm [M+67], which parti-
tioned observations of player strategies in a serious game after estimating the number
of significantly different clusters.
Another technique for use in an adaptive serious game is the Skill Assessment
Engine (SAE), which calculates probabilistic values for a learner based on their in-
game actions [PCW08]. Similarly to ELEKTRA and 80Days, this engine implements
Knowledge Space Theory, and an evaluation by the creators found the following was
true for their group of participants with higher adaptivity:
1. Higher amount of invested effort and a higher degree of absorbedness
2. Higher relatedness with Non-Player Characters (NPCs)
3. Higher usefulness of the interactive environment
4. Easier manipulation of the interactive environment
5. Higher confidence in their own learning achievement
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The success of the SAE led to the creation of a service-based adaptive game
on probability called The Journey [CBB+14]. Using Service-Oriented Architecture
(SOA) [BKBH07], the authors developed a method based on CbKST that was able
to realize their in-game adaptation of The Journey.
2.5 Summary of Background
In this chapter, we have introduced the related areas of education, game-based learn-
ing, serious games, and adaptivity. The information from the education literature
discussed in Section 2.1 is critical to understanding the needs of learners and how
self-efficacy and engagement relate to the learning process. Game-based learning,
discussed in Section 2.2, is a form of problem-based learning, is a way that learn-
ers can become engaged with educational content by relating learning outcomes to
meaningful tasks. In Section 2.3, we presented a survey of 49 existing serious pro-
gramming games that provide an illustration of the current state of the literature.
Finally, Section 2.4 discusses the concepts of adaptivity and how they can be ap-
plied to serious games. These four topics are all relevant for the development of the
adaptive methodology that is presented in the following chapter.
40
Chapter 3
A Methodology for Adapting
Serious Programming Games
3.1 Introduction
The use of serious games is one approach that has shown effectiveness in engaging
students to learn a variety of skills [YW15]. As discussed in Chapter 1, the po-
tential for serious games to increase motivation and engagement among learners is
particularly important for the field of CS, where low engagement levels give cause
for concern [BSMK16]. Furthermore, the widespread interest in understanding the
fundamentals of programming has led to CS being a heavily targeted field of study
for serious games researchers [CBD16].
While serious games have considerable promise, challenges still exist with respect
to their design and evaluation. One of the open challenges is customizing serious
games to suit learners of different levels of ability and knowledge. Existing solutions
to this challenge can require substantial human effort, such as the monitoring and
customization of gameplay by human experts and the creation of large, diverse prob-
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1. Identify 2. Model 3. Build
Playability issues
4. Evaluate
Edit adaptive modelGame is not adaptable
Figure 3.1: An overview of a methodology for making adaptive serious games [MB18a]
“Once a game has been identified for adaptation, a model and plan is developed that connects the
game play tasks with a method for assessing learners. After the model has been created, the
adaptation functionality is built into the existing code base. Finally, the new adaptive serious game
should be evaluated to determine its efficacy (e.g., learning, engagement) and the evaluation results
should be compared with the efficacy results of the original non-adaptive serious game.” [MB18a]
lem sets. One drawback of these approaches is that they are not always practical
when working with increasingly complex serious games [WDD11]. In this work, we
consider the use of adaptive serious games to make serious games suitable for learners
with different skills. Adaptive serious games do not have the same drawbacks as the
above mentioned approaches as they can automatically modify game elements and
content to directly impact learner performance [RIPB15].
The main contribution of this thesis is a new methodology for incorporating adap-
tive gameplay and content into existing non-adaptive serious games. We have chosen
to focus our methodology on CS serious games because many of the existing serious
games for learning programming have widespread adoption and have empirical re-
search to support their educational value (e.g., Code Hunt [BHX+15]). We believe
modifying existing serious games that have already been adopted and evaluated is a
more desirable approach than building new games from scratch.
3.2 Methodology
Adaptive games can be fully or semi-autonomous, allowing for game content to be
included after the game’s release. An autonomous serious game can promote instruc-
tive gameplay, manage the challenge of the user experience, provide scaffolding where
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needed, and support learners [JVM05]. As was discussed in Chapter 2, a common
approach to adaptive serious games is to use CbKST in combination with a probabilis-
tic approach [AL99]. Our methodology leverages CbKST for making adaptive serious
programming games from non-adaptive games and includes four key phases: identifi-
cation, modelling, building and evaluation (see Fig. 3.1). To assist in explaining our
methodology, we use the example of creating an adaptive version of Gidget [LK12].
Gidget is a non-adaptive serious game where players complete missions by repairing
faulty programs.
3.2.1 Identifying a Potential Adaptive Game
Both technical and learning factors should be considered when deciding if an existing
serious game is an appropriate candidate for adaptive methods.
Technical Factors. In order to adapt a game, the source code will need to be
publicly available and extendable. Thus, it is necessary to ensure that for third-party
games, the software license for the chosen game allows for modification. The quality
and robustness of the source code should be examined when identifying a serious
game for adaptation as both of these factors can impact the modification of the
source code. Also the playability of the game and the existence of playability studies
should be considered. Gidget is an ideal choice technically because it is open source,
includes documented source code, and has been evaluated indirectly with respect to
playability.
Learning Factors. First, adapting the learning content of a game requires a
clear understanding of the required knowledge, topics, and learning outcomes that
are present in the original game [For13]. Second, making informed decisions about
adapting a game requires detailed knowledge about the learners who will play the
game. Learners of various demographics including age groups may respond differently
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Task Model
















Figure 3.2: Task and Assessment Models for Adaptive Games.
to in-game adaptations. Additionally, knowledge about the level of programming
experience of the game’s intended audience is needed in order to make good decisions
on how to adjust learning content. Special consideration should also be given to
adapting for learners of diverse educational backgrounds outside of CS and choosing
games that are inclusive. Third, in order to properly evaluate the new adaptive
serious game at the end of the process, it is best to choose an existing game that
has already been evaluated with respect to learning as the existing evaluation can
serve as a baseline in assessing the adaptive version. Our example, Gidget, focuses
on learning debugging and has a target audience of general learners with no previous
programming experience. Gidget has also been previously evaluated with respect to
learning [LK15].
3.2.2 Modelling the Gameplay Tasks and Learning Assess-
ment
Before implementing adaption into a serious game it is necessary to understand and
model the gameplay tasks as well as the learning assessment (see Fig. 3.2).
Task Model. A typical serious programming game includes a sequence of in-
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creasingly difficult tasks that pertain to learning content. Often, serious games are
designed such that a player’s success in the game is dependent on the completed and
failed task objectives. Although the criteria for determining whether an objective is
failed varies from game to game, failure is often accompanied by feedback or hints,
as well as a reset of parameters such as time or error limits. The existing tasks in the
game can be modelled and used as a template for adaptation. The most important
task properties that should be included in this model are objectives, learning content,
game elements, and parameters. These properties can be extracted from documen-
tation as well as the structure and content of the game’s source code. In Gidget,
each level is a task with one or more objectives, each of which is completed when a
given physical object on a grid is moved to a specified location. The primary learning
concept in Gidget is debugging, and each level presents increasingly complex objec-
tives, with partially incorrect code for completing those objectives. In addition to
the debugging levels, newer versions of Gidget include levels that introduce concepts
such as conditionals, functions, and arrays. Gidget provides substantial feedback to
the player by visualizing every step of the code on the grid, and allows players to
choose the number of steps to process at a given time. In order to encourage efficient
programs, Gidget has an ‘energy’ limit that restricts the number of moves that can
be taken during a level, but does not limit the gameplay time or number of errors
permitted.
Assessment Model. Our model of assessment is based on CbKST and a prob-
abilistic evaluation of the learner’s competence in the learning content. The use of
CbKST necessitates the inclusion of goal completion success rate and learning content
comprehension in our model as predictors of a learner’s competence. Since Gidget
allows players to repeat a task until it is correctly solved, players must be assessed



























































































Figure 3.3: Data Logging for Adaptation.
rate in each level, the number of lines of code in each solution, and how much en-
ergy is expended per level. The model also needs to consider player engagement and
how it is assessed. Maintaining player engagement in serious games is often achieved
by varying the complexity of the learning content to challenge skilled learners or to
aid learners who are frequently experiencing difficulty. Finally, we include gameplay
skill assessment in our model as it is important to distinguish between skilled video
game players and players with high competence of learning content. Gameplay skill
assessment may be useful in determining if a player’s in-game behavior is related to
learning content competence, or due to issues with the game’s mechanics. Gidget
does not include many features related to gameplay skill assessment (e.g., time limit,
score tabulation).
3.2.3 Building Adaptation into the Existing Code Base
This phase includes using the models to plan the adaption approach, logging player















Figure 3.4: Adaptive Gameplay Sequence.
Plan Adaptation. The task and assessment models should be used to determine
which game features to adapt. Once these features are chosen, an adaptive algorithm
is chosen to determine when, what, and how the tasks are adapted. Example algo-
rithms may be rules-based approach or use machine learning, but should ultimately
be probabilistic and follow the principles of CbKST. In Gidget, features for adapta-
tion include the starting code errors, the gameplay obstacles and the energy limits.
The adaptive algorithm in Gidget could involve the creation of a set of rules that use
the past performance of the player to determine whether or not to adjust the features.
Data Logging. Learner-specific adaptation requires constant logging and mea-
surement of learning data, game skill data, and engagement data (see Fig. 3.3). De-
pending on the adaptation strategy, data may be gathered for assessment during a
task, between a task, or between gameplay sessions. In addition to adaptation, the
data logged can be used for evaluating the gameplay experience.
Initialize Gameplay. An initial sequence of the game’s tasks should be desig-
nated as non-adaptive ‘training tasks’ in order to initially assess the learner. Following
training, an adaptive game should customize each task in accordance with the individ-
ual learner’s data (see Fig. 3.4). There are several different options that a developer
might consider for initializing the training portion of the game: predefined common
initialization for all players, self assessment of programming skill (e.g., expert, skilled,
unskilled), or game difficulty (hard, medium, easy). As Gidget is targeted towards
players with no programming experience, we chose to use a common initialization of
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gameplay for all players.
3.2.4 Evaluating the New Adaptive Game
One of the challenges with serious game development in general is the need for accu-
rate and reliable evaluation. One benefit to evaluating adaptive versions of existing
serious games is that many of the games have existing evaluation studies that can
be replicated and reproduced for the adaptive versions. This allows us to evaluate
the benefits of the adaptation by comparing the study results for the original and
adaptive versions. If the original serious game did not have a previous evaluation,
we recommend following best practices, which may include questionnaires, skill tests,
interviews, and controlled experiments.
3.3 Summary of Methodology
There has already been considerable investment in the development and adoption of
CS serious games. As best practices for the development of new serious games evolve,
it is important that we establish practices to evolve legacy serious games to leverage
new ideas and methods. With this goal in mind, we have proposed a methodology for
making serious games incorporate learner-based adaptation1. Our approach is based
on the premise that an adaptive serious game will provide a better experience for
learners, and improve their achievement of learning outcomes by directly adapting
to their needs. The use of automatic adaptation within a serious game can provide
benefits for engagement by adjusting gameplay difficulty to the learner’s abilities.
This methodology has been applied to two games: Gidget, which will be discussed in
Chapter 4, and RoboBUG, which will be discussed in Chapter 5.




GidgetML - An Adaptive Serious
Game for Enhancing First Year
Programming Labs
4.1 Introduction
Gonczi describes the development of ’competency-based’ learning to be where “courses
are defined in terms of outcomes to be achieved by students, and assessment of learn-
ers is based on the criteria expressed in competency standards. [Gon99]” Although
this varies based on country or region, a competency-based approach to learning has
many benefits over traditional approaches, particularly for the purposes of linking
practice to theory and enhancing student adaptivity. An example of an activity that
can give learners practical experience with educational content is a serious game.
The use of serious games has been shown to support student-centered learning,
independent learning, actively engage students in their learning process, improve stu-
dents’ self-learner skill, and develop problem solving skills [ZCMM18]. Unfortunately,
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serious games have to manage the challenge of player retention, especially when play-
ers come from a diverse set of backgrounds and skill levels. The concept of flow [Csi97],
which is the suitable increase of challenge with respect to player skill, is extremely
important to ensuring that players remain engaged with the game experience.
One way to address player retention is to dynamically accommodate players of
different skill levels using adaptation [HBWM+18]. By creating a model of a player’s
experience, designers can use their game data to alter game content or change game
parameters, in order to better challenge skilled learners or accommodate learners who
are struggling. This is a form of stealth assessment, which allows the evaluation of
learners to occur behind the scenes in a way that does not disrupt a player’s flow in
the game [SKW17].
The wealth of existing games that help players learn computer science concepts
provides a great opportunity to make existing games adaptive rather than having to
develop new games from scratch. Unfortunately, not all existing games are necessarily
suitable for adaptation. Many serious games published in the literature are not open
sourced or available to play, and others simply do not feature a style of gameplay
that can be adapted without significant modifications to the source code.
One of the most well known games in the literature for learning computer pro-
gramming is Gidget, developed by Michael Lee and Amy Ko [LK11]. The Gidget
game follows a task-based sequence of gameplay that is uniform for all players, which
means it is potentially a good candidate for automated adaptation. Our first research
question is:
• RQ1 - Does Gidget benefit from adaptation?
In order to evaluate the effectiveness of the adaptation, we need to look at how
player performance changes over the course of gameplay. Specifically, we expect to
see that variance among players should be reduced, as the task content is adapted
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Figure 4.1: The Gidget game (with annotations), where learners help a damaged
robot fix its programs by debugging its code [LK12].
to a level of difficulty that is appropriate for each individual learner’s competence.
In our adaptive version of Gidget, called GidgetML, we hope to answer the second
research question:
• RQ2 - Is GidgetML effective at adapting to a learner’s level of competency?
In the subsequent sections of this paper, we will discuss some background of
serious game and adaptivity literature, how we implemented adaptivity into Gidget,
the methodology behind our experimental design, our study results, and a discussion
of our findings.
4.2 Background
The use of educational games for programming has grown immensely over time, as
designers have been able to increasingly leverage the power of game development
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practices. In the survey previously discussed in Section 2.3, we reviewed a different
selection of 49 serious programming games as well as the research questions and in-
struments used to evaluate them [MB18b]. We also considered the survey by Vahldick
et al., which categorized 40 serious programming games based on type, platform, edu-
cational content, and programming language [VMM14]. From both of these reviews,
one of the games that stood out as potentially suitable for the current study was
Gidget [LK11].
Gidget (see Figure 4.1) is a 2D puzzle game based around helping students learn
to problem solve and fix bugs based on faulty starter code. The goal of the game is
to help the titular character to save animals and clean toxic waste through a set of
instructions that are followed in sequence. As players proceed through the 18 levels
of the game, they learn new commands for Gidget and practice interacting with the
environment of the game. Each level requires the player to complete a number of
specific tasks efficiently before Gidget runs out of energy. The creators of Gidget
found that the game was successful at teaching programming to learners who did not
necessarily want to learn programming, and that the debugging-based approach was
helpful for avoiding the problem of needing programming knowledge before playing the
game [LBK+14]. Gidget has been shown in several studies to improve learning [LK11]
and engagement [LKK13], which is why it was chosen as a potentially suitable game
for adaptation.
Although programming games have yet to fully leverage the power of automatic
adaptation, there are existing games from other educational domains that have incor-
porated different forms of adaptivity. The 80Days project [GMRS09], which focuses
on teaching geographical content and environmental issues, uses Competency-based
Knowledge Space Theory and a rule building strategy to choose a path through
the game that is appropriate for a given player. SeaGame, a multiplayer game de-
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signed to promote best practices in sea-related activities, was used to show how to
assign tasks to players using an adaptive experience engine based on computational
intelligence [BBDGP09]. We chose an approach similar to that of the ELEKTRA
project [KRA10], as Gidget did not lend itself well to the creation of a large number
of additional task content, and the use of micro-adaptations was something that could
be efficiently implemented in Gidget’s source code.
The current paper follows the adaptive game methodology outlined in Chapter
3, as well as our previous work [MB18a]. Recall that the methodology includes a
general strategy for how to identify an existing adaptable game, create models of
student and task behaviour, build an implementation of an adaptive algorithm into
the game, and evaluate the results (see Figure 3.1). The proposed gameplay sequence
for players is to begin with a number of training tasks to collect enough player data
to begin adaptation. After this, the data is used to initialize a model of the player’s
behavior, which is used to repeatedly adapt tasks. Changes in player behavior are
measured during each task, and the model is updated to include this new information.
Subsequent tasks are then adapted according to the player model, for the rest of the
gameplay sequence. More details on the adaptations used in GidgetML are available
in Section 4.4.1.
In order to evaluate students in our study, we chose to use a combination of game
play data and questionnaires that would assess learning and engagement. The ques-
tionnaires in our study include a replication of a questionnaire from a previous study
on Gidget [LK12], as well as the GEQ [BFC+09]. The GEQ has been analyzed for
reliability, validity, and functionality using a combination of Rasch modeling [Ras60]
as well as behavioural and questionnaire data. The strength of the questionnaire as
a measurement tool was valuable to us to help examine player engagement without
the use of physiological measures such as Galvanic Skin Response (GSR) that would
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necessitate the use of special equipment.
4.3 Implementation
4.3.1 Gidget
The original Gidget game1 is intended to help students learn debugging with the help
of a personified robot named Gidget. Gidget tells the story of a factory malfunc-
tion that has resulted in toxic ‘goop’ being released and threatening pets and other
animals. The player is given control over Gidget’s programming, and must write pro-
grams in an imperative language that help Gidget to complete the goals in a given
level. However, Gidget only has a limited amount of energy, and if the player’s pro-
gram is not able to complete the level goals before Gidget runs out of energy, Gidget
will fail and the player will have to try again.
The game includes a total of 18 levels, the first half of which are tutorials for the
various commands needed to make Gidget complete the level’s goals. This includes
the following commands:
• scan - the command used for Gidget to load an object into memory in order to
interact with it using other commands. Scanning an object costs 1 energy unit.
• goto - the command used for Gidget to move to a scanned object. Each step
Gidget takes costs 1 energy unit.
• grab - the command used for Gidget to pick up an object in the current space.
Grabbing an object costs 1 energy. In addition, Gidget’s movement using goto
commands costs an additional energy unit for each object carried. This means
1The source code for the original Gidget game is available at https://github.com/amyjko/Gidget
and the latest version of Gidget can be played online at http://www.helpgidget.org/.
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players must be careful to choose effective routes through each level, and pre-
vents them from simply picking up all the objects in the level and putting them
together.
• drop - the command used for Gidget to drop an object in the current space.
Many levels require Gidget to transport goop or animals into buckets or crates.
• analyze - the command used for Gidget to determine the functions and proper-
ties of an object in the current space. Some levels require Gidget to only interact
with objects that share a certain trait. Other levels require Gidget to activate
the functions of an object, but the name of those functions is not known until
the analyze command is used.
• ask - the command used for Gidget to call a function from another object.
For example, one of the early tutorial levels requires Gidget to ‘ask battery
to energize gidget’, where energize is a function of the battery object. This
command cannot be used until the object being referenced has been analyzed.
• avoid - a command that can only be combined with the goto command. This
allows Gidget to take a path to the destination while attempting not to en-
counter a specific object. For example, ‘goto bucket avoid crack’ makes Gidget
walk to the bucket object while taking a path that does not include cracks in
the ground.
In addition to these commands, Gidget includes conditional statements using the
‘if’ keyword; for example, ‘goto goop, if it isn’t glowing, grab it’. Although newer
versions of Gidget include functions, iteratives, and other introductory programming
concepts, the version that was accessible to us on Github was older and did not have
these features.
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Players are introduced to each command in a tutorial level that includes incorrect
starter code. The learning in Gidget comes from players executing the incorrect code,
observing the behaviour, and determining how to modify the code to create a correct
solution. Later levels of the game require a great deal of testing, especially when some
of the functions and properties of objects needed to complete a level are not available
until the analyze command has been used in several instances. Players complete the
game after the 18th level, when they manage to close the leak in the ‘goop’ factory
and rescue all of the animals in danger.
4.3.2 GidgetML
The first steps taken to create GidgetML2. were to model the player as well as the
levels in Gidget. In the process of completing a level, a player will likely attempt
multiple solutions at the puzzle, and will likely fail repeatedly until coming upon a
working solution. Using this data, we chose to use the number of failures as well as the
energy (i.e. program steps) used in successful solutions as our way to classify student
competence. We chose not to consider time as a factor due to a lack of incentives in
the game for learners to play at a quick pace.
In order to classify students, we chose a k-means clustering approach based on
the failures and energy expenditures of each player on each level. We chose to limit
the number of clusters to 3 in order to have a sufficient number of candidates in each
cluster during the training phase. The clusters were ranked based on their normalized
feature vectors, giving us a “low”, “medium”, and “high” categorization for each
player. We only used complete data sets from our training data in the clustering
algorithm, however there are ways that missing data can be handled [LDSS04]. During
gameplay, a k-means clustering is performed using the available data from the current
2GidgetML is open-sourced and available on Github at https://github.com/sqrlab/GidgetML
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Figure 4.2: K-means categorization. Each player is categorized into one of three
groups (high, medium, low) based on their gameplay data.
player in comparison to the previous players who have been already categorized. The
other players in the cluster containing the current player are then examined for their
previous categorization; the current player is given the same categorization as the
largest group from their current cluster. An example of this can be seen in Figures 4.2
and 4.3.
A level is comprised of an environment of game objects, a list of goals to be
completed, incorrect starter code to be modified, and an initial energy limit that
dictates how many commands can be taken before Gidget fails to complete the level.
Although all of these level parameters could be altered automatically, we chose to
focus on changing energy limits and starter code, as these adaptations would allow
optimal solutions to be accepted regardless of adaptation status. Alterations to the
environment in particular would have required a time-intensive amount of manual
work, and we wanted to avoid adapting features that might not be easily applicable
to other similar games. Overall, the total number of lines of code added or removed
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Figure 4.3: K-means categorization during gameplay.
Among those in the same category as the current player, the plurality were originally categorized as
in the medium competence group, so the current player is also categorized as medium.
in the Gidget code base during the modification was 1017 out of the original 11800
total lines of code, meaning that less than 10% of the code needed to be modified.
To match the number of clusters from our k-means approach, we developed three
variations on each level in the game after the first three tutorial levels, which are used
as a starting point of player data. When a player is categorized as “low”, “medium”,
or “high”, the player’s next selected level is set to the variation that matches their
categorization; however, if a player’s categorization changes from one extreme to
the other (e.g. High to low, or low to high), they are instead set to the “middle”
categorization. The difference between low and high adaptations can be observed in
Figure 4.4.
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Figure 4.4: Adaptivity in the Gidget game.
The starter code on the left side of the screen is presented to students who are categorized in the
low competence group, while the code on the right is for those in the higher competence group. A
correct solution to this level is to change the line of code on the left from “ask chute to give you a
goop” to “ask chute to getgoop”.
4.4 Methodology
4.4.1 Adaptive Methodology
Recall that the adaptive methodology we presented in Chapter 3 has a four phase
process:
1. Identifying a serious programming game for adaptation
2. Modelling and connecting tasks with in-game assessments
3. Implementing adaptation into the existing code
4. Evaluating the adaptive game in comparison to the original version
In the identification phase, we selected from among those games listed in the
review by Vahldick [VMM14] and our own review [MB18b]. Since our target audience
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were university students with no programming experience, we only considered games
that were appropriate for that group. Many of the games listed in the reviews did
not have available source code, which further narrowed our search. Finally, among
the remaining games, Gidget was selected as the one that had the most prior research
and evidence supporting its efficacy as a serious programming game.
During the modeling phase, we identified game tasks as having the following fea-
tures:
• Instructions (starter code)
• Goals (requirements for task completion)
• World (environment conditions)
• Energy Units (number of steps permissible before failure)
• Order (levels were numbered 1 to 18)
In our survey, we noted that debugging is the primary concept covered in Gid-
get [MB18b] . In order to facilitate the activity of debugging, we chose starter code as
one of the features that would be adapted during game play. Energy units were also
chosen as a way to adapt the game, as this adaptation would allow low competence
players additional flexibility in their solutions while restricting the solution set for
high competence players.
For player behaviour, we identified failed attempts, energy used in solutions, and
time elapsed as potential options for data analysis. However, since players were not
incentivized to play the game as quickly as possible, we chose to only examine failures
and energy usage for adaptation. We chose to weigh these features equally in terms
of assessing player competence.
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For implementing the adaptation, we created three versions of each level associated
with low, medium, or high competency. We determined the amount of energy required
to complete each level with an optimal solution, and reduced the energy limitations
for less competent groups. The starter code for the lowest competency group was set
to be within 1-2 statements away from a valid solution, while the highest competency
group would receive code that often required each line to be modified at least once.
Our evaluation of GidgetML in comparison with the original version of Gidget is
described in the following section.
4.4.2 Experimental Design
With permission from the course instructor, we designed a study for using Gidget
and GidgetML in a first year programming course at Ontario Tech University, before
students began to complete any of their lab assignments. An overview of the experi-
mental design is shown in Figure 4.5. Course labs took place on multiple days of the
week, so we chose to divide the class by having the three labs on the first day (54
students) complete the original non-adaptive version of Gidget, and the remaining
labs (93 students) complete GidgetML.
After each lab completed their play sessions, the categorizations of past player
data were updated using k-means clustering. This means that players from the final
lab had their data compared to players from all previous labs, including those in the
adaptive sessions. During these updates, each of the three categories were ranked
based on their normalized failure rates and energy amounts used per level.
After completing the game, players were directed to a questionnaire with the
same questions from Lee & Ko’s study on engagement in Gidget [LK12]. Partici-
pants were asked for their age, gender, and how much past experience they had with
programming. We added the GEQ to this questionnaire to see if we would find any
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Data Used to Adapt
Figure 4.5: Evaluation methodology for both Gidget studies.
Study 1 used the original version of Gidget, and data was collected from the
questionnaires provided to participants as well as game play data logged during the 2.5
hour gameplay session. Study 2 used the logged data from Study 1 to assess participants
in the adaptive GidgetML game, and the data collected from gameplay was used to
continuously adapt GidgetML for future participants.
significant affective differences between the Gidget and GidgetML groups [BFC+09].
The questionnaire included the following questions which students answered with a
Likert Scale (Strongly Disagree to Strongly Agree):
• “I enjoyed playing the game”
• “I would recommend this game to a friend wanting to learn programming”
• “I wanted to help Gidget succeed”
The questionnaire also included the following open-ended questions, which were
independently coded as 1 (positive), 0 (neutral), or -1 (negative):
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• “ Describe your feelings about the dialogue between yourself and Gidget.”
• “Describe your feelings towards Gidget’s avatar (image).”
• “How was this learning experience different, if at all, from any previous experi-
ence you have had dealing with programming?”
A student’s t-test was used to examine significance between the Gidget group and
GidgetML group on each feature of our data.
4.5 Results
Out of 147 students registered in a first year class, 100 took part in the study. The
group of participants from the first day of laboratories was labelled the Gidget group,
totalling 32 students, and those from the remaining labs were labelled the GidgetML
group, totalling 68 students. The average age of participants was 18.49. 81 students
identified as male and 12 identified as female; details on the genders (e.g. transgen-
dered) of the remaining 7 students have been kept hidden to protect anonymity.
77 students had taken a computer science course before (84% of Gidget, 74% of
GidgetML), 16 students had experience making a website from scratch (19% of Gid-
get, 15% of GidgetML), 70 had written a computer program before (75% of Gidget,
78% of GidgetML), and 10 students had written or contributed to developing software
(13% of Gidget, 9% of GidgetML).
We did a keyword search through participants’ responses to our questionnaires,
searching for the words ‘hard’, ‘difficult’, ‘challenge’, and ‘frustrate’, and found the
following results:
Interesting quotes from Gidget Group:
• “Really great and difficulty as levels progressed was challenging.”
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• “The challenge of the game kept me interested in it but not being compensated
for my efforts left me unwilling to continue further.”
• “There was no clear dialogue on how to obtain the battery to complete the level.”
• “The game was getting difficult to understand in what I had to accomplish and
what commands I had to use in order to finish certain steps which was frustrat-
ing.”
• “Frustration and not knowing why the code wasn’t working. Maybe after a few
tries a hint could be provided.”
• “Either the level was too hard or there was too much dialogue.”
• “Difficult to understand at first made sense after a few tries.”
• “I got frustrated.”
• “It seemed frustrating sometimes because I had difficulty comprehending what
Gidget was trying to say.”
• “Got too hard!!”
• “It felt like manual debugging and I definitely felt the same kind of frustration
as when a program doesn’t work.”
• “Despite the frustration I enjoyed playing the game with my friends, we got
some laughs out of it.”
Quotes from Adaptive Group:
• “...increasing difficulty throughout the levels of the game.”
• “I ran out of time and there was a sharp difficulty spike on level 18.”
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Figure 4.6: Perceptions of Gidget
• “It was more difficult [than real programming] because I found the commands
confusing.”
• “I like the challenges. They’re small and cute so I would love to play more.”
• “Gidget was very friendly and I felt bad when I could not complete particular
levels.”
• “The game became challenging and I felt like I was confused on what the level
was asking me.”
• “...it was frustrating at times but it was still a good experience.”
Results from student perceptions of Gidget are shown in Figure 4.6. Students’
expressed enjoyment of Gidget was relatively neutral (mean=0.063, std=1.044), but
students in the GidgetML group (mean=0.154, std=1.034) enjoyed the game more
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Figure 4.7: Coded perceptions of Gidget
than those in the Gidget group (mean=-0.133, std=1.074). This result was not sig-
nificant (t=-1.242, p=.109). Students overall would recommend the Gidget game
(mean=0.147, std=1.076), regardless of whether they were in the GidgetML (mean=0.141,
std=1.067) or Gidget group (mean=0.161, std=1.128). This result was not signifi-
cant (t=0.087, p=.465). Students generally wanted Gidget to succeed (mean=0.681,
std=1.013), although this effect was stronger in the GidgetML Group (mean=0.794,
std=0.986) than the Gidget group (mean=0.452, std=1.060). This result was almost
significant (t=-1.542, p=.063).
Results from coded student perceptions of Gidget are shown in Figure 4.7. Re-
66
Figure 4.8: Variance of Energy used in Solutions
sponses were coded as 1 for positive responses, 0 for neutral responses, and -1 for
negative responses. Students overall had a neutral impression of Gidget’s dialogue
(mean=-0.0294, std=0.840), with students in the Gidget group having a slightly more
negative opinion (mean=-0.143, std=0.756) towards it than those in the GidgetML
group (mean=0.050, std=0.904). The difference between groups was not significant
(t=-0.924, p=.179). There was generally a positive opinion of Gidget’s avatar, re-
gardless of group (mean=0.500, std=0.738). The difference between groups was not
significant (t=-0.164, p=.435).When comparing the game to real coding activities,
the game was overall viewed neutrally (mean=-0.045, std=0.824), but those in the
Gidget group (mean=0.185, std=0.879) significantly (t=1.915, p=.030) preferred the
game over past experiences with programming than those in the GidgetML group
(mean=-0.205, std=0.767) .
Student data on the variance of how much energy (steps) was needed to complete
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Figure 4.9: Grouped Variance of Energy used in Solutions
levels is shown in Figures 4.8 and 4.9. Figure 4.8 shows how each lab differs on the
variance of energy used in their program solutions. The Gidget group, from labs 1-3,
had a significantly higher average variance (mean=101, std=103) than the GidgetML
group of labs 4-6 (mean=32.7, std=34.5). Figure 4.9 illustrates the difference between
the two groups. The difference between groups was statistically significant (t=3.842,
p=.000108).
Student data on the variance of number of failures per level is shown in Figures 4.10
and 4.11. Figure 4.10 shows how each lab differs on the variance of energy used in their
program solutions. The Gidget group, from labs 1-3, had a significantly higher average
variance (mean=1411, std=827) than the GidgetML group (mean=765, std=763) of
labs 4-6. Figure 4.11 illustrates the difference between the two groups. The difference
between groups was statistically significant (t=4.949, p < 0.00001).
Figure 4.12 shows the responses of students to the GEQ. On average, students
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Figure 4.10: Variance of failures per level
scored low (below 2 out of 4) on all of the GEQ items. Interestingly, this means
students felt neither a significantly negative or positive experience. There was no
significant difference found between the two groups.
4.6 Discussion
• RQ1 - Does Gidget benefit from adaptation?
To answer this question, we looked for evidence that would inform us about the
need for Gidget to be adaptive. Although we had the option of having students self-
report whether Gidget was appropriate for their competency level, we instead opted
for an analysis of the logged data available from game play. In Figures 4.8 and 4.10,
we show how the Gidget group’s variance was both high in value as well as highly
varied between participants. This high variance illustrates that the performance of
69
Figure 4.11: Grouped variance of failures per level
Figure 4.12: Responses to GEQ [BFC+09]
students differed greatly from level to level, suggesting that Gidget could benefit from
adaptation.
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• RQ2 - Is GidgetML effective at adapting to a learner’s level of competency?
Using our methodology from Chapter 3, we sought to answer this question by
determining if an adaptive version of Gidget could reduce the variance in participant
failure rates and energy usage. A reduced variance would indicate that the difficulty
of the game was more consistent with respect to the competence of the participant.
From Figures 4.9 and 4.11, the change observed in variance between the Gidget and
GidgetML groups suggests that our adaptation had a significant effect on students,
and the different coded responses support the idea that the Gidget group had more
negative experience with the game than the GidgetML group. Although we did
not see significant differences on answers from the GEQ, this may simply be due to
players not having strong emotional feelings about the game one way or another. In
Figures 4.8 and 4.10, we can also see that the variance of the GidgetML group seemed
to decrease over time, as we had access to more data for use in adaptation. This is a
promising observation that with additional data, GidgetML could be even better at
adapting to learner competences.
4.7 Threats to Validity
We encountered several challenges while conducting this study. First, the length of
the original Gidget game was a large hurdle for many students in the classroom en-
vironment, as many were not able to complete all of the game’s levels. Second, the
k-means clustering algorithm used in GidgetML was a challenge, especially when ex-
treme outliers were introduced into the data set, which caused issues for low amounts
of student data. Third, our work could have benefited by gathering a larger, more
varied population of participants from different schools and countries rather than a
population in a single class at a single university. Although most students reported
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similar backgrounds in computer programming, there were most likely differences in
specific content that they learned from their prior education at different high schools.
We chose to adapt Gidget because it was a third-party developed game. This was
a deliberate choice as adapting a game that we created ourselves would potentially
introduce bias into our research. However, a side effect of this choice was that some of
the feedback from participants was related to issues that arose from the original game
independently of our adaptive implementation. Furthermore, while Gidget is similar
to other existing serious programming games in its delivery of tasks and imperative
coding style, there are many other games that have a significantly different style of
gameplay that would require alternative adaptive strategies.
Although we followed our general adaptive methodology for serious programming
games [MB18a], some of our implementation choices were specific to Gidget; in par-
ticular, the starter code and concept of energy units were unique to the game and
would not be present in other serious games. However, the principles of modifying
starter code or putting restrictions on the number of permitted steps in a solution are
generalizable to other serious programming games. Any game that requires players
to program a sequence of steps to solve a puzzle can have these elements, and thus
might be adapted by a similar implementation to the one we used for GidgetML.
4.8 Summary & Future Work
We found that Gidget had the potential to benefit from adaptation, as observed
through the high levels of variance among learners who played the game. GidgetML,
our adaptive version of Gidget, significantly decreased the observed variance, without
extensively changing the content in the original game. In the short-term, our upcom-
ing research will investigate correlations between the use of adaptation and student
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grades. Although grades on lab scores do not necessarily indicate learning, it would
be useful to know if there are correlations between student academic evaluations and
the adaptive assessments, especially in a longitudinal approach. We also hope to
conduct another study with a more balanced population, to determine if there are
differences in adaptation benefits when considering demographics such as gender.
In the future, it would also be interesting to explore variation on GidgetML by
looking at the use of different adaptable game features such as time and different
adaptation strategies (i.e. machine learning algorithms). In particular, it would be
valuable to explore adaptation strategies that can learn from incomplete data sets of
student gameplay. Another avenue of future work is to explore GidgetML in different
contexts including outside the classroom and in scenarios where students replay the
game. Finally, we plan to continue exploring the benefits of our adaptive methodology
with other games that help students learn programming.
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Chapter 5
Adapting Game Play and Hints in
RoboBUG
5.1 Introduction
The first version of RoboBUG was developed during my master’s thesis with the aim
of addressing student challenges with debugging through an exploratory setting that
does not require students to write code [Mil15] . The inspiration for RoboBUG came
about while reviewing the serious game literature - it was evident that most games
in the literature required students to write source code to solve problems, and few
games involved students comprehending and analyzing code written by someone else.
In an industry setting, most source code is written by teams of developers rather
than a single individual. Furthermore, a significant amount of debugging in industry
requires an understanding of another developer’s source code in order to locate errors
and fix bugs. Expert debuggers have an advantage over novices both in terms of
familiarity with bugs as well as proficiency in debugging techniques [GO86]. In
addition to a lack of emphasis on debugging in serious games, it was also observed
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that in general, debugging and its relevance to programming is not always reflected
in university computer programming curricula. Although debugging is included as a
topic in the ACM/IEEE-CS curriculum [For13], it is rare to see a university course
focus extensively on debugging.
RoboBUG is designed for students who have already learned the fundamental
concepts of programming but are not experts in debugging. These students often find
debugging to be frustrating and difficult, especially when they also are not the creators
of buggy code [CL04]. RoboBUG introduces four different debugging techniques with
real world applications, and aims to improve novices’ competence with debugging by
requiring them to apply these techniques to progress through the game.
As part of my PhD research, I conducted a previous evaluation of RoboBUG
which found that it helped students to achieve learning outcomes, particularly for
those who were not initially skilled at debugging (See Appendix A.3) [MB17]. Al-
though the evaluation is not a primary contribution of this thesis, it was essential
for RoboBUG to meet the methodological requirements discussed in Chapter 3. The
game itself is relatively short and was designed to fit in the time frame of an under-
graduate computer science lab (approximately 60 minutes). The game is divided into
four different ‘chapters’, each based on a different debugging technique. Players are
permitted to choose which levels they would play, and are are not required to start at
the first level and proceed through a pre-determined path from beginning to end. My
previous evaluation of RoboBUG, combined with its flexible customizability, make it
a suitable game for adaptation.
As with the previous work on GidgetML, two research questions needed to be
answered:
• RQ1 - Does RoboBUG benefit from adaptation?
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• RQ2 - Is the adaptive version of RoboBUG effective at adapting to a learner’s
level of competency?
In addressing these research questions, we chose to adapt RoboBUG in two dif-
ferent ways:
1. A variant of RoboBUG that is similar to the adaptation used in GidgetML
where game play content and source code provided to students was adapted,
2. A variant that provides adaptive hints to players at different frequencies based
on their level of competence.
The purpose of these two variants was to answer a third research question:
• RQ3 - Do adaptive hints better support learning and engagement for players
than adapting game content?
In the subsequent sections of this chapter, I will discuss the background behind
RoboBUG, the implementations of the two variants, the methodology behind the
experimental study, the results from the study, and a discussion of the findings on
making RoboBUG adaptive.
5.2 Background
5.2.1 Serious Debugging Games
The survey of serious games presented in Section 2.1 found that very few games
directly address the challenge of debugging. Most programming games, such as Light-
bot [GBW13], only incorporate the activity of debugging implicitly, where players can
debug their code if their first attempt at a solution is incorrect. However, there is
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nothing to prevent players who make mistakes from starting a new solution from
scratch and avoiding the debugging process entirely.
There are some games where this behavior is not a viable option for players. One
example is Code Hunt [BHX+15], where players rely on a table of input and output
values to generate a correct source code solution. Although the code is never intended
to be syntactically, semantically, or logically incorrect, players must still use problem
solving skills akin to those used for debugging to determine how to change their code
into one that matches the desired inputs and outputs. However, Code Hunt is still
not a debugging-focused serious game, in that the application of debugging and the
methods used are ad-hoc.
Perhaps the most well known game that was designed to help with learning debug-
ging is Gidget [LBK+14], discussed previously in Chapter 4. Recall that in Gidget,
players are presented with incorrect code at the start of each level, and the intent
of the game is for students to observe the incorrect behavior of the code, and use
that knowledge to create a correct solution. However, even Gidget has some limi-
tations when it comes to learning debugging. Firstly, some players may decide to
delete all of the starter code and create a solution from scratch, which removes the
debugging activity entirely. We observed this particular behaviour in our previous
study on GidgetML. Secondly, the strategies needed to debug levels in Gidget do not
encompass many of the debugging techniques used in real world debugging. These
limitations were part of the inspiration for the creation of the original RoboBUG
game, which addressed the limitations by removing the code modification component




An empirical study of novice debugging patterns discovered that “many students with
a good understanding of programming do not acquire the skills to debug programs
effectively, and this is a major impediment to their producing working code of any
complexity” [AEH05]. This is explained partially by inconsistent knowledge in novices
with weak debugging skills and a lack of familiarity with debugging techniques. One
of the key factors that determine the ability of a good programmer to also be a
good debugger is knowledge of the actual program implementation [AEH05]. This is
particularly relevant when novices are debugging code that was written by someone
else, as they are far less likely to fully understand the intention and behavior of that
code.
An exploration of how novice programmers pick debugging tactics [Lee19] consid-
ered the following debugging techniques:
• generating program output (e.g. print statements)
• tracing by hand (i.e. code tracing)
• asking other programmers for help
• searching for external resources (e.g. documentation)
• rewriting code
• testing code with sample input
• adding comments
• applying undo button in a Software Development Environment (SDE)
• searching for code with SDE
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• writing a to-do list on paper
These tactics vary in their efficacy from situation to situation, and it is unclear how
novices decide which strategy to employ. Among the tactics listed here, RoboBUG
helps novices to learn how and when to use code tracing, print statements, divide-
and-conquer strategies using selective commenting, and also breakpoints which are
not as widely used by novice programmers.
5.2.3 Use of Hints in Serious Games
Hattie and Timperley state that “Feedback is one of the most powerful influences on
learning and achievement, but this impact can be either positive or negative” [HT07].
It is most useful in situations where the feedback addresses faulty interpretations, and
less so when there is a complete lack of understanding by learners, or when learners
become overly reliant on the feedback to solve a problem. Hattie and Timperley
distinguish between four different levels of feedback [HT07]:
• Feedback about a task (FT), such as whether the work is correct or incorrect
• Feedback about processes (FP), such as suggesting a specific strategy to
complete a task
• Self Regulation (FR), such as reminding a learner that they know a certain
concept, and asking them to verify the concept was used in a solution
• Feedback about the self (FS), such as praise and encouragement
Ideally, feedback should follow a path from FT to FP to FR, with minimal use of
FS. However, Simmons and Cope found that when FT was too specific, learners were
not able to develop their understanding [SC93]. If feedback was immediate and overly
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specific, learners instead would focus on the current goal moreso than the strategies
required to attain the goal, leading to trial and error strategies with less effort on the
intended learning.
In the context of a serious game, which can be considered a form of ITS, human
intervention to aid learners can be substituted by AI agents that facilitate knowledge
development. Goldberg and Cannon-Bowers found that “a visible agent in a learning
environment significantly impacted motivation outcomes when compared to voice
and text only feedback conditions” [GCB15]. This feedback was only provided to
learners when their actions met specific critical thresholds, such as when a learner
was identified as missing a step in a procedure. In this case, a pre-defined rule set
was used to determine if intervention is required in real time. Serious programming
games such as BOTS have incorporated this sort of intelligent feedback in the form
of personalized hints, which were provided automatically based on the sequence of
game actions taken by a player [HPB14]. However, the intelligent feedback of BOTS
has not been evaluated for its efficacy with respect to learning or engagement.
5.3 Implementation
5.3.1 RoboBUG
RoboBUG (see Figure 5.1) is a serious game based on the activity of source code
debugging. The original version of RoboBUG can be seen in Figure 5.2. This older
version of RoboBUG featured a plotline where players controlled a robotic avatar
that tried to exterminate invading bugs, but this was updated with the current, more
inclusive theme. The physical bugs that had ‘infested’ the code were changed into
game obstacles that would damage the player if they collided, and a ‘hacking’ activity
was added to allow the player to reveal hidden code. As a reward for completing
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Figure 5.1: The latest version of the RoboBUG game used in this chapter.
levels quickly and with fewer mistakes, players are awarded points that can be spent
on various upgrades, including increased speed or resistance against obstacle damage.
Aside from these small changes, the core gameplay of RoboBUG has remained the
same since conception.
In the current version of RoboBUG, players take the role of a boy named Guy, a
girl named Ivy, or a robot named V.I. (short for Virtual Intelligence), and attempt
to thwart a programmer villain named Black Hat, who is creating malicious bugs to
attack the nearby university. The characters in the game are shown in Figure 5.3.
The game is divided into four ‘chapters’, each of which addresses a different debugging
technique. Each chapter can be completed independently of the others, and are not
designed to be increasingly difficult, although some chapters may be more challenging
than others. The chapters are divided into smaller ‘levels’, which are designed to
build upon each other and provide the opportunity to apply the chapter’s debugging
technique in different ways. To complete a level, a player must apply the technique
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Figure 5.2: Original version of RoboBUG.
to locate a single faulty line of code in a short program, and indicate the location
using a ‘bugfinder’ tool. Correctly identifying the location of the bug ends the level
successfully, while falsely flagging a location with a bug results in the player failing
and needing to repeat the level. As the player progresses through the game, they are
introduced to additional tools that allow them to trigger print statements, ‘warp’ from
one program to another, comment out specific blocks of code, or activate breakpoints
for observing run-time variables. Importantly, none of the bugs in the game are
syntax errors, but instead the game focuses on logical and semantic errors, which are
more difficult to detect.
Chapter 1 - Code Tracing
The initial chapter focuses on code tracing, which is the technique that requires the
fewest in-game tools. The game’s story involves the main characters overheating,
as the university’s temperature controls were bugged and not correctly calculating a
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Figure 5.3: Characters in the latest version of RoboBUG. Players may choose from a
boy (Guy), girl (Ivy), or robot avatar (V.I).
room’s average temperature. The main function in this chapter calculates the average
of a set of numbers, and players are expected to locate the bug by reading through the
code and identifying the line where a bug has been placed. Some of the bugs in the
levels from this chapter include incorrectly initialized variables, incorrect arithmetic
calculations, and extraneous code.
Chapter 2 - Print Statements
The second chapter introduces print statements, which are used to output individual
variable values when a program is running. The game’s story involves a mixup with
the characters’ file systems, as their files have been unsorted and placed out of order.
As the player progresses through the levels in this chapter, they must debug functions
for swapping elements in a list, adding elements to a sorted list, and finally sorting an
unsorted list. The bugs in these levels include mostly algorithmic and out of bounds
errors.
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Chapter 3 - Divide and Conquer
The third chapter introduces the strategy of divide and conquer, whereby a bug is
located by using the process of elimination to determine which sections of the code the
bug could or could not be located within. The game’s story involves the characters’
computers no longer displaying colors, due to numerical errors in a ‘color database.’
To find the bugs in this chapter, the player is given access to a ‘comment’ tool that
can comment out a block of code, then execute the program and display whether
the bug persists (i.e. was not commented out). All bugs in these levels are simply
changes to numerical values, but the extensive length of the code makes these bugs
extremely time consuming to locate unless a divide and conquer strategy is used.
Chapter 4 - Breakpoints
The final chapter introduces the concept of breakpoints, whereby the run-time exe-
cution is paused at the given breakpoint and the value of multiple variables can be
observed. In the game, the characters are having issues with their wireless connec-
tions due to computer miscalculations in a three dimensional space. An unintuitive
function for calculating distance between two points has bugs introduced that cause
incorrect behavior, which can be observed using different breakpoints. The design
intention of this chapter was for the bugs themselves to be very difficult to spot, but
for their location to become evident when the data from the breakpoints is assessed.
The bugs in this chapter include formulas with extra negations or changed operators.
5.3.2 RoboBUG Adaptations
To aid in comparison across games it would be preferable to keep the implementation
of adaptivity in RoboBUGas similar as possible to the adaptation used in GidgetML.
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However, the nature of RoboBUG as an exploratory game which does not include a
program writing component entails some differences in how the game must be adapted
in comparison to GidgetML. For example, RoboBUG does not have the same ‘energy’
system as Gidget, which was needed to measure the efficiency of a solution. Instead,
the only metric that might indicate efficiency in discovering a bug is time, as an expert
debugger would likely find bugs more quickly than a novice. Fortunately, RoboBUG
still provides the opportunity for students to fail, and thus learn from their mistakes,
which occurs any time a student incorrectly indicates the presence of a bug. The only
way to successfully complete a level is for students to apply the relevant debugging
technique in order to find the bug, and use their ‘tools’ to specify where they believe
the bug is located. The task of figuring out how to fix the bug is not included in the
game. We focus on finding and not fixing bugs because, as in real debugging cases,
finding a bug takes up significantly more effort than fixing it [FLM+08].
The two variables used in the assessment of RoboBUG players were time and
number of failures per level. Once a player completes a level, they are categorized
in comparison to the non-adaptive RoboBUG players using a K-means classifier with
3 centroids. The result of this calculation is a set of three different groups, one of
which contains the current player. The average number of failures per group is then
used to sort the three groups into high, medium, and low competence ratings, which
then denotes the competence of the current player. This competence rating is used
to determine the degree of adaptation for the next level that the player chooses to
complete.
Unlike GidgetML, two different adaptations were created based on the original
RoboBUG game. The first of these adaptations focused exclusively on providing
hints to players when they failed a level or used one of their in-game tools. Most
of these hints were customized for each level, but the first hint provided when a
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player failed was a general reminder of the relevant debugging technique and how
it should be used. The second of these adaptations followed a similar strategy to
the one used in Gidget, where the provided code was altered to make the bugs more
obvious, and penalties were reduced on players who made mistakes or collided with
the bug obstacles. Both variants varied the degree to which they adapt based on the
level of competence of the player, where those assessed at a ‘high’ level of competence
did not have the game altered at all, while those in the ‘low’ level of competence
received the maximum level of adaptive changes. Competence levels for players were
recalculated after each task was completed. The work needed to implement the
adaptations constituted an addition of 7317 lines of code and the deletion of 1606
lines of code, resulting in a net 5711 lines of code being added, or about 5% of the
total project size.
Hint Adaptation
The adaptive variant of RoboBUG with hints supports players using three different
types of hints, which show up at different frequencies based on the adaptive setting.
For players classified as high competence, no hints are provided. Hints for medium
and low competence players vary as follows:
• When a player fails a level for the first time, they are provided a reminder of
how to apply the relevant debugging technique for that level. For example,
players attempting to complete levels in the divide-and-conquer chapter would
be shown the message: “The bug is somewhere in this code, but it could take a
long time to do code tracing. Use your tools to check different sections of code.
If the bug persists when you comment something out, it must be somewhere
else.”
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• If the player is classified as low competence and fail a second time, or classified
as medium competence and fail a third time, a customized hint for that level is
provided.
• If the player is classified as low competence, any failures after the second will
result in players being presented with a hint that specifies exactly what the
player should think about when debugging the code. A medium competence
player will be shown these same hints every other time they fail a level after
their third failure.
• Whenever a player of low competence uses a tool in specified locations, and
every other time a player of medium competence does the same, they are shown
a customized hint that elaborates on the information that the tool provides.
For example, a print statement that outputs a list of numbers would only show
the numbers themselves to a player of high competence, while a low competence
player would see both those numbers as well as an English description of what
the values represent in context. These descriptions are presented to the player
by one of the characters in the game other than the player’s chosen avatar, to
create the impression of a pair programmer helping to debug the code.
Gameplay Adaptation
The adaptive variant of RoboBUG that does not include hints attempts to recreate
some of the adaptations that were used in the study of GidgetML. Like GidgetML, the
code that the players are initially provided with is altered based on the competence
of the player, and like the hint variant, no adaptations occur for high competence
players. The adaptations for medium and low competence players are as follows:
• The lines of code that contain the bugs were customized to be more noticeable
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for medium competence players, and even more noticeable for low competence
players. For example, in a level where the correct line of code is “avgT = 0.0”,
the high competence player would see the bug as “avgT = false”, the medium
competence player would see “avgT = ‘hello world’”, and the low competence
player would see “Average = 10 billion”.
• Low competence players only take half as much damage when they falsely iden-
tify a bug or collide with an obstacle, while medium competence players take
75% as much damage. This means that without acquiring in-game upgrades,
medium and low competence players are permitted at least one mistake in iden-
tifying a bug while high competence players only get one attempt before failing
the level.
• The moving obstacles in the game travel at half speed for low competence
players, and 75% speed for medium competence players.
5.4 Methodology
The evaluation methodology for RoboBUG is comprised of two separate experimental
stages, conducted in two different semesters with two different groups of first year
students. The first study was specifically designed to be a non-adaptive evaluation
of the RoboBUG game, while the second study used data from the first to adapt the
game for each student. The studies took place in the students’ regularly scheduled
lab setting, and were supervised by teaching assistants without the presence of the
researchers.
The methodology followed in the experimental studies is shown in Figure 5.4. In


























Figure 5.4: Evaluation methodology for both RoboBUG studies.
Study 1 used the Non-Adaptive version of RoboBUG, and data was collected from the
questionnaires provided to participants as well as game play data logged during the 1 hour
gameplay session. Study 2 randomly assigned participants to either the Adaptive Hints or
Adaptive Gameplay variant of RoboBUG, using the logged data from Study 1 to assess
participants.
tiple choice questions that evaluated their knowledge of debugging and debugging
techniques. Students were not informed as to the results of the skill testing ques-
tionnaire. Once this questionnaire was completed, which took approximately 5-10
minutes participants were instructed to play RoboBUG for approximately one hour,
before completing the exit questionnaire using the last 10 minutes of the lab time.
The exit questionnaire repeated the same skill testing questions from the initial
test, in addition to questions from the GEQ [BFC+09]. The GEQ is a questionnaire
designed to assess the thoughts and feelings of players immediately after gameplay
on the components of Immersion, Flow, Competence, Positive & Negative Affect,
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Tension, and Challenge. The full lists of questions used can be found in the Appendix.
5.5 Results
5.5.1 Overview
Out of 147 students in a first year programming course with students registered in a
CS program, 107 students took part in the first experiment (non-adaptive). Of these
107 students, 68 both played the game and completed both questionnaires.
Out of 49 students in a first year programming course with non-CS students, 29
students took part in the second experiment (adaptive). Of these 29 students, 23 both
played the game and completed both questionnaires. This group of 23 was divided
randomly into two smaller groups: one which played the adaptive variant with hints
(11 students), and one which played the adaptive variant which altered game content
(12 students).
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Figure 5.5: Initial Debugging Skill Test Scores
Figure 5.6: Final Debugging Skill Test Scores
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Figure 5.7: Changes in Debugging Skill Test Scores after playing RoboBUG
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5.5.2 Test Scores
When comparing test scores between the non-adaptive and adaptive groups, the initial
test results were significantly higher for the non-adaptive group (M=4.99, SD=2.26)
than the adaptive group (M=3.87,SD=2.51), t(89)=1.9884, p=0.0498. This effect is
shown in Figure 5.5. Although the mean remained higher for the non-adaptive group
(M=5.54, SD=2.69) than the adaptive group (M=4.65, SD=2.33) for their final test
results, this difference was not significant, t(89)=1.4193, p=0.1593. This is shown in
Figure 5.6. The adaptive group had a higher improvement in test scores (M=0.78,
SD=2.28) than the non-adaptive group (M=0.56, SD=2.20), as shown in Figure 5.7,
but this was not significant. There was no significant difference between test scores
or test score improvements between the hint group and no-hint adaptive group. The
average adaptive setting, which was nearly identical for both groups, both did not
seem to correlate with test scores, except in the case of the hint group, where the
frequency of hints correlated with higher results on the final test (R=0.536, P=0.110).
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Adaptive Non-Adaptive
Competence M=1.750, SD=1.121 M=1.848, SD=1.172
Immersion M=2.00, SD=1.09 M=1.72, SD=1.22
Flow M=1.261, SD=0.890 M=1.110, SD=1.112
Challenge M=2.348, SD=0.970 M=1.860, SD=1.178
Tension M=2.152, SD=1.318 M=2.235, SD=1.131
Negative Affect M=2.239, SD=1.054 M=2.206, SD=1.144
Positive Affect M=1.826, SD=1.202 M=1.419, SD=1.128
Adaptive Hints Adaptive Gameplay
Competence M=2.045, SD=1.313 M=1.667, SD=1.052
Immersion M=2.27, SD=1.10 M=1.75, SD=1.06
Flow M=1.409, SD=0.917 M=1.125, SD=0.882
Challenge M=2.682, SD=0.751 M=2.042, SD=1.076
Tension M=1.818, SD=1.347 M=2.458, SD=1.270
Negative Affect M=1.955, SD=1.083 M=2.500, SD=1.000
Positive Affect M=2.045, SD=1.254 M=1.625, SD=1.170
Figure 5.8: Mean Results from GEQ. The higher mean in each row is in bold.
94













0 0.5 1 1.5 2 2.5 3 3.5 4
Non-Adaptive Adaptive Gameplay Adaptive Hint
Figure 5.9: Self-Assessment of Student Competence
Figure 5.10: Self-Assessment of Student Immersion
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Figure 5.11: Self-Assessment of Student Flow
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Figure 5.12: Self-Assessment of Student Tension
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Figure 5.13: Self-Assessment of Student Challenge
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Figure 5.14: Self-Assessment of Student Negative Affect
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Figure 5.15: Self-Assessment of Student Positive Affect
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5.5.3 Game Experience Questionnaire
A comparison of mean results from the GEQ can be found in Figure 5.8.
For challenge, the adaptive group (M=2.348, SD=0.970) had a higher mean
than the non-adaptive group (M=1.860, SD=1.178), which was not quite statisti-
cally significant, t(89)=1.7887, p=0.771. This is shown in Figure 5.13. Meanwhile,
the adaptive hint group experienced a statistically significantly higher level of chal-
lenge (M=2.682, SD=0.751) than the non-adaptive group (M=1.860, SD=1.178),
t(77)=2.234, p=0.0284.
For positive affect, the adaptive group (M=1.826, SD=1.202) had a higher mean
than the non-adaptive group (M=1.419, SD=1.128), and this more significant when
specifically comparing the hint group (M=2.045, SD=1.254) to the non-adaptive
group (M=1.419,SD=1.128), t(77)=1.683, p=0.0965. This is shown in Figure 5.15.
Figure 5.16: Percent of Students who completed a given level
99






















































Adaptive Hint Adaptive Gameplay






















































Adaptive Hint Adaptive Gameplay
Figure 5.19: Average Time per Level (Hints vs No Hints)
Figure 5.20: Average Time per Level (Non-Adaptive vs. Adaptive)
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5.5.4 Game Play
Comparing the adaptive levels assigned to students, the average level for the hint
group (M=1.690, SD=0.3708) was very similar to that of the no-hint adaptive group
(M=1.682, SD=0.2995).
When observing which game levels were completed by students, as shown in Fig-
ure 5.16, the players in the adaptive group (M=0.6667, SD=0.1689) were signifi-
cantly more likely to play the first three sections of the game than the non-adaptive
group (M=0.4641, SD=0.1512), t(16)=2.680, p=0.0164. The non-adaptive group was
more likely to skip directly to the fourth and final section of the game (M=0.4883,
SD=0.1658) than the adaptive group (M=0.2759, SD=0.06295), although this result
was not quite statistically significant, t(6)=2.395, p=0.0536. Recall that chapters are
independent of each other, meaning that students did not need to complete the earlier
chapters in order to finish the later ones.
For average failures per level, as shown in Figures 5.17 and 5.18, the adaptive
group made significantly more errors (M=2.009, SD=1.378) than the non-adaptive
group (M=1.083, SD=0.6841), t(24)=2.170, p=0.0401. The no-hint adaptive group
had fewer failures per level (M=1.657, SD=1.336) than the hint group (M=2.274,
SD=1.710), but this was not a significant result.
Comparing average time spent on each level, both the adaptive (M=114.7, SD=40.83)
and non-adaptive groups (M=113.2, SD=79.70) had very similar means. However,
the non-adaptive group spent a noticeably larger amount of time on early levels of
the game, while the adaptive group spent more time on the later levels. This result
is shown in Figures 5.19 and 5.20. For the adaptive groups, the hint group spent




The most significant result from the study was related to players’ choices of which
levels to play through in the RoboBUG game. The adaptive group, which was com-
prised of non-CS students who may be less familiar with debugging than their CS
counterparts, were far more likely to play through the game ‘normally’ (i.e. from the
beginning to the end) than the non-adaptive group, who often would skip directly
to the final chapter of the game after playing through the game’s tutorials. This
suggests that some of the non-adaptive group felt confident in their abilities without
needing the game’s help to learn, and wanted only to complete the game as quickly
as possible. Meanwhile, the non-adaptive group was less likely to make it to the final
chapter of the game, opting instead to play sequentially from the beginning until they
gave up on playing.
The most significant result from the test score observations was the higher initial
mean for the non-adaptive group compared to the adaptive group. This could be
explained by the difference in participants; the non-adaptive group was comprised of
CS students who may have had more exposure to the topic of debugging compared
to the non-CS students in the adaptive group. However, it is noteworthy that the
adaptive group had greater improvements in their test scores after playing the game,
and more importantly, the post game test scores were not statistically significantly
different. This suggests that the game helped to bridge the gap in competence between
the non-CS students and the CS students. Although both the hint and no-hint
adaptive groups had similar test results, the presence of more frequent hints predicted
better results on the final test, independently of the player’s initial test score. This
could be because the hints themselves included general information about debugging
(such as explaining when it is appropriate to use a given technique) that were directly
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relevant to the skill test.
The number of errors made per level was significantly higher for the adaptive
group than the non-adaptive group, which is supported by the difference in initial
test scores. It is also important to note that the majority of hints provided to those
in the hint group were only made visible after the player failed a level at least once.
However, the hint group did not fail significantly more often than the non-adaptive
hint group, which suggests there was not a reliance by the hint group on failing levels
on purpose just to see hints.
When examining the time spent on each level, it seemed that those in the non-
adaptive group spent more time on the earlier levels of the game, while the adaptive
group spent more time on the later levels (which the non-adaptive group often skipped
to directly). One explanation for this is that those in the non-adaptive group who
opted not to skip to the end of the game were the least competent and thus less likely
to feel confident enough to skip to the end of the game. Another possibility is that
the first levels of the game were more difficult without some form of adaptation, and
thus participants found themselves struggling to understand how the game worked
without any hints or obvious bugs to help them figure things out.
Unfortunately, no significant results were found from the GEQ. However, when
looking at the average results, it seems that the adaptive group scored higher on
competence, immersion, flow, challenge, and positive affect compared to the non-
adaptive group. The hint group similarly scored higher on those categories compared
to the no-hint adaptive group. For the categories of tension and negative affect, the
adaptive group scored lower than the non-adaptive group, and the hint group scored
lower than the no-hint adaptive group. As RoboBUG is not an action game intended
to inspire feelings of tension, these results could mean that the adaptive group had a
better game experience than the non-adaptive group, and the hint group had a better
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game experience than the no-hint adaptive group.
5.7 Threats to Validity
Unfortunately, the adaptive portion of this study took place during the COVID-19
crisis in March of 2020. Unlike the non-adaptive portion of the study, it was not
possible for any teaching assistants to be physically present to verify that all students
in their labs were taking part in the experiments. This meant that the data collected
was only from a portion of the class, and it is possible that the students who did
not participate were also the ones who might perform significantly better or worse
than their peers. The reduction of participants from this event compounded with the
smaller size of the class that was selected for the study (49 potential students total
for the adaptive study vs. 147 potential students for the non-adaptive study) is the
most substantial threat to validity for this work.
In addition to issues of sample size, there is also the concern with regards to the
competence of the students who participated in the two studies. Specifically, the
students from the larger, non-adaptive study were students enrolled in CS programs,
while those in the adaptive study were exclusively non-CS students taking a course
in computer science. Although the games were presented to students after a similar
number of weeks of the course had transpired, and some CS students had no experi-
ence with programming prior to taking the course, there was still a significant effect
of CS students scoring higher on the skill testing questionnaire, and the discrepancy
in competence between these two groups of students is worth consideration.
Finally, unlike GidgetML, the ability of players to choose the levels they wished
to complete meant that it was not possible to compare variance of failures or time, as
students did not necessarily complete the same levels as each other. It is quite likely
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that students’ test scores were impacted by the levels which they chose to complete.
If students were forced to complete all levels of the game in sequential order, they
may have scored higher on the tests, but this option was not available due to the
limited amount of time students were present in the lab setting.
5.8 Summary
The goal of this work was to answer three research questions about the use of auto-
mated adaptivity in RoboBUG. The first question was:
• RQ1 - Does RoboBUG benefit from adaptation?
Although there are many variables involved in this study, one of the most sig-
nificant results found was that students from the non-adaptive group, which were
observed to have higher competence than those in the adaptive group, were signif-
icantly more likely to skip directly to the final chapter of the game, presumably to
complete it as quickly as possible. Many of these students still completed the first
few levels of the game, but there came a point where they opted to skip directly to
the fourth and final chapter. This suggests that many of these students believed that
RoboBUG was not sufficiently challenging (at least, at the start), and thus was not
appropriate for their level of competence. The affective response of these students
to the game was overall more negative than positive, and the improvement in test
scores after playing RoboBUG was not significant. These observations support the
idea that RoboBUG could benefit from adaptation.
The second research question was:
• RQ2 - Is the adaptive version of RoboBUG effective at adapting to a learner’s
level of competency?
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When comparing the results between the non-adaptive and adaptive groups, the
greater improvements in test scores for the adaptive groups could indicate that the
adaptive RoboBUG game was more appropriately suited for them. This is also sup-
ported by the result that the players of the adaptive RoboBUG game chose to vol-
untarily complete the game in order rather than to skip levels to complete the game
as quickly as possible. Even though the adaptive group failed levels at twice the rate
as the non-adaptive group, their post test scores were still comparable. Finally, the
adaptive group had higher means for the positive variables on the GEQ, as well as
lower means for the negative variables. These observations suggest that RoboBUG
was at least somewhat effective at adapting to a learner’s level of competency.
The final research question was:
• RQ3 - Do adaptive hints better support learning and engagement for players
than adapting game content?
On average, those in the hint group failed any given level approximately two times,
which is the primary method through which hints are administered, thus it is certain
that hints were presented to players throughout the game. With regards specifically
to the GEQ, those in the hint group had the highest average scores for the positive
feelings of competence, immersion, flow, challenge, and positive affect, while scoring
the lowest on tension and negative affect. Players who received a larger amount of
hints also tended to score higher on the post test questionnaire. These observations
support the claim that the adaptive hints supported learning and engagement more
than adapting game content.
Although the second study had some challenges with regards to its execution,
the results of this work provide valuable insight into the role that adaptation can
play in games like RoboBUG. The hint group seemed to have the most positive
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game experience, however the adaptive group had results that improved over the
non-adaptive group regardless of adaptation strategy. It is possible that the best
adaptation for RoboBUG could be one that includes both hints as well as changes to





This thesis presents a novel methodology to the use of adaptive techniques for serious
computer science. The methodology was demonstrated using two case studies that
incorporated adaptivity into Gidget and RoboBUG, which were originally designed
with no options for changing player difficulty or content. After implementing data
collection, machine learning assessments, and automated adaptation, evaluations of
both games supported our hypothesis regarding the benefit of adaptivity in CS serious
games.
In our evaluation, players of the original Gidget found that the game was either
far too easy or far too difficult, and this variance was reduced significantly by the
use of automated adaptation. This reduction in variance indicates that the game was
able to provide students of varying levels of competence with a game play experience
that was compatible with their level of skill. Although results from the GEQ were not
significant, it was found that the GidgetML did no worse than Gidget version in terms
of engaging students, and in fact the non-adaptive group had a (non-significantly)
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more negative experience than the adaptive group. In addition, student perceptions
of GidgetML were generally more preferable to Gidget, as they showed a higher
tendency to enjoy the game and want to succeed.
In our evaluation, players of RoboBUG’s non-adaptive version were observed fre-
quently starting the game, then immediately jumping to the final chapter, suggesting
a mismatch between the game’s challenge and the players’ skill. This effective was
significantly reduced for those playing the adaptive version of RoboBUG, regardless
of whether they were playing the adaptive hint or adaptive gameplay variant. When
comparing the two adaptive variants of RoboBUG, there was a non-signficiant im-
provement in terms of gameplay experience for those given adaptive hints compared
to adaptive gameplay. A small sample size of 23 students in the adaptive group made
it difficult to generalize the results from the case study, however it is promising that
the significant difference in results on the skill testing questionnaire diminished after
the non-adaptive and adaptive groups played the different versions of RoboBUG.
6.2 Contributions
The main contributions of this work include:
1. The systematic review of Serious Programming Games, including educational
content and methods of evaluation. This review illustrates the existing state of
serious programming games and what is available for instructors or learners who
are interested in game-based learning. It provides a foundational understanding
of the CS serious games literature upon which this thesis is based.
2. The adaptive methodology of modifying existing CS serious games to incorpo-
rate automated adaptivity. This methodology includes how to identify suitable
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games for adaptation, create models of learner behavior and task properties,
implement automated adaptations, and evaluate the results of adaptations.
3. The implementation and evaluation of GidgetML, an adaptive version of Gid-
get developed using the aforementioned methodology. Results from the case
study showed how Gidget was suitable as a candidate for adaptation, and that
GidgetML helped to reduce variance in the performance of players with regards
to solution efficiency and failure rates.
4. The implementation and evaluation of two adaptive variants of RoboBUG, de-
veloped using the same methodology as GidgetML. Results from the case study
showed how RoboBUG was suitable as a candidate for adaptation, and that
the adaptive version of RoboBUG addressed challenges with player engagement
found from players of the original non-adaptive game.
The adaptive versions of both Gidget and RoboBUG have been publicly released
as open source projects, to allow for their use by students, educators, and researchers1.
The games also allow for a degree of customization that can be helpful to instructors
who have an interest in including new content into the games.
6.3 Limitations
Our adaptive methodology could be used in the development of new serious program-
ming games, but was designed specifically for improving existing ones and was not
evaluated with new games. This was an explicit choice for evaluation purposes but
also for adoption purposes, as existing games may already have users who will also
be interested in the adaptive variance.
1GidgetML can be accessed at https://github.com/sqrlab/GidgetML. The adaptive variants
of RoboBUG can be accessed at https://github.com/sqrlab/RobotON
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The methodology can not be used with all existing CS games as not all program-
ming games will be suitable for adaptation. It is potentially the case that games which
are initially ineffective at helping players achieve learning outcomes will remain inef-
fective, even when adaptivity is introduced. A task-based game style is best suited
to match the Competence-based Knowledge Space Theory that is the foundation of
this work.
The generalizability of the adaptive methodology outside of introductory program-
ming games has not been evaluated. More advanced topics may require tweaking
the methodology, or finding an alternative approach altogether. For example, my
methodology is intended for individual unassisted players; there may be better alter-
natives for learners in environments where instructor aid is readily available, or where
collaborative work is involved.
A K-means machine learning algorithm with three centroids was used in both
studies, and alternative ML techniques were not explored. K-means was selected due
to the uncertainty with student categorizations, however the algorithm may struggle
when presented with outlier data points. Although this did not seem to be a problem
for the two case studies, future work with using the K-means algorithm for serious
games should consider alternative strategies that can handle the possibility of outlying
data from players.
Improvements on this research could be made in terms of the evaluation of students
after gameplay. As previously mentioned in Chapter 2, there have been concerns
raised about the validity and reliability of the GEQ. The results from the GEQ
used in the two case studies appeared to be consistent with my hypothesis, but the
data gained from gameplay data was more useful in characterizing the behavior of
the participants. Small sample sizes, especially for the second case study, present
additional barriers to generalizing the results of this work. In practice, implementing
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adaptive serious games at a larger scale would require data collected from multiple
years worth of student data, which was not feasible within the scope of this thesis.
The evaluation would also benefit significantly from being able to compare game
play data to student grades. This would improve confidence in the machine learning
algorithm’s ability to correctly assess students, rather than relying solely on game
performance and making probabilistic estimations about student competences.
The RoboBUG case study was significantly impacted by the onset of the COVID-
19 crisis. Originally, the study had been planned to take place during course lab
sessions, but the closure of Ontario Tech University’s campus led to the questionnaires
and activities being distributed online to students who were not being monitored
directly by their teaching assistants. This likely had an impact on the number of
participants who took part in the study, as well as how long participants chose to
play the game and the completion rate of all associated questionnaires. A noticeable
percentage of students played the game but did not complete all questionnaires in the
study, which led to a lower sample size than anticipated. Furthermore, the students
involved in the adaptive RoboBUG study were registered in a computer science course,
but were not registered in a CS program, and thus had a significantly different set of
competences in comparison to those in the non-adaptive RoboBUG study. This effect
could be seen in the difference in results on the pre-game test. While it is good to see
that the difference in results between groups diminished after game play, it remains
difficult to compare the two groups due to their different CS backgrounds.
Finally, the adaptive hint and adaptive gameplay variants of the RoboBUG game
were not found to be significantly different in terms of students’ game play experience.
It is possible that an optimal adaptive approach would incorporate both of these
adaptations, but this was not considered in this thesis due to requiring substantially
more development effort and study participants.
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6.4 Future Work
There are three main areas of future work:
1. Further evaluation of the adaptive methodology with other CS serious games,
2. Applying adaptation within tasks in addition to between tasks,
3. Considering the use of biometrics and eyetracking data to adapt serious games.
6.4.1 Extending the Approach to Other CS Serious Games
Gidget and RoboBUG are both task-based games with a focus on debugging, but
vary significantly in their game play. Gidget has more similarities to other games in
the serious programming game literature, as it involves players using code solutions
to solve in-game problems. RoboBUG is more exploratory, relying on code compre-
hension rather than the ability of learners to write correct code. There are a number
of other games in the literature that include different content or different forms of
game play which may or may not be suitable for the adaptive approach from this the-
sis. Assessing the generalizability of the adaptive methodology requires examining
its efficacy with these other game styles including cooperative or competitive games,
which include social elements that are not found in Gidget or RoboBUG. Future
work in this area could consider these types of games, or games that include more
advanced programming concepts, which differ significantly from the content in Gidget
and RoboBUG.
6.4.2 Modifying the Adaptation Strategy Timing
Gidget and RoboBUG were adapted using a between-task approach, where the data
used for the adaptation was collected after task completion, and content was only
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changed at the start of a task. However, this strategy may not be as effective as
adapting content during a task, as soon as a learner is observed to be frustrated or
bored with the game. It is also possible that the process for data collection could be
improved by including additional data points, including course performance evalua-
tions or data from other games and activities. The proposed approach is not designed
to accommodate games without a task-based sequence of game content, which may
require an alternative strategy to be used.
6.4.3 Assessment and Adaptation Variables
The primary variables used for adaptation in the case studies were failure rates and
code efficiency, but these may not be the best variables that predict student com-
petence. Biometrics or eye tracking data may provide better predictions of player
performance, or may be used to supplement existing data sources [BLZ14]. It is not
yet clear exactly which variables are the most accurate at learner assessment or which
should be used for AI decision making.
6.5 Conclusions
The need for engaging educational tools to support online learning in CS can be
addressed by the use of serious games - many of which have been identified by the
review in Chapter 2. However, it is the responsibility of game developers to ensure
that these games are designed to provide the best learning experience possible. This
requires special consideration to be given to the wide variety of individuals who
may wish to benefit from these games, as serious games have historically struggled to
address the needs of learners from different backgrounds. In the pursuit of an optimal
learning and gaming experience, developers must take into account the diversity of
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their audiences and consider how strategies like automated adaptation can address
the challenges faced by learners of all backgrounds.
Thesis Statement: The use of an adaptive approach in serious games for computer
programming can positively affect the achievement of learning outcomes and
player engagement.
To support this statement, the adaptive methodology presented in Chapter 3 can
provide potential benefits to learners by adapting games based on learner perfor-
mance, without obtrusively interrupting their game play experience and disrupting
their sense of immersion. The application of the adaptive approach has been demon-
strated in case studies on Gidget and RoboBUG, where the adaptive versions of these
games made improvements on the original non-adaptive versions. These are some of
the first games in the serious programming game literature that take advantage of
machine learning for assessing and adapting to learners, but they will hopefully not
be the last. Machine learning is a powerful tool that has not been fully utilized in
the context of serious programming games, and there are still many opportunities for
the power of adaptation to be leveraged to develop better serious games.
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[LBM18] Effie L-C Law, Florian Brühlmann, and Elisa D Mekler. Systematic
review and validation of the game experience questionnaire (geq)-
implications for citation and reporting practice. In Proceedings of
the 2018 Annual Symposium on Computer-Human Interaction in
Play, pages 257–270, 2018.
130
[LDSS04] Dan Li, Jitender Deogun, William Spaulding, and Bill Shuart. To-
wards missing data imputation: a study of fuzzy k-means clustering
method. In Proceedings of the International Conference on Rough
Sets and Current Trends in Computing, pages 573–579. Springer,
2004.
[Lee19] Felix Lee. Exploring How Novice Programmers Pick Debugging Tac-
tics When Debugging: A Student’s Perspective. PhD thesis, UC
Irvine, 2019.
[LK11] Michael J Lee and Amy J Ko. Personifying programming tool feed-
back improves novice programmers’ learning. In Proceedings of the
Seventh International Workshop on Computing Education Research,
pages 109–116. ACM, 2011.
[LK12] Michael J. Lee and Andrew J. Ko. Investigating the role of purpose-
ful goals on novices’ engagement in a programming game. Proceed-
ings of IEEE Symposium on Visual Languages and Human-Centric
Computing, VL/HCC, pages 163–166, 2012.
[LK15] Michael J. Lee and Andrew J. Ko. Comparing the effectiveness of
online learning approaches on cs1 learning outcomes. In Proc. of
the 11th Int. Conf. on Computing Education Research (ICER’15),
pages 237–246, 2015.
[LKK13] Michael J. Lee, Amy J. Ko, and Irwin Kwan. In-game assess-
ments increase novice programmers’ engagement and level comple-
tion speed. In Proceedings of the Ninth Annual International ACM
131
Conference on International Computing Education Research, ICER
’13, pages 153–160, New York, NY, USA, 2013. ACM.
[LKM+08] Amanda Lenhart, Joseph Kahne, Ellen Middaugh, Alexan-
dra Rankin Macgill, Chris Evans, and Jessica Vitak. Teens, video
games, and civics: Teens’ gaming experiences are diverse and include
significant social interaction and civic engagement. Pew Internet &
American Life Project, 2008.
[LLY10] Kris MY Law, Victor CS Lee, and Yuen-Tak Yu. Learning motiva-
tion in e-learning facilitated computer programming courses. Com-
puters & Education, 55(1):218–228, 2010.
[Lon07] Ju Long. Just For Fun: Using Programming Games in Software Pro-
gramming Training and Education-A Field Study of IBM Robocode
Community. Journal of Information Technology Education, 6:279–
290, 2007.
[M+67] James MacQueen et al. Some methods for classification and analysis
of multivariate observations. In Proceedings of the Fifth Berkeley
Symposium on Mathematical Statistics and Probability, volume 1,
pages 281–297. Oakland, CA, USA, 1967.
[MA12] Konstantin Mitgutsch and Narda Alvarado. Purposeful by design?:
a serious game design assessment framework. In Proceedings of
the International Conference on the Foundations of Digital Games,
pages 121–128. ACM, 2012.
[MAD+01] Michael McCracken, Vicki Almstrum, Danny Diaz, Mark Guz-
dial, Dianne Hagan, Yifat Ben-David Kolikant, Cary Laxer, Lynda
132
Thomas, Ian Utting, and Tadeusz Wilusz. A multi-national, multi-
institutional study of assessment of programming skills of first-year
cs students. ACM SIGCSE Bulletin, 33(4):125–180, 2001.
[Man06] Linda Mannila. Progress reports and novices’ understanding of pro-
gram code. In Proceedings of the 6th Baltic Sea Conference on Com-
puting Education Research: Koli Calling 2006, pages 27–31. ACM,
2006.
[MB17] Michael A. Miljanovic and Jeremy S. Bradbury. RoboBUG: A se-
rious game for learning debugging techniques. In Proc. of the 2017
ACM Conference on International Computing Education Research
(ICER ’17), pages 93–100, 2017.
[MB18a] Michael A Miljanovic and Jeremy S Bradbury. Making serious pro-
gramming games adaptive. In Proceedings of the Joint International
Conference on Serious Games, pages 253–259. Springer, 2018.
[MB18b] Michael A Miljanovic and Jeremy S Bradbury. A review of serious
games for programming. In Proceedings of the Joint International
Conference on Serious Games, pages 204–216. Springer, 2018.
[MB20] Michael A Miljanovic and Jeremy S Bradbury. GidgetML: an adap-
tive serious game for enhancing first year programming labs. In
Proceedings of the ACM/IEEE 42nd International Conference on
Software Engineering: Software Engineering Education and Train-
ing, pages 184–192, 2020.
[MBTO14] Elisa D Mekler, Julia Ayumi Bopp, Alexandre N Tuch, and Klaus
Opwis. A systematic review of quantitative studies on the enjoyment
133
of digital entertainment games. In Proceedings of the SIGCHI Con-
ference on Human Factors in Computing Systems, pages 927–936,
2014.
[MC05] Micheline Manske and Cristina Conati. Modelling learning in an
educational game. In AIED, volume 2005, pages 411–418, 2005.
[MCPS16] Anuradha Mathrani, Shelly Christian, and Agate Ponder-Sutton.
PlayIT: Game Based Learning Approach for Teaching Programming
Concepts. Educational Technology & Society, 19(5):5–17, 2016.
[Mil15] Michael A Miljanovic. Robobug: a game-based approach to learning
debugging techniques. Master’s thesis, 2015.
[MML+11] Henry Markram, Karlheinz Meier, Thomas Lippert, Sten Grillner,
Richard Frackowiak, Stanislas Dehaene, Alois Knoll, Haim Som-
polinsky, Kris Verstreken, Javier DeFelipe, et al. Introducing the
human brain project. Procedia Computer Science, 7:39–42, 2011.
[MO99] George F Madaus and Laura M O’Dwyer. A short history of perfor-
mance assessment: Lessons learned. Phi Delta Kappan, 80(9):688,
1999.
[MP09] Briana B Morrison and Jon A Preston. Engagement: gaming
throughout the curriculum. ACM SIGCSE Bulletin, 41(1):342–346,
2009.
[MSO12] Tamotsu Mitamura, Y Suzuki, and T Oohori. Serious games for
learning programming languages. In Proc. of Systems, Man, and Cy-
bernetics (SMC), 2012 IEEE International Conference, pages 1812–
1817, 2012.
134
[NDG10] LE Nacke, Anders Drachen, and Stefan Göbel. Methods for evaluat-
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A.1 Game Experience Questionnaire
Please indicate how you felt while playing the game for each of the items, on the
following scale:






Table A.1: GEQ Questions
Statement shown to participants Variable measured
I felt successful Competence
I felt bored Negative Affect
I found it impressive Immersion
I forgot everything around me Flow
I felt frustrated Tension
I found it tiresome Negative Affect
I felt irritable Tension
I felt skilful Competence
I felt completely absorbed Flow
I felt content Positive Affect
I felt challenged Challenge
I had to put a lot of effort into it Challenge
I felt good Positive Affect
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Debugging is an essential but challenging task that can present
a great deal of confusion and frustration to novice programmers.
It can be argued that Computer Science education does not suffi-
ciently address the challenges that students face when identifying
bugs in their programs. To help students learn effective debugging
techniques and to provide students a more enjoyable and motivat-
ing experience, we have designed the RoboBUG game. RoboBUG
is a serious game that can be customized with respect to different
programming languages and game levels.
CCS CONCEPTS
• Social and professional topics→ Computer science educa-
tion; • Software and its engineering → Software testing and
debugging; • Applied computing→ Computer games;
KEYWORDS
debugging, programming, software engineering, computer science,
education, serious games, game-based learning
1 INTRODUCTION
Research related to programming and software development often
focuses on advancing the state-of-the-art in software developer
practices, techniques and tools. Research into programming and
software development learning tools is equally important as soft-
ware developers must first learn best practices before they can
effectively perform them.
It is essential that programmers who seek to write reliable, high
quality source code be able to efficiently identify and repair bugs
in program code [24]. The process of fixing these bugs, debugging,
has been shown to consume up to 50% of a programmer time in
large software projects [5]. Furthermore, the ability to debug code
is not easily acquired, and experts have a significant advantage
over novices [3]. In addition to experience, experts have knowl-
edge of a variety of debugging techniques including code tracing,
instrumentation and the use of breakpoints in debuggers.
Game-based learning has already been implemented and proven
effective for computer programming education [10, 16] which sug-
gests that it may also prove useful in debugging education. Serious
games should not only help players achieve learning outcomes but
should also provide a fun and positive experience. Previous studies
have shown that motivated and engaged learners will performmore
effectively [8, 18]. Finally, the benefits of serious games suggest
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they may be an effective way to counter the frustration typically
associated with debugging.
First year courses often do not teach debugging explicitly, and
expect students to learn it for themselves. This lack of preparedness
is compounded by the fact that there is no established set of best
practices for teaching debugging [7]. This is compounded by a lack
of online resources dedicated to helping novices learn to debug [3].
Even students with a good understanding of how to write programs
still struggle with debugging [1]. These students may have the
ability to fix bugs in their programs, but only after accomplishing
the difficult task of finding the bugs first.
In general, the lack of accessibility to debugging techniques leads
students to have a primarily negative experience, even when given
the opportunity to learn debugging [20]. This fact is particularly
problematic when students conclude that debugging skills are based
on aptitude and are unable to be learned [4]. We hope to address
the problem of accessibility and frustration with debugging edu-
cation by creating RoboBUG, a puzzle-based serious game, that is
designed to help students achieve debugging learning outcomes in
an enjoyable rather than tedious way.
The creation of RoboBUG required us to address a number of
challenges, including:
(1) Game design: How can debugging activities be repre-
sented as game tasks/actions? How can these tasks be
connected to produce enjoyable and cohesive gameplay?
(2) Game learning data:What debugging topics and learn-
ing materials should be used in the game to achieve the
desired learning outcomes while minimizing frustration?
(3) Game evaluation: How do we design our study to effec-
tively assess debugging learning and level of enjoyment?
In addition, we needed to consider if the combination of game
design and learning data challenges will allow a player to retain
debugging technique knowledge after the game’s completion.
In the remaining sections of our paper we present background
on debugging and game-based learning (Section 2), an overview of
our RoboBUG serious game (Section 3), the results of a pilot study
(Section 4.1) as well as the results of two full studies (Section 4.2
and Section 4.3 ). Our studies were conducted with undergraduates
at the University of Ontario Institute of Technology (UOIT).
2 BACKGROUND
2.1 Debugging
As mentioned in the previous section, debugging is the processing
of finding and fixing problems (bugs) in a program. Debugging can
involve the use of dedicated debugger tools and can use a combina-
tion of both static static and dynamic debugging techniques. Static
techniques are those that do not require execution of the program
Figure 1: A screenshot of the RoboBUG game
The RoboBUG game interface is divided into two regions: (1) The code region (left) in which the user controls an avatar to navigate the source code while using different debugging tools to
eventually find bugs, (2) The sidebar region (right) in which the user can view information about available debugging tools, the currently active tool and the time remaining in the level. In
addition to these two regions, the RoboBUG game also utilizes dialogs (bottom) to provide contextual information to the user including feedback from debugging activities.
while dynamic techniques rely on run-time information. Common
debugging techniques include code tracing, print statements, divide-
and-conquer and breakpoints. Code tracing is a static technique
in which the programmer reads through code to make sure it is be-
having properly. Print statements are a code injection approach
to inserting output statements into the program that display inter-
nal program status information as output. Divide-and-conquer
is a debugging strategy that allows a programmer to systemati-
cally separate source code into sections in an effort to isolate a
bug. Breakpoints are a common feature in modern debuggers that
allows the execution of a program to be paused in order to allow
the programmer to view the internal value of variables at specific
execution points.
After conducting a review of debugging techniques we decided
to select the above four techniques for inclusion in the RoboBUG
game. Other debugging techniques, such as black-box testing, were
excluded in order to constrain the duration of the game. Although
the chosen techniques are only applied in specific levels of the
game, there is an overarching theme of program comprehension.
Experts are faster and more effective debuggers than novices due to
superior program comprehension strategies [14], which is why we
chose to emphasize the importance of comprehension by having
players debug code they did not write themselves.
In addition, we selected types of bugs that are common in student-
written code. As syntax errors are often identified by compilers,
they tend to be less problematic for students than logic or data
errors [9]. Thus, we chose to include only logic and data errors in
our tool, and because we believe the techniques we selected are
best explained through their abilities to find these types of errors.
2.2 Game-based Learning
Serious games for Computer Science is an active research area [17,
23], especially with respect to learning how to write computer pro-
grams. Games such as Code Hunt [21] help learners develop their
skills through puzzle tasks that require players to write programs
in order to solve a specific problem. Serious programming games
usually focus on the act of creating programs by writing source
code, or alternatively by using a drag-and-drop interface, as seen
with Program Your Robot [11]. A nonstandard example of a puzzle-
based programming game is Robot ON! [15], that does not require
players to write any programs. Instead, Robot ON! focuses on pro-
gram understanding and comprehension by requiring players to
read source code written by someone else.
Some games such as Gidget [13] have been designed with an em-
phasis on helping players learn about debugging. However, Gidget
is meant to introduce general debugging, and uses unique pseudo-
code instead of a common language such as C++ or Java. In addition,
Figure 2: A RoboBUG comic storyboard used to advance the
game plot and setup a new game level
The RoboBUG game utilizes a plot to engage the user in the debugging learning tasks.
Each level begins with a four panel comic that provides plot details and connects each
level with an overall story. For example, in the above comic, alien bugs have infected the
player’s mech suit and caused the vision system to malfunction. In the corresponding
level the user is tasked with detecting bugs in the mech suit’s vision system source code.
we did not find any serious games in the literature that specifically
focus on learning debugging techniques.
3 THE ROBOBUG GAME
RoboBUG1 (see Figure 1) is a serious game intended to be played
by first-year computer science students who are learning to debug
for the first time. We chose to design RoboBUG as a puzzle-type
game, as puzzles have been shown to be effective for both helping
to learn material as well as demonstrating higher level concepts
such as critical thinking and problem-solving [19].
RoboBUG was implemented in C# using the Unity game engine2
and open source media elements. Although the standard version of
RoboBUG is based on debugging in C++, it also includes a frame-
work that allows instructors to create their own levels using other
programming languages. New levels are specified using XML and
can be customized with respect to different aspects of a level, in-
cluding time limit, available tools, output text, and source code.
These new levels can be inserted into the game with minimal effort.
In the RoboBUG game a player takes the role of a scientist whose
world is under attack from an alien bug world. The alien world has
sent an advanced army of tiny bugs that infect technology in the
scientist’s world – including the scientist’s ’Mech Suit’ (a robotic
suit of armour). In order to help save the world from the alien bugs,
the scientist must first purge bugs from the infected ‘Mech Suit’.
1https://github.com/sqrlab/robobug
2https://unity3d.com/
Bugs are purged by the scientist by virtually entering the infected
source code to find all of the alien bugs. In each level the player
(taking the role of the scientist) must fix a particular part of the
Mech Suit (e.g. the vision system) by figuring out where the bug
is hiding (see Figure 2). the game is finished once the player has
completed all levels, found all of the bugs, and has a working Mech
Suit. The actions required by different debugging techniques are
represented as tools that the player can aim at lines of code. For
example, a Breakpointer tool can be aimed at a line of code to insert
a break point and a Warper tool can be aimed at a function call to
jump to another part of the code (the function definition).
The default version of RoboBUG includes four levels that teach
different debugging techniques in C++ (see Table 1). Each of these
levels includes: a tutorial that introduces new debugging tools, 2-3
subproblems that contain small debugging tasks and partial source
code and a final challenge that combines the tools introduced in the
tutorials and the knowledge gained from the subproblems. The final
challenge will typically involve detecting a bug in the full program.
A player’s progress through the game is recorded in a set of log
files that allow gameplay to stopped and resumed. Prototype testing
has shown that the gamewith the default levels takes approximately
30 minutes to complete. RoboBUG has been used with the four
default levels during an introductory programming course at UOIT.
3.1 Game Levels
In developing the default version of RoboBUG, we thought about
the order and content that should be included in the game levels. We
chose to first introduce code tracing as it can be used in combination
with other techniques and it is not too time-consuming due to the
short length of the example programs. Next, we selected the use of
print statements in order to help novices learn to identify program
behavior at run-time. This was followed by the strategy of divide-
and-conquer, where novices can reduce the search space for bugs
by commenting out code that is guaranteed to contain no bugs.
Finally, we adapted some features of a debugger so that novices
can learn the concepts of breakpoints and the value of observing a
program’s execution state during run-time.
The following subsections provide a brief walkthrough of the
game levels in RoboBUG. Each level includes several parts that
build upon each other with the final part requiring the player to
debugging a subsystem of the ’Mech Suit’.
3.1.1 Level 1: Code Tracing.
• Subproblem A: A mathematical function definition is pro-
vided to the player that includes input, output, and behav-
ior. The function is intended to return an average of a set
of values (a floating point number), and the player’s goal
is to trace through the code and identify that the ‘avgf’
variable (responsible for storing the average) has a type
(boolean) that doesn’t match its intended use.
• Subproblem B: The source code from Subproblem A is ex-
panded to calculate the average of a list of numbers using
a loop; however, the player needs to identify that the loop
adds the ‘avgf’ variable to a running total sum rather than
properly averaging the numbers.
• Subproblem C: The source code is expanded again and now
contains the full function for calculating the average of
Table 1: An overview of the levels and tools in RoboBUG
Level Tools Description
Level 1 Bugcatcher The Mech Suit is unable to stand because it cannot correctly calculate the physical forces acting
upon it. The player must practice code tracing by identifying bugs while reading through source
code that calculates the average value of a set of physical forces.
Level 2 Bugcatcher,
Activator
The Mech Suit is failing to correctly identify the most dangerous creatures that appear in its
viewing area. The player needs to use print statements to identify program bugs in an algorithm





The Mech Suit vision system has been infected and no longer functions at all. To fix it, the player
must search for a bug in the robot’s visual color database. Since the database is large, the player






The Mech Suit is not able to correctly calculate which creatures are closest in proximity. This
is the most challenging level, requiring the player to use several debugging tools to locate bugs
across multiple functions. This includes the use of breakpoints to display variable values and
program state at run-time while locating the bug in a distance calculation function.
physical forces acting upon the ’Mech Suit’. However, an
extraneous line of source code is present that increments
the average after it has been calculated correctly.
3.1.2 Level 2: Print Statements.
• Subproblem A: The player is presented with a function that
should swap two numbers; however, the final line of code
performs the operation in reverse, and assigns the values
incorrectly. This behavior can be identified when the player
enables the appropriate print statements which show that
the final result only includes one correctly swapped value.
• Subproblem B: The swap function from the Subproblem
A has been incorporated into a function that sort a list
of numbers that unfortunately includes an out-of-bounds
indexing error. Using print statements the player can dis-
cover this area and identify that the bug is in the loop
condition (a ‘>=’ sign is used instead of a ‘>’ ).
• Subproblem C: The final expanded source code is part of
the threat assessment component in the ’Mech Suit’ and
contains a function that sorts a list of threat rankings. The
print statements in this level show the state of the list at
different stages of sorting. Observing each print statement
should help the player realize that the first element of the
list is accidentally not sorted and leads to an incorrect list.
3.1.3 Level 3: Divide and Conquer.
• Subproblem A: The player is presented with a large list
of integer red-green-blue (RGB) color tuples, which each
range between 0 and 255; these represent different colors in
the ’Mech Suit’ vision subsystem. A print statement at the
beginning of the function indicates that one of the green
values is out of bounds. By using a divide-and-conquer
approach to commenting out the different code sections
for different colors, the player can identify that one of the
colors has an out of range green value.
• Subproblem B: The code in this level consists of multiple
large lists of RGB colors, and a print statement at the be-
ginning of the code indicates that there is an invalid blue
color value. The player must use the commenter tool to
comment out each list of colors until the error is located.
• Subproblem C: This level is similar to Subproblem B, except
the source code color lists are divided across multiple files
that must be checked separately. The player uses the com-
menting tool to comment out each file until they discover
which file contains the error. Using their ‘warper’ tool, they
can then warp to that file and isolate the invalid value.
3.1.4 Level 4: Breakpoints.
• Subproblem A: The source code in this part takes two pairs
of numbers representing a location (x and y coordinates),
and indicates which pair has a lower magnitude. The player
uses code tracing to discover that there is a ‘=’ instead of
a ‘==’ in a comparison statement. While this part of the
level does not use breakpoints it is included to show the
benefits of breakpoints in the subsequent parts of the level.
• Subproblem B: This part of the level requires the player to
use breakpoints to check the values of coordinates used in
each function, and identify a small logic error.
• Subproblem C: This part is similar to Subproblem B, but
contains an error where a variable is unintentionally reas-
signed instead of used in a calculation.
• Subproblem D: The source code in the final subproblem
of this level contains a small logic error in a purposefully
obfuscated calculation. The error is obfuscated to enhance
the benefits of breakpoints in finding the bug. This source
code is from the ’Mech Suit’ subsystem that calculates
locations to target.
3.2 Game Mechanics
In order to complete a level, the player must navigate the avatar in
the code region of the game interface (see Figure 1) using the arrow
keys. Once a bug has been found, the player uses the bugcatcher
tool to “capture” the bug at a specific line of code. If the location is
incorrect, the player fails the level andmust start it again. The player
can also fail if he or she expends all of the available tools, or does not

































Figure 3: The RoboBUG evaluation methodology
the player is given access to additional kinds of tools that can
activate print statements (activator tool), comment out source code
(commenter tool), set and trigger breakpoints (breakpointer tool) and
jump to different regions of the program (warper tool). Completion
of each level requires the player to use the tools available before
using the ‘bugcatcher’ tool to complete the level.
4 ROBOBUG EVALUATION
Serious games, including those in the Computer Science education
literature, tend to be published without a proper evaluation [12]
making it difficult to assess their impact on learning. The most
effective type of evaluation to determine the efficacy of a game for
learning is a user study [6]. In our evaluation of RoboBUG we have
conducted three separate user studies with 23, 5 and 14 participants
respectfully. Our first study (Section 4.1) was a pilot study of a first
prototype of RoboBUG, our second study (Section 4.2) assessed
the playability of the refined version of RoboBUG and our third
study (Section 4.3) assessed the enjoyability and the achievement
of learning outcomes in the refined version of RoboBUG.
4.1 Pilot Study
A pilot study of an early RoboBUG prototype assessed the value of
the game in comparison with traditional assignment-based learning.
All participants were undergraduate students at UOIT with knowl-
edge of the C++ programming language. Participants were split
into two random groups: a control group of 12 participants who
completed a short assignment, and an experimental group of 11
participants who played the RoboBUG game. Both the assignment
and the game were based on the same debugging techniques (see
Section 2.1) and included similar source code – each level in the
RoboBUG game had a corresponding assignment question.
The evaluation found no significant difference with regards to
achieving learning outcomes between the assignment-based learn-
ing activity and the RoboBUG prototype. We believe this result
1 2 3 4 5 
Very Slightly / 
Not at all 
A Little Moderately Quite a bit Extremely 
 
1. Interested   __________ 
2. Distressed  __________ 
3. Excited  __________ 
4. Upset   __________ 
5. Strong   __________ 
6. Guilty    __________ 
7. Scared  __________ 
8. Enthusiastic __________ 
 
Figure 4: Positive-Negative Affect Scale (PANAS) [22]
The Positive-Negative Affect Scale is a self-evaluation assessment of affect based on
words that associate with positive or negative emotions. Total affect is calculated by
adding all of the positive or negative item ratings, with higher scores representing higher
affect levels.
was impacted by the fact that study participants who played the
RoboBUG prototype found it complicated, and some participants
were not able to complete the game without hints. Despite this,
participants who played RoboBUG tended to find it to be more
‘fun’. After the results of the pilot study RoboBUG was updated to
address these issues, by subdividing levels, reducing complexity,
and providing opportunities for players to fail and replay the levels.
4.2 Evaluating Playability
To evaluate the current version of RoboBUG, we first conducted a
user study to address the following research question:
• Is the RoboBUG game playable by undergraduate students?
This was an important research question to answer first because
not identifying and addressing issues with playability could seri-
ous impact our ability to assess the learnability and enjoyment
of RoboBUG. In other words, we don’t want design and technical
issues to confound our evaluation of RoboBUG’s potential as a
learning tool for debugging.
Our evaluation involved the participation 5 first year Computer
Science students at UOIT who were familiar with C++. Participants
were between the ages of 18 and 25, with mixed demographics.
Participants individually took part in a 1 hour session during which
they were observed playing the RoboBUG game for at least 30
minutes (see Figure 3). Following the game play, the participants
completed a 20 minute interview where they answered both struc-
tured and unstructured questions about their experience, including:
• What did you learn about debugging that you didn’t know
before?
• What aspect/part of the game was most enjoyable?
• What aspect/part of the game was the most frustrating?
• What aspect/part of the game was most innovative?
• What aspect/part of the game would you like to see im-
proved?
During the interview, participants provided feedback about parts
of the game where they became stuck or frustrated. The goal was
for RoboBUG to be playable before measuring its efficacy as a game.
Overall, the game was viewed positively by the participants,
who particularly enjoyed the game elements that differentiated
RoboBUG gameplay from real debugging tasks. During the inter-
views, the participants gave the following opinions:
• “[I enjoyed] trying to test my skills with how good I am with
debugging."
• “It’s a great tool, that’s what I can say."
• “The way that the divide and conquer was set up was pretty
cool."
• “The inclusion of breakpoints was kind of innovative."
• “[The warper tool] was interesting because I thought all of
the code would be in one class."
• “I think that the warper/commenting, being able to zip be-
tween different segments of code was really good."
While participants enjoyed playing RoboBUG, our study did
identify some important playability issues with the game, including
control problems and concerns with some of the game’s levels.
In particular, participants in all our evaluations had significant
challenges trying to debug a level containing an off-by-one index
bug. This bug was cited by participants to be especially frustrating,
due to players having trouble identifying print statements that
would help them find the bug. There was also some confusion with
the way that the game handled commenting out source code, as
players did not realize that a persisting error meant the bug was
not commented out. A frequently requested change to the game
was the idea of a ‘hint’ system that would provide better feedback
to players who become frustrated or fail to complete levels.
RECALL – WHAT? 
What can print statements be used for in 
debugging? 
a. Outputting the value of a particular variable 
b. Indicating the code that is not run during 
execution 
c. Printing a fixed version of buggy code 
d. Separating buggy code from bug-free code using 
text 
UNDERSTANDING – WHEN? 
Suppose you are debugging code where you need 
to know the values of variables during run-time. 
Which methods are appropriate?  
e. Print statements or breakpoints 
f. Breakpoints or divide-and-conquer 
g. Divide-and-conquer or print statements 
h. Print statements, breakpoints or divide-and-
conquer 
APPLICATION – HOW? 
In the code below, where is the best place for a 
breakpoint if you want to find out the array values 
during each iteration of the sort? 
i. Line 5 
j. Line 7 
k. Line 9 
l. Line 11 
 
 
1. //Sorts a list of numbers 
2. //Input : List of numbers   
3. //Output : Sorted list   
4.    
5. void BubbleSort (int array[],int 
size)   
6. {   
7.     int i = 0; 
8.     int temp; 
9.     bool swapped = true;  
10.     while(swapped){   
11.      swapped = false; 
12.        while(i<size-1){ 
13.            if(array[i]<array[i+1]){ 
14.                temp = array[i]; 
15.                array[i] = array[i+1]; 
16.                array[i+1] = temp; 
17.                swapped = true; 
18.            } 
19.            i++; 
20.        } 
21.     }   
22. }   
Figure 5: Sample Skill-Testing Questions
Listed in this figure are three of the ten questions included in the skill test given to
participants before and after gameplay. The test was divided into three categories of
questions: recall about what the techniques were, understanding when to use each









Interested -0.64  Anxious -0.21 
Enthusiastic -0.64  Nervous -0.14 
Alert -0.50  Guilty -0.07 
Excited -0.36  Stressed -0.07 
Determined -0.36  Depressed -0.07 
Attentive -0.36  Scared 0.00 
Proud -0.14  Distressed 0.07 
Inspired -0.14  Hostile 0.07 
Happy -0.07  Jittery 0.29 
Confident 0.00  Afraid 0.29 
Active 0.07  Irritable 0.36 
Strong 0.14  Upset 0.43 
   Ashamed 0.43 
 
Figure 6: Positive-Negative Affect Scores
This graph shows the average change of affect for all participants based on each question
on the PANAS. Positive scores indicate that participants associated more with that
emotion after playing RoboBUG, and negative scores indicate that players associate less
with that emotion after playing RoboBUG.
4.3 Evaluating Learning and Enjoyment
To further evaluate the current version of RoboBUG, we conducted
a second user study to address the following research questions:
• Does RoboBUG improve a student’s understanding of debug-
ging techniques (i.e., achieve learning outcomes)?
• Do students enjoy playing the RoboBUG game?
Our evaluation again involved the participation of first year
Computer Science students at UOIT between the ages of 18 and 25,
with mixed demographics, gender, and race.
In this study we evaluated the game’s ability to help students
achieve learning outcomes as well as the user experience. This
study involved a larger sample size than the accessibility study (14
students) and took approximately 1 hour to complete. Participants
in this study first completed the Positive and Negative Affect Scale
(PANAS) [22], which assesses the user’s feelings (see Figure 4). The
PANAS scale in our study contained 12 positive words and 13 neg-
ative words. After completing PANAS, participants completed a
debugging skills pre-test. This pre-test included ten multiple choice
questions about the four debugging techniques used in the game
(see Section 2.1). These questions tested participant abilities to re-
call, understand, and apply the debugging techniques. The first four
questions tested knowledge about the usage of each debugging
technique. The next four questions tested understand of when the
techniques should be used. Finally, the last two questions involved
the application of the techniques themselves. Examples of these
questions can be observed in Figure 5. Once the pre-test was com-
plete, participants played the RoboBUG game for approximately
30 minutes. After the game, participants completed the debugging
skills test and the PANAS questionnaire again.
The results of both the pre- and post-game PANAS data and skill































Figure 7: Change in Skill Test Scores by Participant after
playing RoboBUG
Each bar represents a single participant’s score differential on the Skill Test after playing
RoboBUG. The participants are ordered from left to right based on increasing initial Skill
Test scores (before playing RoboBUG). An interesting observation is that the largest





























Figure 8: Box plot of the Skill Test Scores before and after
playing RoboBUG
negative effect as well as debugging skills. The analysis was con-
ducted using a paired t-test (see Figure 9). Our results indicate that
RoboBUG helps students to achieve the debugging learning out-
comes (see Figure 7 and Figure 8). Players became familiar with the
nature of the debugging techniques, and were able to practice de-
bugging and solve problems in a satisfying manner. In addition, the
largest improvements in test scores were observed for participants
with low initial test scores, suggesting that the game is most helpful
for participants who are in the greatest need of assistance. Unfortu-
nately, there was a non-statistically significant decrease in positive
affect and a non-statistically significant increase in negative affect,
indicating that the game still led to some user frustrations. It is
possible that the game remains less frustrating than real debugging
tasks, but our observations of participants suggest that the lack of
Paired-samples t-test 
 Mean Std. Dev. t(13) p value 
Test Scores   3.0970 0.0085 
Pre-Game 5.71 2.46  
Post-Game 7.36 2.10 
Positive Affect  2.1272 0.0531 
Pre-Game 45.93 5.40  
Post-Game 42.93 8.92 
Negative Affect  0.7555 0.4634 
Pre-Game 18.86 5.67  
Post-Game 20.21 10.64 
 
Figure 9: Paired-samples t-test
There was a significant increase in debugging test scores after the game was played. No
significant changes in positive or negative affect scores were observed.
a hint system and the difficulty of the tasks were major challenges.
Ultimately, our game still requires participants to debug code and
completely removing frustration related to debugging remains an
open problem.
5 SUMMARY & CONCLUSIONS
We have presented the RoboBUG game as a serious game solu-
tion to the challenge of learning debugging in first year Computer
Science courses. RoboBUG was evaluated for playability, learn-
ing benefits and enjoyment. Our evaluation of RoboBUG showed
that the game helps students to achieve learning outcomes, but
has a non-statistically significant impact on enjoyment (positive
and negative affect). In addition, the game seemed to be most ef-
fective at aiding students who were not initially skilled at debug-
ging. The RoboBUG game and source code are available online at
https://github.com/sqrlab/robobug.
The short length of the game, chosen to fit within the experiment
time frame, meant that we had to limit the amount of content we
could include. It is possible that different effects on learning benefits
and enjoyment might be observed with an extended play session,
or with added new content. RoboBUG is designed to make the
addition of levels accessible for instructors, but introducing new
game mechanics requires further work from the game developers.
Since the completion of our study, we have continued to improve
RoboBUG by updating the interface design elements, implementing
a hint system to reduce frustration and enhancing the ability to ex-
tend RoboBUGwith new levels. In addition, we have also developed
a prequel game that will allow RoboBUG to be played by users who
have limited programming experience [15]. Future areas of work
include the addition of a points system for competitive play, adding
a cooperative multi-player mode, and improving the replay-ability
by using program mutation [2] to generate random bugs each time
a level is played.
In addition to enhancing the RoboBUG game we are also focus-
ing on additional evaluation. Specifically, we are in the process of
conducting a longitudinal study of RoboBUG in a first year pro-
gramming course at UOIT and believe this larger in-class study will
complement the information from our controlled experiments.
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