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Random numbers are a valuable commodity in gaming and gambling, simulation, conventional and quantum cryptography,
and in non-conventional computing schemes such as stochastic computing. We propose to generate a random bit using a position
measurement of a single mobile charge on a coupled pair of quantum dots. True randomness of the measurement outcome
is—depending on implementation—provided by statistical mechanics, or by quantum mechanics via Born’s rule. A random bit
string may be generated using a sequence of repeated measurements on the same double quantum dot (DQD) system. Any bias
toward a “0” measurement or a “1” measurement may be removed or tuned as desired simply by adjusting the bias between
the dots. Device tunability provides versatility, enabling this quantum random number generator (QRNG) to support applications
in which no bias is desired, or where a tunable bias is desired. We discuss a metal-dot implementation as well as a molecular
implementation of this QRNG. Basic quantum mechanical principles are used to study power dissipation and timing considerations
for the generation of random bit strings. The DQD offers a small form factor and, in a metallic implementation, is usable in the case
where cryogenic operations are desirable (as in the case of quantum computing). For room-temperature applications, a molecular
DQD may be used.
Index Terms—Quantum random number generator, quantum dots.
I. INTRODUCTION
Random numbers are a valuable commodity in many appli-
cations including gaming and lotteries, simulation techniques
[1], cryptographic schemes [2], and in probing fundamental
questions of quantum mechanics [3].
Several approaches to generating random numbers exist,
and tradeoffs between various figures of merit often must be
weighed in selecting a solution suitable to the requirements
of the particular application. In some cases, pseudorandom
numbers—deterministically generated using either hardware
or software approaches—may be adequate. One simple, low-
cost hardware approach uses the linear feedback shift register
(LFSR) [4]. A less conventional approach to a pseudorandom
number generator (PRNG) uses quantum-dot cellular automata
(QCA) [5]. When PRNGs do not provide adequate informa-
tion entropy, approximate approaches to randomness, such as
entropy-gathering may be used. Yet, even entropy-gathering
techniques have vulnerabilities [6]. When true randomness
is desired, stochastic processes may be used to build true
random number generators (TRNGs). One example leverages
the stochastic nature of memristors [7]. Still other approaches
to true random number generation leverage quantum effects.
Measurement in quantum systems is known to be truly
stochastic, and this is the basis of some commercially-available
TRNGs [8].
Random distributions generated using quantum hardware
are likely to have a bias due to sytem nonidealities and must be
tuned algorithmically [9], but this comes at the cost of latency
and additional conventional computational resources. In some
applications, power, latency, weight, device complexity, or die
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area come at a premium, and it is desirable to eliminate
additional software conditioning of random bit strings. In
other applications, such as stochastic computing [10], not
only is a bias in random bit strings desirable, but it is also
important to be able to dynamically tune the bias. In this case,
stochastic numbers are encoded on the mean value of random
bit strings, and simple logic such as AND or OR gates are
adequate to perform fundamental mathematical calculations
such as addition or multiplication. The mean value of the bit
strings must be tunable in order to represent various stochastic
numbers.
Here, we propose a straight-forward scheme for generating
random numbers with a tunable mean using a coupled pair of
quantum dots and a mobile charge. This is in contrast to other
proposals, which require a larger array of devices [5], [7],
or are specific to QCA and are not tunable [5]. In this paper,
localized charge states of a single mobile electron encode a bit.
Adjusting the detuning between the quantum dots changes the
ground state and thus the probabilities of measurement for the
localized states. A projective measurement of position in this
system, then, is equivalent to a quantum coin toss with a tun-
able mean. Repeated measurements yield a random bit string,
which may be used generally in any application of random
numbers, or specifically as a stochastic number in stochas-
tic computing. This discussion begins with implementation-
agnostic theory (Section II) of generating single bits and bit
strings. Then, two implementations for this system are de-
scribed in Section III. A discussion of the bit rates possible for
such tunable quantum random number generators is provided.
The tunable mean makes this device suitable for applications
where no bias toward either binary outcome is desired, or
applications such as stochastic computing where a tunable bias
is desired.
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2II. THEORY
A. A Quantum System With Tunable Statistics
|0〉
“0”
|1〉
“1”
dot 0
dot 1
a
Fig. 1. Localized states of a single electron (red disc) on a coupled pair of
quantum dots (black circles) encode two binary states.
Consider one mobile electron in a coupled pair of quantum
dots, which we refer to as a “double quantum-dot” system, or
simply a “DQD.” The localized electronic states are defined
as states |0〉 and |1〉, as shown in Fig. 1. These charge states
provide a basis B = {|0〉 , |1〉} in which the arbitrary quantum
superposition state |ψ〉 may be written as |ψ〉 = c0 |0〉+ c1 |1〉
with probability amplitudes {c0, c1}. While |ψ〉 may be a
quantum superposition of |0〉 and |1〉, a position measurement
will yield “0” or “1” only. The probability amplitude cx ∈ C
is related to the probability p(x) of measuring state |x〉:
p(x) = |cx|2 = c∗xcx . (1)
It is a well-known feature of quantum mechanics that the
result of such a measurement is truly random; therefore, a
measurement on this DQD system is the quantum generation
of a random bit, and we call this system a quantum random
number generator (QRNG). Furthermore, for this DQD, the
measurement probabilities p(k) may be dynamically tuned, so
we designate this DQD system as a tunable QRNG.
We may write the Hamiltonian for the DQD as
Hˆ = −γσˆx + ∆
2
σˆz , (2)
where γ is the tunneling energy between basis states, ∆ is the
detuning, ∆ = 〈1|Hˆ|1〉 − 〈0|Hˆ|0〉. Both γ and ∆ have units
of energy, and the unitless operators σˆα, with α ∈ {x, y, z},
are the Pauli operators:
σˆx = |1〉 〈0|+ |0〉 〈1|
σˆy = i (|1〉 〈0| − |0〉 〈1|) and
σˆz = |1〉 〈1| − |0〉 〈0| . (3)
The solutions to the time-independent Schro¨dinger equation
Hˆ |φn〉 = En |φn〉 (4)
are the eigenstates {|φn〉} of Hˆ with correpsonding eigenener-
gies {En}, where n ∈ {1, 2} and E1 < E2. The eigenenergies
may be found symbolically by finding the eigenvalues of the
matrix H which represents Hˆ in the B basis. The eigenvalues
may be used to find the eigenvectors of H , which represent
the eigenstates, {|φ1〉 , |φ2〉}. Here, |φ1〉 is the ground state,
and the ground state eigenenergy is E1. It can be shown that
E1 = 〈φ1|Hˆ|φ1〉 = −1
2
√
4γ2 + ∆2 , (5)
and
|φ1〉 = 1√
α2 + 1
(α |0〉+ |1〉) , (6)
for which
α =
∆ +
√
4γ2 + ∆2
2γ
. (7)
The state |φ2〉 is the excited state with energy E2.
For a DQD relaxed to the ground state |φ1〉, the random
position measurement outcomes x ∈ {0, 1} will have the
following probabilities, defined over a large ensemble of
measurements:
p(0) =
α2
α2 + 1
=
1
2
(
1 +
∆√
4γ2 + ∆2
)
(8)
p(1) =
1
α2 + 1
=
1
2
(
1− ∆√
4γ2 + ∆2
)
. (9)
The mean value, x¯, of many measurements then, may be found
by performing a weighted sum over all possible outcomes, x:
x¯ =
1∑
x=0
xp(x) = p(1) =
2γ2
∆2 + ∆
√
4γ2 + ∆2 + 4γ2
. (10)
Here, x¯ describes position measurements over an ensemble
of identically-prepared DQDs. Equivalently, x¯ could describe
a series of measurements on a single DQD system, with the
state reset to |φ1〉 prior to each successive measurement. The
resetting of the state to |φ1〉 is necessary for this interpretation
of x¯, and it avoids identical and repeated measurement results
via the quantum Zeno effect.
The mean x¯ is tunable by adjusting the detuning ∆ (see
Fig. 2). In the limit of small detuning (|∆|  γ), the DQD
is unbiased, and x¯ → 1/2. For a large positive ∆ (i.e.,
∆/γ  1), the |0〉 component is dominant in |φ1〉 (x¯→ 0, i.e.
the DQD is strongly biased toward “0”), and a large negative
∆ (i.e., ∆/γ  −1) causes the |1〉 component to dominate
(x¯ → 1, the DQD is strongly biased toward “1”). In the
implementations discussed in this paper, γ is a fixed property
of the physical system, and ∆ is a tunable bias parameter.
Thus, the tunneling energy, γ, determines the relevant energy
scale for ∆. In Fig. 2, the mean value x¯ is plotted as a function
of ∆/γ.
B. Generating a String of Random Bits
Strings of random bits may be generated in parallel using
one measurement from each of many DQDs in an array; or in
series, by taking many sequential measurements on the same
DQD. It will likely be preferable to use the serial method, as
the interconnection network within a parallel DQD QRNG
system will be vastly more complex than that of a serial
QRNG. In the serial implementation, one quantum device is
associated with each random bit string.
The serial process for generating a random bit string relies
on a measure-relax cycle, as illustrated in Fig. 3. A measure-
relax cycle requires a time duration Tb, which we call the bit
time. The first measure-relax cycle begins at t = 0, at which
time the DQD is initially prepared in the ground state |φ1〉. A
position measurement is then taken over a duration tm. This
3-10 -5 0 5 10
0
0.2
0.4
0.6
0.8
1
Fig. 2. The mean value of measurements, x¯, is tunable by adjusting the
detuning ∆ for a pair of coupled quantum dots. Here, it is assumed that the
tunneling energy γ between dots is fixed.
is a projective measurement onto either the |0〉 or |1〉 state.
To complete the measure-relax cycle, the DQD must again be
restored to the ground state |φ1〉, and this necessarily requires
the dissipation of energy to the environment in a |0〉 → |φ1〉
or |1〉 → |φ1〉 transition. This relaxation may be as simple
as waiting for the energy to dissipate. The relaxation back to
|φ1〉 completes the measure-relax cycle, and a measurement
commences at time Tb to begin the second cycle. N cycles are
completed to generate an N -bit random sequence. The mean
value, x¯, is tuned by adjusting ∆, as illustrated in Figure 4.
Figure 4 must be considered with the following caveat:
for a small set of measurements (small N ), it is possible
for the mean of measurements, x¯, to be very different from
the desired mean. This is because the probabilities given in
Equations (1), (8), and (9) are understood to describe ensemble
measurements (large N ). For small N , however, the measured
x¯ only approximates the desired mean. As N grows large,
the measured x¯ will approach the programmed mean. Here,
an accuracy-versus-speed tradeoff arises: for minimum error
between the measured x¯ and the programmed value, a larger
set of measurements (larger N ) is needed, increasing the
length of the bit string along with its acquisition time, NTb.
Because generation of a bit string will be a serial operation,
the relaxation time T1 for the quantum system will play an
important role in defining the bit rates possible for generating
a random bit string as well setting the time scale for single
measurement operations. Also, it is assumed that the bit time
Tb is much longer than the time scale of the dynamics of
electron transfer in the DQD (Tb  pi~/γ) so that repeated
measurements in the measure-relax cycle do not “freeze” the
DQD in a measured state via the quantum Zeno effect.
1) Minimum Sampling Period
Since serial measurements will be used to generate the
stochastic bit sequence, the relaxation time T1 characteristic
of the DQD will determine Tb,min, the minimum Tb for the
quantum system, and thus the upper limit of the bit generation
rate, 1/Tb,min. Each serial measurement on the DQD in its
ground state |φ1〉 will project its state onto one of the localized
states of basis B, neither of which are the ground state
in general. Therefore, in order for the DQD to reset from
the measured state |x〉 to the desired ground state |φ1〉 for
a subsequent measurement, the system will require some
minimum Tb,min, where Tb,min > T1. Of course, T1—and thus
Tb,min—is determined by the physical implementation of the
DQD system.
2) Maximum Sampling Duration
The relaxation time T1 also determines an upper limit on
the duration of a sampling process. During the process of
acquiring one random bit, it is necessary to limit measurement
time tm to tm  T1. This is necessary so that during
measurement, the measured state |x〉 cannot relax back to the
ground state and be projected again onto B. If this were to
happen, then each measurement itself could be an averaged
measurement rather than an individual sample.
C. Power Dissipation
Power dissipation is a necessary consequence of the “relax”
portion of the random bit generation process. The measure-
ment projects the system onto |0〉 or |1〉, with energies 〈0|Hˆ|0〉
and 〈1|Hˆ|1〉, respectively. Thus, the energy ε1 = 〈1|Hˆ|1〉−E1
or ε0 = 〈0|Hˆ|0〉 − E1 is dissipated in the relaxation between
measurements. The occupation energies of the states |0〉 and
|1〉 are 〈0|Hˆ|0〉 = −∆/2 and 〈1|Hˆ|1〉 = ∆/2 so that the
energies of relaxation are:
ε0 =
1
2
(√
4γ2 + ∆2 −∆
)
, and
ε1 =
1
2
(√
4γ2 + ∆2 + ∆
)
.
Thus, the average energy dissipation E¯diss over many measure-
relax cycles is
E¯diss = p(0) ε0 + p(1) ε1 =
2γ2√
4γ2 + ∆2
. (11)
Then, over a given time interval of ∆t in which N measure-
relax cycles have been completed, the bit rate is N/∆t, and
the average power dissipation may be calculated as
p¯diss =
N2γ2
∆t
√
4γ2 + ∆2
. (12)
This implies that maximum power dissipation occurs for an
unbiased system (∆ = 0). In this case, power dissipation is
Nγ/∆t. Maximum power dissipation may be decreased by
reducing the tunneling energy γ or by reducing the bit rate
N/∆t.
III. DEVICE IMPLEMENTATIONS
Two DQD-based RNGs are discussed here. In the above
discussion of device theory, the randomness is provided by
Born’s rule and the collapse of the wave function. This is
directly applicable to the molecular device implementation dis-
cussed in subsection III-A. In subsection III-B, an analogous
implementation in lithographic quantum dots is discussed. In
this case, statistical mechanics underlies the randomness of the
system.
4t0 tm Tb 2Tb 3Tb
Measurement
interval
Relaxation
interval
Bit period
|φ1〉 |0〉 |φ1〉 |0〉 |φ1〉 |1〉 |φ1〉 |0〉
· · ·
Fig. 3. A series of measurements on a single DQD produces a random bit string “0010 · · · ”. A bit is produced in an interval of duration Tb, which includes
a measurement of interval tm, followed by a relaxation to the ground state over an interval Tb − tm.
0 0 1 0 · · ·
(a) Random bit sequence with mean x¯ = 1/4.
|φ1〉 |0〉 |φ1〉 |0〉 |φ1〉 |1〉 |φ1〉 |0〉
· · ·
(b) Equivalent quantum measurements with mean x¯ = 1/4.
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To choose x¯ ∼ 0.25 . . .
. . . set ∆ ∼ γ.
(c) Set ∆ to program the mean x¯ of quantum measurements.
Fig. 4. The mean of random bit measurements is tuned by setting the detuning.
(a) A bit string with a desired mean may be implemented by repeated quantum
measurements, as shown in (b). The desired mean is programmed by setting
the detuning, ∆. This is chosen by selecting x¯ on the y-axis of Figure 2 and
then finding the appropriate value of ∆, as shown in panel (c).
A. Molecular Quantum Dot Systems
Molecular DQDs have been conceived for applications such
as molecular charge qubits [11] and room-temperature, low-
power classical computing devices known as quantum-dot
cellular automata [12], [13]. Here, a single mixed-valence
molecule provides a coupled pair of dots, with redox centers
functioning as quantum dots. An example of this is diferro-
cenyl acetylene (see Fig. 5), an organometallic molecule. A
DFA molecule has two ferrocene groups, each providing one
quantum dot.
Fig. 5. The two ferrocene groups of a diferocenyl acetylene molecule provide
a molecular double-quantum dot (DQD) system.
In one system we proposed for biasing a molecular DQD
using an applied electric field [14], the detuning is
∆ = −qe ~E · ~a, (13)
where qe > 0 is the fundamental charge, ~E is an applied
biasing electric field, and ~a is the vector of length a in a
direction pointing from dot 0 to dot 1. Here, a = ||~a|| is the
distance between the coupled dots. Thus, tuning ∆ is a matter
of adjusting the strength of the applied ~E. In Ref. [14], the
field is applied using charged electrodes, so the field strength
may be changed by varying the voltage V applied between
the electrodes.
For a DQD based on an ionic DFA molecule, a = 0.67 nm,
and it has been calculated that the relaxation time is T1 ∼ 1 ps
and the tunneling energy is γ ∼ 50 meV [15]. This results in
a maximum measurement frequency of 1 THz. At this rate,
maximum power dissipation will be 8 nW.
Bit read-out could be accomplished using single-electron
transistor (SET) electrometers, which have demonstrated sen-
sitivity to sub-nanometer displacements of single electrons
[16]. While the time scale of molecular device operation
is of the ps scale, SET electrometers will likely restrict
measurement periods to the time scale of ns. Since this reduces
the bit rate N/∆t, power dissipation is limited as direct a
consequence of Equation (12).
B. Lithographic Quantum Dots
Systems of quantum dots with localized charge states have
been fabricated and tested for application in a low-power,
5classical computing paradigm known as quantum-dot cellular
automata (QCA) [12], [17]. QCA devices have been im-
plemented using both metallic quantum dots [18], [19] and
semiconductor systems [20], [21]. The DQD tunable QRNG
may be designed in a similar manner.
In particular, this discussion focuses on a metal-dot QRNG,
which is an analog implementation of the system described
in Subsection III-A. We make this distinction because here
because the electronic system is comprised of many electrons
in the solid state device, and there is no coherent single-
electron wave function. Just as before, a measurement will
result in the electron occupying either state “0” or “1”;
however, the randomness of the outcome is generated not by
Born’s rule and the collapse of a wave function, but rather
by the Boltzmann statistics of random electron transfer events
between the “0” and “1” states within the DQD in thermal
equilibrium with its environment. Here, the “relax” part of the
measure-relax cycle in the generation of an N -bit string is
more appropriately called a “randomization”: as time elapses
within the randomization phase, thermal fluctuations may drive
an accumulating series of random, interdot electron transfer
events. This again give rise to probabilities of measurement
p(x) that are functions of the detuning ∆ and rates of electron
transfer for |0〉 → |1〉 and |1〉 → |0〉 transitions.
In a lithographic implementation, the detuning ∆ may be
achieved by directly applying a voltage between dots 1 and 0:
∆ = qV , where q is the mobile charge, and V is the voltage
between the dots. Thus, an adjustment to ∆ is made by varying
V . State read-out may be achieved by measuring the charge
state using SET electrometers.
In this implementation, cryogenic cooling is required. Such
devices could be deployed within quantum computers, where
operation typically is at cryogenic temperatures. Here, a metal-
dot QRNG could provide native, hardware-based random
numbers.
We perform some simple calculations for a system of
coupled quantum dots as presented by Amlani, et al [18]. For
this type of cell, the relaxation time was estimated at T1 ∼ 7 ns
[22], which corresponds to a maximum bit rate of 150× 106
bits/s (or a sampling rate 150 MHz). If we take γ = 0.5 meV,
then at this rate, maximum average power dissipation is 12
fW.
Table I lists estimated figures of merit for both the metal-
dot and molecular implementations of the proposed tunable
QRNG. Maximum power dissipation is calculated by using
Eqn. 12 with zero detuning. For reference, these are compared
to estimates for a stochastic number generator (SNG) based
on a 32-bit linear feedback shift register (LFSR) synthesized
in a 65-nm CMOS process operating at 100 MHz [7], with the
caveat that the SNG figures of merit are not necessarily for
maximum operating speeds. It is noteworthy that in general,
smaller DQDs allow higher maximum bit rates.
IV. CONCLUSION
We have proposed a straight-forward, minimalistic hardware
approach to a tunable quantum random number generator. A
random bit is generated by taking a position measurement of
TABLE I
FIGURES OF MERIT FOR A TUNABLE QRNG DESIGN IN METALLIC
QUANTUM DOTS AND A DIFERROCENYL ACETYLENE (DFA) MOLECULAR
DQD SYSTEM.
Figure of
Merit
Metallic
DQD
Molecular
DQD
CMOS SNG
[7]
T1 6.67 ns ∼ 1 ps -
Maximum
bit rate (bps)
150× 106 1× 1012 100× 106
Maximum
average
power
dissipation
(W)
12× 10−15 8× 10−9 80.2× 10−6
the ground state of a mobile charge on a coupled pair of
quantum dots. A random bit string is simply a sequence of
such measurements, the mean value of which may be tuned
by varying the bias of the DQD system. We discussed both a
molecular impementation of the DQD, as well as a metallic
implementation. Such devices could be integrated in quan-
tum computing or quantum communication systems. Also,
the proposed QRNG could provide a low-power, hardware-
based approach to a tunable stochastic number generator for
stochastic computing.
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