Acoustic models have been used in numerous studies over the past thirty years to simulate the percepts elicited by auditory neural prostheses. In these acoustic models, incoming signals are processed the same way as in a cochlear implant speech processor. The percepts that would be caused by electrical stimulation in a real cochlear implant are simulated by modulating the amplitude of either noise bands or sinusoids. Despite their practical usefulness these acoustic models have never been convincingly validated. This study presents a tool to conduct such validation using subjects who have a cochlear implant in one ear and have near perfect hearing in the other ear, allowing for the first time a direct perceptual comparison of the output of acoustic models to the stimulation provided by a cochlear implant.
INTRODUCTION
Cochlear implants (CIs) are sensory aids usually intended for patients whose hearing loss is at least severe. Unlike hearing aids, which stimulate the ear acoustically, CIs stimulate the auditory nerve directly using electrical pulses delivered to an electrode array placed in the inner ear. These devices represent the first successful attempt to replace a human sense with an electronic prosthesis.
Over the past thirty years [1] , acoustic models have been used in numerous studies (e.g., [2] - [18] ) to simulate the percepts elicited by auditory neural prostheses such as CIs. These models are extremely useful for experiments that cannot be done or would be impractical with actual CI users, and are also useful as informative control conditions in CI experiments. Acoustic models use the same front end signal processing as a CI, which includes a frequency analysis step that is carried out using a set of bandpass filters or an FFT algorithm. However, the percepts that would be caused by electrical stimulation in a real CI are simulated by modulating the amplitudes of either noise bands or sinusoids. These noise bands or sinusoids span a range of frequencies in an attempt to simulate percepts with low pitch (corresponding to electrodes that are more deeply inserted into the cochlea) or with higher pitch (electrodes that are more shallowly inserted). With few exceptions (e.g., [4] ) acoustic models have been implemented using a set of noise bands that are an exact match (in both number of bands and the cutoffs of each band) to the analysis filters used in the front end, or using a set of sinusoids that are identical to the center frequencies of the analysis filters. Here we refer to this type of model as the "standard" acoustic model.
Relation to Prior Work
Models in general and acoustic models in particular can be extremely useful, but only to the extent that they are valid. Validating acoustic models of CIs is complicated, however, because it is impossible to know what the percepts are that result from stimulation of a given intracochlear electrode in a given CI user. In fact, due to individual variations in neural survival, cochlear size, and electrode insertion depth, it seems very likely that stimulation of a given electrode can sound very different to different CI users. Fortunately, there is a new group of CI patients (those with single-sided deafness or SSD, [19] - [21] ) who can greatly facilitate the validation of CI acoustic models. These are patients who have a CI in one ear and have very good hearing in the other ear, allowing the direct comparison of two signals: a speech signal presented to the implant through a direct connection to the speech processor, followed by an acoustic model version of the same speech signal presented to the acoustic hearing ear.
In previous work [22] , [23] , [24] we developed a tool that allowed us to process stimuli using a variety of analysis filter banks, with the output consisting of either electrical stimulation to intracochlear electrodes, or an acoustic model using fixed noise bands. The purpose of that tool was to facilitate the selection of the analysis filter bank that would result in maximum speech intelligibility for a CI user, or for a normal hearing subject listening to an acoustic model of a CI. In the present study we used a new tool with a similar graphic interface and similar signal processing but also one important difference: instead of using variable analysis filters and fixed noise bands, here we used a fixed set of analysis filters and a variable set of noise bands (or a variable set of sinewaves). The fixed set of analysis filters is the same one used by a given SSD subject in his/her clinical processor, thus guaranteeing that the front end processing is as similar as possible between the CI and the acoustic model. The variable set of noise bands (or sinewaves) is used by the subject to select the acoustic model that provides the best match to the CI.
METHODS
Two test sentences were processed using CI acoustic models which had a number of similarities. In all cases, stimuli were digitized at 48,000 samples per second and lowpass filtered at 20,000 Hz. A bank of sixth order bandpass Butterworth filters was then used to divide the acoustic signal into twenty-two frequency channels. The cutoff frequencies were identical to those in the standard frequency table used by the vast majority of Nucleus Freedom™ CI users (188 Hz to 7,938 Hz), and also used by the individual with SSD who participated in this study. For each analysis filter, the temporal envelope was extracted by half wave rectification and third order Butterworth low pass filtering at 100 Hz. The temporal envelopes were then used to modulate either a set of twenty-two noise bands or twenty-two sinewaves. The acoustic models differed in the specific noise bands (or sinewaves) that were used. The noise bands were adjacent in frequency, and they spanned a frequency range whose minimum could assume one of thirteen possible values (ranging from 63 Hz to 1,813 Hz) and whose maximum could assume one of nine possible values (ranging from 3,372 Hz to 18,938 Hz). Thus, 117 acoustic models were implemented whose noise bands spanned different frequency ranges. Likewise, 117 acoustic models were implemented using sinewaves instead of noise bands. The frequencies of the sinewaves were equal to the center frequencies of the corresponding noise bands. The frequency ranges were chosen to ensure that they would cover the highest and lowest pitch percepts normally heard by CI users.
A MATLAB program was developed to handle stimulus presentation and record subject responses. When the program starts, the experimenter selects the sentence to be used, the type of model to be used (noise bands or sinewaves), and the orientation of the x-and y-axes for the grid shown in Figure 1 . That grid is the graphical user interface that is employed by the subject to assess different acoustic models. In the 9 by 13 grid each square represents one of the 117 acoustic models. The low frequency edge of the set of noise bands (or sinewaves) is determined by the vertical position in the grid, and the high frequency edge is determined by the horizontal position. "Standard" acoustic models are those where the center frequencies of the analysis filters are equal to those of the noise bands (or sinewaves), and they are indicated by an asterisk located at the intersection of the second row and the fifth column in Figure 1 . When the subject clicks on a given square, he hears a sequence of two stimuli. The first one is a signal that is presented to his/her CI processor over a direct connection (with the microphone deactivated), and the second one is the same signal processed with the acoustic model that corresponds to the selected square, and presented through a loudspeaker. Because subjects are totally deaf in the implanted ear and the speech processor microphone is deactivated, they only hear the acoustic signal (processed by the acoustic model) in the acoustically stimulated ear, and the electrical signal (processed by the CI's speech processor) in the implanted ear. The subject's task is to assess the similarity between the two stimuli and assign a rating that is shown using a color code in the corresponding square. As indicated in Figure 1 , red represents the worst match (i.e., the acoustic model sounds very different from the CI) and blue represents the best match.
Once the subject has selected a noise-band acoustic model and a sinewave acoustic model that sound most similar to the CI, he fills out a questionnaire comparing the CI and four acoustic models: the standard/noise-band acoustic model, the self-selected/noise-band model, the standard/tone model, and the self-selected/tone model. The question to be answered is: "The sound I hear through my unimplanted ear is [***] to the sound I hear through my implant" where [***} can assume values ranging from 1-not at all similar (completely different) to 9-identical.
The third and last part of the evaluation consists on speech testing. Two 50-word lists of the CNC word identification test were presented under each condition. Presentation to the CI ear was done with the direct connection described above and the input gain adjusted to a comfortable level. The acoustic stimuli were presented via loudspeaker at 70 dB SPL-C, with the speech processor of the CI turned off.
One SSD subject was recruited to pilot the use of the tools described above.
He was a unilaterally, postlingually deaf 37 year old male with normal hearing in his right ear and a profound hearing loss in the left (implanted) ear due to a severe ear infection one year prior to implantation. He received a Freedom™ CI that was programmed with the ACE strategy and the standard (188-7938 Hz) frequency table. Selection of the best acoustic models and questionnaire completion were done 6.5 months after initial activation, and speech testing was done two weeks later. Figure 1 shows the models that were selected by the listener. The top panel shows results for the noise-band models and the bottom panel shows results for the sinewave (or "tone") models. In both panels, the black asterisk at the intersection of the second row and the fifth column indicates the standard model where the frequency range of the noise bands or sinewaves is identical to the frequency range of the map in the patient's speech processor. As can be observed in the top panel, the acoustic model that was the best match to the CI had noise bands that ranged from 188 Hz to 14,924 Hz (intersection of the second row and the eighth column). When using the sinewave acoustic models (bottom panel) the standard model was the best match to the CI, but the similarity rating was not as high as that achieved when using the self-selected noise-band acoustic model. Table 1 shows the similarity ratings between the CI and each one of the acoustic models. All responses fell between 5 (somewhat similar) and 7 (very similar). In the case of the sinewave (tone) acoustic models, the selfselected model coincided with the standard one so the ratings are identical. Consistent with the ratings obtained during the acoustic model selection process (Figure 1) , the best results were obtained with the self-selected noise-band model.
RESULTS
Lastly, the word recognition scores (shown in Figure 2 ) also point to the self-selected noise-band acoustic model as being the one that provided the best match to the CI, at least for the individual who was tested in this pilot study. In terms of speech perception scores all acoustic models resulted in overestimates of the real scores obtained with the CI. These overestimates were very large with the sinewave model (95% vs 42% correct). The overestimate obtained with the self-selected/noise-band model was the smallest one but it was still significant (67% vs 42%). This is consistent with informal comments made by subjects indicating that the sinewave models and the standard noiseband model actually sounded "better" and "more intelligible" than the implant itself. Table 1 : Ratings indicating perceived similarity between sounds heard through the CI ear and sounds heard using each one of the acoustic models. The self-selected/noiseband model was the only one that was rated 7 (i.e, "very similar" to the CI) for both of the sentences that were used. CNC word identification scores obtained by a CI user with single sided deafness using his CI or one of four acoustic models (standard/noise-band, self-selected/noiseband, standard/tone and self-selected/tone). All acoustic models resulted in overestimates of word identification scores. The self-selected/noise-band model provided the best fit (smallest overestimate).
Ratings

CONCLUSIONS
We have developed a tool that can be successfully used with single-sided deafness CI users to validate acoustic models of neural auditory prostheses. For the individual whose data are shown here as a case study the best acoustic model was the self-selected/noise-band model. The noise bands in this model differed from those used in the majority of published studies. All models in the present study overestimated the speech perception score actually obtained with the CI ear, and the smallest overestimate was obtained with the selfselected/noise-band model. This model was also the only one that was rated as "very similar" to the sound provided by the CI. The other models were less similar because they sounded "better" and "more intelligible" than the CI actually does.
In this study we optimized the noise bands used in acoustic models, but there are other parameters whose manipulation may result in even more accurate models. In particular, the bandwidth of the noise bands was used by Nogaki and Fu [18] to simulate different degrees of spread of excitation in the cochlea.
Results from this case study suggest that great caution must be used when extrapolating results of acoustic model studies to actual CI users. Depending on the specific acoustic model that is used, such extrapolations may not be warranted. The tool that is being introduced by the present study may help develop a new, more accurate generation of CI acoustic models.
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