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The novel idea that spin-orbit coupling (SOC) and s-wave pairing can lead to induced p-wave pairing at
strong magnetic limit has stimulated widespread interests in the whole community for the searching of Majorana
Fermions (MFs), a self-hermitian particle, in semiconductor-superconductor hybrid structures. However, this
system has several inherent limitations that prohibit the realization and identification of MFs with the major
advances of semiconductor nanotechnology. We show that these limitations can be resolved by replacing the
s-wave superconductor with type-II Fulde-Ferrell (FF) superconductor, in which the Cooper pair center-of-mass
momentum plays the role of renormalizing the in-plane Zeeman field and chemical potential. As a result, the
MFs can be realized for semiconductor nanowires with small Lande´ g factor and high carrier density. The SOC
strength directly influences the topological boundary, thus the topological phase transition and associated MFs
can be engineered by an external electric field. Almost all the semiconductor nanowires can be used to realize
MFs in this new platform. In particular, we find that InP nanowire, in some aspects, is more suitable for the
realization of MFs than InAs and InSb nanowires. This new platform therefore can integrate the advances of
semiconductor nanotechnology to the realization and identification of MFs in this hybrid structure.
PACS numbers: 74.20.Fg, 03.67.Lx, 74.78.Na, 74.20.Rp, 03.65.Vf
Majorana fermion (MF), a particle which is its own
antiparticle[1, 2], is the basic building block for fault-tolerant
topological quantum computation[3, 4], thus it has been in-
tensively explored in solid materials[5–15] and ultracold de-
generate Fermi gas[16–22] in the past years. This exotic par-
ticle has been predicted more than 80 years for neutrino in
particle physics[2], however, its materialization with quasi-
particles is always of great challenge in physics. Break-
through was made in recent years by the novel idea that
spin-orbit coupling (SOC) and s-wave pairing can lead to in-
duced p-wave pairing at strong Zeeman field. This idea can
be traced back to the work by Gorkov and Rashba[23] in
2001 that the SOC (induced by inversion symmetry breaking)
can induce mixed singlet (s-wave) and triplet (p-wave) pair-
ing in non-centrosymmetric superconductors[24–29]. This
novel idea has motivated recent theoretical and experimen-
tal endeavors in the searching of MFs using semiconductor
nanowires on the top of s-wave superconductors[10–15] (see
recent review[30, 31]), as well as the realization of topologi-
cal superfluids in spin-orbit coupled degenerate Fermi gas[18–
21]. Recently, some promising signatures[32–35], though still
in heavy debates[36–38], have been reported in a number of
experiments based on InAs and InSb nanowires. These sub-
stantial progresses pave a promising way for the realization of
MFs and topological quantum computation.
In this scheme, the topological phase can be reached when
V 2z > µ
2 + ∆2[10–13, 18, 19] , where Vz , µ and ∆ are Zee-
man splitting, chemical potential and s-wave pairing strength,
respectively. Generally, it means that strong magnetic field
is required to realize the MFs. There are several basic chal-
lenges in experiments to reach this topological phase. Firstly,
the s-wave superconductors generally have very small critical
magnetic field (Bc ∼ 1 Tesla, which corresponds to Zeeman
splitting ∼ 0.1 meV for Lande´ g = 2) [39, 40]. The Zeeman
splitting induced by the critical magnetic field is generally
much smaller than Vz unless for nanowires with large Lande´
g factor. Here we do not take the orbital momentum quench-
ing effect into account, which may suppress the g factor due
to strong confinement[41]. In another word, most of the semi-
conductor nanowires (with small g) are not suitable for the re-
alization of MFs. Secondly, even for InAs and InSb nanowires
with large g factor, the chemical potential |µ| < |Vz | sets
another upper bound for carrier density, which is generally
very low due to the small effective mass of electron[42]. As
a result, the fluctuating effect may become significant, which
can destroy the topological phase and associated MFs. Fi-
nally, the topological boundary is determined by the Hamil-
tonian’s symmetry at zero momentum (from the viewpoint of
Pfaffian[43]), thus the SOC strength, effective mass and direc-
tion of Zeeman field do not directly influence the boundary. In
particular, the chemical potential in semiconductor is pinned
by the Fermi surface of superconductor in the semiconductor-
superconductor hybrid structures[42] and can not be tuned by
external gate. Thus the Zeeman field serves as the only possi-
ble parameter to be tuned in experiments[32–35]. The above
dilemmas are all linked with one another and are unlikely to
be solved based on s-wave superconductors. So the great ad-
vances in semiconductor nanotechnology can not be directly
used in this new platform for the searching of MFs.
This paper is aimed to provide a possible solution to the
above dilemmas. We show that all these limitations can be
solved by replacing the s-wave superconductor with type-II
Fulde-Ferrell (FF) superconductors, in which the Cooper pairs
carry a finite center-of-mass momentumQ. The basic idea is
that: (1) The center-of-mass momentum Q plays the role of
renormalizing both the in-plane Zeeman field and chemical
potential. As a result, the MFs can be realized for semicon-
ductor nanowires with small Lande´ g factor and high carrier
density. (2) The SOC strength directly influences the topologi-
cal boundary, thus the topological phase transition and associ-
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FIG. 1. (Color online). (a). Semiconductor-FF superconductor hy-
brid structure for MFs. The phase modulation of the order parameter
along direction θ is sketched by the color bar, and the Cooper pair
center-of-mass momentum is denoted by Q. The Zeeman field is
assumed to along xˆ direction. (b) Single particle band structure of
the InP nanowire using the parameters from Table I. (c) and (d) are
typical band structures for Q = 0 and Q = 0.01/nm, respectively.
Other parameters are gµBx = 0.38 mV and θ = pi/4.
ated MFs can be tuned by an external electric field, although
its chemical potential is still pinned by the Fermi surface of
superconductor. (3) Almost all the Zinc blende and Wurtzite
semiconductor nanowires can be used to realize MFs in this
new platform. In particular, we find that InP nanowire, in
some aspects, is more suitable for the realization of MFs than
InAs and InSb nanowires. This new platform therefore can in-
tegrate the advances of semiconductor nanotechnology to the
realization of MFs in semiconductor-superconductor hybrid
structures.
Our basic setup is schematically shown in Fig. 1a. The
nanowire is in proximity contact with a FF superconductor,
which generally has extremely large critical magnetic field
(∼ 10− 30 Tesla)[24–29]; thus the MFs can still be observed
at strong magnetic field. Due to proximity effect, the pair-
ing in nanowire is identical to that in FF superconductors, i.e.,
∆(x) = ∆eiQ·x. This result has been confirmed by Green’s
function calculation, see Ref. 44. So the basic model to de-
scribe the hybrid structure reads as (~ = 1)[45–47]
H = H0 + VFF,
H0 =
k2
2m∗
− µ+ α(σ × k) · zˆ + gµBB · σ,
VFF = ∆
∑
k
c†
k+
Q
2
,↑
c†
−k+Q
2
,↓
+ h.c.,
(1)
where m∗ is the effective mass of electron, k = (kx, ky, kz)
are the electron momentum, σ = (σx, σy, σz) are the Pauli
matrices, B = (Bx, By, Bz) are the external magnetic fields
and α is the Rashba SOC strength. c†k,s (ck,s) is the creation
TABLE I. Parameters for typical Zinc blende and Wurtzite nanowires
used in this work. In the first column the effective mass m∗ is in
unit of rest electron mass m0, SOC strength α is in unit of meV·nm,
∆so = α
2m∗/2 is in unit of µeV. The parameters form∗, α are from
Ref. 48 and the parameters for Lande´ g factor is from Ref. 49.
Zinc blende Wurtzite
InSb InAs GaSb GaAs InP Si/Ge GaN AlN
m∗ 0.014 0.026 0.04 0.063 0.08 0.19 0.15 0.25
α 10.0 15.0 10.0 5.0 5.0 0.06 0.55 0.55
∆so 9.0 38.0 26.0 10.0 13.0 0.004 0.3 0.5
g -50.0 -15.0 -9.0 -0.4 1.3 -0.43 -2.1 1.0
(anihilation) operator with momentum k and spin s. The or-
der parameter is set to real without lose of generality. Eq. 1 is
obtained via a gauge transformation c(x) → c(x)e−iQ·x/2
in real space, where Q is the corresponding Cooper pair
center-of-mass momentum. The corresponding Bogoliubov-
de Gennes (BdG) equation reads
HBdG(k) =
k ·Q
2m∗
+
(
H¯0(k) i∆σy
−i∆σy −H¯
∗
0 (−k)
)
, (2)
in the Nambu basis Ψ(k) =
(ck+Q/2,↑, ck+Q/2,↓, c
†
−k+Q/2,↑, c
†
−k+Q/2,↓)
T
. Here
H¯0(k) =
k2
2m∗−µ¯+α(k×σ)·zˆ+gµBB¯·σ, with µ¯ = µ−
|Q|2
8m∗ ,
B¯x = Bx + αQy/2gµB, B¯y = By − αQx/2gµB and
B¯z = Bz[45]. Define the particle-hole operator as Θ = τxK ,
where τx is Pauli matrix acts on particle-hole space and
K denotes the complex conjugation, we can verify that
ΘHBdG(k)Θ
−1 = −HBdG(−k). Thus this system belongs to
topological class D with topological index Z2[50].
The decoupling in Eq. 2 is exact in free space. Now we
explain the physical meaning of Eq. 2 in more details. The
chemical potential is balanced out in part by the kinetic energy
of Cooper pairs. For typical values Q ∼ 0.05 − 0.2/nm, we
can estimate the kinetic energy of Cooper pair in InP nanowire
to be about 0.30 - 4.72 meV. This large kinetic energy enables
the realization of MFs at relative large carrier density, in which
the renormalized µ¯ can still be very small. The center-of-mass
momentum also renormalizes the in-plane Zeeman fields. Us-
ing typical SOC strength, we can estimate that the Zeeman
splitting induced by center-of-mass momentum to be the or-
der of 0.5 - 2.0 meV, which is equivalent toB ∼ 10−30 Tesla
for typical semiconductor nanowires with small g factors. As
a result, the required Zeeman splitting is not necessary to be
provided by external Zeeman field and the Lande´ g factor is
no longer essential in this new platform. Notice that the SOC,
as a standard technique in semiconductor nanotechnology, can
be tuned by external electric field. These estimations comprise
the key idea of this work. For these reasons, we expect that
all the dilemmas mentioned above in s-wave superconductor
can be resolved in this new platform. In the following we
mainly demonstrate our basic idea with InP nanowire[51, 52],
while in Fig. 3 we will summarize the major results using dif-
ferent conventional Zinc blende and Wurtzite semiconductor
nanowires; see Table I.
3We first consider a nanowire with strong confinement along
its transverse direction, thus 〈ky〉 = 0 and 〈kz〉 = 0. The
contribution of 〈k2y〉 and 〈k2z〉 can be absorbed into the chem-
ical potential µ when only the lowest band along the trans-
verse direction is occupied, i.e., single-band approximation.
In this case the topological phase of Eq. 1 is determined by
Pf(HBdG(k = 0)τx) = -1, which yields
µ¯2 +∆2 < |gµBB|
2 + α(gµBB×Q) · eˆz +
α2|Q|2
4
. (3)
We can recover the well-known result in s-wave superconduc-
tor, |gµBB|2 > µ2 + ∆2[10–13, 18, 19], by setting Q = 0.
Here we see that the boundary is determined not only by the
parameters in conventional s-wave superconductor (µ, ∆ and
|gµBB|), but also on the direction of external magnetic field,
SOC strength and effective mass of Cooper pairs. These new
parameters provide more knobs in experiments for the realiza-
tion of MFs. In the weak SOC limit, Q only renormalizes the
chemical potential; however, in the strong SOC limit, we have
µ¯2 + ∆2 < α(gµBB × Q) · eˆz + α
2|Q|2/4 ∼ α2|Q|2/4,
which is independent of Lande´ g factor. Notice that the SOC
strength is determined by inversion symmetry, thus can be eas-
ily controlled in experiments using external electric field; see
Refs. [53–55]. For this reason, the topological phase tran-
sition can be driven by an external electric field, although
the chemical potential is still pinned by the Fermi surface of
superconductor[42]. In other words, the advances in semi-
conductor nanotechnology can still be utilized in this hybrid
structure to facilitate the realization and identification of MFs.
To gain a basic insight to this problem, we first present the
different phases in Fig. 2a. The interplay beween topology
and energy gap gives rise to four different phases labeled by
I to IV[56], respectively, where the gapped topological phase
in regime I is what needed to search MFs (notice θ = pi/4 in
Fig. 2a). In Fig. 2b, we have fixed all the other parameters
but assumed Q can rotate in the plane with fixed magnitude.
For small Q the system is gapped, however, for largeQ it be-
comes gapless phase. The most special point in this work is
that whenQ is along y direction (Q ⊥ B), in which condition
k · Q = 0 and (B × Q) · eˆz becomes maximal at θ = pi/2
and minimal at θ = 3pi/2 (see Fig. 2c). In this case, we
can exactly prove that the system is always gapped except at
the critical point[57]. There is a small window when Q not
exactly perpendicular to the external magnetic field that still
supports gapped topological phase (see Figs. 2c-d), and this
small window can be controlled in experiments. We have ver-
ified that the system is always gapped when∆2 > h¯2y, thus the
small window can be enlarged by strong pairing. Moreover,
we find that the system can always be gapped when h¯x (or
equivalently Qy) exceeds some critical values, thus we have
the stripe-like gapless region in Fig. 2b. Generally, the small
regime I can be greatly enlarged by a suitable choice of effec-
tive mass as well as SOC strength.
We have also examined the results by taking the multibands
along the transverse direction into account. In the simplest
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FIG. 2. (Color online). (a). Phase diagram as a function of in-plane
Zeeman field B = Bxˆ and chemical potential for InP nanowire. The
left and right parabolas (red lines) are topological boundary deter-
mined by Eq. 5. The colored and uncolored regimes correspond to
gapless phase and gapped phase, respectively. Q = 0.02/nm and
θ = pi/4 are used. (b) Phase diagram in Q plane for fixed µ = 1
meV and gµBBx = 0.38 meV. In both figures, I and III are gapped
and gapless topological phase, while II and IV correspond to trivial
gapped and gapless phase, respectively. (c) and (d) plot the energy
gap at k = 0, and fundamental gap Egap = min|Enk|,i.e., the mini-
mal absolute energy gap of the total band structure, as a function of
Q. (c) and (d) correspond the result in (b) for θ = pi/2 and θ = pi/3.
case with two bands, the effective Hamiltonian reads as[58],
HBdG(k) =H
′
0(k+
Q
2
)
1 + τz
2
−H
′∗
0 (−k+
Q
2
)
1− τz
2
−σy(ρx|∆12|+∆+ + ρz∆−)τy , (4)
where H ′0(k) = H0(k) + Esp
1−ρz
2
− Ebmσxρy , with Esp =
3pi2/2mL2y is the subband energy difference, and Ebm =
8α/3Ly is the band mixing energy, which corresponds to the
expectation value pˆy operator between different band eigen-
states, ρi is the Pauli matrix acts on band degree. ∆± =
(∆11 ± ∆22)/2, where ∆ij defines pairing strength between
band i and j. Notice that the system tends to become gapless
phase when chemical potential is very large[45], thus only the
lowest parabola can support gapped MFs although there are
two different parabolas for topological phase. This regime
can be realized for a small nanowire with relative large effec-
tive mass in experiments. The possible quenching of g factor
is not important here[41].
The basic observations in Fig. 2 are quite general. In Fig. 3,
we plot the possible Q (parallel the y direction) that can sup-
port gapped topological phase in different conventional semi-
conductor nanowires; see Table I. Fig. 3a are plotted based
on initial condition Q = 0 to be a trivial phase while Fig. 3b
is plotted with initial condition to be topological phase. For
different nanowires, we use their true effective mass and SOC
as input parameters (see Table I) for fixed chemical potential
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FIG. 3. (Color online). Possible Q = Qyˆ for gapped topological
phase. (a) gµBBx = 0.38 meV and (b) gµBBx = 1.5 meV. In
both figures, ∆ = 0.3 meV and Egap defines the minimal gap of the
superconductors (see definition in caption of Fig. 2).
and Zeeman splitting gµBBx. These results clearly demon-
strate that in almost all the semiconductors, the topological
gapped FF phase can always be realized in a wide range of
Q. In particular, we find that InP nanowire which has relative
large effective mass and weak SOC strength, in some aspects,
is more suitable for the realization of MFs. This result is in
stark contrast to the widely accepted belief that the MFs can
only be realized in InAs or InSb nanowires due to their large
Lande´ g factors[10–13, 32–35]. In this paper we only consider
pure nanowires for simplicity, while in realistic experiments,
it is possible to optimize the MFs by considering the alloyed
nanowires, in which all the parameters in Table I can be tuned
continually.
The major advantage of this new platform is that we can
utilize the advances of semiconductor nanotechnology to en-
gineer the topological phase transition, although the chemical
potential is still pinned by the Fermi surface of superconduc-
tor due to proximity effect[42]. The basic idea relies on the
fact that the SOC strength is proportional to the external elec-
tric field[53–55], thus can be tuned in a wide range in realis-
tic experiments. This result opens the possibility to engineer
the topological phase transition and associated MFs using an
external electric field instead of magnetic field[32–35]. The
results are demonstrated in Fig. 4. In Fig. 4a, we show the
influence of SOC strength (Q||y) to the gapped trivial phase
and gapped topological phase. We show that the SOC strength
can dramatically modify the phase diagrams. Especially, the
gapped topological phase can be observed in a wide range of
Q at strong SOC strength (the boundaries are composed by
four different Q when α exceeds some critical values). No-
tice that the topological boundary can not intersect with the
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FIG. 4. (Color online). (a) Phase diagram as a function of Q||y and
SOC strength for µ = 1.0 meV. When |α| → ∞, the two critical
boundaries approach zero according toQ ∼ 2
α
(−Bx±
√
∆2 + µ2),
while the other two lines approach infinity according toQ ∼ ±4mα.
(b) Phase diagram as a function of chemical potential and SOC
strength for |Q| = 0.04/nm, θ = 2pi/5. (c) and (d) consider a
InP nanowire with length Lx = 3.0 µm in contact with a FF super-
conductor. In (c), we plot the lowest two non-negative eigenvalues
E1 and E2 as a function of SOC strength for Q||y = 0.2/nm (see
dash-dotted line in (a)). A typical energy levels at α = 30 meV·nm
(see the green star in (a)) is shown in (d), where the inset show the
wave function of MFs. We have verified that γ = γ† for the MFs. In
all figures, ∆ = 0.3 meV and gµBBx = 1.5 meV are used.
Q = 0 line, in which condition the topological boundary is
independent of SOC strength. As a result, we find that the two
gapped phase at strong SOC are always separated by a trivial
phase. The SOC is also possible to drive the system from the
gapless phase to the gapped topological phase when Q is not
along y direction exactly; see Fig. 4b. The results in Figs. 4
a-b show that the gapped phase can be dramatically enlarged
by controlling the direction of Q and the SOC strength.
We also study a realistic system with length Lx = 3.0
µm. We assume the wavefunction to be ψ = (u↑, u↓, v↓, v↑),
where u and v are expanded with plane wave basis with a suf-
ficient large cutoff. The basic numerical results are presented
in Fig. 4c, in which we see a pair of topological protected MFs
(due to Z2 invariant) emerge exactly at the topological phase
regime. A typical energy levels in the topological nanowires
are presented in Fig. 4d. The wavefunctions of MFs are well
localized at the two ends with exponential decay. The MFs can
be denoted as γ =
∑
s=↑,↓
∫
dxus(x)cs+ vs(x)c
†
s, where the
self-hermitian, γ = γ†, requires that us = v∗s , which is also
verified in our numerics.
The gapped topological phase depends strongly on the di-
rection of Q and the best regime for this phase is Q ⊥ B.
This condition can generally be fulfilled in realistic experi-
5ments. In the type-II FF superconductors, the center-of-mass
momentum Q is generally produced by an external magnetic
field. For a non-centrosymmetric superconductor with Rashba
SOC, it is well-known that the FF vector Q ⊥ B[23, 59–62].
This basic conclusion also holds for contact (short range) in-
teraction in ultracold atoms[63, 64]. Thus the small topolog-
ical windows in Fig. 2 may be readily realized in this plat-
form without further challenges. Notice that replacing the
s-wave superconductor with type-II s-wave superconductor,
which still has large critical field, do not have the above dis-
cussed advantages. It is worthwhile to emphasize that the
braiding of MFs, in this new platform, can also be achieved
by a time-dependent spatial-varying electric field, which can
tune the SOC strength hence the topological phase locally and
adiabatically.
In summary, we introduce a new member to the MF fam-
ily. We show that the MFs can be realized with almost all
conventional Zinc blende and Wurtzite semiconductors with
a semiconductor–FF superconductor hybrid structure. In this
new platform the topological boundary depends on almost all
the parameters of nanowires, thus it provides a lot of knobs
for the engineering of topological phase transition. Especially
the topological phase transition can be engineered by external
electric field. This new platform can integrate the advances
of semiconductor nanotechnology to facilitate the realization
and identification of MFs in future experiments.
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