In this paper, we show that the G-normality of X and Y can be characterized according to the form of f such that the distribution of λ+f (λ)Y does not depend on λ, where Y is an independent copy of X and λ is in the domain of f . Without the condition that Y is identically distributed with X, we still have a similar argument.
Introduction
In the classical framework, let X and Y be two independent random vectors and f be a function defined on an interval of R. Nguyen and Sampson ( [2] )obtained that the distribution of X and Y can be characterized according to the form of f such that the distribution of the random vector λX +f (λ)Y does not depend on λ, where λ takes on values in the domain of f . These results complement previously obtained characterizations where X and Y are required to be identically distributed and for one value λ * , λ * + f (λ * )Y has the same distribution as X which are discussed in Kagan et al. ([1] ). All these results are related to the Marcinkiewicz theorem (see [1] ), which simply says that under suitable conditions if X and Y are independent and identically distributed, and λ 1 X + τ 1 Y and λ 2 X + τ 2 Y have the same distribution, then X and Y have a normal distribution. Note that, in fact, τ i , i = 1, 2, can not be arbitrary constants, but must satisfy τ i = 1 − λ 2 i , i = 1, 2. Recently, Peng systemically established a time-consistent fully nonlinear expectation theory (see [3] , [4] and [5] ).
As a typical and important case, Peng (2006) introduced the G-expectation theory(see [6] and the references therein). In the G-expectation framework (G-framework for short), the notion of independence, identically distributed and G-normal distribution were established.
Motivated by their works, we obtain several characterizations of G-normal distribution. The paper is organized as follow: In section 2, we recall some notations and results that we will use in this paper. In section 3, we obtain our main results. In section 4, we give some comments.
Preliminaries
We present some preliminaries in the theory of sublinear expectation, G-normal distribution under G-framework. More details can be found in Peng [6] . 
denotes the space of bounded and Lipschitz functions on R n .
Definition 2.3 In a sublinear expectation space
whereX is an independent copy of X, i.e.,X d = X andX⊥X. Here the letter G denotes the function
Peng [6] showed that X = (
, is the solution of the following G-heat equation: 
characterizations of G-normal distribution
We only consider non-degenerate random variable X on a sublinear expectation space (Ω, H,Ê), i.e.
From the definition of G-normal distribution, a equivalent characterization of G-normal distribution is that,for any a, b > 0
where Y is an independent copy of X. Denote λ = a √ a 2 +b 2 , then
We are interested in the case that √ 1 − λ 2 is replaced by f (λ) which is a nonnegative function of λ. Actually we have the following theorem Theorem 3.1 Let f be a nonnegative function defined on some interval of R and X be a nondegenerate random variable on a sublinear expectation space (Ω, H,Ê), for any λ which is in the domain of f ,
where Y is an independent copy of X, then:
Without loss of generalization, we assume that there exist b > a > 0 such that the interval (a, b) is a subset of the domain of f . We shall prove that µ = 0. Otherwise suppose µ = 0. Thus, for λ ∈ (a, b), from (1)
Substitute in (3) and (4),
This contradiction yields that µ = 0. Similarly, µ = 0. Then
Hence, f (λ) = √ 1 − λ 2 . Thus X is G-normal distributed. Moreover we can still have the following theorem without the condition that Y and X are identically distributed.
Theorem 3.2 Let X, Y be two non-degenerate random variables on a sublinear expectation space (Ω, H,Ê)and f be a given non-negative function defined on some interval of R. Assuming that Y is independent with X, and λX + f (λ)Y is a non-degenerate random variable whose distribution does not depend on λ for all λ in the domain of f , then:
(ii) X and Y are G-normal distributed with σ We have f (λ) = 
