Abstract: A new measure of image focus based on the discrete orthogonal Chebyshev moments is introduced. The low-and high-spatial-frequency components of an image can be represented as the low-and high-order Chebyshev moments, respectively. The focus measure is defined as the ratio of the norm of the high-order moments to that of low-order moments. It is shown that the focus measure is monotonic and unimodal with respect to image blurring. Additionally, it is invariant to contrast changes due to the differences in the intensities of illumination. The focus measure is tested for its discriminating power of images blurred to various degrees. Noise studies show that the focus measure is robust under Gaussian and salt-and-pepper noise. The performance of the proposed focus measure is compared with the existing focus measures.
Introduction
A clear and well-focused image is important in computer vision, astronomical imaging and microscopy [1 -5] . For this reason, many focusing techniques have been investigated [6 -8] . A focus measure is a quantity which measures the degree of blurring of an image; its value is a maximum when the image is best focused and decreases as blurring increases. It is particularly important in applications such as autofocusing and depth recovery. Figure 1 shows the basic image formation geometry. All light rays radiated from point A of the object and intercepted by the lens are refracted to converge to a point B. For a thin lens, the relation between the object distance u, focal distance of the lens f and image distance v is given by
Each point on the object plane is projected onto a single point on the image plane, and thus a clear and focused image f(x, y) is formed on the image plane. However, if the object is displaced by a distance d, the energy from the object through the lens is distributed over a circular patch on the image plane, resulting in a blurred image of the object. The blurred image g(x, y) can be expressed as gðx; yÞ ¼ f ðx; yÞ Ã hðx; yÞ ð 2Þ
where h(x, y) is the point-spread function (PSF) related to the blurring. Ideally, when hðx; yÞ ¼ dðx; yÞ; we obtain the original image gðx; yÞ ¼ f ðx; yÞ: In practical situations, h(x, y) has the characteristics of a lowpass filter. A focus measure reflects the amount of blurring introduced by h(x, y). A typical focus measure should satisfy these requirements:
. independent of image content. The focus measure should not be based on particular structures of an image such as brightness and noise . monotonic with respect to blur. The more blurred an image is, the smaller the value of the image focus measure should be . the focus measure must be unimodal, that is, it must have one and only one maximum value. Since autofocusing algorithms judge an image to be in focus by the maximum value of the function, multiple maxima lead to large focus error . large variation in value with respect to the degree of blurring. Large usable range has a positive effect on the accuracy of the measure . minimal computation complexity . robust to noise.
Various focus measures were introduced in previous research literature [1, 3] . The common ones are M 1 : variance of image grey levels; M 2 : ' 1 -norm of image gradient; M 3 : ' 2 -norm of image gradient; M 4 : ' 1 -norm of second derivatives of image; and M 5 : energy of Laplacian of image. Most of them are measures of the high-spatialfrequency components of an image. This is due to the fact that the high-spatial-frequency components of an image are suppressed by blurring, regardless of the PSF.
To the best of our knowledge, no focus measure based on moments has been formulated. Moments and functions of moments have been widely used for pattern recognition [9, 10] , pose estimation [11] , signal modelling [12] , image normalisation [13, 14] and image compression [15] . In this paper, a focus measure based on the Chebyshev moments is introduced. Mukundan et al. [16] introduced the notion of discrete orthogonal polynomials and showed that the set of Chebyshev moments can be used to capture the essential analytical properties of an image. The image information stored in each moment is independent and the information redundancy between the moments is minimal. Moreover, no numerical approximation is needed for evaluating the Chebyshev moments of discrete-space images. We use the set of Chebyshev moments to formulate a new noise-robust focus measure. Generally, the low-order Chebyshev moments capture the low-spatial-frequency components of an image, such as smooth surfaces which have a slow rate of variation in intensities. The high-order moments, on the other hand, capture those with high spatial frequency, such as edges and contours which have a high rate of variation in intensities. Based on this fact, the new focus measure is defined as the ratio of the norm of the high-order moments to the norm of the low-order moments. To demonstrate the discrimination power and robustness of the new focus measure, we compare the performance of the proposed focus measure with the existing focus measures.
Existing focus measures
Several focus measures were studied in [17, 2, 18] . Most of them are measures of the high-spatial-frequency components of an image. This is in accordance with the fact that blurring suppresses the high frequency information of an image regardless of the PSF. If the image is defined in the domain R. The simplest focus measure is the variance of image grey levels:
where m is the mean of grey level values of g(x, y). Several other focus measures are defined by the derivatives of the image. They are the: ' 1 -norm of the image gradient:
' 2 -norm of the image gradient:
' 1 -norm of second derivatives of the image:
and energy of the Laplacian of the image:
The monotonicity and unimodality of M 1 ; M 3 and M 5 are proved by Subbarao et al. [1, 19] . It is shown that M 3 and M 5 are in fact measures of image energy after the Fourier spectrum Gðo; nÞ has been high-pass filtered by filters p ðo 2 þ n 2 Þ and o 2 þ n 2 ; respectively. The definitions of the focus measures given above are summarised in Table 1 . It should be noted that approximations are needed for actual implementation of the above-mentioned focus measures, since typical computer images have discrete-space domains. Some other focus measures can be found in [6] .
Chebyshev polynomials
The set of Chebyshev moments is based on the discrete Chebyshev polynomials [20 -22, 16] . The nth-order N-point Chebyshev polynomial is defined as
where n, x ¼ 0; 1; 2; . . . N À 1; and
is the generalised hypergeometric function with the Pochhammer symbol defined as
The set of N Chebyshev polynomials ft n ðx; NÞg forms a complete and finite set of discrete basis functions and satisfies the orthogonality condition 
To speed up computation, the three-terms recurrence relation can be used:
where n ¼ 2; 3; . . . ; N À1 and t 0 ðxÞ ¼ 1;
Chebyshev moments
The Chebyshev moment of order ðm þ nÞ for an image with intensity function f ðx; yÞ; x 2 f0; 1; . . . ; M À 1g; y 2 f0; 1; . . . ; N À 1g is defined as
t m ðx; MÞt t n ðy; NÞ f ðx; yÞ ð14Þ The set of Chebyshev moments satisfies the Parseval theorem, i.e.
Chebyshev moments as correlation measures
Correlation is a similarity measure between functions [23, 24] . The correlation of two discrete-space functions r (x, y) and s(x, y) is defined as
rðx; yÞ½sðx; yÞ Hence, T mn is in fact the correlation of the image and the moment kernelt t m ðx; MÞt t n ðy; NÞ: In other words, Chebyshev moments measure the similarity between the image and the respective moment kernel. Generally, the spatial-frequency components measured by T mn are dependent on the order ðm þ nÞ: The lower order moments measure the low-spatialfrequency components of an image, while the higher order moments measure the high-spatial-frequency components of an image. This shall be evident by observing the graphical plots of the moment kernels. For simplicity, we denote F mn ¼t t m ðx; MÞt t n ðy; NÞ: Figure 2a shows the graphical plots of F 22 : It can be seen that the moment kernel F 22 is low in spatial frequency and hence T 22 is a measure of the low-spatial-frequency component of an image. For F 10;10 ; shown in Fig. 2b , the value of the moment kernel changes much more rapidly and hence T 10;10 extracts from the image the component with a higher spatial frequency.
Noise insensitivity of Chebyshev moments
The lower order Chebyshev moments are insensitive to noise. If the noise degraded image of f(x, y) is denoted by g(x, y), i.e.
gðx; yÞ ¼ f ðx; yÞ þ nðx; yÞ ð 21Þ
where n(x, y) is the noise of the image, then the moments of g(x, y) are 
since the correlations of low-spatial-frequencỹ t t m ðx; MÞt t n ðy; NÞ and high-spatial-frequency n(x, y) are typically small, i.e. X 
Implementation using matrix
In actual implementation, the Chebyshev moments are computed with the transformation matrix:
The set of Chebyshev moments of image A ¼ f f ð j; iÞg i; j¼NÀ1 i; j¼0
can be determined by
where ðÁÞ T denotes the transpose of the matrix and
The matrix representation is very useful in software packages such as MATLAB. The transformation matrix C can be precomputed and stored to speed up the computation.
Chebyshev moments-based focus measure
The new focus measure is based on the Chebyshev moments. Given an M Â N image f (x, y), we normalise it by definingf
so that
Note that this does not affect the spatial-frequency contents of the image. Based onf f ðx; yÞ we have the corresponding set of Chebyshev moments Tðf f ; M; NÞ ¼ fT ðf f Þ mn g; where m ¼ 0; 1; . . . ; M À 1; n ¼ 0; 1; . . . ; N À 1: We take the low-order moments to be moments of order less than P ð M þ N À 2Þ: Hence, if we denote the set of low-and high-order Chebyshev moments with Lðf f ; PÞ and Hðf f ; PÞ; respectively, we have Lðf f ; PÞ ¼ fT kl jk þ l Pg;
where the operator 'n' denotes the set difference, i.e. AnB ¼ fxjx 2 A and x 6 2 Bg:
We propose a Chebyshev moments-based focus measure:
where k Á k denotes the ' 2 -norm. The monotonicity of (31) can be understood intuitively. Since Lðf f ; PÞ and Hðf f ; PÞ identify the low-spatial-frequency (low-pass) and highspatial-frequency (high-pass) components of the image, respectively, the proposed focus measure is in fact the measure of the ratio of the energies in high-pass band to the low-pass band. Generally, an image in focus has higher Hðf f ; PÞ energy and lower Hðf f ; PÞ when compared to a blurred image. For practical implementation, we can rewrite (31) as
since, from (16), we have kf f k ¼ kLðf f ; PÞk þ kHðf f ; PÞk:
By using this (31), the computation of Chebyshev moments is reduced to those with order P:
Effect of parameter P
If the parameter P is increased, the focus measure becomes more sensitive to the high frequency components of an image. This can be shown from the fact that from (32) we have 
and if P is increased by 1, then
This implies better discriminating power between various degrees of blurring, but it also means that the moments are more susceptible to the effect of noise. Hence, the value of P is to be set according to the context of application; compromise between the discriminating power and noiserobustness has to be made.
Monotonicity and unimodalness
Considering two images f 1 ðx; yÞ and f 2 ðx; yÞ; and if f 2 ðx; yÞ has a larger degree of blurring compared to f 1 ðx; yÞ; that is:
we have
Hence, we conclude that the proposed focus measure M T is monotonic. The unimodality of M T is inherently proved by its monotonicity.
Noise robustness
As shown in Section 4.2, the lower order Chebyshev moments are insensitive to noise. Hence, for a small P, it can be easily shown that, for a noise-degraded image g(x, y) of f (x, y), we have
since kLðg g; PÞk ' kLðf f ; PÞk:
Contrast invariance
If the contrast of the original image f (x, y) is modified by a factor k, i.e. the modified image g(x, y) is gðx; yÞ ¼ kf ðx; yÞ; then the focus measure is Hence, the proposed focus measure is invariant to contrast changes of an image. This is especially important for conditions where the intensity of the illumination changes.
Experimental studies
In this Section, we provide experimental results of the performance of the proposed focus measure. Note that M 1 ; M 2 ; M 3 ; M 4 and M 5 are as denoted in Table 1 . M T denotes the proposed focus measure, which is based on the set of Chebyshev moments. Unless otherwise mentioned, we take P ¼ 2:
Noise-free images
To test the effectiveness of the proposed focus measure, we compare its performance with the existing focus measures. The 'Camera man' image ð256 Â 256Þ; show in The sensitivity of the proposed focus measure to the highspatial-frequency components is determined by the parameter P. Figure 6 shows the effect of P on the discriminating power; the higher the value of P, the higher the discriminating power of the focus measure with regard to the degree of blurring.
Images degraded with noise
Visual equipment is often not without flaw and may introduce noise to the captured image. This increases the high-spatial-frequency components of the image and causes the focus measure to erroneously take a noisy blurred image as a focused image. To simulate and test the performance of the proposed focus measure under such noisy conditions, Gaussian white noise of variances, V ¼ 0:005; 0:020; and salt-and-pepper noise of densities, D ¼ 0:15; 0:20; are added to the blurred images (such as Fig. 3b) . A sample image for each type of noise is shown in Fig. 7 . Figures 8a and 8b show the values of the focus measures for M 1 ; M 2 ; M 3 ; M 4 ; M 5 and M T for the case of Gaussian noise. Figures 8c and 8d show the values of the focus measures for the case of salt-and-pepper noise. An ideal focus measure should decrease with the degree of blurring even under noisy conditions. The larger the difference between consecutive values, the better the discrimination power of the measure. It can be observed that, compared to other focus measures, the proposed focus measure has a higher discrimination power. As the degree of blurring increases, the value of M T decreases regardless of the noise. Focus measures M 2 ; M 3 ; M 4 ; M 5 tend to lose the discrimination power and monotonicity as the degree of blurring increases. When comparing M T with M 1 ; the steeper slope of the former implies that consecutive values of M T differ more when compared to M 1 : Hence it can be concluded that M T has the highest discrimination power among the studied focus measures under noisy conditions. Table 2 shows the spread s=m for the various focus measures under various noise conditions.
The values obtained are based on these conditions: Gaussian noise of variance 0:001; 0:002; . . . ; 0:005 and saltand-pepper of density 0:01; 0:02; . . . ; 0:05: It can be seen that the proposed focus measure is more robust to noise compared to the other focus measures, although it is marginally less robust when compared to M 1 :
The proposed focus measure is tested with other images; the whole set of test images is shown in Fig. 9 . Table 3 shows the values of M T for the noise free condition and when the images are degraded by Gaussian or salt-andpepper noise. It can be observed that for all cases, except for the last case (c) in the Table, the proposed focus measure is monotonic and unimodal.
Real images
The proposed focus measure is also tested with real images taken as shown in Fig. 10 . Taken with a Canon PowerShot G2 digital camera at different focal lengths, the images are rescaled to size M Â N ¼ 256 Â 192 and all the images are converted to grey level images by eliminating the hue and saturation information while retaining the luminance. It can be observed that the value of M T decreases with the increase in the degree of blurring.
Contrast invariance
Owing to the fact that the intensity of illumination tends to vary, a focus measure which is contrast invariant is desirable. Table 4 shows the spread s=m of the focus measures for different intensities of illumination. The intensity changes are simulated by considering the modified image: 
The values are rounded, as digital images have quantised intensity values. From the Table, it can be observed that the proposed focus measure M T is invariant to contrast changes due to the change of intensity of illumination.
Computation speed
Experimental results also show that M T has a higher computation speed when compared to other focus measures; except M 1 ; which is marginally faster. This is an advantage for real-time implementations. The average computation times of all the focus measures are shown in Table 5 . The computations are done on a PC with a 2.27 GHz Pentium 4 processor and 256 MB RAM, using the 'camera man' image.
Conclusion
In this paper, a new measure of image focus based on Chebyshev moments is proposed. The low-and high-order Chebyshev moments capture the smooth and fine structures of an image, respectively. We define the new focus measure as the ratio of the norm of the low order moments to that of the high order moments. The new focus measure has a high discrimination power despite the noises introduced in the image. Moreover, no numerical approximation is involved in the computation the focus measure for discrete-space images. Comparisons are done with existing focus measures, and experimental results show that the Chebyshev moments-based focus measures perform significantly better in terms of discrimination power, noise robustness, contrast invariance and computation time.
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