Increasing QoS Parameters in WSNs through Spiral-Based Clustered Architecture  by Azizi, Tarek & Beghdad, Rachid
 Procedia Computer Science  83 ( 2016 )  401 – 408 
Available online at www.sciencedirect.com
1877-0509 © 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Conference Program Chairs
doi: 10.1016/j.procs.2016.04.202 
ScienceDirect
The 7th International Conference on Ambient Systems, Networks and Technologies               
(ANT 2016) 
Increasing QoS Parameters in WSNs through Spiral-Based 
Clustered Architecture 
Tarek Azizia*, Rachid Beghdadb* 
aDepartment of mathematics and computer science, Amine el-okkal el hadj moussa eg akhamouk University, Tamanrasset, 11000, Algeria 
bDepartment of computer science, Abderrahmane Mira University, Bejaia, 06000, Algeria  
Abstract 
Wireless sensor networks composed of individual nodes that are able to interact with the environment by monitoring or sensing 
physical parameters. However, these sensors are deployed randomly and in large scale which creates a huge number of redundant 
sensed data which saturates network resources and consumes nodes energy. Many applications of WSNs require Quality of 
service (QoS) in terms of high bandwidth for real time applications including multimedia audio and video without much delay. In 
this scope, and to reduce the number of transmitted packets to sink node, data aggregation may be effective technique, which is a 
critical function of WSNs. The main goal of data aggregation algorithms is to gather and aggregate data in an energy efficient 
manner so that network lifetime is enhanced, and bandwidth reserved for each node maximized. Eliminating collisions and idle 
listening for low energy consumption in the network is a crucial issue which will be done by the use of deterministic access 
protocols as TDMA which are more power efficient since nodes in the network can enter inactive states until slot times will be 
assigned to them. Our contribution focus on maximizing bandwidth reserved for each sensor node. In this paper we present a 
Spiral-Based Clustered with Data Aggregation (SBCDA) architecture approach combining data aggregation with TDMA 
protocol in WSNs for improving connectivity and avoiding inter-cluster collisions and to increase bandwidth reserved for each 
sensor node, by computing the length of the superframe generated by all sensor nodes in the network. We conclude with possible 
future research directions in affecting each time slot to each sensor node. 
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1. Introduction 
Wireless sensor networks are very attractive because these networks enable promising applications, but there are 
many system challenges to resolve1 like the limited communication bandwidth of the sensors, energy, that is an 
essential problem since sensors are usually battery-powered, and in some emergency applications, a short time of 
data collection is also required, and to satisfy the above requirements, TDMA is a good choice towards such a data 
gathering sensor networks. Saving energy is done by eliminating collisions, avoiding idle listening, entering inactive 
states where another sensors transmit there packets, bounding the delays of packets which is important for the time-
driven data aggregation2 and guaranteeing reliable communication, which is maintained by TDMA protocol, as a 
collision-free access method. 
Clustering in WSN3 is the process of grouping the sensor nodes in a densely deployed large-scale sensor network. 
In cluster based environment, data aggregation is the way to combine and compress the data belonging to a single 
cluster. The process of clustering in a wireless sensor network is constrained by: the number of clusters that should 
be formed which may optimize some performance parameter, the number of nodes should be taken into a single 
cluster and the Cluster Head selection procedure in each cluster. Another issue where user can select some more 
energy-powerful nodes in the network to act as a Cluster-Head and other simple nodes acts as cluster-member only4. 
An essential paradigm for wireless routing in sensor networks which is put forward called “Data aggregation”5,6. 
The idea is to combine the incoming data from different child nodes eliminating redundancy, minimizing the number 
of transmissions and thus saving energy. This paradigm shifts the focus from finding short routes between pairs of 
addressable end-nodes (address-centric) to finding routes from multiple sources to a single destination that allows in-
network consolidation of redundant data (data-centric)7. 
Our contributions are as follows. First, while generating new clusters in spiral architecture, each cluster had only 
two nodes, cluster head “CH” and cluster member “CM”. Second, after completing the cluster formation, all CMs of 
3-hop away clusters can concurrently transmit data to their respective CHs without inter-cluster collision. 
The rest of this paper is organized as follows. In section 2, we present some related works about bandwidth 
assignment in WSN, real-time data aggregation and communication protocols as TDMA model. System model and 
problem statement are presented in section 3. Simulations are presented in section 4. Section 5 concludes this paper. 
2. Related work 
Dawood K. et al8 address the problem of allocating and reconfiguring the available bandwidth by designing and 
analyzing wireless sensor networks in a versatile manner. The framework proposed applies probabilistic and 
component-based design principles for the wsn modelling and consequently analysis; while maintaining flexibility 
and accuracy. 
In our previous work9, we present a new approach combining data aggregation with TDMA protocol in Tree-
Based Clustered Data Aggregation WSNs (TBCDA), by minimizing the huge number of transmitted packets to the 
sink node. Each cluster head (CH) collects and aggregates, (according to an aggregation function) received packets 
from its child nodes in its cluster, before transmitting the resulting packet (aggregation result as a single packet) to 
its parent, until the data reaches the sink node. 
Pengye X. et al10 investigates the issue of how to assign bandwidth to each description in order to maximize 
overall user satisfaction by formulating it as an optimization problem, with the objective to maximize user 
bandwidth experience by taking into account the encoding inefficiency due to MDC. 
The problem of performing timely detection of events by a WSN is tackled in11. Nastasi C. et al. propose a real-time 
bandwidth allocation mechanism for IEEE 802.15.4 that maximizes event detection efficiency and reduces statistical 
uncertainty under network overload conditions. On-line strategies complement off-line guarantees to enhance the 
confidence level of the measurements. A distributed compressive sparse sampling (DCSS)14 algorithm is proposed 
for data aggregation to solve the problem of recovering the n-dimensional data values, which is based on sparse 
binary Compressed Sensing/Compressive Sampling (CS) measurement matrix. 
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3. System Model and Problem Statement 
3.1. System Model and Definitions 
We consider a WSN consisting of 58 homogeneous sensor nodes {ID1, ID2 ... ID58} and sink node ID0. We 
consider that our network work without inter or intra-cluster interference, and all those sensor nodes are similar and 
sense the same events (temperature for example). We adopt a perfect data aggregation model and TDMA-based 
scheduling protocol, as shown in Fig. 1. This network is characterised by: 
• Network architecture: we assume that our network architecture is “spiral-based”, and that each cluster had just 
only two sensors, a child node or Cluster Member (CM) and a cluster head (CH) which will be a child node in 
another cluster, which inter-cluster communications are done by Clusters Heads (CHs). 
• Synchronization of sensors: The time synchronization of the network can be carried out by applying a 
synchronization algorithm12, or by sending a signal from the sinks or other entity capable of reaching all 
sensors13. 
We define a Round (or reporting period) as a TDMA schedule period consisting of “T time slots” which is the 
process of gathering and aggregating data from all nodes to the sink. At each time slot, all senders and their 
corresponding parent nodes are scheduled in active state while the remaining nodes in sleep state. The length of this 
round is the “superframe length” which we focus to calculate it. 
We consider in this paper simple aggregation functions (such as min, max ...) in which multiple input packets can 
be aggregated into a single output packet. 
3.2. Problem Statement and Notations 
We calculate the superframe length and the bandwidth assigned for each sensor node in the network where CHs 
perform data aggregation in TDMA scheduling algorithm. 
Since our previous work9 consist to study the problem of bandwidth maximizing in tree-based wsn architecture, 
and how to reduce the superframe length, in this paper we use the same symbols and formulas but in a new approach 
proposed which is spiral-based clustered wsn architecture. 
Table 1 lists the symbols used in this computation model. 
Table 1. Table Of Symbols. 
Symbols Meanings 
h
iC  Denotes the cluster number ‘i’ at level ‘h’. 
CH(x) 
Return the Cluster Head of cluster ‘x’, while CH−1(x) return the 
cluster which has ‘x’ as Cluster Head. 
Ch(x) Return number of all child nodes in cluster ‘x’. 
Nc(h) 
Return the number of clusters at level ‘h’ : 
°¯
°®
­
≠
=
= ¦ −
=
− 1:...)(
1:................................1
)( )1(
1
1 hifCCh
hif
hNc hNc
i
h
i
Id Denote node identification 
NbS Denote Number of sensors in the network 
Ts Denote Time slot duration 
We took as an example illustrated in Fig. 1 and 2 to better understand the calculation of our TDMA superframe 
length mechanism and how the changes in density affect directly the bandwidth reserved for each node, and to 
evaluate our work, we took as an example a tree-based clustered network mentioned in16. 
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3.3. Superframe Length Computation 
According to our example, nodes ID19 and ID20 are in the same cluster, so they are in the same neighbourhood, 
and nodes ID8 and ID10 cannot hear each other (aren’t in the same cluster). For each cluster, there is a Cluster Head 
(CH) which aggregate data received from its child nodes and relays it to its parent node. 
In a case where each time slot is reserved for one and only one sensor node (one node in Ts) to transmit its 
packet, we had computed the superframe length when sensing is done by all nodes, and no simultaneous 
transmissions are performed between clusters. The superframe length is equal to the sum of all sensor nodes. The 
length of the TDMA superframe in a tree based clustered network with a depth equal to “H” is obtained by the 
following formula (1): 
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)(    (1)
where “H” denote the tree depth, i.e. the number of levels in the network. From formula (1), we can see that there 
is enough space in the superframe for nodes flows to be sent simultaneously with each other. 
Fig. 1. Spiral-based network model. 
Fig. 2. Spiral-based clustered sensor network. 
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From Fig. 2, each group of two sensors form a cluster, so, sensors ID58 and ID57 are in cluster C1
58, sensors ID57
and ID56 are in cluster C1
57, and so on, until reaching the base station (ID0) which is in the cluster C1
1 with sensor 
ID1. 
3.4. Previous Proposed Approach 
In our previous work9, we had computed the superframe length when sensing is done by any node and 
simultaneous transmissions are performed by same-level clusters and 3-hops away levels. We had considered the 
most complete case where any sensor node in the network sense data and intermediate nodes are also sensing, 
aggregating and transmitting data. 
In order to increase the bandwidth reserved for each sensor node and to limit the problem of collisions among 
sensors, we had proposed a communication architecture where nodes operate in TDMA, and to do so, we had 
proposed a formula which allow us to calculate the superframe length, where the sensing of events is done by all 
nodes and simultaneous transmissions are performed by the same level clusters as well as distant nodes of 3 levels. 
In all cases above, the intermediate nodes also sense, aggregate and transmit data. 
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From “(2)”, we can notice that the superframe length is composed of 3 different parts according to variable d, as 
illustrated in Fig. 3. 
3.5. Proposed Approach 
The current article focuses on a new architecture based on spiral-based clustered wsn using data aggregation 
(SBCDA), where nodes are grouped on clusters, and each cluster had only two sensor nodes, one represent a CH and 
another is a child node or a cluster member. CHs of 3-hop away clusters can operate (send their packets) at the same 
time, which means that our new superframe had three parts, if we apply formula (2), as shown in Fig. 3, where: 
Fig. 3. SBCDA Superframe length computation 
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Than if we take d =1; d = 2 or d = 3 : 
{ } { }{ } 1)()(1)..0(3 ===+∈ hihNciHggdh CChMaxMax    (3) 
So, whatever the network density, our superframe generated in all cases always equal to three, 
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3.6. Bandwidth Allocation 
The time where we have the superframe length, we can compute the bandwidth ratio allocated for each sensor 
node in the network. Bandwidth is the amount of traffic sent by each node in the network during the simulation time. 
This metric varies along the length of superframe calculated according to the network density. This bandwidth ratio 
“B” is calculated from formula (2), and we obtain: 
engthSupeframeLB
1
=    (5)
Since the length of superframe is constant and take 3 as length (formula (2)), the bandwidth ration obtained will 
be then: B = 1/3 (formula (5)). 
Since each group of sensor nodes sends its packets in one and only one slot time, the bandwidth ratio reserved for 
each one is equal for all sensors, i.e. all the sensors share the same bandwidth ratio. 
3.7. Network latency 
Network latency, also known end-to-end latency, is the amount of time it takes a packet to cross the network 
from a sensor node to the destination (sink node). Delay could be considered a synonym for latency. Latency and 
bandwidth define the speed and capacity of a network. 
In our approach, sensors can use the medium to transmit their packets as shown in Fig. 3, i.e. packets of node ID1
can reach the sink after one time slot, and packets of sensor ID58 transmitted in 58 time slot, while the duration 
where packets transmitted between sensor ID57 and sink node is 58 time slot. 
So, we can generalize our latency formula as packets of each sensor node can reach the sink after: 
( )( )( ) ).(*3mod unittimeTsidNbSidRt −+=    (6)
where Rt is the response time, i.e. the whole duration it takes sensed events transmitted as a packets from source (a 
sensor node) to the destination (sink), 
4. Performance study 
We have conducted several simulations to prove the proposed formula guaranteeing bandwidth, with the settings 
presented in Table 1. 
4.1. Network density vs. Bandwidth 
In Fig. 4, we compare the bandwidth rate of proposed approach with other ones, where the cluster C24 has, 
initially, one child nodes (Ch(C24) = 1, which is node ID18)9. 
407 Tarek Azizi and Rachid Beghdad /  Procedia Computer Science  83 ( 2016 )  401 – 408 
In this simulation, we increase the number of child nodes in this cluster gradually until reaching 3 sensors, i.e. 
Ch(C24) = 3, and then exceeding for Ch(C24) = 4, 5, 6, 7, 8, 9, 10. Note that in this case the bandwidth decreases 
gradually when adding other nodes. 
Table 1. Simulations settings. 
Symbols Meanings 
Number of sensors 58 
Packets size 90 Octet 
Simulation duration 150 s 
MAC layer TDMA 
Channel bit rate 9.6 Kbps 
Length of Slot time 75 ms 
    
                        Fig. 4. Network Density vs. Bandwidth.                        Fig. 5. Relationship between superframe length, round and packet size. 
According to Fig. 4, our approach provides better bandwidth because, and from formula (5), the length of 
superframe is the denominator of bandwidth rate, so if we reduce the superframe length (as in the case of our 
approach compared with TBCDA and that where each Ts is assigned to only one node), the rate will increase, and 
vice versa (inverse relationship). 
We conclude that, practically, this means that adding other nodes in the network don’t affect the superframe 
length and so thus don’t affect the reserved bandwidth for each sensor. 
4.2. Superframe length and round vs. packet size 
The duration of a “round” is directly related to the superframe length and it also depends on the packet size where 
changing one parameter could affect others. 
For example, to increase data freshness (i.e. decrease the round duration), the superframe length should be 
reduced either by removing time slots (i.e. minimizes the number of nodes), or reducing the size of packets allowed 
to be sent by each node (Fig. 5). In both cases, the accuracy will be adversely affected. So there are clearly tradeoffs 
between these parameters. 
From Fig. 5, we note that nodes allowed to send packets of large sizes (e.g. 1500 bytes) in their time slots are 
always more affected by increasing of superframe length. 
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5. Conclusion 
In this paper we study the problem of TDMA scheduling with data aggregation in wireless sensor networks. 
TDMA has a natural advantage of collision-free medium access but in some protocols this leads to interference due 
to slot reuse. Adaptation to topology changes is another difficulty faced by TDMA system as these changes are 
caused by many factor as insertion of new nodes, exhaustion of battery capacities, broken links (caused by 
interference), the sleep schedules of relay nodes, and scheduling caused by clustering algorithms. In decentralized 
environment, it is not easy to change the slot assignment for traditional TDMA. 
Once we calculated the superframe length, we establish the relationship between this length for a given topology, 
expressed, on one hand, in terms of density, and the bandwidth in the other. We calculated the rate of bandwidth, 
and we showed how the position of the added node has a direct impact on the length of superframe and hence on the 
allocated bandwidth. 
Moreover, the proposed technique provides a faster data delivery to the cluster head (CH) using TDMA scheme 
that is very important for real time applications. 
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