In this article, we describe a system that reads news articles in four different languages and detects what happened, who is involved, where and when. This event-centric information is represented as episodic situational knowledge on individuals in an interoperable RDF format that allows for reasoning on the implications of the events. Our system covers the complete path from unstructured text to structured knowledge, for which we defined a formal model that links interpreted textual mentions of things to their representation as instances. The model forms the skeleton for interoperable interpretation across different sources and languages. The real content, however, is defined using multilingual and cross-lingual knowledge resources, both semantic and episodic. We explain how these knowledge resources are used for the processing of text and ultimately define the actual content of the episodic situational knowledge that is reported in the news. The knowledge and model in our system can be seen as an example how the Semantic Web helps NLP. However, our systems also generate massive episodic knowledge of the same type as the Semantic Web is built on. We thus envision a cycle of knowledge acquisition and NLP improvement on a massive scale. This article reports on the details of the system but also on the performance of various high-level components. We demonstrate that our system performs at state-of-the-art level for various subtasks in the four languages of the project, but that we also consider the full integration of these tasks in an overall system with the purpose of reading text. We applied our system to millions of news articles, generating billions of triples expressing formal semantic properties. This shows the capacity of the system to perform at an unprecedented scale.
Introduction
We massively communicate about the changes in the world through news and social media. This is mostly done in natural language. LexisNexis, 1 a multinational information broker, estimates that they archive over 1 million news articles from 30,000 different sources every working day and almost the same number of web pages. Their multilingual archive goes back several decades and contains billions of articles, biographies, and reports. Such an archive contains a wealth of knowledge and information on what happened in the world and what our perspective is on reported changes. Tapping into this knowledge would allow us to discover long-term developments at a global-scale. It would show us the global history and its impact as reported in all these media. However, this knowledge from text is currently only revealed through search and classification systems that give users a list of news articles in response to profiled queries. At most, such systems provide trending topics in time, typically exploiting the volume of news but they do not measure the volume of change in the world nor its impact. To find out what really happened, users are still forced to read news articles and social blogs from these clusters or result lists.
In this article, we describe a system built in the NewsReader project 2 that does the reading for you in four different languages: English, Dutch, Spanish and Italian. It determines what happened, who was involved, and where and when it took place. The interpretation of natural language text is formally represented in RDF according to Semantic Web standards in the form of what we call Event-Centric-Knowledge-Graphs (ECKGs, [1] ). Because we anchor events to time, we can extract longer sequences of events over time and discover the role of participants in history. It allows us to find networks of actors and implications of 1 events on a large global scale and over longer periods of time. It provides the means to generalize from the level of individuals (people, companies, incidents) to classes and types (management, governors, industries and event types), discovering trends and patterns, or vice versa to specialize from general trends to personal stories.
By processing text to RDF, we make a fundamental distinction between the mentions of individuals and events in text and their more formal representation as instances in the reconstruction of a world. Many different sources will mention the same people, organizations and events many times but there is only a single world representation of instances to which these references should be linked. We defined the Grounded Annotation Framework (GAF, [2] ) to bind mentions in text (and other modalities) to instance representations. GAF naturally resolves coreference of natural language expressions (mentions) within documents but also across documents and across languages. It also allows us to aggregate knowledge and information from these mentions, to deduplicate information, and to show the provenance and perspective on each piece of information from these sources. Whereas the Natural Language Processing (NLP) technology that we employ tries to interpret each mention semantically, a separate technology has been developed to aggregate these interpretations into a single RDF structure and represent this in a triple store for reasoning and exploitation.
The deep-reading technology developed by NewsReader is unique in its kind. It combines the most advanced NLP technology in four different languages to obtain interoperable semantic interpretations of text. Our four NLP pipelines perform namedentity-detection and linking, event and semantic role detection, temporal expression normalization and temporal relation detection. Interoperability across these modules is achieved through the Natural Language Annotation Format (NAF, [3] ). Crosssource interoperability is achieved through the Simple Event Model (SEM [4] ). The two formalisms are further integrated in the Grounded Representation and Source Perspective (GRaSP) framework. GRaSP allows us to formally model the sources, authors or owners of the text and their perspective, reflected by factuality and sentiment values, on what happened. GRaSP is compatible with the PROV-DM [5] .
The NewsReader system currently exploits multiple knowledge bases, multilingual semantic resources and ontologies including episodic knowledge in the form of encyclopaedic facts about individuals. In addition, we also apply statistical language models for semantic classification tasks but also formal reasoners that take semantic representations of situations as input and derive implications from these situations through rules defined in our ontology. Finally, we generate new episodic knowledge on events and entities that is not represented in the background encyclopedia. This knowledge can be used to extend the same resources that are used for NLP, such as semantic resources on entities. Adding this knowledge results in better coverage and better interpretations when further (re-)processing the news.
The NewsReader system has been applied to millions of news articles and generated billions of RDF triples capturing event data for long periods of time (decades). We also processed news across four different languages, resulting in unified interoperable data across these languages. The knowledge resulting from the processed is stored in a dedicated KnowledgeStore that supports various APIs for semantic querying and exploitation of the data.
Our main contributions in this article are: 1) a formal model of semantic representations of mentions and instances in a uniform framework that is interoperable across languages and can handle interpretations across documents, 2) a way of modeling event data that allows for reasoning over episodic situations and deriving implications on individuals, 3) state-of-the-art performance for high-level semantic NLP modules in four different languages that exploit shared cross-lingual knowledge resources, 4) the capacity to process millions of news articles to generate episodic knowledge that extends existing resources in the Semantic Web and can be used to create new knowledge resources, and finally 5) a successful marriage between NLP and Semantic Web technology.
In this article, we describe the knowledge architecture and interaction with the text understanding process. We will first discuss the background and related work on semantic processing of text in Section 2 and explain the main differences of our approach. In Section 3, we give an overview of the system architecture, the representation formats and types of knowledge used. Next, we describe NLP pipelines for the four languages (Section 4) that use the knowledge and formats to generate interoperable semantic text representations. In Section 5, we explain the conversion of the mention-based NLP output to the instance representation in SEM, making reference to existing episodic and semantic knowledge. Section 6 explains how the semantic resources can be adapted to the domain to define these episodic situations more precisely. We explain how we deal with so-called dark entities, which are entities not (properly) represented in our knowledge resources, and how we built an event ontology to precisely model the implications of events for a domain. In Section 7, we explain the KnowledgeStore that stores the output of the reading process and we discuss the various data sets that we processed in the project. We also show evidence for the scalability of the system to deal with massive streams of news. The quality of the output is discussed in Section 8. We not only evaluated the most important NLP modules against standard data sets and our own data sets but also the RDF data that is derived from the output of these NLP modules. Finally, in Section 9 we discuss the status of the system and in Section 10 we provide some final conclusions.
Background and Motivation
Knowledge bases are used extensively in NLP, from highlevel tasks such as question answering [6] to low-level tasks such as spelling correction [7] . However, some NLP research aims at deep reading to understand the text with regard to the real world, as represented by the news [8] . Besides information extraction challenges that focus on textual news data, several projects have been devoted to summarize the news such as the 2 European Media Monitor, 3 the Ontos News Portal, 4 and the XLike project [9] . 5 Within the field of information extraction, there are two main directions: closed information extraction, where the system is required to fill slots in a predefined template and open information extraction, where the concepts or types of relations that the system is required to extract are not predefined. Patwardhan and Riloff (2009) [10] is an example of closed information extraction. The authors use a machine learning approach to recognize events and associated roles which they evaluate on a dataset about terrorism attacks and disease outbreaks. Such systems often employ some form of background knowledge to limit the types of knowledge that are extracted. An example of an open IE system is NELL [11] which continuously crawls the web and tries to extract factoids about any possible topic. Because there is no gold standard dataset to evaluate such a system, they are often evaluated post-hoc. We do not know in advance what events and entities we may encounter in the news, the NewsReader system thus performs open information extraction. As Semantic Web technology also plays an important role in NewsReader, we can still employ the vast amount of open domain knowledge which is traditionally not the type of knowledge that is contained in the carefully curated knowledge bases that are employed in NLP.
The advent of easily accessible resources such as Wikipedia (and later DBpedia) made it possible to link any type of information. In contrast, previous efforts only linked specific databases, for example, databases with geospatial information (see Leidner et al. 2003 [12] ). In Mihalcea and Csomai (2007) [13] , Wikipedia pages were used as an index to identify interesting concepts in a text to ground. Milne and Witten (2008) [14] take the use of Wikipedia a step further and also take a part of Wikipedia that they use as training data for a machine learning approach for word-sense disambiguation. With linked open data (LOD), approaches that ground text mentions to LOD sources have taken flight [15] as sources becoming more and more available. One of these approaches, also used in NewsReader, is DBpedia Spotlight [16] . It establishes links between concepts in text and the DBpedia resource. In its slipstream, similar approaches either utilizing DBpedia or other generic databases such as Freebase have become available individually [17] , allowing the user to choose which knowledge base to link to [15] .
There are two main things that set the NewsReader project apart from prior work. First, there is a strong focus on episodic knowledge in the NewsReader project. While entities are important in this domain, events are the central focus of the knowledge base, and thus we do not only ground concepts and entities to external knowledge bases, but we also ground events and reason over them, i.e. we follow an event-centric approach. Second, NewsReader employs deep NLP as well as state-of-the-art Semantic Web technology, resulting in much more fine-grained analyses than projects that employ only shallow natural language processing or focus on a single NLP task. Our analysis targets all the content of the text and not a limited set of predefined properties. This allows us to make information explicit that is only implicitly present in the text sources and to store that as queryable information in a knowledge base. Likewise, we represent events externally from the text and aggregate the knowledge and information in the event from many different textual sources. In the next section, we outline the architecture of the system that makes this possible in more detail.
System and knowledge architecture
We divide the task of interpreting text and representing it in event-centric RDF in three main steps illustrated in Figure 1 . The first step applies various advanced linguistic analyses to single documents, the second translates the output of these analyses to RDF resolving mentions of information to an instance representation and the third and final step aggregates the RDF instance representations across different documents into a joined RDF representation. The steps are described in more detail below.
From text to RDF
Textual sources are processed one-by-one through a series of advanced NLP modules (Step 1). Each module applies a different interpretation task to the text and stores the interpretation in a separate layer in the Natural language processing Annotation Format (NAF) [3] . We built four pipelines to analyze text in four different languages. Although all pipelines contain language-specific modules, their output is interoperable through the uniform semantic representation in NAF. For each text, our system generates a separate NAF structure to represent the interpretation of the mentions in that text.
Modules apply the analyses to tokens or sentences in the order in which they appear in the raw text. In the first step of NLP processing, each token receives an identifier and its offsets in the original text are stored. Tokens are ultimately annotated with semantic interpretations such as references to concepts, events, entities, time expressions and relations. These can be mentioned several times throughout a text. If they have the same referent, they are grouped together in a coreference layer in NAF. These interpretation steps are described in Section 4.
In Step 2, NAF files are read as input and converted to RDF. The interpretations of events, entities, time-expressions and the relations between them are represented in RDF according to the Simple Event Model (SEM) [4] . SEM represents what is happening in the world, who is involved and when and where this happens. It thus represents instances, i.e. individual events, entities and time expressions in an assumed or real world. We link instances in SEM to their mentions in NAF where they originate from using denotedBy relations defined in the Grounded Annotation Framework (GAF). In other words, when an instance is denotedBy a specific mention, this means that this mention refers to the instance. GAF thus provides a natural way to capture coreference: mentions that corefer are all linked to the same instance in SEM. We will illustrate the relation between instances and mentions in Section 3.3. 3 Entities and time-expressions in SEM are related to events, which results in an event-centric representation. In Step 2, we incorporate coreference between mentions coming from the same document. In Step 3, we use our event-centric representation to establish which of the events and entities extracted from different documents are identical. If cross-document coreference is established, information from both documents is combined in a single representation. This leads to deduplication of shared information and aggregation of complementary information. In case of alternative views or conflicting information, we present the different perspectives of each mention. This procedure is further explained in Section 5. We illustrate the process and representation with an example below.
Two perspectives on a sale
Consider the following two examples of textual input. The examples are the titles of two news articles published on the same day: 17 June 2013:
1. Porsche family buys back 10 pc stake from Qatar (source:
http://www.telegraph.co.uk) 2. Qatar Holding sells 10% stake in Porsche to founding families (source http.english.alarabiya.net)
Both example sentences express the same event information: Porsche (or the Porsche family) buying Porsche stakes back from Qatar, but they use different constructions and words. If our software interprets these sentences correctly, this should result in the same representation of content, which can then be merged across these sentences. To achieve this, our software first needs to find the participants in these sentences: Qatar, Qatar Holding, Porsche family, founding families, 10% stake in Porsche and 10pc stake. Identity of the participants is established by assigning URIs to each mention. If these URIs are identical, the entities are also identical. Similarly, the mentions of actions buy and sell need to be detected, where identity can be established based on their relatedness in meaning and the fact that these events are reported to occur on the same day. Finally, the exact semantic relations between the participants and the actions are determined, since it makes a difference who is the buyer and who is the seller. Identity of the complete event is then based on the identity of the components of each mention, i.e. we only assume we are dealing with the same event if we are dealing with the same kind of event that takes place at the same time and in which the same participants play exactly the same role. The more overlap we find, the stronger the evidence that two texts discuss the same event. Figure 2 is a simplified illustration of the final interpretation of the two examples in GRaSP. 6 The information from the two different sources is merged in a single RDF structure. The top level of the image shows the representation of the event in RDF according to the SEM model, it provides a representation of the instances involved. It shows the single representation of the event instance #Ev2. It is linked to the unique entities playing a role in the event (Porsche, Qatar and 10% stake), which are represented by their DBpedia [18] URIs and a generated URI for 10% stake. Background information from DBpedia provides further information about the main participants (see Section 3.4 for more information about DBpedia). The event instance is further linked to other ontologies that indicate what kind of event we are dealing with (Commerce buy/Buying). These types also define the possible roles of individual participants in such events, where some are filled in (e.g. Seller/owner 1, Buyer/owner 2) but others are not yet known, e.g. the amount of money paid for the 10% share.
Data representation
In our model, we require that all events are bound in time. In this example, the events are linked to the document creation time, which is 17 June 2013. Qatar selling 10% to the Porsche family at another point in time is by definition another event and therefore involves another 10%. Finally, the relation triples are presented within separate boxes that have their own identifiers. These boxes represent named graphs, which allows us to link each relation between a participant and an event separately to individual sources that mention them. If another source in the future states how much was paid for the 10%, the model allows us to fill in the missing information in the same picture at the instance level and we can still trace back which source provided what information when.
Representing the event as an instance in SEM implies that we express properties of the event rather than properties of entities, e.g.#Ev2 sem:hasActor dbp:Porsche. This effectively results in event centric knowledge graphs or ECKGs [1] as opposed to the entity-centric knowledge graphs that you find in resources such as DBpedia. The difference is illustrated in Figures 3 and 4 . In Figure 3 , the entity is the subject of the relation triple whereas ownership and working as a key person are properties and the objects are the values for the entity. In Figure 4 , we see that the same properties are represented as event instances in NewsReader in the subject position and the 5 entities that participate are in the object position, whereas we use abstract roles for the predicates. The difference between event and entity centric representations is a small syntactic change but has major consequences. As you can see in Figure 4 , ECKGs can be bound to time and can involve multiple entities, whereas the entity centric information shows the latest published data only, i.e. the current CTO or management and not the past. ECKGs are also more expressive, because we can accommodate for an infinite number of event instances, each bound in time.
The boxes underneath the instance layer in Figure 2 represent the mention layer with the original source texts. Elements in the upper instance boxes are linked to elements from the mention layer through gaf:denotedBy relations. These mention elements have unique identifiers that resolve to the specific character offsets in the source. We thus link instances of events or entities to the offset places in text where they are mentioned. Also the relations are are linked to the places where they are mentioned, using the named graph identifiers of the relations, i.e. the two named graphs :pr2,r2 and :pr2,r5 are instances of relations. 8 The distinction between instances and mentions thus gives us immediate access to sources that talk about specific entities or events.
The formal representation of mentions in GRaSP is not only used to indicate where specific information comes from through GAF. We also use it to distinguish different perspectives on the same event. This is shown in the bottom box of Figure 2 . We consider choices about what information is included and left out as part of the perspective of a source. Therefore, the fact that these sources provide information about the sale of Porsche stakes is part of the source's perspective. Both sources state their belief that this took place and is true (NONFUTURE and POSITIVE) and both are also certain about it. This perspective is expressed by an attribution object that has the rdf:value CERTAIN POSITIVE NONFUTURE and is linked to the two sources that provide the information using the prov:wasAttributedTo relation. 9 The perspective layer allows us to model other opinions on events expressed in text as well, such as uncertainty, placing it in the future, negating it or expressing 8 The actual name is irrelevant as long as it is unique 9 prov: is shorthand for http://www.w3.org/ns/prov# certain emotions. We can thus also represent the conflict of information if another source would deny the event took place. The model allows us to organize various perspectives from many different sources on the same event-centric representation of information. We will not discuss the GRaSP framework further in this article. More details can be found in [19] .
Resources and semantic frameworks
To achieve conceptual interoperability, the system relies heavily on shared semantic resources and shared formats. We shortly discussed the formats for representing interpretations of mentions and linguistic analyses (NAF) and instances (SEM) and the method of connecting the two (GAF) as well as the format for representing the perspective and provenance relations (GRaSP). Now we present the shared resources we use both to identify meaning of text and represent this meaning at the instance level. Figure 5 gives an overview of the different types of knowledge that play a role in the interpretation at different points in the process. The top of the image shows a range of lexical resources and ontologies that represent semantic knowledge. Semantic knowledge is represented in the form of concepts and relations. This knowledge is shared across languages through multilingual vocabularies. We use the following resources:
WordNet: WordNet [20] provides a lexical database where words are represented as groups of synonyms (synsets) that are organized in a hypernym hierarchy. Wordnets in other languages are used to establish cross-lingual connections to other semantic resources.
PropBank: PropBank [21] provides predicate-argument structures on top of the Penn TreeBank [22] . The annotations resulted in a lexicon of predicates and their argument structure.
NomBank: NomBank [23] is related to PropBank and provides argument structure of common nouns in the Penn TreeBank.
FrameNet: FrameNet [24] uses semantic frames to provide information about events (the frames) and the relations they invoke with participants (frame elements). Figure 5 : Overview of different types of knowledge used and generated by the NewsReader processing pipeline PredicateMatrix: The PredicateMatrix 10 [29] is an automatic extension of SemLink [30] . It gathers all the resources listed previously plus some additional lexical knowledge coming from the Multilingual Central Repository 11 [31] such as SUMO 12 [27] , Top Ontology 13 [32] or WordNet domain 14 [33] . These resources are connected automatically through a wide set of mappings. These semantic resources are partially used to interpret tokens of text by the NLP modules. For example, the semantic role labeler uses PropBank as training data, whereas the Word-SenseDisambiguation module assigns WordNet synsets to open class words in the text. Other semantic information is inserted into the representation of the tokens as a form of semantic typing through their association in the PredicateMatrix (see Section 4.2) which maps lemmas and WordNet synsets to FrameNet frames and classes in SUMO and ESO (see Section 4). The semantic typing of the interpreted textual elements is passed on to the instance representation in SEM providing the ESO and FrameNet interpretations of the sale event we saw in Figure 2 .
In addition to the above semantic knowledge, some NLP modules also use episodic knowledge: [35] and YAGO 17 [36] , among many others.
Whereas we interpret an event as an instance of a type in the previous semantic ontologies (e.g. a FrameNet frame or ESO class), entities are interpreted directly as instances in DBpedia, which acts a a register for instances. DBpedia then provides further background information about the entities it contains. However, not all identified entities mentioned in the news have a DBpedia entry. To be able to represent these instances, we need to create an artificial URI for each of them. Since there is no episodic knowledge about these entities and they make up a large proportion of all entities, we call them dark entities [37] . In Section 6, we explain how we can derive an extension to DBpedia from the news with these entities to improve further processing of the news. This is shows in Figure 5 as an add-on DarkDBpedia. Figure 5 also indicates that we apply a reasoner to the RDF output of our system to derive further episodic implications from the event-centric knowledge. Section 6 provides more details about this process as well.
The semantic knowledge and episodic knowledge 18 together provide the means to indicate what kind of events occur when and where in the world and who exactly is involved. As such, these knowledge resources are essential for semantic NLP and play a major role in our system. These knowledge resources are to some extent also available for other languages than English. Equivalence relations across different language wordnets allow us to share the knowledge framework across languages. This defines the conceptual interoperability of the interpretation of the text.
Event Extraction
Event extraction demands both robust basic pre-processingsuch as tokenization, Part of Speech tagging (POS), lemmatization -and advanced linguistic processing, such as -Named Entity Recognition and Classification (NERC), Syntactic Parsing, Coreference Resolution, Word Sense Disambiguation (WSD), Named Entity Disambiguation (NED), Semantic Role Labeling (SRL) and interpretation of temporal expressions. Although we already use NAF to harmonize the different results from the different linguistic modules, cross-lingual event detection additionally requires to perform all these tasks in a semantically compatible way. We have therefore developed cross-lingual pipelines for interpreting events and event components in text in a common language independent semantic representation. In order to achieve cross-lingual semantic interoperability, entities, event mentions and time expressions are projected to language independent knowledge representations. Thus, named entities are linked to English DBpedia entity identifiers thanks to DBpedia cross-lingual links while nominal and verbal event mentions are aligned to abstract event representations through the PredicateMatrix. Additionally, concepts for open class words are represented using the EuroWordNet Inter-lingual index [38] . Finally, time expressions are normalized following the ISO 24617-1 standard [39] . Several demonstrators exhibit the capability of the NewsReader cross-lingual event extraction pipeline, 19 which is, to the best of our knowledge, the first of its kind.
NewsReader NLP pipelines
The pre-processing required for event extraction in NewsReader consists of tokenization, lemmatization and POS tagging. For English and Spanish this is done by the IXA pipes [40] 20 whereas for Dutch the morphological analysis is performed using Alpino [41] . 21 For Italian the TextPro tool suite [42] 22 is used. Other modules which perform additional processing (WSD, opinion mining, parsing, etc.) are described in [43] . Henceforth, we will focus on the modules used in the NewsReader pipeline related to entity and predicate processing for event extraction. Entity processing for the four NewsReader languages is performed by a NED module that links the entities previously spotted by a NERC module to the corresponding DBpedia entries.
Furthermore, general concepts that are considered to be relevant for NewsReader, although not strictly named entities, are detected by the Wikification module. For example, via Wikification the NewsReader pipeline would detect dbp:Stock market as a relevant concept for the phrase stock market. The NewsReader NED and Wikification modules (for all four languages) are built on top of DBpedia Spotlight [44] , 23 a Wikification tool for automatically annotating mentions of DBpedia resources in text, providing a solution for linking unstructured information sources to the Linked Open Data cloud through DBpedia. Spotlight also offers the option of performing only Named Entity Disambiguation given previously detected spots by another engine. In NewsReader, we use NERC modules for entity detection or spotting in each language. DBpedia Spotlight offers probabilistic models trained for the four languages covered by NewsReader.
In addition, the SRL module for English and Spanish detects PropBank predicates and roles of the sentences using the MATE tools [45] . It also provides the corresponding interpretations in FrameNet, VerbNet, WordNet and ESO using the PredicateMatrix. The Dutch SRL module is a Python reimplementation of SoNar SRL [46] for event predicates. As this SRL module does not handle nominalizations, a separate module detects the nominal predicates. Once the predicates and their roles have been detected a final process assigns FrameNet frames and elements to the predicates and roles. For Italian, due to the lack of annotated data, an SRL system has been developed based on dependency relations, events (output of the event recognition module) and PropBank-like frames (built automatically using the MultiSemCor English-Italian aligned corpus [47] ). Once event extraction is performed by the SRL module, a separate module tries to establish which of the events corefer [48] . This module works the same for all the four languages.
Finally, some NLP modules perform time expression recognition and normalization, and temporal and causal relations extraction [49, 50] . These tasks are based on the TimeML specification [39] . In addition to the extraction of temporal relation as defined in TimeML, the module identifies also temporal anchoring of events, i.e. the date (explicit in the text or not) when an event took place or will occur. The Spanish and Dutch module is based on HeidelTime [51] , a multilingual temporal tagger. HeidelTime identifies temporal expressions based on language specific patterns. Identified temporal expressions are normalized and represented according to TIMEX3 annotations [52] . For English and Italian, a Time Processing module has been developed in NewsReader (time expression extraction and normalization, event detection, temporal relation extraction and predicate time anchor) [53, 49] . The time expression normalization is mainly carried out by the TimeNorm library implemented by [54] for English and adapted for Italian.
Cross-lingual Interoperability
Cross-lingual semantic interoperability is achieved via the projection of entities, event mentions and time expressions to language independent knowledge representations. 23 https://github.com/dbpedia-spotlight Cross-lingual interoperability for entities. First, the NewsReader pipeline provides cross-lingual interoperability with respect to the named entities occurring in the text.
The NewsReader NED modules suggest a list of candidates for each entity. Based on the input language, the corresponding DBpedia is used to perform the semantic annotation. This means that the external references to DBpedia produced by each DBpedia Spotlight language module will be different. For instance, a mention to New York in an English document produces as external reference the identifier http://dbpedia. org/page/New_York. Similarly, a mention to Nueva York in a Spanish document produces as external reference the identifier http://es.dbpedia.org/page/Nueva_York. However, both identifiers are interoperable because there are cross-lingual links between both English and Spanish DBpedia entries. To make the interoperability explicit, we have modified our non English NED modules to also include the corresponding identifiers for English as external reference (if they exist). For example, for the mentions of Nueva York the English identifier http://dbpedia.org/page/New_York will also be added as external resource. This new feature allows us to work with crosslingual links by linking the cross-lingual realizations of entities in different languages.
Cross-lingual Predicate Models. The event representation provided by a SRL system depends on the semantic resource used for training that system. Thus, each knowledge source of predicate information will contain different descriptions of the roles for each predicate. Our pipelines guarantee interoperability across language and predicate resources by integrating the PredicateMatrix within the SRL modules. The PredicateMatrix gathers multilingual knowledge bases that contain predicate and semantic role information (see Section 3.4). Figure 6 provides the output of our SRL module for the English sentence Qatar Holding sells 10% stake in Porsche to founding families. Our SRL module first processes the sentence providing predicates and role annotations from PropBank. Now, as PropBank is integrated into the PredicateMatrix, our SRL module can also obtain the corresponding predicate classes and roles for the rest of the predicate resources. Thus, Qatar Holding identified as A0 role of the predicate sell.01 by MATE tools corresponds to the Buyer role of a Commerce sell frame according to FrameNet.
This also applies across languages. For example, the Spanish SRL module is trained using Ancora [26] . Thanks to the PredicateMatrix and the links included in Ancora to PropBank, we can also establish that the Spanish verb vende and its lemma vender is also aligned to the PropBank predicate sell.01, the Commerce sell frame from FrameNet, and the rest of information included in the PredicateMatrix for this event description. Similarly, El holding the Qatar identified by the Spanish SRL module as arg0 role of the Ancora dpredicate vender.01 which also corresponds to the same Buyer role of the Commerce sell frame. Thus, after our SRL module has processed the Spanish sentence, we obtain the same language-independent semantic representation as the one obtained from the English sentence. This same process was implemented for Dutch using a Dutch version of the PredicateMatrix and a SRL module for PropBank roles trained on SoNaR [46] .
Normalization of time expressions. We normalize time expressions following the ISO 24617-1 standard [39] . For example, 9
if temporal expressions such as next Monday, tomorrow, and yesterday in English or ayer and el próximo lunes in Spanish are referring to the same exact date (let's say November 16th, 2015), all these temporal expressions are normalized to the same TIMEX3 value corresponding to 2015-11-16.
Event Modeling
The pipelines described in Section 4 create rich NAF-XML interpretations for tokens in the text, which we call mentions. The interpretations are scattered over different layers in NAF, as the output of different modules, which partially express the same information and partially complement each other. To come to a formal representation of the reference of these interpretations, we derive a SEM representation at the instance level and relations between these instances. We define instances for the following data types by creating unique URIs: entities, non-entities, events and time expressions.
To create these SEM representations, we defined the IDAP procedure, which stands for Identification, Deduplication, Aggregation and Perspectivization:
1. Identification: identity across mentions of entities and events is established on the basis of overlapping information; 2. Deduplication: overlapping information is only represented once in SEM RDF; 3. Aggregation: complementary information is combined in a single event-centric representation; 4. Perspectivation: differences and different viewpoints are modeled in GRaSP and are linked to the sources and mentions in the text;
This IDAP procedure is applied in two steps: 1) across different mentions in a single NAF file to create a SEM-RDF representation of instances for a source text, and, 2) across the SEM representations of different source texts to create a cross-document representation. Semantic identity of instances across mentions and across layers in NAF is crucial in this process. Semantic identity, among others, depends on the semantic knowledge resources that have been used in combination with the NLP processing. We explain this in more detail in the subsections below for the different types of instances.
Entities, dark entities and non-entities in SEM
Genuine entities are represented in the entity layer in NAF and often have a DBpedia URI that identifies them. Since this layer is mention-based, we can find the same URI across different entity phrases detected in the text. In SEM, we will represent this entity once through that URI and only extend the gaf:denotedBy links to these mentions. Consider the examples of the phrases Didier Drogba and Didier Yves Drogba Tébily in Figure 7 . They were detected as entities, but only the former is mapped to DBpedia. By taking the URI dbp:Didier Drogba as an identifier for the instance, we thus automatically link the mentions of the tokens t68, t69 and t807 to the same instance but not the tokens t2, t3, t4, t5. However, NAF also provides a coreference layer established by a separate NLP module, which groups anaphora, noun phrases and entity phrases that are coreferential, as is shown in Figure 8 . We can see that both the token sets t68, t69 and t2. t3. t4. t5 are included in the same coreference set.
Likewise, the module can unify all the mentions from the entities with the same URI and the phrases from the coreference set into a single instance representation with gaf:denotedBy links to all these mentions. The result of this merge in RDF is shown in Figure 9 , where we show a subset of the gaf:denotedBy relations from the instance to all the mentions.
Not all entities without a URI can be resolved through coreference sets to other entities with an URI. For those cases, we create an artificial URI based on the phrase and represent it as an instance of the entity type that is assigned by the entity recognizer. The football players shown in Figure 10 , for example, were not resolved and are represented as instances through a 10 URI based on their phrase and linked to the type PERSON. We discuss these so-called dark entities in more detail in Section 6.
In addition to these dark entities there are also other phrases that play an important role in the event but are not (and often should not be) detected as entities. For example, the sale between Qatar and the Porsche family involves 10% stake which is detected by the semantic role labeler but it is not represented as an entity. Whenever important roles 24 cannot be assigned to any mention of an entity, we represent the concept as a socalled non-entity. The type NONENTITY is assigned to these instances. Figure 11 shows a representation of two non-entities in SEM-RDF, which are derived from the Semantic Role Layer (SRL).
Temporal objects in SEM
Time objects and temporal relations play an important role in NewsReader. Without proper time anchoring, we cannot compare one event to another (see below). Time objects for delineating events are derived from the TIMEX3 layer in NAF, which is based on the TimeML formalism [39] . From these TIMEX3 elements, we derive two types of SEM instances: time:Instant and time:Interval. Instances of the type time:Instant have a 7 af:denotedBy <http://english.alarabiya.net#char=41,61> . 25 In Figure 12 , we see two time expressions: tmx0 and tmx2 represented through URIs based on the documents in which they occur. The first is an time:Instant and has no mentions in the text because it represents the document creation time that is found in the meta data and not in the text. The second example tmx2 is a time:Interval with mentions and also a label week that was normalized to a specific period of 7 days in July 1989. 26 We see that both time expressions have properties (inDateTime, hasBeginning and hasEnd) with dates as values. These dates are represented separately according to owl-time, allowing for temporal reasoning.
Events in SEM
Events usually do not end up as entries in DBpedia. Identity of events is also more complex than identity of entities. First of all, the identity of an event is the product of the identity of all its components [48] : the action, the participants, the place and the time. If Qatar sells 10% of stake to Porsche on another day, it is not the same event and probably not the same shares. All repetitive events on different dates are not identical and all events on the same date involving different participants are not identical. We can therefore not just use the words in the text that mention the event -as we did for dark entities and non-entitiesto establish identity: it is too unlikely that one sales will be the same as another sales across different documents.
Another complicating factor is that all the information that uniquely defines an event in terms of its components is hardly ever mentioned in a single sentence [55] . News events are usually described using some narrative structure in which participants, time and place are given throughout the text. For example, the following article from Al Arabiya provides the following statements with respect to the deal in other sentences: "This transaction results as a logical step after the creation of the Integrated Automotive Group between Volkswagen and Porsche AG as finalized in 2012," Qatar Holding said in the statement. Neither party gave any details of the price paid for the stake. Porsche SE shares were trading at 60.76 euros per share on Monday, up 0.36 percent on the day. "This (sale by Qatar) is positive because the stake is returning to the hands of the Porsche/Piech families," Bamler added.
We therefore follow a two-step IDAP approach in which we first establish identity across mentions in a single document. Next, we aggregate the event properties across these mentions before we compare the events across different documents. Identity within a document is established through the mentions of the actions, whereas identity across documents is established by comparing all the event components. In both cases, identity results in deduplication and aggregation.
Event identity within a document
Identity within a single document is done by the NLP module for event-coreference. This module uses the predicates in the SRL layer as a starting point and applies the following heuristics:
1. it groups all predicates with the same lemma in an initial coreference set 2. it collects the highest-scoring wordnet synsets of the mentions of these lemmas from the whole document; these form the dominant senses of the coreference set 3. it merges all lemma-based coreference sets for which the WordNet Similarity [56] of their dominant senses scores above a threshold and it stores the lowest-commonsubsumer that established the similarity
In Figure 13 , we show a coreference set with a single predicate chased that was not merged with any other set and another set in which shot and injured were merged into a single set with the lowest common subsumer synset eng-30-00069879-v, injure:1, wound:1 and a similarity score of 2.64. Each coreference set becomes a potential event instance, where we use the mentions for the labels and the references to the WordNet synset as a subclass relation. 27 Furthermore, we collect a subset of the ontological labels assigned to each predicate in the SRL. The RDF result for the coreference sets in Figure 13 then looks as shown in Figure 14 , where we created an artificial URI for the event instances: ev72 and ev84, enriched with the semantic types obtained from the SRL, the labels from the mentions and the pointers to the mentions.
Once the instances for entities, non-entities and events have been established, we determine the relations between them. 27 We convert all reference to WordNet synset to InterLingualIndex concepts to allow for cross-lingual matching [57] . Since the events are derived from the SRL in NAF, we can go back to that layer to find the roles. Again, we match the span of any entity mention with the span of the roles to determine the entity for each role. If an event has more than one mention, as is the case for shoot and injure above we aggregate the role information across all these mentions. We do the same for anchoring the event to the timex expressions, which results in a sem:hasTime relation. Figure 15 then shows the complete representations of the event instances generated by our system from the two QatarPorsche titles, considering each document separately. We show the properties of each event and the SEM relations to entities, non-entities and time expressions. Since there are no time expressions in the titles, both events are anchored to the document creation times. Both events received different identifiers based on their source. This would be the result of Step 2 in the overall process before we match event descriptions across different sources. We see that we obtained triples by aggregating information, e.g. the SRL information is combined with the WSD output and the entity layer and the temporal information is obtained from the metadata. Processing more sentences and resolving event coreference across these sentences would result in further aggregation across mentions and richer descriptions. So far, we described the application of IDAP to single NAF files. In the next subsection, we explain how these aggregated event descriptions 12 
Event identity across documents
For entities, non-entities and time objects, cross-document identity is established through the use of (partially) standardized URIs. As we explained above, event identity needs to be defined as a function of the identity of the components:
1. identity of the action or process 2. identity of the temporal relation 3. identity of the participants and their roles
We first check the action identity constraint. Action identity across documents is defined by the overlap of WordNet synsets or lemmas across the events, where WordNet overlap takes precedence over lemma overlap. 28 Secondly, we match the time relations of two event descriptions. In the same way as physical boundaries define shape and are most critical to keep entities apart, temporal boundaries delineate events. These boundaries 28 If the WSD makes a difference between firing guns and firing people, the different WordNet synsets will keep these two expressions separate despite these being the same words.
can be defined at the granularity of a date, a month or a year. Finally, the matching of the event's participants is less strict and their rigidity varies per event type. For example, physical events such as motions are necessarily bound by location, while others, such as financial transactions, are not. Yet for speech-act events, such as say or annouce, it is crucial that the source of the event is identical. We therefore parameterized the matching of the participants so that we can apply different additional constraints for different types of events.
The Porsche-Qatar example is a real challenge in terms of cross-document event coreference. The results shown in Figure 
Domain Adaptation
We so far described the generic NewsReader system that can be applied to any text out-of-the-box. This system uses knowledge resources such as DBpedia for entities and lexical resources for events. In practice, any text data set contains specific data that is either not present in these resources or not properly modeled. In this section, we explain how we can overcome gaps in the coverage of DBpedia to link to unknown entities and how specific events can be modeled for a domain.
Dark entities
Dark entities are those entities for which no relevant information was identified in a given knowledge base / entity repository. First of all, there are cases where a resource is present, but it contains very little or no relevant information to further reason about the entity. For example at the time of writing this article, the DBpedia resource http://dbpedia.org/resource/ Heinz_Branitzki detected in one of our datasets contains no information other than that it is an Entity of the type "Thing". In fact he has been an interim CEO of Porsche but this is not recorded in DBpedia. Querying the news for CEOs will thus never yield this person among the result. In addition there are many cases in which is no resource at all present in the knowledge base. Finally, there may be entities linked to the wrong resource. All these cases, searching for types of entities will give partial and wrong results.
To get to grips with this problem, we have carried out an in depth analysis of a specific dataset in the technology domain. For this, we collected 43,000 articles from TechCrunch.com 29 "entity not present in DBpedia", "spelling variation but present in DBpedia", "not an entity or an event", "conjunctions", and "others". In the remainder of this subsection, we describe our analyses as well as recommendations on how to overcome the domain specific errors.
In the 43,000 TechCrunch articles, the NewsReader pipeline detected 807,088 entity mentions, which were aggregated into 212,611 unique entities. For 102,141 entities, links to DBpedia resources were identified, covering 608,801 (75.43%) of the entity mentions.
We inspected the links for the 200 most commonly occurring entity instances (representing 222,467 mentions) and found that for 185 of the entities (212,133 mentions) the correct link had been identified. We categorized the 15 cases (10,334 mentions) in which an incorrect link was provided as follows:
Out of domain link (10 instances) If an entity outside the domain is prevalent in DBpedia, it may erroneously get chosen over the domain entity that is meant in the text but which is either not prevalent or not present in DBpedia. E.g. 'Box' is linked to http://dbpedia.org/ resource/Box instead of http://dbpedia.org/page/ Box_(company).
Error in Named Entity Recognition (5 instances) Mostly incorrect entity boundaries, such as 'no.', which is linked to http://dbpedia.org/resource/Norwegian_ language).
Many of the "out of domain" errors can be avoided by adapting the linking module to give preference over in-domain entities.
There were 198,287 mentions (110,470 unique) for which the named entity linking module could not find a link to DBpedia. We inspected the mentions that occurred more than 50 times in our dataset (covering 149 unique entities or 9,986 mentions). The breakdown of these entities is presented in Table 1 and the statistics on the error analysis are presented in Table 2 .
We included events labeled as entities in our analysis as they occurred in almost 8% of the cases. These are often nominal events such as "Startup Alley" and "Demo Day". They are very specific to the domain and behave very much like named entities. It is thus not surprising that they are labeled as such. Another important category in TechCrunch are products (20.28%), as the news articles in the technology domain is concerned with new product releases. Because the technology domain is made up of small startups that either make it or break, the companies and their products are less established and thus less likely to occur 30 https://www.crunchbase.com/ in DBpedia, which is the case in 77.86% or 85 unique entities of those analyzed. Alternatively, we found that a significant part of the entities could instead be linked to the CrunchBase resource (54 unique entities, 62.56% of the mentions that were not found in DBpedia). This resource also provides us with biographical information about persons and company histories, therefore linking entities to CrunchBase seems a viable option for this domain. The Spotlight tool allows for the use of such a customized database in addition to the generic resource DBpedia to improve recall and precision of linking for a domain. Naming variations and nicknames are also found among the named entities, which often results in linking errors. We find for example "Mike Arrington" instead of "Michael Arrington" and "Zuck" as shorthand for "Mark Zuckerberg" as well as mentions such as "Ferriss" instead of "Tim Ferriss". To investigate the in-document variation of the entity mentions, a rule-based consolidation script was devised that uses the string overlap between entity mentions to provide links to previously unlinked entity mentions. This results in 24,947 entity mentions that previously had no link assigned to become linked.
Overall, domain adaptation for entities is feasibly and can benefit greatly from the availability of additional domain resources. We summarize the main recommendations below:
Give preference to in-domain entities to overcome entities being linked to the most popular entities in the general domain;
Link to additional resources to overcome gaps in coverage of DBpedia;
In-domain coreference resolution to be able to link different variants of the same name.
Besides resolving acute issues within a domain, these steps can also result in the creation of a new resource with entities that were not registered before. For these entities surface forms 14 (i.e. spelling variations), typing information and relationships to other entities can be modeled, effectively creating a Dark DBpedia.
Event implications
We explained how we derive RDF representations for the events from text in the previous Sections. However, events do not explain the implications of the changes they refer to. We can imagine that a report on a journey tells you about a person's travel but that we need to understand the precise meaning of the event to infer where that person was at what point in time. We assume that for each domain and each application, there will be a specific set of implications that are important, e.g. the source, target and path of the journey, while other semantic information, the speed or manner of traveling, may be less relevant. Rather than trying to provide a full ontological definition of all the events in general, we tried to model the implications of events that matter for a specific domain or application. We developed the Event and Situation Ontology [58] , that abstracts over the implications drawn by various fine-grained event expressions and the associated participants (through mapping to the PredicateMatrix). As such, it provides a typing system of events and a formal model to define the implications of these events and the entities affected by the event [58] . The model captures the implications that matter for the domain and data set and can be seen as a way of domain modeling of the events. Figure 16 provides an example of the kind of knowledge that ESO captures. It shows that working relations can be derived from the implications of events, regardless of the precise way in which these relations started or ended. Rather than defining the full meaning of events such as hire or fire, ESO defines precisely the implication for the working relation. Existing resources such as PropBank, VerbNet, FrameNet and NomBank provide the means to represent the role of individual participants of events. These resources mainly provide the information about the events expressed by lexical items and the participants they entail. FrameNet defines a limited set of sub-events and causal relations and VerbNet provides some fine-grained information about implications of certain events. Such resources define constraints at the lexical conceptual level, but this is not sufficient to reason about the implication that situations have on instances involved. NewsReader extends this conceptual-relational approach by capturing what specific events entail for situations that the text refers to. This implies that events and all the required entities need to be present in the representation of the text with their pertinent roles and that the temporal conditions are met before conclusions can be drawn on the implications.
Previous work has addressed applying deductive reasoning over frames [59] and the inference that can be deducted from events by defining pre-and post-situations [60] . However, to the best of our knowledge, no resource exists that provides the full picture of events, roles and implications for individual participants in such a way that it can be identified in text with semantic parsing technologies. Resources such as SUMO [61] and DOLCE [62] come close providing rich comprehensive specifications of the meaning of concepts. However, SUMO has a more generic focus and includes many classes and axioms that are not needed for our domain and it can not be coupled with a semantic parsing system. DOLCE, on the other hand, is too high level for our purposes. Because of these differences in focus, not all information needed to model changes in a specific domain, such as finance and commerce, is present. Moreoever, these resources do not consider the NLP platform and the lexical resources needed to derive the implications from textual expressions.
ESO is a hand-built OWL ontology 31 that represents events, their participants and relations between them on the instance level. It consists of 63 event classes, 65 ESO roles and 123 situation rule assertions. 32 ESO uses five basic components to capture this information:
1. Event: this class is the root of the taxonomy of event types.
Any event detected in a text is an instance of some class of this taxonomy; 2. DynamicEvent: this is a subclass of Event for which dynamic changes are defined; 3. StaticEvent: this is another subclass of Event for "static" event types which capture more stable circumstances; 4. Situation: the individuals of this class are actual pre, post and during situations that are instantiated starting from the event instances detected in the text; 5. SituationRule: the individuals of this class encode the rules for instantiating pre/post/during situations when a certain type of event is detected.
Events are built upon those FrameNet frames that occur most frequently in a corpus consisting of 1.2 million news articles about the automotive industry and the financial domain processed by the NewsReader pipeline. Each ESO class is mapped to one or more FrameNet frames based on whether the pre and post situations defined in ESO hold for the frame. This means that more fine-grained distinctions or differences in perspectives that can be found in FrameNet are not maintained in ESO. For instance, frames representing stealing, giving, supplying are all mapped to eso:Giving regardless of how the change of ownership occurs. Likewise, ESO roles are mapped to (sets of) Frame Entities. In addition to FrameNet frames, ESO classes are linked to classes in SUMO whenever possible. Figure 17 illustrates the relations between dynamic events and static events. ESO captures the story of being employed somewhere using three classes: the dynamic events eso:JoiningAnOrganization and eso:LeavingAnOrganization and the static class eso:BeingInEmployment. ESO explicitly models that being in employment is a post situation of joining an organization. Furthermore, each pre-, post-and during-situation is defined by assertions that define the situation (here: employedAt and employs). These explicit relations allow us to infer the reality of new events based on the events we identify in text. For instance, if we find that someone is employed somewhere, we know that this person joined the organization at some point in the past. If someone leaves an organization we know that this person was employed there, which in turn entails someone joined this organization earlier on. The next Section will explain how we draw such inferences.
Reasoning and Inferencing
For all ESO classes, eso:SituationRule individuals are defined. These individuals trigger the pre-, during-or post-situation related to the class or set of classes it belongs to. Figure 18 provides a (non-formal) overview of classes, mappings, assertions of the class eso:JoiningAnOrganization. In addition to the mapping to FrameNet and SUMO, assertions that distinguish the situation before the event and after the event are given. These assertions are linked to an event through the aforementioned eso:SituationRules.
In our employment example, eso:BeingInEmployment has the rule eso:during BeingInEmployment, and eso:JoiningAnOrganization has two specific individuals: eso:pre JoiningAnOrganization and eso:post JoiningAnOrganization. The class eso:Situations specifies how triples describing the situation must be defined. For each assertion, three annotation properties are provided, defining exactly what the role of the triple's subject, eso:hasSituationAssertionSubject eso:employment-employee; eso:hasSituationAssertionProperty eso:employedAt; eso:hasSituationAssertionObject eso:employment-employer.
eso:post_JoiningAnOrganization_assertion2 eso:hasSituationAssertionSubject eso:employment-employee; eso:hasSituationAssertionProperty eso:isEmployed eso:hasSituationAssertionObjectValue true.
Using these assertions, it is possible to automatically infer that an event that belongs to the eso:JoiningAnOrganization involves an entity for which eso:notEmployedAt that organization holds true before the event occurred and eso:EmployedAt the same organization applies to the entity afterwards. Hence, we infer a post-event situation that corresponds to the situation modeled for eso:during BeingInEmployment. In principle, only assertions involving participants that are identified by the semantic role labeling and PredicateMatrix interpretation are fired. We make an exception for ESO classes that express relative changes for one of the participants (e.g. eso:Damaging, eso:Increasing) where the changing attribute often remains implicit. For such values, an OWL existential restriction is placed on the roles in the assertion. This restriction will lead to the creation of a blank node when no explicit role for the participant is found. For a more elaborate explanation and extensive example, see Segers et al. (2016) [58] .
We developed a reasoner tool (called ESO reasoner) for inferring situations from the detected event data. 33 The tool is 33 https://github.com/dkmfbk/eso-reasoner structured as a dedicated processor of RDFpro 34 [63] . It combines OWL DL reasoning and a simple rule engine. For any event identified in the text, the module provides OWL reasoning to identify the ESO trigger rules (if any) to be applied on that event. Based on the roles attached to the event, it instantiates the corresponding implications according to the rules. As the ESO reasoner reads the rules it applies directly from the ESO Domain Ontology (i.e. rules are not hard-coded in the module), these rules can be revised or adapted without any adaptation of the module itself. 35 
KnowledgeStore and Scalability
The NewsReader system consists of a series of software modules to process text and generate NAF and RDF output. The input text and the results of the processing are stored in a KnowledgeStore that supports reasoning and inferencing over the data and provides access to the data through various APIs. In this section, we explain the overall architecture and principles behind the KnowledgeStore and the capacity of the system to handle massive data. We describe the data sets processed in the project and the scalability issues of processing this data.
The KnowledgeStore
The KnowledgeStore 36 [64] is a framework that contributes to bridge the unstructured and structured worlds, enabling to jointly store, manage, retrieve, and semantically query both typologies of contents. First, the KnowledgeStore allows the user to store in its three interconnected layers all the typologies of content that have to be processed and produced when dealing with unstructured content and structured knowledge:
• the resource layer stores the unstructured news and their annotations;
• the mention layer identifies fragments of news denoting entities/events (e.g. a take-over event), relations between entity/event mentions (e.g., event participation), numerical quantities (e.g. a share price);
• the instance layer stores the structured descriptions of those instances extracted from resources and merged with available structured knowledge (e.g. Linked Data sources, corporate databases).
Second, as shown in Figure 19 , the KnowledgeStore acts as a shared data space supporting the interaction of the modules and tools (see Section 3), which can be roughly classified in:
• News and RDF populators. These modules, developed as part of the NewsReader activities, enable the bulk loading of structured and unstructured content in the KnowledgeStore. The former processes a collection of linguistically annotated news documents injecting content in all three layers of the KnowledgeStore, while the latter augments the instance layer with Semantic Web compliant resources available in RDF repositories.
• single-document NLP pipelines. These pipelines (Section 3) work at the resource layer, and take care of processing a text document enriching it with linguistic annotations.
• cross-document NLP pipelines. These modules work at the mention and instance layers, exploiting the work of the NLP pipelines to instantiate, link, or enrich instances performing tasks such as cross-document coreference (see Sections 4 and 5).
• Decision Support Tool Suite (DSTS). Finally, the decision support tool suite queries the KnowledgeStore -mainly the instance layer (although queries may also require to retrieve documents and mentions) -to obtain the information about events and narrative stories to be shown to users.
The KnowledgeStore architecture
As introduced in Figure 19 , the KnowledgeStore is a storage server: the other NewsReader modules are KnowledgeStore clients that utilize the services it exposes to store and retrieve all the shared content they need and produce. Figure 20 shows the overall KnowledgeStore architecture, highlighting its clientserver nature. 37 Client side. The client side (upper part of Figure 20) consists of a number of applications that access the KnowledgeStore through its two CRUD and SPARQL endpoints, either by direct HTTP interaction (for applications in any programming language), using the specifically developed Java client (for Java applications) or any of the available SPARQL client libraries for accessing the SPARQL endpoint, thanks to its standard-based nature. 37 Not shown in Figure 20 are the additional tools and scripts for managing the complexity of software deployment in a cluster environment (potentially a cloud environment); they include, for example, the management scripts for infrastructure deployment (e.g. start-up & shut-down daemons, data backup & restoration and gathering of statistics). Server side. The server side part of the architecture (lower part of Figure 20) consists of a number of software components distributed on a cluster of machines that are accessed through a KnowledgeStore frontend server:
• the Hadoop HDFS filesystem provides a reliable and scalable storage for the physical files holding the representation of resources (e.g., texts and linguistic annotations of news articles);
• the HBase column-oriented store builds on the Hadoop filesystem to provide databases services for storing and querying semi-structured information about resources and mentions;
• the Virtuoso triple store stores and indexes crystallized axioms to provide services supporting reasoning and online SPARQL query answering, which cannot be easily and efficiently implemented in HBase or Hadoop;
• the OMID transaction manager 38 is used in combination with HBase to enforce the transactional guarantees of KnowledgeStore API operations;
• the ZooKeeper synchronization service is used to access and manage HBase nodes;
• the KnowledgeStore frontend server has been specifically developed to implement the operations of the two CRUD and SPARQL endpoints on top of the components listed above, handling global issues such as access control, data validation and operation transactionality;
• the ElasticSearch data store provides a database service for storing and querying semi-structured data; it can be used as an alternative of HBase and it does not need any additional software and/or server installed; in addition, it allows the user to install a stand-alone version of the KnowledgeStore, without the need of a multi-machine environment.
Data sets
The NewsReader system has been applied to various collections of news in different languages. In Table 3 , we give some statistics for some of these data sets. 38 https://github.com/yahoo/omid Wikinews 39 is a free multilingual open general news source operated and supported by the Wikimedia foundation. We chose to use this source as it enables us to link entities and events across different language as well as its broad coverage. For English we cleaned the Wikinews dump from 16 January 2014. This resulted in 18,510 news articles which we then processed using the pipeline. This generated over 2.6M mentions of events and entities, representing 624K event instances and 45K entities. We furthermore see how these entities are divided over persons, organizations and locations and how many of these have been mapped to DBpedia. We extracted 9.7M triples from the news and the KnowledgeStore contained over 95.9M triples with background knowledge in addition. The KnowledgeStore instance populated with Wikinews is publicly available. 40 We also applied the system to 212K articles on the FIFA world-cup in 2014 in Brazil, provided by LexisNexis, the BBC and the Guardian. This larger set yielded over 76.1M mentions and over 9.3M instances. We extracted over 136M triples from the news, whereas 109M triples were extracted from DBpedia as background knowledge. 41 The largest data set was provided by LexisNexis on the automotive industry, consisting of nearly 2.5M English articles spanning the period 2003 -2015. This yielded over 842M mentions of events and entities, resolving to 42M event instances and 2.2M entities. In total, we extracted over 1.1 billion triples from the news in combination with 94 million triples from DBpedia.
The Airbus data set is the result of an experiment to show how our tools and methodology work with a cross-lingual corpus. We see here that we used 30 original English documents from Wikinews but also their translations to Spanish and Dutch as input to derive the instances representations and triples across all three sets of documents. The documents were processed by the pipelines in each language creating a set of interoperable NAF files. We then treated these NAF files in the same way as a set of NAF files from a single language trying to resolve crossdocument event and entity coreference. In this data set we thus have mentions of the same events and entities across the three 42 languages that should ultimately resolve to the same entities and event instances in RDF. To the best of our knowledge, no state of the art tool is capable of producing such event-centric representations of the content of news articles in different languages. In Section 8, we provide more details on the data set and the experiment.
The final data set, Dutch House, was created for a pilot for the Dutch House of Parliament to process their archive created for a parliamentary enquiry on the bank-crisis in the Netherlands. We processed over 627K Dutch documents, yielding over 17,5M mentions of over 5.3M event instances and over 354K entities. In total over 122M triples were extracted from the data set and 188M triples were obtained from DBpedia as background information.
The data sets illustrate that the system can handle massive amounts of data on different domains and different languages without any further adaptation. The generic knowledge resources play an important role to obtain sufficient coverage for these data sets. In addition to processing the textual sources as such, we apply reasoning to the data to derive implications from the event data using ESO. For the cars data set for instance, the reasoner generated many additional triples representing 32M situations (15.5M pre-situations, 15.4M post-situations, 1M duringsituations). In Section 8, we will discuss the quality of the data as produced by the generic system. Obviously, the generic system can be adapted to specific domains by extending DBpedia with lacking data, replacing DBpedia by other resources on entities or by adapting ESO to events that play an important role or implications that matter.
Scalability
In order to truly follow the news, we need to deal with massive amounts of data and elaborate linguistic analyses are computationally expensive. We collaborated with SURFsara to examine how much news our system can handle in a day with the current English pipeline. This research focused on processing a large batch of data as quickly as possible, i.e., rather than increasing the efficiency of components in the pipeline or reducing the processing time of the pipeline per document, 43 we optimized the overall process by analyzing large amounts of documents in parallel. This was done using Hadoop 44 [65] . We will provide 43 Within NewsReader, we also worked on reducing processing time for a single document for a live stream setting. In this approach, we apply NLP modules in parallel where possible reducing the average processing time per document by half. The two approaches support different scenarios (dealing with a batch of document or an individual document as quickly as possible). 44 https://hadoop.apache.org/ a brief description of our approach and report on the processing setup and time for the largest dataset of nearly 2.5 million news articles. More details on these approaches can be found in Kattenberg et al. (2016) [66] .
Hadoop is a framework that can distribute processing across clusters of machines. Hadoop Apache provides several libraries for developing parallel applications. However, in NewsReader we are dealing with a variety of existing applications that have different requirements. We therefore use the Cascading software library. 45 This library can handle complex workflows without reimplementing individual components. The Cascading architecture can combine any sequence of modules that take standard input and produce standard output, 46 as is the case for the NewsReader pipeline in which all modules in NewsReader read and produce NAF.
The largest dataset processed within NewsReader consisted of 2,498,633 documents. These documents were part of 11 years of news on the car industry provided by LexisNexis and were selected based on their length (1,000 -4,000 characters). The data was processed on SURFsara's Hadoop cluster consisting of 170 nodes, 1,400 cores and 2 petabytes of data storage. Processing the entire corpus cost 198,134 CPU hours (the average time per document lying around 4.4 minutes). Hadoop is shared among users and we managed to process approximately 4,000 documents per hour on average. In ideal circumstances, with the full Hadoop cluster being available, it would take 141.5 hours to process the full corpus, with an average of approximately 425,000 articles per day.
Regarding the KnowledgeStore, several tests assessing its scalability were performed. We assessed the performance both in data population and data retrieval. The complete analysis is described in [64] . For data population, we analyzed both the impact of resource size (i.e., number of mentions per NAF file) and of the dataset size in the population of the resource and mention layers of the KnowledgeStore. 47 For the impact of resource size analysis, results show that the population rates inversely correlate with the average number of mentions per news article, while for the impact of dataset size, the population rate can be considered roughly constant during the whole population process, thus suggesting that consistent population performances can be achieved given the software infrastructure the KnowledgeStore builds on. For data retrieval, we tested the performances of the data retrieval operations offered by the KnowledgeStore (SPARQL queries and resource, mention and file retrieval) with different dataset sizes and numbers of concurrent clients. Adding new clients determines an increase of throughput with minor changes of the evaluation time up to a certain threshold, after which all the physical resources of the system (mainly CPU cores) are saturated, the throughput remains (almost) constant, and the evaluation time increases linearly as requests are queued for later evaluation. Concerning the effect of the dataset size on retrieval performances, a ∼15 times increase in the number of news articles, from 81K news articles to 1.3M news articles, caused 'only' a ∼2 times decrease in the throughput, from 21,126 to 10,212 requests/h for 64 clients. We believe all these findings are extremely significant for the practical adoption of the system, as all the evaluations were made on real-world data. Note that the tools for running the evaluation, in particular those for testing the data retrieval performances of a KnowledgeStore instance, are included in the KnowledgeStore source code, and documented on the KnowledgeStore web-site. 48 The KnowledgeStore was also successfully exploited in two NewsReader Hackathons organized in Amsterdam and London in January 2015, as well as during two User Evaluations, held in Amsterdam in January 2015 and November 2015. During these events, the running KnowledgeStore instance was accessed through its API and the SPARQL endpoint, and it effectively handled a large amount of queries (117K), with peaks of 40 requests per second.
Evaluation
The NewsReader system consists of a cascade of NLP modules and a single high-level component that takes the output of the NLP modules as input to generate the ECKGs, which are RDF triples. Obviously, the quality of the different NLP modules determines to a large extent the quality of the final ECKGs in RDF. However to some extent, the semantic resources and models can also eliminate errors from the NLP modules that do not make any sense. In this section, we will first describe the evaluation results of the main NLP modules that produces semantic output: NERC, NED, SRL, TIMEX and next specific evaluations that focus on the ECKGs as the final output of the 47 We ignored the population of the instance layer: the population of the resource and mention layers is around three order of magnitude slower than the population of the instance layer, and thus dominates and determines the overall population performances. 48 https://knowledgestore.fbk.eu/test-tools.html system which is built from the NLP output. First, we describe the specific evaluation data sets that were developed in the project for evaluation.
Evaluation data
We annotated two specific data sets for the evaluation of NewsReader. The MEANTIME corpus [67] was developed to test the high-level semantic NLP modules. The ECB+ corpus [68] on the other hand was developed for the evaluation of the cross-document event-coreference, which is the basis of the ECKGs.
MEANTIME
The NewsReader MEANTIME (Multilingual Event ANd TIME) corpus is a semantically annotated corpus of 480 English, Italian, Spanish, and Dutch news articles [67] . 49 The English section of the corpus consists of articles from Wikinews (http://en.wikinews.org) about four topics: Airbus and Boeing, Apple Inc., Stock market, and General Motors, Chrysler and Ford. The Spanish, Italian and Dutch sections are translations of the English articles aligned at the sentence level. The texts have been manually annotated in each language at multiple levels, including entities, events, temporal information, semantic roles, and intra-document and cross-document event and entity coreference Table 4 presents statistics about the MEANTIME corpus. [69] to test cross-document event coreference. It contains 43 different seminal events or so-called topics with about 10 to 20 different news articles reporting on this event. Across these articles, many mentions of events are coreferential. The ECB+ corpus [68] is an extended and re-annotated version of ECB, where we extended the ECB topics with texts about different event instances of the same event type. For example in addition to the topic of a specific celebrity checking into a rehab presented in ECB, we added descriptions of another event involving a different celebrity checking into another rehab facility. Likewise, we increased the referential ambiguity for the event mentions. Table 5 shows some examples of the seminal events represented in ECB+ with different event instances. Table 6 shows some statistics on the data, most notably 1983 coreference chains, corresponding to instance in the NewsReader terminology, group 6833 mentions of events. On average, 1.8 sentence per article was annotated. 
NLP Modules
In Table 7 , we show an overview of the results on standard data sets in the literature for the main NLP modules in the pipeline described in section 4.1: NERC, NED, SRL and TIMEX detection and normalization. We provide the results for four languages (although for some languages, evaluation data is not available for every task). Every module is evaluated using the standard metrics and datasets for each task and compared with the state-of-the-art. All the NewsReader modules obtain state of the art performances for every task and language [70] . For NERC, we can see that NewsReader improves over the state-ofthe-art for English, Spanish and Dutch and we used the stateof-the-art system from Evalita 2007 for Italian. For NED, the English and Spanish results perform lower than the state-of-theart, but the use of DBpedia Spotlight in NewsReader was also motivated by its suitability for integration of a ready to use NED service for all four languages of the project and the option of easily building modules for disambiguation and wikification.
For NED, the evaluation metrics used in standard datasets and MEANTIME differ. In the case of TAC 2011 and TAC 2012, the measure used is the B-Cubed+ F 1 50 which measures the correctness of clusters. In contrast, we used a standard F 1 measure on the MEANTIME task, which makes the results difficult to compare. In addition, the MEANTIME NED results also depend on the performance of the NERC system since we applied NED to the automatically extracted entities. As mentioned in 4.1, we use the MATE tools [71] for English and Spanish SRL, which achieve the state-of-the-art on the CoNLL 2009 task for English. This module also obtains comparable results to the state of the art for Spanish in the same task. For the TIMEX detection and normalization there are only few results to compare with. NewsReader either sets the state-of-the-art or is very close to it.
The standard data sets and tasks mentioned above often provide both the training data and the test data. These results can be considered in-domain evaluations, where supervised machine learning is the most common approach. In Table 8 we therefore show the results of studying the performance of NewsReader NLP modules in out-of-domain data using the MEANTIME corpus [67] . 52 The text genre of MEANTIME is Wikinews, which is not that different from the standard datasets evaluated in Table 7 . However, differences in the gold standard annotation of MEANTIME result in significant disagreements regarding the span of the annotations [67] . For example, named entity spans in MEAN-TIME differ from standard datasets such as CoNLL 2002 and 2003 as mentions include modifiers, for example articles: 'the United States' versus 'United States', or adjectives: 'new, faster iPhone' versus 'iPhone'. Regarding the SRL, the annotation in MEANTIME sets the relations between events as SLINKs. In other words, events are not annotated as roles of other events. However, these cases are taken into account by our SRL module because it has been trained with the CoNLL 2009 dataset. This is reflected in the performance of our SRL modules in MEANTIME.
The phrase based F 1 evaluation used in both in-domain and out-of-domain settings punishes any bracketing error as both false positive and negative. Thus, these span-related disagreements make this setting extremely hard for models trained according to other annotation guidelines, as shown in Table 8 .
For comparison, we also run the state-of-the-art systems on the MEANTIME data for NERC. The results show that also these systems suffer from the genre and annotation differences between the standard data sets and MEANTIME. However, the results clearly demonstrate that the Newsreader NERC module performs better in the MEANTIME out-of-domain evaluation settings than the state-of-the-art systems at this time.
Event-centric knowledge graphs
We performed four types of evaluations to test the quality of the ECKGs produced by NewsReader on top of the output of the NLP modules described in the previous subsection: 1) event coreference across different documents, 2) RDF triples extracted, 3) reasoning over event implications using ESO and 4) the cross-lingual interoperability of our reading technology. We will discuss these evaluations in the following subsections.
Cross-document event coreference evaluation
The MEANTIME data hardly contains any cross-document event coreference data since the news originates from a single source and is spread over time for specific entities. For the crossdocument event-coreference, we therefore used the ECB+ data set that is specifically designed for this purpose. We compare the NewsReader results with Yang et al. (2015) [81] , who report the best results on ECB+ and compare their results to other systems that have so far only been tested on ECB and not on ECB+. Yang et al use a distance-dependent Chinese Restaurant Process (DDCRP [82] ), which is an infinite clustering model that can account for data dependencies. They define a hierarchical variant (HDDCRP) in which they first cluster event mentions and data within a document and next cluster the within document clusters across documents. Their hierarchical strategy is similar to our approach using event components, in the sense that event data can be scattered over multiple sentences in a document and needs to be gathered first. Our approach differs in that we use a semantic representation to capture all event properties and do a logical comparison, while Yang et al. as well as the other methods they report on are based on machine learning methods (both unsupervised clustering and supervised mention based comparison). Yang et al. also report on a lemma-baseline as proposed by Cybulska and Vossen (2014) [68] , where all event mentions with the same lemma within and across documents are simply joined in a single coreference set. 22 Table 9 : Reference results macro averaged over ECB+ corpus as reported by Yang et al. [81] for state-of-the-art machine learning systems as compared to 3 NewsReader based systems: NWR-GOLD= the results of cross-document corefence using the gold-data for event detection, NWR-ARM=standard setting of NewsReader with at least one matching participant in any role (AR), time month match and action concept and phrase match with 30%, TEvalGOLD=cross-document results using event detection CRF module trained with TempEval 2013 gold data. Yang et al. test their system on topics 24-43 while they used topics 1-20 as training data and topics 21-23 as the development set. They do not report on topics 44 and 45. To compare our results with theirs, we also used topics 24-43 for testing. In Table 9 , we give Yang's lemma baseline (LEMMA), Yang's best results (HDDCRP), and the out-of-the-box results for NewsReader results (NWR), in which at least one participant needs to match regardless of its role, the events need to have matching WordNet synsets for 30% and the time-anchors need to have the same month and year value. This NewsReader system is not trained on the ECB+ data set at all and just uses logical comparison of event data.
First of all, we can see that both Yang's HDDCRP and the lemma baseline outperform NewsReader system by 15 and 10 points in CoNLL F 1 score [83] , which is the average of the F 1 scores for MUC [84] , B3 [85] , CEAF [86] . However, Yang et al. report that their system at first had an out-of-the-box accuracy for event detection of 56%. They therefore trained a separate Conditional Random Field (CRF) event detection system with event annotations of the first 20 topics (about half of the data set). This classifier has an accuracy of 95% on event detection and was used as the input for both the LEMMA baseline as HDDCRP. For comparison, the NewsReader system has an outof-the-box accuracy of 67.1%, where events are detected by the MATE tool which is trained on PropBank data. Clearly, what events have been annotated and how they were annotated has a big impact on the results.
To see the impact of the event detection on the actual eventcoreference results, we therefore add two other versions of the NewsReader system: 1) TEvalGOLD replaces the NewsReader event detection by a CRF classifier trained with SemEval 2013 -TempEval 3 gold data [87] and 2) NWR-GOLD used the goldannotation of the event detection. The event detection accuracy of TEvalGOLD is 73.1% and the accuracy for NWR-GOLD is 97%. 53 We can see that TEvalGOLD performs 2 points higher on event-coreference and NWR-GOLD outperforms Yang et al by almost 1 point even though the NWR-GOLD event detection accuracy is only a little higher than Yang's. Also note that the NewsReader event-coreference uses logical semantic comparison and is not trained on the ECB+ data set. We thus can expect its performance to be relatively stable across data sets, whereas 53 The reason that it is not 100% is because the NewsReader system could not process one of the evaluation files due to formatting problems.
Yang et al's system is expected to perform significantly lower when applied to out-of-domain data.
Triple evaluation
Event coreference leads to RDF structures with triples for event relations with participants and time anchorings. It thus makes sense to evaluate the triples in addition to event coreference. The results reported here have been described in [1] . The evaluation was conducted on 100 randomly selected events extracted from the MEANTIME dataset. These events yielded 1,043 triples of the RDF-SEM data, with each triple independently evaluated by two raters. Raters checked the triples against the original sources from which they have been extracted by resolving the gaf:denotedBy relations. A strict evaluation was applied: a mistake in any element of the triple qualifies the whole triple as wrong. Table 10 presents the resulting triple accuracy on the whole evaluation dataset, as well as the accuracy on each subgraph composing it, obtained as average of the assessment of each rater pair. For each subgraph, the agreement between the rater pair is also reported, computed according to the Cohen's kappa coefficient (κ). Table 10 : Quality triple evaluation of SEM-RDF extracted from MEANTIME. The results show an overall accuracy of 0.551, varying between 0.525 and 0.607 on each subgraph. The Cohen's kappa values, ranging from 0.570 and 0.751, show a substantial agreement between the raters of each pair. Drilling down these numbers on the type of triples considered -typing triples (rdf:type), annotation triples (rdfs:label), participation triples (properties modeling event roles according to PropBank, FrameNet, and ESO), the accuracy on annotation triples is higher (0.772 on a total of 101 triples), while it is slightly lower for typing (0.522 on 496 triples) and participation triples (0.534 on 446 triples). Further drilling down on participation triples, the accuracy is higher for PropBank roles (0.559) while it is lower on FrameNet (0.438) and ESO roles (0.407), which reflects the fact that the SRL tool used is trained on PropBank, while FrameNet and ESO triples are obtained via mapping. 23 Looking at the event candidates in the evaluation dataset, 69 of them (out of 100) were confirmed as proper events by both raters. Of the 17 candidate coreferring events (i.e. those having multiple mentions), only four of them were marked as correct by both raters (i.e. both raters stated that all mentions were actually referring to the same event) while in a couple of cases an event was marked as incorrect because of one wrong mention out of four, thus causing all the triples of the event to be marked as incorrect. To stress the aforementioned strict evaluation criteria, we note that, the triple accuracy rises to 0.697 on a total of 782 triples if we ignore all coreferring events (and their corresponding triples) in the evaluation dataset. Table 11 shows the details for both the full evaluation and the evaluation when the event coreference are ignored. Note that applying cross-document event coreference to MEANTIME does not make much sense since the news is spread over time and comes from a single source. It is therefore not surprising that crossdocument coreference detection does more harm than good.
ESO
ESO and its implications are evaluated on MEANTIME. We performed a quality analysis on this corpus by passing it through the NewsReader pipeline, adding it to the KnowledgeStore and enriching the sets by applying the ESO reasoner. Table 12 provides a quantitative overview of the events and ESO classes that were found in the corpus. The pipeline identified 5,443 distinct events, 2,508 of which were linked to an ESO class. The "ESO events" included 444 events with inferred pre-and post-situations and 52 events that have a during-situation. 54 We randomly selected one ESO event for low frequency classes against two ESO events for high frequency classes out of the events that inferred a situation. The total selection consisted of 43 events with pre-and post-situations and 9 with a during-situation leading to a total of 52 ESO events. 55 For these 54 Recall that situation rules are only triggered when the implied participants are present. 55 The data and analysis can be found at https://github.com/ newsreader/eso events, we checked the original sentence they were derived from and verified whether the ESO class and inferences made sense and the correct instances were identified. We found 37 events (71.1%) with a correct class label and 18 events (41.8%) with correct pre-and post-situations. The set of events with a duringsituation was correct in 66.6% of the cases. Overall, 21 out of 52 inspected ESO events were found to be correct. Table 13 provides an overview of these results. The fact that the results for the pre-and post-situations (41.8%) are higher than the ESO roles assigned to the events (40% in the triple evalation) points to the phenomenon that NewsReader overgenerates events and roles. If these events and roles do not make sense as a combination according to ESO, they do not trigger a rule. Strict modeling of events through an ontology such as ESO thus results in crystalization of the extracted knowledge, i.e. only interpretations that lead to semantic closure within the model remain.
Cross-lingual reading
The semantic interoperability of NewsReader makes it possible to test cross-lingual reading [88] . The MEANTIME data In the ideal case that the pipelines for the four languages generate the same output, our conversion from NAF should generate the same RDF structure regardless of the input given, i.e. the RDF derived from the English NAF should be identical to the RDF derived from any of the translations or any combination. In this sense, cross-lingual processing is not different from merging interpretations across different NAF files in the same language, as we have discussed for the two titles of the English articles. We therefore used the pipelines for English, Spanish, Italian and Dutch to process the MEANTIME data sets in the four languages. Next, we applied the IDAP procedure to each NAF file and across all the NAF files. In Figure 21 , we show a RDFTRiG result for the entity Airbus and the event negotiate merged across English, Spanish, Italian and Dutch NAF files. Especially for the event, we see how different labels were merged and the ontological types are obtained across the different language NAF files. Both examples show mentions across the translations.
To carry out the cross-lingual evaluation, we compared the Spanish, Italian and Dutch data against the English data, calculating the coverage of the English mentions by the other languages for the above data. We cannot calculate true recall and precision since the English output cannot be seen as a gold standard. We evaluated the results with respect to the entities, the events and the triples extracted. Table 14 gives the results.
For the entities, where we only consider entities matched to DBpedia, we see that all four languages generate more or less the same number of instances and mentions. The overlap of Spanish, Italian and Dutch with English is also very compatible, with macro and micro averaged coverage of 35.5 up to 40.3 and 37.1 up to 44.8 respectively. Obviously for events the coverage is lower and varies more. The Italian pipeline detected more events than English, whereas Spanish and Dutch detected about half of the events compared to English, both in terms of instances and mentions. Coverage results are nevertheless very similar across the languages, with Dutch performing a bit lower than the other languages. The Italian pipeline clearly over-generates events compared to the others. Overall the coverage of the events is lower than for entities. The latter applies even more for the overlap of triples. Although the amount of triples generated is just a bit lower than for English, all languages have very low coverage of the English triples. Obviously this is due to the constraint that the event, the entities and the roles need to match across the pipelines to have a positive coverage result.
Inspecting the results for the more frequent cases shows some interesting insights. First of all, the entity United States dollar with 146 mentions in English in the data set, turned out to be a systematic error in the English pipeline that is not mirrored by the other languages. The English pipeline erroneously linked mentions of the US to the dollar instead of the country. The second observation relates to the granularity of the mapping. For example in the case of the airbus data, Boeing is the most frequent entity in all four languages. The more specific entity Boeing Commercial Airplanes is however only detected in English and not in any of the other languages. This is due to the fact that the mappings across Wikipedia from the other language to English are at a more coarse-grained level.
For the events and triples there is no clear pattern emerging. The differences seem to relate to many different factors among which the difference in the resources used in the pipeline. Finally, Figure 22 shows some examples of triples shared by all four languages. The above comparison is unique in its kind and provides an excellent basis for comparing semantic NLP pipelines across languages. In future research, we will put forward such data sets as tasks for cross-lingual semantic parsing to the community.
Discussion
The NewsReader system ultimately matches unstructured text with Semantic Web resources and standards. We rely heavily on knowledge resources in this process. Although our NLP systems perform at state-of-the-art level, the quality of the knowledge 25 resources plays a major role, e.g. coverage of FrameNet and ESO determines the proportions of implications that we can derive. Knowledge resources are skewed in terms of the data given (popular entities have more data and are preferred due to overfitting) and still lack considerable amount of data (dark entities). Also the quality of these resources across languages varies considerably. We applied deeper semantic evaluations of the end result of NewsReader both at the level of the triples extracted and the ESO types, roles and derived situations. Both evaluations are unique in its kind. We came to the interesting observation that semantic processing is on the one hand complex and error prone due to many dependencies across modules and resources but that there is also a crystalization effect. Crystalization means that errors that do not make sense or do not result in coherent pieces of information tend to get ignored in the final representation. As such we can see that F 1 -measures of basic modules such as NERC that score higher than 80% on standard data sets (CoNLL) may drop to 70% when applied out of the training domain (MEANTIME) and drop further for semantic tasks that depend on this output to 43% (cross-document event coreference). However, our evaluation of the triples and the derived ESO situations still have accuracies around 55% and 50% respectively, even though they depend even more on the results of many submodules. This suggests that a strong conceptual model can filter out errors that do not make any sense in combination. Future systems thus should leave open alternative analyses, as is already done by many NewsReader modules, rather than selecting the highest scoring analysis. This leaves room for knowledge based approaches to select the most coherent interpretation based on a conceptual model, that can also be tuned towards a specific domain or user. Over-generating solutions may lead to low precision results for individual tasks, but it provides options for post-processing data in a knowledge-intense architecture.
To better understand the relations between the NLP modules and the quality of the final result, we carried out a specific study on the results for the SemEval 2015 Task 4: TimeLine: CrossDocument Event Ordering. 56 In this task, systems need to find all events in which an entity is involved and place them on a timeline given a set of documents. The MEANTIME data was specifically annotated for this task for 40 entities. The task requires almost all modules provide in NewsReader: detection of entities, events, roles, time expressions and temporal relations. It also requires cross-document identity.
It turned out that this task is extremely difficult, i.e. F 1 measures below 15%. We carried out an in-depth error analysis 56 http://alt.qcri.org/semeval2015/task4/ [89] in which we reversed the NewsReader pipeline to trace the modules responsible for the errors. This showed that most of the modules perform well although there is some piling up of errors from low-level modules to higher-level modules that depend on them. The main problem with respect to the quality is however that the high-level semantic modules (temporal relations, semantic-roles) rely too much on the sentence as a unit, while the relations and information is often not in a single sentence and in some cases not even in the document but based on world-knowledge. Recovering this information requires more intelligent reasoning over the information spread in the document. It also requires more intensive usage of knowledge in the processing than has been done so far.
Cross-document event coreference turned out to be one of the major challenges for the future. Our evaluations show that cross-document event coreference performs below 50% but this is on an artificial task in which systematic two-fold ambiguity is created with about 10 different articles referring to each seminal event. It is difficult to estimate how this translates to realistic scenarios in which there can be thousands of news articles published on the same day that potentially refer to the same event. The possible impact of establishing event coreference on large data sets can be seen when we compare the ratio of mentions and instances. Table 15 shows these ratios for the processed 2.5M English news articles on the automotive industry. We can see that mentions of persons and organizations are reduced to 5% instances and locations to 2%, meaning that the former are mentioned 20 times on average in the news and locations 50 times.The difference between locations on the one hand and people and organizations on the other makes sense since news involves more different persons and organizations than different locations. If we look at the events, we see a lesser reduction to 10%, implying that events are mentioned 10 times on average in the news. We can consider the reduction of the persons, organizations and locations as the upper bound for coreference and the current event coreference reduction as the lower bound. It is difficult to judge of this reduction is right. In ECB+, most annotated events (about 95%) are not coreferential across documents, which means that there is only a single mention. The software therefore needs to be very conservative to establish coreference in order to perform. However, if we need to consider thousands of documents that report on the same event this may be very different. Furthermore, only 1.8 sentences per article have been annotated on average in ECB+. This may also reduce the degree of coreference, since articles may refer again to the same event in the remainder of the article.
It is interesting to realize that event coreference can be parameterized to a high degree depending on the type of news 26 streams considered. By setting the constraints for establishing identity across events to a very strict level, e.g. precise date, same lemma for action, all participants matched with the same role, hardly any event mention will be coreferential. This will lead to many more events, little aggregation across sources and relatively sparse event-centric knowledge graphs. When we use very loose settings on the other hand, we will lump many events together, have less event-centric knowledge graphs with strong aggregation of relations and very rich graphs. The granularity of the event structures can also be seen as a user-driven parameter.
For certain purposes, you may want to group all micro events in a single topical knowledge graph with many subevents, whereas for others you may want to keep each of them separate.
So far, we mainly considered the ways in which knowledge resources play a role in NLP, with the overall goal of text understanding or deep reading. However, our system also generates massive data, especially episodic data on situations in which individuals are involved. The Semantic Web is mostly a collection of resources that express factual knowledge. Typically, semantic knowledge is more generic and less fluid. Whereas semantic knowledge defines what is possible according to our cognitive and cultural conceptualization, episodic knowledge defines what is actually the case. The NewsReader system thus uses semantic and episodic knowledge to learn from the news what is the case in the world. Specifically, our technology 'reads' about situations in which entities are involved that are included in DBpedia but in which these situations are not described. For example from the current data on the automotive industry, we extract 44,202 triples for the entity dbp:Porsche and 689 triples for the entity dbp:Qatar Investment Authority using over 10 years of English news. In DBpedia, we currently find 155 triples for dbp:Porsche and 70 triples for dbp:Qatar Investment Authority. Our technology can thus be applied to any textual source to generate new episodic knowledge that can be published to the Semantic Web. Cleaning, harvesting and crystalizing this knowledge is then a next step. We are however convinced that knowledge enhances knowledge and eventually suppresses noise. We demonstrated this already for the dark entities and for ESO. In both cases, we first applied the generic system to the data set to learn about the entities and the events that play a major role. By deriving the knowledge resources for these entities and events, the interpretation of the text in the domain can be improved efficiently without having to go through an expensive and painstaking annotation process.
Conclusions
In this article, we described the NewsReader system for deep reading of texts in four different languages. The system was designed to arrive at interoperable interpretations across different sources and across these languages. The high-level semantic processing relies heavily on multilingual and cross-lingual semantic knowledge resources. We also described our formal modeling of the interpretations of textual expressions. Our models (GAF, NAF and SEM) distinguish mentions from instances. We developed the IDAP procedure to derive situational representations for individuals from the interpretations of the textual mentions across various sources. We also demonstrated that we can derive the implications of these situations for individuals using a formal ontology (ESO) linked to the system, which operates within a KnowledgeStore environment that supports reasoning. All source code for the NLP pipelines, the cross-document RDF extraction, the ontologies and the KnowledgeStore are freely available through the Apache license on Github. Further instructions on downloading the source code and setting up the system are detailed on the NewsReader website. 57 Overall, our NLP modules perform at the state-of-the-art level for the high-level tasks in all four languages. We have seen that the integrated results at the level that is required for an instance representation for situations according to Semantic Web standards still needs further improvements. Nevertheless, our system is a powerful platform for generating massive episodic knowledge that may eventually contribute to the Semantic Web. As such, we can deploy the system in a cyclic architecture in which textual resources are processed using the current semantic and episodic knowledge to produce more episodic knowledge. The newly learned episodic knowledge can be used to improve future processing of data, either directly or by deriving improved semantic knowledge from the massive data. Ultimately, we can thus create a machine that reads to learn and learns to read.
Finally, we have shown that we can create semantic data from textual sources across different languages. This demonstrates the capacity to build a platform for cross-regional and cross-cultural knowledge acquisition. This will also allow us to study different perspectives on the changes in the world, which opens up many new lines of research.
NewsReader made big progress on the integration of many high-level NLP tasks and Semantic Web technologies but also yielded new questions to be explored. Our data hides many stories and complex perspectives from different sources. Although, we developed a powerful system for creating huge knowledge graphs for events, we have only just started to explore how these events should be structured into storylines and larger structures. Nevertheless, such storylines are most natural to people to represent events and summarize the changes. In addition to generally improving the quality of our NLP systems, our future research thus also focuses on such larger and more complex structures. 
