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VISCOSITY SOLUTIONS OF GENERAL VISCOUS HAMILTON-JACOBI
EQUATIONS
SCOTT N. ARMSTRONG AND HUNG V. TRAN
Abstract. We present comparison principles, Lipschitz estimates and study state con-
straints problems for degenerate, second-order Hamilton-Jacobi equations.
1. Introduction
1.1. Motivation and summary of results. In this paper we present the basic PDE
theory of viscosity solutions of the second-order “viscous” Hamilton-Jacobi equation
(1.1) ut − tr(A(x)D
2u) +H(Du, x) = 0 in Rd × (0,∞)
as well as the time-independent analogues such as
(1.2) u− tr(A(x)D2u) +H(Du, x) = 0 in Rd.
The core assumptions are that the Hamiltonian H : Rd×Rd → R is convex and superlinear
(“coercive”) in its first variable and the diffusion matrix A : Rd → Sd is degenerate elliptic
(i.e., nonnegative definite and uniformly bounded). A typical example is
ut − a(x)
2∆u+ b(x)|Du|2 = 0
with Lipschitz coefficients a : Rd → [0, 1] and b : Rd → [1, 2]. Particular members of this
family of partial differential equations arise in deterministic and stochastic optimal control,
dynamical systems, and the study of large-scale behavior of diffusions in heterogeneous
environments.
The basic theory of (1.1) and (1.2) is still incomplete in many important respects, despite
having received much attention over the last 25 years. This is primarily due to the difficulties
imposed by the combination of a heterogeneous (and in general, degenerate) diffusion and a
heterogeneous Hamiltonian, which is precisely the sort of situation encountered in stochastic
homogenization. Indeed, the motivation for writing this paper originated in the theory of
stochastic homogenization and our discovery that some results needed for the latter were
at best “folklore” (known to some experts but not appearing in the literature) and many
others were simply open problems.
The first contribution of this paper is a general comparison principle for these equations:
previously, comparison principles were known for (1.1) or (1.2) in special cases (e.g., if A ≡ 0,
or if the dependence of H on Du and x is decoupled in a weak sense, or H is superquadratic
in Du, or if A is uniformly positive definite, among other special circumstances, see below
Date: November 7, 2018.
2010 Mathematics Subject Classification. 35D40, 35B51.
Key words and phrases. viscous Hamilton-Jacobi equation, viscosity solution, comparison principle, Lip-
schitz estimate, state constraints, Perron method.
1
2 S. N. ARMSTRONG AND H. V. TRAN
for more discussion). Note that (1.1) is not under the classical comparison regime of [9] since
hypothesis (3.14) of that paper does not hold in general, as in the case that the Hamiltonian
has a term like b(x)|Du|2. The comparison principle is given in Section 2.
In Section 3, we present interior Lipschitz estimates for continuous solutions of (1.1)
and (1.2). These estimates do not use the convexity of H and so they hold for a general
class of nonconvex equations. Such estimates are well-known to experts, at least in special
cases. The novelty here is that we give a new argument which is both robust enough to
handle general equations and gives an explicit Lipschitz constant in terms of the structural
hypotheses (and is essentially optimal). Such explicit estimates are important for stochastic
homogenization (c.f. [3]).
Finally, we present new results for solutions of (1.2) in bounded domains subject to state
constrained boundary conditions. This is a much-studied topic that originated in the work
of Lasry and Lions [16] and has important applications in stochastic optimal control. Due
to difficulties arising in handling these special boundary conditions, there are few results for
equation with anisotropic diffusions (it is usually assumed that the diffusion term vanishes
or else is the Laplacian) unless H grows superlinearly (which is essentially the same as
A ≡ 0). Handling a constant diffusion matrix is easier, because in this case it is possible to
obtain a precise blow-up rate for solutions near the boundary of the domain– which then
allows for comparison arguments. Here we introduce a new idea which allows us to obtain
partial comparison for the state constraints problem for a general class of equations (with
a general degenerate, anisotropic A). In particular, we show that there exists a unique
maximal solution which is continuous (and hence Lipschitz). We develop an analogous
theory for the metric problem, motivated by problems in stochastic homogenization. These
results can be found in Sections 4 and 5.
1.2. Hypotheses on the coefficients. The following conditions on the coefficients are
assumed to be in force throughout the paper. We fix parameters m > 1, n ∈ N, Λ1 ≥ 1 and
Λ2 ≥ 0. We require the diffusion matrix A : R
d → Sd to have a Lipschitz square root, that
is, there exists σ : Rd → Rd×n such that
A =
1
2
σtσ
and, for every x, y ∈ B2, we have
(1.3) |σ(x)| ≤ Λ2
and
(1.4) |σ(x)− σ(y)| ≤ Λ2|x− y|.
As for the Hamiltonian H : Rd × Rd → R, we require the following: for every x ∈ Rd,
(1.5) p 7→ H(p, x) is convex.
For every R > 0, there exist constants 0 < aR ≤ 1 andMR ≥ 1 such that, for every p, q ∈ R
d
and x, y ∈ BR,
(1.6) aR|p|
m −MR ≤ H(p, x) ≤ Λ1
(
|p|m + 1
)
,
(1.7) |H(p, x)−H(p, y)| ≤
(
Λ1|p|
m +MR
)
|x− y|,
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and
(1.8) |H(p, x)−H(q, x)| ≤ Λ1
(
|p|+ |q|+ 1
)m−1
|p− q|.
If the constants aR and MR can be chosen to be independent of R, then we say that the
Hamiltonian is uniformly coercive. Otherwise, we say that H is weakly coercive.
We emphasize that the diffusion matrix A can be degenerate in general, and (1.7) holds
for some given m > 1, which is more general than hypothesis (3.14) in [9].
1.3. Viscosity solution preliminaries. Unless otherwise indicated, each of the differen-
tial inequalities in this paper are to be interpreted in the viscosity sense, which is the usual
notion of weak solution for Hamilton-Jacobi equations. The reader may consult [9].
For technical reasons, it is convenient to work with the well-known extension (introduced
in [7]) of the definition of viscosity solutions to possibly discontinuous, locally bounded
functions. We recall the definitions for the readers’ convenience. If u : V → R is locally
bounded, then the upper semicontinuous envelope u∗ of u in V is defined for x ∈ V by
u∗(x) := inf
{
w(x) : w ∈ USC(V ) and w ≥ u
}
= inf
δ>0
sup
Bδ(x)
u.
Here USC(V ) denotes the set of upper semicontinuous functions on V , taking values in
R ∪ {+∞}, and we note that u∗ belongs to USC(V ) since USC(V ) is closed under taking
infimums. We likewise define the lower semicontinuous envelope u∗ ∈ LSC(V ) of u in V by
u∗ := −(−u)
∗.
Definition 1.1 (Viscosity solution). We say that a function u is a viscosity subsolution
(solution) of the differential equation (inequality)
ut − tr
(
A(x)D2u
)
+H(Du, x) = (≤) 0 in V ⊆ Rd × R+
if u : V → R is locally bounded from above and, for every (y, s) ∈ V and smooth function
ϕ which is defined in a neighborhood of (y, s) such that
(1.9) (x, t) 7→ (u∗ − ϕ) (x, t) has a local maximum at (x, t) = (y, s),
then we have
ϕt(y, s)− tr
(
A(y)D2ϕ(y, s)
)
+H(Dϕ(y, s), y) ≤ 0.
Likewise, u : V → R is a viscosity supersolution (solution) of the differential equation
(inequality)
(1.10) ut − tr
(
A(x)D2u
)
+H(Du, x) = (≥) 0 in V
if u is locally bounded from below and, for every (y, s) ∈ V and smooth function ϕ which
is defined in a neighborhood of (y, s) such that
(x, t) 7→ (u∗ − ϕ) (x, t) has a local minimum at (x, t) = (y, s),
then we have
ϕt(y, s)− tr
(
A(y)D2ϕ(y, s)
)
+H(Dϕ(y, s), y) ≥ 0.
We say that u : V → R is a viscosity solution of
ut − tr
(
A(x)D2u
)
+H(Du, x) = 0 in V
if u is locally bounded and both a viscosity subsolution and supersolution.
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The definition of viscosity solution for other equations considered here (e.g. equations
with no time dependence) is identical. We remark that there is a well-known equivalence
between the definition above and the alternative (weaker) definition in which the local
maxima/minima in (1.9)–(1.10) are strict.
2. Comparison principles
2.1. Comparison principles for stationary problems. We present comparison results
for time-independent problems. The arguments combine several ingredients, none of which
are new. Besides the classical comparison argument for viscosity solutions [9], we need an
idea based on the convexity of H that goes back at least to Barles and Perthame [7] and
appears in a form closer to our argument in Da Lio and Ley [10]. See also Barles and Da
Lio [6] as well as [11, 15, 2, 5], wherein special cases of the results presented in this section
can also be found. See also Kobylanski [14] for some related probabilistic results.
Theorem 2.1. Let δ > 0, U ⊆ Rd be open and assume that u,−v ∈ USC(U) satisfy
(2.1) δu− tr
(
A(x)D2u
)
+H(Du, x) ≤ 0 ≤ δv − tr
(
A(x)D2v
)
+H(Dv, x) in U
as well as
(2.2) u ≤ v on ∂U, and lim sup
x∈U, |x|→∞
u(x)
1 + |x|
≤ 0 ≤ lim inf
x∈U, |x|→∞
v(x)
1 + |x|
.
Then u ≤ v in U .
We also give a result for equations with no zeroth-order term under a strictness condition.
Theorem 2.2. Let θ > 0, U ⊆ Rd be open and bounded, and u,−v ∈ USC
(
U
)
satisfy
− tr
(
A(x)D2u
)
+H(Du, x) ≤ −θ < 0 ≤ − tr
(
A(x)D2v
)
+H(Dv, x) in U.
Then
sup
U
(u− v) ≤ sup
∂U
(u− v).
Proof of Theorem 2.1. We argue by contradiction: assume that u > v at some point
of U , which by translation we may assume to be the origin.
Step 1. We setup the argument. Denote θ := u(0) − v(0) > 0. Fix η, s, ε > 0 satisfying
0 < η <
1
4
θ,
1
2
< s < 1 and 0 < ε < 1.
In the course of the argument, we will send ε → 0, η → 0 and then s → 1, in that order.
Throughout we display the dependence of the constants on these parameters.
Consider the auxiliary function Φ : U × U → R defined by
Φ(x, y) := su(x)− v(y)−
1
2ε
|x− y|2 − η
(
1 + |x|2
) 1
2︸ ︷︷ ︸
=:φ(x)
.
If η > 0 is sufficiently small and s < 1 is sufficiently close to 1, then
sup
U×U
Φ ≥ Φ(0, 0) = su(0)− v(0) − η ≥
1
2
θ
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and therefore, by (2.2) and the linear growth of φ, there exist (xε, yε) ∈ U × U with
|xε|, |yε| ≤ Cη,s such that
(2.3) Φ(xε, yε) = sup
U×U
Φ < +∞.
According to [9, Lemma 3.1], there exists x0 ∈ U with |x0| ≤ Cη,s such that
(2.4) su(x0)− v(x0)− η
(
1 + |x0|
2
) 1
2 = sup
x∈U
(
su(x)− v(x)− η
(
1 + |x|2
) 1
2
)
≥
1
2
θ
and, up to a subsequence,
(2.5) lim
ε→0
(xε, yε) = (x0, x0) and lim
ε→0
|xε − yε|
2
ε
= 0.
If s < 1 is sufficiently close to 1, then we have x0 ∈ U by (2.4) and the first condition
in (2.2), and therefore (xε, yε) ∈ U ×U for sufficiently small ε > 0. According to (2.1), (2.3)
and the Crandall-Ishii Lemma [9, Lemma 3.2], there exist Xε, Yε ∈ S
d satisfying
(2.6) −
3
ε
(
Id 0
0 Id
)
≤
(
Xε 0
0 −Yε
)
≤
3
ε
(
Id −Id
−Id Id
)
as well as
(2.7) δsu(xε)− tr
(
A(xε)
(
Xε + ηD
2φ(xε)
))
+ sH
(
xε − yε
εs
+
η
s
Dφ(xε), xε
)
≤ 0
and
(2.8) δv(yε)− tr (A(yε)Yε) +H
(
xε − yε
ε
, yε
)
≥ 0.
The goal is to use (2.4), (2.6) and the structural conditions on H to derive a contradiction
by showing that the difference of the left sides of (2.7) and (2.8) must be positive after
sending ε→ 0, η → 0, and then s→ 1.
Step 2. We estimate the difference between the terms involving H on the left of (2.7)
and (2.8), respectively. This is the step of the argument which is unusual and departs
from [9]; it relies on the convexity of H. It is convenient to set
pε :=
xε − yε
ε
, qε := ηDφ(xε) = η
(
1 + |xε|
2
)− 1
2 xε.
Observe that |qε| ≤ η and, by (2.5), |pε| · |xε − yε| → 0 as ε→ 0.
Fix r := 12 (1 + s) < 1 and observe by the convexity of H that
(2.9) H
(r
s
pε, xε
)
≤ rH
(
pε + qε
s
, xε
)
+ (1− r)H
(
−
rqε
s(1− r)
, xε
)
.
Using
r|qε|
s(1− r)
≤
η(s + 1)
s(1− s)
≤
4η
1− s
,
we may estimate the second term on the right of (2.9) by (1.6). We get
(2.10) (1− r)H
(
−
rqε
s(1− r)
, xε
)
≤
1
2
(1− s)Λ1
(
4mηm(1− s)−m + 1
)
≤ C(1− s) +Csη.
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Using (2.9), (2.10) as well as (1.6) and (1.7) with R = max{|xε|, |yε|} ≤ Cη,s, we find that
sH
(
pε + qε
s
, xε
)
−H
(
pε, yε)(2.11)
= sH
(
pε + qε
s
, xε
)
−H
(
pε, xε) +H
(
pε, xε)−H
(
pε, yε)
≥
(s
r
H
(r
s
pε, xε
)
−H(pε, xε)
)
︸ ︷︷ ︸
=:Gε
−
(
Λ1|pε|
m + Cη,s
)
|xε − yε| − C(1− s)−Csη.
The dangerous term in (2.11) is |pε|
m|xε−yε|. Indeed, the control we have over |pε| · |xε−yε|
is not of immediate use since m > 1 and |pε| is expected to be large. To compensate, we
use the convexity and growth of H to show that the good term Gε dominates the dangerous
term in the limit ε→ 0. Precisely, we claim that
(2.12) Gε ≥ cη,s(1− s)|pε|
m −C(1− s).
The important point is that the constants in this estimate do not depend on ε, so that
the right side of (2.11) is nonnegative after we send ε → 0, η → 0 and then s → 1. To
prove (2.12), we set
τ :=
r
s
=
s+ 1
2s
.
Note that 1 < τ ≤ 32 . We also fix 0 < β <
1
2 to be chosen below and observe that, due to
the convexity of H, we have
H(pε, xε) ≤ (1− λ)H(τpε, xε) + λH(βpε, xε),
where we have defined
λ :=
τ − 1
τ − β
, so that 1− λ =
1− β
τ − β
.
Using (1.6), we obtain, for small ε > 0,
Gε =
1
τ
H(τpε, xε)−H(pε, xε) ≥
(
1
τ
+ λ− 1
)
H(τpε, xε)− λH(βpε, xε)
=
τ − 1
τ − β
(
β
τ
H(τpε, xε)−H(βpε, xε)
)
≥
τ − 1
τ − β
(
β
τ
(aRτ
m|pε|
m −MR)− Λ1(β
m|pε|
m + 1)
)
=
τ − 1
τ − β
(
β
τ
aRτ
m|pε|
m − Λ1β
m|pε|
m −
βMR
τ
− Λ1
)
,
where R := |x0|+ 1 ≤ Cη,s. Using that 1 < τ ≤
3
2 and 0 < β ≤
1
2 , we deduce that
Gε ≥ (τ − 1)
(
β (cη,s|pε|
m)− βm (C|pε|
m)− Cη,sβ − C
)
.
Observe that (τ − 1) = (1 − s)/2s > (1 − s)/2. We now see that, by choosing β > 0
sufficiently small, depending η and s, we obtain (2.12).
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Combining (2.11) and (2.12) with the fact (2.5) implies that |xε − yε| → 0, we obtain
that, for 0 < ε < ε(η, s),
(2.13) sH
(
pε + qε
s
, xε
)
−H
(
pε, yε) ≥ −C(1− s)− Csη,
where C > 0 does not depend on s, ε, η and Cs > 0, may depend on s but not on ε or η.
Step 3. We estimate the difference between the terms involving A on the left of (2.7)
and (2.8), respectively. This step of the argument is just like in [9]. We proceed by multi-
plying the second inequality in (2.6) by the nonnegative matrix(
σt(xε)σ(xε) σ
t(xε)σ(yε)
σt(yε)σ(xε) σ
t(yε)σ(yε)
)
and then take the trace of both sides to get
(2.14) 2 tr (A(xε)Xε)− tr (A(yε)Yε)
≤
3
ε
tr
(
(σ(xε)− σ(yε))
t(σ(xε)− σ(yε))
)
≤
3Λ22
ε
|xε − yε|
2.
Observe that
D2φ(xε) =
(
1 + |xε|
2
)− 3
2
(
(1 + |xε|
2)Id − xε ⊗ xε
)
and therefore |D2φ(xε)| ≤ C, and so from (2.14) we obtain
(2.15) − tr
(
A(xε)
(
Xε + ηD
2φ(xε)
))
+ tr (A(yε)Yε) ≤
C
ε
|xε − yε|
2 + Cη.
Step 4. We complete the argument. Subtracting (2.8) from (2.7) and inserting (2.13)
and (2.15), we discover that, for all 0 < ε < ε(η, s),
0 ≥ δ(su(xε)− v(yε))− C(1− s)−
C
ε
|xε − yε|
2 − Csη.
In view of (2.4) and (2.5), we may let ε→ 0 to get:
0 ≥
1
2
δθ − C(1− s)− Csη.
Sending η → 0 and then s→ 1 yields the desired contradiction. 
Proof of Theorem 2.2. This is actually an easy consequence of Theorem 2.1. Since U is
bounded, we may choose δ > 0 sufficiently small such that
δu− tr
(
A(x)D2u
)
+H(Du, x) ≤ −
θ
2
≤ δv − tr
(
A(x)D2v
)
+H(Dv, x) in U,
and obtain the result from Theorem 2.1. 
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2.2. Comparison principles for time-dependent problems. We next give comparison
principles for the time-dependent initial-value problems. The proof is similar to that of
Theorem 2.2, so we only sketch it.
Theorem 2.3. Let U ⊆ Rd be open and T > 0 be a given positive constant and assume
that u,−v ∈ USC(U × [0, T )) satisfy
ut − tr
(
A(x)D2u
)
+H(Du, x) ≤ 0 ≤ vt − tr
(
A(x)D2v
)
+H(Dv, x) in U × (0, T ),
and
u(·, 0) ≤ v(·, 0) on U, u ≤ v on ∂U × [0, T )
and
lim sup
x∈U,|x|→∞
sup
t∈[0,T )
u(x, t)
1 + |x|
≤ 0 ≤ lim inf
x∈U,|x|→∞
inf
t∈[0,T )
v(x, t)
1 + |x|
.
Then u ≤ v in U × [0, T ).
Proof. Observe first that u¯ := u− α(T − t)−1 for α > 0 is a subsolution of
(2.16) u¯t − tr
(
A(x)D2u¯
)
+H(Du¯, x) ≤ −
α
(T − t)2
≤ −
α
T 2
in U × (0, T ).
In order to prove u ≤ v, it is enough to prove that u¯ ≤ v for any α > 0. We can therefore
prove the comparison principle under the additional assumptions that
(2.17)
{
ut − tr
(
A(x)D2u
)
+H(Du, x) ≤ −αT−2 =: −c in U × (0, T ),
limt→T u(x, t) = −∞ uniformly on U.
We follow the same strategy as in the proof of Theorem 2.1. Suppose by contradiction that
u > v at some point (x1, t1) ∈ U × (0, T ). Set θ := u(x1, t1)− v(x1, t1) > 0. Fix
1
2 < s < 1
and ε, η > 0 and define the auxiliary function Φ : U × U × [0, T )→ R by
Φ(x, y, t) := su(x, t)− v(y, t)−
1
2ε
|x− y|2 − η
(
1 + |x|2
) 1
2︸ ︷︷ ︸
=:φ(x)
.
Then, if η, ε > 0 are sufficiently small and s < 1 is sufficiently close to 1, there exist
(x0, t0) ∈ U × (0, T ) with |x0| ≤ Cη and (xε, yε, tε) ∈ U × U × [0, T ) such that
Φ(xε, yε, tε) = sup
U×U×(0,T )
Φ < +∞,
(2.18)
sup
x∈U×[0,T )
(
su(x, t)− v(x, t)− η
(
1 + |x|2
) 1
2
)
= su(x0, t0)− v(x0, t0)− η
(
1 + |x0|
2
) 1
2 ≥
1
2
θ
and, up to a subsequence,
(2.19) lim
ε→0
(xε, yε, tε) = (x0, x0, t0) and lim
ε→0
|xε − yε|
2
ε
= 0.
Note that Φ(xε, yε, tε) ≥
1
2θ, which together with (2.19) implies that tε > 0 for ε > 0
sufficiently small.
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By [9, Theorem 8.3], there exist τ ∈ R and symmetric matrices Xε, Yε ∈ S
d satisfying
(2.20) −
3
ε
(
Id 0
0 Id
)
≤
(
Xε 0
0 −Yε
)
≤
3
ε
(
Id −Id
−Id Id
)
,
as well as
(2.21) sτ − tr
(
A(xε)
(
Xε +D
2φ(xε)
))
+ sH
(
xε − yε
εs
+
η
s
Dφ(xε), xε
)
≤ −sc.
and
(2.22) τ − tr (A(yε)Yε) +H
(
xε − yε
ε
, yε
)
≥ 0.
Follow the last step in the proof of Theorem 2.1, we obtain from (2.21) and (2.22) the
desired contradiction that 0 ≤ −c. 
2.3. Two useful consequences of convexity and comparison. In this subsection we
prove two simple lemmas, used repeatedly in the rest of the paper, involving convex com-
binations of subsolutions and supersolutions of the equations
(2.23) − tr(A(x)D2u) +H(Du, x) = µ and − tr(A(x)D2v) +H(Dv, x) = ν.
Lemma 2.4. Suppose that U ⊆ Rd is open, µ, ν ∈ R and u, v ∈ USC(U) such that u and
v are subsolutions of the equations in (2.23) respectively. Then for each 0 ≤ λ ≤ 1, the
function w := λu+ (1− λ)v is a subsolution of
(2.24) − tr(A(x)D2w) +H(Dw,x) = λµ+ (1− λ)ν in U.
Lemma 2.5. Suppose that U ⊆ Rd is open, µ, ν ∈ R and u,−v ∈ USC(U) such that u is a
subsolution and v is a supersolution of the equations in (2.23) respectively. Then for every
λ ≥ 0, the function w := (1 + λ)v − λu is a supersolution of
(2.25) − tr(A(x)D2w) +H(Dw,x) = (1 + λ)ν − λµ in U.
The statements of both lemmas are easy to formally derive from the convexity of H. If
one of u or v is C2, then the formal derivation is actually rigorous because it can be repeated
by using a test function in place of the other, nonsmooth function. All of the interest is
therefore in the case when neither of u or v is smooth.
Proof of Lemma 2.4. We assume 0 < λ < 1, otherwise there is nothing to prove. Assume
that
(2.26) w − ψ has a strict local maximum at x0 ∈ U
for some smooth test function ψ, and we need to show that
(2.27) − tr
(
A(x0)D
2ψ(x0)
)
+H(Dψ(x0), x0) ≤ λµ+ (1− λ)ν.
Suppose by contrary that there exists r > 0 such that
(2.28) − tr
(
A(x)D2ψ(x)) +H(Dψ(x), x
)
> λµ+ (1− λ)ν for every x ∈ Br(x0).
We claim that v˜ := (1− λ)−1(ψ − λu) is a solution of
(2.29) − tr
(
A(x)D2v˜
)
+H(Dv˜, x) > ν in Br(x0).
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To check (2.29) in the viscosity sense, we take a smooth test function ϕ such that v˜ − ϕ
has a strict local minimum at x1 ∈ B(x0, r). Then u− λ
−1 (ψ − (1− λ)ϕ) has a strict local
maximum at x1. Using the differential inequality for u, we find
(2.30) − tr
(
λ−1A(x1)
(
D2ψ(x1)− (1− λ)D
2ϕ(x1)
))
+H
(
λ−1 (Dψ(x1)− (1− λ)Dϕ(x1)) , x1
)
≤ µ.
Combining (2.28), (2.30) and the convexity of H yields
(2.31) − tr
(
A(x1)D
2ϕ(x1)
)
+H(Dϕ(x1), x1) > ν.
This confirms (2.29). We apply Proposition 2.2 to conclude that
min
Br(x0)
(v˜ − v) = min
∂Br(x0)
(v˜ − v),
which contradicts (2.26). The proof is complete. 
To formally derive Lemma 2.5, write v in terms of u and w:
v =
1
1 + λ
w +
λ
1 + λ
u =
1
1 + λ
w +
(
1−
1
1 + λ
)
u.
Observe that, since u is a subsolution of the first equation of (2.23), Lemma 2.4 asserts
that v is a strict subsolution of the second equation of (2.23) anywhere in U that w is a
strict subsolution of (2.25). But by hypothesis v is a supersolution in U , thus it cannot be a
strict subsolution anywhere in U , and so we conclude that w cannot be a strict subsolution
of (5.1) anywhere in U . Thus w must be a supersolution of (5.1) in U . We now make this
argument rigorous.
Proof of Lemma 2.5. Select a smooth test function φ and a point x0 ∈ U such that
(2.32) w − φ has a strict local minimum at x0.
We must show that
− tr
(
A(x0)D
2φ(x0)
)
+H(Dφ(x0), x0) ≥ (1 + λ)ν − λµ.
Arguing by contradiction, we assume on the contrary that
θ := (1 + λ)ν − λµ+ tr
(
A(x0)D
2φ(x0)
)
−H(Dφ(x0), x0) > 0.
Since φ is smooth, we may select r > 0 sufficiently small that Br(x0) ⊆ U and
(2.33) − tr
(
A(x)D2φ
)
+H(Dφ, x) ≤ (1 + λ)ν − λµ−
1
2
θ in Br(x0).
Note that (2.32) is equivalent to
(2.34) v −
(
1
1 + λ
φ+
λ
1 + λ
u
)
︸ ︷︷ ︸
=:φλ
has a strict local minimum at x0.
According to Lemma 2.4 and (2.33), the function φλ satisfies
(2.35)
− tr
(
A(x)D2φλ
)
+H(Dφλ, x) ≤
1
1 + λ
(
(1 + λ)ν − λµ−
1
2
θ
)
+
λ
1 + λ
µ < ν in Br(x0).
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We now have the desired contradiction, since the fact that v is a supersolution of the second
equation of (2.23) is in violation of (2.34), (2.35) and Proposition 2.2. 
Remark 2.6. Left to the reader are analogues of Lemmas 2.4 and 2.5 with nearly identical
proofs: for time-dependent equations, with nonconstant right-hand sides, and so forth.
3. Interior Ho¨lder and Lipschitz estimates
3.1. Interior Lipschitz estimates: The stationary case. The purpose of this subsec-
tion is to prove the following explicit Lipschitz bound for continuous viscosity solutions. We
do not use the assumption that H is convex here, so the results hold also for nonconvex H.
Theorem 3.1. Fix δ ≥ 0. Then any solution u ∈ C(B2) of
(3.1) δu − tr
(
A(x)D2u
)
+H(Du, x) = 0 in B2
satisfies, for every x, y ∈ B1,
(3.2) |u(x)− u(y)| ≤ K|x− y|,
where K > 0 is given by
(3.3) K := C

(
(1 + Λ1)
1/2Λ2
a2
)2/(m−1)
+
(
M2 + δ‖u‖L∞(B3/2)
a2
)1/m
and C > 0 depends only on d and m. In particular, oscB1 u ≤ 2K.
The proof of Theorem 3.1 is by Bernstein’s method [8], which is a technique for deriving
a priori L∞ bounds on the gradient of a solution of an elliptic PDE by differentiating the
equation and applying the maximum principle. The main idea is that a power of |Du|
should be a subsolution of an elliptic equation, so the maximum principle forbids |Du|
from attaining a local maximum. For example, if u is harmonic, then |Du|2 is subharmonic.
Modifying the argument by inserting appropriate cutoff functions, one can deduce that |Du|
cannot be large away from the boundary of the underlying domain; that is, the technique
yields L∞ bounds on Du.
The fact that we work with viscosity solutions complicates the details of the Bernstein
argument, since we only assume a priori that the solution is continuous (but we must
assume that it is continuous– the argument does not work for discontinuous solutions and
indeed the result is false). The proof in our setting (with similar structural conditions) in the
case that everything is smooth can be found for example in [2, Lemma 4.8]. Barles [4] was
the first to implement a modification of Bernstein’s method in the framework of viscosity
solutions. The idea is that, since we cannot assume Du exists in any useful sense, rather
than differentiating the equation and applying the comparison principle in two distinct
steps, we must differentiate the equation “inside the proof” of the comparison principle.
Local Lipschitz estimates like the one contained in Theorem 3.1 are well-known (c.f. [12]),
and we include the proof here for two reasons. First, the argument presented here is new
and we find it to be less involved and more straightforward than others we could find in the
literature, which do not exactly match our assumptions. Second, due to the efficiency of the
argument, we are able to derive an explicit Lipschitz constant which, in terms of the other
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parameters in the structural hypotheses, is sharp. This explicit estimate plays an important
role in the analysis for the stochastic homogenization of these equations, see [1, 3].
Before giving the proof of Theorem 3.1, we first recall that, in the superquadratic case,
m > 2, we obtain a Ho¨lder estimate for subsolutions (which may be a priori discontinuous)
using only the scaling of the equation. This is because, for a superquadratic Hamilton-
Jacobi equation, the second-order term is of secondary importance to the strongly coercive
Hamiltonian on small length scales and the equation behaves in certain respects like a first-
order equation. This was previously observed for example in [18, 16, 12]. We use this
estimate in the proof of Theorem 3.1.
The proof of the Ho¨lder bound is simple: we exhibit an explicit, smooth supersolution in
a punctured ball which blows up on the boundary of the ball.
Lemma 3.2. Assume that m > 2 and suppose that u ∈ USC(B2) satisfies
(3.4) − Λ22
∣∣D2u∣∣+ a2|Du|m ≤M2 in B2.
Then, for every x, y ∈ B1,
(3.5) |u(x)− u(y)| ≤ K|x− y|γ , where γ :=
m− 2
m− 1
and K > 0 is given explicitly by
K := C
((
Λ22
a2
) 1
m−1
+
(
M2
a2
) 1
m
)
and C > 0 depends only on d and m.
Proof. Observe that 0 < γ < 1 and m(γ − 1) = γ − 2. Also fix x ∈ B1. We claim that, for
an appropriate constant K > 0, the function
φ(y) := K
(
1− |y − x|2
)−1
|y − x|γ
is a smooth solution of
(3.6) − Λ22|D
2φ|+ a2|Dφ|
m > M2 in B1(x) \ {x}.
We first show that (3.6) implies (3.5). It is immediate from (3.6) and the definition of
viscosity subsolution that the function u(·)−u(x)−φ(·) has no local maximum in B1(x)\{x}.
Since φ(y) blows up as y → ∂B1(x), we deduce the supremum of this function in B1(x) is
achieved at x, where it vanishes. Hence it is nonpositive in B1(x), and we obtain, for every
y ∈ B1/2(x),
u(y)− u(x) ≤ φ(y) = K
(
1− |y − x|2
)−1
|y − x|γ ≤
4
3
K|y − x|γ .
The triangle inequality then gives the desired estimate.
The verification of (3.6) is just a routine calculation. Since (3.6) is transition invariant,
we may suppose x = 0. We compute
|Dφ(y)|m = Km
(
1− |y|2
)−2m
|y|m(γ−1)
(
2|y|2 + γ
(
1− |y|2
))m
≥ Km
(
1− |y|2
)−2m
|y|γ−2γm
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and, for a constant C > 0 depending only on d,∣∣D2φ(y)∣∣ ≤ CK (1− |y|2)−3 |y|γ−2 .
Therefore, for C, c > 0 depending on d and m,
−Λ22|D
2φ|+ a2|Dφ|
m ≥
(
−CKΛ22 + ca2K
m
(
1− |y|2
)3−2m) (
1− |y|2
)−3
|y|γ−2
≥
(
−CKΛ22 + ca2K
m
) (
1− |y|2
)−3
|y|γ−2 .
We now select K > 0 large enough that the term in the first parentheses is at least M2. It
suffices to take
K := C
((
Λ22
a2
) 1
m−1
+
(
M2
a2
) 1
m
)
,
for C > 0 depending on d and m. Since the
(
1− |y|2
)−3
|y|γ−2 > 1 in B1 \ {0}, we
obtain (3.6), as desired. 
We now give the proof of the Lipschitz estimate.
Proof of Theorem 3.1. For the sake of clarity, we first give the argument without using
a cutoff function, which makes it much easier to follow the underlying ideas. This is done in
Step 0. We then give the complete proof, beginning in Step 1, by modifying this argument
to include the cutoff function.
Step 0. We suppose that L > 0 and x0, y0 ∈ B1 such that
(3.7) u(x0)− u(y0)− L|x0 − y0| = sup
x,y∈B1
(u(x)− u(y)− L|x− y|) > 0
and argue that L > 0 cannot be too large. The fact that the supremum in (3.7) is attained
at some x0, y0 ∈ B1 is an unjustified assumption removed below via the use of a cutoff
function.
Proceeding with the argument, we observe that since the supremum in (3.7) is positive,
we must have x0 6= y0. As u is a solution of (3.1), the Crandall-Ishii lemma [9, Lemma 3.2]
yields, for each ε > 0, matrices Xε, Yε ∈ S
d which satisfy the matrix inequality
(3.8)
(
Xε 0
0 −Yε
)
≤ J + εJ2,
where we have defined the matrices
(3.9) J :=
L
|x0 − y0|
(
Z −Z
−Z Z
)
and Z := Id −
x0 − y0
|x0 − y0|
⊗
x0 − y0
|x0 − y0|
,
as well as
(3.10) δu(x0)− tr (A(x0)Xε) +H
(
L
x0 − y0
|x0 − y0|
, x0
)
≤ 0
≤ δu(y0)− tr (A(y0)Yε) +H
(
L
x0 − y0
|x0 − y0|
, y0
)
.
The rest of the argument is concerned with deriving a bound for L from (3.8) and (3.10).
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Fix s > 1 to be selected below. Multiplying both sides of the matrix inequality (3.8) on
the right by the nonnegative matrix
(3.11) As :=
1
2
(
s2σt(x0)σ(x0) sσ
t(x0)σ(y0)
sσt(y0)σ(x0) σ
t(y0)σ(y0)
)
=
1
2
(
sσ(x0)
σ(y0)
)t(
sσ(x0)
σ(y0)
)
≥ 0
and taking the trace of the resulting expression, we get
(3.12) tr
(
s2A(x0)Xε −A(y0)Yε
)
≤ tr (JAs) + ε tr
(
J2As
)
.
We next estimate the right side of the last expression (since we are going to set ε → 0
eventually, we ignore the second term). We have:
tr (JAs) =
L
2|x0 − y0|
tr
(
(sσ(x0)− σ(y0))Z (sσ(x0)− σ(y0))
t
)
(computation)
≤
L
2|x0 − y0|
tr
(
(sσ(x0)− σ(y0))(sσ(x0)− σ(y0))
t
)
(Z2 = Z)
=
L
2|x0 − y0|
|sσ(x0)− σ(y0)|
2
≤
L
2|x0 − y0|
(Λ2|s− 1|+ Λ2|x0 − y0|)
2 ((1.3) & (1.4))
≤
LΛ22
|x0 − y0|
(
(s− 1)2 + |x0 − y0|
2
)
. (Cauchy ineq.)
Setting s2 := 1 + β|x0 − y0| with β > 0 to be selected below, and noticing that (s − 1)
2 ≤
(s+ 1)2(s− 1)2 = β2|x0 − y0|
2, this expression simplifies to
(3.13) tr (JAs) ≤ LΛ
2
2
(
1 + β2
)
|x0 − y0|.
We are done with the right side of (3.12) and we proceed to estimate its left side from
below:
tr
(
s2A(x0)Xε −A(y0)Yε
)
≥ s2H
(
L
x0 − y0
|x0 − y0|
, x0
)
−H
(
L
x0 − y0
|x0 − y0|
, y0
)
+ δ(s2u(x0)− u(y0)) ((3.10))
≥ (s2 − 1)H
(
L
x0 − y0
|x0 − y0|
, x0
)
− (Λ1L
m +M2) |x0 − y0|+ δ(s
2 − 1)u(x0) ((1.7))
≥ (s2 − 1) (a2L
m −M2)− (Λ1L
m +M2) |x0 − y0|+ δ(s
2 − 1)u(x0). ((1.6))
Inserting s2 := 1 + β|x0 − y0|, comparing with (3.12) and (3.13) and dividing by |x0 − y0|,
we obtain
βa2L
m ≤ β (M2 − δu(x0)) + Λ1L
m +M2 + LΛ
2
2
(
1 + β2
)
+ ε tr
(
J2As
)
.
Sending ε→ 0 and a slight rearrangement give
Lm (βa2 − Λ1) ≤ β (M2 − δu(x0)) +M2 + LΛ
2
2
(
1 + β2
)
.
We now choose β := (1 + 2Λ1)/a2. This gives
Lm(1 + Λ1) ≤
2
a2
(M2 − δu(x0)) (1 + Λ1) +
1
a22
LΛ22
(
3 + 8Λ21
)
.
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We now use the elementary fact that
x ≥ 21/(m−1)
(
a1/(m−1) + b1/m
)
=⇒ xm ≥ ax+ b,
to deduce that
L ≤ 21/(m−1)
((
8Λ22(1 + Λ1)
a22
)1/(m−1)
+
(
2(M2 + δ|u(x0)|)
a2
)1/m)
.
Step 1. We now begin the general (rigorous) argument, addressing the problem that the
supremum in (3.7) may not be attained in general. We begin with the observation that
Lipschitz continuity is a local property. That is, to prove supx,y∈B1 |u(x)−u(y)| ≤ L|x− y|,
it suffices to show that, for every xˆ ∈ B1,
(3.14) lim sup
x→xˆ
u(xˆ)− u(x)
|xˆ− x|
≤ L.
We therefore proceed by fixing L ≥ 1 and xˆ ∈ B1 such that
(3.15) lim sup
x→xˆ
u(xˆ)− u(x)
|xˆ− x|
> L
and derive a contradiction by taking L to be too large.
Playing the role of the cutoff function is a positive smooth function φ : B3/2 → [1,∞)
which satisfies φ ≡ 1 on B1 and φ(x) → +∞ as |x| → ∂B3/2. We also take φ so that, for
each x ∈ B3/2,
(3.16) |Dφ(x)| ≤ C (φ(x))m and
∣∣D2φ(x)∣∣ ≤ C (φ(x))2m−1 .
A regularization of the map x 7→ max
{(
2 dist
(
x, ∂B3/2
))− 1
m−1 , 1
}
will do.
For each α > 0 sufficiently small, there exist points xα, yα ∈ B3/2 which satisfy
(3.17) u(xα)− u(yα)− Lφ(yα)|xα − yα| −
1
2α
|xα − yα|
2
= sup
x,y∈B3/2
(
u(x)− u(y)− Lφ(y)|x− y| −
1
2α
|x− y|2
)
> 0.
Here is the reason: that the supremum in (3.17) is positive for each α > 0 is due to (3.15);
the fact that there are points xα, yα ∈ B3/2 which attain this supremum, for sufficiently
small α > 0, is due to the uniform continuity of u on B3/2, the positivity of the supremum,
and the fact that φ penalizes points which are too close to ∂B3/2. Indeed, the positivity of
the supremum ensures that yα 6= xα, and in fact |xα − yα| is bounded below by a positive
constant in terms of the uniform continuity of u. Since |xα − yα| cannot be too small, the
presence of φ ensures that yα is kept away from ∂B3/2; since u is bounded on B3/2, the
quadratic term ensures that |xα − yα| is also small:
(3.18)
1
2α
|xα − yα|
2 ≤ osc
B3/2
u < +∞.
Therefore xα is close to yα and thus away from ∂B3/2, for sufficiently small α > 0.
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Using to (3.17), the continuity of u and (3.18), we have
(3.19) lim sup
α→0
(
Lφ(yα)|xα − yα|+
1
2α
|xα − yα|
2
)
≤ lim sup
α→0
sup
{
u(y)− u(z) : y, z ∈ B3/2, |y − z| ≤ α
1
2 osc
B3/2
u
}
= 0.
In the case that m > 2, we may apply Lemma 3.2 to do better than (3.19). We have
(3.20) Lφ(yα)|xα − yα|+
1
2α
|xα − yα|
2 ≤ u(xα)− u(yα) ≤ K˜ |xα − yα|
γ ,
where γ := (m− 2)/(m − 1) and K˜ is the explicit constant K in Lemma 3.2. This implies
in particular that
(3.21) (φ(yα))
m−1 |xα − yα| ≤ L
1−mK˜m−1,
which will be useful below.
The rest of the argument is similar to Step 0; the differences due to the presence of φ
and the quadratic term do not cause any real harm, only some bookkeeping headaches.
Step 2. Applying the Crandall-Ishii lemma and using that u is a solution of (3.1), we
obtain, for each ε > 0 and sufficiently small α > 0, symmetric matrices Xε,α, Yε,α ∈ S
d such
that
(3.22)
(
Xε,α 0
0 −Yε,α
)
≤ Jα + εJ
2
α,
and
(3.23) δu(xα)− tr (A(xα)Xε,α) +H
((
Lφ(yα) +
|xα − yα|
α
)
xα − yα
|xα − yα|
, xα
)
≤ 0
(3.24) 0 ≤ δu(yα)− tr (A(yα)Yε,α)
+H
((
Lφ(yα) +
|xα − yα|
α
)
xα − yα
|xα − yα|︸ ︷︷ ︸
=:Pα
−L|xα − yα|Dφ(yα)︸ ︷︷ ︸
=:Qα
, yα
)
,
where we have defined
(3.25) Jα :=
Lφ(yα)
|xα − yα|
(
Z1 −Z1
−Z1 Z1
)
+
1
α
(
Id −Id
−Id Id
)
︸ ︷︷ ︸
=:J ′α
+L
(
0 Z2
Zt2 Z3
)
︸ ︷︷ ︸
=:J ′′α
and
Z1 := Id −
xα − yα
|xα − yα|
⊗
xα − yα
|xα − yα|
, Z2 := Dφ(yα)⊗
xα − yα
|xα − yα|
,
and Z3 := −(Z2 + Z
t
2) +D
2φ(yα)|xα − yα|.
With s > 0, we multiply both sides of (3.22) on the right by the matrix
(3.26) As :=
1
2
(
s2σt(xα)σ(xα) sσ
t(xα)σ(yα)
sσt(yα)σ(xα) σ
t(yα)σ(yα)
)
=
1
2
(
sσ(xα)
σ(yα)
)t(
sσ(xα)
σ(yα)
)
≥ 0
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and then take the trace of the result to obtain
(3.27) tr (sA(xα)Xε,α −A(yα)Yε,α) ≤ tr (JαAs) + ε tr
(
J2αAs
)
.
The rest of the argument is concerned with deriving contradiction from (3.23), (3.24)
and (3.27).
Step 3. We estimate the right side of (3.27) from above, ignoring the second term. In a
very similar way to the first string of inequalities in Step 0, we get
(3.28) tr
(
J ′αAs
)
≤ Λ22
(
Lφ(yα)
|xα − yα|
+
1
α
)(
(s − 1)2 + |xα − yα|
2
)
and, by a routine calculation,
tr
(
J ′′αAs
)
≤ LΛ22 ((s − 1) + |xα − yα|) |Dφ(yα)|+
1
2
LΛ22|D
2φ(yα)| · |xα − yα|.
We set s := 1+β|xα−yα|, with β > 0 selected below, sum the previous two lines and express
some quantities in terms of |Pα| = Lφ(yα) + α
−1|xα − yα| and |Qα| = L|xα − yα| · |Dφ(yα)|
to obtain
(3.29) tr (JαAs)
≤ Λ22|Pα|
(
β2 + 1
)
|xα − yα|+ Λ
2
2|Qα| (β + 1) +
1
2
LΛ22|D
2φ(yα)| · |xα − yα|.
Step 4. We estimate the left side of (3.27) from below. We proceed in a similar way
as in Step 0, using the inequalities (3.23) and (3.24) with the structural conditions (1.6)
and (1.7); unlike Step 1, here we also need (1.8). In preparation to apply the latter, and
for future reference, we first record some estimates involving the quantities |Qα| and |Pα|.
By (3.16), we have
(3.30)
|Qα|
|xα − yα|
≤ Cφm−1(yα) |Pα| ≤ CL
1−m |Pα|
m .
In the subquadratic case that 1 < m ≤ 2, the first inequality of (3.30) and (3.19) yield
(3.31) lim
α→0
|Qα|
|Pα|
≤ lim
α→0
C|φ(yα)|
m−1|xα − yα| = 0.
In the superquadratic case m > 2, we use the first inequality of (3.30) and (3.21) to get
(3.32) |Qα| ≤ CL
1−mK˜m−1|Pα|.
By imposing the restriction L ≥ CK˜, we may assume in both cases that |Qα| ≤ |Pα| for
small α. So we henceforth assume
(3.33) L ≥ C
((
Λ22
a2
) 1
m−1
+
(
M2
a2
) 1
m
)
.
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For sufficiently small α, we now estimate
tr (sA(xα)Xε,α −A(yα)Yε,α)
≥ sH (Pα, xα)−H (Pα −Qα, yα) + δ(su(xα)− u(yα))
≥ (s − 1)H (Pα, xα)− Λ1 (1 + 2 |Pα|)
m−1 |Qα| − (Λ1 |Pα|
m +M2) |xα − yα|
+ δ(s − 1)u(xα)
≥ (s − 1) (a2 |Pα|
m −M2)− Λ1 (1 + 2 |Pα|)
m−1 |Qα| − (Λ1 |Pα|
m +M2) |xα − yα|
+ δ(s − 1)u(xα).
Here we used (3.23) and (3.24) in second line, (1.7), (1.8) and |Qα| ≤ |Pα| to get the third
line, and finally (1.6) in the fourth line.
Step 5. We complete the proof by combining the last inequality of Step 4 with (3.27)
and (3.29). We also insert s := 1+β|xα− yα| for β > 1 to be selected and then send ε→ 0,
to obtain
β (a2 |Pα|
m −M2) |xα − yα| ≤ Λ1 (1 + 2 |Pα|)
m−1 |Qα|+ (Λ1 |Pα|
m +M2) |xα − yα|
+ Λ22|Pα|
(
β2 + 1
)
|xα − yα|+ Λ
2
2|Qα| (β + 1)
+
1
2
LΛ22|D
2φ(yα)||xα − yα| − βδu(xα)|xα − yα|.
Dividing by |xα−yα| and rearranging, using (3.30) to estimate the terms with |Qα| and the
fact that |Pα| ≥ L ≥ 1 to simplify 1 + 2|Pα| ≤ 3|Pα|, we arrive at
(βa2 − Λ1) |Pα|
m ≤M2(β + 1) + CΛ1φ
m−1(yα) |Pα|
m + Λ22|Pα|
(
β2 + 1
)
+ CΛ22L
1−m |Pα|
m (β + 1) +
1
2
LΛ22|D
2φ(yα)|+ δβ‖u‖L∞(B3/2).
Here and in the rest of the argument, C > 0 may depend on d and m. To estimate the term
involving D2φ(yα), we use (3.16) which gives
L
∣∣D2φ(yα)∣∣ ≤ CL1−mφm−1(yα)|Pα|m.
Using this and rearranging, we obtain(
βa2 − CΛ1φ
m−1(yα)−CΛ
2
2L
1−m(β + φm−1(yα))
)
|Pα|
m
≤M2(β + 1) + Λ
2
2|Pα|(β
2 + 1) + βδ‖u‖L∞(B3/2).
We now impose a second restriction on L, namely that L ≥
(
CΛ22/a2
)1/(m−1)
, which allows
us to simplify the term in parentheses on the left side of the last inequality, to get(
1
2
βa2 − C(1 + Λ1)φ
m−1(yα)
)
|Pα|
m ≤M2(β + 1) + Λ
2
2|Pα|(β
2 + 1) + βδ‖u‖L∞(B3/2).
Next, we make our choice of β: we take
β :=
C
a2
(1 + Λ1)φ
m−1(yα),
which leads to the estimate
(1 + Λ1)φ
m−1(yα) |Pα|
m ≤ βM2 + β
2Λ22|Pα|+ βδ‖u‖L∞(B3/2).
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Dividing both sides by (1 + Λ1)φ
m−1(yα), we get
|Pα|
m ≤
C
a2
(
M2 + βΛ
2
2 |Pα|+ δ‖u‖L∞(B3/2)
)
.
Using (3.30) to estimate the middle term on the right side, we obtain
|Pα|
m −
CΛ22(1 + Λ1)
a22
L1−m |Pα|
m ≤
C
a2
(
M2 + δ‖u‖L∞(B3/2)
)
.
By strengthening the second restriction to L ≥
(
CΛ22(1 + Λ1)/a
2
2
)1/(m−1)
, we obtain
Lm ≤ |Pα|
m ≤
C
a2
(
M2 + δ‖u‖L∞(B3/2)
)
.
In conclusion, recalling also (3.33), we obtain a contradiction unless
L ≤ C

(
(1 + Λ1)Λ
2
2
a22
)1/(m−1)
+
(
M2 + δ‖u‖L∞(B3/2)
a2
)1/m ,
for a large enough C > 0 depending only on d and m. 
Remark 3.3. It is possible to extend the argument above to the case in which H is merely
superlinear in p. One obtains explicit Lipschitz estimates for solutions which depend in an
appropriate way on the rate of superlinear growth of H in p.
3.2. Interior Lipschitz estimates: The time-dependent case. In this subsection we
prove Lipschitz estimates for solutions of the time-dependent equation
(3.34) ut − tr
(
A(x)D2u
)
+H(Du, x) = 0 in Rd × (0,∞).
The extra difficulty is dealing with the time variable, since the equation is not coercive in t.
We denote Qr := Br × (0, r).
Lemma 3.4. Let T0 > 0 and assume that m > 2 and u ∈ USC(Q2) satisfy
(3.35) ut − Λ
2
2|D
2u|+ a2|Du|
m ≤M2 in Q2,
and
(3.36) ut ≥ −T0 in Q2.
Then for every x, y ∈ B1 and t ∈ [0, 2],
(3.37) |u(x, t)− u(y, t)| ≤ K|x− y|γ , for γ :=
m− 2
m− 1
,
and the constant K is given by
K := C
((
Λ22
a2
) 1
m−1
+
(
M2 + T0
a2
) 1
m
)
for C = C(d,m).
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Proof. In light of (3.36), it is straightforward to check that for each t ∈ [0, 2], u(·, t) is a
subsolution of
−Λ22|D
2u|+ a2|Du|
m ≤M2 + T0 in B2.
The result therefore follows immediately from Lemma 3.2. 
Proposition 3.5. Suppose that u ∈ C(Q2) is a solution of (3.34) with u(·, 0) = u0 ∈
C0,1(B2) and assume that there exists a constant T0 > 0 such that
(3.38) ut ≥ −T0 in Q2.
Then, for all (x, t), (y, t) ∈ B1 × (0, 2),
(3.39) |u(x, t)− u(y, t)| ≤ K|x− y|,
for K > 0 given by
K := C

(
(1 + Λ1)
1/2Λ2
a2
)2/(m−1)
+
(
M2 + T0
a2
)1/m
where C > 0 depends only on d and m.
Proof. We present the proof in several steps.
Step 1. We take L > 0 and (xˆ, tˆ) ∈ B1 × [0, 2] such that
(3.40) lim sup
x→xˆ
u(xˆ, tˆ)− u(x, tˆ)
|xˆ− x|
> L
and show that L > 0 cannot be too large. Choose φ : B3/2 → [1,∞) to be the same cutoff
function as in the proof of Theorem 3.1. Recall that φ satisfies φ ≡ 1 on B1, φ(x) → +∞
as |x| → ∂B3/2, and for each x ∈ B3/2,
|Dφ(x)| ≤ C (φ(x))m and
∣∣D2φ(x)∣∣ ≤ C (φ(x))2m−1 .
For each α > 0 sufficiently small, by the same argument in Step 1 of the proof of Theorem
3.1, there exist points (xα, tα), (yα, tα) ∈ B3/2 × [0, 2] which satisfy
(3.41) u(xα, tα)− u(yα, tα)− Lφ(yα)|xα − yα| −
1
2α
|xα − yα|
2
= sup
(x,t),(y,t)∈B3/2×[0,2]
(
u(x, t) − u(y, t)− Lφ(y)|x− y| −
1
2α
|x− y|2
)
> 0.
Returning to (3.41) and using the continuity of u and the bound |xα − yα| ≤ Cδ
1/2, we get
(3.42) Lφ(yα)|xα − yα|+
1
2α
|xα − yα|
2
≤ sup
{
u(y)− u(z) : y, z ∈ B3/2, |y − z| ≤ Cδ
1/2
}
−→ 0.
When m > 2, we actually have a better estimate, in light of Lemma 3.4,
(3.43) Lφ(yα)|xα − yα|+
1
2α
|xα − yα|
2 ≤ u(xα, tα)− u(yα, tα) ≤ K˜|xα − yα|
γ ,
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where γ = (m−2)/(m−1) and K˜ is the constant K given in Lemma 3.4. The above implies
that
(3.44) (φ(yα))
m−1|xα − yα| ≤ L
1−mK˜m−1.
An extra difficulty not arising in the stationary case involves the time variable tα. In
particular, we need to handle the cases tα = 0 and tα = 2. By choosing L > ‖Du0‖L∞(B2),
we have tα > 0, which excludes the first case. For the second case, we add a penalized term
as follows. For each λ > 0 sufficiently small, there exist points (xλα, t
λ
α), (y
λ
α, t
λ
α) ∈ B3/2×(0, 2)
which satisfy
(3.45) u(xλα, t
λ
α)− u(y
λ
α, t
λ
α)− Lφ(y
λ
α)|x
λ
α − y
λ
α| −
1
2α
|xλα − y
λ
α|
2 −
λ
2− tλα
= sup
(x,t),(y,t)∈B3/2×[0,2]
(
u(x, t)− u(y, t)− Lφ(y)|x− y| −
1
2α
|x− y|2 −
λ
2− t
)
> 0.
Note that (xλα, y
λ
α, t
λ
α) → (xα, yα, tα) as λ → 0. We often drop the superscripts and write
(xα, yα, tα) = (x
λ
α, y
λ
α, t
λ
α) for simplicity, if there is no confusion.
Step 2. Applying [9, Theorem 8.3], we obtain, for each ε > 0 and sufficiently small
α, λ > 0, a number τ ∈ R and symmetric matrices Xε,α, Yε,α ∈ S
d such that
(3.46)
(
Xε,α 0
0 −Yε,α
)
≤ Jα + εJ
2
α,
as well as
(3.47) τ +
λ
(2− tα)2
− tr (A(xα)Xε,α) +H
((
Lφ(yα) +
|xα − yα|
α
)
xα − yα
|xα − yα|
, xα
)
≤ 0
≤ τ − tr (A(yα)Yε,α) +H
((
Lφ(yα) +
|xα − yα|
α
)
xα − yα
|xα − yα|︸ ︷︷ ︸
=:Pα
−L|xα − yα|Dφ(yα)︸ ︷︷ ︸
=:Qα
, yα
)
,
where we have defined
(3.48) Jα :=
Lφ(yα)
|xα − yα|
(
Z1 −Z1
−Z1 Z1
)
+
1
α
(
Id −Id
−Id Id
)
︸ ︷︷ ︸
=:J ′α
+L
(
0 Z2
Z2 Z3
)
︸ ︷︷ ︸
=:J ′′α
and
Z1 := Id −
xα − yα
|xα − yα|
⊗
xα − yα
|xα − yα|
, Z2 := Dφ(yα)⊗
xα − yα
|xα − yα|
,
and Z3 := −2Z2 +D
2φ(yα)|xα − yα|.
By (3.38),
(3.49) τ ≥ −T0.
With s > 0, we multiply both sides of (3.22) on the right by the matrix
(3.50) As :=
(
s2σ(xα)σ
t(xα) sσ(xα)σ
t(yα)
sσ(yα)σ
t(xα) σ(yα)σ
t(yα)
)
=
(
sσ(xα)
σ(yα)
)(
sσ(xα)
σ(yα)
)t
≥ 0
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and then take the trace of the result to obtain
(3.51) tr (sA(xα)Xε,α −A(yα)Yε,α) ≤ tr (JαAs) + ε tr
(
J2αAs
)
.
Step 3. We set s := 1 + β|xα − yα|, with β > 0 selected below, and obtain the following
estimate for tr (JαAs):
(3.52) tr (JαAs) ≤ Λ
2
2|Pα|
(
β2 + 1
)
|xα − yα|+ Λ
2
2|Qα| (β + 1) +
LΛ22
2
|D2φ(yα)||xα − yα|.
To bound the left side of (3.51) from below, we use the inequalities in (3.47) with the
structural conditions (1.6), (1.7), and (1.8). Following the same computation as in Step 4
of the proof of Theorem 3.1, we could assume that |Qα| ≤ |Pα| provided that
(3.53) L ≥ C
((
Λ22
a2
) 1
m−1
+
(
M2 + T0
a2
) 1
m
)
.
For sufficiently small α, λ, we get,
tr (sA(xα)Xε,α −A(yα)Yε,α)
≥ sH (Pα, xα)−H (Pα −Qα, yα) + (s− 1)τ + s
λ
(2− tα)2
≥ (s− 1) (H (Pα, xα) + τ)− Λ1 (1 + 2 |Pα|)
m−1 |Qα| − (Λ1 |Pα|
m +M2) |xα − yα|
≥ (s− 1) (a2 |Pα|
m −M2 + τ)− Λ1 (1 + 2 |Pα|)
m−1 |Qα| − (Λ1 |Pα|
m +M2) |xα − yα|,
where the term sλ(2 − tα)
−2 was ignored because of its sign. Next we combine the above
with (3.51) and (3.52), inserting s := 1 + β|xα − yα| and sending α, ε→ 0, to obtain
β (a2 |Pα|
m −M2 + τ) |xα − yα| ≤ Λ1 (1 + 2 |Pα|)
m−1 |Qα|+ (Λ1 |Pα|
m +M2) |xα − yα|
+ Λ22|Pα|
(
β2 + 1
)
|xα − yα|+ Λ
2
2|Qα| (β + 1)
+
1
2
LΛ22|D
2φ(yα)| · |xα − yα|.
Repeating the computations in Step 5 in the proof of Theorem 3.1, we obtain finally that
L ≤ C
{(
(1 + Λ1)Λ
2
2
a22
) 1
m−1
+
(
M2 + T0
a2
) 1
m
}
. 
4. Boundary value problem with state constraints
Motivated by problems in stochastic optimal control, Lasry and Lions [16] initiated
the study of boundary-value problems for viscous Hamilton-Jacobi equations with state-
constraints 25 years ago. The topic has since attracted the attention of many researchers,
although most of the studies to date apply only to superquadratic equations or those in
which the diffusion matrix A is isotropic and uniformly elliptic (that is, up to an affine
change of variables, the second-order term is the Laplacian). The reason is that (as shown
in [16]) for a constant, uniformly elliptic diffusion matrix, we can determine, by explicit
computation, a precise blow-up rate for solutions near the boundary of the domain– which
then allows for the application of the comparison principle. Meanwhile, the superquadratic
case is quite easy to analyze in view of Lemma 3.2.
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Here we present, as far as we are aware, the first well-posedness results for state con-
strained problems for viscous Hamilton-Jacobi equations with nonisotropic diffusions and
subquadratic Hamiltonians. The problem we study has the following form:
(4.1)
{
δu− tr
(
A(x)D2u
)
+H(Du, x) ≤ f in U,
δu− tr
(
A(x)D2u
)
+H(Du, x) ≥ f on U,
where δ > 0 and U ⊆ Rd is a given domain.
Let us recall the precise interpretation of (4.1).
Definition 4.1. We say that u ∈ USC(U) is subsolution of (4.1) if u is a viscosity solution
of the inequality
δu− tr
(
A(x)D2u
)
+H(Du, x) ≤ f(x) in U.
We say that v ∈ LSC(U ) is supersolution of (4.1) if, for every smooth function ϕ ∈ C2(U )
and point x0 ∈ U such that
min
U
(v − ϕ) = (v − ϕ)(x0),
we have
δv(x0)− tr
(
A(x0)D
2ϕ(x0)
)
+H(Dϕ(x0), x0) ≥ f(x0).
Of course, we say that u ∈ C(U) ∩ LSC(U ) is a solution of (4.1) if it is both a subsolution
and supersolution (4.1). We remark that we allow functions in LSC(U) to take values in
R ∪ {+∞}. In particular, a solution of (4.1) may be +∞ on ∂U . Note that if u(x0) = +∞
for some x0 ∈ ∂U , then u is automatically a supersolution of (4.1) at x0.
The following theorem is our main result concerning the state constrained problem (4.1).
It may be compared with [16, Theorem I.1]. See also Barles and Da Lio [6] for results on
state constraints problems as well as problems with more general boundary conditions. In
case A ≡ 0, we refer the readers to Fathi and Siconolfi [13] and Mitake [19].
Theorem 4.2. Let U ⊆ Rd be open and connected and f ∈ C0,1loc (U) ∩ L
∞(U). Define the
maximal subsolution of (4.1) by
(4.2) u(x) := sup
{
w(x) : w ∈ USC(U) is a subsolution of (4.1) in U
}
.
Then u ∈ C0,1loc (U) ∩ LSC(U) and u is a solution of (4.1).
The previous result states in particular that (4.1) has a unique maximal solution. In
certain cases (e.g., if U = Rd and H is uniformly coercive, or ∂U is smooth and A is well-
behaved) we can prove a complete well-posedness result, showing that (4.2) is the unique
bounded-below solution of (5.4). In general, we do not know how to prove such a uniqueness
result. However, obtaining such a uniqueness statement is in many situations secondary to
simply showing that the function in (4.2) is continuous– which is already a kind of well-
posedness result. Indeed, in optimal control theory it can often be shown that u is the value
function of the problem by maximality (and therefore the primary object of interest).
We continue by introducing notations and making some preliminary observations. Es-
sentially all the difficulty in proving Theorem 4.2 lies in is handing the case that 1 < m ≤ 2
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and U is bounded and smooth. For this discussion, we proceed under these assumptions.
For ε > 0, we denote
Uε := {x ∈ U : dist(x, ∂U) > ε} and U
ε :=
{
x ∈ Rd : dist(x,U) < ε
}
.
Since ∂U is smooth, we may select a nonnegative function dU ∈ C
2(U) such that 0 < dU ≤ 1
in U and, for 0 < ε0 < 1 depending on the geometry of U , we have dU ≥ ε0 in U ε0 and
dU(x) = dist(x, ∂U) := inf
y∈∂U
|x− y| for every x ∈ U \ Uε0 .
Note that this implies that |DdU | ≡ 1 in U \ U ε0 . Following [16], we introduce
(4.3) ζU (x) :=
{
dU(x)
m−2
m−1 1 < m < 2,
1− log (dU (x)) m = 2.
If the underlying set U can be inferred from the context, we simply write d := dU and
ζ := ζU . Note that ζU > 1 in U and ζU ≤ C(m, ε0) in U ε0 .
The utility of the test function ζU is due to the scaling of the equation: by a routine
computation, we have
(4.4) |DζU (x)|
m ≃ (dU (x))
− m
m−1 ≃ |D2ζU (x)| in U \ Uε0 ,
where the constant of proportionality implicit in the second relation depends on an upper
bound for the curvature of ∂U . Due to the superlinearity of the gradient term, this means
that, for large C > 0, the function CζU is a supersolution of (4.1) which blows up near
∂U , while cζU will be a subsolution of (4.1) for small c > 0 provided that the diffusion is
nondegenerate near ∂U or f & (dU (x))
− m
m−1 near ∂U . The precise formulation is contained
in the following two lemmas.
Lemma 4.3. Assume that 1 < m ≤ 2 and U is a smooth bounded domain. Suppose also
that δ, a > 0 and Λ,M, η ≥ 0 and u ∈ USC(U) satisfy
δu− Λ2
∣∣D2u∣∣+ a|Du|m ≤M + η(dU (x))− mm−1 in U.
Then
u ≤
M
δ
+KζU in U,
where K > 0 denotes, for some C > 0 depending on d, m and the geometry of U ,
K := C
((
Λ2
a
) 1
m−1
+
(η
a
) 1
m
)
.
Proof. By replacing u by u−M/δ, it suffices to consider the case M = 0. It also suffices to
prove the estimate with ζUε in place of ζU , by continuity. Since u is bounded above on U ε
and ζUε → +∞ as x→ ∂Uε, for each K > 0, the function x 7→ u(x)−KζUε(x) must attain
its supremum over Uε at some point x0 ∈ Uε. It suffices to show that u(x0) < KζUε(x0) for
K > 0 as in the statement of the lemma. Suppose on the contrary that u(x0) ≥ KζUε(x0) ≥
0. Then by the definition of viscosity subsolution, we have
η(dU (x0))
− m
m−1 ≥ δu(x0)− Λ
2K
∣∣D2ζUε(x0)∣∣+ aKm |DζUε(x0)|m
≥ −Λ2K
∣∣D2ζUε(x0)∣∣+ aKm |DζUε(x0)|m .
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We may now make K > 0 large, using (4.4), to obtain a contradiction. We find that we
need to take K as in the statement of the lemma with C > 0 large enough, depending on
d, m and the geometry of U . 
Lemma 4.4. Assume that 1 < m ≤ 2 and U is a smooth bounded domain. Fix η, a > 0
and Λ ≥ 0. Then the function v := kζU −M/δ is a smooth solution of
δv + Λ2
∣∣D2v∣∣+ a|Dv|m ≤ −M + η(dU (x))− mm−1 in U,
provided that, for c > 0 depending on d, m and the geometry of U ,
0 < k ≤ c
((
Λ2
a
) 1
m−1
+
(η
a
) 1
m
)
.
Proof. We may assume M = 0. The proof is then an easy exercise using (4.4). 
Remark 4.5. Observe that Lemma 4.3 yields local upper bounds for solutions u ∈ USC(B2)
of the inequality
δu− tr
(
A(x)D2u
)
+H(Du, x) ≤ 0.
We have, for C > 0 depending only on d and m,
sup
B1
u ≤
M2
δ
+ C
(
Λ22
a2
) 1
m−1
.
The proof of Theorem 4.2 in the case m > 2 is relatively easy, and we postpone it and
concentrate first on the more difficult case that 1 < m ≤ 2.
Proof of Theorem 4.2 in the subquadratic case, 1 < m ≤ 2. We take u to be defined
by (4.2). We first prove the result under the additional hypothesis that U is bounded and
smooth and, rather than assuming f to be bounded, we take f to be bounded below but
satisfy the growth condition
(4.5) f(x) ≥ c(dU (x))
− m
m−1 for all x ∈ U.
These assumptions are removed in the final step of the argument. The strategy in the case
of (4.5) is to consider the function
(4.6) û(x) := inf
{
w(x) : w ∈ LSC(U) is a supersolution of (4.1) and infU w > −∞
}
and to argue that u∗ ≤ û and û ≤ u∗ in U , which of course imply that u = û = u∗ = u
∗
and hence u is continuous. The reason that (4.5) is helpful is because it allows us to show,
using Lemma 4.3 and 4.4, that u/û stays bounded in U . This allows us to implement a
comparison argument based on Lemma 2.5.
Step 1. We show that u is well-defined, bounded below, locally bounded above and obtain
a precise blow up rate near ∂U . First we observe that u ≥ −δ−1Λ1, since the right side of
this inequality is a (constant) subsolution of (4.1). Moreover, it follows from Lemma 4.4
that u ≥ cζU − C in U for some positive constants c, C > 0. To obtain an upper bound,
we observe that, following the same calculation as in the proof of Lemma 4.3, using the
assumed smoothness of U , there exists γ0, C > 0 such that for every 0 < γ < γ0, the
function CζUγ is a strict supersolution of (4.1) in Uγ . Fix w ∈ USC(U) in the admissible
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class in the definition (4.2) of u. Since ζUγ blows up on ∂Uγ , there exists x0 ∈ Uγ such that
supUγ (w − CζUγ) = (w − CζUγ)(x0). At x0, we find that
δCζUγ (x0)− tr
(
A(x0)D
2(CζUγ )(x0)
)
+H(D(CζUγ)(x0), x0) > f(x0)
≥ δw(x0)− tr
(
A(x0)D
2(CζUγ)(x0)
)
+H(D(CζUγ)(x0), x0).
Rearranging this gives (w−CζUγ )(x0) < 0, and thus w ≤ CζUγ in Uγ . Sending γ → 0 yields
that w ≤ CζU in U . This holds for all w inside the supremum on the right side of (4.2),
and thus u ≤ CζU in U .
We have shown that
(4.7) cζU −C ≤ u ≤ CζU in U.
Step 2. We establish an estimates on the blow-up rate of û near ∂U . We claim that there
exists c > 0 such that
(4.8) û ≥ cζU −C in U.
By Lemma 4.4, for sufficiently small c > 0 and γ > 0, the function cζUγ is a strict subsolution
of (4.1) in U . Since ζUγ is bounded and smooth on U , if w ∈ LSC(U ) is any function in
the admissible class for û, then w − cζUγ must achieve its infimum over U at some point
x0 ∈ U . Since cζUγ − C is a strict subsolution and û is a supersolution of (4.1) in U , we
deduce that
δ(cζUγ (x0)− C)− tr
(
A(x0)D
2(cζUγ )(x0)
)
+H(D(cζUγ )(x0), x0) < f(x0)
≤ δw(x0)− tr
(
A(x0)D
2(cζUγ )(x0)
)
+H(D(cζUγ )(x0), x0).
We deduce that cζUγ (x0)−C ≤ w(x0). Since x0 is the minimum point of w− cζUε(x0), we
obtain that cζUγ (x0)− C ≤ w(x0) in U . Since this holds for all such w, we obtain (4.8).
Step 3. We argue that u∗ is subsolution of (4.1) and u∗ is supersolution of (4.1). The
first claim is immediate from the definition of u as a supremum of a family of subsolutions
and the fact that it is locally bounded in U . This implies in particular that u∗ = u, so
u ∈ USC(U). The proof that u∗ is a supersolution of (4.1) in U follows the usual Perron
method. We give the argument for completeness. Select a smooth function φ ∈ C2(U) and
a point x0 ∈ U such that
(4.9) u∗ − φ has a strict local minimum at x0.
We must show that
(4.10) δu∗(x0)− tr(A(x0)D
2φ(x0)) +H(Dφ(x0), x0) ≥ f(x0).
Assuming on the contrary that (4.10) is false, we use the smoothness of φ and the definition
of u∗ to find r, θ > 0 such that
δu∗(x)− tr(A(x)D
2φ(x)) +H(Dφ(x), x) ≤ µ− θ in U ∩Br(x0).
By adding a constant to φ and shrinking r > 0, if necessary, we may assume by (5.5) that
u∗(x0)− φ(x0) < 0 < u∗ − φ on U ∩ ∂Br(x0).
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Define the function
w(x) :=
{
u(x) in U \Br(x0),
max{u(x), φ(x)} in U ∩Br(x0).
It is clear from construction that w is a subsolution of (4.1) and hence an admissible function
in the definition of u. Thus w ≤ u in U . This contradicts the fact that w(x0) = φ(x0) >
u∗(x0) and completes the proof that u∗ is a supersolution of (4.1) on U .
As a consequence of the fact that u∗ is a supersolution which is bounded below in U , it
follows from the definition of û that û ≤ u∗.
Step 4. We complete the argument under the extra assumption of (4.5). According to
Lemma 2.5, for every ε > 0, the function w := (1+ ε)û− εu is a supersolution of (5.1) in U .
Moreover, by (4.7) and (4.8), for sufficiently small ε > 0, the function w satisfies w ≥ 12cζU
near ∂U . In particular, w is bounded below. Therefore, we conclude from the definition of
û that û ≤ w. A rearrangement of this inequality gives u ≤ û. Hence u = û = u∗ = u
∗ and
u is continuous in U . Since u ∈ C(U), the Lipschitz estimates from Theorem 3.1 apply and
yield that u ∈ C0,1loc (U). The fact that u is the unique bounded-below solution of (4.1) is
clear from the definitions of û and u and the fact that û = u.
Step 5. We present the argument for general bounded f ∈ C0,1loc (U). Just as above, we
take u to be defined by (4.2) and we show that u ∈ C(U). We consider the function
f ε(x) := f(x) + ε(dU (x))
− m
m−1 ,
and let uε denote the corresponding maximal subsolution with f ε in place of f . It is clear by
the obvious monotonicity with respect to f ε of the maximal subsolutions that u ≤ uε ≤ uε
′
in U provided 0 < ε < ε′ ≤ 1. By what we have shown above in Step 1–4, since f ε
satisfies (4.5), we have that uε ∈ C0,1loc (U). Moreover, Theorem 3.1 yields that {u
ε}0<ε≤1 is
uniformly Lipschitz in each compact subset of U . Since uε is uniformly from bounded from
below −δ−1Λ1 it follows that u
ε converges locally uniformly in U to a function v as ε→ 0,
and v ∈ C0,1loc (U). Furthermore, v ≥ u, by monotonicity, and v is a subsolution of (4.1). By
the definition of u, we have u ≥ v. Thus u = v.
Step 6. In this final step, we remove the assumption that U is bounded and smooth. We
consider instead an increasing sequence {Uk}k∈N of smooth, bounded domains such that
∪k∈NUk = U . Denote by uk ∈ C(Uk) the corresponding solution of (4.1) in Uk, and observe
that {uk} is monotone decreasing, by definition, and equi-Lipschitz in each compact subset
of U by what we have shown above. It follows that uk → v locally uniformly for some
v ∈ C0,1loc (U). We find that v = u by arguing as in Step 5 above. 
Proof of Theorem 4.2 in the superquadratic case, m > 2. According to Remark 4.5,
u is locally bounded in U . According to Lemma 3.2, the family of subsolutions in the ad-
missible class in the definition of u is locally equi-continuous in U . It follows that u ∈ C(U)
and thus, by Theorem 3.1, that u ∈ C0,1loc (U). The proof that u is a solution of (4.1) follows
along the lines of Step 3 in the previous argument. 
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5. The metric problem
In this section we study the maximal subsolution of the equation
(5.1) − tr
(
A(x)D2u
)
+H(Du, x) = µ in U \B1,
subject to the constraint u ≤ 0 on B1. Here U is an open subset of R
d such that
(5.2) B1 ⊆ U, U and U \B1 are connected.
The maximal subsolution is defined, for all x ∈ U , by
(5.3) mUµ (x) := sup
{
w(x) : w ∈ USC(U) is a subsolution of (5.1) and w ≤ 0 on B1
}
.
The quantity mUµ arises in the theory of optimal stochastic control as it has a natural inter-
pretation as the “cost of moving a particle from x to B1” for a certain controlled diffusion
process (see Remark 5.3). As mR
d
µ can thus be interpreted as a kind of “distance,” (5.1)
with U = Rd together with appropriate boundary conditions on ∂B1 is sometimes called
the metric problem.
The analysis of the metric problem in the case of first-order equations has a long history
and goes back at least to Lions [17]. The results in this section are related to some well-
posedness results which appeared in [2], although the treatment here is more general. The
results in this section, in particular the continuity of mUµ , are needed in the forthcoming
papers on stochastic homogenization [1, 3], wherein they play an important technical role in
“localizing” the dependence of the maximal subsolutions mµ on the random environment.
For mUµ to be well-defined, we require that the admissible set in its definition is nonempty.
We introduce the critical parameter H∗(U) ∈ R for which there exist subsolutions in U :
H∗(U) := inf
{
µ ∈ R : ∃ w ∈ USC(U) satisfying − tr
(
A(x)D2u
)
+H(Du, x) ≤ µ in U
}
.
The main result of this section asserts that mUµ is locally Lipschitz continuous in U \B1
and characterizes it as the maximal solution of the following boundary-value problem:
(5.4)

− tr
(
A(x)D2u
)
+H(Du, x) ≤ µ in U,
− tr
(
A(x)D2u
)
+H(Du, x) = µ in U \B1,
u ≤ 0 in B1.
Note the state-constrained boundary conditions on ∂U .
Theorem 5.1. Let U ⊆ Rd satisfy (5.2) and µ ≥ H∗(U). Then the function m
U
µ defined
in (5.3) belongs to C0,1loc (U \B1) and satisfies (5.4).
The proof of Theorem 5.1 in the superquadratic case (m > 2) is relatively easy due to
Lemma 3.2. We present this argument separately before considering the more interesting
subquadratic case that 1 < m ≤ 2.
Proof of Theorem 5.1 in the case m > 2. By Lemma 3.2, the family of subsolutions
of (5.1) belonging to USC(U) which are nonpositive on B1 is bounded in C
0,β(Uδ ∩BR) for
each R, δ > 0 and β := (m−2)/(m−1). Since U is connected, we deduce that mUµ is locally
bounded in U and mUµ ∈ C
0,β(Uδ ∩BR) for every R, δ > 0. In particular, m
U
µ ∈ C
0,β
loc (U).
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We have left to check that mUµ satisfies (5.4) by the usual Perron argument. It is clear
from its definition as a supremum of subsolutions that mUµ is a subsolution of (5.1). To
argue that it is a supersolution, we select a smooth function φ ∈ C∞(U \ B1) and a point
x0 ∈ U \B1 such that
(5.5) mUµ − φ has a strict local minimum at x0.
We must show that
(5.6) − tr(A(x0)D
2φ(x0)) +H(Dφ(x0), x0) ≥ µ.
Assuming on the contrary that (5.6) is false, we use the smoothness of φ to find r, θ > 0
such that
− tr(A(x0)D
2φ(x0)) +H(Dφ(x0), x0) ≤ µ− θ in Br(x0) ∩ U.
By adding a constant to φ and shrinking r > 0, if necessary, we may assume by (5.5) that
mUµ (x0)− φ(x0) < 0 < m
U
µ − φ on ∂Br(x0) ∩ U.
Define the function
w(x) :=
{
mUµ (x) in U \Br(x0),
max{mUµ (x), φ(x)} in U ∩Br(x0).
It is clear from construction that w is a subsolution of (5.1) and hence an admissible function
in the definition of mUµ . Thus w ≤ m
U
µ in U . This contradicts the fact that w = φ > m
U
µ in
a neighborhood of x0. 
Proof of Theorem 5.1 in the case 1 < m ≤ 2. We use the method introduced in the
proof of Theorem 4.2. We assume first that U is bounded and smooth and µ > H∗(U), and
remove these assumptions in the last step. For convenience, we drop the dependence of mUµ
on U , writing mµ = m
U
µ , until the last step.
The strategy is to consider maximal subsolutions of the following perturbed equation
(5.7) − tr
(
A(x)D2w
)
+H(Dw,x) = µ+ ε(dU )
− m
m−1 in U \B1.
The nonnegative function dU is as defined in Section 4. We denote by m
ε
µ the corresponding
maximal subsolution of (5.7), i.e.
(5.8) mεµ(x) := sup
{
w(x) : w ∈ USC(U) is a subsolution of (5.7) and w ≤ 0 on B1
}
.
It is clear that mεµ is monotone in ε, since dU is nonnegative: for all 0 < ε < ε
′ < 1, we have
(5.9) mµ ≤ m
ε
µ ≤ m
ε′
µ in U.
We first argue that {mεµ}0<ε<1 is uniformly Lipschitz continuous in each Uδ \B1 and satis-
fies (5.7) and then obtain the theorem after arguing that mεµ → mµ as ε→ 0.
Step 1. We derive upper bounds for m1µ on Uδ. Precisely, we claim that, for some C > 0,
(5.10) sup
Uδ
m1µ ≤ C.
Note that this gives uniform (in 0 < ε < 1) upper bounds for mεµ in view of (5.9). To obtain
this estimate it is necessary to use a covering argument, since the bound depends on the
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geometry of U . We may select 0 < r < δ/4 and K ∈ N, depending only on U , such that
B1+4r ⊆ Uδ and, for each z ∈ Uδ, there exist n ≤ K and x1, . . . , xn ∈ U4r \B1 such that
x1 ∈ B1+r, xn = z and |xi+1 − xi| ≤ 2r for every 1 ≤ i ≤ n− 1.
By exhibiting explicit, smooth supersolutions, we will show that
(5.11) sup
B1+r
m1µ ≤ C
and, for each i ≥ 1,
(5.12) sup
B(xi+1,r)
m1µ ≤ C + sup
B(xi,r)
m1µ,
for some C > 0 to be determined. This yields the desired estimate.
Here are the test functions: for x ∈ B1+4r \B1, we set
ψ0(x) :=
{
(dist(x, ∂B1+4r))
− 2−m
m−1 1 < m < 2,
1− log (dist(x, ∂B1+4r)) m = 2,
and, for each 1 ≤ i ≤ n− 1 and x ∈ B(xi, 4r) \B(xi, r),
ψi(x) :=
{
(dist(x, ∂B(xi, 4r)))
− 2−m
m−1 1 < m < 2,
1− log (dist(x, ∂B(xi, 4r)) m = 2.
Notice that ψi is smooth for all 0 ≤ i ≤ n− 1. Set
µ˜ := µ+ sup
Uδ
(dU )
− m
m−1 .
A routine computation confirms that for C > 0 sufficiently large (but independent of i, xi
and r), the function w := Cψ0 satisfies
(5.13) − tr
(
A(x)D2w
)
+H (Dw,x) > µ˜ in B1+4r \B1
and, for each 1 ≤ i ≤ n− 1, the function w := Cψi satisfies
(5.14) − tr
(
A(x)D2w
)
+H (Dw,x) > µ˜ in B(xi, 4r) \B(xi, r).
Since ψ0(x) → +∞ and ψi(x) → +∞ as x → ∂B1+4r and x → ∂B(xi, 4r), respectively,
we deduce that the functions mεµ − Cψ0 and m
ε
µ − Cψi do not possess local maximums in
B1+4r \B1 and B(xi, 4r) \B(xi, r), respectively. It follows that
(5.15) m1µ ≤ Cψ0 −min
∂B1
(
Cψ0
)
in B1+4r \B1
and
m1µ ≤ Cψi + max
B(xi,r)
(
m1µ − Cψi
)
in B(xi, 4r) \B(xi, r).
In view of the fact that B(x2, r) ⊆ B1+3r ⊆ B1+4r and B(xi+1, r) ⊆ B(xi, 3r) ⊆ B(xi, 4r),
we obtain the estimates (5.11) and (5.12). This completes the proof of (5.10).
Step 2. We show that there exist constants c, C > 0, which may depend on ε, such that
(5.16) cζU − C ≤ m
ε
µ ≤ CζU in U \ U δ.
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Here ζU is defined as in (4.3). By a direct computation similar to the one in the previous
section, we can find positive constants δ, c, C > 0 such that cζU is a smooth, strict subsolu-
tion of (5.7) in U \ U δ (here is where we need the help of the term εdU on the right-hand
side) and, for every 0 < s < δ, the function CζUs is a smooth, strict supersolution of (5.7) in
Us \U δ. By step 1 above, we can pick δ > 0 sufficiently small and C > 0 sufficiently large so
that mεµ < CζUs on ∂Uδ. Since ζUs is smooth, the definition of viscosity subsolution yields
that mεµ ≤ CζUs in Us \U δ, since this must be true for any function in the admissible class
in the definition of mεµ. Sending s → 0 implies the second inequality in (5.16). To get the
first inequality, we use the fact that µ > H∗ to select ν < µ and a subsolution v ∈ USC(U)
of
− tr
(
A(x)D2v
)
+H(Dv, x) = ν in U.
By subtracting a constant, we may assume that supB1 v = 0. Now consider the function
v˜(x) := max
{
v(x), cζU (x)−max
Uδ/2
(cζU − v)
}
.
Observe v˜ is equal to v in Uδ/2 and hence a subsolution of (5.7) in U . By the definition
of mεµ, we deduce that m
ε
µ ≥ v˜, which gives the first inequality of (5.16) in view of the fact
that maxUδ/2(cζU − v) < +∞.
In the next three steps we show that mεµ = m̂
ε
µ, where we introduce m̂
ε
µ as the minimal
supersolution of (5.7), defined by
m̂εµ(x) := inf
{
w(x) : w ∈ LSC(U \B1) in a supersolution of (5.7) on U \B1, and
w(x)→ +∞ as x→ ∂U
}
.
Step 3. Estimates on the blow-up rate of m̂εµ near ∂U : we show that there exists c > 0
such that
(5.17) m̂εµ ≥ cζU − C in U \ U δ.
As in Step 2, we have cζUs is a smooth, strict subsolution of (5.7) in U \ U δ provided that
c, s > 0 are chosen sufficiently small. Let w ∈ LSC(U \B1) be any function in the admissible
class in the definition of m̂εµ. Let v˜s be defined in the same way as v˜, but with U
s in place
of U . Then v˜s is a strict subsolution of (5.7), and using the fact that w(x) → +∞ as
x → ∂U , the comparison principle yields that w ≥ v˜s. Sending s → 0 yields that w ≥ v˜.
This completes the proof of (5.17).
Step 4. We show that (mεµ)
∗ and (mεµ)∗ are a subsolution and a supersolution of (5.7),
respectively. This is by the standard Perron argument which is nearly the same as in the
proof of the Theorem in the case m > 2, above. Therefore we omit the argument.
Step 5. We show finally that mεµ = m̂
ε
µ. According to Lemma 2.5, for every α > 0, the
function w := (1 + α)m̂εµ − αm
ε
µ is a supersolution of (5.7) in U \B1. Moreover, by (5.16)
and (5.17), for sufficiently small α > 0, the function w satisfies w ≥ 12cζU near ∂U . In
particular, w(x)→ +∞ as x→ ∂U . Therefore, we conclude from the definition of m̂εµ that
m̂εµ ≤ w. A rearrangement of this inequality gives m
ε
µ ≤ m̂
ε
µ. In view of the fact that, by
Step 4, we have mεµ ≥ (m
ε
µ)∗ ≥ m̂
ε
µ, we deduce that (m
ε
µ)
∗ = mεµ = m̂
ε
µ = (m
ε
µ)∗ and in
particular, mεµ is continuous in U \B1 and is a solution of (5.7) in U \B1.
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Step 6. We complete the proof of the theorem in the case that U is bounded. In view of
Step 5 and Theorem 3.1, mεµ ∈ C
0,1
loc (U \B1). Define
m0µ(x) := lim sup
ε→0, y→x
mεµ(y).
As a half-relaxed limit, m0µ is a subsolution of (5.1) in U and clearly m
0
µ ≤ 0 in B1. Hence
m0µ ≤ mµ in U by the definition of the latter. By (5.9), m
0
µ is the locally uniform pointwise
limit of mεµ in U \ B1, hence m
0
µ ∈ C
0,1
loc (U \ B1), and we have m
0
µ ≥ mµ in U \ B1. Thus
m0µ ≡ mµ in U \B1 and in particular mµ belongs to C
0,1
loc (U \B1). The stability of viscosity
solutions under uniform limits yields that mµ is a supersolution of (5.1) in U .
Step 7. We remove the assumption that U is bounded and smooth and that µ > H∗(U).
It is immediate from the definition of mUµ that, for all domains U, V ⊆ R
d satisfying (5.3),
we have
(5.18) V ⊆ U implies that mUµ ≤ m
V
µ in V.
Therefore, for general U , we simply take an increasing sequence of bounded, smooth domains
V1 ⊂ V2 ⊂ . . . such that U = ∪k∈NVk and deduce, in view of the argument above and the
fact that the functions mVkµ are locally Lipschitz in each Vj uniformly in k > j, that m
U
µ
is the local uniform limit of mVkµ . To obtain the result for µ = H∗(U), we argue similarly,
using the monotonicity of the map µ 7→ mµ and the fact that supB1 m
U
µ = 0. 
An important property of mµ = m
Rd
µ is its subadditivity, which is summarized in the
following lemma. To state it, we let mµ(·, z) denote the analogue of mµ with B1(z) in place
of B1, that is, for every µ > H∗(R
d)
mµ(y, z) := sup
{
w(y) : w ∈ USC(Rd) is a subsolution of (5.1) and w ≤ 0 on B1(z)
}
.
We also denote
m˜µ(y, z) := sup
B1(y)
mµ(·, z).
Lemma 5.2. For every µ > H∗(R
d) and x, y, z ∈ Rd,
(5.19) m˜µ(y, z) ≤ m˜µ(y, x) + m˜µ(x, z).
Proof. Observe that mµ(·, z) − supB1(x)mµ(·, z) is a subsolution of (5.1) in R
d which is
nonpositive on B1(x). It therefore follows from the definition of mµ(·, x) that, for all ξ ∈ R
d,
mµ(ξ, z)− m˜µ(x, z) = mµ(ξ, z)− sup
B1(x)
mµ(·, z) ≤ mµ(ξ, x).
Taking the supremum over ξ ∈ B1(y) yields the lemma. 
Remark 5.3. (Stochastic optimal control interpretation of mµ) We think of mµ(y, z) as
measuring the “cost” imposed by the environment for moving a particle from y to B1(z).
We briefly summarize how this is made rigorous. We may write
mµ(y, z, ω) = inf
θz , α(·)
Eα,y
[ˆ θz
0
(µ+ L(−αs,Xs, ω)) ds : θz <∞
]
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where L is the Legendre-Fenchel transform of H, αs is an R
d-valued adapted process, θz is
a stopping time, and with respect to a probability measure Pα,y on the space of paths (with
expectation denoted by Eα,y), the process Xs solves the following SDE:
dXs = αs ds+ σ(Xs, ω) dBs,
where σ := (2A)
1
2 , Bs is Brownian motion with respect to Pα,y, and the control θz is an
adapted stopping time for which Xθz ∈ B1(z). The interpretation is that the controller
can choose (or not) to stop if the diffusion is in B1(z). The proof is a straightforward
exercise involving the dynamic programming principle; as we don’t use the stochastic control
interpretation in our arguments, we omit the argument.
Remark 5.4. It is immediate from the convexity of H and Lemma 2.4 that the map
µ 7→ mµ is concave.
Remark 5.5. The Lipschitz estimate (3.3) yields, for every x ∈ Rd \B3, the bound
(5.20) osc
B1(x)
mµ ≤ C
((1 + Λ1)1/2Λ2
a2(x)
)2/(m−1)
+
(
M2(x) + µ
a2(x)
)1/m ,
where a2(x) and M2(x) are constants as in (1.6) and (1.7) for the shifted Hamiltonian
H(·, · − x). We may extend (5.20) to an oscillation bound for all x as follows. First, we
have the upper bound supx∈B4 mµ(x, 0) ≤ C by Step 2 of the proof of Theorem 5.1. Next,
as in the proof of Lemma 5.2, we have, for every x ∈ B4,
mµ(x, 0) ≥ mµ(x, z) − sup
B1
mµ(·, z) ≥ − osc
B4
mµ(·, z).
Taking |z| > 7 and combining this with (5.20), we obtain that, for every x ∈ Rd,
(5.21) osc
B1(x)
mµ ≤ C
((1 + Λ1)1/2Λ2
a5(x)
)2/(m−1)
+
(
M5(x) + µ
a5(x)
)1/m .
Remark 5.6. Theorem 5.1 may be extended to other “target sets.” Fix a compact set
K ⊆ Rd, assume that U ⊆ Rd is a domain satisfying
K +B1 ⊆ U, U and U \ (K +B1) are connected
and define, for every µ ≥ H∗(U),
mUµ (x,K) := sup
{
w(x) : w ∈ USC(U) is a subsolution of (5.1) and w ≤ 0 on K +B1
}
.
The argument in the proof of Theorem 5.1 yields that mUµ (·,K) ∈ C
0,1
loc (U \ (K + B1)) is
the maximal subsolution u of (5.1) subject to u ≤ 0 on K + B1. The main difference in
the argument comes in the proof of the bound (5.10), in which one needs to compare to the
test function φ0(· − y) for every point y ∈ K to get the analogue of (5.11). This adaptation
is straightforward and left to the reader.
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