Seismic inversion is a highly nonlinear and ill-posed problem. Proper regularizations are necessary to reduce artifacts and noise, and to steer the inversion in the correction direction.
INTRODUCTION
Full waveform inversion (FWI) is the current state-of-the-art seismic model parameter inversion method. By minimizing the difference between the observed data and those calculated, FWI tries to find a model that explains the observed data as well as possible. However, in a typical seismic survey, aperture size, source frequency bandwidth, and source and receiver distributions are limited. In addition, the starting model may be far from accurate. For these reasons such inversion results often are contaminated with strong artifacts and exhibit reduced resolution.
To address these problems, it is necessary to supplement the data with prior knowledge, usually imposed via regularization. Tikhonov regularization is a widely used regularization technique in parameter estimation problems. However, it can actually reduce resolution (Bovik, 2010; Aster et al., 2013) . In fact, the zero-order Tikhonov regularization only stabilizes the minimum-norm solution and would not reconstruct structures whose information is not available in the observed data (Bovik, 2010) . The higher-order Tikhonov regularizations would create smooth inversion results (Aster et al., 2013) .
Another category of regularization methods assumes that the model is sparse by itself or sparse in a transform domain, and tries to find the sparsest model in that domain through inversion. This sparsity-promoting regularization has the potential to recover high-resolution structures. Examples include tomography with sparsity constraint in the wavelet domain (Loris et al., 2007; Simons et al., 2011; Charléty et al., 2013) , sparsity promoting FWI in the curvelet domain (Li et al., 2012) and in the seislet domain (Xue et al., 2017) . One important regularization in this category is Total Variation regularization (TV). It was first proposed for image denoising (Rudin et al., 1992) and has been successfully applied to other image processing tasks, such as debluring (Chan & Wong, 1998) and super-resolution (Marquina & Osher, 2008) . TV regularization requires that the model be sparse in the gradient domain, and thus favors piecewise smooth structures while preserves edges, which are geological features of most sedimentary layers and intrusive salt bodies. Therefore, FWI with TV regularization and other variants of blocky regularizations (Maharramov & Biondi, 2014; Guitton, 2012; Esser et al., 2016) are used to make use of this prior. TV regularization is also shown to be useful in geothermal reservoir delineation (Lin & Huang, 2014) , and CO2 injection monitoring (Zhu & Harris, 2015) .
The transform methods/domains described above are analytical, and cannot adapt to patterns in specific problems. Hence, learning-based dictionaries such as overcomplete dictionaries from the KSVD algorithm (Aharon et al., 2006) and orthogonal dictionaries (Bao et al., 2013) are proposed for sparsity-promoting problems. By learning from a training set of patterns, such dictionaries can be finely tuned to have sparser representations of patterns than analytic dictionaries. Zhu et al. (2017) uses online orthogonal dictionaries in FWI to reduce the artifacts in inversion with supershots.
Nonlocal similarity posits that different parts of model may be geometrically similar. It was first introduced by the image processing community and was applied to image denoising (Buades et al., 2005; Dabov et al., 2007) , image restoration and super-resolution (Dong et al., 2011; Glasner et al., 2009; Huang et al., 2015) . In such inversion tasks, nonlocal similarity can serve as a powerful prior to effectively reduce the degrees of freedom. We know of little work applying nonlocal similarity to full waveform inversion. The closest is a nonlocal total variation (NLTV) regularization technique (Gilboa & Osher, 2008) which uses nonlocal differential operators, but it is different from our approach, which can be generalized to other domains rather than the gradient domain only.
In this research, we propose a novel full waveform inversion method with adaptive sparsitypromoting regularization in the gradient domain that exploits nonlocal similarity in the model. Specifically, we introduce a nonlocal similarity prior into FWI. The reason why we work in the gradient domain is that in this domain features are mainly edges or boundaries, so that it is easier to find similar ones across the model. Inspirations for this work, in addition to what has been discussed above, also come from the double sparsity dictionary model (Liu et al., 2013) and multiclass dictionary learning (Son & Choo, 2014 ) from the image processing community. Our method can be viewed as a generalization of TV regularization with an added layer of adaptiveness introduced by learning-based dictionaries. In our method, the dictionary and the multi-class strategy allow us to share information between different parts of the model based on their nonlocal similarity. We regularize the structures of the model gradients by approximating them using linear combinations of only a few important learned patterns, thereby reducing noise and artifacts in the model gradients. All these benefits can help to steer the inversion into a good direction.
In the following, we first cover the background of acoustic FWI and dictionary learning. Then, we introduce the theory of our new method and the optimization framework used to solve it. Finally, we apply the new method to a modified BP2004 model, and evaluate its performance, both qualitatively and quantitatively. We also conduct a series of sensitivity tests to measure the effects of parameter selection on the inversion results.
BACKGROUND THEORY

Acoustic Full Waveform Inversion
In this section, we briefly introduce the principles of traditional acoustic full waveform inversion that our new method builds up on.
In a seismic survey, the source and receiver arrays are deployed according to some designed survey geometry, such as surface seismic, vertical seismic profiles, or cross-well experiments. At each receiver location x r , we can record the observed waveform d obs (x r , t; x s ) generated from source location x s . The wave propagation process is traditionally approximated by the acoustic wave equation as in Luo & Schuster (1991) :
where p(x) is the pressure wavefield generated by source s(x, t) in the given medium parameterized by velocity c(x) and density ρ(x). With the acoustic wave equation, we can numerically compute the calculated waveform d cal (x r , t; x s ; m), where m stands for the model parameters to be inverted for, that is, we have m(
T in the most general case. In this study, however, we ignore density constrasts and only invert for velocity, and thus m(x) = c(x). Equation (1) becomes the constant density acoustic wave equation:
Now we would like to minimize the difference between the observed and calculated waveforms in order to come up with a model m that can explain the observed data. The difference between d obs and d cal is quantified by a misfit function, such as the L 2 -norm of their difference adopted in this study:
Other measures, such as cross-correlation traveltime (Luo & Schuster, 1991) can also be used, and may be more robust when dealing with legacy field data, where amplitudes were not faithfully recorded.
To minimize χ, we take its variation and establish the linear relationship between velocity perturbation δc(x) and the misfit function perturbation δχ as follows:
where the Fréchet kernel is
where c 0 (x) is the background velocity field, andṗ † (x, T − t; x s ) is the time derivative of the back-played adjoint wavefield found by back propagating the data residuals recorded at the receiver locations. In the discrete case, the acoustic velocity field is parameterized by basis functions b i (x) such as the natural basis (pixels), splines or spherical harmonics. Formally, c(
and hence δc(x) = i δc i b i (x). Thus Equation (4) becomes
and hence we obtain the gradient of misfit function χ with respect to the velocity coefficient vector c:
which is just the projection of the kernel onto the basis functions (Fichtner, 2010 ).
Once we have the gradient information, we can employ any gradient-based optimization method, such as the steepest-descent method, conjugate gradient method, or quasi-Newton method, to solve the problem. In this study, we adopt the L-BFGS method (Nocedal & Wright, 2006) , a type of quasi-Newton method, due to its fast convergence speed and the ability to compensate limited illumination by computing an approximate Hessian (Pratt et al., 1998) .
Dictionary Learning
A dictionary D n d ×na is a collection of n a basic signal elements (atoms) of dimension n d packed in a matrix. Any signal of the same dimension as the atoms can be expressed by linear combinations of atoms in the dictionary. Usually, dictionaries are used for sparse approximation of the given signals. Sparsity means that only a few entries in a signal are nonzero, or #{i : x i = 0} be small.
The sparse approximation problem has the following form
where y is the original signal, D the dictionary, x the sparse representation coefficients, the approximation error tolerance, and · 0 stands for the 0 quasi-norm. This problem finds the sparsest representation of y under the constraint that the approximation error is below a given tolerance level .
The reasons for using sparse approximation are two-fold. First, sparsity is a good prior knowledge as natural signals such as images are sparse under the representation of certain dictionaries.
Second, by keeping only a few important elements we can reduce noise and artifacts while at the same time preserve geological structures.
There are two types of dictionaries, analytic and learning-based. Examples of analytic dictionaries include wavelets, curvelets, seislets and so on. They are designed to deal with a wide range of signals and therefore cannot give the sparsest representation for a given type of signal. On the contrary, learning-based dictionaries are generated by training, so they are more adapted to the specific signal patterns in the given problem, yielding sparser representations of the signal, and are thus better at denoising and preserving structures.
Mathematically, one way to write the objective function for sparse dictionary learning is
where F denotes the Frobenius norm, and T 0 controls the number of non-zero entries in each column vector x i . Problem (9) can be solved by the method proposed by Lee et al. (2007) or the K-SVD algorithm (Aharon et al., 2006; Lee et al., 2007) . The dictionaries generated are usually overcomplete, which means the number of atoms in a dictionary can be larger than the dimension of the atom signals (n d < n a ). The atoms in an overcomplete dictionary are not linear independent, let alone orthogonal to each other. The over-completeness offers better sparse approximation properties than an orthogonal basis, and the more atoms it has, the better sparse approximation it can provide. However, overcomplete dictionary learning has higher computation complexity and is slow.
Another type of dictionary learning method is the orthogonal dictionary learning algorithm (Bao et al., 2013) . Herein, we change Bao's original 0 -norm to 1 -norm. The dictionary learning problem has one more orthogonality constraint:
Compared to overcomplete dictionary learning, orthogonal dictionary learning is much faster.
Also, due to orthogonality, it is faster to perform forward and backward transformations between signals and their coefficients. Besides, orthogonal dictionaries have lower mutual incoherency (Tropp, 2004) than overcomplete ones, and would yield better sparse approximation performances (Bao et al., 2013) . Based on these two facts, we adopt the orthogonal dictionary learning method in this study. One drawback of orthogonal dictionaries, however, is that they do not contain as many patterns as overcomplete dictionaries. We will discuss in the next section about how to get around the limitations of a relatively small number of atoms.
Problem (10) can be efficiently solved by alternating between a sparse coding stage and a dictionary updating stage. To be specific, the first subproblem is
which can be solved by soft-thresholding X = S λ/2 (D T Y), where S λ is an element-wise softthresholding operator, defined as
The second subproblem is
which has the unique solution D = UV T , where U and V are from the SVD of YX T :
PROPOSED METHOD -NGAS
The full waveform inversion problem is an ill-posed and highly nonlinear problem. The solution can be easy trapped in local minima due to poor starting models, limited frequency bandwidth and limited aperture size. In the presence of high contrast such as salt body, for example, the inversion usually cannot restore the boundary and resolve the sub-salt area well since the overburden salt body results in poor illumination below. Therefore, we need to add prior knowledge of the model to be inverted to guide the inversion process to a reasonable solution. This is usually done by adding a regularization term. The inversion problem then becomes
where C d (m) is the data misfit term such as Equation (3), C m (m) is the regularization term, and weighting parameter λ controls the balance of importance of the two terms.
In this study, we are using sparsity-promoting regularization with multi-class dictionary learning. This algorithm works in the gradient domain, mainly based on the consideration that the model gradient fields are naturally sparse. Also, the major features in the gradient domain are edges, and it is easy to find similar features to them at different locations or at different rotation angles and scales. We call this method Nonlocal similarity Gradient domain Adaptive Sparsity-promoting algorithm, or NGAS method for short.
The Objective Function & Algorithm
We denote the data vector by d ∈ R NsNrNt , meaning that there are N s sources, N r receivers, and in each data trace there are N t time steps. All data traces are stacked together into the data vector d. If the discretized model is 2-D for example, and has vertical dimension M and horizontal dimension N , we denote the model vector by m ∈ R M N . The forward modeling operator f :
NsNrNt maps from the model space to the data space by solving the constant acoustic wave equation (2).
We also define a patch extraction operator
Also, its adjoint operator R T i : R n → R M N puts the patch vector back to the model vector. In practice, the patches are extracted by sliding a √ n × √ n window across the model in a columnmajor sequence. We choose the moving stride to be 1, which means that the patches have maximum overlap, and assume periodic boundary conditions (the patches at the boundaries wrap around to the opposite side). We will see later that this is beneficial since i R T i R i = nI with that assumption, where I is the identity matrix.
With these definitions, we formulate the objective function of our proposed method as
which consists of two parts: the first one is the data misfit term while the second one is the regularization term, and they are balanced by a trade-off parameter β. In the regularization term, the directional finite difference operators ∇ j , where j = 1 or 2 stands for the vertical or horizontal direction respectively, are applied to the model m to compute the gradient of the model, which
should not, however, be confused with the gradient of the misfit function with respect to model parameters in the optimization problem discussed before. Then the patch extraction operator R i extracts the i-th patch, and we find the coefficients of that patch in dictionary D c(i),j . The dictio-
are parameterized by indexes i and j, meaning that the dictionary is patch dependent and also that the numerical gradients along the horizontal and vertical directions are handled separately. As we will see later, patches are grouped into several major classes, and a single dictionary will take care of one group. Therefore we use a many-to-one function c(i) to describe this relationship: c(i) = s, ∀i ∈ I s , where I s is the index set of patches belonging to group s. The dictionaries can be constructed before the inversion with an external database of patterns that we think are close to the geological problems at hand, or they can be learned during the inversion process in a bootstrapping way, where only internal information is used. In this study, we take the second approach; that is, we train the dictionaries using the inversion result from the previous iteration, and use those dictionaries to guide inversion of current iteration. We note that a dictionary D c(i),j is also a function of model m, which means that the dictionaries change with iterations, but we do not explicitly write this out to avoid cluttering of symbols. Finally, the 1 norm forces the coefficients be sparse.
In summary, the regularization requires that every patch extracted from the model gradients be sparse under the representation of some corresponding dictionary. One can see the direct connection between the proposed regularization and total-variation regularization (See Appendix A).
In fact, if the patch extraction operator extracts the whole model, and the dictionaries are identity matrices, then the NGAS regularization reduces to total variation regularization.
Applying the Alternating Direction Multiplier Method (ADMM) described in the Appendix B,
we first convert the original problem into an equality constrained problem
The augmented Lagrangian is formulated as
where the vector α on the left-hand side is the concatenation of all sparse coefficient vectors α i,j on the right-hand side.
To make the optimization easier, we rewrite Problem (17) in the scaled form (Boyd et al., 2011) ,
where v i,j = (1/ρ)γ i,j , which is the scaled Lagrange multiplier.
The ADMM iteration scheme derived from the scaled augmented Lagrangian is:
We loop through the above three sub-problems until convergence or reaching the maximum allowed iteration numbers. In each sub-problem, we keep other parameters fixed and find the update of the argument of the current problem.
For Problem (19), the gradient of the objective function with respect to m is
so it can be solved using the L-BFGS algorithm mentioned before.
, because of our previous selection of stride and boundary conditions and the linearity of ∇ j , which makes the computation easier. In fact, this problem is a quadratically constrained FWI problem. The regularization term requires that the model gradient patches be close to some other variables, and we will later show that those variables are the sparse approximations of the gradient patches from the previous iteration, plus a dual variable derived from the algorithm.
The Problem (20) is equivalent to
for every i and j since the problem is separable. This problem has a closed-form solution by soft thresholding:
Between Problem (19) and Problem (20), we update the dictionary by solving
where Y k+1 s,j stands for the matrix of training patch vectors obtained from patch subset s for gradient direction j. We will talk about the multi-class dictionary learning procedures and the significances of the steps in the iteration scheme in section 3.3.
Nonlocal Similarity
Within the same model, one patch may recur multiple times at different locations, both within the same scale or across different scales, under rotations and shearing. In other words, we consider patches to be similar if equivalent under an affine transformation. The similarity is usually measured by the distance between feature vectors of different patches, as we will discuss in Section 3.3. This simple yet powerful prior of nonlocal similarity was first introduced by the image processing community, and was widely used in image denoising (Buades et al., 2005; Dabov et al., 2007) , image restoration and super-resolution tasks (Dong et al., 2011; Glasner et al., 2009; Huang et al., 2015) .
We measure the nonlocal similarity in the gradient domain. Figure 1 shows the vertical gradient of the central part of the Marmousi model. Two groups of patches are respectively bounded by blue and red boxes of different sizes and orientations. The ones in the blue boxes dip to the left, while those in the red boxes dip to the right. Within each group, patches are similar to each other.
Similar to nonlocal means, the nonlocal regularization term penalizes the difference between each patch and the linear combinations of patches similar to it, with those coefficients for linear combinations proportional to the patch-wise similarity. For a given gradient direction j, we have
where T i,j : R M N → R n×p is an operator that extracts the p most similar patch to the target patch with index i and pack them as column vectors in a matrix, and w i,j is the corresponding weight vector. Both T i,j and w i,j depend on m, the unknown model vector that we try to solve for, so the regularization term is nonlinear.
We assume patches are similar up to affine transformations, so the search space is very large and it is an intimidating task to find the p most similar patches for every single patch. Therefore, we use a strategy similar to Mairal et al. (2009) , where we first extract patches of different scales and orientations across the model, and then group similar ones into disjoint sets. For each set of patches, we use dictionary learning to construct a dictionary whose atoms can compactly represent the structure patterns of this category. After this dictionary learning step, the regularization term
where the dictionaries D c(i),j are like T i,j (∇ j m), and the sparse coefficients α i,j act as w i,j . Note that here D c(i),j and w i,j also depend on the unknown model vector m. To handle the nonlinearity we decompose the regularization into three steps. Suppose we already obtain the model at iteration
just as Problem (25). Then, we compute α i,j by solving a 1 -minimization problem, also with m k :
where α k is the concatenation of all coefficient vectors α k i,j . This is the same as the "α-problem" (Problem 20), except for the scaled Lagrange multiplier v k i,j . With the dictionaries and sparse coefficients, we let the regularization term for m k+1 be
We see that this is the same as the regularization term in the "m-problem" (Problem (19)). At this point, it is clear that the proposed regularization defined in objective function (15) is essentially a nonlocal similarity regularization on top of total variation.
Multi-class Orthogonal Dictionary Learning
In this subsection, we describe how to solve the multi-class orthogonal dictionary learning problem (25 or 28). For each class of patches, the orthogonal dictionary learning procedure is the straightforward iterative scheme described by Problem (11) and (13). Therefore, the multi-class dictionary learning problem actually boils down to how to construct Y k s,j . With the notations from the previous section, we assume that we have the model vector at the kth iteration after solving Problem (19). Problem (20) suggests that R i ∇ j m k + v k i,j are the target collection of patches for which we need to find a sparse approximation (the scaled Lagrange multipliers are absorbed into the model patches). Moreover, following Appendix B we see that in the ADMM iteration schemes for the TV regularized FWI, the gradient field are soft-thresholded to be sparse, that is, the solution to
is
By comparing Problem (20) and Problem (31), we see that D k c(i),j α i,j plays the same role as z i . The total variation makes the model gradient sparse by soft-thresholding. Therefore, double-sparsity
to extract patches from instead of ∇ j m k .
Next we extract every possible patch for a given range of scales and orientations to form a large patch collection. To be more specific, by different scales we mean before patch extractions we shrink the model by 1, 0.75, and 0.5, for example. In this way, a fixed-size sliding window can crop patterns of larger scales in a shrinked model, incorporating multi-resolution information.
Besides, the sliding window can be rotated by different orientations.
After that, we need to divide the collection of patches into subsets to train those dictionaries.
This requires us to group similar patches together into separate clusters using a certain criterion.
Although the commonly used euclidean distance or patch-wise cross-correlation can be used as a measure for this purpose, we find that they tend to give poor results. Image feature descriptors are better choices, which extract features from an image to form a compact vector to represent it. In our algorithm, we opt to group the training patches according to the geometrical directions of their patterns, which is a similar strategy to that of a plane-wave destruction filter (Claerbout, 1992; Fomel, 2002) or a geologically constrained migration velocity analysis (Clapp, 2000) . Thus, we adopt the histogram of oriented gradients (HoG) descriptor (Dalal & Triggs, 2005) . As its name suggests, the HoG feature descriptor constructs a histogram of the gradient orientations of an image patch. The value in each bin is the sum of the magnitudes of gradients falling in the orientation range of that bin.
In our implementation, we first take two derivative filters
and convolve them with the patch to get gradients at each point along the vertical and horizontal directions, denoted by g v (x, y) and g h (x, y), respectively. Then we compute the gradient magnitude as |g(x, y)| = g 2 v (x, y) + g 2 h (x, y), and the angle as ∠g(x, y) = tan
, where is a small number to prevent division by zero. The angle ranges from −90
• to 90 • , and is divided in to 9 bins (here we follow the settings from (Dalal & Triggs, 2005) ), which are
For each point in the patch, we find the two closest bins and split its gradient magnitude into the two bins, proportional to the inverse distance to the two bins. Repeating the procedure for all points and summing their votes, we obtain a description vector. We then normalize it to produce our HoG feature descriptor of this patch. Note that the patch here is actually the velocity gradient patches mentioned in previous sections.
We further use the k-means++ method (Arthur & Vassilvitskii, 2007) to group those patches into k clusters according to their HoG feature vectors. After that, we use the orthogonal dictionary learning introduced in the previous section to construct a dictionary for each cluster. Figure 2 shows examples of three classes of training patches and their corresponding dictionaries.
As a side note, the multi-class orthogonal dictionaries have another advantage. Usually, one orthogonal dictionary only is not as expressive as an overcomplete dictionary like K-SVD due to its relatively small number of atoms; thus, it may not yield as sparse an approximation as as the latter. This can be understood from another angle. The whole training set of patches may include so many patterns that a single orthogonal dictionary cannot encode them all very well. However, this ensemble of multi-class dictionaries can be very expressive, since one single dictionary from it can handle one class of patterns. Also, we still enjoy the advantage of orthogonal dictionaries such as high learning speed, and the ability to use simple soft-thresholding rather than more expensive orthogonal matching pursuit (OMP) (Pati et al., 1993) in Problem (20).
Algorithm Summary
The algorithm of the NGAS method developed to solve Problems (19), (25), (20), and (21) is summarized in the flowchart shown in Figure 3 .
Following this flowchart, we now go through the algorithm in detail.
(1). Before inversion, we initialize the weighting factors ρ and β, set the coefficients α flowchart, the inner loop is shown in the first block after input of data -the quadratically constrained FWI which is Problem (19). We solve this inner loop problem by the L-BFGS algorithm (Nocedal & Wright, 2006) . The algorithm stops if the maximum number of iterations is reached, or the objective function decrease is small enough (≤ 1e-9), or the infinity norm of the gradient is small enough (≤ 1e-5). After each pass of the inner loop, we obtain a new model m k , and continue iterating in the outer loop if the relative error between two
2 is still larger than the given threshold . In practice, we can also terminate the inversion when the number of iterations of the outer loop reaches the defined maximum value. In the first iteration of the outer loop, we use the inner loop FWI with no regularization. At the second iteration of the outer loop, before entering the inner loop block, we determine ρ and β by empirical formulas as in Guitton (2012):
and
where R ρ and R β are preset parameters, for which values of the order of 10 −3 work well.
(3). Once we find the new model, we proceed to compute their vertical and horizontal gradients and feed them into patch extraction operations, where we expand the search space by cropping patches of difference size and orientations. At this step, we can do extra processing on the patches. For example, we may select patches with high variance -those with strong geological patterns. We can also threshold the patches like the sparse-approximation step in TV regularization to further reduce artifacts and noises. Since we use a nonlocal similarity prior, the patches are extracted from internal models. However, it is also possible to introduce information outside of the inversion by adding in external models. In fact, outside information may guide the inversion in a direction of faster convergence, especially in early iterations.
(4). With these vast number of patches, we use HoG feature descriptor to create compact representations of each of them, and then use clustering algorithms to group similar patches together.
(5). We find an orthogonal dictionary for each cluster following Problem (25), and then solve the sparsity promoting problem (20). Also, we update the scaled Lagrange multipliers v We also mention two strategies adopted for the ADMM iteration scheme here (Boyd et al., 2011) . The first one is a "warm start", meaning that for the FWI in the inner loop, we use the model obtained from the last iteration in the outer loop as the starting model, to speed up convergence.
The second strategy is called "Inexact minimization": we gradually increase the maximum allowed number of iterations in the inner loop as the number of outer loop iteration increases. This is based on the consideration that early inner iterations are not accurate so it is sufficient to solve them approximately at first, and gradually increase the accuracy along the way. We can save computation cost with this strategy.
INVERSION RESULTS
We use a modified version of the BP2004 velocity model (Billette & Brandsberg-Dahl, 2005 ) for numerical tests. The model is first cropped from the original from 0m to 32150m in horizontal direction and from 0m to 7500m in depth. The model is then decimated in grid points to save computation time and scaled to the dimension of 3000m × 6250m, with a grid spacing of 25m.
The sea-bottom bathymetry would be inaccurate due to the subsampling, so we replace the top 600m part of the scaled model with a homogeneous water layer. The depth of the salt dome is kept the same in this way. The model is shown in Figure 6 In this experiment, we use a fix-spread acquisition geometry with 50 sources and 246 receivers placed at 25m below the water surface. The sources are evenly distributed in the horizontal direction from 50m to 6175m with a spacing of 850m, while the receivers are also evenly spaced from 50m to 6175m with a spacing of 25m. The source time function is a high-pass filtered Ricker wavelet with a dominant frequency of 4.5Hz (Figure 4(a) ). Figure 4 (b) shows that the frequency contents below 2Hz are attenuated since it is hard to obtain them in real situations. We create synthetic dataset by numerically solving Equation (2) using a staggered-grid finite difference solver with 4th-order accuracy in space and 2nd-order accuracy in time. One example of shot gather from data without noise is shown in Figure 5 (a). We also create a noisy dataset by adding in white Gaussian noise such that each shot gather has a signal-to-noise ratio (SNR) equals 10 ( Figure 5(b) ).
We use all 50 sources in the regular FWI. To save computation time, in TV and NGAS cases
we use cyclic shooting as in Ha & Shin (2013) In inversions with regularizations, we choose weighting factors ρ and β by setting R ρ = 2 × 10 −3 and R β = 2 × 10 −3 (see section 3.4). We handle the FWI with TV regularization using the same framework as NGAS, since for TV we can just set the window size to be the size of the whole model and the dictionary be identity matrix. In the NGAS case we soft-threshold the training patches by the β/ρ, and we set the number of classes to be 36. The total number of outer loop iterations is 13, and the inner loop iteration number starts from 30 and increases by 10 per each outer loop.
Inversion results are shown in Figure 6 . The top two panels are the true velocity and initial velocity models respectively. The group of figures 6(c), (d) In the noise-free case, the traditional FWI with regularization reconstructs the general features of the model, and the top part of the salt body is resolved reasonably well. However, the traditional inversion result has strong artifacts. Also, the salt boundaries are not accurately delineated and the sub-salt area is poorly resolved because of poor illumination (see for example the circled area in Figure 6 (c)). FWI with TV has greatly improved results when compared to FWI without regularization, but the features are blocky and are not realistic in the geological sense (see the circled area in Figure 6(d) ). The inversion results with the NGAS method further improves the result from TV, with salt body boundaries and sub-salt velocity structures more accurately resolved. We see a similar situation with the presence of noise in the data. The FWI result without regularization has more artifacts. FWI results with TV regularization are blockier, and even the boundary at the bottom left part of the model is smoothed out (see the circled area in Figure 6 (g). One reason for this we suspect is that ρ and β change as the norm of data changes. The NGAS result has the best resolved salt-body and sub-salt structures, though it has mild noise.
Our analyses above are qualitative. Let us now examine our results quantitatively. Since in this synthetic test we know the exact true velocity model, we can numerically compare our inverted models with this exact model to quantify inversion quality. Here we use two measures to compare models, one is the normalized model mean squared error (MSE), and the other one is the structural similarity index (SSIM) (Wang et al., 2004) , which is an improvement on both MSE and peak signal-to-noise ratio (PSNR). The SSIM value varies from -1 to 1, with a higher value interpreted as the two images being more similar, and 1 means they are identical.
For each inversion result in the noise-free experiment, we plot three curves: a normalized data root-mean-square misfit (RMSE) curve, a normalized model mean squared error curve, and a SSIM curve, which are shown in Figure 7 . For TV regularization and NGAS regularization, we only plot the values at the end of each outer loop.
The data misfit curve of FWI without regularization converges around iteration 210, where inversion seems to get trapped in local minima, and stops at iteration 444 because the stopping criteria of the L-BFGS solver is met. The data misfit curve of TV regularization further reduces the data misfit, while NGAS is able to reduce it the most, which means the model inverted by FWI with NGAS regularization is able to explain the observed data the best (Figure 7(a) ). However, this does not tell the whole story. Since the solutions are non-unique, there are multiple models that can explain the data equally well. Therefore, we compare the normalized model MSE and model SSIM. We find that FWI with NGAS regularization can also reduce model MSE the most and has the highest SSIM also (Figure 7 (b) and (c)). These results quantitatively verify that our NGAS method for this experiment achieves the best result. Note the total iteration number of TV is smaller than that of NGAS. Although we gradually increase the maximum number of iterations allowed for inner loops, TV seems not be able to use all of those inner iterations during later outer loops because the L-BFGS solver meets its stopping criteria early, causing an early termination.
In the preliminary results shown above, NGAS does give us better results than TV, but this does not sufficiently prove the superiority of NGAS over TV, and that is not our purpose. In fact, we admit that FWI with TV regularization can also generate results of high quality close to NGAS, if we pay extra effort to fine tuning the parameters. However, we has seen that NGAS results are more robust to parameter tuning than TV. In other words, if we change the weighting parameters by the same amount, TV results can have large changes while the NGAS results do not. Since the inversion results are obtained with the guidance of the sparse-approximated gradients, we examine their sensitivity to those parameter changes. According to Equation (24), the sparse-approximation coefficients are determined by the ratio β/ρ, so in this sensitivity analysis we vary this ratio from low value to high value. As shown in Figure 8 , as we increase β/ρ from 50 to 200, the sparseapproximation gradient in TV has fewer and fewer artifacts while at the same time has sharper and sharper boundaries around the salt body. However, geological structures also gradually disappear in this process. In Figure 8 (b) the structure at lower-right corner disappears; in Figure 8 (e) only a rim of salt body is available; in Figure 8 (f), only the top of salt body exists. Therefore, if we use the gradient obtained with a too low β/ρ ratio to guide the inversion, we will have results exhibiting high level of artifacts, but if we use the gradient with a too high β/ρ ratio, we will have results with overly sharpened edges and overly smoothed structures. On the contrary, we see that in the same process, the sparse-approximation gradients from NGAS always have the structure of the salt body even at the highest ratio. Also, structures below the salt body are better preserved.
We infer that this is because dictionary atoms are like geological structures, and have geological meanings. Under thresholding only a small number of those atoms will be used for approximation, but those small number of atoms capture the most important geological information. So even when the ratio changes wildly, the major information is kept, whence a better preservation of structure and reduced artifacts.
In the NGAS method, window size controls how much patterns can vary within one patch.
In addition, the number of dictionaries or class of patch groups controls how many patches are similar to each other. If we have a small number of patch groups, for example, the whole set of patches would be divided into only a few groups, which imposes more constraint on the inversion.
Therefore, finally we test the sensitivity of the inversion results to those two parameters, i.e., √ n and s.
As a reminder, we recap the parameters used in the base case. The ratios for determining ρ and β are both set as R ρ = 2 × 10 −3 and R β = 2 × 10 −3 , the window size is 8 grid points, and the number of classes is 36. However, the values are stable, meaning that the inversion results are robust with respect to these two parameters.
DISCUSSION & CONCLUSIONS
We have presented a regularization method (NGAS) for FWI that incorporates a nonlocal similarity prior. Multi-class orthogonal dictionaries are used to implement this prior. In the process of 0 generating training patches for dictionary learning, we take multi-resolution into account, as the patches are extracted under translation, scaling and rotation operations.
With NGAS regularization, the computation cost is higher than traditional FWI without regularization, because there are more iterations. However, being able to iterate more means that our method tries to keep the inversion from being trapped in local minima. We find that the extra computational cost of NGAS, i.e., patch extraction and dictionary learning, are negligible compared to the FWI process.
Our proposed method can be viewed as a generalization of TV regularization, but differs in how the sparse-approximation gradients are generated. In TV, the gradients are generate by directly soft-thresholding the original gradients, without regard to geological patterns. In our method, however, we soft-threshold the sparse-coefficients under dictionaries of geological patterns. This makes it more effective in getting rid of noise and artifacts while at the same time preserving geological structures. This also makes our method less sensitive to parameter tuning. However, since TV itself is a powerful method for suppressing noise, we may combine TV and our method together in the same framework. That is, in early iterations, we use TV since the gradients have few geological patterns and are full of artifacts. In later iterations, however, as geological patterns appear, and we can switch to NGAS. Also, we can add soft-thresholding in the patch generation step to help NGAS reduce artifacts.
The major goal of our work is to introduce nonlocal similarity in FWI, so we only use internal information. That is, we perform inversion in a bootstrapping way that begins without outside information. In practical applications, external information may be available and valuable. For example, we may have seismic migration images or inversion results of well studied areas that are of similar geological settings as the one to be investigated. Or, we may have geologists who construct possible models based on other geological or geophysical information. In these scenarios, we may want to combine external information and internal nonlocal similarity together to further speed up convergence and obtain a better solution. We leave this strategy for future studies.
Our method fits in the framework of ADMM algorithm; thus, some techniques for parameter tuning can be adopted. For example, in Boyd et al. (2011) , the parameter ρ can be chosen adaptively as the iterations proceed. This strategy may also speed up convergence.
Our proposed method works in the gradient domain, primarily because the gradient images are naturally sparse and thus it is easy to find patches of similar features. It is also possible to extend our method to other domains, such as the wavelet domain. In fact, in this paper we provide a general framework for how to introduce nonlocal similarity with dictionaries which can be applied to other domains easily.
Currently we only consider 2-D applications. In the future, we may explore applying this method to 3-D inversion cases. In that setting, the dimension of the 3-D dictionaries increases 
A TOTAL VARIATION REGULARIZATION
To find high resolution models, blocky-model promoting regularizations such as total variation (Rudin et al., 1992 ) are adopted. Their prominent characteristic is to preserve eminent edges or sharp discontinuities, while at the same time smooth out features with small gradients, such as weak or mild noise. In fact, the mathematical form of (discrete) TV term is
where ∇ v and ∇ h are difference operators along the vertical and horizontal directions, respectively.
The norm in Equation (35) can be either 2 -norm or 1 -norm, which respectively correspond to isotropic and anisotropic TV terms. Specifically, the anisotropic TV of m is 
which is the sum of 1 -norm of the vertical and horizontal gradient of the model. Note that in the second row in Equation (36), the terms ∇ v m and ∇ v m should be understood as the vectorized gradient images. Since the 1 -norm is a measure of sparseness, the TV regularization enforces sparsity on the model gradients. It penalizes small gradient jumps whereas preserves large gradients. This corresponds to the prior knowledge that the model is blocky or piecewise constant. To better visualize this, consider the following problem
where u is known model, and we want to find a model close to it with small total variation controlled by trade-off parameter λ. Solved by the splitting method proposed by (Wang et al., 2008) , this problem has the following results shown in Figure 9 . First, we have a noise-free velocity model from the Marmousi model shown in Figure 9 (a). As we increase the TV weighting factor λ, the reconstructed velocity model still has the structural boundaries but the fine details within those boundaries are gradually smoothed out (Figure 9 (b) and (c)). This is because TV regularization requires the gradient be sparse, and only boundaries with strong values jumps are kept. If
we add noise into model and redo this experiment, we see that in addition to the phenomenon we described, the noise is more and more reduced as λ increases. This tells us that if the noise or artifacts are not strong enough to cover the main structures in the velocity model, TV regularization can effectively attenuate them since the gradient of noises are relatively small.
TV regularization also has some limitations. It tends to create blocky models, which is not always realistic. Also it is an analytic regularization technique that is not able to adapt to geological structures. This sometimes makes it hard to effectively preserve those structures while getting rid of noises and artifacts.
B ALTERNATING DIRECTION MULTIPLIER METHOD
Here we discuss the Augmented Lagrangian method, which is usually used to solve equalityconstraint optimization problems:
minimize E(x) subject to Ax = b.
The augmented Lagrangian is where λ is the Lagrange multiplier, and ρ is the penalty parameter (Boyd et al., 2011) . It can be solved by the following iterative scheme:
If the objective function can be decomposed into multiple parts (two in this case without loss of generality), for example, minimize f (x) + g(z)
subject to Ax + Bz = c.
Then we have the augmented Lagrange as
Accordingly, the iterative scheme is
This is particularly useful in solving regularization problems. Consider an unconstrained problem: minimize f (x) + g(Ax).
Sometimes it is difficult to solve the original problem as a whole, but it is much easier to minimize f (x) and g(x) separately. One example is that the regularization term is the 1 constraint, which is not differentiable. In this case, we may change the variable in one misfit function, add one constraint to force the new variable to be equal to the original one, and have minimize f (x) + g(z)
subject to Ax − z = 0,
which becomes the same formulation as in Problem (41), and can be solved using the iterative scheme (43).
