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Abstract: We calculate cross section and azimuthal decorrellation of Mueller Navelet
jets at the LHC in the complete next-lo-leading order BFKL framework, i.e. including
next-to-leading corrections to the Green’s function as well as next-to-leading corrections to
the Mueller Navelet vertices. The obtained results for standard observables proposed for
studies of Mueller Navelet jets show that both sources of corrections are of equal, big im-
portance for final magnitude and final behavior of observables. The astonishing conclusion
of our analysis is that the observables obtained within the complete next-lo-leading order
BFKL framework of the present paper are quite similar to the same observables obtained
within next-to-leading DGLAP type treatment. This fact sheds doubts on general belief
that the studies of Mueller Navelet jets at the LHC will lead to clear discrimination
between the BFKL and the DGLAP dynamics.
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1. Introduction
The large center of mass energy of hadron colliders like the Tevatron and the Large Hadron
Collider (LHC) is not only of interest for the production of possible new heavy particles,
but also allows to investigate the high energy regime of Quantum Chromodynamics (QCD).
An especially interesting situation appears if two different large scales enter the game. If
the two scales are ordered, large logarithms of the ratio of the two scales compensate the
smallness of the coupling and therefore have to be resummed to all orders. One famous
example is the case of high energy scattering with fixed momentum transfer. If the center
of mass energy s is much larger than the momentum transfer |t| – the so-called Regge
asymptotics of the process – the gluon exchange in the crossed channel dominates and
logarithms of the type [αs ln(s/|t|)]n have to be resummed. This is realized by the lead-
ing logarithmic (LL) Balitsky-Fadin-Kuraev-Lipatov (BFKL) [1–4] equation for the gluon
Green’s function describing the momentum exchange in the t-channel.
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Figure 1: Mueller Navelet jets, illustrated at lowest order.
One of the most famous testing ground for BFKL physics are the Mueller Navelet
jets [5], illustrated in Fig. 1. The predicted power like rise of the cross section with in-
creasing energy has been observed at the Tevatron pp¯-collider [6], but the measurements
revealed an even stronger rise than predicted by BFKL calculations. Beside the cross
section also a more exclusive observable within this process drew the attention, namely
the azimuthal correlation between these jets. Considering hadron-hadron scattering in the
common parton model to describe two jet production at LO, one deals with a back-to-back
reaction and expects the azimuthal angles of the two jets always to be pi and hence com-
pletely correlated. This corresponds in Fig. 1 to φJ,1 = φJ,2−pi . But when we increase the
rapidity difference between these jets, the phase space allows for more and more emissions
leading to an angular decorrelation between the jets. In the academical limit of infinite ra-
pidity, the angles should be completely uncorrelated. In the regime of large, but realizable
rapidity differences the resummation of large logarithms calls for a description within the
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BFKL theory. Unfortunately, the leading logarithmic approximation [7, 8] overestimates
this decorrelation by far. Improvements have been obtained by taking into account some
corrections of higher order like the running of the coupling [9,10]. In particular, the effect
of energy-momentum conservation, which is beyond BFKL approximation, was shown to
have an important impact for large rapidity separation of jets [9]. In our present study this
can affect the reliability of the predictions at the borders of the phase space, as discussed
in Sec. 3.3.2. Some earlier calculations with the next-to-leading (NLL) BFKL Green’s
function have been published in Ref. [11, 12].
In this paper we present the full NLL BFKL calculation where also the NLL result for
the Mueller Navelet vertices [13,14] will be taken into account. In Sec. 2 we recall the LL
BFKL calculation deriving also the key formulas which are then used in Sec. 3 where the
NLL calculation is presented. In Sec. 4 we present results and give a summary in Sec. 5.
Technical details of the numerical implementation are given in an appendix.
2. LL calculation
2.1 Kinematics
The kinematic setup is schematically shown in Fig. 2. The two hadrons collide at a center
of mass energy s producing two very forward jets, the transverse momenta of the jets are
labeled by Euclidean two dimensional vectors kJ,1 and kJ,2, while their azimuthal angles
are noted as φJ,1 and φJ,2. We will denote the rapidities of the jets by yJ,1 and yJ,2 which
are related to the longitudinal momentum fractions of the jets via xJ =
|kJ |√
s
eyJ .
At any real experiment transverse momenta as well as rapidities are measured within
certain intervals. A proper theoretical calculation should take this into account and inte-
grate |kJ,i| and yJ,i over the according interval. However, since at the LHC the binning
in rapidity and in transverse momentum will be quite narrow [15], we consider the case of
fixed rapidities and transverse momenta.
2.2 LL BFKL calculation
Due to the large longitudinal momentum fractions xJ,1 and xJ,2 of the forward jets, collinear
factorization holds and the differential cross section can be written as
dσ
d|kJ,1|d|kJ,2|dyJ,1 dyJ,2 =
∑
a,b
ˆ 1
0
dx1
ˆ 1
0
dx2 fa(x1)fb(x2)
dσˆab
d|kJ,1|d|kJ,2|dyJ,1 dyJ,2 ,
(2.1)
where fa,b are the standard parton distribution functions (PDFs) of a parton a (b) in
the according proton. They depend furthermore on the renormalization scale µR and the
factorization scale µF .
The partonic cross section at lowest order in the collinear factorization approach would
just be described by simple two-to-two scattering processes as they are discussed in standard
text books. However, the necessary resummation of logarithmically enhanced contributions
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Figure 2: Schematical illustration of the kinematics as described in Sec. 2.1.
calls for a description of the partonic cross section in kT -factorization:
dσˆab
d|kJ,1|d|kJ,2|dyJ,1 dyJ,2 =
ˆ
dφJ,1 dφJ,2
ˆ
d2k1 d
2k2 Va(−k1, x1)G(k1,k2, sˆ)Vb(k2, x2),
(2.2)
where G is the BFKL Green’s function depending on sˆ = x1x2s, and the jet vertex V at
lowest order reads [13,14]:
V (0)a (k, x) =h
(0)
a (k)S(2)J (k;x), h(0)a (k) =
αs√
2
CA/F
k2
, (2.3)
S(2)J (k;x) =δ
(
1− xJ
x
)
|kJ |δ(2)(k− kJ). (2.4)
In the definition of h
(0)
a , CA = Nc = 3 is to be used for initial gluon and CF = (N
2
c −
1)/(2Nc) = 4/3 for initial quark. Following the notation of Ref. [13,14], the dependence of
V on the jet variables is implicit.
Combining the PDFs with the jet vertices we now write
dσ
d|kJ,1|d|kJ,2|dyJ,1 dyJ,2 =
=
ˆ
dφJ,1 dφJ,2
ˆ
d2k1 d
2k2 Φ(kJ,1, xJ,1,−k1)G(k1,k2, sˆ)Φ(kJ,2, xJ,2,k2), (2.5)
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where
Φ(kJ,2, xJ,2,k2) =
ˆ
dx2 f(x2)V (k2, x2). (2.6)
These Φ are no longer impact factors in the classical sense as they depend, after the
convolution in x with the PDF, on the total energy s. In the ‘pure’ BFKL formula of
Eq. (2.2) the longitudinal momentum fractions xi were just some external parameter and
the vertices V would not depend on sˆ nor on s.
In view of the azimuthal decorrelation we want to investigate later, it is useful to define
the following coefficients:
Cm ≡
ˆ
dφJ,1 dφJ,2 cos
(
m(φJ,1 − φJ,2 − pi)
)
×
ˆ
d2k1 d
2k2 Φ(kJ,1, xJ,1,−k1)G(k1,k2, sˆ)Φ(kJ,2, xJ,2,k2). (2.7)
Knowing these coefficients, one can easily obtain the differential cross section
dσ
d|kJ,1|d|kJ,2|dyJ,1 dyJ,2 = C0, (2.8)
and the following measure of azimuthal decorrelation
〈cos(mϕ)〉 ≡ 〈cos (m(φJ,1 − φJ,2 − pi))〉 = CmC0 . (2.9)
By decomposing Φ in terms of the LL-BFKL eigenfunctions
En,ν(k1) =
1
pi
√
2
(
k21
)iν− 1
2 einφ1 , (2.10)
we can reduce the number of final integrations. To this purpose we define the intermediate
coefficients
Cˆ(1)n1,ν1(kJ,1, xJ,1) =
ˆ
d2k1 Φ(kJ,1, xJ,1,−k1)En1,ν1(k1),
=(−1)n1
ˆ
d2k′Φ(kJ,1, xJ,1k′)En1,ν1(k
′) (2.11)
Cˆ(2)n2,ν2(kJ,2, xJ,2) =
ˆ
d2k2 Φ(kJ,2, xJ,2,k2)E
∗
n2,ν2(k2), (2.12)
and make use of the following relations between different representations of the BFKL
Green’s function introducing the – at LL arbitrary – scale s0:
G(k1,k2, sˆ) =
ˆ
dω
2pii
Gω(k1,k2)
(
sˆ
s0
)ω
, (2.13)
Gn1,n2,ν1,ν2;ω =
ˆ
d2k1
ˆ
d2k2E
∗
n1,ν1(k1)Gω(k1,k2)En2,ν2(k2)
=
1
ω − ω(n1, ν1)δn1,n2δ(ν1 − ν2), (2.14)
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where ω(n1, ν1) is given by the LL eigenvalue of the BFKL equation, namely
ω(n, ν) =α¯sχ0
(
|n|, 1
2
+ iν
)
, (2.15)
χ0(n, γ) =2Ψ(1) −Ψ
(
γ +
n
2
)
−Ψ
(
1− γ + n
2
)
, (2.16)
with Ψ(x) = Γ′(x)/Γ(x), and α¯s = Ncαs/pi.
With these new definitions we can write Eq. (2.7) as:
Cm ≡
∑
n
ˆ
dν
ˆ
dφJ,1 dφJ,2 Cˆ
(1)
n,ν(kJ,1, xJ,1)
(
sˆ
s0
)ω(n,ν)
Cˆ(2)n,ν(kJ,2, xJ,2) cos(mϕ)
=(−1)m
∑
n
ˆ
dν
(
sˆ
s0
)ω(n,ν)
×
[(ˆ
dφJ,1 cos(mφJ,1)Cˆ
(1)
n,ν(kJ,1, xJ,1)
)(ˆ
dφJ,2 cos(mφJ,2)Cˆ
(2)
n,ν(kJ,2, xJ,2)
)
+
(ˆ
dφJ,1 sin(mφJ,1)Cˆ
(1)
n,ν(kJ,1, xJ,1)
)(ˆ
dφJ,2 sin(mφJ,2)Cˆ
(2)
n,ν(kJ,2, xJ,2)
)]
.
(2.17)
After a little bit of simple algebra we end up with
Cm = (4− 3δm,0)
ˆ
dν Cm,ν(|kJ,1|, xJ,1)C∗m,ν(|kJ,2|, xJ,2)
(
sˆ
s0
)ω(m,ν)
. (2.18)
Here we have defined
Cm,ν(|kJ |, xJ) =
ˆ
dφJ d
2kdx f(x)V (k, x)Em,ν(k) cos(mφJ). (2.19)
The origin of the factor (4 − 3δm,0) in Eq. (2.18) is twofold. Firstly the integration over
φJ leads to a δm,|n|. Secondly when using the addition formula for cos(mϕ) to disentangle
φJ,1 and φJ,2 also coefficients with sine instead of cosine are generated. While for m = 0
they vanish, for m 6= 0 they give the same contribution as those with the cosine.
Inserting Eq. (2.3) into Eq. (2.19), we obtain for the LL Mueller Navelet jet vertices
in conformal space
C(LL)m,ν (|kJ |, xJ ) =
αsCA/F
2
(
k2J
)iν−1
xJfa(xJ)(1 + δm,0). (2.20)
It is worth to note, that C
(LL)
m,ν depends on m only in a trivial way (1+ δm,0) such that
the azimuthal correlations (2.9) do not depend on the PDFs at all. In the following section
we will see, that this changes when one takes into account the NLL corrections to the jet
vertices.
– 5 –
3. NLL calculation
The master formulae of the LL calculation (2.18, 2.19) will also be used for the NLL
calculation. Even though the vertices do not simplify as drastically as in the LL case,
we gain the possibility to calculate for a limited number of m the coefficients Cm,ν as
universal grids in ν. In transverse momentum space one would need a two dimensional grid.
Moreover, at NLL there are some contributions with an additional transverse momentum
integration, such that some contributions would be analytic functions in e.g. k1 while other
would be proportional to distributions like δ(2)(k1 − kJ,1).
3.1 Strong coupling, renormalization scheme and PDFs at NLL
Based on the MS renormalization scheme, we use the MSTW 2008 PDFs [16] and the
two-loop strong coupling in the following form:
αs(µ
2
R) =
1
b0L
(
1 +
b1
b20
lnL
L
)
, (3.1)
with L = lnµ2R/Λ
2
QCD, and
b0 =
33− 2Nf
12pi
, b1 =
153 − 19Nf
24pi2
. (3.2)
In the following αs or α¯s without argument is to be understood as αs(µ
2
R) or α¯s(µ
2
R)
respectively. Since in the MSTW 2008 PDFs µR and µF are set to be equal, for a consistent
calculation we are forced to perform this identification throughout the whole calculation
as well.
3.2 Jet vertices at NLL
To calculate the coefficients Cm,ν (2.19) at next to leading order level, we take for Va(k, x)
instead of just the leading order result V (0)(k, x) (2.3) the full NLL vertex
Va(k, x) = V
(0)
a (k, x) + αsV
(1)
a (k, x). (3.3)
The matrix elements needed to calculate the Mueller Navelet jet vertex at next to leading
order – namely the partonic 2→ 3 process at tree level and the partonic 2→ 2 process at
one loop level – are known for a long time. The separation of collinear singularities (to be
absorbed by renormalized PDFs) from the BFKL large logarithms in s was performed by
Bartels, Vacca and one of us [13, 14] in terms of a generic and infrared-safe jet algorithm.
In this paper, we shall apply such procedure to a concrete jet algorithm, namely the cone
algorithm, as will be explained in Sec. 3.2.1.
We will build on the results obtained in Ref. [13, 14] using their notation as well, but
we correct an inconsistency in the treatment of the collinear cutoff parameter Λ which later
is identified with the factorization scale µF . In the ‘real’ CF term the authors rescale the
transverse momentum which is integrated over but do not adapt the cutoff parameter Λ.
The correction of this point does not change the singular terms, and all the discussion of
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the arrangement of divergences and subtractions remains unchanged. However the finite
part of the subtraction changes such that beside the cutoff functions also the ‘virtual’ part
of the vertex changes, e.g. the term proportional to
(
ln(1−z)
1−z
)
+
vanishes completely. 1
The final expressions for the NLL correction to the vertices read:
V (1)g (k, x)
=
[(
11
6
CA
pi
− 1
3
Nf
pi
)
ln
k2
Λ2
+
(
pi2
4
− 67
36
)
CA
pi
+
13
36
Nf
pi
− b0 ln k
2
µ2
]
V (0)g (k, x)
+
ˆ
dz
Nf
pi
CF
CA
z(1− z)V (0)g (k, xz)
+
Nf
pi
ˆ
d2k′
pi
ˆ 1
0
dz Pqg(z)
[
h
(0)
q (k′)
(k− k′)2 + k′2S
(3)
J (k
′,k− k′, xz;x)
− 1
k′2
Θ(Λ2 − k′2)V (0)q (k, xz)
]
+
Nf
2pi
ˆ
d2k′
pi
ˆ 1
0
dz Pqg(z)
NCA(
(1− z)k− k′)2
[
z(1 − z) (k − k
′) · k′
(k − k′)2k′2S
(3)
J (k
′,k− k′, xz;x)
− 1
k2
Θ
(
Λ2 − ((1− z)k− k′)2)S(2)J (k, x)
]
+
CA
pi
ˆ 1
0
dz
1− z [(1− z)P (1 − z)]
ˆ
d2l
pil2
×
{
NCA
l2 + (l− k)2
[
S(3)J (zk+ (1− z)l, (1 − z)(k− l), x(1 − z);x)
+ S(3)J (k− (1− z)l, (1 − z)l, x(1 − z);x)
]
−Θ
(
Λ2
(1− z)2 − l
2
)[
V (0)g (k, x) + V
(0)
g (k, xz)
]}
−2CA
pi
ˆ 1
0
dz
1− z
ˆ
d2l
pil2
[
NCA
l2 + (l− k)2S
(2)
J (k, x)−Θ
(
Λ2
(1− z)2 − l
2
)
V (0)g (k, x)
]
+
CA
pi
ˆ
d2k′
pi
ˆ 1
0
dz
[
P (z)
(
(1− z) (k− k
′) · ((1− z)k− k′)
(k− k′)2((1− z)k− k′)2h(0)g (k′)
× S(3)J (k′,k− k′, xz;x) −
1
k′2
Θ(Λ2 − k′2)V (0)g (k, xz)
)
− 1
z(k− k′)2Θ
(|k− k′| − z(|k− k′|+ |k′|))V (0)g (k′, x)
]
. (3.4)
1We note a misprint in equation (105) of Ref. [13]: in the ‘real’ CA term the expression q− k must be
replaced by q− zk both in numerator and in the denominator. Just after it, +− is to be interpreted as −.
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V (1)q (k, x)
=
[(
3
2
ln
k2
Λ2
− 15
4
)
CF
pi
+
(
85
36
+
pi2
4
)
CA
pi
− 5
18
Nf
pi
− b0 ln k
2
µ2
]
V (0)q (k, x)
+
ˆ
dz
(
CF
pi
1− z
2
+
CA
pi
z
2
)
V (0)q (k, xz)
+
CA
pi
ˆ
d2k′
pi
ˆ
dz
[
1 + (1− z)2
2z
×
(
(1− z) (k− k
′) · ((1− z)k− k′)
(k− k′)2((1− z)k− k′)2h(0)q (k′)S(3)J (k′,k− k′, xz;x)
− 1
k′2
Θ(Λ2 − k′2)V (0)q (k, xz)
)
− 1
z(k− k′)2Θ
(|k− k′| − z(|k− k′|+ |k′|))V (0)q (k′, x)
]
+
CF
2pi
ˆ
dz
1 + z2
1− z
ˆ
d2l
pil2
×
[
NCF
l2 + (l− k)2
(
S(3)J (zk+ (1− z)l, (1 − z)(k− l), x(1 − z);x)
+ S(3)J (k− (1− z)l, (1 − z)l, x(1 − z);x)
)
−Θ
(
Λ2
(1− z)2 − l
2
)(
V (0)q (k, x) + V
(0)
q (k, xz)
) ]
−2CF
pi
ˆ
dz
(
1
1− z
)ˆ
d2l
pil2
[
NCF
l2 + (l− k)2S
(2)
J (k, x)
−Θ
(
Λ2
(1− z)2 − l
2
)
V (0)q (k, x)
]
, (3.5)
Here Nf denotes the number of active quark flavors, b0 = (11Nc − 2Nf )/(12pi), and N =
αs/
√
2. A priori, the factorization scale µF = Λ and the renormalization scale µR = µ are
independent of each other even though in the end we will set them equal.
3.2.1 Jet definition
For a concrete calculation of Mueller Navelet jet production one also has to choose a
concrete jet algorithm obeying the property of infra-red safety, as required by the general
– 8 –
procedure of Refs. [13, 14]. Two of the most common ones are the cone algorithm
S(3,cone)J (k′,k− k′, xz;x) = S(2)J (k, x) Θ
([ |k− k′|+ |k′|
max(|k− k′|, |k′|)Rcone
]2
− [∆y2 +∆φ2])
+ S(2)J (k− k′, xz) Θ
([
∆y2 +∆φ2
]− [ |k− k′|+ |k′|
max(|k− k′|, |k′|)Rcone
]2)
+ S(2)J (k′, x(1− z)) Θ
([
∆y2 +∆φ2
]− [ |k− k′|+ |k′|
max(|k− k′|, |k′|)Rcone
]2)
,
(3.6)
as it has been adapted for NLL calculation in Ref. [17], and the kT algorithm
S(3,kT )J (k′,k− k′, xz;x) = S(2)J (k, x) Θ
(
R2kT −
[
∆y2 +∆φ2
] )
+ S(2)J (k− k′, xz) Θ
( [
∆y2 +∆φ2
]−R2kT )
+ S(2)J (k′, x(1 − z)) Θ
( [
∆y2 +∆φ2
]−R2kT ), (3.7)
where
∆y =log
(
1− z
z
|k− k′|
|k′|
)
, ∆φ =arccos
k′(k− k′)√
k′2(k− k′)2
. (3.8)
In our study we will use the cone algorithm with a cone size of Rcone = 0.5 as it
probably will be used in a CMS analysis at the LHC [15].
3.2.2 LL subtraction and s0
The requirement of a BFKL calculation that the two scattering objects have a similar hard
scale is reflected by the fact that in this standard situation of BFKL physics the energy
scale s0 can be written as a product of two energy scales each assigned to one of these
scattering objects.
s0 =
√
s0,1s0,2. (3.9)
In Ref. [13, 14] the energy scale s0,i (assigned to the Mueller Navelet jet) was chosen as
(|kJ | + |kJ − k|)2. While k is integrated over, it is preferable to let s0 depend only on
external scales. Also sˆ = x1x2s is in fact not an external scale since the longitudinal
momentum fractions x1 and x2 are integrated over as well. Therefore, we want to change
to a new s′0:
s0,1 = (|kJ,1|+ |kJ,1 − k1|)2 → s′0,1 =
x21
x2J,1
k2J,1, (3.10)
s0,2 = (|kJ,2|+ |kJ,2 − k2|)2 → s′0,2 =
x22
x2J,2
k2J,2, (3.11)
sˆ
s0
→ sˆ
s′0
=
xJ,1xJ2s
|kJ,1| · |kJ,2| = e
yJ,1−yJ,2 ≡ eY , (3.12)
– 9 –
where we introduced the relative rapidity Y = yJ,1 − yJ,2 .
The energy scale s0 is a free parameter in the calculation. However, like for the
renormalization scale at NLL level a change of it does not go without consequences. In
fact, a change of s0 → s′0 in the Green’s function has to be accompanied by an according
correction term to the impact factors [18,19]:
ΦNLL(ki; s
′
0,i) = ΦNLL(ki; s0,i) +
ˆ
d2k′ΦLL(k′i)KLL(k′i,ki)
1
2
ln
s′0,i
s0,i
, (3.13)
with KLL being the LL BFKL kernel. Due to the Dirac delta distribution δ(1− xJ,i/xi) in
the jet algorithm inside Φ the ratio of longitudinal momentum fractions in s′0,i reduces to
1 and hence the logarithm in Eq. (3.13) vanishes for k′i = ki such that only the real part
of the kernel contributes.
To study the role of s0, we will investigate the effect when changing it. A subsequent
change of s0,i by just a factor λ can be easily performed at the very end because of the use
of BFKL eigenfunctions:
Cm,ν(|kJ |, xJ ; s′′0 = λs′0)− Cm,ν(|kJ |, xJ ; s′0)
=
ˆ
dφJ d
2k
ˆ
d2k′ dx f(x)V (0)(k′, x)K(k′,k)Em,ν(k) cos(mφJ )1
2
ln
s′′0
s′0
=
ˆ
dφJ
ˆ
d2k′ dx f(x)V (0)(k′, x)α¯sχ0
(
m,
1
2
+ iν
)
Em,ν(k
′) cos(mφJ)
1
2
lnλ
=α¯sχ0
(
m,
1
2
+ iν
)
C(LL)m,ν (|kJ |, xJ)
1
2
lnλ. (3.14)
The LL subtraction, i.e. the terms multiplied by Θ(|k − k′| − z(|k − k′| + |k′|)) in
Eqs. (3.5, 3.4), cancels some part in the limit of the additional emission having a big rapid-
ity distance to the jet. In fact, numerically this cancellation works very poorly due to an
azimuthal averaging which has been performed for the LL subtraction. A significant im-
provement can be obtained by omitting this averaging and introducing new LL subtraction
terms
V
(1)
q; LL subtraction =−
CA
pi2
1
z(k− k′)2
(k− k′)(k− k′ − zk′)
(k− k′)2(k− k′ − zk′)2V
(0)
q (k
′, x), (3.15a)
V
(1)
g; LL subtraction =−
CA
pi2
1
z(k− k′)2
(k− k′)(k− k′ − zk′)
(k− k′)2(k− k′ − zk′)2V
(0)
g (k
′, x). (3.15b)
As a consequence s0,i changes from s0,i = (|kJ,i|+ |kJ,i− ki|)2 to s0,i = (ki− 2kJ,i)2. It is
also possible to use
V˜
(1)
q; LL subtraction =−
CA
pi2
1
z(k− k′)2
(k− k′)(k− k′ − zk)
(k− k′)2(k− k′ − zk)2V
(0)
q (k
′, x), (3.16a)
V˜
(1)
g; LL subtraction =−
CA
pi2
1
z(k− k′)2
(k− k′)(k− k′ − zk)
(k− k′)2(k− k′ − zk)2V
(0)
g (k
′, x), (3.16b)
which are slightly inferior concerning the numerical performance but give a s0 change from
s0,i = (|kJ,i| + |kJ,i − ki|)2 to s0,i = k2J,i which already is close to the final s′0 making a
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correction term (Eq. (3.13)) needless since the ratio of longitudinal momentum fractions
in s′0,i effectively reduces to 1 as described above.
We have checked that all three possible subtraction terms after combining them with
the according correction term (3.13) lead to the same result. For reasons of numerical
performance we have chosen Eqs. (3.15) for the final calculation. As we nevertheless aim
for the final s′0 defined in Eq. (3.12) we still have to use the correction term introduced in
Eq. (3.13) additionally.
3.3 BFKL Green’s function at NLL
Last but not least, we also have to take the BFKL Green’s function at NLL level. The
key to the Green’s function is the BFKL kernel at NLL [20, 21]. While at LL the BFKL
equation is conformally invariant, at NLL it is not such that in fact the LL eigenfunctions
En,ν (2.10) are strictly speaking not eigenfunctions of the NLL kernel. Nevertheless, the
action of the NLL BFKL kernel on the eigenfunctions has been calculated in Ref. [22]. The
status of the En,ν being eigenfunctions formally can be saved if one accepts the eigenvalue
to become an operator containing a derivative with respect to ν [11,23,24]. In combination
with the impact factors the derivate acts on the impact factors and effectively leads to a
contribution to the eigenvalue which depends on the impact factors [11,23–25]:
ω(n, ν) = α¯sχ0
(
|n|, 1
2
+ iν
)
+ α¯2s
[
χ1
(
|n|, 1
2
+ iν
)
− pib0
2Nc
χ0
(
|n|, 1
2
+ iν
){
−2 lnµ2R − i
∂
∂ν
ln
Cn,ν(|kJ,1|, xJ,1)
Cn,ν(|kJ,2|, xJ,2)
}]
, (3.17)
where
χ1(n, γ) = Sχ0(n, γ) + 3
2
ζ(3)− β0
8Nc
χ20(n, γ)
+
1
4
[
ψ′′
(
γ +
n
2
)
+ ψ′′
(
1− γ + n
2
)
− 2φ(n, γ)− 2φ(n, 1 − γ)
]
− pi
2 cos(piγ)
4 sin2(piγ)(1 − 2γ)
{[
3 +
(
1 +
Nf
N3c
)
2 + 3γ(1 − γ)
(3− 2γ)(1 + 2γ)
]
δn,0
−
(
1 +
Nf
N3c
)
γ(1− γ)
2(3− 2γ)(1 + 2γ)δn,2
}
, (3.18)
with the constant S = (4 − pi2 + 5β0/Nc)/12. ζ(n) =
∑∞
k=1 k
−n is the Riemann zeta
function while the function φ reads
φ(n, γ) =
∞∑
k=0
(−1)k+1
k + γ + n2
(
ψ′(k + n+ 1)− ψ′(k + 1)
+ (−1)k+1 [β′(k + n+ 1) + β′(k + 1)]+ ψ(k + 1)− ψ(k + n+ 1)
k + γ + n2
)
, (3.19)
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with
β′(γ) =
1
4
[
ψ′
(
1 + γ
2
)
− ψ′
(γ
2
)]
. (3.20)
At NLL accuracy, only the leading order vertex coefficients (2.20) enter in the derivative
term of (3.17):
−2 lnµ2R − i
∂
∂ν
ln
C
(LL)
n,ν (|kJ,1|, xJ,1)(
C
(LL)
n,ν (|kJ,2|, xJ,2)
)∗ = 2 ln |kJ,1| · |kJ,2|µ2R . (3.21)
3.3.1 Collinear improved Green’s function
There are methods to improve the NLL BFKL kernel for n = 0 by imposing compatibility
with the DGLAP equation [26–29] in the collinear limit [30–33]. They are known under
the name ω-shift because essentially poles in γ = 1/2 + iν and 1 − γ are shifted by ω/2
with some compensation terms ensuring that the result is not changed at fixed order
(having in mind that ω ∼ α¯sχ0). The different attempts are very similar, and here we
use the most transparent method presented in [30]. In fact, based on previous experience
[11,25,34] we use scheme 3 of [30]. The new kernel α¯sχ
(1)(γ, ω) with shifted poles replaces
α¯sχ0(γ, 0) + α¯
2
sχ1(γ, 0) and ω(0, ν) is obtained by solving the implicit equation
ω(0, ν) = α¯sχ
(1)(γ, ω(0, ν)) (3.22)
for ω(n, ν) numerically.
In general the additional ν-derivative term makes it necessary to recalculate the coef-
ficients d1,k (defined in Ref. [30]) but in our case the LL vertex does not contain any poles
in γ nor in 1−γ leaving the coefficients d1,k unchanged 2. By introducing an ω dependence
in the eigenvalue the pole in (2.14) is no longer a simple one such that the residue in fact
reads
G0,0,ν1,ν2(sˆ) =
1− ∂χ(1)(12 + iν1, ω)
∂ω
∣∣∣∣∣
ω=ω(0,ν1)
−1( sˆ
s0
)ω(0,ν1)
δ(ν1 − ν2). (3.23)
3.3.2 Approximate energy-momentum conservation in BFKL
We would like to finish this section with the following important observation. Energy-
momentum conservation is not fulfilled in any truncated BFKL treatment (i.e. LL BFKL,
or NLL BFKL, etc.) while it is preserved in any truncated fixed order treatment a` la
DGLAP (LO, NLO, etc.). Our approach uses a semi-analytical resummed solution of the
BFKL equation at NLL and does not allow, in a direct way, for the implementation of a
procedure based on the iteration of the BFKL kernel (in the spirit of Ref. [9]) in which
energy-momentum conservation could be imposed step by step. Exact energy-momentum
2The same is true for the NLL vertex (except for the s0-correction term (3.13)) as can be seen by
using a closed contour in γ-plane around 0 or around 1, and numerically integrating integer powers of γ or
1− γ times the vertex. Based on Cauchy’s formula – used here in reverse manner – one can then obtain a
numerical evaluation of the residue of arbitrary order, and show that they actually vanish.
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conservation is beyond the scope of our pure BFKL treatment. Therefore, our results are
expected to be valid only in a limited range of relative rapidity between the two Mueller
Navelet jets, away from the kinematical bounds. Nevertheless, this violation within BFKL
approach is less dramatic when going further in the truncation (note that BFKL and
DGLAP are expected to converge to same result when going higher and higher in the order
of perturbation). We thus expect that in the region far from the kinematical limit, such
energy-momentum conservation effects would not introduce significant corrections to our
NLL BFKL results.
4. Results
We now present results for the LHC at the design center of mass energy
√
s = 14TeV.
Motivated by a recent CMS study [15] we restrict the rapidities of the Mueller Navelet jets
to the region 3 < |yJ | < 5. We shall show the differential cross section with respect to the
relative rapidity variable Y = yJ,1 − yJ,2 which therefore takes values between 6 and 10.
Note that, since the maximum possible rapidity of a jet with 50 GeV of transverse energy
(see below) is ymax = 5.6, values of Y ≃ 10 are quite close to the kinematical boundary
and the corresponding predictions may suffer some uncertainties because of the fact that
momentum conservation is not exactly fulfilled in this BFKL approach.
We consider Mueller Navelet jets with |kJ | = 35GeV, and |kJ | = 50GeV respectively.
Due to our method of calculation and the factorization between the two Mueller Navelet
jets we can can combine the building blocks to two symmetric scenarios (|kJ,1| = |kJ,2| =
35GeV or |kJ,1| = |kJ,2| = 50GeV) and one asymmetric scenario of |kJ,1| = 35GeV,
|kJ,2| = 50GeV (plus the ‘mirrored’ process |kJ,1| = 50GeV, |kJ,2| = 35GeV) even though
in doing so one mixes different choices for µR. But since αs only varies by ∼ 4% between
35GeV and 50GeV we give the according result as well.
In Ref. [35] it is argued based on Ref. [36] that imposing |kJ,1| > E, |kJ,2| > E+D for
D → 0 large logarithms of non-BFKL origin make a fixed order calculation unstable. Even
though in a pure BFKL framework these logarithms do not show up at all, they – and
their resummation – might be of significant impact on the result of a BFKL calculation.
Therefore, D 6= 0 is preferred also in the BFKL framework to be safe from these unknown
contributions. However, we start the presentation of our result with these symmetric sce-
narios but in order to be conservative and to avoid the region where initial state radiations
might require peculiar treatment involving resummations a` la Sudakov, which are beyond
the scope of our work (and not implemented in fixed NLO calculation neither), we will close
in Sec. 4.3 with our results in the asymmetric case for which such resummations effects are
clearly not required.
In all cases we choose the number of active flavors to be five (Nf = 5) with ΛQCD =
221.2MeV such that αs(M
2
Z) = 0.1176.
The Monte Carlo integration [37] itself is error-prone. This error in Monte Carlo
integration can be reduced to less than 1% with a large number of sample points, so as to
be practically negligible in comparison with other sources of uncertainties. In practice, due
– 13 –
to hardware/ time limitations we will display results for a Monte Carlo integration setup
(for details see Sec. A.2) which aims for an accuracy of the order of 1%.
However, as we show in what follows, there are more serious uncertainties due to the
renormalization scale µR which we choose as µR =
√|kJ,1| · |kJ,2|. To study the dependence
on it we vary µR by factors 2 and 1/2 respectively. The same we do for the energy scale√
s0. We investigate the effect of the uncertainty of PDFs for asymmetric errors as defined
in Eqs. (51,52) of [16] with the eigenvector set ensuring all data sets being described within
their 90% confidence level limits.
Below we present our results. The logic of their presentation is the following. For each
kinematical situation, we discuss the physical observables and their uncertainties: cross-
section encoded in C0, azimuthal decorrelation encoded in C1/C0, C2/C1 and C2/C1 .We then
give further details on the additional underlying quantities C1 , C2 . We use the same color
coding for all plots, namely blue shows the pure LL result, brown the pure NLL result,
green the combination of LL vertices with the collinear improved NLL Green’s function,
red the full NLL vertices with the collinear improved NLL Green’s function. Whenever
we show curves for scales µR = µF or s0 changed by factors 2 or 1/2, the thick curve
corresponds to the scale changed by factor 2.
4.1 |kJ,1| = |kJ,2| = 35GeV
Thus the first thing to look at is the differential cross section as defined in Eq. (2.8). The
result of our calculation is shown in Fig. 3 (the according tabled values are shown in Tab. 1
in the Appendix). The decrease of the cross section at large values of Y & 7 is mostly an
effect of the upper kinematical cut on the rapidity of the single jets. This is true also for
the coefficients C1 and C2 in Figs. 16 and 19.
The purely numerical error due to the Monte Carlo integration of the NLL vertices
is mainly below 2% (see Fig. 5), and only for very large Y of the order of 2 − 5%. We
varied the renormalization and factorization scale by factors 2 and 1/2 to investigate the µR
dependence. A full scan over this interval is not possible due to the CPU time consumption
of the evaluation for a single choice of µR. The results are displayed in Fig. 4. As one would
expect, the full NLL result depends less on µR than the LL result or the combination of
LL vertices with resummed NLL Green’s function which was so far state-of-the-art [11,12].
However, the results obtained for the three choices of µR studied here seem to suggest that,
as expected, after inclusion of the NLL vertices the µR dependence is no longer monotone
and flattens out, resulting in higher stability of NLL results. Another important scale is
the energy s0 introduced by the Mellin transformation from energy to ω space which is
necessary to formulate the BFKL equation. Like µR it is an artificial scale which in an all
order calculation would not affect the result. Indeed, the dependence is reduced when the
NLL corrections to the vertices are taken into account (see Fig. 4).
The dependence on PDF uncertainties is shown in Fig. 5. This significant sensitivity
is almost identical for pure LL, pure NLL, combined LL vertices with collinear improved
NLL Green’s function and for full NLL vertices combined with the collinear improved NLL
Green’s function.
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The azimuthal decorrelation, described by coefficients defined in Eq. (2.9), has often
be predicted to be a striking feature of BFKL physics. Our results displayed in Fig. 6 for
〈cosϕ〉 and in Fig. 10 for 〈cos 2ϕ〉 explicitly show that our inclusion of NLL vertices leads
to an enormous correlation in the azimuthal angle (for completeness our results for C1 and
C2 coefficients alone are displayed respectively in Fig. 16 and Fig. 19).
In particular, 〈cosϕ〉 shown in Fig. 6 is rather close to the typical values predicted by
LO-DGLAP Monte Carlos Pythia [38] and Herwig [39], used for CMS studies [15]. Note
that Herwig has the tendency to predict more decorrelation, presumably because since
it implements more radiations than Pythia, it has the phenomenological effect to involve
some kind of NLO-DGLAP corrections, which enhance the decorrelation. The various
sources of uncertainty of our results are shown for 〈cosϕ〉 in Fig. 7 (variation of µR = µF ),
Fig. 8 (variation of s0), and for 〈cos 2ϕ〉 in Fig. 11, and Fig. 12 accordingly.
Not only is the Y dependence much flatter for the NLL vertices. But the mean value
for cosϕ itself is very close to 1, especially for the NLL calculation including the collinear
improved Green’s function. Actually, in the collinear improved approach and for low values
of µR, 〈cosϕ〉 = C1/C0 can exceed unity. This feature has to be ascribed to the fact that
the collinear improvement is justified and applied only to the n = 0 conformal spin of the
kernel, with the effect of lowering C0 in a large region of the phase space, while keeping
C1 unchanged. For this reason, the predictions of angular dependent quantities are more
trustable in the pure NLL approach (without collinear resummation).
The µR dependence of C1/C0 (see Fig. 7) is puzzling, but has to be considered as a
consequence of the C0 and C1 dependencies in Figs. 4 and 17 respectively. A similar behavior
can be observed for the s0 dependence (see Fig. 8 for C1/C0 and Fig. 4 and Fig. 17 for C0
and C1 respectively). While the µR and s0 dependences for C0 and C1 are significantly
reduced by the inclusion of the NLL vertices, in the ratio this is only true if compared to
the pure LL calculation. The combination of LL vertices and NLL collinear improved NLL
Green’s function is less sensitive on changes of s0 or µR. The reason for this surprising
‘weakness’ of the NLL result is that the changes of the LL vertices when changing s0 or
µR are not very sensitive on n such that ratios of LL vertices are very stable against scale
changes. In contrast, the NLL correction – especially the LL subtraction – is very large
(and negative) for the n = 0 component while of minor significance for n > 0 such that
effects of a scale change for NLL vertices do not vanish by considering ratios Cn/C0. The
special role of n = 0 becomes apparent if one compares the situation to Cn 6=0/Cm6=0 (see
Figs. 15, 14) where the expected advantage of the full NLL calculation is clearly visible.
For both scales, the curves exceeding 1 belong to smaller scales (in the calculation
with the collinear improved Green’s function) which seem to be very disfavored in full
NLL BFKL calculations as already discussed in [23,40,41]. The dependence on the PDFs
completely drops out for LL vertices, and also for NLL vertices it is negligible as can be
seen in Fig. 9.
A similar rather large dependency on µR = µF and s0 is obtained for C2/C0 , although
it does not lead to values of 〈cos 2ϕ〉 close to 1, as can be seen from Figs. 11, 12, based on
detailed studies of coefficients C0 and C2 displayed respectively in Figs. 4 and 20.
In Ref. [11] it has been proposed to also study other observables Cm/Cn withm 6= 0 6= n.
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This is motivated by the fact that the main source of uncertainty of the Green’s function
is associated with the n = 0 component. This observation is not altered by the inclusion
of NLL vertices, as we display in Figs. 13-15. Moreover, Fig. 14 shows that the effect
of changing µR = µF leads to modifications of similar size for pure NLL and combined
LL vertices with NLL Green’s function predictions, while the changing of s0 (see Fig. 15)
leads to a reduced dependency with respect to s0 of the pure NLL prediction. The PDF
dependence for all ratios Cm/Cn cancels in the same manner such that there is no use
plotting it more than once (see Fig. 9 for C1/C0).
A priori, one would expect the numeric uncertainties for the Cn>0 calculations including
the NLL vertices to be larger because the coefficients Cn,ν contain an azimuthal integration
which in the case of n = 0 becomes trivial while for n > 0 has to be carried out. This is
indeed true for the NLL corrections alone, but since these corrections are more significant
for n = 0 than for n > 0, in the sum together with the error-free LL vertices the opposite
turns out to be true (the Monte Carlo errors are smaller than 1% for C1,2 as shown in
Figs. 18, and 21 respectively).
We would like to draw the reader’s attention to the analogous effects for the kernel.
For both the BFKL kernel and the Mueller Navelet vertices the NLL corrections to the
n = 0 component around ν = 0 are very large and negative while the relative corrections
for n > 0 are positive, much smaller than for n = 0 and slowly increasing with n.
Finally, for other kinematical configurations to be discussed below, the same kind of
PDF uncertainties appear, and Monte Carlo errors are of similar order. Because of that,
we will not display the corresponding curves.
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Figure 3: Differential cross section in dependence on Y for |kJ,1| = |kJ,2| = 35GeV. The errors
due to the Monte Carlo integration – though hardly visible – are given as error bands. The tabled
values are shown in Tab. 1. Blue shows the pure LL result, brown the pure NLL result, green the
combination of LL vertices with the collinear improved NLL Green’s function, red the full NLL
vertices with the collinear improved NLL Green’s function. The same color coding is used in all
subsequent plots.
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Figure 4: Relative effect of changing µR = µF by factors 2 (thick) and 1/2 (thin) respectively
(left), and
√
s0 (right) by factors 2 (thick) and 1/2 (thin) resp. on the differential cross section in
dependence on Y for |kJ,1| = |kJ,2| = 35GeV. The tabled values are shown in Tabs. 2 and 3.
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Figure 5: Relative effect of the PDF (left) and Monte Carlo (right) errors on the differential cross
section in dependence on Y for |kJ,1| = |kJ,2| = 35GeV. The tabled values are shown in Tabs. 4
and 1.
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Figure 6: 〈cosϕ〉 in dependence on Y for |kJ,1| = |kJ,2| = 35GeV. The errors due to the Monte
Carlo integration are given as error bands. The tabled values are shown in Tab. 5. As dots are
shown the results of Ref. [15] obtained with Pythia [38]. As squares are shown the results of
Ref. [15] obtained with Herwig [39].
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Figure 7: Effect of changing µR = µF by factors 2 and 1/2 respectively on 〈cosϕ〉 in dependence
on Y for |kJ,1| = |kJ,2| = 35GeV. The tabled values are shown in Tab. 6
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Figure 8: Effect of changing
√
s0 by factors 2 and 1/2 respectively on 〈cosϕ〉 in dependence on Y
for |kJ,1| = |kJ,2| = 35GeV. The tabled values are shown in Tab. 7.
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Figure 9: Effect of the PDF errors on 〈cosϕ〉 in dependence on Y for |kJ,1| = |kJ,2| = 35GeV.
The tabled values are shown in Tab. 8.
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Figure 10: 〈cos 2ϕ〉 in dependence on Y for |kJ,1| = |kJ,2| = 35GeV. The errors due to the Monte
Carlo integration are given as error bands. The tabled values are shown in Tab. 9.
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Figure 11: Effect of changing µR = µF by factors 2 and 1/2 respectively on 〈cos 2ϕ〉 in dependence
on Y for |kJ,1| = |kJ,2| = 35GeV. The tabled values are shown in Tab. 10.
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Figure 12: Effect of changing
√
s0 by factors 2 and 1/2 respectively on 〈cos 2ϕ〉 in dependence on
Y for |kJ,1| = |kJ,2| = 35GeV. The tabled values are shown in Tab. 11.
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Figure 13: 〈cos 2ϕ〉/〈cosϕ〉 in dependence on Y for |kJ,1| = |kJ,2| = 35GeV. The errors due to
the Monte Carlo integration – though hardly visible – are given as error bands. The tabled values
are shown in Tab. 12.
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Figure 14: Effect of changing µR = µF by factors 2 and 1/2 respectively on 〈cos 2ϕ〉/〈cosϕ〉 in
dependence on Y for |kJ,1| = |kJ,2| = 35GeV. The tabled values are shown in Tab. 13.
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Figure 15: Effect of changing
√
s0 by factors 2 and 1/2 respectively on 〈cos 2ϕ〉/〈cosϕ〉 in depen-
dence on Y for |kJ,1| = |kJ,2| = 35GeV. The tabled values are shown in Tab. 14.
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Figure 16: Coefficient C1 in dependence on Y for |kJ,1| = |kJ,2| = 35GeV. The errors due to the
Monte Carlo integration – though hardly visible – are given as error bands. The tabled values are
shown in Tab. 15.
7 8 9 10
-0.4
-0.2
0.2
0.4
0.6
0.8
7 8 9 10
-0.2
-0.1
0.1
0.2
0.3
PSfrag replacements δC1
[
nb
GeV2
]
δC1
[
nb
GeV2
]
YY
Figure 17: Relative effect of changing µR = µF by factors 2 and 1/2 respectively (left), and
√
s0
(right) by factors 2 and 1/2 respectively on the coefficient C1 in dependence on Y for |kJ,1| =
|kJ,2| = 35GeV. The tabled values are shown in Tabs. 16 and 17.
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Figure 18: Relative effect of the PDF (left) and Monte Carlo (right) errors on the coefficient C1
in dependence on Y for |kJ,1| = |kJ,2| = 35GeV. The tabled values are shown in Tabs. 18 and 15.
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Figure 19: Coefficient C2 in dependence on Y for |kJ,1| = |kJ,2| = 35GeV. The errors due to the
Monte Carlo integration – though hardly visible – are given as error bands. The tabled values are
shown in Tab. 19.
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Figure 20: Relative effect of changing µR = µF by factors 2 and 1/2 respectively (left), and
√
s0
(right) by factors 2 and 1/2 respectively on the coefficient C2 in dependence on Y for |kJ,1| =
|kJ,2| = 35GeV. The tabled values are shown in Tabs. 20 and 21.
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Figure 21: Relative effect of the PDF (left) and Monte Carlo (right) errors on the coefficient C2
in dependence on Y for |kJ,1| = |kJ,2| = 35GeV. The tabled values are shown in Tabs. 22 and 19.
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4.2 |kJ,1| = |kJ,2| = 50GeV
Going to larger jet scales, we meet more or less the same advantages and problems as
for 35GeV. Again we start with the differential cross section (2.8). The result is shown
in Fig. 22 (the according tabled values are shown in Tab. 23 in the Appendix). The
dependences with respect to µR, and s0 are displayed in Fig. 23.
The azimuthal decorrelation is displayed in Fig. 24 for 〈cosϕ〉 and in Fig. 27 for
〈cos 2ϕ〉 , again explicitly showing that inclusion of NLL vertices leads to an enormous
correlation in the azimuthal angle (for completeness our results for C1 and C2 coefficients
alone are displayed respectively in Fig. 33 and Fig. 35). Here, the angular correlation even
has the tendency to increase with growing rapidity Y . This might be interpreted as the
effect of stronger limited phase space for additional emissions at large energies and large
transverse momenta of the produced jets (Note, that the cross section is a factor ∼ 10
smaller at Y = 6 compared to the previous configuration, and a factor ∼ 100 smaller at
Y = 10).
The various sources of uncertainty of our results are shown for 〈cosϕ〉 in Fig. 25
(variation of µR = µF ), Fig. 26 (variation of s0), and for 〈cos 2ϕ〉 in Fig. 28 (variation of
µR = µF ), Fig. 29 (variation of s0).
The scale dependences of C1/C0 (see Figs. 25, and 26) as well as of C0 (see Fig. 23)
and C1 (see Fig. 34) alone reveal the same basic features as before, namely a non-monotone
scale dependence of the NLL corrections and (more serious) unphysical results for 〈cosϕ〉
in case of the resummed NLL prediction for small s0 and/ or µR = µF scales.
A similar rather large dependency on µR = µF and s0 is obtained for C2/C0, as can
be seen from Figs. 28, 29, based on detailed studies of coefficients C0 and C2 displayed
respectively in Fig. 23 and Fig. 36.
The problematic behavior for smaller scales of s0 and/ or µR is more dramatic for
|kJ,1| = |kJ,2| = 50GeV (see e.g Figs. 25, 26, 28, 29). Especially the µR dependence (see
Fig. 25 seems to indicate that already the a priori natural scale µR = |kJ | is too small.
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Figure 22: Differential cross section in dependence on Y for |kJ,1| = |kJ,2| = 50GeV. The errors
due to the Monte Carlo integration – though hardly visible – are given as error bands. The tabled
values are shown in Tab. 23.
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Figure 23: Relative effect of changing µR = µF by factors 2 and 1/2 respectively (left), and
√
s0
(right) by factors 2 and 1/2 respectively on the differential cross section in dependence on Y for
|kJ,1| = |kJ,2| = 50GeV. The tabled values are shown in Tabs. 24 and 25.
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Figure 24: 〈cosϕ〉 in dependence on Y for |kJ,1| = |kJ,2| = 50GeV. The errors due to the Monte
Carlo integration are given as error bands. The tabled values are shown in Tab. 26.
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Figure 25: Effect of changing µR = µF by factors 2 and 1/2 respectively on 〈cosϕ〉 in dependence
on Y for |kJ,1| = |kJ,2| = 50GeV. The tabled values are shown in Tab. 27.
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Figure 26: Effect of changing
√
s0 by factors 2 and 1/2 respectively on 〈cosϕ〉 in dependence on
Y for |kJ,1| = |kJ,2| = 50GeV. The tabled values are shown in Tab. 28.
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Figure 27: 〈cos 2ϕ〉 in dependence on Y for |kJ,1| = |kJ,2| = 50GeV. The errors due to the Monte
Carlo integration are given as error bands. The tabled values are shown in Tab. 29.
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Figure 28: Effect of changing µR = µF by factors 2 and 1/2 respectively on 〈cos 2ϕ〉 in dependence
on Y for |kJ,1| = |kJ,2| = 50GeV. The tabled values are shown in Tab. 30.
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Figure 29: Effect of changing
√
s0 by factors 2 and 1/2 respectively on 〈cos 2ϕ〉 in dependence on
Y for |kJ,1| = |kJ,2| = 50GeV. The tabled values are shown in Tab. 31.
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Figure 30: 〈cos 2ϕ〉/〈cosϕ〉 in dependence on Y for |kJ,1| = |kJ,2| = 50GeV. The errors due to
the Monte Carlo integration – though hardly visible – are given as error bands. The tabled values
are shown in Tab. 32.
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Figure 31: Effect of changing µR = µF by factors 2 and 1/2 respectively on 〈cos 2ϕ〉/〈cosϕ〉 in
dependence on Y for |kJ,1| = |kJ,2| = 50GeV. The tabled values are shown in Tab. 33.
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Figure 32: Effect of changing
√
s0 by factors 2 and 1/2 respectively on 〈cos 2ϕ〉/〈cosϕ〉 in depen-
dence on Y for |kJ,1| = |kJ,2| = 50GeV. The tabled values are shown in Tab. 34.
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Figure 33: Coefficient C1 in dependence on Y for |kJ,1| = |kJ,2| = 50GeV. The errors due to the
Monte Carlo integration – though hardly visible – are given as error bands. The tabled values are
shown in Tab. 35.
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Figure 34: Relative effect of changing µR = µF by factors 2 and 1/2 respectively (left), and
√
s0
(right) by factors 2 and 1/2 respectively on the coefficient C1 in dependence on Y for |kJ,1| =
|kJ,2| = 50GeV. The tabled values are shown in Tabs. 36 and 37.
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Figure 35: Coefficient C2 in dependence on Y for |kJ,1| = |kJ,2| = 50GeV. The errors due to the
Monte Carlo integration – though hardly visible – are given as error bands. The tabled values are
shown in Tab. 38.
7 8 9 10
-0.4
-0.2
0.2
0.4
0.6
0.8
7 8 9 10
-0.2
0.2
0.4
PSfrag replacements δC2
[
nb
GeV2
]
δC2
[
nb
GeV2
]
YY
Figure 36: Relative effect of changing µR = µF by factors 2 and 1/2 respectively (left), and
√
s0
(right) by factors 2 and 1/2 respectively on the coefficient C2 in dependence on Y for |kJ,1| =
|kJ,2| = 50GeV. The tabled values are shown in Tabs. 39 and 40.
– 29 –
4.3 |kJ,1| = 35GeV, |kJ,2| = 50GeV
We end up with the consideration of the asymmetric case, which we investigate in order
to provide a comparison with NLO-DGLAP predictions [42] obtained through the NLO-
DGLAP partonic generator Dijet [43]. These prediction are very sensitive to the precise
compensation between the real and the virtual contribution, and a symmetric cut leads to
some kind of Sudakov resummation effects which are not completely under control at the
moment [44], even leading to a negative cross-section for |kJ,1| = |kJ,2| = 35GeV. These
prediction are much more stable in the asymmetric configuration. Our own predictions
for the cross-section, for 〈cosϕ〉 , 〈cos 2ϕ〉 , and 〈cos 2ϕ〉/〈cos ϕ〉 are given respectively in
Figs. 37, 39, 42 and 45.
Due to the factorization, the sensitivity of our prediction with respect to s0, µR is
similar to the two previous symmetrical configurations, as shown in Figs. 38 for C0, in
Figs. 40, 41 for C1/C0 , in Figs. 43, 44 for C2/C0 and in Figs. 46, 47 for C2/C1. In Figs. 48,
49 and Figs. 50, 51, detailed studies for separate coefficients C1 and C2 are displayed.
One sees from Fig. 37 that our pure NLL prediction, as well as our resummed NLL
prediction, are a bit below the NLO-DGLAP prediction, while the LL prediction is much
higher than the NLO-DGLAP prediction. The combined LL vertices plus resummed NLL
Green’s function is rather close to the NLO-DGLAP prediction. One may expect that
including higher order corrections in both DGLAP and BFKL approaches would make
them converging. We note however that comparing both kinds of treatment should be
done with some cautious. Indeed, the NLO-DGLAP involves scales which are smaller than
the scale which we consider: we take µR =
√|kJ,1| · |kJ,2| which is similar to (|kJ,1| +
|kJ,2|)/2, while the NLO-DGLAP calculation uses the scale (|kJ,1| + |kJ,2|)/4 . Changing
this scale from (|kJ,1| + |kJ,2|)/4 to (|kJ,1| + |kJ,2|)/8 leads to a variation of the order
of 5% in the NLO-DGLAP prediction. Our treatment, especially when considering the
azimuthal decorrelation, favors higher scales, like
√|kJ,1| · |kJ,2| ∼ (|kJ,1| + |kJ,2|)/2 or
even 2
√|kJ,1| · |kJ,2| ∼ |kJ,1|+ |kJ,2| .
The azimuthal decorrelation, which is expected to be the best signal, is predicted to
be similar in magnitude and shape both from our pure NLL prediction and our resummed
NLL prediction and from the NLO-DGLAP approach, as can be seen from Figs. 39 and
42. Note however that the uncertainties of our predictions are rather high. Anyway, the
general trend is clear: the azimuthal decorrelation is much lower than expected from a LL
BFKL treatment or from a mixed treatment with LL vertices combined with NLL Green’s
function. It is also rather flat with Y . The only observable which still remain different
when comparing pure NLL approaches (the resummed NLL approach makes no difference
here since it only affects C0) with NLO-DGLAP is the ratio 〈cos 2ϕ〉/〈cos ϕ〉 for which the
NLO-DGLAP is still significantly higher than the NLL prediction, as can be seen from
Fig. 45.
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Figure 37: Differential cross section in dependence on Y for |kJ,1| = 35GeV, |kJ,2| = 50GeV.
The errors due to the Monte Carlo integration – though hardly visible – are given as error bands.
The tabled values are shown in Tab. 41. As dots are shown the results of Ref. [42] obtained with
Dijet [43].
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Figure 38: Relative effect of changing µR = µF by factors 2 and 1/2 respectively (left), and
√
s0
(right) by factors 2 and 1/2 respectively on the differential cross section in dependence on Y for
|kJ,1| = 35GeV, |kJ,2| = 50GeV. The tabled values are shown in Tabs. 42 and 43.
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Figure 39: 〈cosϕ〉 in dependence on Y for |kJ,1| = 35GeV, |kJ,2| = 50GeV. The errors due to
the Monte Carlo integration are given as error bands. The tabled values are shown in Tab. 44. As
dots are shown the results of Ref. [42] obtained with Dijet [43].
6 7 8 9 10
0.2
0.4
0.6
0.8
1.0
1.2
6 7 8 9 10
0.2
0.4
0.6
0.8
1.0
1.2
PSfrag replacements
C1
C0 = 〈cosϕ〉C1C0 = 〈cosϕ〉
YY
Figure 40: Effect of changing µR = µF by factors 2 and 1/2 respectively on 〈cosϕ〉 in dependence
on Y for |kJ,1| = 35GeV, |kJ,2| = 50GeV. The tabled values are shown in Tab. 45
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Figure 41: Effect of changing
√
s0 by factors 2 and 1/2 respectively on 〈cosϕ〉 in dependence on
Y for |kJ,1| = 35GeV, |kJ,2| = 50GeV. The tabled values are shown in Tab. 46.
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Figure 42: 〈cos 2ϕ〉 in dependence on Y for |kJ,1| = 35GeV, |kJ,2| = 50GeV. The errors due to
the Monte Carlo integration are given as error bands. The tabled values are shown in Tab. 47. As
dots are shown the results of Ref. [42] obtained with Dijet [43].
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Figure 43: Effect of changing µR = µF by factors 2 and 1/2 respectively on 〈cos 2ϕ〉 in dependence
on Y for |kJ,1| = 35GeV, |kJ,2| = 50GeV. The tabled values are shown in Tab. 48
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Figure 44: Effect of changing
√
s0 by factors 2 and 1/2 respectively on 〈cos 2ϕ〉 in dependence on
Y for |kJ,1| = 35GeV, |kJ,2| = 50GeV. The tabled values are shown in Tab. 49.
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Figure 45: 〈cos 2ϕ〉/〈cosϕ〉 in dependence on Y for |kJ,1| = 35GeV, |kJ,2| = 50GeV. The errors
due to the Monte Carlo integration – though hardly visible – are given as error bands. The tabled
values are shown in Tab. 50. As dots are shown the results of Ref. [42] obtained with Dijet [43].
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Figure 46: Effect of changing µR = µF by factors 2 and 1/2 respectively on 〈cos 2ϕ〉/〈cosϕ〉 in
dependence on Y for |kJ,1| = 35GeV, |kJ,2| = 50GeV. The tabled values are shown in Tab. 51
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Figure 47: Effect of changing
√
s0 by factors 2 and 1/2 respectively on 〈cos 2ϕ〉/〈cosϕ〉 in depen-
dence on Y for |kJ,1| = 35GeV, |kJ,2| = 50GeV. The tabled values are shown in Tab. 52.
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Figure 48: Coefficient C1 in dependence on Y for |kJ,1| = 35GeV, |kJ,2| = 50GeV. The errors
due to the Monte Carlo integration – though hardly visible – are given as error bands. The tabled
values are shown in Tab. 53.
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Figure 49: Relative effect of changing µR = µF by factors 2 and 1/2 respectively (left), and
√
s0
(right) by factors 2 and 1/2 respectively on the coefficient C1 in dependence on Y for |kJ,1| =
35GeV, |kJ,2| = 50GeV. The tabled values are shown in Tabs. 54 and 55.
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Figure 50: Coefficient C2 in dependence on Y for |kJ,1| = 35GeV, |kJ,2| = 50GeV. The errors
due to the Monte Carlo integration – though hardly visible – are given as error bands. The tabled
values are shown in Tab. 56.
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Figure 51: Relative effect of changing µR = µF by factors 2 and 1/2 respectively (left), and
√
s0
(right) by factors 2 and 1/2 respectively on the coefficient C2 in dependence on Y for |kJ,1| =
35GeV, |kJ,2| = 50GeV. The tabled values are shown in Tabs. 57 and 58.
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5. Conclusions
We have implemented at full NLL order the Mueller Navelet jets cross-section as well as
their relative azimuthal angle dependency. In contrast to the general belief, the effect
of NLL corrections to the vertex function is very important, of the same order as the
one obtained when passing from LL to NLL Green’s function. The importance of NLL
corrections to the impact factor observed in the present paper is analogous to recent results
obtained at NLL in diffractive double ρ-electroproduction [23, 40]. Interestingly, the full
NLL calculations for 〈cosϕ〉 and 〈cos 2ϕ〉 are quite close to a calculation [42] using Dijet
[43] which is based on DGLAP dynamics and to a dedicated study [15] using Pythia [38]
and Herwig [39]. The uncertainty due to changes in µR (and s0) is drastically reduced for
all Cn when one takes into account the NLL Mueller Navelet vertices. The uncertainty due
to PDFs are also moderate. As a consequence, our results for the cross-section are very
stable.
However, for azimuthal decorrelation the dependence on µR (and s0) is still sizeable.
In the case of the NLL Green’s function with collinear improvement one observes that
〈cosϕ〉 can exceed 1 for certain choices of the parameters, in particular for low values of
µR = µF , taken to be smaller than the “natural” value
√|kJ,1| · |kJ,2| . One might also
think of a collinear improvement of the vertices [33] but the Mueller Navelet vertex for
fixed |kJ | does not have poles in γ nor 1−γ, so there is no room for such a treatment. The
resummation of soft initial radiation might be of relevance for the azimuthal correlation as
well. This is left for further investigations, and in this work we rather consider the full NLL
calculation without additional collinear resummation to be our solid prediction, while the
‘collinear improvement’ as it stands is not appropriate to study azimuthal dependences.
At present, there is little experience with the effect of NLL impact factors. To the best
of our knowledge, up to now, the only full NLL BFKL calculation existing in the literature
is the vector meson production in virtual photon collisions [23,40,41], which is very sensitive
to NLL corrections to the impact factor and for which very large values for s0 and µR are
preferred. In [41] it has been shown that a collinear improved treatment combined with the
application of the principle of minimal sensitivity [45,46] reduces this large values to more
“natural” values. Still, µR larger than the “natural” values are favored [41]. In the present
case, with the scales µR and s0 set by the jet scale, we get azimuthal correlations which are
rather similar to DGLAP dynamics predictions (although, as we already mentioned, the
DGLAP prediction are based on smaller scales). To conclude, contrarily to the expectation,
it thus seems that the azimuthal decorrelation is almost not enhanced by an increasing
rapidity. This suggests that the study of Mueller Navelet jets is probably not the best
place to exhibit differences between BFKL and DGLAP dynamics.
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A. Details on the numerical implementation
A.1 Programs used
We implemented all numerical calculations in Mathematica. To this purpose we used
the according interfaces for the MSTW 2008 PDFs [16] and for version 1.5 of Cuba [37]
which we used for numerical integration.
A.2 Choice of Parameters
Cuba provides different integration routines which we also used to cross-check the results
of the Monte Carlo integration. However, for the final results we used the Vegas routine
of Cuba with an aimed precision of 10−2 and a maximal number of 500 000 points per
integration. To use a Monte Carlo integrator, all integration intervals have to be mapped
on finite intervals. For the transverse momentum integrations we used the mapping |k| =
|kJ | tan(ξpi/2).
The cancellations which analytically have been shown in Refs. [13,14] numerically can
corrupt the integration due to the limited precision of a computer. In all these cases, were
the integration interval have been mapped to the compact interval [0, 1], we used a cut off
of 10−5 where the cut off dependence becomes negligible.
A.2.1 The ν-grid
Due to the complicate matrix element, the PDF evaluation, and the implementation in
Mathematica instead of a dedicated stand-alone code the Monte Carlo integration is
very time consuming. Therefor, the choice of the ν-values at which the coefficients Cn,ν
(2.19) are evaluated is crucial.
We are guided by the shape of the BFKL Green’s function which is peaked around
ν = 0 and then monotonically falls. The smaller Y the slower the decrease. Even though
the minimal Y in this study is 6, we want our coefficients to be prepared also for smaller
Y ’s. We choose a maximal νmax such that an integration up to νmax of just the NLL BFKL
Green’s function at Y = 4 for n = 0 reproduces 96% of the integration over the full ν-range.
For the case of Y = 6 it reproduces 99.97% of the full integral.
The coefficients Cn,ν are oscillating like exp(iν lnk
2
J,i) but more important is the prod-
uct of the two which has an oscillating part with a frequency νoscillation = pi/ ln
|kJ,1|
|kJ,2| .
This frequency is zero for |kJ,1| = |kJ,2| but for the example of |kJ,1| = 35GeV and
|kJ,2| = 50GeV we chose a step width for ν of νoscillation/4.
For large Y it is really the small region close to ν = 0 which matters. Therefore we
sample this region in more detail according to the shape of the NLL BFKL Green’s function
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for n = 0 and Y = 7. The final ν-grid reads
{0, 0.0334439, 0.0671152, 0.101257, 0.136128, 0.172017, 0.209264, 0.248284,
0.289594, 0.333866, 0.382007, 0.435281, 0.495535, 0.565607, 0.65013, 0.75725,
0.902736, 1.12137, 1.50735, 2.44882,
2pi
4 ln 107
,
3pi
4 ln 107
, . . . ,
49pi
4 ln 107
} (A.1)
For the final integration over ν the product Cn,ν(|kJ,1|, xJ,1)C∗n,ν(|kJ,2|, xJ,2) is inter-
polated by cubic splines.
A.3 Grouping the integrand
In this section we describe how the NLL contribution to the coefficients Cn,ν, as defined in
Eq. (2.19), is arranged.
The jet defining function S(3)J given in Eq. (3.6) consists of three parts which we label
S(3)J,a, S(3)J,b and S(3)J,c . With this separation V (1)q , given in Eq. (3.5), consists of 17 elementary
blocks which we denote by Vq[i] (suppressing for the time being all further arguments and
indices) , where i = 1, . . . , 17. In the same spirit we decompose V
(1)
g given in Eq. (3.4) in
its 25 elementary blocks Vg[i].
It is useful to replace the integration variable k by k→ kJ −k in the integrands Vq[5]
and Vq[7] (Vg[23] and Vg[25]). Moreover we split up Vq[3] (Vg[21]) and create Vq[18] (Vg[26])
where in the new elementary blocks the integrand k′ is replaced by kJ −k′. Then we make
the following replacements
Vq[3] → Vq[3]Θ
(
z − 1
2
)
+ Vq[18]Θ
(
1
2
− z
)
(A.2)
Vg[21] → Vg[21]Θ
(
z − 1
2
)
+ Vg[26]Θ
(
1
2
− z
)
. (A.3)
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The elementary blocks are now grouped to 14 minimal basic blocks B[i] which also
contain the integrations from Eq. (2.19)
B[1] =
˘
Vq[1] (A.4)
B[2] =
˘
Vq[2] (A.5)
B[3] =
˘ (
Vq[3]Θ
(
z − 1
2
)
+ Vq[4] + Vq[6]
)
(A.6)
B[4] =
˘ (
Vq[18]Θ
(
1
2
− z
)
+ Vq[5] + Vq[7]
)
(A.7)
B[5] =
˘ (
Vq[11] + Vq[12] + Vq[13] + Vq[15] +
1
2
(Vq[16] + Vq[17])
)
(A.8)
B[6] =
˘ (
Vq[8] + Vq[9] + Vq[10] + Vq[14] +
1
2
(Vq[16] + Vq[17])
)
(A.9)
B[7] =
˘
Vg[1] (A.10)
B[8] =
˘
Vg[2] (A.11)
B[9] =
˘ 6∑
i=3
Vg[i] (A.12)
B[10] =
˘ 10∑
i=7
Vg[i] (A.13)
B[11] =
˘ (
Vg[11] + Vg[12] + Vg[13] + Vg[17] +
1
2
(Vg[19] + Vg[20])
)
(A.14)
B[12] =
˘ (
Vg[14] + Vg[15] + Vg[16] + Vg[18] +
1
2
(Vg[19] + Vg[20])
)
(A.15)
B[13] =
˘ (
Vg[21]Θ
(
z − 1
2
)
+ Vg[22] + Vg[24]
)
(A.16)
B[14] =
˘ (
Vg[26]Θ
(
1
2
− z
)
+ Vg[23] + Vg[25]
)
, (A.17)
where we made use of the short hand notation
ˇ ≡ ´ dφJ d2kdx f(x)En,ν(k) cos(mφJ ).
We would like to point out that the inclusion of Vq[18] (Vg[26]) in B[4] (B[14]) is
essential. Even though it is correctly stated after Eq. (88) in Ref. [13] (and repeated in
Ref. [14] after Eq. (53)), that in the composite jet configuration the domain of integration
shrinks like z2 for z → 0, the conclusion that this prevents a divergence is wrong. In fact,
in the limit z → 0 the integrand scales like z−3 and only the sum of Vq[18] (Vg[26]) and
Vq[5] (Vg[23]) cancels properly against Vq[7] (Vg[25]) in the dangerous region.
Note that in case of fix xJ for B[1] and B[7] no numerical integration is needed, while
for B[2] and B[8] only one integration over z has to be done. All four are proportional
to the LL Mueller Navelet vertex regarding the transverse momentum dependences. The
Dirac-δ in transverse momenta we always use for the k integration. Only for contributions
– 40 –
with δ(2)(k′−kJ) it is used for the k′ integration. The x-integration is trivially performed
by evaluating the according Dirac δ-distribution.
B. Tabled values of diagrams
To allow for later accurate comparisons, we give the values for all plots in this work. We
mark the pure LL calculation by ‘LL’, and the pure NLL one by ‘NLL’. The combination
of LL vertices with the NLL collinear improved Green’s function is denoted as ‘LL+’, and
the combination of NLL vertices with the NLL collinear improved Green’s function as
‘NLL+’. Whenever in a figure the effect of the variation of one parameter is presented, in
the according table the first column shows the central value, while the second and third
show the change of this central value due to the varied parameter. For brevity we suppress
the energy unit GeV in the headings of the tables.
LL NLL
Y MC0 MC+ MC-
6 1.52 0.606 0.006 -0.006
6.5 2.06 0.752 0.005 -0.005
7 2.04 0.670 0.004 -0.004
7.5 1.70 0.490 0.003 -0.003
8 1.18 0.289 0.002 -0.002
8.5 0.602 0.126 0.0009 -0.0009
9 0.268 0.0474 0.0004 -0.0004
9.5 0.0949 0.0138 0.0002 -0.0002
10 0.0207 0.00238 0.00006 -0.00006
LL+ NLL+
Y MC0 MC+ MC-
6 0.849 0.549 0.006 -0.006
6.5 1.10 0.675 0.006 -0.006
7 1.03 0.595 0.004 -0.004
7.5 0.804 0.430 0.003 -0.003
8 0.523 0.249 0.002 -0.002
8.5 0.248 0.107 0.001 -0.001
9 0.102 0.0396 0.0005 -0.0005
9.5 0.0337 0.0114 0.0002 -0.0002
10 0.00681 0.00198 0.00008 -0.00008
Table 1: tabled values for Fig. 3, 5.
LL NLL
Y µ = 35 µ = 70 µ = 17.5 µ = 35 µ = 70 µ = 17.5
6 1.52 -0.4 0.8 0.606 0.03 -0.04
6.5 2.06 -0.6 1. 0.752 0.03 -0.06
7 2.04 -0.7 2. 0.670 0.03 -0.06
7.5 1.70 -0.7 2. 0.490 0.02 -0.05
8 1.18 -0.5 1. 0.289 0.02 -0.03
8.5 0.602 -0.3 0.7 0.126 0.007 -0.02
9 0.268 -0.1 0.4 0.0474 0.003 -0.006
9.5 0.0949 -0.05 0.1 0.0138 0.001 -0.002
10 0.0207 -0.01 0.03 0.00238 0.0002 -0.0002
LL+ NLL+
Y µ = 35 µ = 70 µ = 17.5 µ = 35 µ = 70 µ = 17.5
6 0.849 -0.2 0.3 0.549 0.02 -0.04
6.5 1.10 -0.3 0.5 0.675 0.02 -0.05
7 1.03 -0.3 0.5 0.595 0.02 -0.05
7.5 0.805 -0.3 0.5 0.430 0.02 -0.05
8 0.523 -0.2 0.3 0.249 0.01 -0.03
8.5 0.248 -0.09 0.2 0.107 0.007 -0.01
9 0.102 -0.04 0.08 0.0396 0.003 -0.003
9.5 0.0337 -0.01 0.03 0.0114 0.0009 0.0008
10 0.00681 -0.003 0.006 0.00197 0.0001 0.0009
Table 2: tabled values for left figure of Fig. 4.
– 41 –
LL NLL
Y
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
6 1.52 -0.03 0.1 0.606 0.03 -0.008
6.5 2.06 -0.1 0.3 0.752 0.03 -0.02
7 2.04 -0.2 0.3 0.670 0.02 -0.02
7.5 1.70 -0.2 0.3 0.490 0.02 -0.02
8 1.18 -0.2 0.2 0.289 0.01 -0.01
8.5 0.602 -0.09 0.1 0.126 0.005 -0.006
9 0.268 -0.04 0.06 0.0474 0.002 -0.002
9.5 0.0949 -0.02 0.02 0.0138 0.0005 -0.0005
10 0.0207 -0.004 0.005 0.00238 0.00007 -0.00002
LL+ NLL+
Y
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
6 0.849 0.009 0.02 0.549 0.03 -0.01
6.5 1.10 -0.02 0.05 0.675 0.03 -0.03
7 1.03 -0.03 0.06 0.595 0.03 -0.03
7.5 0.805 -0.04 0.05 0.430 0.03 -0.03
8 0.523 -0.03 0.04 0.249 0.02 -0.02
8.5 0.248 -0.02 0.02 0.107 0.007 -0.006
9 0.102 -0.008 0.009 0.0396 0.003 -0.002
9.5 0.0337 -0.003 0.003 0.0114 0.0007 0.000003
10 0.00681 -0.0006 0.0007 0.00197 0.00008 0.0002
Table 3: tabled values for right figure of Fig. 4.
LL NLL
Y PDF0 PDF+ PDF- PDF0 PDF+ PDF-
6 1.52 0.08 -0.1 0.606 0.03 -0.04
6.5 2.06 0.1 -0.1 0.752 0.05 -0.05
7 2.04 0.2 -0.2 0.670 0.06 -0.06
7.5 1.70 0.2 -0.2 0.490 0.05 -0.05
8 1.18 0.1 -0.1 0.289 0.04 -0.03
8.5 0.602 0.09 -0.07 0.126 0.02 -0.02
9 0.268 0.05 -0.04 0.0474 0.008 -0.007
9.5 0.0949 0.02 -0.02 0.0138 0.003 -0.002
10 0.0207 0.005 -0.004 0.00238 0.0006 -0.0004
LL+ NLL+
Y PDF0 PDF+ PDF- PDF0 PDF+ PDF-
6 0.849 0.05 -0.06 0.549 0.03 -0.04
6.5 1.10 0.07 -0.08 0.675 0.05 -0.05
7 1.03 0.08 -0.08 0.595 0.05 -0.05
7.5 0.805 0.08 -0.08 0.430 0.05 -0.04
8 0.523 0.06 -0.06 0.249 0.03 -0.03
8.5 0.248 0.04 -0.03 0.107 0.02 -0.01
9 0.102 0.02 -0.01 0.0396 0.007 -0.006
9.5 0.0337 0.007 -0.005 0.0114 0.002 -0.002
10 0.00681 0.002 -0.001 0.00197 0.0005 -0.0004
Table 4: tabled values for left figure of Fig. 5.
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.377 0.003 -0.003 0.851 0.01 -0.01
6.5 0.308 0.002 -0.002 0.824 0.007 -0.007
7 0.252 0.0009 -0.0009 0.801 0.006 -0.006
7.5 0.206 0.0006 -0.0006 0.783 0.005 -0.005
8 0.170 0.0005 -0.0005 0.777 0.005 -0.005
8.5 0.140 0.0004 -0.0004 0.761 0.006 -0.006
9 0.115 0.0004 -0.0004 0.751 0.008 -0.008
9.5 0.0949 0.0004 -0.0004 0.749 0.01 -0.01
10 0.0784 0.0005 -0.0005 0.753 0.02 -0.02
LL+ NLL+
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.566 0.004 -0.004 0.940 0.01 -0.01
6.5 0.514 0.002 -0.002 0.919 0.009 -0.009
7 0.465 0.002 -0.002 0.902 0.007 -0.007
7.5 0.421 0.001 -0.001 0.893 0.007 -0.007
8 0.381 0.001 -0.001 0.901 0.008 -0.008
8.5 0.344 0.001 -0.001 0.895 0.009 -0.009
9 0.311 0.001 -0.001 0.898 0.01 -0.01
9.5 0.280 0.001 -0.001 0.908 0.02 -0.02
10 0.253 0.002 -0.002 0.908 0.04 -0.04
Table 5: tabled values for Fig. 6.
– 42 –
LL NLL
Y µ = 35 µ = 70 µ = 17.5 µ = 35 µ = 70 µ = 17.5
6 0.377 0.1 -0.1 0.851 -0.06 0.07
6.5 0.308 0.1 -0.09 0.824 -0.07 0.08
7 0.252 0.09 -0.08 0.801 -0.07 0.09
7.5 0.206 0.08 -0.07 0.783 -0.08 0.1
8 0.170 0.07 -0.06 0.777 -0.1 0.1
8.5 0.140 0.06 -0.05 0.761 -0.1 0.1
9 0.115 0.05 -0.04 0.751 -0.1 0.1
9.5 0.0949 0.05 -0.04 0.749 -0.1 0.1
10 0.0784 0.04 -0.03 0.753 -0.1 0.07
LL+ NLL+
Y µ = 35 µ = 70 µ = 17.5 µ = 35 µ = 70 µ = 17.5
6 0.566 0.02 -0.02 0.940 -0.06 0.07
6.5 0.514 0.02 -0.02 0.919 -0.07 0.09
7 0.465 0.02 -0.02 0.902 -0.08 0.1
7.5 0.421 0.02 -0.02 0.893 -0.09 0.1
8 0.381 0.02 -0.02 0.901 -0.1 0.2
8.5 0.344 0.02 -0.02 0.895 -0.1 0.1
9 0.311 0.02 -0.02 0.898 -0.1 0.09
9.5 0.280 0.02 -0.02 0.908 -0.2 -0.05
10 0.253 0.02 -0.01 0.908 -0.1 -0.3
Table 6: tabled values for Figs. 7
LL NLL
Y
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
6 0.377 0.1 -0.09 0.851 -0.02 0.09
6.5 0.308 0.1 -0.07 0.824 -0.02 0.09
7 0.252 0.08 -0.06 0.801 -0.02 0.09
7.5 0.206 0.07 -0.05 0.783 -0.03 0.09
8 0.170 0.05 -0.04 0.777 -0.03 0.09
8.5 0.140 0.04 -0.03 0.761 -0.03 0.09
9 0.115 0.04 -0.03 0.751 -0.03 0.08
9.5 0.0949 0.03 -0.02 0.749 -0.02 0.07
10 0.0784 0.02 -0.02 0.753 -0.02 0.05
LL+ NLL+
Y
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
6 0.566 0.08 -0.07 0.940 -0.04 0.1
6.5 0.514 0.07 -0.07 0.919 -0.04 0.1
7 0.465 0.07 -0.06 0.902 -0.04 0.1
7.5 0.421 0.06 -0.06 0.893 -0.05 0.1
8 0.381 0.06 -0.05 0.901 -0.05 0.1
8.5 0.344 0.05 -0.05 0.895 -0.05 0.1
9 0.311 0.05 -0.04 0.898 -0.05 0.09
9.5 0.280 0.04 -0.04 0.908 -0.05 0.05
10 0.253 0.04 -0.03 0.908 -0.03 -0.04
Table 7: tabled values for Fig. 8.
NLL NLL+
Y PDF0 PDF+ PDF- PDF0 PDF+ PDF-
6 0.851 -0.006 0.002 0.940 -0.007 0.003
6.5 0.824 -0.006 0.003 0.919 -0.007 0.004
7 0.801 -0.005 0.004 0.902 -0.007 0.005
7.5 0.783 -0.005 0.003 0.893 -0.006 0.004
8 0.777 -0.005 0.003 0.901 -0.007 0.005
8.5 0.761 -0.005 0.004 0.895 -0.007 0.005
9 0.751 -0.005 0.003 0.898 -0.007 0.004
9.5 0.749 -0.006 0.003 0.908 -0.008 0.004
10 0.753 -0.007 0.004 0.908 -0.006 0.003
Table 8: tabled values for Fig. 9.
– 43 –
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.258 0.003 -0.003 0.512 0.006 -0.006
6.5 0.195 0.001 -0.001 0.471 0.004 -0.004
7 0.147 0.0006 -0.0006 0.434 0.003 -0.003
7.5 0.111 0.0004 -0.0004 0.404 0.002 -0.002
8 0.0836 0.0002 -0.0002 0.383 0.002 -0.002
8.5 0.0633 0.0002 -0.0002 0.358 0.003 -0.003
9 0.0481 0.0002 -0.0002 0.337 0.003 -0.003
9.5 0.0365 0.0002 -0.0002 0.324 0.005 -0.005
10 0.0278 0.0002 -0.0002 0.317 0.009 -0.009
LL+ NLL+
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.317 0.002 -0.002 0.566 0.008 -0.008
6.5 0.264 0.001 -0.001 0.525 0.005 -0.005
7 0.220 0.0008 -0.0008 0.489 0.004 -0.004
7.5 0.183 0.0005 -0.0005 0.461 0.003 -0.003
8 0.152 0.0004 -0.0004 0.445 0.004 -0.004
8.5 0.126 0.0004 -0.0004 0.421 0.004 -0.004
9 0.105 0.0004 -0.0004 0.403 0.006 -0.006
9.5 0.0870 0.0004 -0.0004 0.393 0.008 -0.008
10 0.0721 0.0005 -0.0005 0.382 0.02 -0.02
Table 9: tabled values for Fig. 10.
LL NLL
Y µ = 35 µ = 70 µ = 17.5 µ = 35 µ = 70 µ = 17.5
6 0.258 0.1 -0.1 0.512 -0.02 0.03
6.5 0.195 0.1 -0.08 0.471 -0.03 0.04
7 0.147 0.08 -0.06 0.434 -0.03 0.05
7.5 0.111 0.07 -0.05 0.404 -0.04 0.06
8 0.0836 0.05 -0.04 0.383 -0.04 0.08
8.5 0.0633 0.04 -0.03 0.358 -0.05 0.08
9 0.0481 0.03 -0.02 0.337 -0.05 0.09
9.5 0.0365 0.03 -0.02 0.324 -0.05 0.09
10 0.0278 0.02 -0.01 0.317 -0.06 0.07
LL+ NLL+
Y µ = 35 µ = 70 µ = 17.5 µ = 35 µ = 70 µ = 17.5
6 0.317 0.03 -0.02 0.566 -0.02 0.04
6.5 0.264 0.03 -0.02 0.525 -0.02 0.05
7 0.220 0.02 -0.02 0.489 -0.03 0.06
7.5 0.183 0.02 -0.02 0.461 -0.04 0.08
8 0.152 0.02 -0.01 0.445 -0.05 0.1
8.5 0.126 0.02 -0.01 0.421 -0.06 0.09
9 0.105 0.01 -0.01 0.403 -0.06 0.07
9.5 0.0870 0.01 -0.008 0.393 -0.07 0.01
10 0.0721 0.01 -0.007 0.382 -0.07 -0.09
Table 10: tabled values for Fig. 11.
LL NLL
Y
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
6 0.258 0.1 -0.08 0.512 -0.002 0.08
6.5 0.195 0.09 -0.06 0.471 -0.005 0.07
7 0.147 0.07 -0.05 0.434 -0.005 0.07
7.5 0.111 0.05 -0.04 0.404 -0.005 0.06
8 0.0836 0.04 -0.03 0.383 -0.004 0.06
8.5 0.0633 0.03 -0.02 0.358 -0.003 0.05
9 0.0481 0.02 -0.02 0.337 -0.002 0.05
9.5 0.0365 0.02 -0.01 0.324 -0.001 0.04
10 0.0278 0.01 -0.009 0.317 0.001 0.03
LL+ NLL+
Y
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
6 0.317 0.09 -0.07 0.566 -0.009 0.09
6.5 0.264 0.07 -0.06 0.525 -0.01 0.09
7 0.220 0.06 -0.05 0.489 -0.01 0.09
7.5 0.183 0.05 -0.04 0.461 -0.01 0.08
8 0.152 0.04 -0.03 0.445 -0.02 0.08
8.5 0.126 0.04 -0.03 0.421 -0.02 0.07
9 0.105 0.03 -0.02 0.403 -0.01 0.06
9.5 0.0870 0.03 -0.02 0.393 -0.01 0.03
10 0.0721 0.02 -0.02 0.382 -0.001 -0.007
Table 11: tabled values for Fig. 12.
– 44 –
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.686 0.009 -0.009 0.602 0.006 -0.006
6.5 0.632 0.005 -0.005 0.571 0.004 -0.004
7 0.582 0.003 -0.003 0.542 0.003 -0.003
7.5 0.536 0.002 -0.002 0.516 0.002 -0.002
8 0.493 0.002 -0.002 0.493 0.002 -0.002
8.5 0.454 0.002 -0.002 0.470 0.002 -0.002
9 0.418 0.002 -0.002 0.449 0.002 -0.002
9.5 0.385 0.002 -0.002 0.432 0.003 -0.003
10 0.354 0.003 -0.003 0.421 0.005 -0.005
LL+
Y MC0 MC+ MC-
6 0.560 0.005 -0.005
6.5 0.515 0.003 -0.003
7 0.473 0.002 -0.002
7.5 0.435 0.002 -0.002
8 0.400 0.002 -0.002
8.5 0.368 0.002 -0.002
9 0.338 0.002 -0.002
9.5 0.310 0.002 -0.002
10 0.285 0.003 -0.003
Table 12: tabled values for Fig. 13.
LL NLL
Y µ = 35 µ = 70 µ = 17.5 µ = 35 µ = 70 µ = 17.5
6 0.686 0.07 -0.09 0.602 0.02 -0.007
6.5 0.632 0.08 -0.09 0.571 0.02 -0.004
7 0.582 0.08 -0.09 0.542 0.01 0.0009
7.5 0.536 0.08 -0.09 0.516 0.01 0.007
8 0.493 0.08 -0.08 0.493 0.007 0.01
8.5 0.454 0.08 -0.08 0.470 0.004 0.02
9 0.418 0.07 -0.08 0.449 0.0007 0.03
9.5 0.385 0.07 -0.08 0.432 -0.003 0.04
10 0.354 0.07 -0.07 0.421 -0.009 0.05
LL+
Y µ = 35 µ = 70 µ = 17.5
6 0.560 0.03 -0.02
6.5 0.515 0.03 -0.02
7 0.473 0.03 -0.02
7.5 0.435 0.03 -0.02
8 0.400 0.02 -0.02
8.5 0.368 0.02 -0.02
9 0.338 0.02 -0.01
9.5 0.310 0.02 -0.01
10 0.285 0.02 -0.01
Table 13: tabled values for Fig. 14.
– 45 –
LL NLL
Y
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
6 0.686 0.08 -0.07 0.602 0.01 0.03
6.5 0.632 0.08 -0.07 0.571 0.01 0.02
7 0.582 0.07 -0.06 0.542 0.01 0.02
7.5 0.536 0.07 -0.06 0.516 0.01 0.02
8 0.493 0.06 -0.05 0.493 0.01 0.02
8.5 0.454 0.06 -0.05 0.470 0.01 0.02
9 0.418 0.05 -0.05 0.449 0.01 0.01
9.5 0.385 0.05 -0.04 0.432 0.01 0.01
10 0.354 0.04 -0.04 0.421 0.01 0.01
LL+
Y
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
6 0.560 0.07 -0.06
6.5 0.515 0.06 -0.06
7 0.473 0.06 -0.05
7.5 0.435 0.05 -0.0
8 0.400 0.05 -0.04
8.5 0.368 0.05 -0.04
9 0.338 0.04 -0.04
9.5 0.310 0.04 -0.03
10 0.285 0.04 -0.03
Table 14: tabled values for Fig. 15.
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.287 0.002 -0.002 0.258 0.002 -0.002
6.5 0.316 0.002 -0.002 0.310 0.002 -0.002
7 0.257 0.0009 -0.0009 0.268 0.001 -0.001
7.5 0.176 0.0005 -0.0005 0.192 0.0007 -0.0007
8 0.100 0.0003 -0.0003 0.112 0.0004 -0.0004
8.5 0.0420 0.0001 -0.0001 0.0480 0.0002 -0.0002
9 0.0154 0.00005 -0.00005 0.0178 0.00007 -0.00007
9.5 0.00450 0.00002 -0.00002 0.00516 0.00003 -0.00003
10 0.000810 0.000005 -0.000005 0.000897 0.000008 -0.000008
LL+
Y MC0 MC+ MC-
6 0.240 0.001 -0.001
6.5 0.282 0.001 -0.001
7 0.239 0.0008 -0.0008
7.5 0.170 0.0005 -0.0005
8 0.0996 0.0003 -0.0003
8.5 0.0426 0.0001 -0.0001
9 0.0159 0.00005 -0.00005
9.5 0.00472 0.00002 -0.00002
10 0.000861 0.000005 -0.000005
Table 15: tabled values for Fig. 16, 18.
LL NLL
Y µ = 35 µ = 70 µ = 17.5 µ = 35 µ = 70 µ = 17.5
6 0.287 -0.01 0.02 0.258 -0.008 0.001
6.5 0.316 -0.03 0.04 0.310 -0.01 0.004
7 0.257 -0.03 0.05 0.268 -0.01 0.006
7.5 0.176 -0.03 0.04 0.192 -0.01 0.005
8 0.100 -0.02 0.03 0.112 -0.009 0.003
8.5 0.0420 -0.01 0.02 0.0480 -0.004 0.001
9 0.0154 -0.004 0.007 0.0178 -0.002 0.0004
9.5 0.00450 -0.001 0.002 0.00516 -0.0005 0.00006
10 0.000810 -0.0003 0.0005 0.000897 -0.0001 -0.000007
LL+
Y µ = 35 µ = 70 µ = 17.5
6 0.240 -0.05 0.08
6.5 0.282 -0.07 0.1
7 0.239 -0.06 0.1
7.5 0.170 -0.05 0.08
8 0.0996 -0.03 0.06
8.5 0.0426 -0.01 0.03
9 0.0159 -0.006 0.01
9.5 0.00472 -0.002 0.003
10 0.000861 -0.0003 0.0007
Table 16: tabled values for left figure of Fig. 17.
– 46 –
LL NLL
Y
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
6 0.287 0.09 -0.05 0.258 0.004 0.02
6.5 0.316 0.07 -0.05 0.310 0.002 0.03
7 0.257 0.05 -0.03 0.268 0.0008 0.02
7.5 0.176 0.03 -0.02 0.192 0.0005 0.01
8 0.100 0.01 -0.009 0.112 0.0003 0.007
8.5 0.0420 0.005 -0.003 0.0480 0.0002 0.003
9 0.0154 0.001 -0.001 0.0178 0.00007 0.001
9.5 0.00450 0.0004 -0.0003 0.00516 0.00002 0.0003
10 0.000810 0.00006 -0.00005 0.000897 0.000003 0.00005
LL+
Y
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
6 0.240 0.04 -0.03
6.5 0.282 0.04 -0.03
7 0.239 0.03 -0.02
7.5 0.170 0.02 -0.01
8 0.0996 0.008 -0.007
8.5 0.0426 0.003 -0.003
9 0.0159 0.001 -0.0009
9.5 0.00472 0.0003 -0.0002
10 0.000861 0.00005 -0.00004
Table 17: tabled values for right figure of Fig. 17.
LL NLL
Y PDF0 PDF+ PDF- PDF0 PDF+ PDF-
6 0.287 0.02 -0.02 0.258 0.01 -0.02
6.5 0.316 0.02 -0.02 0.310 0.02 -0.02
7 0.257 0.02 -0.02 0.268 0.02 -0.02
7.5 0.176 0.02 -0.02 0.192 0.02 -0.02
8 0.100 0.01 -0.01 0.112 0.01 -0.01
8.5 0.0420 0.006 -0.005 0.0480 0.007 -0.006
9 0.0154 0.003 -0.002 0.0178 0.003 -0.002
9.5 0.00450 0.0009 -0.0007 0.00516 0.001 -0.0008
10 0.000810 0.0002 -0.0001 0.000897 0.0002 -0.0002
LL+
Y PDF0 PDF+ PDF-
6 0.240 0.01 -0.02
6.5 0.282 0.02 -0.02
7 0.239 0.02 -0.02
7.5 0.170 0.02 -0.02
8 0.0996 0.01 -0.01
8.5 0.0426 0.006 -0.005
9 0.0159 0.003 -0.002
9.5 0.00472 0.0009 -0.0008
10 0.000861 0.0002 -0.0002
Table 18: tabled values for left figure of Fig. 18.
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.197 0.002 -0.002 0.155 0.001 -0.001
6.5 0.200 0.001 -0.001 0.177 0.0008 -0.0008
7 0.149 0.0006 -0.0006 0.145 0.0005 -0.0005
7.5 0.0942 0.0003 -0.0003 0.0991 0.0003 -0.0003
8 0.0495 0.0001 -0.0001 0.0554 0.0001 -0.0001
8.5 0.0191 0.00006 -0.00006 0.0226 0.00006 -0.00006
9 0.00644 0.00002 -0.00002 0.00798 0.00002 -0.00002
9.5 0.00173 0.000007 -0.000007 0.00223 0.000008 -0.000008
10 0.000287 0.000002 -0.000002 0.000377 0.000002 -0.000002
LL+
Y MC0 MC+ MC-
6 0.134 0.0009 -0.0009
6.5 0.145 0.0006 -0.0006
7 0.113 0.0004 -0.0004
7.5 0.0738 0.0002 -0.0002
8 0.0398 0.0001 -0.0001
8.5 0.0156 0.00005 -0.00005
9 0.00537 0.00002 -0.00002
9.5 0.00146 0.000006 -0.000006
10 0.000245 0.00002 -0.00002
Table 19: tabled values for Fig. 19, 21.
– 47 –
LL NLL
Y µ = 35 µ = 70 µ = 17.5 µ = 35 µ = 70 µ = 17.5
6 0.197 0.01 -0.01 0.155 0.0002 -0.001
6.5 0.200 0.006 -0.004 0.177 -0.003 0.001
7 0.149 -0.001 0.002 0.145 -0.004 0.003
7.5 0.0942 -0.004 0.005 0.0991 -0.005 0.004
8 0.0495 -0.004 0.004 0.0554 -0.004 0.003
8.5 0.0191 -0.002 0.002 0.0226 -0.002 0.002
9 0.00644 -0.0008 0.001 0.00798 -0.0008 0.0007
9.5 0.00173 -0.0003 0.0003 0.00223 -0.0002 0.0002
10 0.000287 -0.00005 0.00007 0.000377 -0.00005 0.00004
LL+
Y µ = 35 µ = 70 µ = 17.5
6 0.134 -0.02 0.04
6.5 0.145 -0.03 0.05
7 0.113 -0.03 0.04
7.5 0.0738 -0.02 0.03
8 0.0398 -0.01 0.02
8.5 0.0156 -0.004 0.009
9 0.00537 -0.002 0.003
9.5 0.00146 -0.0005 0.001
10 0.000245 -0.00009 0.0002
Table 20: tabled values for left figure of Fig. 20.
LL NLL
Y
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
6 0.197 0.09 -0.05 0.155 0.006 0.02
6.5 0.200 0.08 -0.05 0.177 0.004 0.02
7 0.149 0.05 -0.03 0.145 0.003 0.02
7.5 0.0942 0.03 -0.02 0.0991 0.002 0.01
8 0.0495 0.01 -0.009 0.0554 0.001 0.006
8.5 0.0191 0.005 -0.003 0.0226 0.0007 0.002
9 0.00644 0.001 -0.001 0.00798 0.0003 0.0007
9.5 0.00173 0.0004 -0.0003 0.00223 0.00008 0.0002
10 0.000287 0.00006 -0.00005 0.000377 0.00001 0.00003
LL+
Y
√
s0 = 35
√
s0 = 70
√
s0 = 17.5
6 0.134 0.04 -0.03
6.5 0.145 0.04 -0.03
7 0.113 0.03 -0.02
7.5 0.0738 0.02 -0.01
8 0.0398 0.009 -0.007
8.5 0.0156 0.003 -0.003
9 0.00537 0.001 -0.0009
9.5 0.00146 0.0003 -0.0002
10 0.000245 0.00005 -0.00004
Table 21: tabled values for right figure of Fig. 20.
LL NLL
Y PDF0 PDF+ PDF- PDF0 PDF+ PDF-
6 0.197 0.01 -0.01 0.155 0.007 -0.01
6.5 0.200 0.01 -0.01 0.177 0.01 -0.01
7 0.149 0.01 -0.01 0.145 0.01 -0.01
7.5 0.0942 0.009 -0.009 0.0991 0.009 -0.009
8 0.0495 0.006 -0.006 0.0554 0.006 -0.006
8.5 0.0191 0.003 -0.002 0.0226 0.003 -0.003
9 0.00644 0.001 -0.0009 0.00798 0.001 -0.001
9.5 0.00173 0.0003 -0.0003 0.00223 0.0004 -0.0003
10 0.000287 0.00007 -0.00005 0.000377 0.00009 -0.00007
LL+
Y PDF0 PDF+ PDF-
6 0.134 0.04 -0.03
6.5 0.145 0.04 -0.03
7 0.113 0.03 -0.02
7.5 0.0738 0.02 -0.01
8 0.0398 0.009 -0.007
8.5 0.0156 0.003 -0.003
9 0.00537 0.001 -0.0009
9.5 0.00146 0.0003 -0.0002
10 0.000245 0.00005 -0.00004
Table 22: tabled values for left figure of Fig. 21.
– 48 –
LL NLL
Y MC0 MC+ MC-
6 0.162 0.0699 0.0006 -0.0006
6.5 0.200 0.0806 0.0005 -0.0005
7 0.179 0.0651 0.0003 -0.0003
7.5 0.128 0.0405 0.0002 -0.0002
8 0.0689 0.0182 0.0001 -0.0001
8.5 0.0288 0.00638 0.00005 -0.00005
9 0.00973 0.00173 0.00002 -0.00002
9.5 0.00227 0.000305 0.00007 -0.000007
10 0.000258 0.0000267 0.000001 -0.000001
LL+ NLL+
Y MC0 MC+ MC-
6 0.0940 0.0643 0.0006 -0.0006
6.5 0.113 0.0736 0.0005 -0.0005
7 0.0966 0.0589 0.0004 -0.0004
7.5 0.0654 0.0362 0.0002 -0.0002
8 0.0332 0.0160 0.0001 -0.0001
8.5 0.0131 0.00553 0.00006 -0.00006
9 0.00413 0.00148 0.00003 -0.00003
9.5 0.000900 0.000260 0.000009 -0.000009
10 0.0000959 0.0000253 0.000002 -0.000002
Table 23: tabled values for Fig. 22.
LL NLL
Y µ = 50 µ = 100 µ = 25 µ = 50 µ = 100 µ = 25
6 0.162 -0.04 0.08 0.0699 0.002 0.01
6.5 0.200 -0.06 0.1 0.0806 0.003 0.003
7 0.179 -0.06 0.1 0.0651 0.002 -0.001
7.5 0.128 -0.05 0.1 0.0405 0.002 -0.003
8 0.0689 -0.03 0.07 0.0182 0.001 -0.002
8.5 0.0288 -0.01 0.03 0.00638 0.0004 -0.0009
9 0.00973 -0.005 0.01 0.00173 0.0001 -0.0002
9.5 0.00227 -0.001 0.003 0.000305 0.00003 -0.00003
10 0.000258 -0.0001 0.0004 0.0000267 0.0000009 0.000006
LL+ NLL+
Y µ = 50 µ = 100 µ = 25 µ = 50 µ = 100 µ = 25
6 0.0940 -0.02 0.04 0.0643 0.002 0.01
6.5 0.113 -0.03 0.05 0.0736 0.002 0.003
7 0.0966 -0.03 0.05 0.0589 0.001 -0.002
7.5 0.0654 -0.02 0.04 0.0362 0.001 -0.003
8 0.0332 -0.01 0.02 0.0160 0.0009 -0.002
8.5 0.0131 -0.005 0.009 0.00553 0.0004 -0.0006
9 0.00413 -0.002 0.003 0.00148 0.0001 0.00001
9.5 0.000900 -0.0004 0.0008 0.000260 0.00002 0.0001
10 0.0000959 -0.00004 0.00009 0.0000253 -0.000002 0.00004
Table 24: tabled values for left figure of Fig. 23.
LL NLL
Y
√
s0 = 50
√
s0 = 100
√
s0 = 25
√
s0 = 50
√
s0 = 100
√
s0 = 25
6 0.162 0.005 0.009 0.0699 0.002 -0.0001
6.5 0.200 -0.006 0.02 0.0806 0.002 -0.001
7 0.179 -0.01 0.02 0.0651 0.002 -0.002
7.5 0.128 -0.01 0.02 0.0405 0.002 -0.001
8 0.0689 -0.008 0.01 0.0182 0.001 -0.0006
8.5 0.0288 -0.004 0.005 0.00638 0.0004 -0.0002
9 0.00973 -0.001 0.002 0.00173 0.0001 -0.00003
9.5 0.00227 -0.0003 0.0004 0.000305 0.00001 0.000008
10 0.000258 -0.00004 0.00005 0.0000267 -0.0000007 0.000003
LL+ NLL+
Y
√
s0 = 50
√
s0 = 100
√
s0 = 25
√
s0 = 50
√
s0 = 100
√
s0 = 25
6 0.0940 0.003 0.0007 0.0643 0.003 -0.0005
6.5 0.113 0.0002 0.003 0.0736 0.003 -0.002
7 0.0966 -0.002 0.004 0.0589 0.003 -0.002
7.5 0.0654 -0.002 0.004 0.0362 0.003 -0.001
8 0.0332 -0.002 0.002 0.0160 0.001 -0.0006
8.5 0.0131 -0.0008 0.001 0.00553 0.0005 -0.0001
9 0.00413 -0.0003 0.0003 0.00148 0.0001 0.00003
9.5 0.000900 -0.00007 0.00008 0.000260 0.00001 0.00003
10 0.0000959 -0.000007 0.000009 0.0000253 -0.000003 0.000009
Table 25: tabled values for right figure of Fig. 23.
– 49 –
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.435 0.004 -0.004 0.886 0.009 -0.009
6.5 0.360 0.002 -0.002 0.865 0.006 -0.006
7 0.298 0.001 -0.001 0.849 0.005 -0.005
7.5 0.246 0.0008 -0.0008 0.842 0.005 -0.005
8 0.204 0.0006 -0.0006 0.849 0.006 -0.006
8.5 0.170 0.0005 -0.0005 0.850 0.008 -0.008
9 0.141 0.0005 -0.0005 0.866 0.01 -0.01
9.5 0.118 0.0006 -0.0006 0.899 0.02 -0.02
10 0.0984 0.0008 -0.0008 0.878 0.05 -0.05
LL+ NLL+
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.597 0.003 -0.003 0.963 0.01 -0.01
6.5 0.545 0.002 -0.002 0.948 0.008 -0.008
7 0.496 0.002 -0.002 0.938 0.007 -0.007
7.5 0.451 0.001 -0.001 0.942 0.007 -0.007
8 0.409 0.001 -0.001 0.965 0.008 -0.008
8.5 0.371 0.001 -0.001 0.980 0.01 -0.01
9 0.336 0.001 -0.001 1.01 0.02 -0.02
9.5 0.305 0.001 -0.001 1.05 0.04 -0.04
10 0.276 0.002 -0.002 0.925 0.07 -0.07
Table 26: tabled values for Fig. 24.
LL NLL
Y µ = 50 µ = 100 µ = 25 µ = 50 µ = 100 µ = 25
6 0.435 0.1 -0.1 0.886 -0.06 0.02
6.5 0.360 0.1 -0.1 0.865 -0.07 0.07
7 0.298 0.09 -0.09 0.849 -0.08 0.09
7.5 0.246 0.08 -0.08 0.842 -0.09 0.1
8 0.204 0.07 -0.07 0.849 -0.1 0.2
8.5 0.170 0.07 -0.06 0.850 -0.1 0.1
9 0.141 0.06 -0.05 0.866 -0.1 0.1
9.5 0.118 0.05 -0.04 0.899 -0.1 0.05
10 0.0984 0.04 -0.04 0.878 -0.1 -0.2
LL+ NLL+
Y µ = 50 µ = 100 µ = 25 µ = 50 µ = 100 µ = 25
6 0.597 0.02 -0.02 0.963 -0.05 0.02
6.5 0.545 0.02 -0.02 0.948 -0.07 0.08
7 0.496 0.02 -0.02 0.938 -0.08 0.1
7.5 0.451 0.02 -0.02 0.942 -0.1 0.2
8 0.409 0.02 -0.02 0.965 -0.1 0.2
8.5 0.371 0.02 -0.02 0.980 -0.1 0.1
9 0.336 0.02 -0.02 1.01 -0.2 -0.03
9.5 0.305 0.02 -0.01 1.05 -0.2 -0.3
10 0.276 0.02 -0.01 0.925 -0.003 -0.6
Table 27: tabled values for Fig. 25.
LL NLL
Y
√
s0 = 50
√
s0 = 100
√
s0 = 25
√
s0 = 50
√
s0 = 100
√
s0 = 25
6 0.435 0.1 -0.1 0.886 -0.1 0.08
6.5 0.360 0.1 -0.08 0.865 -0.1 0.08
7 0.298 0.09 -0.07 0.849 -0.1 0.09
7.5 0.246 0.07 -0.06 0.842 -0.1 0.09
8 0.204 0.06 -0.05 0.849 -0.1 0.08
8.5 0.170 0.05 -0.04 0.850 -0.1 0.08
9 0.141 0.04 -0.03 0.866 -0.1 0.06
9.5 0.118 0.03 -0.03 0.899 -0.1 0.03
10 0.0984 0.03 -0.02 0.878 -0.05 -0.05
LL+ NLL+
Y
√
s0 = 50
√
s0 = 100
√
s0 = 25
√
s0 = 50
√
s0 = 100
√
s0 = 25
6 0.597 0.08 -0.07 0.963 -0.1 0.09
6.5 0.545 0.07 -0.07 0.948 -0.1 0.1
7 0.496 0.07 -0.06 0.938 -0.1 0.1
7.5 0.451 0.06 -0.06 0.942 -0.1 0.1
8 0.409 0.06 -0.05 0.965 -0.2 0.1
8.5 0.371 0.05 -0.05 0.980 -0.2 0.08
9 0.336 0.05 -0.04 1.01 -0.2 0.04
9.5 0.305 0.04 -0.04 1.05 -0.1 -0.07
10 0.276 0.04 -0.04 0.925 0.03 -0.2
Table 28: tabled values for Fig. 26.
– 50 –
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.316 0.003 -0.003 0.576 0.006 -0.006
6.5 0.242 0.001 -0.001 0.537 0.004 -0.004
7 0.185 0.0007 -0.0007 0.504 0.003 -0.003
7.5 0.142 0.0005 -0.0005 0.481 0.003 -0.003
8 0.109 0.0003 -0.0003 0.469 0.003 -0.003
8.5 0.0838 0.0003 -0.0003 0.453 0.004 -0.004
9 0.0645 0.0002 -0.0002 0.450 0.006 -0.006
9.5 0.0498 0.0002 -0.0002 0.464 0.01 -0.01
10 0.0384 0.0003 -0.0003 0.459 0.02 -0.02
LL+ NLL+
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.358 0.002 -0.002 0.626 0.007 -0.007
6.5 0.302 0.001 -0.001 0.589 0.005 -0.005
7 0.254 0.0008 -0.0008 0.557 0.004 -0.004
7.5 0.213 0.0006 -0.0006 0.537 0.004 -0.004
8 0.179 0.0005 -0.0005 0.533 0.004 -0.004
8.5 0.150 0.0005 -0.0005 0.523 0.006 -0.006
9 0.126 0.0005 -0.0005 0.527 0.009 -0.009
9.5 0.105 0.0005 -0.0005 0.543 0.02 -0.02
10 0.0880 0.0007 -0.0007 0.484 0.04 -0.04
Table 29: tabled values for Fig. 27.
LL NLL
Y µ = 50 µ = 100 µ = 25 µ = 50 µ = 100 µ = 25
6 0.316 0.1 -0.1 0.576 -0.03 -0.09
6.5 0.242 0.1 -0.09 0.537 -0.03 -0.01
7 0.185 0.09 -0.07 0.504 -0.04 0.03
7.5 0.142 0.07 -0.06 0.481 -0.05 0.06
8 0.109 0.06 -0.05 0.469 -0.06 0.1
8.5 0.0838 0.05 -0.04 0.453 -0.07 0.1
9 0.0645 0.04 -0.03 0.450 -0.08 0.1
9.5 0.0498 0.03 -0.02 0.464 -0.09 0.09
10 0.0384 0.03 -0.02 0.459 -0.08 -0.05
LL+ NLL+
Y µ = 50 µ = 100 µ = 25 µ = 50 µ = 100 µ = 25
6 0.358 0.03 -0.02 0.626 -0.02 -0.1
6.5 0.302 0.03 -0.02 0.589 -0.03 -0.01
7 0.254 0.02 -0.02 0.557 -0.04 0.04
7.5 0.213 0.02 -0.02 0.537 -0.05 0.08
8 0.179 0.02 -0.01 0.533 -0.07 0.1
8.5 0.150 0.02 -0.01 0.523 -0.08 0.1
9 0.126 0.01 -0.01 0.527 -0.09 0.04
9.5 0.105 0.01 -0.009 0.543 -0.1 -0.1
10 0.0880 0.01 -0.007 0.484 -0.03 -0.3
Table 30: tabled values for Fig. 28.
– 51 –
LL NLL
Y
√
s0 = 50
√
s0 = 100
√
s0 = 17.5
√
s0 = 50
√
s0 = 100
√
s0 = 25
6 0.316 0.1 -0.1 0.576 -0.08 0.08
6.5 0.242 0.1 -0.07 0.537 -0.09 0.07
7 0.185 0.08 -0.06 0.504 -0.09 0.07
7.5 0.142 0.06 -0.04 0.481 -0.09 0.07
8 0.109 0.05 -0.03 0.469 -0.08 0.03
8.5 0.0838 0.04 -0.03 0.453 -0.08 0.01
9 0.0645 0.03 -0.02 0.450 -0.08 -0.03
9.5 0.0498 0.02 -0.01 0.464 -0.07 -0.1
10 0.0384 0.02 -0.01 0.459 -0.04 -0.3
LL+ NLL+
Y
√
s0 = 50
√
s0 = 100
√
s0 = 25
√
s0 = 50
√
s0 = 100
√
s0 = 25
6 0.358 0.09 -0.08 0.626 -0.1 0.09
6.5 0.302 0.08 -0.06 0.589 -0.1 0.09
7 0.254 0.07 -0.05 0.557 -0.1 0.08
7.5 0.213 0.06 -0.05 0.537 -0.1 0.08
8 0.179 0.05 -0.04 0.533 -0.1 0.04
8.5 0.150 0.04 -0.03 0.523 -0.1 0.01
9 0.126 0.03 -0.03 0.527 -0.1 -0.05
9.5 0.105 0.03 -0.02 0.543 -0.08 -0.2
10 0.0880 0.02 -0.02 0.484 -0.005 -0.3
Table 31: tabled values for Fig. 29.
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.726 0.01 -0.01 0.650 0.006 -0.006
6.5 0.673 0.005 -0.005 0.621 0.004 -0.004
7 0.623 0.003 -0.003 0.594 0.003 -0.003
7.5 0.576 0.003 -0.003 0.571 0.002 -0.002
8 0.533 0.002 -0.002 0.552 0.002 -0.002
8.5 0.493 0.002 -0.002 0.533 0.003 -0.003
9 0.456 0.002 -0.002 0.520 0.003 -0.003
9.5 0.422 0.003 -0.003 0.516 0.004 -0.004
10 0.390 0.004 -0.004 0.523 0.008 -0.008
LL+
Y MC0 MC+ MC-
6 0.599 0.005 -0.005
6.5 0.554 0.003 -0.003
7 0.512 0.002 -0.002
7.5 0.473 0.002 -0.002
8 0.437 0.002 -0.002
8.5 0.404 0.002 -0.002
9 0.373 0.002 -0.002
9.5 0.345 0.002 -0.002
10 0.319 0.003 -0.003
Table 32: tabled values for Fig. 30.
LL NLL
Y µ = 50 µ = 100 µ = 25 µ = 50 µ = 100 µ = 25
6 0.726 0.07 -0.08 0.650 0.01 -0.1
6.5 0.673 0.07 -0.08 0.621 0.01 -0.06
7 0.623 0.07 -0.08 0.594 0.009 -0.03
7.5 0.576 0.07 -0.08 0.571 0.005 -0.006
8 0.533 0.07 -0.08 0.552 0.0004 0.02
8.5 0.493 0.07 -0.08 0.533 -0.004 0.04
9 0.456 0.07 -0.08 0.520 -0.01 0.05
9.5 0.422 0.07 -0.07 0.516 -0.02 0.07
10 0.390 0.07 -0.07 0.523 -0.03 0.1
LL+
Y µ = 50 µ = 100 µ = 25
6 0.599 0.03 -0.02
6.5 0.554 0.03 -0.02
7 0.512 0.02 -0.02
7.5 0.473 0.02 -0.02
8 0.437 0.02 -0.02
8.5 0.404 0.02 -0.01
9 0.373 0.02 -0.01
9.5 0.345 0.02 -0.01
10 0.319 0.02 -0.01
Table 33: tabled values for Fig. 31.
– 52 –
LL NLL
Y
√
s0 = 50
√
s0 = 100
√
s0 = 17.5
√
s0 = 50
√
s0 = 100
√
s0 = 25
6 0.726 0.07 -0.07 0.650 -0.03 0.02
6.5 0.673 0.07 -0.07 0.621 -0.04 0.02
7 0.623 0.07 -0.06 0.594 -0.04 0.02
7.5 0.576 0.07 -0.06 0.571 -0.03 0.02
8 0.533 0.06 -0.05 0.552 -0.03 -0.01
8.5 0.493 0.06 -0.05 0.533 -0.03 -0.03
9 0.456 0.05 -0.05 0.520 -0.03 -0.07
9.5 0.422 0.05 -0.04 0.516 -0.02 -0.2
10 0.390 0.04 -0.04 0.523 -0.02 -0.3
LL+
Y
√
s0 = 50
√
s0 = 100
√
s0 = 25
6 0.599 0.07 -0.06
6.5 0.554 0.06 -0.06
7 0.512 0.06 -0.05
7.5 0.473 0.05 -0.05
8 0.437 0.05 -0.05
8.5 0.404 0.05 -0.04
9 0.373 0.04 -0.04
9.5 0.345 0.04 -0.04
10 0.319 0.04 -0.03
Table 34: tabled values for Fig. 32.
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.0352 0.0003 -0.0003 0.0310 0.0002 -0.0002
6.5 0.0360 0.0002 -0.0002 0.0349 0.0002 -0.0002
7 0.0266 0.0001 -0.0001 0.0276 0.0001 -0.0001
7.5 0.0157 0.00005 -0.00005 0.0170 0.00005 -0.00005
8 0.00704 0.00002 -0.00002 0.00773 0.00003 -0.00003
8.5 0.00245 0.000008 -0.000008 0.00271 0.00001 -0.00001
9 0.000688 0.000003 -0.000003 0.000748 0.000004 -0.000004
9.5 0.000134 0.0000006 -0.0000006 0.000137 0.000001 -0.000001
10 0.0000127 0.0000001 -0.0000001 0.0000117 0.0000002 -0.0000002
LL+
Y MC0 MC+ MC-
6 0.0281 0.0002 -0.0002
6.5 0.0308 0.0001 -0.0001
7 0.0239 0.00007 -0.00007
7.5 0.0147 0.00004 -0.00004
8 0.00680 0.00002 -0.00002
8.5 0.00242 0.000008 -0.000008
9 0.000695 0.000003 -0.000003
9.5 0.000137 0.0000007 -0.0000007
10 0.0000132 0.0000001 -0.0000001
Table 35: tabled values for Fig. 33.
LL NLL
Y µ = 50 µ = 100 µ = 25 µ = 50 µ = 100 µ = 25
6 0.0352 -0.001 0.003 0.0310 -0.001 0.007
6.5 0.0360 -0.003 0.006 0.0349 -0.002 0.004
7 0.0266 -0.004 0.006 0.0276 -0.002 0.002
7.5 0.0157 -0.003 0.004 0.0170 -0.001 0.001
8 0.00704 -0.001 0.002 0.00773 -0.0006 0.0002
8.5 0.00245 -0.0006 0.001 0.00271 -0.0002 -0.000007
9 0.000688 -0.0002 0.0003 0.000748 -0.00007 -0.00001
9.5 0.000134 -0.00004 0.00007 0.000137 -0.00001 -0.000007
10 0.0000127 -0.000004 0.000008 0.0000117 -0.0000009 -0.000001
LL+
Y µ = 50 µ = 100 µ = 25
6 0.0281 -0.006 0.01
6.5 0.0308 -0.008 0.01
7 0.0239 -0.007 0.01
7.5 0.0147 -0.004 0.008
8 0.00680 -0.002 0.004
8.5 0.00242 -0.0008 0.002
9 0.000695 -0.0002 0.0005
9.5 0.000137 -0.00005 0.0001
10 0.0000132 -0.000005 0.00001
Table 36: tabled values for left figure of Fig. 34.
– 53 –
LL NLL
Y
√
s0 = 50
√
s0 = 100
√
s0 = 25
√
s0 = 50
√
s0 = 100
√
s0 = 25
6 0.0352 0.01 -0.007 0.0310 -0.002 0.003
6.5 0.0360 0.009 -0.006 0.0349 -0.003 0.003
7 0.0266 0.005 -0.004 0.0276 -0.003 0.002
7.5 0.0157 0.003 -0.002 0.0170 -0.001 0.001
8 0.00704 0.001 -0.0007 0.00773 -0.0006 0.0005
8.5 0.00245 0.0003 -0.0002 0.00271 -0.0002 0.0002
9 0.000688 0.00007 -0.00005 0.000748 -0.00006 0.00004
9.5 0.000134 0.00001 -0.000009 0.000137 -0.00001 0.000008
10 0.0000127 0.000001 -0.0000008 0.0000117 -0.0000009 0.0000007
LL+
Y
√
s0 = 50
√
s0 = 100
√
s0 = 25
6 0.0281 0.005 -0.003
6.5 0.0308 0.004 -0.003
7 0.0239 0.003 -0.002
7.5 0.0147 0.001 -0.001
8 0.00680 0.0006 -0.0005
8.5 0.00242 0.0002 -0.0002
9 0.000695 0.00005 -0.00004
9.5 0.000137 0.000009 -0.000007
10 0.0000132 0.0000008 -0.0000006
Table 37: tabled values for right figure of Fig. 34.
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.0256 0.0003 -0.0003 0.0201 0.0001 -0.0001
6.5 0.0243 0.0001 -0.0001 0.0217 0.00008 -0.00008
7 0.0166 0.00007 -0.00007 0.0164 0.00005 -0.00005
7.5 0.00907 0.00003 -0.00003 0.00972 0.00002 -0.00002
8 0.00375 0.00001 -0.00001 0.00427 0.00001 -0.00001
8.5 0.00121 0.000004 -0.000004 0.00144 0.000004 -0.000004
9 0.000314 0.000001 -0.000001 0.000389 0.000001 -0.000001
9.5 0.0000564 0.0000003 -0.0000003 0.0000707 0.0000003 -0.0000003
10 0.00000496 0.00000004 - 0.00000004 0.00000612 0.00000005 -0.00000005
LL+
Y MC0 MC+ MC-
6 0.0168 0.00009 -0.00009
6.5 0.0171 0.00006 -0.00006
7 0.0123 0.00004 -0.00004
7.5 0.00698 0.00002 -0.00002
8 0.00297 0.000008 -0.000008
8.5 0.000979 0.000003 -0.000003
9 0.000260 0.000001 -0.000001
9.5 0.0000473 0.0000002 -0.0000002
10 0.00000422 0.00000003 -0.00000007
Table 38: tabled values for Fig. 35.
LL NLL
Y µ = 50 µ = 100 µ = 25 µ = 50 µ = 100 µ = 25
6 0.0256 0.001 -0.0007 0.0201 -0.0003 0.00003
6.5 0.0243 0.0001 0.0003 0.0217 -0.0007 0.0003
7 0.0166 -0.0005 0.0009 0.0164 -0.0008 0.0005
7.5 0.00907 -0.0006 0.0008 0.00972 -0.0006 0.0005
8 0.00375 -0.0004 0.0005 0.00427 -0.0003 0.0003
8.5 0.00121 -0.0002 0.0002 0.00144 -0.0001 0.0001
9 0.000314 -0.00005 0.00007 0.000389 -0.00004 0.00003
9.5 0.0000564 -0.00001 0.00002 0.0000707 -0.000009 0.000006
10 0.00000496 -0.000001 0.000001 0.00000612 -0.0000009 0.0000005
LL+
Y µ = 50 µ = 100 µ = 25
6 0.0168 -0.003 0.005
6.5 0.0171 -0.004 0.006
7 0.0123 -0.003 0.005
7.5 0.00698 -0.002 0.003
8 0.00297 -0.0008 0.002
8.5 0.000979 -0.0003 0.0006
9 0.000260 -0.00008 0.0002
9.5 0.0000473 -0.00002 0.00003
10 0.00000422 -0.000002 0.000003
Table 39: tabled values for left figure of Fig. 36.
– 54 –
LL NLL
Y
√
s0 = 50
√
s0 = 100
√
s0 = 25
√
s0 = 50
√
s0 = 100
√
s0 = 25
6 0.0256 0.01 -0.007 0.0201 -0.002 0.003
6.5 0.0243 0.01 -0.006 0.0217 -0.003 0.003
7 0.0166 0.006 -0.004 0.0164 -0.002 0.002
7.5 0.00907 0.003 -0.002 0.00972 -0.001 0.001
8 0.00375 0.001 -0.0007 0.00427 -0.0006 0.0002
8.5 0.00121 0.0003 -0.0002 0.00144 -0.0002 0.0000006
9 0.000314 0.00007 -0.00005 0.000389 -0.00005 -0.00003
9.5 0.0000564 0.00001 -0.000009 0.0000707 -0.000008 -0.00002
10 0.00000496 0.000001 -0.0000008 0.00000612 -0.0000007 -0.000003
LL+
Y
√
s0 = 50
√
s0 = 100
√
s0 = 25
6 0.0168 0.005 -0.003
6.5 0.0171 0.005 -0.003
7 0.0123 0.003 -0.002
7.5 0.00698 0.002 -0.001
8 0.00297 0.0006 -0.0005
8.5 0.000979 0.0002 -0.0002
9 0.000260 0.00005 -0.00004
9.5 0.0000473 0.000009 -0.000007
10 0.00000422 0.0000008 -0.0000006
Table 40: tabled values for right figure of Fig. 36.
LL NLL
Y MC0 MC+ MC-
6 0.379 0.133 0.002 -0.002
6.5 0.53 0.167 0.002 -0.002
7 0.526 0.147 0.001 -0.001
7.5 0.423 0.102 0.0007 -0.0007
8 0.271 0.0547 0.0004 -0.0004
8.5 0.128 0.022 0.0002 -0.0002
9 0.0508 0.00724 0.0001 -0.0001
9.5 0.0148 0.00167 0.00004 -0.00004
10 0.00224 0.000187 0.000009 0.000009
LL+ NLL+
Y MC0 MC+ MC-
6 0.214 0.116 0.002 -0.002
6.5 0.282 0.145 0.002 -0.002
7 0.264 0.127 0.001 -0.001
7.5 0.2 0.0878 0.0008 -0.0008
8 0.12 0.0459 0.0005 -0.0005
8.5 0.0529 0.0182 0.0003 -0.0003
9 0.0197 0.00589 0.0001 -0.0001
9.5 0.00537 0.00135 0.00005 -0.00005
10 0.000756 0.000158 0.00001 -0.00001
Table 41: tabled values for Fig. 37.
LL NLL
Y µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70 µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70
6 0.379 -0.1 0.3 0.133 0.006 0.002
6.5 0.53 -0.2 0.4 0.167 0.009 -0.009
7 0.526 -0.2 0.4 0.147 0.008 -0.01
7.5 0.423 -0.2 0.4 0.102 0.007 -0.01
8 0.271 -0.1 0.3 0.0547 0.005 -0.01
8.5 0.128 -0.06 0.2 0.022 0.002 -0.004
9 0.0508 -0.03 0.07 0.00724 0.0008 -0.001
9.5 0.0148 -0.008 0.02 0.00167 0.0002 -0.0003
10 0.00224 -0.001 0.004 0.000187 0.00002 -0.000003
LL+ NLL+
Y µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70 µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70
6 0.214 -0.06 0.1 0.116 0.003 0.003
6.5 0.282 -0.08 0.1 0.145 0.005 -0.008
7 0.264 -0.08 0.1 0.127 0.006 -0.01
7.5 0.2 -0.07 0.1 0.0878 0.005 -0.01
8 0.12 -0.04 0.08 0.0459 0.004 -0.01
8.5 0.0529 -0.02 0.04 0.0182 0.002 -0.003
9 0.0197 -0.008 0.02 0.00589 0.0008 -0.0004
9.5 0.00537 -0.002 0.005 0.00135 0.0002 0.0003
10 0.000756 -0.0003 0.0007 0.000158 0.00001 0.0002
Table 42: tabled values for left figure of Fig. 38.
– 55 –
LL NLL
Y
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
6 0.379 -0.06 0.07 0.133 0.02 -0.01
6.5 0.53 -0.08 0.1 0.167 0.02 -0.02
7 0.526 -0.08 0.1 0.147 0.02 -0.01
7.5 0.423 -0.07 0.08 0.102 0.01 -0.009
8 0.271 -0.04 0.05 0.0547 0.008 -0.005
8.5 0.128 -0.02 0.03 0.022 0.003 -0.002
9 0.0508 -0.009 0.01 0.00724 0.001 -0.0005
9.5 0.0148 -0.003 0.003 0.00167 0.0002 -0.00006
10 0.00224 -0.0004 0.0005 0.000187 0.00002 0.000009
LL+ NLL+
Y
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
6 0.214 -0.02 0.02 0.116 0.02 -0.01
6.5 0.282 -0.02 0.03 0.145 0.03 -0.02
7 0.264 -0.02 0.02 0.127 0.02 -0.02
7.5 0.2 -0.02 0.02 0.0878 0.02 -0.01
8 0.12 -0.01 0.01 0.0459 0.01 -0.005
8.5 0.0529 -0.005 0.005 0.0182 0.004 -0.002
9 0.0197 -0.002 0.002 0.00589 0.001 -0.0003
9.5 0.00537 -0.0005 0.0006 0.00135 0.0002 0.00007
10 0.000756 -0.00007 0.00008 0.000158 0.000007 0.00005
Table 43: tabled values for right figure of Fig. 38.
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.245 0.003 -0.003 0.854 0.01 -0.01
6.5 0.214 0.001 -0.001 0.83 0.01 -0.01
7 0.186 0.0009 -0.0009 0.811 0.008 -0.008
7.5 0.161 0.0007 -0.0007 0.802 0.007 -0.007
8 0.139 0.0005 -0.0005 0.808 0.007 -0.007
8.5 0.119 0.0005 -0.0005 0.802 0.009 -0.009
9 0.102 0.0005 -0.0005 0.806 0.01 -0.01
9.5 0.0866 0.0005 -0.0005 0.824 0.02 -0.02
10 0.0736 0.0006 -0.0006 0.849 0.04 -0.04
LL+ NLL+
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.485 0.004 -0.004 0.974 0.02 -0.02
6.5 0.448 0.003 -0.003 0.952 0.01 -0.01
7 0.413 0.002 -0.002 0.937 0.01 -0.01
7.5 0.38 0.001 -0.001 0.937 0.01 -0.01
8 0.349 0.001 -0.001 0.962 0.01 -0.01
8.5 0.319 0.001 -0.001 0.969 0.01 -0.01
9 0.292 0.001 -0.001 0.992 0.02 -0.02
9.5 0.266 0.001 -0.001 1.02 0.04 -0.04
10 0.243 0.002 -0.002 1.01 0.08 -0.08
Table 44: tabled values for Fig. 39.
LL NLL
Y µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70 µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70
6 0.245 0.04 -0.05 0.854 -0.1 0.1
6.5 0.214 0.04 -0.05 0.83 -0.1 0.1
7 0.186 0.04 -0.05 0.811 -0.1 0.1
7.5 0.161 0.04 -0.04 0.802 -0.1 0.2
8 0.139 0.04 -0.04 0.808 -0.1 0.2
8.5 0.119 0.04 -0.04 0.802 -0.1 0.2
9 0.102 0.04 -0.03 0.806 -0.2 0.2
9.5 0.0866 0.03 -0.03 0.824 -0.2 0.1
10 0.0736 0.03 -0.03 0.849 -0.2 -0.08
LL+ NLL+
Y µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70 µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70
6 0.485 0.01 -0.01 0.974 -0.09 0.1
6.5 0.448 0.01 -0.01 0.952 -0.1 0.1
7 0.413 0.01 -0.01 0.937 -0.1 0.2
7.5 0.38 0.01 -0.01 0.937 -0.1 0.2
8 0.349 0.01 -0.01 0.962 -0.2 0.3
8.5 0.319 0.01 -0.01 0.969 -0.2 0.2
9 0.292 0.01 -0.01 0.992 -0.2 0.06
9.5 0.266 0.01 -0.01 1.02 -0.2 -0.2
10 0.243 0.01 -0.01 1.01 -0.1 -0.6
Table 45: tabled values for Fig. 40.
– 56 –
LL NLL
Y
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 = 17.5
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
6 0.245 0.05 -0.04 0.854 -0.1 0.1
6.5 0.214 0.04 -0.04 0.83 -0.1 0.1
7 0.186 0.04 -0.03 0.811 -0.1 0.1
7.5 0.161 0.04 -0.03 0.802 -0.1 0.1
8 0.139 0.03 -0.03 0.808 -0.1 0.1
8.5 0.119 0.03 -0.02 0.802 -0.1 0.1
9 0.102 0.02 -0.02 0.806 -0.1 0.1
9.5 0.0866 0.02 -0.02 0.824 -0.1 0.07
10 0.0736 0.02 -0.02 0.849 -0.1 0.004
LL+ NLL+
Y
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
6 0.485 0.05 -0.05 0.974 -0.2 0.2
6.5 0.448 0.05 -0.05 0.952 -0.2 0.2
7 0.413 0.05 -0.05 0.937 -0.2 0.2
7.5 0.38 0.05 -0.04 0.937 -0.2 0.2
8 0.349 0.04 -0.04 0.962 -0.2 0.2
8.5 0.319 0.04 -0.04 0.969 -0.2 0.1
9 0.292 0.04 -0.03 0.992 -0.2 0.1
9.5 0.266 0.04 -0.03 1.02 -0.2 0.001
10 0.243 0.03 -0.03 1.01 -0.09 -0.2
Table 46: tabled values for Fig. 41.
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.111 0.002 -0.002 0.437 0.008 -0.008
6.5 0.0921 0.0009 -0.0009 0.407 0.005 -0.005
7 0.076 0.0006 -0.0006 0.381 0.004 -0.004
7.5 0.0623 0.0004 -0.0004 0.363 0.003 -0.003
8 0.0508 0.0003 -0.0003 0.354 0.003 -0.003
8.5 0.0411 0.0002 -0.0002 0.339 0.004 -0.004
9 0.0332 0.0002 -0.0002 0.331 0.005 -0.005
9.5 0.0266 0.0002 -0.0002 0.333 0.008 -0.008
10 0.0213 0.0002 -0.0002 0.347 0.02 -0.02
LL+ NLL+
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.209 0.003 -0.003 0.498 0.01 -0.01
6.5 0.182 0.001 -0.001 0.467 0.006 -0.006
7 0.158 0.0009 -0.0009 0.44 0.005 -0.005
7.5 0.137 0.0006 -0.0006 0.424 0.004 -0.004
8 0.118 0.0005 -0.0005 0.422 0.005 -0.005
8.5 0.101 0.0005 -0.0005 0.41 0.006 -0.006
9 0.0862 0.0004 -0.0004 0.408 0.009 -0.009
9.5 0.0734 0.0005 -0.0005 0.415 0.01 -0.01
10 0.0624 0.0006 -0.0006 0.412 0.03 -0.03
Table 47: tabled values for Fig. 42.
– 57 –
LL NLL
Y µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70 µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70
6 0.111 0.03 -0.03 0.437 -0.05 0.02
6.5 0.0921 0.03 -0.03 0.407 -0.05 0.05
7 0.076 0.02 -0.02 0.381 -0.05 0.07
7.5 0.0623 0.02 -0.02 0.363 -0.06 0.09
8 0.0508 0.02 -0.02 0.354 -0.06 0.1
8.5 0.0411 0.02 -0.02 0.339 -0.07 0.1
9 0.0332 0.02 -0.01 0.331 -0.07 0.1
9.5 0.0266 0.01 -0.01 0.333 -0.08 0.1
10 0.0213 0.01 -0.01 0.347 -0.08 0.04
LL+ NLL+
Y µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70 µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70
6 0.209 0.009 -0.008 0.498 -0.05 0.02
6.5 0.182 0.009 -0.007 0.467 -0.05 0.06
7 0.158 0.009 -0.007 0.44 -0.06 0.09
7.5 0.137 0.009 -0.007 0.424 -0.07 0.1
8 0.118 0.008 -0.006 0.422 -0.08 0.2
8.5 0.101 0.008 -0.006 0.41 -0.09 0.1
9 0.0862 0.007 -0.005 0.408 -0.1 0.09
9.5 0.0734 0.007 -0.005 0.415 -0.1 -0.04
10 0.0624 0.006 -0.005 0.412 -0.08 -0.2
Table 48: tabled values for Fig. 43.
LL NLL
Y
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 = 17.5
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
6 0.111 0.03 -0.03 0.437 -0.09 0.09
6.5 0.0921 0.03 -0.02 0.407 -0.08 0.08
7 0.076 0.02 -0.02 0.381 -0.08 0.08
7.5 0.0623 0.02 -0.02 0.363 -0.08 0.07
8 0.0508 0.02 -0.01 0.354 -0.08 0.06
8.5 0.0411 0.01 -0.01 0.339 -0.07 0.05
9 0.0332 0.01 -0.009 0.331 -0.07 0.03
9.5 0.0266 0.009 -0.007 0.333 -0.07 -0.001
10 0.0213 0.008 -0.006 0.347 -0.06 -0.1
LL+ NLL+
Y
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
6 0.209 0.04 -0.04 0.498 -0.1 0.1
6.5 0.182 0.04 -0.03 0.467 -0.1 0.1
7 0.158 0.03 -0.03 0.44 -0.1 0.1
7.5 0.137 0.03 -0.03 0.424 -0.1 0.1
8 0.118 0.03 -0.02 0.422 -0.1 0.08
8.5 0.101 0.02 -0.02 0.41 -0.1 0.06
9 0.0862 0.02 -0.02 0.408 -0.1 0.03
9.5 0.0734 0.02 -0.01 0.415 -0.1 -0.04
10 0.0624 0.02 -0.01 0.412 -0.06 -0.2
Table 49: tabled values for Fig. 44.
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.452 0.009 -0.009 0.511 0.009 -0.009
6.5 0.43 0.005 -0.005 0.49 0.005 -0.005
7 0.408 0.004 -0.004 0.47 0.004 -0.004
7.5 0.387 0.003 -0.003 0.453 0.003 -0.003
8 0.366 0.002 -0.002 0.438 0.003 -0.003
8.5 0.346 0.002 -0.002 0.423 0.003 -0.003
9 0.326 0.002 -0.002 0.411 0.003 -0.003
9.5 0.307 0.003 -0.003 0.405 0.004 -0.004
10 0.289 0.004 -0.004 0.408 0.007 -0.007
LL+
Y MC0 MC+ MC-
6 0.43 0.006 -0.006
6.5 0.406 0.004 -0.004
7 0.382 0.003 -0.003
7.5 0.359 0.002 -0.002
8 0.337 0.002 -0.002
8.5 0.316 0.002 -0.002
9 0.295 0.002 -0.002
9.5 0.276 0.002 -0.002
10 0.257 0.003 -0.003
Table 50: tabled values for Fig. 45.
– 58 –
LL NLL
Y µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70 µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70
6 0.452 0.03 -0.04 0.511 -0.001 -0.03
6.5 0.43 0.03 -0.04 0.49 -0.003 -0.008
7 0.408 0.03 -0.04 0.47 -0.004 0.006
7.5 0.387 0.03 -0.04 0.453 -0.006 0.01
8 0.366 0.04 -0.04 0.438 -0.009 0.03
8.5 0.346 0.04 -0.04 0.423 -0.01 0.04
9 0.326 0.04 -0.05 0.411 -0.01 0.05
9.5 0.307 0.04 -0.05 0.405 -0.02 0.06
10 0.289 0.04 -0.05 0.408 -0.03 0.09
LL+
Y µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70
6 0.43 0.009 -0.005
6.5 0.406 0.01 -0.005
7 0.382 0.01 -0.006
7.5 0.359 0.01 -0.006
8 0.337 0.01 -0.006
8.5 0.316 0.01 -0.006
9 0.295 0.01 -0.006
9.5 0.276 0.01 -0.006
10 0.257 0.01 -0.006
Table 51: tabled values for Fig. 46.
LL NLL
Y
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 = 17.5
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
6 0.452 0.03 -0.03 0.511 -0.03 0.02
6.5 0.43 0.03 -0.03 0.49 -0.03 0.02
7 0.408 0.03 -0.03 0.47 -0.03 0.02
7.5 0.387 0.03 -0.03 0.453 -0.02 0.02
8 0.366 0.03 -0.03 0.438 -0.02 0.007
8.5 0.346 0.03 -0.03 0.423 -0.02 0.001
9 0.326 0.03 -0.03 0.411 -0.02 -0.009
9.5 0.307 0.03 -0.03 0.405 -0.02 -0.04
10 0.289 0.03 -0.02 0.408 -0.02 -0.1
LL+
Y
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
6 0.43 0.03 -0.03
6.5 0.406 0.03 -0.03
7 0.382 0.03 -0.03
7.5 0.359 0.03 -0.03
8 0.337 0.03 -0.03
8.5 0.316 0.03 -0.03
9 0.295 0.03 -0.03
9.5 0.276 0.03 -0.03
10 0.257 0.03 -0.02
Table 52: tabled values for Fig. 47.
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.0464 0.0005 -0.0005 0.0566 0.0006 -0.0006
6.5 0.0567 0.0004 -0.0004 0.0692 0.0005 -0.0005
7 0.0489 0.0002 -0.0002 0.0596 0.0003 -0.0003
7.5 0.0341 0.0001 -0.0001 0.0411 0.0002 -0.0002
8 0.0188 0.00007 -0.00007 0.0221 0.0001 -0.0001
8.5 0.00761 0.00003 -0.00003 0.00884 0.00004 -0.00004
9 0.00258 0.00001 -0.00001 0.00292 0.00002 -0.00002
9.5 0.000642 0.000004 -0.000004 0.00069 0.000006 -0.000006
10 0.0000824 0.0000007 -0.0000007 0.0000796 0.000001 -0.000001
LL+
Y MC0 MC+ MC-
6 0.0519 0.0005 -0.0005
6.5 0.0633 0.0004 -0.0004
7 0.0545 0.0002 -0.0002
7.5 0.0379 0.0001 -0.0001
8 0.0209 0.00007 -0.00007
8.5 0.00846 0.00003 -0.00003
9 0.00287 0.00001 -0.00001
9.5 0.000715 0.000004 -0.000004
10 0.0000918 0.0000007 -0.0000007
Table 53: tabled values for Fig. 48.
– 59 –
LL NLL
Y µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70 µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70
6 0.0464 -0.01 0.02 0.0566 -0.004 0.008
6.5 0.0567 -0.01 0.02 0.0692 -0.005 0.006
7 0.0489 -0.01 0.02 0.0596 -0.005 0.004
7.5 0.0341 -0.01 0.01 0.0411 -0.004 0.002
8 0.0188 -0.006 0.009 0.0221 -0.002 0.0005
8.5 0.00761 -0.002 0.004 0.00884 -0.0009 -0.000006
9 0.00258 -0.0008 0.001 0.00292 -0.0003 -0.00005
9.5 0.000642 -0.0002 0.0004 0.00069 -0.00007 -0.00003
10 0.0000824 -0.00003 0.00006 0.0000796 -0.000007 -0.000008
LL+
Y µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70
6 0.0519 -0.01 0.02
6.5 0.0633 -0.02 0.03
7 0.0545 -0.02 0.03
7.5 0.0379 -0.01 0.02
8 0.0209 -0.007 0.01
8.5 0.00846 -0.003 0.005
9 0.00287 -0.001 0.002
9.5 0.000715 -0.0003 0.0006
10 0.0000918 -0.00004 0.00008
Table 54: tabled values for left figure of Fig. 49.
LL NLL
Y
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
6 0.0464 0.0004 -0.0008 0.0566 -0.002 0.003
6.5 0.0567 0.0009 -0.001 0.0692 -0.003 0.003
7 0.0489 0.001 -0.001 0.0596 -0.003 0.003
7.5 0.0341 0.0008 -0.0009 0.0411 -0.002 0.002
8 0.0188 0.0005 -0.0005 0.0221 -0.001 0.001
8.5 0.00761 0.0002 -0.0002 0.00884 -0.0004 0.0004
9 0.00258 0.00008 -0.00008 0.00292 -0.0001 0.0001
9.5 0.000642 0.00002 -0.00002 0.00069 -0.00004 0.00003
10 0.0000824 0.000003 -0.000003 0.0000796 -0.000004 0.000004
LL+
Y
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
6 0.0519 0.0007 -0.001
6.5 0.0633 0.001 -0.002
7 0.0545 0.001 -0.001
7.5 0.0379 0.001 -0.001
8 0.0209 0.0006 -0.0006
8.5 0.00846 0.0002 -0.0002
9 0.00287 0.00009 -0.00008
9.5 0.000715 0.00002 -0.00002
10 0.0000918 0.000003 -0.000003
Table 55: tabled values for right figure of Fig. 49.
LL NLL
Y MC0 MC+ MC- MC0 MC+ MC-
6 0.021 0.0004 -0.0004 0.029 0.0004 -0.0004
6.5 0.0244 0.0003 -0.0003 0.0339 0.0003 -0.0003
7 0.02 0.0001 -0.0001 0.028 0.0002 -0.0002
7.5 0.0132 0.00008 -0.00008 0.0186 0.00008 -0.00008
8 0.00687 0.00004 -0.00004 0.00968 0.00004 -0.00004
8.5 0.00263 0.00001 -0.00001 0.00374 0.00002 -0.00002
9 0.000841 0.000005 -0.000005 0.0012 0.000006 -0.000006
9.5 0.000197 0.000002 -0.000001 0.000279 0.000002 -0.000002
10 0.0000238 0.0000003 -0.0000003 0.0000325 0.0000003 -0.0000003
LL+
Y MC0 MC+ MC-
6 0.0223 0.0003 -0.0003
6.5 0.0257 0.0002 -0.0002
7 0.0208 0.0001 -0.0001
7.5 0.0136 0.00006 -0.00006
8 0.00703 0.00003 -0.00003
8.5 0.00267 0.00001 -0.00001
9 0.000847 0.000004 -0.000004
9.5 0.000197 0.000001 -0.000001
10 0.0000236 0.0000002 -0.0000002
Table 56: tabled values for Fig. 50.
– 60 –
LL NLL
Y µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70 µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70
6 0.021 -0.004 0.005 0.029 -0.002 0.002
6.5 0.0244 -0.005 0.006 0.0339 -0.003 0.002
7 0.02 -0.004 0.005 0.028 -0.003 0.002
7.5 0.0132 -0.003 0.004 0.0186 -0.002 0.002
8 0.00687 -0.002 0.002 0.00968 -0.001 0.0009
8.5 0.00263 -0.0006 0.0008 0.00374 -0.0005 0.0004
9 0.000841 -0.0002 0.0003 0.0012 -0.0002 0.0001
9.5 0.000197 -0.00005 0.00007 0.000279 -0.00004 0.00003
10 0.0000238 -0.000007 0.00001 0.0000325 -0.000005 0.000003
LL+
Y µ = 5
√
70 µ = 10
√
70 µ = 5
2
√
70
6 0.0223 -0.006 0.009
6.5 0.0257 -0.007 0.01
7 0.0208 -0.006 0.01
7.5 0.0136 -0.004 0.007
8 0.00703 -0.002 0.004
8.5 0.00267 -0.0009 0.002
9 0.000847 -0.0003 0.0006
9.5 0.000197 -0.00007 0.0001
10 0.0000236 -0.000009 0.00002
Table 57: tabled values for left figure of Fig. 51.
LL NLL
Y
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
6 0.021 0.002 -0.002 0.029 -0.003 0.003
6.5 0.0244 0.002 -0.002 0.0339 -0.003 0.003
7 0.02 0.002 -0.002 0.028 -0.003 0.002
7.5 0.0132 0.001 -0.001 0.0186 -0.002 0.002
8 0.00687 0.0007 -0.0007 0.00968 -0.001 0.0006
8.5 0.00263 0.0003 -0.0003 0.00374 -0.0004 0.0002
9 0.000841 0.0001 -0.00009 0.0012 -0.0001 0.00003
9.5 0.000197 0.00002 -0.00002 0.000279 -0.00003 -0.00001
10 0.0000238 0.000003 -0.000003 0.0000325 -0.000003 -0.000009
LL+
Y
√
s0 = 5
√
70
√
s0 = 10
√
70
√
s0 =
5
2
√
70
6 0.0223 0.002 -0.002
6.5 0.0257 0.003 -0.003
7 0.0208 0.002 -0.002
7.5 0.0136 0.002 -0.002
8 0.00703 0.0009 -0.0008
8.5 0.00267 0.0003 -0.0003
9 0.000847 0.0001 -0.0001
9.5 0.000197 0.00003 -0.00002
10 0.0000236 0.000003 -0.000003
Table 58: tabled values for right figure of Fig. 51.
– 61 –
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