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Abstract
Let G be a reductive complex algebraic group and V a finite-dimensional G-module.
Set B :=D(V )G, the algebra of G-invariant polynomial differential operators on V . Let
ρ :B→ D(O(V )G) be restriction, where D(O(V )G) denotes the differential operators
onO(V )G. Much attention of late has been given to the study of Imρ and Kerρ. Less well
studied are properties of B itself. For example:
• What is the representation theory of B? What are the primitive ideals of B?
• Does B have finite-dimensional representations? In particular, is B an FCR algebra?
Little is known about these questions when G is noncommutative. We give answers for the
adjoint representation of SL3(C), already an interesting and difficult case.
 2002 Published by Elsevier Science (USA).
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1. Introduction
1.1. Let G be a reductive complex algebraic group and X a smooth affine
G-variety. Set B := D(X)G, the algebra of G-invariant algebraic differential
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operators on X. Let ρ :B→D(O(X)G) be restriction, whereD(O(X)G) denotes
the differential operators on O(X)G (see Section 2). The following natural
problems have received much study:
Problems 1.2.
(1) What is the kernel of ρ?
(2) What is the image of ρ?
(3) Is the algebra ρ(B) simple?
In [Sch95] we showed that ρ is surjective if X is “large” enough, in which case
we also determined the kernel of ρ (see Section 3 below). The standard conjecture
regarding Problem 1.2(3) is
Conjecture 1.3. The image ρ(B) is always a simple algebra.
This conjecture has only been established for finite G [M80], for tori [MVdB98],
and for certain representations of SL2 [VdB96].
An interesting special case is X = g, the Lie algebra of G, with the adjoint
representation. All the Problems 1.2 have been solved in this case (and 1.2(3)
holds), due to the work of Harish-Chandra [HaC57, HaC64] and recent work of
Levasseur and Stafford [LS95, LS96] (see Sections 3–4). Since ρ(B) is simple,
Kerρ is a maximal two-sided ideal of B. Our interest in this paper is to find out
about other primitive ideals in B. In particular, we are interested in primitive ideals
of finite codimension. We find an answer for the case g= sl3.
1.4. One can consider the structure of B =D(V )G, where V is any G-module.
In general, it is felt that B should share many properties of enveloping algebras of
Lie algebras. Indeed, if B is generated by a finite-dimensional subspace which is
stable under bracket, then B is the image of a universal enveloping algebra. This
is false in general, and it has proved difficult to study B. There are, however, very
good results in the case where G is a torus, and this case is studied exhaustively
in [MVdB98]. Our work on D(sl3)SL3 is a first step in studying D(V )G where G
is noncommutative and positive-dimensional.
1.5. Here is a detailed outline of the paper. In Section 2 we recall general
properties of G-invariant differential operators on a smooth affine G-variety
X, where G is complex reductive. Since G acts as automorphisms of X, we
get an action of g on O(X) as derivations; that is, we have a homomorphism
τ :g→D(X) (and τ extends to a homomorphism of U(g) to D(X)). In Section 3
we recall key results of Levasseur–Stafford and Knop concerning τ in the case
that X = g. In Section 4 we recall facts about Harish-Chandra’s homomorphism
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δ :D(g)G → D(t)W which is key to the solutions of Problems 1.2 for adjoint
representations. Here t is the Lie algebra of a maximal torus of G, and W is
the corresponding Weyl group. For the rest of the introduction let us assume that
X = g= sl3 and that G= SL3.
We consider the symmetric algebra S(g) as the constant coefficient differential
operators on g. Let e denote the quadratic invariant in O(g)G, let f denote minus
the corresponding invariant (the Laplacian) in S(g)G, and let E denote the Euler
vector field on g. In Section 5 we note that, with appropriate normalizations,
e, f , and h := [e, f ] = E + 4 are a standard basis of a copy of sl2 in B :=
D(g)G.
In Sections 6–7 we determine the structure of B. The polynomial algebra
O(g)G is generated by e and a degree 3 function v30. Applying bracket with f
repeatedly, we obtain invariant differential operators v21 := [f, v30], v12 :=
[f, v21]/2, and v03 := [f, v12]/3. The span of the vij , as sl2-representation, is
isomorphic to the binary forms of degree 3.
Let A denote the subalgebra of B generated by O(g)G and S(g)G. Clearly, e,
f , h, and the vij are in A. From a theorem of Knop, we know that τ induces
an isomorphism of the center of U(g) and the center of B. Thus the center of B
is generated by two elements, K and L. With appropriate normalizations of K
and L we obtain the following result:
Theorem 1.6 (see Theorems 6.1 and 7.9 and Proposition 7.10).
(1) K ∈A and L2 ∈A.
(2) B is a free A-module on 1 and L.
(3) The associated graded algebra of A is a polynomial algebra on gr e, grf ,
grh, grK , and the grvij , i + j = 3.
Since B is a central extension of A of order 2, we can reduce to studying
the representations of A. There is a PBW theorem for A, and we can
introduce analogues of “Verma modules.” We study these Verma modules
in Sections 8–16. Let A<0 be the subalgebra of A generated by f , v12,
and v03. Let A>0 be the subalgebra generated by e, v21, and v30. Then a
Verma module is a universal cyclic A-module whose generator (a highest
weight vector) is annihilated by A>0 and is a simultaneous eigenvector for
h and K . Given µ, κ ∈ C, let W(µ,κ) denote the Verma module with
highest weight vector w(µ,κ), where h · w(µ,κ) = (µ − 3)w(µ,κ) and
K · w(µ,κ) = (κ − 7)w(µ,κ). (The shift makes the arithmetic simpler.)
As usual, W(µ,κ) contains a unique maximal proper submodule Y (µ,κ)
and corresponding simple quotient Z(µ,κ) = W(µ,κ)/Y (µ,κ). An important
calculation is the following:
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Theorem 1.7 (see Theorem 8.7). When applied to w(µ,κ), L2 acts as the scalar
λ2(µ, κ) := (4κ − 3µ2)(κ − 3µ2)2.
If a subquotient of W(µ,κ) contains a highest weight vector, it must be of the
form w(µ− i, κ) for some 0 < i ∈ N. Then L2 ·w(µ,κ)= L2 ·w(µ− i, κ) and
one obtains
Lemma 1.8 (see Lemma 8.8). Suppose that there is a highest weight vector
w(µ − i, κ) in a subquotient of W(µ,κ), i > 0. Then there are at most five
possible values of i . Moreover,
(1) i = 2µ,
(2) κ = κ1(µ, i) := µ2 −µi + i2, or
(3) κ = κ2(µ, i) := 3µ2 − 3µi + i2.
A closer analysis shows that the conditions of the lemma are not sufficient,
unless we insist that i ∈ 2N in (1) and i ∈ 3N in (3). Let N+ denote N \ {0}.
Theorem 1.9 (see Corollary 9.10, Theorems 14.3 and 14.5, and Section 14.8). Let
(µ, κ) ∈C2. Then W(µ,κ) is simple, unless one of the following three conditions
holds.
(1) i ∈ N+ and κ = κ1(µ, i). Then there is an element 0 = Pi ∈ A<0,
independent of µ, such that Piw(µ,κ) is a highest weight vector w(µ− i, κ).
The coefficient of vi12 in Pi is 1.
(2) µ = k ∈ N+. Then there is an element 0 = H2k ∈ A<0, with polynomial
coefficients in κ , such that H2k(κ)w(µ,κ) is a highest weight vector
w(−µ,κ). The coefficient of v2k12 in H2k is 1.
(3) j ∈ 3N+ and κ = κ2(µ, j). Then there is an element 0 = Qj ∈ A<0, with
polynomial coefficients in µ, such that Qj(µ)w(µ,κ) is a highest weight
vector w(µ− j, κ). The coefficient of vj12 in Qj is 1.
The Pi , H2k(κ), and Qj(µ) are unique with the given properties.
In Section 10 we use the theorem above to determine inclusions of Verma
modules and the resolutions of irreducible modules Z(µ,κ). In Section 14 we
determine closed formulas for the Pi and Qj(µ), as well as implicit formulas for
the H2k(κ).
In Sections 10–12 we classify the finite-dimensional modules as follows.
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Definition 1.10. Let (µ, i) be a pair of integers for which
(1) 2 2i < µ.
Then (µ, i) is admissible if
(2) µ+ i is not congruent to zero modulo 3,
and (µ, i) is weakly admissible if it is admissible or
(3) µ and i are evenly divisible by 3.
Theorem 1.11 (see Theorem 12.1). Let (µ, κ) ∈C2.
(1) The irreducible A-module Z(µ,κ) is finite-dimensional if κ = κ1(µ, i) for
an admissible pair (µ, i).
(2) If Z is a finite-dimensional irreducible A-module, then Z  Z(µ,κ1(µ, i))
where (µ, i) is a weakly admissible pair.
(3) If (µ, i) is admissible, then Z(µ,κ1(µ, i)) has dimension (1/6)µi(µ− i).
(4) Any weakly admissible pair (µ, i) is uniquely determined by the eigenvalues
of K and L2 on Z(µ,κ1(µ, i)).
Conjecture 1.12 (see Conjecture 10.10).Z(µ,κ1(µ, i)) is finite-dimensional only
if (µ, i) is admissible.
Each finite-dimensional irreducible A-module gives rise to at most two finite-
dimensional B-modules, corresponding to a choice of sign for the value of
L=±(µ+ i)(µ− 2i)(i− 2µ) (Section 11).
Definition 1.13 (see [KrSm94, KSW99]). An algebra R over C is said to be FCR
if
• every finite-dimensional representation of R is completely reducible;
• the intersection of the kernels of the finite-dimensional representations of R
is zero.
Theorem 1.14 (see Corollary 13.2). The algebrasA and B are FCR.
There are “obvious” modules for A and B resulting from the action of
B =D(g)G on the covariants of O(g) and S(g) and from the action of D(t)W on
the covariants ofO(t) and S(t). In Section 15 we determine how these modules fit
in our general picture. In Section 16 we study the structure of the primitive ideals
of A and B. Finally, in Section 17 we show that A and B cannot have reasonable
Hopf algebra structures.
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2. Differential operators
2.1. All varieties we consider will be algebraic and defined over our base
field C. Let Z be an affine variety, and set R := O(Z). If P , Q ∈ EndC(R),
then [P,Q] denotes the usual commutator of linear operators. We consider
R ⊂ EndC(R) by multiplication. We define the algebra of (algebraic) differential
operators D(R) on R as follows: set Dn(R) = 0 for n < 0, and for n  0
inductively define
Dn(R)= {P ∈ EndC(R): [P,a] ∈Dn−1(R) for all a ∈ R}.
Clearly, D0(R)  R. Note that Dn(R) ⊆ Dn+1(R) for all n, and we define
D(R) :=⋃Dn(R). Now we set Dn(Z) := Dn(R) and, similarly for D(Z), the
differential operators on Z. The elements of Dn(Z) and Dn(R) are said to have
order at most n.
Suppose that Z = Ck , so that R := O(Ck) = C[x1, . . . , xk]. Then D(R) is
the kth Weyl algebra, i.e., the noncommutative algebra C〈x1, . . . , xk, ∂1, . . . , ∂k〉
generated by the xi and the ∂j := ∂/∂xj with their usual commutation relations.
From the filtration {Dn(R)} of D(R) we obtain an associated graded ring
grD(R)O(Ck ⊕ (Ck)∗). If γ = (γ1, . . . , γk) ∈Nk , let |γ | denote∑i γi , let xγ
denote xγ11 · · ·xγkk , and let ∂γ denote ∂γ11 · · ·∂γkk . Then every element P ∈Dn(A)
is a sum
∑
|γ |n aγ ∂γ where the aγ are in R. We say that P ∈D(R) has weight m
if it sends the homogeneous functionsO(Ck)s of degree s to O(Ck)s+m for all s.
Equivalently, P =∑α,β cα,βxα∂β has weight m if and only if for each constant
cα,β = 0, |α| − |β| =m.
It will be useful to also use the Bernstein filtration 0 ⊂D0(R)⊂D1(R)⊂ · · ·
on D(R), where P =∑α,β cα,βxα∂β as above is in Dn(R) if |α|+ |β| n for all
cα,β = 0. Then Dn(R)/Dn−1(R)  O(Ck ⊕ (Ck)∗)n, and the associated graded
algebra grD(R) is again isomorphic to O(Ck ⊕ (Ck)∗). Elements of Dn(R) are
said to have degree at most n. Unless otherwise specified, we will always use the
Bernstein filtration rather than the order filtration.
2.2. Let G be a reductive complex algebraic group and V a G-module. From
the action of G on O(V ) we obtain a natural action of G on D(V ). Then
G preserves Dn(V )G for all n, and gr(D(V )G)  (grD(V ))G  O(V ⊕ V ∗)G
is finitely generated. In particular, D(V )G is finitely generated, left and right
noetherian. Of course, we could have obtained the same result using the order
filtration {Dn(V )G}.
3. The homomorphism τ
Suppose that X is a smooth affine G-variety, where G is complex reductive.
Since G acts on X as automorphisms, we have a homomorphism
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τ :g→D1(X), (τ (A)f )(x)= d
dt
f ◦ exp(−tA)(x)
∣∣∣
t=0,
f ∈O(X), A ∈ g, x ∈X.
Note that any G-invariant function f ∈ O(X)G is annihilated by τ (g), so that
elements of D(X)τ(g) annihilate O(X)G; hence (D(X)τ(g))G ⊂ kerρ. The
criterion of [Sch95] says that we have equality if X is “1-large” (a condition which
holds generically). This criterion fails when X is the adjoint representation of G,
but we have equality anyway, by a theorem of Levasseur and Stafford [LS96]:
Theorem 3.1. Let G be a connected reductive complex algebraic group. Then the
kernel of ρ :D(g)G →D(O(g)G) equals (D(g)τ (g))G.
We also denote by τ the induced homomorphism from the universal enveloping
algebra U(g) to D(X). Now assume that G is connected. Then D(X)G consists
of precisely the elements of D(X) which commute with τ (g); hence we obtain a
homomorphism (also denoted τ ) from the center Z(U(g))= U(g)G of U(g) to the
center Z(D(X)G) of D(X)G. Knop has studied this map in some detail [Kn94a,
Kn94b]. If the generic orbit of X is “large” (in a certain sense), then one obtains an
isomorphism of the centers. The generic orbit G/T of the adjoint representation
of G, where T is a maximal torus of G, is large enough:
Theorem 3.2. Let G be reductive connected. Then τ :U(g)→D(g) induces an
isomorphism of U(g)G with Z(D(g)G).
4. The homomorphism δ
4.1. Let G be a complex reductive group with Lie algebra g. Let T be a
maximal torus with Lie algebra t and Weil group W . Harish-Chandra defined
a map δ :D(g)G →D(t)W with the following properties:
(1) δ is an algebra homomorphism.
(2) On O(g)G, δ is the isomorphism given by restriction O(g)G ∼−→O(t)W .
(3) On S(g)G, δ is the isomorphism S(g)G ∼−→ S(t)W induced by the canonical
projection g→ t.
(4) The kernel of δ is the ideal Kerρ = {P ∈ D(g)G | P(f ) = 0 for all f ∈
O(g)G}.
Note that these properties do not explicitly state that δ is surjective, but this
follows from the following result of Levasseur and Stafford [LS95] (see also
[Sch97]):
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Theorem 4.2. Let W be a finite-dimensional representation of the finite group H .
Let A denote the subalgebra 〈O(W)H ,S(W)H 〉 of B := D(W)H generated by
O(W)H and S(W)H . Then A= B.
Corollary 4.3. Let G be connected reductive. Then the sequence
0→ Kerρ→D(g)G δ−→D(t)W→ 0
is exact, where Kerρ = (D(g)τ (g))G.
Note that Theorem 4.2 and Corollary 4.3 solve Problems 1.2 and that 1.2(3) is
true. We will use the homomorphism δ to help us identify the center of D(g)G.
Let V be any G-module, and set A := 〈O(V )G,S(V )G〉 ⊂ B. We have the
following:
Conjecture 4.4. Let A and B be as above. Then ρ(A)= ρ(B).
By Theorem 4.2 and Corollary 4.3, the conjecture holds when V = g.
5. Orthogonal representations
Suppose that we have a complex vector space V of dimension k, and we are
given a nondegenerate symmetric bilinear form q on V . Then we can choose
coordinates xi so that q =∑ki=1 x2i /2. There is a natural isomorphism (given q),
between V and V ∗, so that grD(V )O(V ⊕ V ∗)O(V ⊕ V )O(V ⊗C2).
There is a natural action of SL2 on O(V ⊗ C2) (the standard action on the
factor C2), hence an action of SL2 on grD(V ). This action lifts to D(V ):
Set Q = −∑i ∂2i /2 ∈ S2(V ), and let E denote the Euler operator ∑i xi∂i .
Noting that adq and adQ act locally nilpotently onD(V ), one can easily establish
the following:
Proposition 5.1. Let q , etc., be as above. Then
(1) e := q , f := Q, and h := [e, f ] = E + k/2 are a standard basis of a copy
of sl2.
(2) The sl2-action integrates to SL2.
(3) xα∂β has weight |α| − |β| with respect to the action of the standard maximal
torus T ⊂ SL2.
(4) The element ω := ( 0 1−1 0 ) ∈ SL2 generates the Weyl group and acts asfollows: ω(xj )= ∂j and ω(∂j )=−xj for all j .
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6. Casimir operators
We assume that G = SLn = SLn(C). The algebra of invariant polynomials
O(g)G is generated by w20, . . . ,wn0, where (wk0)(X) = (1/k!) tr(Xk), X ∈ g,
and tr denotes trace. Since the adjoint representation is orthogonal, we have our
sl2-triple e, f , and h, where e = w20. Each wk0, k = 2, . . . , n, generates a copy
of the irreducible representation Rk of sl2 of dimension k + 1:
Rk = span{wk0,wk−1,1, . . . ,w0k}, wk−i,i = 1
i
[f,wk−i+1,i−1],
i = 1, . . . , k.
Note that the Rk lie in A= 〈O(g)G,S(g)G〉, and that f =−w02.
Let K ′2, . . . ,K ′n denote generators of Z(U(g)) such that Ki := τ (K ′i ) has order
i and δ(Ki) = 0, i = 2, . . . , n. Set C := ef + f e + h2/2, the Casimir operator
of sl2.
Theorem 6.1. Up to a scalar multiple, K2 equals
K̂2 := 3[w30,w03] − [w21,w12] − (2/n)
(
C + (1/8)(n2 − 1)).
Proof. Let g˜ denote the Lie algebra gln of G˜=GLn. Then g˜=C⊕ g, so that
Z
(D(g˜)G˜)Z(D(C)⊗D(g)G)Z(D(g)G).
Thus we can compute in D(g˜).
Define w˜k0 := tr(A˜k)/k!, A˜ ∈ g˜, k = 2, . . . , n, and define e˜ = w˜20, f˜ , and the
w˜ij as above. Let w˜10(A˜) denote tr(A˜)/
√
n for A˜ ∈ g˜, and set w˜01 = [f˜ ,w10].
Then [w˜10, w˜01] = 1. Set K˜ := 3[w˜30, w˜03] − [w˜21, w˜12].
Now we apply the homomorphism δ. Let xi , i = 1, . . . , n, be coordinate
functions on h˜, the Lie algebra of the diagonal n × n matrices. Then δ(f˜ ) =
−∑i ∂2i /2 and
• δ(w˜30)=∑i x3i /6, from which one obtains that
• δ(w˜21)= [δ(f˜ ), δ(w˜30] = −(∑i x2i ∂i + xi)/2,
• δ(w˜12)= (∑i xi∂2i + ∂i)/2,
• δ(w˜03)=−∑i ∂3i /6, and
• δ(K˜)= n/4.
We consider the wij as differential operators on g˜ via projection to g. Then
direct computation establishes the following:
(1) w˜30 =w30 + (w˜10e+ w˜310/6)/
√
n,
(2) w˜21 =w21 + (ew˜01 − w˜10h+ w˜210w˜01/2− w˜10/2)/
√
n,
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(3) w˜12 =w12 + (−hw˜01 − w˜10f + w˜10w˜201/2− w˜01/2)/
√
n, and
(4) w˜03 =w03 + (−w˜01f + w˜301/6)/
√
n.
Substituting (1) through (4) into the definition of K˜ , one sees that K˜ = K̂2 +n/4;
hence δ(K̂2)= 0.
A dimension count shows that δ has a one-dimensional kernel on differential
operators of weight 0 and order of at most 2. The kernel is generated by K2. Thus
K2 is a multiple of K̂2 if K̂2 = 0. To see this, it suffices to show that K̂2 does
not vanish on functions of matrices of the form
[
A 0
0 0
]
, where A is 3 × 3. This
follows from Lemma 7.2 below. ✷
7. Relations forD(sl3)SL3
7.1. We now restrict ourselves to the case of SL3. Then [w30,w21] = e2/6.
Define vij = (2
√
3)wij , i + j = 3. Then [v30, v21] = 2e2. We multiply the
expression for K̂2 in Theorem 6.1 by −6 and subtract 4 to get a central element,
K := 4C + 1
2
[v21, v12] − 32 [v30, v03] ∈A, δ(K)=−4. (7.1.1)
In order to make some sense out of all these invariant differential operators, let us
consider the functions in the associated graded grD(g)G O(g⊕ g)G:
Lemma 7.2. Let (X,Y ) ∈ g⊕ g. Then, as functions of X and Y , we have
(1) gre= tr X
2
2
, grf =− tr Y
2
2
, grh= tr(XY );
(2) grv30 =
√
3
3
tr
(
X3
)
, grv03 =−
√
3
3
tr
(
Y 3
);
(3) grv21 =−
√
3 tr
(
X2Y
)
, grv12 =
√
3 tr
(
XY 2
);
(4) grK = 3
2
tr
([X,Y ]2).
Applying adf repeatedly to the relation [v30, v21] = 2e2 and using the
definition of K , we obtain
Proposition 7.3. The vij , e, f , and h satisfy the following relations:
(1) [v30, v21] = 2e2.
(2) [v30, v12] = −(he+ eh).
(3) 3[v30, v03] + [v21, v12] = 2(h2 − f e− ef ).
(4) [v21, v03] = hf + f h.
(5) [v12, v03] = 2f 2.
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(6) [e, v30] = 0 and [f, v03] = 0.
(7) B := [v21, v12] =K − h2 − 5h− 10f e.
(8) B ′ := [v30, v03] = −K/3+ h2 + h+ 2f e.
Note that we now know all the commutators of elements of A, and A is
spanned by the monomials in vij , i + j = 3, e, f , h, and K . However, there
is at least one more element in B =D(g)G, namely L :=K3. We choose L such
that (grL)(X,Y )= 9 tr([X,Y ]3), (X,Y ) ∈ g⊕ g.
Lemma 7.4. Let σ :B → B be the involutive antiautomorphism P !→ ω(P)t ,
where the superscript t denotes formal transpose and ω is the element of the Weyl
group of SL2 of Proposition 5.1. Then
(1) σ(e)=−f and σ(f )=−e.
(2) σ(vij )= vji , i + j = 3.
(3) σ fixes h and K .
(4) σ(L)=−L.
Proof. Parts (1) and (2) follow immediately from the definitions, and they
imply (3). If we consider formal transpose on elements of τ (g), we see that it
is just multiplication by −1. Since L is cubic in the elements of τ (g), Lt =−L.
Finally, L is central, hence fixed by ω, and we see that σ(L)=−L. ✷
The following is known (cf. [Te86]):
Proposition 7.5. The algebra of invariantsO(g⊕ g)G is a hypersurface algebra.
It is a free module of rank 2 over the polynomial algebra generated by the grvij ,
gre, grf , grh, and grK , and generators of this free module are grL and 1.
Let Bn denote Dn(g)G, and set An = A ∩ Bn. Let P1, . . . ,P8 be e, f , h,
v30, . . . , v03, K in some order, and let mi denote the degree of Pi , 1  i  8.
Then a monomial Pn11 P
n2
2 · · ·Pn88 has degree
∑8
i=1 mini .
Theorem 7.6. The monomials Pn11 P
n2
2 · · ·Pn88 of degree at most n form a basis
of An.
Proof. By 7.3 it is clear that A is spanned by the monomials in the Pi . We
have an injection An/An−1 ↪→ Bn/Bn−1  C[gre, . . . ,grK,grL]n. The images
of the monomials of degree n lie in and form a basis of C[gre, . . . ,grK]n;
hence the monomials of degree n are linearly independent modulo An−1. By
induction, the monomials of degree less than n are linearly independent, so the
monomials of degree at most n are linearly independent. The following lemma
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implies that they span An (hence implies that An/An−1 maps isomorphically
onto C[gre, . . . ,grK]n). ✷
Lemma 7.7. Suppose that P ∈ A is a linear combination of monomials∑r
n=0
∑kn
j=1 cnjQnj , where the Qnj are all the monomials of degree n, j =
1, . . . , kn, n= 0, . . . , r . If P ∈Ar−1, then crj = 0, j = 1, . . . , kr .
Proof. Modulo Ar−1, the expression for P becomes
∑kr
j=1 crj grQrj , where the
grQrj are linearly independent. Since P ∈ Ar−1, ∑krj=1 crj grQrj = 0, which
implies that the crj are all zero. ✷
Remark 7.8. Using the same techniques, one can show that a basis of Bn
consists of the monomials Pn11 P
n2
2 · · ·Pn88 of degree at most n together with the
monomials Pm11 P
m2
2 · · ·Pm88 L, where the degree of Pm11 Pm22 · · ·Pm88 is at most
n− 6.
Let Z(A), Z(B) denote the centers of A and B, respectively.
Theorem 7.9. We have
(1) B is a free A-module with generators 1 and L.
(2) Z(A)=C[K,L2].
(3) L2 ∈A.
Proof. Part (1) follows immediately from Remark 7.8. If Z(A) were larger
than C[K , L2] ⊂ C[K , L] = Z(B), then Z(A) would contain a nonzero central
element Q(K,L2)L for some polynomial Q of two variables. But this would
contradict (1), and we have (2).
We have a relation L2 + αL + β = 0, where α, β ∈ A. Let x ∈ A. Then
[α,x]L+ [β,x] = 0, which leads to a contradiction if [α,x] or [β,x] is nonzero.
Thus α, β ∈ C[K , L2], which implies that α and β are σ -fixed (Lemma 7.4).
Applying σ to our relation, we obtain L2 − αL + β = 0; hence α = 0 and
L2 =−β ∈A. ✷
The relation L2 + β = 0 is SL2-invariant, and it involves K and several
SL2-invariant elements of tensor powers of R2(e) := span{e, f,h} and R3(v) :=
span{vij }i+j=3. Define SL2-modules (labeled by z, x , y) with the following
highest weight vectors:
R2(z)⊂
2⊗
R3(v): z20 := v221 −
3
2
(v30v12 + v12v30);
R6(x)⊂
3⊗
R2(e): x60 = e3;
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R6(y)⊂
2⊗
R3(v): y60 = v230.
We use the usual weight vectors as bases for these modules. For example,
starting with x60 = e3, we set x51 := [f,x60], x42 := [f,x51]/2, etc. Then the
following are SL2-invariant differential operators (whose bidegrees in grD(g)G
are indicated by the subscripts):
F44 := 2z20f − 2z02e− z11h ∈R2(z)⊗R2(e),
F66 := −60(x60y06 + x06y60)+ 10(x51y15 + x15y51)− 4(x42y24 + x24y42)
+ 3x33y33 ∈ R6(x)⊗R6(y),
G66 := 2z20z02 + 2z02z20 − z211 ∈R2(z)⊗R2(z).
We also have the Casimir C = ef + f e+ h2/2.
Proposition 7.10. The relation of Theorem 7.9 is
L2 = 4K3 − 1728C2 + 540CK − 162C + 400+ 264K − (1188/5)F44
+ 57K2 − (81/5)F66 − 54CK2 + 54F44K + 216C2K
− (648/5)F44C − 216C3 + 27G66.
Proof. We used a computer calculation. ✷
Fortunately, the expression above simplifies considerably when we consider
highest weight modules!
8. Representations of B andA
8.1. Each indecomposable representation of A gives rise to at most two
indecomposable representations of B, where L differs only by sign. Thus we
concentrate on representations of A. Note that Theorem 7.6 is a PBW theorem
for A. Let A>0 (respectively A<0) be the algebra with 1 generated by e, v21,
and v30 (respectively f , v12, and v03) and let A(0)  C[h,K] be generated by h
and K . Then AA<0 ⊗A(0)⊗A>0. Write
A<0 =
⊕
i∈N
A(i)<0 and A>0 =
⊕
i∈N
A(i)>0 where (8.1.1)
A(i)<0 := {α ∈A<0 | [h,α] = −iα} and
A(i)>0 := {α ∈A>0 | [h,α] = iα}. (8.1.2)
Let −A denote the right ideal of A generated by f , v12, and v03, and let A+
denote the left ideal generated by e, v21, and v30. Then
AA(0)⊕ (−A+A+) (8.1.3)
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and η :A→A(0) denotes the corresponding projection.
8.2. Verma modules
Let W be an A-module. As usual, a common eigenvector for h and K
which is annihilated by A+ is called a highest weight vector. A standard cyclic
module is a module generated by a highest weight vector. Any irreducible finite-
dimensional A-module is standard cyclic. If w ∈ W is a highest weight vector,
then αw = η(α)w for all α ∈A of h-weight 0.
8.3. Set κ¯ :=K + 7 and µ¯ := h+ 3. (The shift makes the arithmetic simpler.)
Let χµ,κ denote the homomorphism of A(0) to C which sends µ¯ to µ and κ¯ to κ .
Let w(µ,κ) denote a highest weight vector of W(µ,κ), the universal standard
cyclic (=Verma) module with “highest weight” χµ,κ . Set
W(µ,κ)i :=
{
w ∈W(µ,κ) ∣∣ µ¯w = iw}, i ∈ Z, (8.3.1)
and
W(µ,κ)(i) :=
{
w ∈W(µ,κ) ∣∣ µ¯w = (µ− i)w}, i ∈ Z. (8.3.2)
It is easy to show (cf. [Di74, 7.1.6–7.1.8]):
Lemma 8.4. Let µ, κ ∈C2. Then
(1) W(µ,κ)(i) =W(µ,κ)µ−i =A(i)<0 ·w(µ,κ), i ∈N.
(2) W(µ,κ)=⊕i∈NW(µ,κ)(i).
(3) HomA(W(µ,κ),W(µ,κ)) consists of scalar multiples of the identity.
(4) W(µ,κ) contains a unique maximal proper submodule Y (µ,κ).
8.5. The submodule Y (µ,κ) is clearly the direct sum
⊕
i Y (µ, κ)i , where
Y (µ,κ)i := Y (µ,κ) ∩ W(µ,κ)i , i ∈ N. The irreducible quotient Z(µ,κ) :=
W(µ,κ)/Y (µ,κ) is the direct sum
⊕
i Z(µ,κ)i , where Z(µ,κ)i :=W(µ,κ)i/
Y (µ,κ)i . One defines Y (µ,κ)(i) and Z(µ,κ)(i) analogously.
8.6. Our next goal is to show that each W(µ,κ) has a Jordan–Hölder series. It
suffices to show that only finitely many Z(µ− i, κ) can occur as subquotients of
W(µ,κ). The key to this (and most everything else) is the action of L2:
Theorem 8.7. When applied to w(µ,κ), L2 acts as the scalar
λ2(µ, κ) := (4κ − 3µ2)(κ − 3µ2)2.
Proof. Using Proposition 7.3 one computes that
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η(C)= h2/2+ h,
η(F44)=−(2+ h)
(
2K − 5h2 − 7h),
η(F66)=−48K + 288h− 52hK + 312h2 − 18h2K + 108h3 − 2h3K
+ 12h4,
η(G66)=−37h2 − 16K − 76h3 + 62h− 21h4 + 16hK + 12h2K.
Substituting h = µ− 3 and K = κ − 7 and using Proposition 7.10, one obtains
the result. ✷
Suppose that there is a highest weight vector w(µ− i, κ) in a subquotient of
W(µ,κ), i > 0. Then
0 = λ2(µ, κ)− λ2(µ− i, κ)
= 27i(−2µ+ i)(−κ + 3µ2 − 3µi + i2)(−κ +µ2 −µi + i2). (8.7.1)
Define functions κ1 and κ2 on C2 by
κ1(µ, i) := µ2 −µi + i2, (8.7.2)
κ2(µ, i) := 3µ2 − 3µi + i2. (8.7.3)
Then (8.7.1) shows
Lemma 8.8. Suppose that there is a highest weight vector w(µ − i, κ) in a
subquotient of W(µ,κ), i > 0. Then there are at most five possible values of i .
Moreover,
(1) i = 2µ,
(2) κ = κ1(µ, i), or
(3) κ = κ2(µ, i).
Corollary 8.9. Let W =W(µ,κ) and W ′ be Verma modules. Then
(1) W has a Jordan–Hölder series, and each irreducible subquotient is isomor-
phic to a module Z(µ− i, κ), i  0.
(2) W contains a unique nonzero minimal A-submodule.
(3) Any nonzero element of HomA(W,W ′) is injective.
(4) dimCHomA(W,W ′) 1.
Proof. The proofs are just as in the case of enveloping algebras (see [Di74, 7.6.1–
7.6.6]). ✷
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9. The Shapovalov determinant
9.1. There are actually fewer highest weight vectors than Lemma 8.8 suggests.
We will see that there are highest weight vectors corresponding to Lemma 8.8(1)
for i even, to Lemma 8.8(2) for all i , and to Lemma 8.8(3) for i divisible
by 3.
Recall the antiautomorphism σ of Lemma 7.4. We have a bilinear form
γ :A×A→A(0), γ (α,β) := η
(
σ(α)β
)
, α,β ∈A. (9.1.1)
Since σ preserves −A + A+ and is the identity on A(0), it follows that γ is
symmetric. Moreover,A(i)<0 and A(j)<0 are orthogonal for i = j .
We relate γ to a bilinear form 〈 , 〉 on W(µ,κ). Let π be the projection
of W(µ,κ) =⊕i W(µ,κ)(i) onto W(µ,κ)(0) = C · w(µ,κ). Then for all y ∈
A, π(yw(µ,κ)) = χµ,κ(η(y))w(µ,κ). Now yw(µ,κ) ∈ Y (µ,κ) if and only
if σ(x)yw(µ,κ) ∈ Y (µ,κ) for all x ∈ A, which, by the above, holds if and
only if χµ,κ(γ (x, y)) = 0 for all x ∈ A. Define a symmetric bilinear form ( , )
on A by (x, y) = χµ,κ(γ (x, y)), x , y ∈ A. Then by the above, yw(µ,κ) ∈
Y (µ,κ) if and only if y ∈ A is in the radical of ( , ). Now y is certainly in the
radical if yw(µ,κ) = 0, so ( , ) induces a bilinear form 〈 , 〉 on W(µ,κ), where
〈xw(µ,κ), yw(µ,κ)〉 = (x, y), x, y ∈A. Then 〈 , 〉 is “contravariant” in the sense
that 〈xw1,w2〉 = 〈w1, σ (x)w2〉, w1, w2 ∈W(µ,κ), x ∈ A. Moreover, we have
the following:
Remark 9.2. Y (µ,κ) is the radical of the contravariant bilinear form 〈 , 〉 on
W(µ,κ).
As in the case of enveloping algebras (work of Shapovalov [Sh78]) it is
important to compute the discriminant δi of γi , where γi is the restriction of γ
to A(i)<0 (recall Lemma 8.4(1)). Set
M(i) := dimA(i)<0 and S(t) :=
∑
i0
M(i)ti . (9.2.1)
It follows from Proposition 7.3 that A(i)<0 has basis {vp12f qvr03 | p+ 2q + 3r = i};
hence
S(t)= 1
(1− t)(1 − t2)(1− t3) . (9.2.2)
Recall that κ¯ =K + 7 and that µ¯= h+ 3. We show:
Theorem 9.3. Up to a nonzero constant,
176 G.W. Schwarz / Journal of Algebra 258 (2002) 160–204
δi =
i∏
j=1
(
κ¯ − κ1(µ¯, j)
)M(i−j) [i/2]∏
j=1
(µ¯− j)M(i−2j)
[i/3]∏
j=1
(
κ¯ − κ2(µ¯,3j)
)M(i−3j)
.
(9.3.1)
9.4. Factoring the discriminant
In order to distinguish the contributions from the first and third products in
(9.3.1), we introduce a variable b := K − h2. Clearly, A(0) = C[h,b]. From
Proposition 7.3 we have η([v21, v12]) = b− 5h and η([v30, v03]) = −b/3 +
(2/3)h2 + h. We define two degree functions deg1 and deg2 on A(0) by setting
deg1(h) = deg2(h) = 1, deg1(b) = 3/2, and deg2(b)= 5/2 (any values 1 <
deg1(b) < 2 < deg2(b) will do). As usual, the degree of an element in C[h,b]
is the supremum of the degrees of the monomials that occur in it.
Let α be a word in the differential operators e, f , v30, v21, v12, v03, h,
and b. We define its degree vector to be the 8-tuple (p, q , d30, d21, d12, d03,
r , s), where p counts the number of occurrences of e, q counts the number of
occurrences of f , etc. Note that the h-weight of α is 2(p− q)+ 3(d30 − d03)+
(d21 − d12).
Suppose that α has h-weight zero. Write α as a product of words, α = α1α2.
Then η(α) = 0 unless the h-weight of α2 is nonpositive for all possible choices
of α2. If this condition holds, we say that α is negatively ordered. We say that α is
strictly negatively ordered if for all choices of α2 the entries of the degree vector
(p′, q ′, d ′30, d ′21, d ′12, d ′03, r ′, s′) of α2 satisfy the inequalities p′  q ′, d ′21  d ′12,
and d ′30  d ′03. Clearly, if α is strictly negatively ordered, then p = q , d30 = d03,
and d21 = d12.
Let α be a word of h-weight zero and degree vector (p, q , d30, d21, d12,
d03, r , s). Then we define deg1(α) to be (p + q)/2 + (3/4)(d21 + d12) +
(d30 + d03)+ r + (3/2)s, and we define deg2(α) to be (p + q)/2+ (5/4)(d21 +
d12 + d30 + d03) + r + (5/2)s. If t ∈ N and β =∑j cjαj , cj ∈ C is a linear
combination of words of weight zero, then we say that deg1(β) < t (respectively
deg1(β) t) if deg1(αj ) < t (respectively deg1(αj ) t) for all nonzero cj . We
define deg2(β) < t and deg2(β) t similarly.
Lemma 9.5. Let x be e, v30, v21, h, or b, and let y be f , v03, v12, h, or b. Then
deg1([x, y]) < deg1(xy) and deg2([x, y]) < deg2(xy) except in the following
cases.
(1) x = e, y = f , [x, y] = h.
(2) x = v21, y = v12, [x, y] = b−5h−10fe, where deg1(5h+10f e), deg2(5h+
10f e) 1 < 3/2= deg1(b) < 5/2 = deg2(b).
(3) x = v30, y = v03, [x, y] = (2/3)h2 − b/3+ h+ 2f e. Here deg1(−b/3+ h+
2f e) 3/2< deg1(h2)= 2 and deg2((2/3)h2 + h+ 2f e) 2 < deg2(b)=
5/2.
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Proof. Case by case check, using Proposition 7.3. ✷
Proposition 9.6. Let α be a word in e, f , etc., with degree vector (p, q , d30, d21,
d12, d03, r , s) and h-weight 0. Then
(1) deg1(α) deg1(η(α)).
(2) deg2(α) deg2(η(α)).
Moreover, the following are equivalent:
(3) α is strictly negatively ordered.
(4) deg1(α)= deg1(η(α)).
(5) deg2(α)= deg2(η(α)).
If (3) holds, then
(6) η(α) = qhr+p+2d30bs+d21 + β , where q is a positive rational number and
deg1(β) < deg1(η(α)).
(7) η(α) = q ′hr+pbs+d21+d30 + β ′, where q ′ is a positive rational number and
deg2(β ′) < deg2(η(α)).
Proof. We give the proof for deg1; the case for deg2 is similar. Suppose that
α = α1xα2, where α1 and α2 are words in e, . . . and x is h or b. Then Lemma 9.5
shows that α = α1α2x modulo terms of lower deg1. Thus we can “push” all the
copies of h and b to the right, and we reduce to the case r = s = 0. Note that the
proposition holds for α = 1.
We may assume that α is negatively ordered (else η(α)= 0 and there is nothing
to show). Then α = α1Py1 . . . yr , where α1 is a word in e, . . . , each yi is one of
v12, f , or v03, and P is v30, v21, or e. Assume that P = v30. Then, modulo A+,
α =∑ri=1 α1y1 . . . [v30, yi]yi+1 . . . yr , where, by Lemma 9.5, the only terms not
of lower deg1 occur when yi = v03, and the term of [v30, v03] of highest deg1 is
(2/3)h2. Thus, moduloA+ and elements of lower deg1, α is a sum
∑
j (2/3)βjh2,
where the βj are words whose degree vectors are (p, q , d30−1, d21, d12, d03−1,
0, 0). Moreover, the βj are strictly negatively ordered if and only if α is strictly
negatively ordered. By induction, for each βj , we have (1), the equivalence of (3)
and (4), and (6); hence we have the corresponding results for∑j (2/3)βjh2 and α.
The cases P = v21 and P = e are handled similarly. ✷
Corollary 9.7. Let (p, q, r), (p′, q ′, r ′) ∈ N3 with i := p + 2q + 3r = p′ +
2q ′ + 3r ′. Set
P := γi
(
v
p
12f
qvr03, v
p′
12f
q ′vr
′
03
)
and
α := σ (vp12f qvr03)vp′12f q ′vr ′03 = (−1)qvr30eqvp21vp′21f q ′vr ′03.
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Then
(1) deg1(α)  deg1(P ) with equality if and only if (p, q, r) = (p′, q ′, r ′). If
there is equality, thenP = (−1)qp!q!r!(2/3)rhq+2rbp modulo terms of lower
deg1,
(2) deg2(α) deg2(P ) with equality if and only if (p, q, r)= (p′, q ′, r ′). If there
is equality, then P = (−1)qp!q!r!hqbp+r modulo terms of lower deg2.
Proof of Theorem 9.3. Corollary 9.7 implies that
deg1(δi)= deg1
( ∏
p+2q+3r=i
γi
(
v
p
12f
qvr03, v
p
12f
qvr03
))
.
The contribution deg1(γi(v
p
12f
qvr03, v
p
12f
qvr03)) is (3/2)p+ q + 2r , which is the
coefficient of xpyqzr in ((3/2)x∂x + y∂y + 2z∂z)(xpyqzr). Summing over all p,
q , and r , we obtain the generating function(
3
2
x∂x + y∂y + 2z∂z
)
1
(1− x)(1− y)(1− z)
= 1
(1− x)(1− y)(1− z)
(
(3/2)x
1− x +
y
1− y +
2z
1− z
)
.
Substituting x = t , y = t2, and z= t3, we obtain
∑
i
deg1(δi)t i =
1
(1− t)(1− t2)(1− t3)
(
(3/2)t
1− t +
t2
1− t2 +
2t3
1− t3
)
.
(9.7.1)
From (9.2.1) and (9.2.2) we then obtain
deg1(δi)= deg1
(
i∏
j=1
bM(i−j)
[i/2]∏
j=1
hM(i−2j)
[i/3]∏
j=1
(
h2
)M(i−3j))
, (9.7.2)
which is in agreement with the expansion of (9.3.1), and similarly
deg2(δi)= deg2
(
i∏
j=1
bM(i−j)
[i/2]∏
j=1
hM(i−2j)
[i/3]∏
j=1
bM(i−3j)
)
, (9.7.3)
which is again consistent with (9.3.1).
For now let us assume the following:
Lemma 9.8. The discriminant δi is divisible by
G.W. Schwarz / Journal of Algebra 258 (2002) 160–204 179
Fi :=
i−1∏
j=1
(
κ¯ − κ1(µ¯, j)
)M(i−j) [(i−1)/2]∏
j=1
(µ¯− j)M(i−2j)
×
[(i−1)/3]∏
j=1
(
κ¯ − κ2(µ¯,3j)
)M(i−3j)
, (9.8.1)
and no higher power of any factor of Fi divides δi .
Suppose that l ∈ C[h,K] is irreducible and an m-fold factor of δi/Fi , m> 0.
Let (µ, κ) ∈ C2 be arbitrary such that χµ,κ(δi/ lm) = 0 but χµ,κ(l) = 0. By
induction, χµ,κ(δj ) = 0 for j < i . It follows that W(µ,κ) has a highest weight
vector w(µ− i, κ) and that one of the cases (1)–(3) in Lemma 8.8 holds. Hence,
up to a scalar, l is one of the factors µ¯− i/2, κ¯ − κ1(µ¯, i), and κ¯ − κ2(µ¯, i). Then
δi/Fi is, up to a scalar, a product of the same factors.
Suppose that i ≡ 0 mod 6. Then (9.7.2) shows that deg1(δi/Fi)= 3/2+ 1+
2 = 9/2, and (9.7.3) shows that deg2(δi/Fi) = 5/2 + 1 + 5/2 = 6. The only
factorization of δi/Fi consistent with the values of deg1(δi/Fi) and deg2(δi/Fi)
is a product c(κ¯−κ1(µ¯, i))(µ¯− i/2)(κ¯−κ2(µ¯, i)), c ∈C. This gives (9.3.1). The
cases i ≡ 1 mod 6, i ≡ 2 mod 6, etc., are handled similarly. ✷
9.9. The Jantzen filtration
To establish Lemma 9.8 we use a version of the Jantzen filtration [Ja79]; cf.
[KK79]. Set A˜ :=A⊗C C[t], A˜(0) :=A(0) ⊗C C[t], A˜<0 :=A<0 ⊗C C[t], and
A˜(i)<0 :=A(i)<0 ⊗C C[t], i ∈ N. We extend σ to an antiautomorphism of A˜ which
acts as the identity on 1⊗C[t], and we extend η similarly. Then we have extended
versions of the bilinear forms γ and γi and of the discriminant δi . For µ˜, κ˜ ∈C[t],
let χµ˜,κ˜ denote the homomorphism from A˜(0) to C[t] sending µ¯ to µ˜ and κ¯ to κ˜ .
We can define “Verma modules” W˜ (µ˜, κ˜) with highest weight vectors w˜(µ˜, κ˜)
as before, and W˜ (µ˜, κ˜) has a contravariant form 〈 , 〉˜ with values in C[t]. We
have 〈xw˜(µ˜, κ˜), yw˜(µ˜, κ˜)〉˜ = χµ˜,κ˜ ◦η(σ(x)y) ∈ C[t] for x , y ∈ A˜. There is a
surjection π˜ : W˜ (µ˜, κ˜)→W(µ˜(0), κ˜(0)) obtained by setting t = 0, and π˜ maps
A˜-submodules onto A-submodules.
Given µ, κ ∈ C2, we assume that µ˜ = µ+ tµ0 and κ˜ = κ + tκ0, µ0, κ0 ∈ C
are chosen so that Lemma 8.8(1)–(3) fail for every i (with µ and κ replaced by
µ˜ and κ˜ , respectively). Then χµ˜,κ˜ (δi) = 0 for any i ∈ N. Equivalently, 〈 , 〉˜ is
non-degenerate; i.e., if w ∈ W˜(µ˜, κ˜) and 〈w,w′ 〉˜ = 0 for all w′ ∈ W˜ (µ˜, κ˜), then
w = 0. We have a filtration by A˜-modules
W˜(µ˜, κ˜)= W˜ 0 ⊃ W˜ 1 ⊃ W˜ 2 ⊃ · · · , (9.9.1)
where W˜n = {w ∈ W˜(µ˜, κ˜) | tn divides 〈w,w′ 〉˜ for all w′ ∈ W˜(µ˜, κ˜)}. From the
surjection π˜ we obtain a filtration
W(µ,κ)=W 0 ⊃W 1 ⊃W 2 ⊃ · · · (9.9.2)
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by A-modules. If W is an A-module which is semisimple as an h-module, then
as in (8.3.1), let Wj denote {w ∈W | µ¯w = jw}. Then the filtration (9.9.2) has
the following properties:
(1) The filtration is finite; i.e., Wn+1 = 0 for some n ∈N.
(2) W 1 = Y (µ,κ) is the radical of the contravariant form 〈 , 〉 on W 0 =W(µ,κ);
hence W 0/W 1 Z(µ,κ).
(3) Each Wn/Wn+1 carries a nondegenerate contravariant form.
(4) For each j ∈N,∑n>0 dim(Wn)µ−j is the order to which t divides χµ˜,κ˜ (δj )
These properties are established as in [Ja79, 5.1–5.3].
Proof of Lemma 9.8. We first consider the factors (µ¯− j) occurring in δi . We
assume Theorem 9.3 holds for i ′ < i . Let j ∈ N+ with 2j < i . Set µ˜ = j + t
and κ˜ = κ , where κ = κ1(j, k), κ = κ2(j, k) for any k ∈ N (e.g., κ irrational).
By Lemma 8.8 and Corollary 8.9, the only possible proper nonzero submodule
of W(j, κ) is a copy of W(−j, κ), and since by induction χj,κ(δ2j ) = 0, such
a submodule actually occurs. It follows that the filtration of W(j, κ) has the form
W(j, κ)=W 0 ⊃W(−j, κ)=W 1 = · · · =Wn ⊃ (0), (9.9.3)
for some n 1. Then χµ˜,κ˜ (δi) is divisible by t to the power ndimW(−j, κ)(i−2j).
We know by induction, however, that χµ˜,κ˜ (δ2j ) is divisible by t to exactly
order 1, which forces n = 1. Then χµ˜,κ˜ (δi) is divisible by t to the power
dimW(−j, κ)(i−2j), which implies that δi is divisible by µ¯ − j to the power
M(i− 2j). This gives us the lemma for the factors of the form µ¯− j , 2j < i . We
leave the cases of the other two types of factors to the reader. ✷
Corollary 9.10. Let (µ, κ) ∈ C2. Then W(µ,κ) is simple, unless one of the
following three conditions holds:
(1) Suppose that i ∈N+ and κ = κ1(µ, i). Then there is an element 0 = Pi(µ) ∈
A(i)<0 such that Pi(µ)w(µ,κ) is a highest weight vector in W(µ,κ)µ−i , and
the coefficients of Pi are polynomial in µ.
(2) Suppose that µ = k ∈ N+. Then there is an element 0 = H2k(κ) ∈ A(2k)<0
such that H2k(κ)w(k, κ) is a highest weight vector in W(k,κ)−k , and the
coefficients of H2k are polynomial in κ .
(3) Suppose that j ∈ 3N+ and κ = κ2(µ, j). Then there is an element 0 =
Qj(µ) ∈ A(j)<0 such that Qj(µ)w(µ,κ) is a highest weight vector in
W(µ,κ)µ−j , and the coefficients of Qj are polynomial in µ.
The differential operators Pi(µ), H2k(κ), and Qj(µ) are unique up to scalars.
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Proof. Let µ be irrational, κ = κ1(µ, i). By Lemma 10.1 below, we cannot have
κ = κ2(µ, j) for any integer j nor κ = κ1(µ, i ′) for i ′ = i . Then Theorem 9.3
shows that χµ,κ ◦γj is nondegenerate for j < i and degenerate for j = i . Thus
there is a nonzero element Pi(µ), unique up to a scalar by Corollary 8.9, such that
Pi(µ)w(µ,κ) is a highest weight vector.
Now consider the bilinear form γi(µ¯) obtained from γi via the homomorphism
fromA(0) to C[µ¯] which sends µ¯ to µ¯ and κ¯ to κ1(µ¯, i). By the above, γi(µ¯) has
a rank 1 radical. This radical has to be a free C[µ¯]-module; hence, up to a scalar,
it is generated by a unique nonzero element Pi(µ¯). This establishes (1), and the
arguments for (2) and (3) are similar. ✷
Remarks 9.11. (1) In Section 14 we will show that the operators Pi(µ) are
independent of µ and that we can normalize them so that the coefficient of vi12
is 1. Moreover, one can normalize the Qj(µ) and H2k(κ) so that the coefficients
of vj12 and v
2k
12 are both 1.
(2) Since Verma submodules of W(µ,κ) occur with multiplicity at most one,
whenever compositions of the operators Pi , H2k, and Qj applied to w(µ,κ) give
highest weight vectors in some W(µ,κ)l in two different ways, the compositions
of the operators have to agree up to a scalar. See Proposition 14.1 for examples.
10. Inclusions of Verma modules
We investigate Verma modules W(µ,κ) where Y (µ,κ) is not simple. We also
determine the maximal chains of inclusions of Verma modules. Corollary 9.10
gives the generators for such inclusions. In Theorem 10.7 and Proposition 14.1 we
find relations among the operators Pi(µ), Qj(µ), and H2k(κ), and in Section 14
these relations lead us to explicit formulas for the Pi(µ) and the Qj(µ).
The case where Y (µ,κ) is a simple Verma submodule is covered by
Corollary 9.10, so we consider the case where Y (µ,κ) is not simple. Lemma
8.8 gives us conditions which we explore in the following lemma and corollary.
We leave the proof of the lemma to the reader.
Lemma 10.1. Suppose that i , j , µ ∈C.
(1) If κ1(µ, i)= κ1(µ, j), then i = j or µ= i + j .
(2) If κ2(µ, i)= κ2(µ, j), then i = j or 3µ= i + j .
(3) If κ1(µ, i)= κ2(µ, j), then µ= j − i or 2µ= i + j .
(4) If κ1(µ, i)= κ1(µ− i, j), then i =−j or µ= j .
(5) If κ2(µ, i)= κ2(µ− i, j), then i =−j or 3µ= 2i + j .
(6) If κ1(µ, i)= κ2(µ− i, j), then µ= 2i + j or 2µ= i + j .
(7) If κ2(µ, j)= κ1(µ− j, i), then µ=−i or 2µ= i + j .
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Corollary 10.2. Suppose that Y (µ,κ) is not simple. Then one of the following
holds.
(1) µ ∈ Z and κ = κ1(µ, i) for some i ∈ Z, and not both i and µ are zero.
(2) µ = (i + j)/2, where j ∈ 3N+, i ∈ N+, i + j is odd and κ = κ1(µ, i) =
κ2(µ, j).
Proof. We are clearly in case (1) if we can apply an operator H2k(κ). Suppose
that the only Verma submodule of W(µ,κ) is W(µ − i, κ) with highest
weight vector w(µ − i, κ) = Pi(µ)w(µ,κ). If w(µ − i, κ) is also of the form
Qi(µ)w(µ,κ), then Lemma 10.1 shows that we are in case (1). So we assume
this does not occur.
We now use the Jantzen filtration. Set µ˜ = µ + tµ0 and κ˜ = κ + tκ0 such
that κ˜ − κ1(µ˜, i) is divisible by t to exactly order 1. Then by (9.3.1) and our
hypotheses, the only contributions to the power of t dividing χµ˜,κ˜ (δj ), j ∈ N,
come from the factor κ¯ − κ1(µ¯, i) of δj . It follows from (9.9.2)(1)–(4) that, in the
Jantzen filtration, we have W 1 =W(µ − i, κ) and W 2 = (0). Hence Y (µ,κ) =
W(µ − i, κ) is irreducible, which contradicts our hypotheses. Similarly, we get
a contradiction if the only nonzero proper Verma submodule of W(µ,κ) has a
highest weight vector Qj(µ)w(µ,κ) for some j .
We may now assume that W(µ,κ) has two distinct Verma submodules. If
they are both generated by operators of type P (or both of type Q), then by
Lemma 10.1 we have case (1). If the Verma submodules have highest weights
Pi(µ)w(µ,κ) and Qj(µ)w(µ,κ), then Lemma 10.1(3) shows that we have either
case (1) or (2). The other possibilities similarly lead to (1) or (2). ✷
Regarding case (2) above we have
Theorem 10.3. Suppose that µ= (i+ j)/2, where j ∈ 3N+, i ∈N+, i+ j is odd,
and κ = κ1(µ, i). Then the sequence
0 −→ W(− i+j2 , κ)−→W( i−j2 , κ)⊕W( j−i2 , κ)−→W( i+j2 , κ)
−→ Z( i+j2 , κ)−→ 0
is exact, where W(− i+j2 , κ) is the intersection of W(i−j2 , κ) and W(j−i2 , κ) in
W(
i+j
2 , κ). The highest weights generating the Verma submodules are:
(1) w( i−j2 , κ) :=Qj( i+j2 )w( i+j2 , κ).
(2) w(j−i2 , κ) := Pi( i+j2 )w( i+j2 , κ).
(3) w(− i+j2 , κ) := Pi( i−j2 )w( i−j2 , κ) = cQj ( j−i2 )w( j−i2 , κ) for some 0 =
c ∈C.
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Proof. Since µ = i+j2 /∈ N, the only possible inclusions of Verma modules are
via operators Pi and Qj (cases (3), (6), and (7) of Lemma 10.1), and we obtain
the Verma submodules with highest weight vectors given in (1) and (2). We leave
it to the reader to use Lemma 10.1 to show that we cannot have an inclusion
between these submodules. Similarly, Lemma 10.1 shows that W(− i+j2 , κ) is the
only proper nonzero Verma submodule of W(i−j2 , κ) and W(
j−i
2 , κ). It follows
that W(i−j2 , κ)∩W(j−i2 , κ)=W(− i+j2 , κ).
We need to show that Y (µ,κ)=W(i−j2 , κ)+W(j−i2 , κ). Since the cohomol-
ogy of our complex consists of A-modules, it is sufficient to check exactness at
the µ¯-weights i−j2 ,
j−i
2 , and − i+j2 , where µ¯= h+3. We use the Jantzen filtration
again: choose µ˜= µ+ tµ0, κ˜ = κ + tκ0 such that κ˜ − κ1(µ˜, i) and κ˜ − κ2(µ˜, j)
are divisible by t to order exactly one. Then from (9.3.1) and (9.9.2)(1)–(4) we
obtain that, as an h-module,∑
n>0
Wn =W
(
i − j
2
, κ
)
⊕W
(
j − i
2
, κ
)
. (10.3.1)
Now assume that i < j (the case j < i is similar). Then exactness at weight j−i2
is clear from (10.3.1). We also obtain that the i−j2 weight space of Y (µ,κ) is at
most the sum of the i−j2 weight spaces of W(
j−i
2 , κ) and W(
i−j
2 , κ); hence we
have equality. Finally, assume that the − i+j2 weight space of Y (µ,κ) is larger
than that of W(i−j2 , κ)+W(j−i2 , κ). Then by (10.3.1) we have that Y (µ,κ) 
W(
i−j
2 , κ) ⊕W(j−i2 , κ) as h-module. It is easy to see that the Poincaré series
of Z(µ,κ), as h-module, would eventually have terms with negative coefficients,
a contradiction. Hence our sequence is exact. ✷
Remark 10.4. When we normalize the Pi , etc. (see Remark 9.11), it follows that
the constant c in Theorem 10.3(3) is 1. Similarly, the constants c1, c2, and c3 of
Theorem 10.7 below are 1.
10.5. Maximal Verma modules
We now consider the cases where µ ∈ Z. For each W(µ,κ) we find a “stan-
dard” W(µ′, κ) containing it, and then we analyze all the Verma submodules of
W(µ′, κ).
Proposition 10.6. Suppose that (0,0) = (µ, i) ∈ Z2. Set κ = κ1(µ, i). Then
W(µ,κ) embeds into a Verma module W(µ′, κ), κ = κ1(µ′, i ′), where
(1) 0 < i ′ = µ′, or
(2) 2 2i ′ µ′.
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Proof. Ifµ< 0, thenw(µ,κ) :=H−2µ(κ)w(−µ,κ) ∈W(−µ,κ)µ is the highest
weight vector of a copy of W(µ,κ). Moreover, κ1(µ, i)= κ1(−µ,−i), so we can
assume that µ  0. If i < 0 we have κ1(µ, i) = κ1(µ − i,−i), and w(µ,κ) :=
P−i (µ− i)w(µ− i, κ) ∈W(µ− i, κ)µ generates a copy of W(µ,κ), so we can
also assume that i  0.
If i > µ we have κ1(µ, i) = κ1(i, i − µ) and a highest weight vector
w(µ,κ) := Pi−µ(i)w(i, κ) ∈ W(i, κ)µ, so we may assume that µ  i  0 and
µ + i > 0. Finally, if 2i > µ > i or i = 0, we can replace i by µ − i since
κ1(µ, i)= κ1(µ,µ− i). Thus we arrive at the inequalities (1) or (2). ✷
In the following theorem, the symbols W(µ− i, κ) Pi−→W(µ,κ) indicate that
Pi(µ)w(µ,κ) is the highest weight vector of a Verma submodule W(µ− i, κ)⊂
W(µ,κ). Similar interpretations hold for Pi replaced by Qj or H2k.
Theorem 10.7. Suppose that µ ∈ N and κ = κ1(µ, i), where µ and i satisfy one
of the sets of inequalities in Proposition 10.6. Then the Verma submodules of
W(µ,κ) are as follows:
(1) If µ= i > 0, then κ = i2 and we have inclusions
W(−i, κ) Pi−→W(0, κ) Pi−→W(i, κ).
(2) If µ= 2i > 0, then κ = 3i2 and we have inclusions
W(−2i, κ) Pi−→W(−i, κ) H2i−−→W(i, κ) Pi−→W(2i, κ).
(3) If 2 2i < µ and µ− 2i ∈ 3N, then we have inclusions
W(−µ,κ) Pi−→W(−µ+ i, κ) Qµ−2i−−−−→W(−i, κ) H2i−−→W(i, κ)
Qµ−2i−−−−→W(µ− i, κ) Pi−→W(µ,κ).
(4) If 2 2i < µ and µ− 2i /∈ 3N, then we have an exact sequence
0 −→ W(−µ,κ)−→W(−µ+ i, κ)⊕W(−i, κ)
−→ W(µ− i, κ)⊕W(i, κ)−→ Y (µ,κ)−→ 0.
In (4), the morphisms and modules correspond to the following highest weight
vectors:
(a) w(µ− i, κ) := Pi(µ)w(µ,κ).
(b) w(i, κ) := Pµ−i (µ)w(µ,κ).
(c) w(−i, κ) :=H2i(κ)w(i, κ)= c1Pµ(µ− i)w(µ− i, κ), 0 = c1 ∈C.
(d) w(−µ+ i, κ) :=H2µ−2i(κ)w(µ− i, κ)= c2Pµ(i)w(i, κ), 0 = c2 ∈C.
(e) w(−µ,κ) := Pi(−µ + i)w(−µ + i, κ) = c3Pµ−i (−i)w(−i, κ), 0 =
c3 ∈C.
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Proof. Cases (1) and (2) we leave to the reader (use Lemma 8.8). Note that in
cases (3) and (4) we have the maximal possible number of Verma submodules.
The highest weight vectors given in (a)–(e) show that W(µ,κ) has submodules
W(µ − i, κ), etc. Each of these submodules occurs with multiplicity one. Thus
we have the equalities in (c)–(e). If µ− 2i ∈ 3N, then Qµ−2i (µ− i)w(µ− i, κ)
is the highest weight vector of a copy of W(i, κ) lying in W(µ − i, κ), and
Qµ−2i (−i)w(−i, κ) is the highest weight vector of a copy of W(−µ+ i, κ) lying
in W(−i, κ). Thus the Verma submodules of W(µ,κ) line up as in (3).
Suppose that µ − 2i /∈ 3N. Then by Corollary 9.10 there is no nonzero
homomorphism fromW(i, κ) to W(µ− i, κ) nor fromW(−µ+ i, κ) to W(−i, κ).
The highest weight vectors in (c) and (d) show that the intersection of W(µ− i, κ)
and W(i, κ) contains the sum of W(−µ+ i, κ) and W(−i, κ), whose intersection
contains, in turn, W(−µ,κ). Hence we see that (4) is a complex.
It takes more work to show that (4) is exact. We use the Jantzen filtration
(Section 9.9) and Poincaré series arguments.
Since µ− 2i /∈ 3N, one can show from Lemma 10.1 that κ1(µ, i) = κ2(µ, j)
for any j ∈ 3N. Choose µ˜ = µ+ tµ0, and κ˜ = κ + tκ0 such that κ˜ − κ1(µ˜, i),
κ˜ − κ1(µ˜,µ− i), and µ˜−µ are divisible by t precisely to order 1. Then one can
see from (9.3.1) that the only contributions to the power of t dividing χµ˜,κ˜ (δj ),
j ∈N, are from the δj factors κ¯ − κ1(µ¯, i), κ¯ − κ1(µ¯,µ− i), and µ¯−µ. It then
follows from (9.9.2)(4) that:
As an h-module,
⊕
n>0
Wn is the same as
W(µ− i, κ)⊕W(i, κ)⊕W(−µ,κ). (10.7.1)
Now let us assume that the complex (4) in Theorem 10.7 is exact. Let P(t)
be the Poincaré series of Z(µ,κ) as h-module; i.e., the coefficient of tj is the
dimension of the h-weight space of weight j . Then
P(t)= t
µ−3(1− t−i − t−µ+i + t−µ−i + t−2µ+i − t−2µ)
(1− t−1)(1− t−2)(1− t−3) , (10.7.2)
which factors as
P(t)= (t
µ−3)(1− t−i )(1− t−µ+i )(1− t−µ)
(1− t−1)(1− t−2)(1− t−3) . (10.7.3)
Since 3 does not divide µ − 2i , one can easily see that P(t) is tµ−3 times a
polynomial in t−1 of degree 2µ− 6, so
P(t)=
µ−3∑
j=−µ+3
aj t
j , aj ∈N. (10.7.4)
From (10.7.3) one can see that P(t)= P(t−1), so that aj = a−j , j = 1, . . . ,µ−3.
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We now have the ingredients necessary to prove exactness of (4). Since the
homology of (4) consists of A-modules, it is enough to establish exactness at the
five µ¯-weights µ− i , i , −i , −µ+ i , and −µ, where we recall that µ¯= h+ 3.
• Weight µ − i: We know that there is a copy of W(µ − i, κ) in Y (µ,κ)
generated by the highest weight vector Piw(µ,κ). By Corollary 8.9 or (10.7.1)
we see that Y (µ,κ)µ−i =W(µ− i, κ)µ−i , giving exactness at weight µ− i .
• Weight i: We have a copy of W(i, κ) in Y (µ,κ) generated by Pµ−iw(µ,κ).
Recall from above that W(i, κ) ⊂W(µ− i, κ). It then follows from (10.7.1) that
W(µ− i, κ)i +W(i, κ)i = Y (µ,κ)i , giving exactness at weight i .
• Weight −i: We use the fact that the Poincaré series (10.7.2) and (10.7.4) and
our resolution are correct at h-weights greater than−i−3. We know that the inter-
section of W(µ− i, κ) and W(i, κ) has a highest weight vector generating a copy
ofW(−i, κ). For exactness, it remains to show that Y (µ,κ)−i =W(µ− i, κ)−i+
W(i, κ)−i . The formula (10.7.2) for P(t) calculates dimZ(µ,κ)−i assuming that
Y (µ,κ)−i =W(µ− i, κ)−i+W(i, κ)−i . Thus dimZ(µ,κ)−i is not more than the
coefficient a−i−3 in (10.7.4). We already know that dimZ(µ,κ)i+6 is ai+3. Since
Z(µ,κ) is an SL2-module, the dimension of the (−i−3) h-weight space must be
at least that of the (i + 3) h-weight space. It follows that a−i−3 is dimZ(µ,κ)−i
and that our sequence is exact at weight −i .
• Weight −µ+ i: Using the Jantzen filtration of W(i, κ) as in (10.7.1) one can
show that Z(−µ + i, κ) occurs once in the Jordan–Hölder series of W(i, κ). It
follows that
W(i, κ)−µ+i ∩W(µ− i, κ)−µ+i =W(−i, κ)−µ+i +W(−µ+ i)−µ+i .
The complex (4) will be exact at weight−µ+i if we can show that W(i, κ)−µ+i+
W(µ− i, κ)−µ+i = Y (µ,κ)−µ+i . But this can be shown using the Poincaré series
as above.
• Weight −µ: Using the exactness of (4) at the weights −µ+ 1, −µ+ 2 and
−µ+ 3 and the fact that the corresponding coefficients of P(t) are zero, one sees
thatW(µ−i, κ)+W(i, κ) equalsW(µ,κ) at the three consecutive weights above.
It follows that W(µ − i, κ) +W(i, κ) equals W(µ,κ) at all lower weights, in
particular at weight −µ. Using the Poincaré series, we see that dim(W(i, κ)−µ ∩
W(µ− i, κ)−µ) equals dimW(−i, κ)−µ+dimW(−µ+ i)−µ−1. As in the proof
of Theorem 10.3 we have W(−i, κ) ∩W(−µ + i, κ) =W(−µ,κ), so we have
exactness of (4) at weight −µ. ✷
Let µ and κ be as in Theorem 10.7(4). Then we have shown that Z(µ,κ)
is finite-dimensional. One can ask if Z(µ − i, κ), Z(i, κ), etc., are finite-
dimensional, and one can ask similar questions in cases (1)–(3) of Theorem 10.7.
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Proposition 10.8. Z(µ′, κ) is infinite-dimensional for every Verma module
W(µ′, κ) appearing in Theorems 10.3 and 10.7, except for the cases µ′ = µ in
(3) and (4) of Theorem 10.7.
Proof. The case of Theorem 10.3 is easy, since the highest weight vectors are
half-integral and generate infinite-dimensional SL2-modules. We will do the case
of W(µ − i, κ) occurring in Theorem 10.7(3), and leave the other cases to the
reader. We have µ− 2i = 3k, k ∈N+, and the difference between the dimensions
of the h-weight spaces of weight −1 and 1 in W(µ − i, κ) is k more than
in W(i, κ). It follows that W(µ − i, κ)/W(i, κ) contains a higher dimensional
space of h-weight vectors of weight −1 than 1. This must also be true for
W(µ − i, κ)/Y (µ − i, κ) since Y (µ − i, κ)j = W(i, κ)j for j > −i . Hence
Z(µ− i, κ) contains an infinite-dimensional representation of SL2. ✷
Proposition 10.9. Suppose that we have case (3) of Theorem 10.7. Then
dimZ(µ,κ)=∞ if 3 does not evenly divide µ (and i).
Proof. If Y (µ,κ)=W(µ− i, κ), then Z(µ,κ) is infinite-dimensional, as one can
see from the Poincaré series. Suppose that Y (µ,κ)/W(µ− i, κ) contains a copy
of W(i, κ). (This is the case where dimY (µ,κ)j is largest possible for j >−i .)
If µ≡ 2 mod 3 and i ≡ 1 mod 3, then one can compute that W(µ,κ)/Y (µ,κ)
has a higher dimensional space of h-weight vectors of weight −1 than +1, which
implies that W(µ,κ)/Y (µ,κ) contains an infinite-dimensional representation of
SL2. If µ ≡ 1 mod 3 and i ≡ 2 mod 3, one finds that having a nontrivial
image of W(i, κ) in Y (µ,κ)/W(µ − i, κ) leads to a contradiction at h-weight
−1, i.e., that W(µ,κ)/Y (µ,κ) would have a higher dimensional space of h-
weight vectors of weight 1 than of weight −1. Thus Y (µ,κ)/W(µ− i, κ) does
not contain a nontrivial image of W(i, κ), and then W(µ,κ)/Y (µ,κ) contains
a higher dimensional space of weight vectors of h-weight −2 than of weight 2,
showing that dimZ(µ,κ) =∞. Thus Z(µ,κ) in Theorem 10.7(3) can only be
finite-dimensional if 3 | µ and 3 | i . ✷
Conjecture 10.10. In Theorem 10.7(3) we always have Y (µ,κ)=W(µ− i, κ),
hence Z(µ,κ) is infinite-dimensional.
11. The Weyl group
We have a natural action of S3 on R3 by permutations, and this action restricts
to the two-dimensional subspace U := {(x1, x2, x3) ∈ R3 | x1 + x2 + x3 = 0}.
This action is isomorphic to the natural two-dimensional representation of D6,
the dihedral group of order 6. To obtain the action of D12 one can just add
multiplication by −1. It is easy to see:
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Lemma 11.1. Let U , etc., be as above. Set F2(x1, x2, x3) := 16 (x21 + x22 + x23) and
F3(x1, x2, x3) := x1x2x3.
(1) A fundamental domain for the action of D6 is {(x1, x2, x3) ∈ U | x1 
x2  x3}, and R[U ]D6 is generated by F2 and F3.
(2) A fundamental domain for the action of D12 is {(x1, x2, x3) ∈ U | x1 
x2  x3 and x2  0}, and R[U ]D12 is generated by F2 and F 23 .
Now we use coordinates µ and i on U , where x1 := µ+ i , x2 := µ− 2i , and
x3 := −2µ+ i . Then the fundamental domain of D12 is given by the inequalities
0 2i  µ. Moreover, F2(x1, x2, x3)= κ1(µ, i) and F3(x1, x2, x3)= λ(µ, i) :=
(µ + i)(µ − 2i)(i − 2µ). The scalar λ2(µ, κ) of Theorem 8.7 is precisely the
square of λ(µ, i) if one substitutes κ = κ1(µ, i). We have:
Proposition 11.2. Let W = W(µ,κ) be a Verma module, where κ = κ1(µ, i),
(µ, i) ∈ R2, and 0  2i  µ. Then µ and i are uniquely determined by the
eigenvalues of K and L2 on W , and L2 acts as λ(µ, i)2 on W , where
λ(µ, i)= (µ+ i)(µ− 2i)(i− 2µ).
12. Finite-dimensional representations
Recall the notions of admissible and weakly admissible pairs (Definition 1.10).
For (µ, i) ∈ C2, let v(µ, i) denote a highest weight vector of V (µ, i) :=
Z(µ,κ1(µ, i)).
Theorem 12.1.
(1) The irreducible A-module V (µ, i) is finite-dimensional if (µ, i) is admissi-
ble.
(2) If Z is a finite-dimensional irreducible A-module, then Z  V (µ, i) where
(µ, i) is weakly admissible.
(3) If (µ, i) is admissible, then V (µ, i) has dimension (1/6)µi(µ− i).
(4) Any weakly admissible pair (µ, i) is uniquely determined by the eigenvalues
of K and L2 on V (µ, i).
Proof. We established (1) in the course of the proof of exactness in Theo-
rem 10.7(4). Let Z be finite-dimensional as in (2). Then Z has a highest weight
vector; hence it is isomorphic to some Z(µ,κ). We must have that µ ∈N, µ 3;
else Z(µ,κ) contains an infinite-dimensional SL2-module. If Y (µ,κ) is simple,
then a Poincaré series argument shows that Z(µ,κ) cannot be finite-dimensional.
Thus Y (µ,κ) is not simple, and by Corollary 10.2 and Proposition 10.6, W(µ,κ)
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appears in one of the sequences in Theorem 10.7. By Propositions 10.8 and 10.9,
we have Z(µ,κ) V (µ, i) where (µ, i) is weakly admissible, giving (2).
Let (µ, i) be admissible. Then from the formula (10.7.3), dividing top and
bottom by (1− t−1)3, we obtain that
P(t) = t
µ−3(1+ t−1 + · · · + t−i+1)(1+ t−1 + · · · + t−µ+i+1)
(1+ t−1)(1+ t−1 + t−2)
× (1+ t−1 + · · · + t−µ+1).
Substituting t−1 = 1 gives (3). Part (4) immediately follows from Proposi-
tion 11.2. ✷
Theorem 12.2. Every nonzero finite-dimensional representation of A is com-
pletely reducible.
Proof. Let V be a nonzero finite-dimensional representation of A. We may
decomposeV as a direct sum ofA-modules corresponding to the joint eigenvalues
of K and L2. Thus we can assume that there is a weakly admissible pair (µ, i)
such that the Jordan–Hölder series of V consists of r copies of V (µ, i) for some
r ∈ N+. If r = 1, there is nothing to prove. Assume that we have established the
case r = 2, and let
0= V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vr−1 ⊂ Vr = V
be a filtration of V with Vj/Vj−1 irreducible for 1  j  r where r > 2. By
induction, it suffices to find an irreducible submodule of V which maps onto
V/Vr−1. By induction, the short exact sequence
0→ Vr−1/V1 → V/V1 → V (µ, i)→ 0
splits; hence we have an irreducible submodule V ′ ⊂ V/V1 which maps
isomorphically onto V (µ, i). If V ′′ is the inverse image of V ′ in V , then the
short exact sequence
0→ V1 → V ′′ → V (µ, i)→ 0
splits by the case r = 2, and one has an irreducible submodule of V ′′ ⊂ V which
maps onto V/Vr−1.
We now consider the case r = 2. Choose a basis {e1, . . . , en} of V1 and extend
it to a basis {e1, . . . , en, e′1, . . . , e′n} of V . For a ∈A, let φ(a) denote the matrix of
its action on V  C2n. Since V1  V/V1 and since V is completely reducible as
an sl2-module, we may choose {e′1, . . . , e′n} such that
φ(e)=
(
e¯ 0
0 e¯
)
, φ(f )=
(
f¯ 0
0 f¯
)
, and
φ(v30)=
(
a30 b30
0 a30
)
,
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where a30, b30, e¯, and f¯ are n× n matrices. Set a21 := [f¯ , a30], b21 := [f¯ , b30],
etc. Then
φ(v21)=
(
a21 b21
0 a21
)
, φ(v12)=
(
a12 b12
0 a12
)
,
φ(v03)=
(
a03 b03
0 a03
)
, and φ(K)=
(
κI α
0 κI
)
,
where κ = κ1(µ, i)− 7 and I is the identity matrix. Since K is central, α has to
be a multiple of the identity. But from the formula for K , we see that
α = 1
2
([a21, b12] + [b21, a12])− 32 ([a30, b03] + [b30, a03]);
hence α = 0 since its trace is zero. Thus K acts semisimply on V .
Since h and K act semisimply on V , the joint kernel of e and v21 (of
dimension 2) consists of highest weight vectors; hence V  V1 ⊕ V1. ✷
12.3. Let (µ, i) be weakly admissible. We defineB-module structures V (µ, i)±
on V (µ, i) by letting L act by ±λ(µ, i) = ±(µ + i)(µ− 2i)(i − 2µ) = 0 (see
Proposition 11.2).
Corollary 12.4. The finite-dimensional representations of B are completely
reducible. The finite-dimensional irreducible representations of B are all of the
form V (µ, i)± with dimV (µ, i) <∞.
Proof. All is clear except perhaps for the complete reducibility of nonzero finite-
dimensional B-modules V . As in the case of A, we may assume that every
irreducible subquotient of V is isomorphic to a V (µ, i)+ (the case of V (µ, i)−
is similar) for (µ, i) weakly admissible. Since V is semisimple as an A-module,
L2 acts as multiplication by λ(µ, i)2 and L has minimal polynomial dividing
x2 − λ(µ, i)2, where λ(µ, i) = 0. It follows that L acts as the scalar λ(µ, i), and
V is completely reducible. ✷
13. FCR algebras
Recall the notion of FCR algebras (Definition 1.13).
Theorem 13.1. Let J (µ, i) denote the annihilator of theA-module V (µ, i). Then
J :=
⋂
(µ,i) admissible
J (µ, i)= {0}.
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Proof. Let x lie in J . Write x =∑j xj , where [h,xj ] = jxj . Clearly each
xj ∈ J , so we can assume that x = xj for some j . Multiplying by a power of
v12 or v21 we may assume that [h,x] = 0.
For α = (p, q , r) ∈N3, set nα = vp12f qvr03 and set |α| = p+ 2q + 3r . By the
PBW theorem, for some s0 ∈N+ we may uniquely write
x =
∑
ss0
∑
|α|=|β|=s
nαzα,βσ (nβ), zα,β ∈A(0).
Let nτ ∈ A(s0)<0 , let (µ, i) be admissible with i > s0, and set κ = κ1(µ, i). Then
0 = xnτ v(µ, i)= ynτv(µ, i), where
y =
∑
|α|=|β|=s0
nαzα,βσ (nβ).
If we show that y = 0, then x = 0 by induction on s.
For each α ∈N3 with |α| = s0, we have∑
|β|=s0
nαzα,βσ (nβ)nτ v(µ, i)= 0; hence∑
|β|=s0
χµ,κ
(
zα,βη
(
σ(nβ)nτ
))= 0.
Since i > s0, the bilinear form (nβ , nτ ) !→ χµ,κ(η(σ (nβ)nτ )) is nondegenerate;
hence we can conclude that χµ,κ (zα,β) = 0 for |α| = |β| = s0. The pairs (µ, κ)
with κ = κ1(µ, i) and (µ, i) admissible with i > s0 are Zariski dense in C2; hence
zα,β = 0 for all α and β , and y = 0. ✷
Using Theorem 12.2 and Corollary 12.4 we obtain
Corollary 13.2. The algebrasA and B are FCR.
14. Formulas for the Pi and Qj(µ)
We find explicit formulas for the operators Pi (which are independent of µ)
and for the Qj(µ). The results of this section are not needed in the sequel, except
in the proofs of Theorems 15.5 and 16.11. The reader may skip this section in a
first reading.
We begin by distilling some equalities from Theorem 10.7.
Proposition 14.1. Let (µ, i) ∈ N2, 2 2i < µ and set κ := κ1(µ, i). Then, up to
a scalar:
(1) H2i (κ)Pµ−i (µ)= Pµ(µ− i)Pi(µ).
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(2) Pi(−µ+ i)Pµ(i)= Pµ−i (−i)H2i(κ).
If j := µ− 2i ∈ 3N then, up to a scalar:
(3) Pµ−i (µ)=Qj(µ− i)Pi(µ).
(4) Pi(−µ+ i)Qj (−i)= Pµ−i (−i).
Proof. Part (4) of Theorem 10.7 shows that both Pµ(µ − i)Pi(µ)w(µ,κ) and
H2i(κ)Pµ−i (µ)w(µ,κ) are highest weight vectors generating a (unique) copy of
W(−i, κ), and we have (1). The proof of (2) is similar. From Theorem 10.7(3)
we see that Qj(µ − i)Pi(µ)w(µ,κ) generates a copy of W(i, κ), as does
Pµ−i (µ)w(µ,κ), giving (3). The proof of (4) is similar.
14.2. The special case µ= 2i+ 3 of Proposition 14.1(3) gives that Pi+3(µ)=
Q3(i + 3)Pi(µ), where one can calculate that
Q3(i) := v312 +
(−3i3 + 9i2 − 12)v03 + (3i2 − 9i + 8)f v12.
It is easy to calculate that for all µ we have
(0) P0(µ)= P0 := 1,
(1) P1(µ)= P1 := v12,
(2) P2(µ)= P2 := v212 + 2f .
This leads us to guess that we can choose Pi(µ)= Pi , where
(3) Pi :=Q3(i)Pi−3, i  3.
Theorem 14.3. The operators Pi(µ) of Corollary 9.10 are independent of µ. If
we normalize them so that the coefficient of vi12 is 1, then they equal the operators
Pi defined above.
Let A+(µ, κ) denote the left ideal of A generated by e, v21, v30, µ¯− µ, and
κ¯ − κ . Then A+(µ, κ) is the annihilator of w(µ,κ). Set κ = κ1(µ, i). Then the
Piw(µ,κ) are highest weight vectors in W(µ,κ) if and only if v21Pi ∈A+(µ, κ)
and ePi ∈A+(µ, κ). Thus Theorem 14.3 follows from
Proposition 14.4. Modulo A+, we have
(1) eP0 = eP1 = 0 and eP2 = 2(κ¯ − κ1(µ¯,2)).
(2) v21P0 = 0, v21P1 = κ¯ − κ1(µ¯,1), and v21P2 = 2v12(κ¯ − κ1(µ¯,2)).
(3) ePi = i(i − 1)(v12Pi−3) · (κ¯ − κ1(µ¯, i)) for i  3.
(4) v21Pi = i(v212 − (i + 1)(i − 2)f )Pi−3 · (κ¯ − κ1(µ¯, i)) for i  3.
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Proof. We proceed by induction on i , where the induction begins with 6. We
leave it to the intrepid reader to verify (1) and (2) and to verify (3) and (4) for
3 i  5.
Let i  3. From the formula for Pi+3 in terms of Pi , one can see that
ePi+3 ≡ α(i)ePi + β(i)v21Pi + v12Piγ (i) modA+ , (14.4.1)
where
α(i)=Q3(i + 3)+ 120v03 − 60fv12,
β(i)= 6(v212 + (i + 4)(i − 1)f ),
and
γ (i)= 6(κ¯ − κ1(µ¯, i))+ 3(i + 3)(i + 2)(−2i + µ¯− 3).
Similarly,
v21Pi+3 ≡ δ(i)ePi + H(i)v21Pi + Piζ(i) mod A+, (14.4.2)
where
δ(i)= 30((6− 3i − i2)f 2 − f v212 + 3v03v12),
H(i)=Q3(i + 3)+ 60(v03 − f v12),
and
ζ(i)= 3(i + 3)(v212 − (i + 4)(i + 1)f )(µ¯− 3− 2i)
+ 3(v212 + (i + 4)(i − 1)f )(κ¯ − κ1(µ¯, i)).
Substituting Pi =Q3(i)Pi−3 and the values of v12Pi and ePi from (3) and (4) in
(14.4.1), one obtains
(i + 3)(i + 2)(v12Q3(i)Pi−3) · (κ¯ − κ1(µ¯, i + 3))
≡ (i + 3)(i + 2)(v12Pi) ·
(
κ¯ − κ1(µ¯, i + 3)
)
mod A+ ,
which establishes (3) for i + 3. Similarly one obtains (4) for i + 3 using
(14.4.2). ✷
For the Qj(µ) we also have formulas:
Theorem 14.5. The operators Qj(µ) of Corollary 9.10 below can be normalized
so that the coefficient of vj12 is 1. Then
(1) Q0(µ)= 1, and
(2) Qj(µ) :=Q3(µ)Qj−3(µ− 3), j ∈ 3N+.
Theorem 14.5 follows from Lemma 14.6 and Proposition 14.7.
194 G.W. Schwarz / Journal of Algebra 258 (2002) 160–204
Lemma 14.6. Set κ = κ1(µ, i) where i ∈ N and µ ∈ C. Let R ∈ A. If RPi ∈
A+(µ, κ) then R ∈A+(µ− i, κ).
Proof. By Proposition 14.4, A+Pi ⊂ A+(µ, κ) and from the identity (µ¯ −
(µ − i))Pi = Pi · (µ¯ − µ), it follows that A+(µ − i, κ)Pi ⊂ A+(µ, κ). By the
PBW theorem for A,
A=A+(µ− i, κ)⊕A<0 =A+(µ, κ)⊕A<0 ,
where right multiplication by Pi sends the summands on the left to those on the
right. Since right multiplication by Pi is injective, RPi ∈A+(µ, κ) implies that
R ∈A+(µ− i, κ). ✷
Proposition 14.7. Let j ∈ 3N, µ ∈ C, and set κ := κ2(µ, j). Define Qj(µ) by
Theorem 14.5, (1) and (2). Then eQj (µ) ∈A+(µ, κ) and v21Qj(µ) ∈A+(µ, κ).
Proof. We may suppose that j  3. Let i ∈ N and set µ := 2i + j . From the
definition of the Pi and Qj we know that
Pµ−i =Q3(µ− i)Q3(µ− i − 3) . . .Q3(i + 3)Pi =Qj(µ− i)Pi. (14.7.1)
Theorem 14.3 shows that v21Pi , ePi , v21Pµ−i , and ePµ−i lie in A+(µ, κ1(µ, i)).
Applying e and v21 to (14.7.1), we obtain that eQj (µ − i) and v21Qj(µ − i),
multiplied on the right by Pi , are in A+(µ, κ1(µ, i)). Lemma 14.6 shows that
eQj (µ − i) and v21Qj(µ − i) are in A+(µ − i, κ1(µ, i)). But κ2(µ − i, j) =
κ2(µ− i,µ− 2i)= κ1(µ, i). Hence for any i ∈N, v21Qj(j + i) and eQj (j + i)
are in A+(j + i, κ2(j + i, j)). Since Qj(µ) is polynomial in µ, we see that
v21Qj(µ) and eQj (µ) are in A+(µ, κ2(µ, j)) for any µ. ✷
14.8. From Proposition 14.1(1) and our formulas for the Pk , it is clear that we
can normalize the H2i (κ) such that the coefficient of v2i12 is 1. Since H2i (κ) is
polynomial in κ , it is uniquely determined by the infinite family of equations of
Proposition 14.1. However, we do not have closed formulas for the H2i(κ). The
first few H2i are:
• H0(κ)= 1,
• H2(κ)= v212 + (κ − 1)f ,
• H4(κ)= v412 − 6(κ − 2)v03v12 + 2(κ − 2)f v212 + (κ − 3)(κ − 12)f 2, and
• H6(κ) := v612 + (−18κ + 66)v03v312 + 18(κ − 7)(κ − 17)v203 + (3κ −
11)f v412 + (−18κ2 + 396κ − 1770)f v03v12 + (3κ2 − 84κ + 361)f 2v212 +
(κ − 7)(κ2 − 42κ + 345)f 3.
14.9. We consider what happens if we take the transpose of one of our
operators.
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Theorem 14.10. For R ∈A<0, let Rt denote its formal transpose. Then we have
(1) Qj(µ)t =Qj(j −µ) for j ∈ 3N, µ ∈C.
(2) P ti = Pi for i ∈N.
(3) H2i (κ)t =H2i (κ) for i ∈N, κ ∈C.
Proof. By direct substitution, one sees that Q3(µ)t =Q3(3 − µ). By induction
on j we obtain
Qj+3(µ)t =
(
Q3(µ)Qj (µ− 3)
)t =Qj(j + 3−µ)Q3(3−µ)
= Qj+3(j + 3−µ),
giving (1). One sees directly that (2) holds for i  2. Setting µ= 2i+3 and using
Proposition 14.1(4) and induction on i we obtain that
P ti+3 =
(
PiQ3(−i)
)t =Q3(i + 3)P ti =Q3(i + 3)Pi = Pi+3,
giving (2). Finally, from Proposition 14.1(1)–(2) we see that
H2i
(
κ1(µ, i)
)
Pµ−i = PµPi and PiPµ = Pµ−iH2i
(
κ1(µ, i)
)
,
for 2 2i < µ,
and (3) follows from (2). ✷
15. The obvious modules
15.1. We consider highest (and lowest) weight modules resulting from the
action of A and B on the SL3-covariants in S(g) and O(g). Since we have a ho-
momorphism δ :D(g)G →D(t)W , we can also obtainA and B modules from the
action of D(t)W on the W-covariants in S(t) and O(t). We show how all these
modules fit into our classification.
15.2. We first consider covariants of SL3. Let ω1 and ω2 denote the funda-
mental weights of SL3, and let O(sl3)(p,q) denote the isotypic component of
O(sl3) corresponding to the highest weight pω1 + qω2, with p,q ∈ N2. De-
fine S(sl3)(p,q) analogously. The isotypic components are zero unless p + 2q ≡
0 mod 3. The O(sl3)(p,q) give lowest weight modules for A and B, while the
S(sl3)(p,q) give highest weight modules. Applying the automorphism ω ∈ SL2 ⊂
Aut(B) (see Proposition 5.1), we can switch from one to the other.
Theorem 15.3. Let p, q ∈N2 with p+ 2q ≡ 0 mod 3. Let U denote the standard
unipotent subgroup of SL3. Then
(1) O(sl3)(p,q) is a free gradedO(sl3)SL3 -module.
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(2) O(sl3)(0,0) =O(sl3)SL3 is the polynomial ring C[e, v30].
(3) O(sl3)U(1,1) is generated by a linear function α ∈ O(sl3) and β := v21α ∈O(sl3).
(4) O(sl3)U(3,0) and O(sl3)U(0,3) are generated by degree 3 elements γ and γ ′,
respectively.
(5) O(sl3)U(3l+k,k) is freely generated over C[e, v30] by {αkγ l , αk−1βγ l, . . . ,
βkγ l}.
Proof. Part (1) follows from the well-known fact that O(sl3) is a free graded
O(sl3)SL3 -module, and (2) we already have noted. Since the space of zero weight
vectors of sl3 has dimension 2, the space of highest weight covariants of type
(1,1) is a free module on two generators, which we can take to be α and β , as
long as β = 0, which is easy to compute. This gives (3) and similar considerations
give (4).
For (5) we may assume that k+ l > 0. The multiplicity ofO(sl3)(3l+k,k) is the
same as the dimension of the space of zero weight vectors in the representation
with highest weight kω1 + (3l+ k)ω2. This is the same as the number of standard
Young tableaux of the corresponding shape, filled with equal quantities of ones,
twos, and threes. It is easy to see that there are exactly k + 1 such tableaux.
Suppose now that the αk−iβiγ l are not minimal generators of O(sl3)U(3l+k,k).
Then there is an equality
k∑
i=0
ciα
k−iβiγ l =
n∑
j=1
djηj ,
where the ci are in C, and each dj ∈ C[e, v30] and ηj ∈ O(sl3)U(3l+k,k) are
homogeneous of strictly positive degree. Since the αk−iβiγ l are homogeneous of
different degrees, we obtain an equation as above whose left-hand side is a single
term αk−i0βi0γ l . Then αk−i0βi0γ l is zero modulo e and v30; i.e., its restriction to
the null cone N (the schematic zero set of e and v30) is zero. But N is reduced
and irreducible; hence one of α, β or γ restricts to zero onN . This is absurd, and
we have (5). ✷
Proposition 15.4.
(1) v21(γ )= v21(γ ′)= 0.
(2) v21β = 2eα.
(3) As C[e, v30]-module, O(sl3)U(3l+k,k) is free on the generators δk,l := αkγ l ,
v21δk,l, . . . , v
k
21δk,l . Moreover, there is an Rk+1 ∈ A(k+1)>0 , monic in v21,
independent of l, such that Rk+1δk,l = 0.
(4) O(sl3)U(3l+k,k) is a cyclic A-module with lowest h-weight 3l + k + 4.
(5) The restriction Lα,γ of L to C[α,γ ] is a differential operator, homogeneous
of weight 0, given by the formula
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Lα,γ = −27
(
6γ ∂γ + 9γ 2∂2γ + 2γ 3∂3γ + 6αγ ∂α∂γ + 3αγ 2∂α∂2γ
+ α2γ ∂2α∂γ
)
.
(6) The restriction Lα,γ ′ of L to C[α,γ ′] is given by the negative of the formula
of Lα,γ , with γ (respectively ∂γ ) replaced by γ ′ (respectively ∂γ ′ ).
Proof. Since v21γ is a covariant of type (3,0) of degree 4, it must be zero, and
similarly for v21γ ′, giving (1). Part (2) is a calculation. Applying v21 repeatedly
to δk,l and using (1) and (2), one immediately gets (3). Now h=E + 4, where E
denotes the Euler operator; hence the h-weight of δk,l is 3l + k + 4, giving (4).
The operator L acts as a scalar on O(sl3)U(3l+k,k); hence it sends the lowest
weight vector αkγ l to a scalar multiple of itself, which shows that Lα,γ is
homogeneous of weight 0. Clearly Lα,γ has order 3. The exact formula for Lα,γ
(and Lα,γ ′ ) is another calculation. ✷
We switch gears and consider the left A and B-modules S(sl3)(3l+k,k) and
S(sl3)(k,3l+k). We just need to apply the automorphism ω of Proposition 5.1 to
our formulas for the modules O(sl3)(3l+k,k) and O(sl3)(k,3l+k).
Theorem 15.5. Let (k, l) ∈N2, and set i := k + 1, µ := 3l + 2i , κ := κ1(µ, i)=
9l2 + 9li + 3i2.
(1) If l = 0, then S(sl3)U(3l+k,k) W(−i, κ)/W(−2i, κ) as A-module, where the
inclusion
W(−2i, κ) Pi−→W(−i, κ)
figures in the sequence of inclusions of Theorem 10.7(2). The central element
L2 acts as 0.
(2) If l > 0, then S(sl3)U(3l+k,k) W(−µ+ i, κ)/W(−µ,κ) asA-module, where
the inclusion
W(−µ,κ) Pi−→W(−µ+ i, κ)
figures in the sequence of inclusions of Theorem 10.7(3).
(3) As A-module, S(sl3)U(k,3l+k)  S(sl3)U(3l+k,k). The central element L of B
acts as λ(µ, i) = −27(l + i)l(2l + i) on S(sl3)U(3l+k,k), and as −λ(µ, i) on
S(sl3)U(k,3l+k).
Proof. It follows from Proposition 15.4 that the A-module S(sl3)U(3l+k,k) is
a quotient of the form W(−µ + i, κ ′)/W(−µ,κ ′) for some κ ′ ∈ C, where
W(−µ,κ ′) has a highest weight of the form Siw(−µ+ i, κ ′) for some Si ∈A(i)<0.
If i is not divisible by 3, then Corollary 9.10 shows that Si must be a multiple
of Pi , and it follows that κ ′ = κ . If 3 divides i , then the fact that Si is independent
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of µ′ = −µ+ i =−3l − i shows that we must again have that Si = Pi (since Qi
depends nontrivially upon µ). This gives (1)–(3), except for the determination of
the sign of L, which follows from Proposition 15.4(5)–(6). ✷
15.6. We now consider modules obtained via δ :B→D(t)W . We omit most of
the details since they are similar to those above.
If a is in A or B, let a¯ denote δ(a). Note that h¯ = E + 1, where E is the
Euler operator, and D(t)W is generated by the v¯ij , e¯, f¯ , and h¯. Let O(t)0,
O(t)s , and O(t)t denote, respectively, the W-covariants transforming by the
trivial representation, the sign representation, and the irreducible two-dimensional
representation of W  S3. We define S(t)0, etc., analogously. Let σ ∈ S3 denote
the transposition of 1 and 2.
Proposition 15.7. We have
(1) O(t)O(t)0 ⊕O(t)t ⊕O(t)s as graded O(t)W -module.
(2) O(t)0 =O(t)W C[e¯, v¯30].
(3) O(t)σt is freely generated by a linear function α¯ ∈O(t)σ and by β¯ := v¯21α¯.
(4) O(t)s is a free O(t)W -module on a homogeneous degree 3 generator γ¯ .
(5) v¯21γ¯ = 0.
(6) v¯21β¯ = 2 e¯ α¯, hence (v¯221 − 2e¯)α¯ = 0.
(7) O(t)0, O(t)σt , and O(t)s are lowest weight D(t)W -modules with lowest
h¯-weights 1, 2, and 4, respectively.
As before, we switch gears by applying the automorphismω of Proposition 5.1
and consider covariants in S(t). We consider them as A-modules via δ. Note
that L ∈ Ker δ, so that each A-module we consider has an automatic structure
as B-module. Consider the sequence of A-modules
W(−2,3) P1−→W(−1,3) H2(3)=P2−−−−−−→W(1,3) P1−→W(2,3)
of Theorem 10.7(2) with i = 1, µ= 2:
Theorem 15.8. As A-modules, we have
(1) S(t)W  Z(2,3)=W(2,3)/W(1,3),
(2) S(t)σt Z(1,3)=W(1,3)/W(−1,3), and
(3) S(t)s Z(−1,3)=W(−1,3)/W(−2,3).
(4) The modules Z(i, j) in (1), (2) and (3) are the only nontrivial quotients of
Verma modules of A on which Ker δ acts trivially.
Proof. It follows from Proposition 15.7 that S(t)σt has highest h-weight −2,
which corresponds to µ= 1. Since K + 4 ∈ Ker δ, we have κ = 3, so that S(t)σt is
a quotient of W(1,3). By Proposition 15.7 again, P2w(1,3)= (v212 + 2f )w(1,3)
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has image zero in S(t)σt , so that we have a surjectionW(1,3)/W(−1,3)→ S(t)σt .
But the Poincaré series of these two modules are the same; hence we have an
isomorphism. From [GW98, 4.5.14] we have that S(t)σt is irreducible. Hence
W(1,3)/W(−1,3) = Z(1,3) and we have (2). The proofs of (1) and (3) are
similar.
Suppose that we have a quotient of some W(µ,κ), where Ker δ acts trivially.
Then κ = 3 as above, and L2 ∈ Kerδ forces µ = ±1 or ±2 (see Theorem 8.7).
To establish (4) then, for each quotient of W(±1,3) and W(±2,3) that does not
appear in (1)–(3) we must find an element of Ker δ that does not act trivially. One
can compute that (h− 2)v12 + 3ev03 − v21f or −v212 + 3v21v03 + 4ef 2 + (h2 −
5h+ 4)f always does the trick. ✷
16. Primitive ideals
We show that analogues of some of the usual theorems that hold for enveloping
algebras (see [Di74, 8.4.4]) hold forA. (We leave the case of B to the reader.) An
important role is played by the GK-dimension (Gelfand–Kirillov dimension) of
modules, denoted Dim; see [BrKr76].
16.1. Recall that a two-sided ideal I ⊂A is said to be completely prime ifA/I
is integral, i.e., A/I = 0 and the product of any two nonzero elements of A/I is
nonzero. We begin by finding some completely prime ideals of A.
Lemma 16.2. In grA, the ideal generated by grK and grL2 is prime.
Proof. It suffices to show that the image of grL2 in grA/(grK) is irreducible.
But dividing out by the variables gr e, grf , and grh, grL2 becomes 27g (see
Proposition 7.10), where
g = gr(3v221v212 − 12v321v03 − 12v30v312 + 54v30v12v21v03 − 81v230v203).
But then g is the generator of the invariants of the SL2-representation R3 spanned
by the grvij . Since SL2 is connected semisimple and g generates the SL2-
invariants, g must be irreducible. It follows that grK and grL2 generate a prime
ideal in grA. ✷
Lemma 16.3. There is a graded linear subspace H ⊂ C[gre,grf,grh,grv30,
. . . ,grv03] such that the canonical map ϕ :H ⊗ grZ(A)→ grA is an isomor-
phism, where ϕ(u⊗ z)= uz, u ∈H , z ∈ grZ(A).
Proof. The proof of Lemma 16.2 shows that gre, grf , grh, grK , grg is a homo-
geneous regular sequence in grA, and since 27g = grL2 modulo gr e, grf , grh,
and grK , we also have that gre, grf , grh, grK , grL2 is a homogeneous regular
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sequence. In particular, grK and grL2 form a homogeneous regular sequence in
grA. It follows that grA is a graded free module over C[grK , grL2]; i.e., the
desired H exists. ✷
16.4. For µ, κ ∈ C, let χ˜µ,κ denote the corresponding character of Z(A).
That is, z ∈ Z(A) acts on W(µ,κ) by the scalar χ˜µ,κ(z). Let J denote the ideal
A(Ker χ˜µ,κ) of A.
Theorem 16.5. Let J be as above. Then J is a completely prime ideal of A.
Proof. We follow [Di74, 8.4.4]. As in Theorem 7.6, we may lift the monomial
basis of the algebra C[gre,grf,grh,grv30, . . . ,grv03] to elements of A. We
obtain an induced lift H˜ of H to A, and it follows from Lemma 16.3 that we
have an isomorphism
Z(A)⊗ H˜ A, z⊗ u !→ zu. (16.5.1)
Let H˜m denote H˜ ∩Am, and similarly define Z(A)m, m ∈N. Then the canonical
multiplication map∑
p+q=m
Z(A)p ⊗ H˜q →Am, z⊗ u !→ zu, (16.5.2)
is surjective.
From our tensor product decomposition (16.5.1), we see that J is the kernel
of the mapping Z(A)⊗ H˜ → H˜ , z⊗ u !→ χ˜µ,κ(z)u. Now let u ∈ Jn. Then from
(16.5.2) we have
u=
k∑
i=1
ziui,
where zi ∈ Z(A), ui ∈ H˜ , and ziui ∈An, i = 1, . . . , k. (16.5.3)
Since u ∈ Jn,∑i χ˜µ,κ(zi)ui = 0, so that
u=
k∑
i=1
(
zi − χ˜µ,κ(zi)
)
ui. (16.5.4)
The coefficient of ui above is zero if zi ∈ A0 = C, so that we may assume
that each zi is not in A0. Conversely, if ui ∈ H˜ and zi ∈ Z(A) such that
ziui ∈ An, i = 1, . . . , k, then the expression in (16.5.4) is in Jn. It follows that
Jn/Jn−1  (Jn + An−1)/An−1 is the homogeneous component of degree n of
grZ(A)+H = grZ(A)+ grA, where grZ(A)+ denotes the elements of grZ(A)
without constant term. Thus
⊕
Jn/Jn−1 = grZ(A)+ grA is the ideal in grA
generated by grK and grL2. By Lemma 16.2, this ideal is prime. It follows as
in [Di74, 8.4.4] that A/J is integral, i.e., that J is completely prime. ✷
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Let µ, κ ∈ C. Recall the definitions of A(i)>0, W(µ,κ)(i), and Z(µ,κ)(i) from
Sections 8.1, 8.3, and 8.5. Set
W(µ,κ)〈r〉 =
⊕
0sr
W(µ,κ)(s) and set Z(µ,κ)〈r〉 =
⊕
0sr
Z(µ,κ)(s).
We use the filtration on A where A0 = C, A1 = span{1, e, . . . ,K}, and Ak =
span{a1 · · ·ak: ai ∈A1}. This filtration is equivalent to the Bernstein filtration of
D(sl3) restricted to A.
Let z(µ,κ) denote the highest weight generator of Z(µ,κ), let Z(µ,κ) denote
the annihilator of Z(µ,κ), and let J(µ,κ) denote the annihilator of W(µ,κ).
Lemma 16.6. For all k ∈N, dimC (A4k/Z(µ,κ)) dimC End(Akz(µ,κ)).
Proof (Compare [Jo78]). Write Akz(µ,κ) ⊂ Z(µ,κ)〈3k〉 as the direct sum of
weight spaces Z(µ,κ)(s), 0  s  3k. Since Z(µ,κ) is simple, the multipli-
cation mapping from A(s)>0 ⊗ Z(µ,κ)(s) to C · z(µ,κ)  C maps A(s)>0 onto
the dual space of Z(µ,κ)(s). It follows that the product (AkA(s)>0) maps onto
HomC(Z(µ,κ)(s),Akz(µ,κ)); hence A4k/Z(µ,κ) maps onto EndC(Akz(µ,κ)).✷
Corollary 16.7. DimA/Z(µ,κ)  2 DimZ(µ,κ).
Corollary 16.8. Let W(µ′, κ) be the minimal nonzero submodule of W(µ,κ). Let
J denote the ideal inA generated by K−κ and L2−λ2(µ, κ) (see Theorem 8.7).
Then
(1) DimA/J(µ′,κ) = 2 DimW(µ′, κ)= 2 DimW(µ,κ)= 6, and
(2) J(µ,κ) = J(µ′,κ) = J .
Proof. Since W(µ,κ) and W(µ′, κ) are free modules over A<0 and since A<0
has associated graded C[grf , grv03, grv12], one easily sees that DimW(µ,κ)=
DimW(µ′, κ) = 3 [BrKr76, Satz 5.5]. Similarly we have that DimA/J = 6.
Clearly J ⊂ J(µ,κ) ⊂ J(µ′,κ). If J(µ′,κ) were larger than the (completely) prime
ideal J , then we would have DimA/J(µ′,κ) < 6 [BrKr76, Korollar 3.5], in
contradiction to Corollary 16.7. ✷
Theorem 16.9.
(1) The ideals J(µ,κ), (µ, κ) ∈C2, are primitive and completely prime.
(2) The J(µ,κ) are the minimal primitive ideals of A.
Proof. Part (1) follows from Theorem 16.5 and Corollary 16.8. Suppose that M
is a simpleA-module. By [Di74, Lemma 2.6.4], EndA(M)C, so that we obtain
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a character χM on the center Z(A) of A. We can always find a µ and i such that
χM(K) + 7 = κ := κ1(µ, i) and χM(L2) = λ2(µ, κ), so that Ann(M) contains
the ideal J(µ,κ). Thus any minimal primitive ideal is a J(µ,κ). On the other hand,
the argument of Corollary 16.8 shows that whenever J(µ′,κ ′) ⊂ J(µ,κ) we must
have equality, so any J(µ,κ) is minimal primitive.
16.10. Other quotients
We consider what GK dimensions we can obtain for some of the Z(µ,κ):
Theorem 16.11. Suppose that Z(µ,κ) =W(µ,κ).
(1) If Z(µ,κ)W(µ,κ)/W(µ− i, κ) for some i > 0, then DimZ(µ,κ)= 2.
(2) If W(µ,κ) has two proper Verma submodules, without one being contained
in the other, then we have the following possibilities:
(a) µ, i , j are as in Theorem 10.3 and κ = κ1(µ, i). Then DimZ(µ,κ)= 1.
(b) (µ, i) is an admissible pair and κ = κ1(µ, i). Then DimZ(µ,κ)= 0.
(c) (µ′, i) is an admissible pair, κ = κ1(µ′, i), and µ= i or µ= µ′ − i . Then
DimZ(µ,κ)= 2.
In all cases, 2 DimZ(µ,κ)=DimA/Z(µ,κ).
Proof. Since the operators Pi , Qj and H2k begin with the terms vi12, v
j
12
and v2k12 , respectively, Z(µ,κ) is generated over the commutative algebra
C[f, v03] by finitely many elements vl12z(µ,κ). Since f and v03 act locally
ad-nilpotently on A, the elements of A/Z(µ,κ) act as differential operators on
the finitely generated C[f, v03]-module Z(µ,κ). It follows that the dimension
of A/Z(µ,κ) is at most twice the GK (or Krull) dimension of Z(µ,κ) (see
[Jo78]). But Lemma 16.6 shows the opposite inequality; hence 2 DimZ(µ,κ)=
DimA/Z(µ,κ).
The statements about the possible GK dimensions of the Z(µ,κ) follow by
looking at the Poincaré series that one gets from the various hypotheses. We leave
these easy verifications to the reader. ✷
17. Tensor products ofA-modules
Let Rk denote the irreducible (k + 1)-dimensional sl2-module. We give the
sl2-module structure of the first few V (µ, i) with (µ, i) admissible.
(1) V (3,1)=R0,
(2) V (4,1)=R1,
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(3) V (5,2)=R2 ⊕R1,
(4) V (6,1)=R3 ⊕R0,
(5) V (6,2)=R3 ⊕R2 ⊕R0.
Note that V (4,1)⊗CV (4,1)R2⊕R0 cannot be written as a sum of V (µ, i).
This shows that A and B cannot have any kind of reasonable Hopf algebra
structure.
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