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ABSTRACT
We extend profile domain pulsar timing to incorporate wide-band effects such as frequency-
dependent profile evolution and broadband shape variation in the pulse profile. We also incor-
porate models for temporal variations in both pulse width and in the separation in phase of the
main pulse and interpulse. We perform the analysis with both nested sampling and Hamilto-
nian Monte Carlo methods. In the latter case we introduce a new parameterisation of the pos-
terior that is extremely efficient in the low signal-to-noise regime and can be readily applied
to a wide range of scientific problems. We apply this methodology to a series of simulations,
and to between seven and nine yr of observations for PSRs J1713+0747, J1744−1134, and
J1909−3744 with frequency coverage that spans 700-3600 MHz. We use a smooth model for
profile evolution across the full frequency range, and compare smooth and piecewise models
for the temporal variations in DM. We find the profile domain framework consistently results
in improved timing precision compared to the standard analysis paradigm by as much as 40%
for timing parameters. Incorporating smoothness in the DM variations into the model further
improves timing precision by as much as 30%. For PSR J1713+0747 we also detect pulse
shape variation uncorrelated between epochs, which we attribute to variation intrinsic to the
pulsar at a level consistent with previously published analyses. Not accounting for this shape
variation biases the measured arrival times at the level of ∼30 ns, the same order of magnitude
as the expected shift due to gravitational-waves in the pulsar timing band.
1 INTRODUCTION
When the first pulsar was discovered in November 1967 (Hewish
et al. 1968), the receivers used had a central frequency of 81.5 MHz,
and a bandwidth of 1 MHz. Today, observations with fractional
bandwidths of &1/3 are common place (e.g. Ransom et al. 2009;
Cognard et al. 2013; Manchester et al. 2013; Stappers et al. 2011).
The development of new instrumentation for pulsar timing such as
the ‘Ultra-broadband receiver’1 (Karuppusamy et. al. in prep.) and
1 http://www.mpifr-bonn.mpg.de/research/fundamental/ubb
the ‘Parkes Ultra-Wideband Receiver’ (Manchester 2015) will re-
sult in observations with instantaneous frequency coverage from
600 MHz up to 4 GHz. This improvement in technology, however,
has significantly increased the complexity of pulsar timing analy-
sis.
In a typical observation of a pulsar an average pulse profile for
that epoch is formed using the best available estimate of the timing
model and using that to ‘fold’ the individual pulses. A model of the
average profile, the ‘template’ (see e.g. Manchester et al. (2013)
for an example of forming templates) is then used to estimate both
the pulse time of arrival (ToA) and its uncertainty. This is most
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commonly done via the ‘Fourier phase-gradient method’ (Taylor
1992) in which the phase offset between the folded profile data and
the template is computed by taking the Fourier transform of both
and performing a cross correlation between the two.
When considering large bandwidths, however, additional con-
siderations are needed. For example, as our line of sight to the pul-
sar varies with time, so too can the dispersion measure (DM) along
that line of sight. If an incorrect DM is assumed when determining
the ToA this can cause a loss of precision by smearing the pulse
and potentially bias the arrival times. Profile evolution as a func-
tion of frequency has also been readily observed in many pulsars.
This can be a result of scattering in the ionized interstellar medium
(IISM), instrumental effects, or intrinsic variation of the profile. If
the pulsar also scintillates as a result of scattering in the IISM (e.g.
Narayan 1992), then this will cause a change in the observed flux
density of the pulse as a function of frequency. When combined
with profile evolution and DM variations, scintillation can further
degrade the precision of the ToAs formed from the cross correla-
tion process if the profile data is averaged over frequency, or if a
template is used that does not incorporate profile evolution.
These factors will be complicated further by any shape vari-
ation in the observed pulse at each epoch that results from the av-
eraging of a finite number of individual pulses. At the single pulse
level, profiles are known to exhibit significant variability (e.g. Han-
kins & Cordes 1981). As such, as the sensitivity of observations im-
proves and the instrumental noise decreases, this intrinsic stochas-
ticity in the pulse shape will unavoidably become more significant.
In particular, if this process is a wide-band phenomenon then the
significance of the shape variation will add coherently as the band-
width increases.
Recently, several approaches have been proposed to mitigate
some of the issues present in wide-band pulsar timing. In both
Pennucci, Demorest & Ransom (2014) and Liu et al. (2014) two-
dimensional extensions to the standard ToA forming process are
introduced that fit for the DM at each observational epoch when
estimating the ToA, and include profile evolution in the template.
Fitting for both the ToA and the DM in this way, however, intro-
duces a significant number of potentially unneeded free parameters.
Ideally one would want to leverage any smoothness present in the
DM variations over many years of observations in order to better
constrain the model for DM at each epoch (e.g. Lee et al. 2014).
This, however, requires a joint analysis of all the profile data for a
particular pulsar.
In this paper we extend the profile domain analysis framework
described in Lentati, Alexander & Hobson (2015) and Lentati &
Shannon (2015) (henceforth L15a and L15b respectively, L15ab
collectively) to include effects such as profile evolution and wide-
band shape variation. This framework allows for pulsar timing anal-
ysis to be carried out directly on the profile data, rather than esti-
mating ToAs as in the standard pulsar timing paradigm. This means
that simultaneous estimation of, for example, DM variations, pulse
shape variation, profile evolution and the pulsar timing model can
be carried out across the whole data set to ensure the greatest pos-
sible constraint. This approach has already been used to model sec-
ular profile variation in the MSP J1643−1224 ?, where the global
analysis of both shape variation and timing instabilities was shown
to improve the sensitivity of the data set to gravitational waves by
an order of magnitude.
In L15ab all analysis was performed using the MultiNest
(Feroz & Hobson 2008; Feroz, Hobson & Bridges 2009) and Poly-
Chord (Handley, Hobson & Lasenby 2015) sampling algorithms.
Both these samplers, however, are limited in the dimensionality of
the problems that they can solve. While PolyChord can efficiently
sample from ∼200 dimensions, as our data sets become more com-
plex we will need to be able to include many thousands of pa-
rameters. As such in this work we also make use of Hamiltonian
Monte Carlo (HMC) sampling methods using the Guided Hamilto-
nian Sampler (GHS, Balan, Hobson & Ashdown in prep.). In order
to exploit this sampler over a wide range of problems, in Section 2
we first introduce a new parameterisation of the stochastic param-
eters used in L15ab which is significantly more efficient in the low
signal-to-noise (S/N) regime. While we will only use this parame-
terisation here in the context of profile domain pulsar timing anal-
ysis, its potential applications are extremely wide ranging.
In Section 3 we then describe our extensions to the profile do-
main formalism that incorporates wide-band effects, including op-
timizations that speed the likelihood evaluation time up by approx-
imately two orders of magnitude relative to L15ab. In Section 4 we
apply this framework to a series of simulations of increasing com-
plexity that include scintillation, profile evolution and DM varia-
tions. We use these simulations to compare the timing precision
obtained between the standard ToA based pulsar timing paradigm,
and our profile domain analyses. In Sections 5 and 6 we then apply
this approach to data sets for PSRs J1713+0747, J1744−1134, and
PSR J1909−3744. These data sets span a range of observing fre-
quencies from ∼ 700 MHz to 3600 MHz with observations taken
over 7–9 years. We both analyse the full data sets using the GHS
and perform Bayesian model selection on the 2600–3600 MHz data
using PolyChord to compare different descriptions of the evolution
of the profile with frequency, and models that include stochastic,
temporal pulse shape variation. Finally in Section 7 we offer some
concluding remarks.
2 A LOW S/N MODEL
Given a data vector d of length Nd subject to Gaussian noise, one
can write down the probability that the data is described by a model
vector s, which can be considered a function of some parameters θ
as:
Pr(d|θ) = 1√
(2pi)Nd det(N)
exp
(
1
2
(d − s)TN−1(d − s)
)
, (1)
where without loss of generality we will considerN to be a diagonal
matrix with elements Ni j = σ2i δi j, with σi the standard deviation of
the uncorrelated noise in data point di.
In particular, we will parameterise the model as the product
of a vector of Nm amplitude parameters a, and a Nd × Nm matrix
of basis vectors M. These basis vectors could be Fourier modes
as in Lentati et al. (2013) that describe a stochastic gravitational
wave background in pulsar timing data, or spherical harmonics as in
Taylor, Ashdown & Hobson (2008) where the model describes the
fluctuations in the Cosmic Microwave Background. In either case,
if we consider a model vector, s(a) = Ma, that describes a zero-
mean stochastic process, one can then include a Gaussian prior on
the amplitude parameters such that the probability that the model
amplitudes, a, are described by a set of hyper-parameters ϕ is given
by:
Pr(a|ϕ) = 1√
(2pi)Nm det(Ψ)
exp
(
1
2
aT Ψ−1a
)
, (2)
where Ψ is a diagonal matrix with elements Ψi j = ϕ2i δi j, where ϕi
describes the standard deviation of the ith amplitude parameter ai.
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One can then combine these terms to give the posterior prob-
ability of both the model amplitudes a and the hyper-parameters ϕ
given the data:
Pr(a,ϕ|d) = Pr(d|a)Pr(a|ϕ)Pr(ϕ), (3)
where Pr(ϕ) is the prior probability distribution for ϕ.
We now consider two toy problems using the posterior in
Eq. (3) which henceforth we refer to as ‘Model Parameterisation
1’ (MP1).
In the first, which we refer to as problem T1, we consider
a zero S/N scenario. Here we take our data vector d to be of
length ten, and include uncorrelated Gaussian noise with unit vari-
ance. The matrix N in Eq. (1) will thus be the identity matrix. We
also take our matrix of basis vectors M to be the identity matrix,
such that the model vector s describes an additional uncorrelated
stochastic term in the data. We include a single hyper-parameter
ϕ which describes the standard deviation of the model vector. In
total we are therefore sampling from an 11-dimensional parame-
ter space. Note that the amplitude parameters are not intended to
model the uncorrelated Gaussian noise, which is already factored
into the matrix N. Instead, the model amplitudes are describing an
additional uncorrelated process in excess of the unit variance noise.
As such we would expect it to be consistent with zero in our anal-
ysis.
Rather than sample directly from the parameter ϕ we instead
sample from the parameter ρ = log10 (ϕ). We perform this analysis
using both a prior that is uniform in the amplitude of ϕ, and a prior
that is uniform in the log of ϕ. The posterior probability distribu-
tions obtained using the MultiNest algorithm for the first model
amplitude, a1, and ρ using the log-uniform prior and uniform prior
are shown in the top-left and middle-left panels of Fig. 1 respec-
tively. One can immediately see that these are highly non-trivial
parameter spaces to search over in the zero S/N case. When using
a prior that is uniform in the log of ϕ, all scales are a priori equally
probable. Thus, when no signal is present, any amplitude less than
the noise level will have equal weight in the posterior. The sampler
must therefore explore progressively smaller values of a1 up to the
lower bound of the prior, which here we have set to be −8. This
covers approximately eight orders of magnitude in the model am-
plitude a1. When using a prior that is uniform in the amplitude of
ϕ this issue is somewhat alleviated, as the prior distribution favours
larger values of ρ. However, it is still challenging to sample from,
especially when using sampling methods that use a single step size
for each parameter, which is not appropriate in this case, in order
to fully explore the parameter space.
In order to solve these issues we now describe a reparameter-
isation of Eqns. 1 and 2. Here, rather than sample from the param-
eters a, we instead sample from the related parameters u where for
the ith model amplitude we will have:
ai = uiϕ, (4)
where as before ϕ is the model parameter describing the standard
deviation amplitude parameters a. In order to still sample uniformly
in the original parameters, a, we then include an additional term,
the determinant of the Jacobian describing the transformation from
ai to ui. The Jacobian in this case has elements:
Ji, j = ϕδi, j,, (5)
with δi, j, the kroneckar delta. The determinant is therefore:
det (J) =
m∏
i=0
ϕ, (6)
which acts to cancel exactly with the determinant of the matrix Ψ
in Eq. (2). Henceforth we refer to this as ‘Model parameterisation
2’ (MP2).
The top-right and middle-right panels of Fig.1 show the one-
and two-dimensional posterior probability distributions for the first
amplitude parameter, u1, and ρ for the same toy problem T1, using
log-uniform and uniform priors in ϕ for the two panels respectively.
The difference between the old and new likelihoods is clear, with
a single step size in u now being appropriate across the range of ρ
sampled in both cases. When performing the sampling using Multi-
Nest we find this parameterisation results in approximately a factor
5-10 decrease in the number of samples required compared to the
original parameterisation.
In the bottom-left and bottom-right panels of Fig.1 we then
show the same parameters obtained from a second, high S/N, toy
problem in which our data vector has an additional uncorrelated
stochastic component with a standard deviation of ten. As in the
first toy problem we still include the unit-variance noise compo-
nent which is accounted for in the noise matrix N. In this problem
each amplitude parameter will therefore be of the order 10 σ, and
will take values in the approximate range of −30 to 30. The hy-
perparameter ϕ will be approximately 1. In this case the new pa-
rameterisation is less effective, as the model amplitudes and power
spectrum coefficients become correlated, whereas in the original
parameterisation they are completely uncorrelated.
In the following work when using the GHS we will use both
parameterisations dependent upon whether the model in question is
in the high or low signal-to-noise regime.
3 A PROFILE DOMAIN MODEL
The methods used in this work are drawn from those presented
in L15ab. The key difference here is that, while in these previ-
ous works frequency-averaged profiles were used for each observa-
tional epoch, here we will be using multi-channel profile data. As a
result, in the following section we will extend the existing formal-
ism to incorporate band-wide shape variation and profile evolution.
In addition, the use of multi-channel data significantly increases
the number of profiles that must be dealt with in the analysis. In
the data sets used in Section 6 there are between 12 000 and 21 000
profiles, compared to 300 used in the analysis of PSR J1909−0747
in L15b. We therefore incorporate a shapelet interpolation scheme
into our analysis that speeds up the likelihood evaluation by ap-
proximately two orders of magnitude for these larger data sets, with
no detectable loss of timing precision. We describe this process in
Section 3.2.
For a full description of the general profile domain framework
we refer the reader to L15ab. Below we will give details of how the
methodology has been changed to accommodate wide-band obser-
vations, and any differences that arise when performing the analysis
with the GHS.
3.1 A Profile Model
As in L15ab we construct our profile model using the shapelet basis
(Refregier 2003). A shapelet profile is described by a position t, a
scale factor Λ, and a set of nmax amplitude parameters, with which
we can construct the set of basis functions:
Bn(t; Λ) ≡ Λ−1/2Φn(Λ−1t), (7)
with Φn(t) given by:
c© 0000 RAS, MNRAS 000, 000–000
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Figure 1. One- and two-dimensional posterior probability distributions for MP1 (left panels) and MP2 (right panels) when applied to two, 11-dimensional toy
problems. The top and middle panels are from a zero S/N example where we have used priors that are uniform in the log of ϕ (top) and uniform in ϕ (middle).
The bottom panels are from a high S/N problem where each amplitude parameter is ∼ 10σ. We show only the first amplitude parameter u1 or a1 for MP2 and
MP1 respectively.
c© 0000 RAS, MNRAS 000, 000–000
Wide-band Profile Domain Timing 5
Φn(t) ≡
[
2nn!
√
pi
]−1/2
Hn (t) exp
(
− t
2
2
)
, (8)
where Hn is the nth Hermite polynomial. We can then write our
profile model, s(t, ζ,Λ), as the sum:
s(t, ζ,Λ) =
nmax∑
n=0
ζn(ν)Bn(t; Λ), (9)
where ζn are the shapelet amplitudes, which we have explicitly
written as a function of the observing frequency ν, and where nmax
is the number of shapelet basis vectors included in the model.
In our analysis, as in L15ab, we use the shapelet basis to
describe the overall profile shape, and then include an amplitude
parameter for each profile in the data set that scales this average
model. One component of the shapelet model therefore acts as the
reference for the rest. In the work that follows we use the zeroth-
order term, leaving only nmax − 1 free parameters ζn which are the
amplitudes for the shapelet components with n > 0 and we take
ζ0 = 1. Each profile will also have an an arbitrary baseline offset,
which we denote γ. Written in this way Eq. 9 becomes:
s(t, A, ζ,Λ, γ) = A
nmax∑
n=0
ζn(ν)Bn(t; Λ) + γ, (10)
with A the overall scaling factor for a particular profile.
Note that one is free to use multiple shapelets to model a single
profile. We do this in Section 6 in our analysis of PSR J1744−1134,
for which there are two well separated profile components corre-
sponding to the main pulse and the interpulse. In this case we pa-
rameterise the amplitudes of the interpulse components relative to
the zeroth order Gaussian term from the main pulse, and include a
parameter δφ corresponding to their separation in units of time. For
simplicity, we henceforth write the set of parameters that describe
the profile as θ ≡ (A, ζ,Λ, δφ, γ). Our model in this case will then
be:
s(t, θ) = A
nmax∑
n=0
ζn(ν)Bn(t; Λ) +
mmax∑
m=0
ζm(ν)Bm(t + δφ; Λ)
 + γ, (11)
where the index n refers, as before, to the main pulse, and the index
m refers to the interpulse, which includes mmax amplitude parame-
ters in the model. While PSR J1909−3744 is also known to have an
interpulse (eg., Dai et al. 2015), as it is extremely weak we do not
consider it in the profile model.
3.2 Shapelet interpolation
Evaluating the shapelet model for a large number of profiles rapidly
becomes extremely computationally intensive for even a modest
numbers of shapelet components (nmax ∼ 10). In L15b the pro-
file model for PSR J1909−3744 required approximately 30 com-
ponents, and evaluating this model dominated the likelihood evalu-
ation time. For large numbers of profiles, this approach is not com-
putationally tractable. We therefore adopt an interpolation scheme,
where the shapelet basis vectors are precomputed on a grid from
t = 0 up to the duration of a single phase bin for the maximum like-
lihood value of the scale factor Λ, determined using the fully folded
profile data. When performing the sampling we then linearise the
width parameter and include this in our model simultaneously with
the rest of the profile parameters, a process we describe in Sec-
tion 3.4. We need only compute the grid up to the duration of a sin-
gle phase bin as for shifts of greater than one bin the interpolated
model can be rotated by the relevant integer number of bins. The
-0.0028 -0.0026 -0.0024
P r
o b
a b
i l i t
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Phase
Figure 2. One-dimensional posterior probability distribution for the ToA
in phase for a single epoch for PSR J1909−3744 using different interpo-
lation intervals. Colours represent: No interpolation (black), 1 ns (green),
32 ns (blue), 128 ns (red). The effect of interpolation only begins to impact
parameter estimates beyond the largest interval.
interpolation interval of this grid can be chosen based on the preci-
sion of the data set being analysed. When performing the sampling,
rather than evaluate the shapelet basis vectors directly, we instead
use the set of gridded basis functions that are closest to the ToA
predicted by our model.
In Fig. 2 we show the estimated ToA in phase for a single pro-
file from our PSR J1909−3744 data set when using no interpola-
tion, and when choosing the closest possible interpolation interval
to 1 ns (2879 interpolation bins), 32 ns (90 interpolation bins), and
128 ns (23 interpolation bins). For the 1 ns and 32 ns interpolation
interval, no significant departure from the uninterpolated case can
be seen, and the parameter estimates and uncertainties derived for
the ToA are almost identical. For an interpolation interval of 128 ns
the effects of quantisation become visible, and the parameter esti-
mates and uncertainties begin to diverge.
For all the analysis that follows we use an interpolation inter-
val of 1 ns, chosen to be sufficiently small that no bias enters our
analysis as a result of the interpolation process.
3.3 Evaluating the timing model
In order to extend the timing framework described in L15ab to in-
corporate multi-channel profile data we first consider the data in
terms of a set of Ne epochs. Each epoch i then has Nc,i channels,
such that the total number of profiles Np =
∑Ne
i=1 Nc,i. The profile in
the jth channel of the ith epoch then consists of a set of Ni, j values
representing the flux density of the profile as measured at a set of
times ti,j. As in L15ab we write our profile model, si,j, as a function
of:
(i) the timing model parameters for the pulsar in question ,
(ii) the overall phase offset φ,
(iii) the profile parameters θ.
We will therefore have:
si, j(t, θ, , φ) = s(t − τ()i, j − φ, θ), (12)
where τ()i, j is the ToA predicted by the set of timing parameters .
As in L15b we compute the correction to the solar system barycen-
ter for each profile after including the phase offset and any instru-
mental offsets.
c© 0000 RAS, MNRAS 000, 000–000
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We can then write the likelihood that the data is described only
by the timing model parameters, the phase offset, the shapelet pa-
rameters and baseline offsets as:
Pr(d|, φ, θ) ∝
Ne∏
i=1
Nc,i∏
j=1
1√
detNi,j
(13)
× exp
[
−1
2
(di,j − si,j)TN−1i,j (di,j − si,j)
]
,
where Ni,j is the white noise covariance matrix for the profile
corresponding to the jth channel in the ith epoch, with elements
(Ni, j)mn = σi, jδmn, with σi, j the root-mean-square (RMS) deviation
of the uncorrelated radiometer noise in the profile.
When using PolyChord, in order to decrease the dimensional-
ity of the problem, we obtain an estimate of σi, j from the off-model
region of the profile data, where the fractional amplitude of the
model profile is less than 0.1%. As in L15b, this value will then
be modified by a global scaling factor, referred to as PFAC, that
will be an additional free parameter in the analysis. We note that in
traditional pulsar timing, a parameter called EFAC is used to scale
the ToA uncertainties. We refer to our scaling parameter as PFAC
in the profile domain case because, in principle, they should have
an equivalent effect. When performing the analysis with the GHS,
however, we do not include a PFAC, as σi, j is a free parameter in
our analysis for every profile.
3.4 Models for Profile Evolution
A priori, little is known about the pulsar emission mechanism or in
what way the pulse shape will vary with frequency. In the ‘radius-
to-frequency mapping’ model, emission is considered to be nar-
rowband at a given altitude in the pulsars magnetosphere. In this
framework, the emission frequency decreases with altitude, which
can lead to a change in both the separation in phase, and in the
width, of different components in the average pulse profile (e.g.,
Cordes 1978).
Given such a theoretical framework, one could potentially
build a frequency-dependent profile model by searching over a ba-
sis that consists of a number of independent components where the
evolution of the width and separation in phase for each component
are determined by free parameters in the analysis. Such a model,
however, will be highly non-linear and contain significant degen-
eracies making the parameter space difficult to explore.
In our analysis we therefore consider two models for the evo-
lution of the profile with frequency. The first is a general polyno-
mial expansion of the shapelet amplitudes with frequency. While
this model is not physically motivated, it is capable of describing
any potential smooth profile evolution, and as with the model for
the average profile, is linear in the amplitude parameters thus mak-
ing it simple to sample from. The model is defined such that for the
p terms in the polynomial we can write the ith shapelet amplitude
ζi(ν) as:
ζi(ν) =
p∑
k=0
(ν − νc)kζi,k, (14)
where νc is an arbitrary reference frequency, and ζi,k is the ampli-
tude parameter for the kth polynomial of the ith term in the shapelet
model. The second model is a simple linear change in the width of
the profile with frequency. We can incorporate this model into our
analysis by making the scale factor, Λ, a function of frequency,
such that Eq. (10) becomes:
s(t, ν, A, ζ,Λc, λ) = A
nmax∑
n=0
ζn(ν)Bn(t; Λ(ν, λ,Λc)), (15)
where the profile width as function of frequency is given by:
Λ(ν, λ,Λc) = Λc(1 + λ(ν − νc)), (16)
with Λc the width at the reference frequency νc.¸ In order to avoid
recomputing the interpolated shapelet basis vectors for different
widths, we can expand our shapelet model for small changes in
the width λ. We can define a ‘width profile’ as:
wi, j(t, θ) =
1
Λc
nmax∑
n=0
ζn(ν)
[(
t2β −
1
2
)
Bn(t; Λc)
− √2n tβBn−1(t; Λc)
]
, (17)
with
tβ =
t
Λc
, (18)
such that our altered shapelet model will be given by:
s′i, j(t, ν, θ, λ) = si, j(t, θ) + λ(ν − νc)wi, j(t, θ). (19)
3.5 Pulse Jitter
As in L15b, we define pulse jitter as a shift in the arrival time of
the mean profile relative to that predicted by the pulsar’s timing
model where the shifts are uncorrelated between epochs. Note that
the term ‘jitter’ is often used to denote any stochastic shape varia-
tion, such as ‘stochastic wide-band impulse modulated self-noise’
(SWIMS) (Osłowski et al. 2011). In subsection 3.7 we will discuss
a more general model for epoch-to-epoch variation in the profile
shape to model such processes. While stochastic shape variation
that is uncorrelated between observational epochs would result in
a white noise process in the ToAs, uncorrelated shifts in the ar-
rival times could also result from the high-frequency tail of flat
spectrum timing noise, or small systematic offsets between obser-
vations. This approach makes the assumption that the jitter ampli-
tudes at each epoch are Gaussian distributed, where the standard
deviation of that distribution is a free parameter in the analysis.
When sampling with PolyChord we take the same approach
as in L15b where this shift is linearised. In this case for the jth
channel in the ith epoch, with profile model si, j(t, θ), we can write
down a ‘jitter profile’ ji, j(t, θ) given by:
ji, j(t, θ) =
1√
2Λ
nmax∑
n=0
ζn(ν j)
(√
nBn−1(t; Λ) (20)
− √n + 1Bn+1(t; Λ)
)
,
such that our shifted shapelet model will be given by:
s′i, j(t, θ, δti) = si, j(t, θ) + δti ji, j(t, θ). (21)
Note that the only change that was required to make this model for
pulse jitter band wide was to define one shift, δti, for each epoch
i. For a narrow band description of pulse jitter, where the shifts
are uncorrelated between different frequency channels, one would
simply define a separate shift per channel j as δti, j.
When performing the analysis with the GHS, however, we use
the non-linear model, and so include the shift parameter δt directly
in our expression for the profile model:
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s′i, j(t, θ,Λ, δti) = Ai
nmax∑
n=0
ζnBn(t − δti; Λ). (22)
Regardless of which sampler is used, the standard deviation
of the Ne shift parameters δt is then incorporated into the analysis
by including a Gaussian prior on the amplitude parameters. As in
L15b this is achieved by defining the covariance matrix J of the
jitter amplitudes as:
Ji j =
〈
δtiδt j
〉
= Jiδi j, (23)
where the hyper-parameter Ji is the standard deviation of the ar-
rival time shifts due to the jitter model at epoch i. When using the
linearised model we then normalise the amplitudes as in L15b such
that the shift amplitudes can be described by a single standard de-
viation Ji for all observations in units of seconds.
We note that one of the advantages of sampling with the GHS
is that it is not necessary to marginalise analytically over any of
the model parameters. As such it is much simpler to include a
non-Gaussian prior for the amplitude parameters describing the
pulse jitter by following the same process as in Lentati, Hobson &
Alexander (2014). This will be investigated further in subsequent
work.
In Section 3.1 when considering a pulse profile that consisted
of a main pulse and an interpulse, we explicitly wrote the shapelet
model as the sum of these two separate components. In this case
the total jitter profile will similarly be given by the sum of the
two separate jitter profiles. In Section 6 in our analysis of PSR
J1744−1134 this allows us to compare two models for pulse jitter.
First, where both the main pulse and the interpulse are shifted by
the same amount at each epoch, and second, where the main pulse
is able to shift independently of the interpulse. Henceforth we refer
to this second case as ’Interpulse Jitter’, which is therefore equiv-
alent to modelling epoch-to-epoch variation in the parameter δφ in
Eq. (11), which described the separation of the main and interpulse
in the profile model.
3.6 Width Jitter
In addition to pulse jitter, we can use the expression for small
changes in the profile width given in Eq. (17) to model uncorre-
lated epoch-to-epoch variation in the profile width. As before we
can define the ith altered epoch given a change in width λi as:
s′i, j(t, θ, λi) = si, j(t, θ) + λiwi, j(t, θ). (24)
As for the pulse jitter, we then include a constraint on the am-
plitudes of the width jitter parameters λ by fitting for the standard
deviation of the distribution. The covariance matrix W of the width
jitter amplitudes is written:
Wi j =
〈
λiλ j
〉
=Wiδi j, (25)
where the hyper-parametersW represent the standard deviation of
the changes in the profile width at epoch i.
3.7 Profile Stochasticity
In addition to a model for pulse jitter, L15b introduced models for
variation in the shape of the profile that were uncorrelated between
epochs. Here we will refer to this profile stochasticity in terms of
uncorrelated (UC) and phase-correlated (PC) variations in the pulse
shape, where in both cases the correlations we refer to are in pulse
phase.
3.7.1 Uncorrelated Stochasticity
In L15b a ‘stochastic envelope’ was defined which represented an
increase in the uncorrelated noise in the on pulse region. This mod-
elled ‘self-noise’ in the profile data (e.g. Lentati, Hobson & Alexan-
der 2014), representing shape variation on scales smaller than the
width of a phase bin. In L15b the stochastic envelope was defined
to have the same shape as the mean profile, and was proportional to
the amplitude of the profile.
In the analysis presented here we will consider a two compo-
nent model for the stochastic envelope:
(i) As in L15b, a term that is proportional to the profile, and
(ii) a second term that is constant across the on-pulse region,
and is proportional to the amplitude of the pulse.
We therefore define two scaling parameters, α and β, which
represent this increase in the variance, which add in quadrature to
our instrument noise σi, j such that the new variance in a bin k for
epoch i and channel j is given by:
σˆ2i jk = σ
2
i j + β
2 si, j(t, θ)2k + α
2A2i, jδp, (26)
where the delta function δp is 1 for the on pulse region, and 0 for
the off pulse region, and Ai, j is the amplitude of the model profile
for epoch i and channel j.
When sampling with PolyChord we marginalise analytically
over the individual profile amplitudes. As such, as in L15b we use
a maximum likelihood estimate of the amplitudes, Ai, j, in order to
scale both terms in the stochastic envelope as in Eq. 26. This max-
imum likelihood estimate is given by:
Aˆi, j =
Fd
Fm
, (27)
with Fd the flux in the on-pulse region of the profile data, and Fm
the flux in the profile model setting Ai, j = 1 . With the GHS, how-
ever, we sample from the profile amplitude numerically, and thus
simply include the amplitude parameters directly in Eq. (26).
3.7.2 Phase-Correlated Stochasticity
To model low-frequency stochastic shape changes in the profile we
use the same shapelet basis as for the template. Our goal is then
to robustly determine the power spectrum of the shape changes as
a function of the scale (or order) of the component in the model.
We note that this is a very general model for epoch-to-epoch shape
variation in the profile data. As such the shape variation induced by
the presence of either width jitter or pulse jitter could be modeled
using this approach. However, when performing Bayesian analy-
sis, if the data really is well described by a simple model for pulse
jitter then this will be reflected in the posterior probability distri-
butions for the stochastic hyper-parameters. Qualitatively, this is
simply because it is more probable that a single hyper-parameter
describing the standard deviation of the pulse jitter is the appropri-
ate amplitude, than it is that the many parameters which describe
the low-frequency stochasticity all take appropriate values.
We define the set of shape variation power spectrum coeffi-
cients S, such that for a given scale i the covariance matrix will be
given by:
S i j =
〈
(ζi − ζ¯i)(ζ j − ζ¯ j)
〉
=
1
Pd,k
Siδi j, (28)
where ζ¯i is the amplitude of the ith shapelet coefficient from the
average profile. The normalising factor Pd,k is the power in the on
c© 0000 RAS, MNRAS 000, 000–000
8 L. Lentati et al.
pulse region at epoch k. When sampling with PolyChord we es-
timate this scaling parameter for each profile from the data, tak-
ing Pd,k = F2d,k, whereas when sampling with the GHS we use the
model amplitudes being sampled. In either case, this gives us the
power spectrum coefficients Si in units of the fraction of the total
power in the profile.
3.8 Marginalising analytically over the linear parameters
As in L15ab when performing our analysis with PolyChord we
will marginalise analytically over the linear amplitude parameters
in order to decrease the parameter space. We will now describe this
process for our wide-band models, for which the implementation is
sufficiently different to the narrow band models described in L15b
to warrant detailing below.
In total we will be marginalising over:
(i) the arbitrary offset for each profile γi, j,
(ii) the overall amplitude for each profile Ai, j,
(iii) the band-wide pulse jitter amplitudes δti,
(iv) the band-wide width jitter amplitudes wi,
(v) the low-frequency profile stochasticity amplitudes ζi.
Given Nc channels in a particular epoch i, where the profiles
in each channel j have Nb phase bins, we will have NcNb phase bins
in total for the entire epoch.
As the number of linear parameters we wish to marginalise
over is Nm, we therefore define the (2Nc + Nm) × NcNb matrix Pi,
for which the first 2Nc rows will have a block diagonal format given
by:
(Pi)2( j−1)+1,Nb( j−1)+k = 1
(Pi)2( j−1)+2,Nb( j−1)+k = (si, j)k,
(29)
for each channel j, and phase bin k, and will be zero otherwise.
The remaining Nm rows are filled with the basis vectors de-
scribing pulse jitter, width jitter and stochastic profile variation. For
example we will have:
(Pi)2Nc+1,Nb( j−1)+k = ji, j(t, θ)k
(30)
and similarily for the other stochastic parameters.
We then define the diagonal, (2Nc + Nm) × (2Nc + Nm) matrix
Ψi, which is zero for the elements corresponding to the overall am-
plitude and baseline offsets, and is equal to Ji,Wi and Si for the
pulse jitter, width jitter and profile stochasticity parameters.
From here the marginalisation process occurs as in L15b.
Adopting the notation of that paper, we define the matrix Σi for
each epoch as PTi N
−1
i Pi + Ψi
−1 and define PTi N
−1
i di as d¯i.
Our final probability distribution for the non-linear parameters
is then given by:
Pr(θ, ,S,J|d) ∝
Ne∏
i=1
det (Σi)−
1
2√
det (Ni)
× exp
[
−1
2
(
dTi N
−1
i di − d¯Ti Σ−1i d¯i
)]
. (31)
3.9 Sampling with the GHS
HMC sampling methods have been successfully applied to a wide
range of scientific problems with extremely high dimensionality
(e.g., over 106 in Taylor, Ashdown & Hobson 2008). HMC uses
local gradient information about the likelihood surface to draw on
the mathematical framework used to describe the motion of par-
ticles in potential wells. In doing so, the random walk behaviour
exhibited by conventional MCMC methods is suppressed and the
sampler remains efficient even in high-dimensional problems.
One of the main drawbacks with the HMC method that has
limited its acceptance within the scientific community is the large
number of tuning parameters required in order to effectively ex-
plore the parameter space. In particular, the step size for each pa-
rameter and the number of steps ns in the trajectory must be se-
lected, typically requiring tuning runs. If the step size is too small,
computational time is wasted taking many small steps, while if it is
too large the acceptance rate will decrease. Similarly, if the number
of steps is too small, successive samples will be too close to one
another in parameter space leading to high correlation within the
chain, while taking too many steps will lead the HMC to follow
trajectories that loop around the parameter space.
The GHS is designed to eliminate much of this tuning aspect.
It makes use of the Hessian of the problem probability distribu-
tion calculated at its peak to set the step size for each parameter.
The number of steps is then drawn from a uniform distribution,
U(1, nmax), with nmax of ten found to be suitable for all tested prob-
lems. A single global scaling parameter for the step size is then the
only tunable parameter, chosen such that the acceptance rate for the
GHS is ∼ 68%. In order to perform the sampling with the GHS we
therefore need the following:
(i) the gradient of negative log likelihood for each parameter,
(ii) the peak of the joint probability distribution,
(iii) the Hessian calculated at that peak.
While in principle one might be tempted to include as much
information in the Hessian as possible, in practice we do not follow
this approach for two reasons.
Firstly many of the parameters are almost completely uncor-
related. Storing the full Hessian in such cases therefore wastes both
system memory and computing time. The latter effect is a result of
the matrix-vector multiplications required by the GHS in each like-
lihood calculation that are of the size of the Hessian. We therefore
divide our Hessian into Np + 1 blocks. We have one 3 × 3 block
for each profile, which includes the elements of the Hessian for
the overall amplitude, baseline offset and system noise for that pro-
file. The Hessian for all remaining parameters, which includes the
timing model, profile model and any stochastic parameters, is then
stored as a final block.
Secondly, the Hessian can become numerically unstable when
including the cross terms for certain parameters. For example, we
have found that when using the MP2 likelihood, including the full
cross correlation between the amplitude parameters that define the
model vector s, and the timing model parameters can significantly
reduce the sampling efficiency as a result of this instability.
3.9.1 Obtaining the maximum likelihood solution
In order to obtain a suitable point at which to calculate the Hes-
sian we use a two-stage process. We first use a Nelder-Mead op-
timisation algorithm (Nelder & Mead 1965) to find the maximum-
likelihood parameter estimates using the likelihood in Eq. (31). Us-
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Table 1. Simulated Timing Model Parameters
Parameter Value
Right ascension, α (hh:mm:ss) . . . . . . . . . . 17:13:49.5325456
Declination, δ (dd:mm:ss) . . . . . . . . . . . . . . +07:47:37.49994
Pulse frequency, ν (s−1) . . . . . . . . . . . . . . . . 218.81184044143712135
First derivative of pulse frequency, ν˙ (s−2) −4.08412×10−16
Dispersion measure, DM (cm−3pc) . . . . . . 16.0
ing these parameters we then analytically solve for the remaining
linear parameters that were marginalised over in Section 3.8.
3.9.2 Calculating gradients and the Hessian
While we will not list the gradients and elements of the Hessian for
all parameters, we will provide details for some of the key parame-
ters below. In particular, the gradients and elements of the Hessian
for the non-linear timing model and all parameters that result in
shifts of the profile warrant some consideration.
We find the basis vectors used by Tempo22 to evaluate the lin-
ear timing model to be sufficient to compute the gradient and Hes-
sian of the non-linear timing model parameters.
In order to calculate the gradient for shifts in the arrival time
of the profile we can use the jitter profile, j, given in Eq. (20). For
example, denoting the profile residuals after subtracting the model
at a particular point in parameter space as r, and the basis vector
for the ith timing model parameter, i, as Mi, we can approximate
the log-likelihood for small changes in this parameter as:
L(d|i) =
Np∑
j=0
1
2
(
rj − A j Mi jijj
)T
N−1j
(
rj − A j Mi jijj
)
, (32)
with A j the amplitude, and Mi j the value of the basis vector Mi for
the jth profile. We can then compute the gradient of Eq. (32) with
respect to i:
dL(d|i)
di
=
Np∑
j=0
−A j Mi jjjTN−1j
(
rj − A j Mi jijj
)
, (33)
and the second derivative:
d2L(d|i)
d2i
=
Np∑
j=0
(A j Mi j)2jjTN−1i jj. (34)
4 SIMULATIONS
In order to test the efficacy of the analysis method described in the
preceding sections, we apply it to three simulations of increasing
complexity. Details of these simulations are given below:
• Simulation 1:
Simulation 1 consists of 100 observational epochs covering a
total time span of six years. Each epoch assumes 256 MHz of
bandwidth with a central frequency of 1369 MHz, which is split
into 32, 8-MHz channels. The model profile used is shown in
Fig. 3 (top left), and does not evolve over this frequency range.
Each epoch includes 64 one-minute subintegrations, with a total
2 https://bitbucket.org/psrsoft/tempo2
integrated S/N ∼1000 for each epoch. We simulate a simple timing
model including only position, period, period derivative and
DM with values for all parameters chosen to be consistent with
PSR J1713+0747. We list the simulated timing model parameters
in Table 1.
• Simulation 2:
As Simulation 1, however we include both profile evolution
across the observed band and scintillation. The simulated profile
at the top and bottom of the band is shown in Fig. 3 (top right),
while an example of the simulated scintillation for one epoch is
shown in Fig. 3 (bottom left). We simulate the dynamic spectrum
of interstellar scintillation according to Dai et al. (2016). Our
simulations are in the regime of strong scintillation, and are valid
for a thin scattering layer of homogeneous isotropic turbulence
with a Kolmogorov spectrum.
• Simulation 3:
As Simulation 2 however we also include significant DM
variations, consistent with those observed in PSR J1045−4509
(Reardon et al. 2016). The measured DM at each epoch is shown
in Fig. 3 (bottom right, black points with error bars).
For each simulation we obtain fully frequency-averaged ToAs
using the timing model in Table 1 and also ToAs for the 32 channels
separately. We then perform a standard timing analysis using the
ToAs for these two data sets and a profile domain analysis on the
profiles used to form the 8-MHz ToAs.
We list the relative timing precision, given as the mean ra-
tio of the uncertainties in the timing model parameters, obtained
from these different analyses for each of the three simulations in
Table 2. In Simulation 1 we find no evidence for any stochastic
parameters in either the ToA or profile domain, and obtain com-
pletely consistent results from each of the analysis methods. This
is to be expected, as the assumptions made when forming the ToAs
(no profile evolution, stationary DM) were correct.
This is not the case in either of the subsequent simulations.
In Simulation 2 the combination of profile evolution and scintilla-
tion results in significant loss of precision in the fully frequency-
averaged ToAs. This can be seen in Fig. 3 (middle-left panel),
where we show the large amount of scatter present in the timing
residuals. When modelling this scatter in the frequency-averaged
ToA analysis we use an EQUAD parameter (an additional white
noise term that adds in quadrature with the ToA uncertainty) with
a value of 1.34 × 10−6 s. Given the typical uncertainty on the
frequency-averaged ToAs is 0.8 × 10−6 s this is a significant de-
crease in the precision of the data. The impact of the profile evolu-
tion and scintillation is much less significant in the 8-MHz ToAs. In
Fig. 3 (middle-right panel) we show the epoch-averaged residuals
when modelling the profile evolution using the ‘FD’ parameterisa-
tion (Arzoumanian et al. 2015). The FD parameters model profile
evolution as a shift in the arrival time given by:
∆FD =
n∑
i=1
ci log
(
ν
1GHz
)i
, (35)
with the ci free parameters to be fit for. In our analysis we find
only the first term is required to model the profile evolution in our
simulations in the ToA domain with a value of (33.4 ± 1.0) × 10−5.
Higher order terms are highly correlated, possibly due to the narrow
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Figure 3. (Top left) Model profile used in Simulation 1. (Top right) Evolving profile model used in Simulations 2 and 3. The profile evolves linearly across
the band from the red to the black curve. (Middle) Timing residuals from Simulation 2 when fully frequency averaging the profile data before forming the
ToAs (left panel), and when forming ToAs from 8 MHz channels, and then averaging the residuals for each epoch after fitting for the timing model (right
panel). In the latter case we include ‘FD’ parameters in the timing model to act as a proxy to profile evolution in the ToA analysis. (Bottom left) Example of
the scintillation for one epoch in Simulation 2. (Bottom right) DM variations in Simulation 3 measured independently at each epoch (black points with error
bars), measured using the DMX parameterisation in a profile domain analysis (red points with error bars), and using a smooth model for the DM variations in
the profile domain (blue line representing the 1 σ confidence interval).
overall bandwidth of the simulation, and we find including them
does not improve the fit.
We find no evidence for an EQUAD using the ToAs formed
from the 8 MHz channels when including the first FD parameter,
and obtain timing precision that is a factor eight better than the
fully frequency-averaged ToAs. In our profile domain analysis we
model the profile evolution directly as a linear change in the pro-
file parameters (cf. Section 3.4), as opposed to using a proxy as
with the FD parameterisation. In this case we find an additional
25% improvement in the timing precision compared to the 8-MHz
ToAs. This improvement comes because, in the ToA domain, we
have formed ToAs using a template that does not incorporate profile
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Figure 4. Formal ToA uncertainties for the 8MHz ToAs from Simulation 2.
A clear trend towards larger error bars can be seen towards the highest and
lowest frequencies as a result of a mismatch between the average template,
and the evolving profile.
Table 2. Measured timing precision in simulations relative to the 32 channel
ToA analysis. For Simulation 3 we do not include the parameters describing
the DM variations.
Simulation 1
Analysis Relative Timing Precision
Frequency Averaged ToAs 1.0
32 Channel ToAs 1.0
Profile Domain 1.0
Simulation 2
Analysis Relative Timing Precision
Frequency Averaged ToAs (EQUAD) 8.0
32 Channel ToAs (FD) 1.0
Profile Domain (PE) 0.75
Simulation 3
Analysis Relative Timing Precision
Frequency Averaged ToAs (EQUAD) 9.0
32 Channel ToAs (DMX, FD) 1.0
Profile Domain (DMX, PE) 0.73
Profile Domain - (Smooth DM, PE) 0.43
evolution, and are modeling that evolution purely as a shift in the ar-
rival times. In Fig. 4 we show the ToA uncertainties obtained from
using a single template across the observing band. There is a clear
trend towards larger uncertainties towards the edge of the band, as
the mismatch between the template and the profile increases. In
our ToA domain analysis, while we include EFAC and EQUAD
parameters that scale, and add in quadrature to the error bars, no
models currently include smooth, frequency-dependent scaling of
the ToA uncertainties. This leads to an overall decrease in sensitiv-
ity compared to the profile domain analysis, where we are correctly
modeling the evolution as a change in shape.
Finally in Simulation 3, we see a further decrease in the timing
precision obtained with the fully frequency-averaged ToAs relative
to both the 8-MHz ToAs and the profile domain analysis. In this
simulation we have included significant DM variations, and thus
the effect of profile evolution and scintillation is compounded by
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Figure 5. (Top) Mean parameter estimates and 1 σ uncertainties on the
DM power spectrum coefficients for those frequencies in the model that are
detected with high significance. In total we find only twelve frequencies
from 1/T to 12/T are necessary in the model to describe the higher order
DM variations, with T the length of the data set. (Bottom) Mean value and
standard deviation of the reduced χ2 for the on-pulse region of the profile
data at each epoch in Simulation 3.
the fact that we are no longer dedispersing at the correct DM for
each epoch. This leads to further perturbation of the frequency aver-
aged profile, and thus increases the scatter in the residuals. We first
model the DM variations using the DMX parameterisation (De-
morest et al. 2013), in which a piecewise-constant DM(t) model is
included in the analysis, with a separate value for each epoch in the
data set. In this case we find a similar improvement in timing pre-
cision when going from the 8-MHz ToAs to the profile domain as
in Simulation 2. We find a further 60% improvement in precision
when using a smooth model for the DM variations in our profile
domain analysis. We implement a model for DM variations using
the same approach as described in L15a, and find both MP1 and
MP2 give consistent results.
In Fig. 3 (bottom right) we show the parameter estimates from
the DMX model (red points with errors) and the one sigma con-
fidence interval on the signal from the smooth DM model (blue
lines) obtained in the profile domain. We also compare these with
the result of performing a two dimensional analysis on each epoch
independently where we fit for both a phase offset and the DM
at that epoch (black points with errors). In Fig. 5 (top panel) we
show the mean parameter estimates and 1 σ uncertainties on the
DM power spectrum for those frequencies in the model that are de-
tected with high significance. In total we find only twelve frequen-
cies from 1/T to 12/T are necessary in the model to describe the
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Table 3. Details of the individual pulsar data sets. NE is the total number of
observing epochs, NP is the total number of profiles in the data set, and σw
is the weighted rms of the ToAs formed from the profile data.
Data Set Timespan NE NP σw
PSR yr µs
J1713+0747 6.74 482 13643 0.55
J1744−1134 6.74 496 13610 1.4
J1909−3744 9.02 695 19194 0.43
higher-order DM variations, with T the length of the data set. The
bottom panel of Fig. 5 shows the mean reduced χ2, χ2r = χ
2/
√
Nb
for the on-pulse region of the profile data from the 32 channels at
each epoch using this smooth model for the DM. We find the results
are consistent with a value of 1.0 within the uncertainties. It is this
significantly reduced parameter space compared to the 100 DMX
parameters that results in the improvement in timing precision be-
tween the two models. We note that this improvement will depend
upon the complexity of the DM variations present in the data set.
If there are significant non-stationary fluctuations in the DM (e.g.
Coles et al. 2015; Keith et al. 2013) that require more complex
models (e.g. Lentati et al. 2016) then the difference between the
two models will decrease.
Both the DMX and the smooth DM model provide signifi-
cantly better constraints than modelling the DM independently at
each epoch. In Pennucci, Demorest & Ransom (2014) and Liu et al.
(2014) the DM is estimated in this way in order to obtain ToA es-
timates that are not biased by dedispersing with an incorrect DM.
The degree of improvement in modeling the DM coherently across
the entire data set will naturally depend upon the bandwidth and the
S/N of that data set. However, as the bandwidth and quality of ob-
servations improve so too will the number of parameters required
to model the data. For example, lower frequency observations will
require phase and both time variable DM and scattering terms to
be modeled simultaneously for each epoch. If a pulsar shows de-
tectable, band-wide shape variation, a statistical description of that
variation should be included in the model in order to robustly es-
timate the remaining parameters of interest. Other factors, such as
frequency-dependent DM across a wide bandwidth (Cordes, Shan-
non & Stinebring 2016) will also eventually need to be considered.
However, by estimating these parameters simultaneously over the
whole data set as in our profile domain framework, one can always
ensure that the optimal result is achieved.
5 DATA SETS
We perform our analysis using observations of PSRs J1713+0747,
J1744−1134, and J1909−3744 made with the 64-m Parkes ra-
dio telescope. Data were collected using two receiver packages,
a co-axial system at 10 cm and 40 cm, and the centre pixel of
a multi-beam 20 cm system. Data at 3100 MHz (co-axial, here-
after ‘10 cm’) and 1369 MHz (multi-beam, hereafter ‘20 cm’) were
recorded using a digital polyphase filterbank (PDFB4) with a typi-
cal resolution of 1024 channels and 1024 bins and respective band-
widths of 1024 MHz and 256 MHz. Data from the lower co-axial
band, centred at 732 MHz (hereafter ‘40 cm’), were recorded over
a 64 MHz bandwidth with a similar polyphase system, DFB3, until
its demise in April of 2014. Subsequent data employed CASPSR, a
coherently dedispersing system producing 512-channel, 1024-bin
output. Data from the DFBs were averaged over 1-minute sub-
integrations, while CASPSR data maintain an 8-second resolution.
Specific details of the three data sets are given in Table 3 and more
details about the observing system and data reduction are given in
Manchester et al. (2013). For completeness, we outline the data re-
duction below.
We carry out data reduction using the Psrchive package
(Hotan et. al 2004). We remove channels within 5% of the band
edge as they have low gain and may contain aliased signals.
Narrow-band radio-frequency-interference (RFI) is identified and
removed with a median bandpass filter, and impulsive broadband
RFI is identified by eye and removed by deleting affected sub-
integrations. We note that the 10 cm band is largely free of both
varieties of RFI. The 20 cm band is affected primarily by the pas-
sage of global positioning system satellites through the telescope
sidelobes and by occasional strong, impulsive RFI from aircraft.
The 40 cm band was largely free from RFI until April of 2015 when
a new mobile phone base station went online, necessitating a shift
of observing band frequency and leaving strong contamination.
Observations are carried out with a cadence of approximately
14 ± 10 days for the co-axial and multi-beam systems separately.
While the 10 cm and 40 cm observations occur simultaneously for
the majority of epochs, the 20 cm observations are interleaved be-
tween them, so that the overall cadence is higher, at 6 ± 7 days,
however we note that the true distribution is non-Gaussian. Before
each pulsar observation, we record modulated noise injected at the
receiver frontend, allowing estimation and correction of differen-
tial gain and phase between the voltage probes through the ampli-
fication and downconversion system. At each observing epoch we
observe the radio galaxy Hydra A, allowing bandpass and flux den-
sity calibration. We find that all quantities vary only modestly with
time. We apply these corrections to the raw data to produce flux-
and polarization-calibrated pulse profiles. For the 20 cm data, there
is evidence for elliptical polarization/cross-coupling of the receiver
feed, causing the observed pulse profile to depend slightly on the
parallactic angle of the source. We correct these variations using a
model of the parallactic-angle dependence obtained from long ob-
servations of PSR J0437−4715; see Manchester et al. (2013) for
more details. After calibration the sub-integrations were time aver-
aged for each epoch.
There are several discrete time offsets (known as jumps) in the
data sets. In particular, a firmware upgrade for the DFB systems at
MJD 55319 resulted in an offset for each spectrometer mode which
we include as free parameters in our analysis.
6 RESULTS
In the following three subsections we describe the results obtained
when using our wide-band profile domain timing technique on the
three data sets described in Section 5. In our analysis we have con-
sidered both the 10 cm data on its own, for which we used Poly-
Chord to perform evidence comparisons with the analytic likeli-
hood, and also the full data sets covering 3 GHz of bandwidth
where the sampling was performed with the GHS using the nu-
merical likelihood. In the latter case we perform only parameter
estimation and do not obtain evidence values for model compari-
son.
In Section 6.1 we compare the two models for profile evolu-
tion described in Section 3.4 which we denote as models:
(E1) A polynomial expansion of the shapelet amplitudes that de-
scribe the mean profile with frequency, where the change in each
amplitude is independent, and
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Figure 6. The mean parameter estimate and 1 σ uncertainties for the evo-
lution of the profile width as a function of frequency for PSR J1909−3744.
Parameter estimates are obtained separately for each epoch from a three-
dimensional analysis where the arrival time, DM, and width change is eval-
uated simultaneously, with other timing parameters fixed to the maximum-
likelihood estimates obtained from the analysis of the full data set. The
horizontal line is set to the mean value of the evolution determined from the
full analysis of −0.0592.
(E2) a one-dimensional change in the width of the profile as a
function of frequency.
In Section 6.2 we discuss the results for our models for profile
stochasticity, for which we consider:
(UC) Profile stochasticity uncorrelated in phase, and
(PC) Phase-correlated profile stochasticity.
In Section 6.3 we describe the results for the different jitter
models we consider in our analysis. We denote these as:
(PJ) Pulse jitter as described in Section 3.5,
(WJ) Width jitter, and
(IPJ) Interpulse jitter.
In Section 6.4 we compare the piecewise DMX and smooth power-
law models for DM variations in both our profile and ToA domain
analysis, and finally in Section 6.5 we compare the timing precision
from the different approaches.
For ease of notation when discussing evidence comparisons,
we denote our most basic model, which includes only the pulsar
timing model, a model for the mean profile, and a PFAC parameter,
as model (M0).
6.1 Profile Evolution
6.1.1 10 cm data
We find all three data sets show extremely significant support for
profile evolution across the 10 cm band. We find an increase in
the log evidence, which we denote ∆Z, of over 100 relative to any
model that does not incorporate profile evolution constructed from
the elements listed in Section 6.
We find that for model (E2), the fractional change in the profile
width is 0.01396±0.0007, −0.039±0.003, −0.0592±0.0013 GHz−1
for PSR J1713+0747, J1744−1134, and J1909−3744 respectively.
Here a negative value reflects the fact that the profile narrows as
the frequency increases. In all three data sets, however, we find
the evidence supports the more complex model for profile evolu-
tion, with ∆Z = 387, 260, and 4 in favour of model (E1) for the
three data sets respectively. Apart from PSR J1909−3744, the pro-
file evolution is thus dominated by very general shape change with
frequency, as opposed to width changes, implying that little physi-
cal interpretation can be drawn from the exact value of the simple
1-parameter model. Even in PSR J1909−3744, however, deviations
from the simple model are still significant.
One might expect a change in the width as a function of fre-
quency if the DM has not been modelled appropriately, and the
profile has been smeared across the band. We therefore perform a
consistency check on the PSR J1909−3744 data set in which we
perform a three-dimensional analysis on each epoch separately. In
each case we fit for the ToA, the DM, and the change in width as
a function of frequency. In Fig. 6 we plot the mean parameter es-
timate and 1-σ uncertainties for the evolution of the profile width
that results from this analysis. We find that the evolution measured
at each epoch is consistent with the estimate determined from our
global analysis, and obtain a mean and standard deviation from our
per epoch analysis of −0.06 ± 0.02 GHz−1. That the uncertainty in
this case is an order of magnitude larger than the global analysis is
simply the result of performing an incoherent analysis across mul-
tiple epochs, as opposed to a fully coherent analysis with the timing
model.
6.1.2 700–3600 MHz data
In Fig. 7 we show the mean model pulse profiles for PSRs
J1713+0747 (top panel), J1744−1134 (middle panel), and
J1909−3744 (bottom panel) at a frequency of 700 MHz (black
lines), 1400 MHz (red lines) and 2800 MHz (blue lines). We find
that a cubic expansion of the shapelet coefficients with frequency is
sufficient to model the profile evolution for both PSRs J1744−1134
and J1909-3744, however PSR J1713+0747 required an additional
quartic term. This is commensurate with the number of FD parame-
ters required for each of the pulsars when performing a ToA domain
analysis, with PSR J1713+0747 warranting the first three terms in
the FD model, compared to two for PSR J1744−1134 and one for
PSR J1909−3744.
We can use the confidence intervals for our models of profile
evolution in each data set to determine the channel width such that
neighbouring channels are still consistent to some statistical level.
We illustrate this in two ways in Fig. 8. First (top panel), using
the 10 cm band we show the maximum change in the profile as a
function of observing frequency in terms of the uncertainties in the
profile model. We find that for PSRs J1744−1134 and J1909−3744
a channel width of approximately 40 MHz is required such that
the maximum difference in the profile model between neighbour-
ing channels at any point in phase is less than 2 σ. That these val-
ues are similar despite the difference in timing precision between
the two data sets is simply a result of the magnitude of the pro-
file evolution being much greater in the PSR J1744−1134 data set,
while the S/N of the data set is much larger for PSR J1909−3744.
For PSR J1713+0747, however, we find that a narrower channel
width of 20 MHz is required to maintain a similar level of statisti-
cal consistency. Secondly (bottom panel), we show the difference
in the profile model for PSR J1713+0747 between frequencies of
724 and 728 MHz (red interval), and between frequencies of 724
and 732 MHz (black interval). One can clearly see that even over
small fractional changes in observing frequency (∼ 5.5×10−3) there
is still significant detectable profile evolution. We note that, as we
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Figure 7. Model pulse profiles for PSR J1713+0747 (top), J1744−1134 (middle) and J1909-3744 (bottom), evaluated at frequencies of 700 MHz (black lines),
1400 MHz (red lines) and 2800 MHz (blue lines). These frequencies are approximately the centers of the 40 cm and 20 cm bands, and the bottom of the 10 cm
band respectively. In each case the overall phase parameter is set to φ = 0.5 (cf. Eq. 12).
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Figure 8. (Top panel) The maximum change in the profile model due to fre-
quency evolution as a function of channel bandwidth for PSRs J1713+0747
(red + symbols), J1744−1134 (green x symbols), and J1909−3744 (blue ∗
symbols) for the 10 cm band. The difference is measured in terms of the
confidence intervals on the profile model returned by our profile domain
analysis. The curvature is a result of the uncertainty in the model for profile
evolution, which increases as a function of frequency, gradually dominating
over the uncertainty in the mean profile, which is constant as a function of
frequency. (Bottom panel) Difference between the model for profile evolu-
tion for PSR J1713+0747 between frequencies of 724 and 728 MHz (red
interval), and between frequencies of 724 and 732 MHz (black interval).
were sampling simultaneously for our profile model and our model
for DM, these uncertainties account for the covariances that exist
between our models for these two processes. Thus the observed
evolution in the profile is not attributable to incorrect estimation of
the DM as a function of time.
6.2 Profile Stochasticity
6.2.1 10 cm data
When analysing the 10 cm data with PolyChord we detect signifi-
cant profile stochasticity only in the PSR J1713+0747 data set for
which we obtain an increase in the log evidence for an (M0, E1,
PC) model compared to an (M0, E1) model of approximately 200.
For PSRs J1744−1134 and J1909−3744 we find no increase in the
log evidence for either the (PC) or (UC) model parameters. In Fig. 9
we show the power spectrum for the shape variation as a function
of the component in the shapelet model from this PolyChord anal-
ysis. From left to right the increasing order of the shapelet coeffi-
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Figure 9. Power spectrum of the shape variations in PSR J1713+0747 from
the 10 cm data obtained using PolyChord . Arrows indicate 95% upper lim-
its, points with error bars indicate significant detections. Increasing profile
component reflects smaller scales in phase.
cient can be thought of as representing progressively smaller scales
in phase. We find the profile stochasticity to be at the level of ap-
proximately 1% in the individual components, and find the shape
variation is detectable in individual epochs with over 3σ signifi-
cance in approximately 15% of observations.
If the origin of this shape variation were not intrinsic to the
pulsar, we might expect that the signal would not be coherent across
the full frequency band. As such, we use the 10 cm data to com-
pare models for which the profile stochasticity is a coherent process
across the band, with a model where it is incoherent (i.e, where the
realisation of the change in shape is allowed to vary from channel
to channel). We find the evidence is significantly in favour of the
coherent model, with an increase in the log evidence of approxi-
mately 60 compared to the incoherent model.
Whether this variation is intrinsic to the pulsar, or is related to
systematic effects in the data is impossible to determine with only
a single telescope. However, as a consistency check we calculate
the impact the maximum likelihood model for the variation has on
the time of arrival of the pulse. We find this to be at the 10-30 ns
level for the most significant detections, consistent with previously
published estimates for this pulsar (e.g., Shannon et al. 2014; Ar-
zoumanian et al. 2015.
While significant, we do not yet find that this profile stochas-
ticity has a significant impact on the timing analysis, with consis-
tent parameter estimates and uncertainties with or without the (PC)
model. This consistency can be explained by estimating the ToA for
the epoch with the most significant shape variation either assuming
that the profile noise is white, or including the maximum-likelihood
parameter estimates for the PC power spectrum in the model. We
find that the log evidence increases by 9, and the mean arrival time
shifts by 35 ns when including the (PC) model, however the ToA
uncertainty in both cases is 58 ns. We therefore see that even for the
most significant example, the data set is not yet sensitive enough for
the bias in arrival time when ignoring profile stochasticity to impact
the timing results.
The most sensitive 95% upper limit for an isotropic stochastic
gravitational-wave background is currently A < 10−15 at a refer-
ence frequency of 1 yr−1 (Shannon et al. 2015). A background of
this amplitude would induce a shift in the time of arrival of a pulse
at the level of ∼100 ns. The change in the arrival time when ac-
counting, or not, for this shape variation in the PSR J1713+0747
data set is already a significant fraction of this level. Observations
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Figure 10. Log of absolute intensity (top panels), and absolute value of the profile residuals after subtracting out the mean profile model (middle panels) for
the 20 cm profile data for PSR J1713+0747 (left) and for the 10 cm data for PSR J1909−3744 (right) in units of S/N. For the 20 cm PSR J1713+0747 profile
data we then additionally show the absolute value of the residuals after subtracting out our model for stochasticity in the pulse profile (bottom-left panel), and
the residuals from the fully time-averaged 20 cm data (bottom-right panel, red points) with the residuals from the epoch for which the most significant profile
stochasticity was detected (black points).
from the largest radio telescopes in the world (e.g. Desvignes et al.
2016; Reardon et al. 2016; Arzoumanian et al. 2015) have there-
fore already reached the stage where correctly modeling such shape
variation has become of significant importance in order to reach the
greatest levels of sensitivity to gravitational waves.
6.2.2 700–3600 MHz data
We obtain consistent results using the full data set and performing
the sampling with the GHS. In Fig 10 (top-left panel) we show log-
intensity for the profile data over the MJD range included in the
data set for the PSR J1713+0747 20-cm data in units of S/N. In
the middle-left and bottom-left panels we then show the absolute
value of the residuals in units of S/N after subtracting out the mean
profile model, and additionally after subtracting out our model for
stochasticity in the pulse profile. We find that the model for profile
stochasticity has successfully modelled the shape variation, with
the residuals that remain being noise-like for the duration of the
data set. For comparison, in Fig. 10 we also show the log-intensity
(top-right panel) and absolute value of the residuals (middle-right
panel) for the 10 cm PSR J1909−3744 data set for which no signif-
icant profile stochasticity was detected.
We stress that, because we are using the same basis to deter-
mine the profile stochasticity as for the mean profile model, and
because it is being evaluated simultaneously with the mean profile
Table 4. Parameter estimates for pulse jitter models. Upper limits are quoted
at the 95% level.
Jitter Model J1713+0747 J1744−1134 J1909−3744
ns ns ns
PJ10cm <140 <290 <80
WJ10cm <90 <260 <75
IPJ10cm – <300 –
PJ20cm <87 240 ± 35 100 ± 10
PJ50cm <390 <300 <100
model, this variation is not simply the result of mismodelling the
mean profile. Instead it reflects genuine variation in the shape of
the profile between epochs. To demonstrate this we show in the
bottom-right panel of Fig. 10 the residuals from the fully time-
averaged 20 cm data (red points) with the residuals from the epoch
for which the most significant profile stochasticity was detected
(black points). The average residuals are an order of magnitude
smaller than the shape variation in the individual epoch.
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Figure 11. A comparison of different models for the DM variations in PSRs J1713+0747 (top panel), J1744−1134 (middle panel), and J1909−3744 (bottom
panel) data sets. We compare the DMX parameterisation with a 30 day window from a ToA analysis (black points with 1σ uncertainties), and from a profile
domain analysis (red points with 1σ uncertainties), and find the profile domain analysis consistently results in improved constraints on DM by an average
of 40%. We also compare the result of using a time-stationary smooth power-law model (blue lines representing the 1σ confidence interval) and find it is
consistent with the DMX model.
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6.3 Jitter
In the 10-cm data we find no evidence for jitter in any of the three
data sets, with changes in the log evidence of less than two when
including jitter parameters compared to model M0, along with our
model for evolution (E1). In Table 4 we list the 95% upper limits
on the different jitter models considered for each data set.
We find that the limit on the (IPJ) jitter model in PSR
J1744−1134 is completely consistent with the (PJ) model. This
can be understood by considering the S/N ratio of the interpulse at
any epoch. Even in the brightest observations the interpulse is only
just visible. As such the data is unable to discriminate between a
model where both components are shifted by the same amount, as
in the (PJ) model, or where it is the separation between the two
components that is allowed to vary, as in the (IPJ) model.
When performing the analysis with the GHS, we include a
separate parameterJ for each of the three bands. We find the upper
limit on the pulse jitter in the 10-cm band is consistent with the
analysis performed using PolyChord for all three pulsars. As we do
not compute the evidence for different models, when using the GHS
we consider the posterior for a particular J to represent an upper
limit when there is greater than 5% probability that the parameter
takes a value of less than 1 ns. Given this definition we only detect
significant pulse jitter in the 20-cm bands for PSRs J1744−1134
and J1909−3744.
6.4 DM Variations
All three pulsars in our data set are known to exhibit detectable
variations in DM (see, e.g., Lentati et al. (2016); Arzoumanian et al.
(2015)). In Fig. 11 we show the estimates we obtain on the DM
variations for three different approaches for each pulsar. We use the
DMX parameterisation with a 30-day window both with the ToA
data (black points with 1σ uncertainties), and in the profile domain
(red points with 1σ uncertainties). We compare this with a smooth
power-law model in the profile domain (blue lines representing the
1σ confidence interval on the signal) where we include frequencies
in our model from 1/T with T the length of the data set up to and
including 30-days, and use a quadratic in DM to act as a proxy to
the lower frequency fluctuations.
When using the DMX model, in order to minimise the covari-
ance between the mean DM and the variations in DM, we take the
epoch which has the best individual constraints on DM and keep
that fixed as a reference. We then include the mean DM in our fit as
a free parameter.
We find that all three models are consistent within Gaus-
sian statistics, with no significant (> 3σ) discrepancies between
the DMX model and the power-law model. We note that the
non-stationary DM event observed in previous analysis of PSR
J1713+0747 occurs before the start of the data set at MJD 54780
(e.g., Lentati et al. 2016).
In Fig. 12 we plot the one- and two-dimensional marginalised
posterior probability distributions for the spectral index and log am-
plitude of the DM power-law model for all three pulsars. We find
the results for PSR J1713+0747 and J1909−3744 are consistent
with those from an analysis of the first International Pulsar Tim-
ing Array data release (Lentati et al. 2016), however, no significant
detection of DM variations in PSR J1744−1134 was made in that
analysis for a comparison to be made with the results obtained here.
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Figure 12. One- and two-dimensional marginalised posterior probability
distributions for log amplitude and spectral index of the model for power-
law DM variations in PSRs J1713+0747 (black lines), J1744−1134 (red
lines), and J1909−3744 (blue lines)
6.5 Timing Precision
We find that the profile domain analysis consistently results in
higher precision compared to the standard ToA analysis. Addition-
ally, we find that the measurement precision obtained for the timing
model parameters when using the power-law model for DM varia-
tions is also superior for all three data sets. We list the mean and 1σ
confidence intervals for the timing model parameters obtained from
our profile domain analysis of PSRs J1713+0747, J1744−1134,
and J1909−3744 using the power-law model for DM in Table 5.
Naturally, the level of improvement when using the power-
law model depends both on the pulsar in question and the time
scale over which the timing model parameter occurs. For PSR
J1909−3744, the binary period is ∼ 1.5 days, and so is significantly
shorter than the 30-day window used in the DMX model, or the
shortest period in the power-law model. As such, the binary param-
eters are not highly correlated with either model for DM variations.
We therefore find only a ∼3% improvement in precision when using
the power-law model compared to DMX for the binary parameters.
In contrast, the binary period of PSR J1713+0747 is approximately
67 days, and so in this case the binary parameters will be more
correlated with the unconstrained DMX model. For this pulsar we
therefore find an average improvement in the measured precision of
the binary parameters of 20% for the power-law model compared
to DMX.
For all three data sets the astrometric parameters, which have
time scales of six months or more, benefit more significantly, with
an increase in the measured precision of up to 40%. We show the
ratios for all timing model parameters for the DMX model com-
pared to the power-law model in the top panel of Fig. 13.
In the center panel of Fig. 13 we show an equivalent plot com-
paring the measured timing precision obtained from the standard
ToA analysis to the profile domain analysis. In both cases we use
the DMX model for DM variations. The improvement in the tim-
ing precision is more uniform across the different timing parame-
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Figure 13. Ratio of the measured precision for the timing model parameters
for PSRs J1713+0747 (black +), J1744−1134 (red ×), and J1909−3744
(blue ∗) for the DMX and power-law models for DM variations (top panel)
and for the ToA and profile domain analysis (middle panel). Larger numbers
correspond to smaller uncertainties in the power-law model (top panel) and
in the profile domain analysis (middle panel). (Bottom panel) Difference
between the mean timing model parameter estimates for the ToA and profile
domain analyses in terms of their uncertainties.
ters in this case. We find the average improvement is 25% for the
three pulsars analysed. Given each data set is at least seven years
long, for parameters such as parallax for which the measurement
precision scales as the square-root of the total observing time, this
corresponds to having an additional four years of data of equivalent
quality.
As with the simulations, we also perform an analysis using
the ToAs formed from the fully frequency-averaged profile data. In
this case we use a separate template for each band which does not
evolve across the band. For PSR J1909−3744 and J1744−1134 we
find a decrease in the measured precision of the timing parameters
of up to 20%, with a mean decrease of 15%, compared to using the
sub-band ToAs.
For PSR J1713+0747, we find a much greater loss of pre-
cision, of approximately a factor two, when using the fully
frequency-averaged ToAs. In this case there is significantly more
scatter present in the residuals, and we find the evidence supports
an additional EQUAD term with an amplitude of approximately
200 ns, consistent with the properties of the data set used in Shan-
non et al. (2015). This is consistent with the effect of combining
profile evolution and scintillation seen in Simulation 2 in Section 4.
Finally, we compare the parameter estimates obtained from
our profile domain analysis both with an analysis of the correspond-
ing ToAs, and with other independent published results.
In the bottom panel of Fig. 13 we show the difference between
the mean timing model parameter estimates for the ToA and pro-
file domain analyses in terms of their uncertainties. For clarity we
exclude DM from this plot, as its value is highly dependent on
the model used for the DM variations, and whether profile evo-
lution has been incorporated. We find that the remaining param-
eters are all consistent within their uncertainties. In the following
two subsections we also compare our profile domain results with
parameters published in Reardon et al. (2016) (R16), Desvignes
et al. (2016) (D16), Fonseca et al. (2016) (F16) and Matthews et al.
(2016) (M16).
6.5.1 Comparison of Astrometric parameters
We first consider the astrometric parameters, parallax and proper
motion. Comparing parallax measurements we find we are con-
sistent with previously published values within 2σ confidence in-
tervals for both PSRs J1744−1134 and J1909−37443, however
small discrepancies between the measurements can be seen for PSR
J1713+0747.
For PSR J1713+0747, we find our parallax measurement
lies 1σ, 1.6σ, and 2.6σ below the values reported in R16 (pi =
0.86(9) mas), M16 (pi = 0.85(3) mas), and D16 (pi = 0.90(3) mas)
respectively. In this case a further independent check is provided
by VLBA measurements (Chatterjee et al. 2009), which result in a
value of pi = 0.95(6) mas, which lies 2.5σ above our value. While
none of these offsets are extremely significant, in M16, inconsis-
tency with previously reported values for parallax was attributed
to insufficient modeling of DM variations in those earlier publica-
tions. In order to check the impact of possible ISM effects, we split
our data set up into a 10 cm only, and a combined 20 cm and 40 cm
data set, and measure the parallax in each of these separately. We
obtain values of pi = 0.80(8) mas for the combined 20 cm and 40 cm
3 The uncertainty on the parallax in R16 has a typographical error. The
corrected value is 0.81(3), which is consistent with our measurement at the
2σ level (Reardon, private communication).
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data set, which is consistent with both the results from pulsar tim-
ing and the VLBA measurement at the 1.5σ level, and a value of
pi = 0.71(5) mas for the 10 cm data, which is consistent at the 3σ
level with VLBA. Given the 10 cm data is unlikely to suffer signif-
icantly from mismodelling of the ISM, and has little RFI or other
known sources of systemic noise, we conclude that this marginally
lower value is simply the result of random variation, rather than any
systematic offset.
We next compare measurements of proper motion for these
three pulsars. Overall, proper motions are consistent between M16,
D16, R16 and the values we report from our profile domain anal-
ysis. We are only inconsistent at greater than 2σ for measure-
ments of the proper motion in declination for PSR J1744−1134
obtained in M16 (µδ = −9.20(8) mas yr−1, 2.6σ) and proper mo-
tion in right ascension for PSR J1713+0747 compared to the value
in D16 (µα = −3.888(14) mas yr−1, 2.4σ). As for parallax, VLBA
provides measurements of proper motion for PSR J1713+0747 of
µδ = −3.67(18) mas yr−1, and µα = 4.75+17−7 mas yr−1 which we are
consistent with at the 1.0, and 1.6σ level.
6.5.2 Comparison of Binary parameters
We find the majority of binary parameters for PSRs J1909−3744
and J1713+0747 are consistent with those published in R16, D16
and F16. For example, measurements of the companion mass
for PSR J1909−3744 were given as Mc = 0.2067(19) M,
0.213(3) M, and 0.214(3) M in R16, D16 and F16 respectively,
which are consistent with the value of Mc = 0.2074(20) M given
in Table 5 to within 2σ. Small differences are seen only in the incli-
nation angle for PSR J1909−3744 compared to the value reported
in D16 (sin i = 0.99771(13), 3σ).
In Lentati et al. (2016), it was shown that unmodeled system-
atic, or frequency dependent effects can significantly bias the pa-
rameter estimates for the stochastic signals in pulsar timing data
sets. Neither in this paper, nor in M16, D16 or R16 have such mod-
els been incorporated into the analysis, and so it is possible that
inconsistencies at the ∼ 3σ level could be due to systematic, or
frequency dependent effects that are currently unmodeled in these
different analyses. One of the key advantages of the profile domain
framework, however, is that eventually we will be able to integrate
more physical models for these effects into the analysis.
7 CONCLUSIONS
We have extended the profile domain analysis framework ‘Genera-
tive Pulsar Timing Analysis’ to incorporate wide-band effects such
as profile evolution and broadband shape variation in the pulse pro-
file. We also incorporate models for epoch-to-epoch variation in
both pulse width and in the separation in phase of the main pulse
and interpulse. This framework allows for a full timing analysis
to be performed using the profile data, rather than forming esti-
mates of the pulse times of arrivals as in the standard pulsar timing
paradigm, thereby enabling simultaneous estimation of, for exam-
ple, DM variations, pulse shape variation, profile evolution and the
pulsar timing model.
In order to handle the large number of profiles (∼ 20000),
and the large number of parameters (> 1000) that must be in-
cluded in an analysis of wide-band data sets we used Hamiltonian
Monte Carlo sampling methods and introduced a new parameterisa-
tion which is significantly more efficient in the low signal-to-noise
(S/N) regime for many of the stochastic parameters included in the
model. While we only used this likelihood here in the context of
pulsar timing analysis, its potential applications are extremely wide
ranging.
We applied this analysis framework first to a series of
simulations, and then to over seven years of observations for
PSRs J1713+0747, J1744−1134, and J1909−3744 made between
700 and 3600 MHz. We found that in all but the most trivial simu-
lation the profile domain analysis resulted in higher precision com-
pared to a standard timing analysis, with an average improvement
of 25%. For timing parameters that scale as the square-root of ob-
serving time, such as parallax, one would need an additional four
years of data with equivalent timing precision for a seven year data
set to achieve the same improvement.
We compared a non-time-stationary piecewise model for the
variations in the DM with a time-stationary power-law model for
each data set and found that they were consistent in each case. By
incorporating the inherent smoothness in the DM variations into the
model, however, the measurement precision obtained for the astro-
metric timing parameters was found to improve by as much as 40%,
and the precision of the binary parameters for PSR J1713+0747
was found to improve by 20%.
We also detected significant wide-band pulse shape variation
in the PSR J1713+0747 data set at the level expected for hour-long
integrations given previously published estimates of the intrinsic
variation in the pulsar (e.g. Arzoumanian et al. 2015). Not account-
ing for this shape variation changes the measured arrival times at
the level of ∼30 ns, the same order of magnitude as the expected
shift due to gravitational waves in the pulsar timing band.
As new instrumentation that continues to increase the simul-
taneous bandwidth of observations comes online, the ability to deal
with effects that combine coherently over the band, such as intrin-
sic pulse shape variation and profile evolution, will continue to be-
come more important. The profile domain framework developed
in this work and preceding papers provides a statistically robust
approach to simultaneously incorporating these effects into pulsar
timing analysis. By directly modeling the effect of shape change,
one can improve the sensitivity of the analysis to any process that
results in a shift of the arrival time. Such processes include post-
Keplerian effects in highly relativistic systems (Kramer et al. 2006),
changes in the binary period, which provide tests of the potential
evolution in the gravitational constant G (Zhu et al. 2015), and the
passage of nHz gravitational waves. As both models and sampling
efficiency improve, and the analysis of progressively more complex
data sets becomes tractable, profile domain analysis will ultimately
provide the optimal approach to performing high precision pulsar
timing analysis.
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Table 5. Timing Model Parameter Estimates
Measured Quantities
J1713+0747 J1744−1134 J1909−3744
Right ascension, α (hh:mm:ss) . . . . . . . . . . . . . . . . . . . . 17:13:49.5327239(11) 17:44:29.405787(3) 19:09:47.4346730(12)
Declination, δ (dd:mm:ss) . . . . . . . . . . . . . . . . . . . . . . . . +07:47:37.49794(4) −11:34:54.68136(19) −37:44:14.46674(5)
Pulse frequency, ν (s−1) . . . . . . . . . . . . . . . . . . . . . . . . . . 218.81184037834490(13) 245.4261197130575(11) 339.3156872882423(5)
First derivative of pulse frequency, ν˙ (s−2) . . . . . . . . . −4.08391(3)×10−16 −5.38157(7)×10−16 −1.614806(3)×10−15
Proper motion in right ascension, µα cos δ (mas yr−1) 4.919(4) 18.801(8) −9.519(3)
Proper motion in declination, µδ (mas yr−1) . . . . . . . . −3.926(7) −9.43(4) −35.770(9)
Parallax, pi (mas) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0.77(4) 2.39(7) 0.870(18)
Orbital period, Pb (d) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67.825130973(3) - 1.53344947428(3)
Epoch of periastron, T0 (MJD) . . . . . . . . . . . . . . . . . . . . 51997.5797(4) - -
Longitude of periastron, ω0 (deg) . . . . . . . . . . . . . . . . . 176.1975(17) - -
Orbital eccentricity, e . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7.49409(7)×10−5 - -
First derivative of orbital period, P˙b . . . . . . . . . . . . . . . - - 5.18(7)×10−13
Companion mass, Mc (M) . . . . . . . . . . . . . . . . . . . . . . . 0.277(14) - 0.2074(20)
Longitude of ascending node, Ω (degrees) . . . . . . . . . 87(3)
Orbital inclination angle, i (degrees) . . . . . . . . . . . . . . . 72.4(8)
Sine of inclination angle,sin i . . . . . . . . . . . . . . . . . . . . . - - 0.99818(9)
Projected semi-major axis of orbit, x (lt-s) . . . . . . . . . 32.34242145(16) - 1.89799109(4)
TASC (MJD) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . - - 53113.95074205(3)
EPS1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . - - 2.3(16)×10−8
EPS2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . - - −1.04(9)×10−7
Set Quantities
Epoch of position determination (MJD) . . . . . . . . . . . . 54500 54500 54500
Epoch of frequency determination (MJD) . . . . . . . . . . 56100 54500 54500
Derived Quantities
Distance from parallax (kpc) . . . . . . . . . . . . . . . . . . . . . 1.30(6) 0.419(11) 1.16(2)
Distance from P˙b (kpc) . . . . . . . . . . . . . . . . . . . . . . . . . . - - 1.174 (16)
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