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Abstract
Modern problems in AI or in numerical analysis require nonsmooth approaches
with a flexible calculus. We introduce generalized derivatives called conservative
fields for which we develop a calculus and provide representation formulas. Func-
tions having a conservative field are called path differentiable: convex, concave,
Clarke regular and any semialgebraic Lipschitz continuous functions are path dif-
ferentiable. Using Whitney stratification techniques for semialgebraic and definable
sets, our model provides variational formulas for nonsmooth automatic differentia-
tion oracles, as for instance the famous backpropagation algorithm in deep learning.
Our differential model is applied to establish the convergence in values of nonsmooth
stochastic gradient methods as they are implemented in practice.
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1 Introduction
Classical approaches to solution methods for nonsmooth equations or nonsmooth opti-
mization come from the calculus of variations [42, 46, 5, 12, 19, 32, 43, 48]. They have
been successfully used in several contexts, from partial differential equations to machine
learning. But most of the advances made in these last decades apply to classes revolving
around convex-like non differentability phenomena: convex functions, semiconvex func-
tions or (Clarke) regular problems. On the other hand several major problems arising in
machine learning, numerical analysis, or non regular dynamical systems are not covered by
these regularity models due to various calculus restrictions and the necessity of decompos-
ing algorithms, see e.g., [17] and references therein. We propose a notion of generalized
derivatives and identify a class of locally Lipschitz functions, called path differentiable
functions, for which we obtain a flexible calculus, should we accept to use weaker gener-
alized derivatives than standard ones. Our starting point is extremely elementary, we see
derivation as an inverse operation to integration:
f(y)− f(x) =
∫ y
x
f ′(t)dt.
We thus introduce and study graph closed set valued mappings Df : Rp ⇒ Rp, and locally
Lipschitz functions f : Rp 7→ R related by
f(γ(1))− f(γ(0)) =
∫ 1
0
〈Df (γ(t)), γ˙(t)〉dt, ∀γ ∈ AC([0, 1],Rp),
where we use Aumann’s integration while AC([0, 1],Rp) is the set of absolutely continuous
functions from [0, 1] to Rp. Rephrasing this property yields a generalized form of the zero
circulation property∫ 1
0
〈D(γ(t)), γ˙(t)〉 dt = {0} , ∀γ ∈ AC([0, 1],Rp).
We naturally call these objects conservative set valued fields and a function having a
conservative field is called path differentiable. Convex, concave, Clarke regular, but also
any semialgebraic Lipschitz continuous functions or Whitney stratifiable functions are
path differentiable.
We provide a calculus and several characterizations of conservativity. First we show that
conservative fields are classical gradients almost everywhere, which makes the Clarke sub-
differential a minimal convex conservative field. Second, in the framework of semialgebraic
or o-minimal structures, we provide conservative fields with a variational stratification
formula [9]. This connection between Whitney stratification and conservativity allows
to generalize known qualitative properties from the smooth world to definable conserva-
tive fields: Morse-Sard theorem, Kurdyka-Lojasiewicz inequality [34] and convergence of
differential inclusions.
On a more applied side, conservative fields allow to analyze fundamental modern numerical
algorithms in machine learning or numerical analysis based on automatic differentiation
[49, 28] and decomposition [17, 24] in a nonsmooth context. Automatic differentiation is
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indeed proved to yield conservative fields which allows in turn to study discrete stochastic
algorithms that are massively used to train AI systems. We illustrate this with the problem
of training nonsmooth deep neural networks which are designed to perform prediction
tasks based on a large labeled database [37].
Our work connects very applied concerns with the recent theory of o-minimal structures,
by revealing surprising links between the massively used numerical libraries (Tensorflow
[1], Pytorch, [44]), and Whitney stratifications.
Structure of the paper As a conclusion, let us mention that this article contains
material that can be considered as having distinct and independent interests. Researchers
working in analysis may focus on Section 2 and 3, which present conservative fields. Those
having affinity with geometry can also go through Section 4 which provides insights into
the semialgebraic and the definable cases. The more applied sections provide theorems
which we believe useful to several communities: Section 5 is on nonsmooth automatic
differentiation and a theoretical model for the corresponding “oracle”, while Section 6 on
studies stochastic gradient descent (with mini-batches) and deep learning.
2 Conservative set valued fields
Notations. We restrict our analysis to locally Lipschitz continuous functions in Eu-
clidean spaces1. Take p ∈ N. A locally Lipschitz continuous function, f : Rp 7→ R is
differentiable almost everywhere by Rademacher’s theorem, see for example [26]. Denote
by R ⊂ Rp, the full measure set where f is differentiable, then the Clarke subgradient of
f is given for any x ∈ Rp, by
∂cf(x) = conv
{
v ∈ Rp, ∃yk →
k→∞
x with yk ∈ R, vk = ∇f(yk) →
k→∞
v
}
.
A set valued map D : Rp ⇒ Rq is a function from Rp to the set of subsets of Rq. The
graph of D is given by
graphD = {(x, z), x ∈ Rp, z ∈ D(x)} .
D is said to have closed graph or to be graph-closed if graphD is closed as a subset of
Rp+q. An equivalent characterization is that for any converging sequences (xk)k∈N, (vk)k∈N
in Rp, with vk ∈ D(xk) for all k ∈ N, we have
lim
k→∞
vk ∈ D( lim
k→∞
xk).
An absolutely continuous curve is a continuous function x : R 7→ Rp which admits a
derivative x˙ for Lebesgue almost all t ∈ R, such that x˙ is Lebesgue measurable and x(t)−
x(0) is the Lebesgue integral of x˙ between 0 and t for all t ∈ R. Absolutely continuous
curves are well suited to generalize differential equations to differential inclusions [4].
1Although all results we provide are generalizable to complete Riemannian manifolds
4
Given a set valued map D : Rp ⇒ Rp, x0 ∈ Rp, x : R 7→ Rp is a solution to the differential
inclusion problem
x˙ ∈ D(x)
x(0) = x0,
if x is an absolutely continuous curve satisfying x(0) = x0 and x˙(t) = D(x(t)) for almost
all t on a non trivial interval containing 0.
2.1 Definition and vanishing circulations
Throughout this section, we denote by D : Rp ⇒ Rp a set valued map with closed graph
and nonempty compact values. The following lemma is derived from results from the
overview textbook [2].
Lemma 1 Let D : Rp ⇒ Rp be a set valued map with nonempty compact values and closed
graph. Let γ : [0, 1] 7→ Rp be an absolutely continuous path. Then the following function
t 7→ max
v∈D(γ(t))
〈γ˙(t), v〉 ,
defined almost everywhere on [0, 1], is Lebesgue measurable.
Proof : Consider the function Γ: [0, 1] 7→ Rp × Rp defined for almost all t ∈ [0, 1] by
Γ(t) =
(
γ(t)
γ˙(t)
)
.
Γ is, by definition, Lebesgue integrable, in particular, pre-images of Borel sets are Lebesgue
sets. In addition, we consider the set-valued map D˜ : Rp × Rp ⇒ Rp defined as
D˜ : (x, y) ⇒ (D(x), y).
D˜ has closed graph and by [2, Theorem 18.20] it is measurable in the sense of [2, Definition
18.1]. Let f : Rp × Rp × Rp × Rp → R be such that
f(x, y, v1, v2) = 〈y, v1〉
Then the map
m : (x, y) 7→ max
w∈D˜(x,y)
f(x, y, w) = max
v∈D(x)
〈y, v〉
is Borel measurable according to [2, Theorem 18.19]. This means that preimage of Borel
sets are Borel sets. The function
t 7→ max
v∈D(γ(t))
〈γ˙(t), v〉
is just m ◦ Γ and is hence Lebesgue measurable. 
We can now proceed with the central definition of a conservative set valued field.
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Definition 1 (Conservative set valued fields) Let D : Rp ⇒ Rp be a set valued map.
D is a conservative (set valued) field whenever it has closed graph, non empty compact
values and for any absolutely continuous loop γ : [0, 1] 7→ Rp, that is γ(0) = γ(1), we have∫ 1
0
max
v∈D(γ(t))
〈γ˙(t), v〉 dt = 0
where the integral is understood in the Lebesgue sense2. It is equivalent to require∫ 1
0
min
v∈D(γ(t))
〈γ˙(t), v〉 dt = 0
for all loops γ.
Remark 1 (min, max circulations and conservativity) The min formula is indeed
obtained by using the the reverse path γ˜(t) = γ(1− t) :∫ 1
0
max
v∈D(γ˜(t))
〈
˙˜γ(t), v
〉
dt =
∫ 1
0
max
v∈D(γ(1−t))
〈−γ˙(1− t), v〉 dt
= −
∫ 1
0
min
v∈D(γ(1−t))
〈γ˙(1− t), v〉 dt
=
∫ 0
1
min
v∈D(γ(t))
〈γ˙(t), v〉 dt
= −
∫ 1
0
min
v∈D(γ(t))
〈γ˙(t), v〉 dt = 0.
We deduce that for almost all t ∈ [0, 1], maxv∈D(γ˜(t)) 〈γ˙(t), v〉 = minv∈D(γ˜(t)) 〈γ˙(t), v〉.
Remark 2 (Vanishing circulation and conservativity) There is a measurable arg-
max selection in Lemma 1 (see [2, Theorem 18.19]) so that for any measurable selection
v : [0, 1] 7→ Rp, v(t) ∈ D(γ(t)) for all t, we have ∫ 1
0
〈γ˙(t), v(t)〉 dt = 0. Thus, in the
setting of Definition 1, an equivalent characterization is that the Aumann integral of
t⇒ 〈γ˙(t), D(γ(t))〉 is {0}. In short∫ 1
0
〈D(γ(t)), γ˙(t)〉 dt = {0}, (1)
exactly means that D is conservative. We recover the standard definition of conservativity
as fields with vanishing circulation.
2which is possible thanks to Lemma 1.
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2.2 Locally Lipschitz continuous potentials of conservative fields
Definition 2 (Potential functions of conservative fields) Let D : Rp ⇒ Rp be a
conservative field. A function f defined through any of the equivalent forms
f(x) = f(0) +
∫ 1
0
max
v∈D(γ(t))
〈γ˙(t), v〉 dt (2)
= f(0) +
∫ 1
0
min
v∈D(γ(t))
〈γ˙(t), v〉 dt (3)
= f(0) +
∫ 1
0
〈γ˙(t), D(γ(t))〉 dt (4)
where γ is an arbitrary absolutely continuous path joining 0 to x, is well and uniquely
defined up to a constant. It is called a potential function for D. We shall also say that D
admits f as a potential, or that D is a conservative field for f .
Remark 3 (a) To see that the definitions (2), (3) and (4) are indeed equivalent and
independent of the chosen path, one adapts classical ideas as follows. Consider any
x ∈ Rp, and any absolutely continuous paths γ1, γ2 such that γ1(0) = γ2(0) = 0 and
γ1(1) = γ2(1) = x. We have∫ 1
0
max
v∈D(γ1(t))
〈γ˙1(t), v〉 dt−
∫ 1
0
min
v∈D(γ2(t))
〈γ˙2(t), v〉 dt
=
∫ 1
0
max
v∈D(γ1(t))
〈γ˙1(t), v〉 dt+
∫ 1
0
max
v∈D(γ2(t))
−〈γ˙2(t), v〉 dt
=
∫ 1
2
0
max
v∈D(γ1(2t))
〈2γ˙1(2t), v〉 dt+
∫ 1
1
2
max
v∈D(γ2(2−2t))
〈−2γ˙2(2− 2t), v〉 dt
= 0
since the concatenation of t 7→ γ1(2t) for 0 ≤ t ≤ 1/2 and t 7→ γ2(2−2t) for 1/2 ≤ t ≤ 1 is
an absolutely continuous loop. This shows that the value of the integral does not depend
on the path. The “minimum and maximum integrals” are thus equal and we may set for
any x ∈ Rp:
f(x) =
∫ 1
0
max
v∈D(γ(t))
〈γ˙(t), v〉 dt =
∫ 1
0
min
v∈D(γ(t))
〈γ˙(t), v〉 dt
for any γ absolutely continuous with γ(0) = 0 and γ(1) = x. The right hand-side in (4)
is thus a single number, and the identity is therefore well defined.
(b) If f is differentiable, ∇f is of course a conservative field (it is not unique). More
examples and a discussion are provided in Subsection 3.2.
(c) The definition can be directly extended to star-shaped domains.
(d) The potential function f is locally Lipschitz continuous. Indeed take a bounded set
S. Take x, y ∈ S and use (c) above with the path [0, 1] 3 t→ γ(t) = tx+ (1− t)y,
|f(y)− f(x)| ≤ |y − x|
∫ 1
0
max
v∈D(γ(t))
|v|dt ≤M |x− y|
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where M is such that
M ≥ max{|v| : x ∈ convS, v ∈ D(x)}
with convS being the convex envelope of S. From [15, Lemma 3], D is locally bounded
and such a finite constant must exist.
(e) If D1, D2 are two graph-closed set valued mappings with compact nonempty values,
then D1 ⊂ D2 and D2 conservative implies that D1 is conservative as well.
Observe also that if D is conservative x⇒ conv(D(x)) is conservative as well.
Chain rule characterizes conservativity in the following sense:
Lemma 2 (Chain rule and conservativity) Let D : Rp ⇒ Rp be a locally bounded,
graph-closed set valued map and f : Rp 7→ R a locally Lipschitz continuous function. Then
D is a conservative field for f , if and only if for any absolutely continuous curve x : [0, 1] 7→
Rp, the function t 7→ f(x(t)) satisfies
d
dt
f(x(t)) = 〈v, x˙(t)〉 ∀v ∈ Df (x(t)), (5)
for almost all t ∈ [0, 1].
Proof : The reverse implication is obvious, using Lemma 1, integrating the characteriza-
tion in equation (5) we obtain any of the equivalent equations of Definition 2. To prove
the converse, assume now that D is a conservative field for f . For any 0 < s < 1, we have
f(x(s))− f(x(0)) =
∫ 1
0
max
v∈D(x(st))
〈s˙x(st), v〉 dt
=
∫ s
0
max
v∈D(x(t))
〈x˙(t), v〉 dt
=
∫ s
0
min
v∈D(x(t))
〈x˙(t), v〉 dt
The fundamental theorem of calculus states that s 7→ f(x(s)) is differentiable almost
everywhere and for almost all s ∈ [0, 1],
d
ds
f(x(s)) = max
v∈D(x(s))
〈x˙(s), v〉 = min
v∈D(x(s))
〈x˙(s), v〉 = 〈x˙(s), v〉 ,
for all v ∈ D(x(s)). This shows that f is a potential for D. 
3 A generalized differential calculus
3.1 Conservativity, Clarke subdifferential and gradient a.e.
We start with the following fundamental result.
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Theorem 1 (A conservative field is a gradient almost everywhere) Let D : Rp ⇒
Rp be a conservative field and f : Rp 7→ R a (locally Lipschitz continuous) potential for
D. Then D = {∇f} Lebesgue almost everywhere.
Proof : Fix a measurable selection a : Rp 7→ Rp of D and f a potential for D. Measurable
selections exist becauseD has closed graph, with compact and nonempty values, and hence
is measurable in the sense of [2, Definition 18.1] so that [2, Corollary 18.15] applies (see
also Lemma 1). Fix a direction v ∈ Rp, x ∈ Rp a base point, let s < t be real numbers
and γ the path γ(τ) = (1 − τ)(x + sv) + τ(x + tv), then by using conservativity and an
elementary change of variable, we obtain for all x ∈ Rp
f(x+ tv)− f(x+ sv) =
∫ t
s
〈v, a(x+ τv)〉dτ.
Using the fundamental theorem of calculus (in its Lebesgue form), one obtains
f ′(y; v) = 〈v, a(y)〉 (6)
almost everywhere on the line x+ Rv, where
f ′(y; v) := lim
r→0, r 6=0
f(y + rv)− f(y)
r
when the limit exists. Since f is continuous, the two functions defined for all y ∈ Rp.
f ′u(y; v) := lim sup
s→0, s 6=0
f(y + sv)− f(y)
s
= lim
k→∞
sup
0<|s|≤1/k
f(y + sv)− f(y)
s
f ′l (y; v) := lim inf
s→0, s 6=0
f(y + sv)− f(y)
s
= lim
k→∞
inf
0<|s|≤1/k
f(y + sv)− f(y)
s
,
are Borel, hence Lebesgue measurable. Consider the following set
A = {y ∈ Rp, f ′u(y; v) 6= 〈v, a(y)〉 or f ′l (y; v) 6= 〈v, a(y)〉} .
This set is Lebesgue measurable and for any y ∈ Rp \ A, we have
f ′(y; v) = f ′u(y; v) = f
′
l (y; v) = 〈v, a(y)〉.
Furthermore, using (6) we have H1(A∩ (x+Rv)) = 0, where H1 is the Hausdorff measure
of dimension 1. Since x ∈ Rp was arbitrary, we actually have H1(A ∩ L) = 0 for any
line L, parallel to v and since A is measurable, Fubini’s theorem entails that A has
zero Lebesgue measure, and hence we have f ′(y; v) = 〈v, a(y)〉 for almost all y ∈ Rp.
Now the Rademacher Theorem [26, Theorem 3.2], ensures that f is differentiable almost
everywhere, this implies that f ′(y; v) = 〈∇f(y), v〉 for almost all y ∈ Rp and hence,
〈∇f(y), v〉 = f ′(y; v) = 〈v, a(y)〉 for almost all y ∈ Rp .
The direction v was chosen arbitrarily, we repeat the same construction for every v ∈ Qp
(which is countable) and obtain that 〈∇f(y), v〉 = 〈v, a(y)〉 for almost all y ∈ Rp and
every v ∈ Qp, that is a(y) = ∇f(y) for almost all y ∈ Rp.
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Since a was chosen as an arbitrary measurable selection for D, we may use [2, Corollary
18.15] which states that there is a sequence of measurable selections for D, (ak)k∈N such
that for any x ∈ Rp, D(x) = cl {ai(x)}i∈N. Using the previous Rademacher’s argument for
each i in N, there exists a sequence of measurable sets (Si)i∈N which have all full measure
and such that ai = ∇f on Si. Setting S = ∩i∈NSi, we have that Rp \ S has zero measure
and ai = ∇f on S for all i in N and hence, using [2, Corollary 18.15], D = {∇f} on S.
This proves the desired result. 
An important consequence of the above result is that Clarke subdifferential appears as a
minimal conservative field among convex valued conservative fields.
Corollary 1 (Clarke subgradient as a minimal convex conservative field) Let
f : Rp 7→ R be locally Lipschitz continuous and D : Rp ⇒ Rp be a conservative field for f .
Then ∂cf is a conservative field for f , and for all x ∈ Rp,
∂cf(x) ⊂ conv(D(x)).
Proof : Let S ⊂ Rp be a full measure set such that D = ∇f on S (such a set exists by
Theorem 1). Using [51, Proposition 2.2], we have, for any x ∈ Rp
∂cf(x) = cl conv
({
lim
k→∞
∇f(xk), xk ∈ S, xk →
k→∞
x
})
.
Since D has closed graph and D = ∇f on S, we have
cl conv
({
lim
k→∞
∇f(xk), xk ∈ S, xk →
k→∞
x
})
⊂ cl conv (D(x)) = conv (D(x)) ,
which allows to conclude. The fact that ∂cf is conservative, follows right from the defini-
tion and the previous inclusion. 
We deduce from Corollary 1 a Fermat’s rule for conservative fields.
Proposition 1 (Fermat’s rule) Let f : Rp 7→ R be a potential for Df : Rp ⇒ Rp with
nonempty compact values and closed graph. Let x ∈ Rp be a local minimum or local
maximum of f . Then 0 ∈ conv(Df (x)).
Proof : This is a consequence of Corollary 1 since Fermat’s rule holds for the Clarke
subdifferential [48, Theorems 9.61 and 10.1]. 
Given a fixed conservative field D with f as a potential, we say that x is D-critical for f
if D(x) 3 0. The value f(x) is then called a D-critical value. This idea originates in [18].
Remark 4 The convex envelope in Fermat’s rule is necessary. For example, let D : x 7→
sign(x) with D(0) = {−1, 1}, then D has closed graph and is conservative for the absolute
value. The origin is a global minimum of the potential, but 0 6∈ D(0).
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3.2 Path differentiability
Conservative fields convey a natural notion of “generalized differentiability”, a function
being differentiable if it admits a conservative field for which Definition 2 holds true. We
call such functions path differentiable and provide a characterization in this section.
Definition 3 (Path differentiability) We say that a locally Lipschitz continuous func-
tion f : Rp 7→ R is path differentiable if f is the potential of a conservative field on Rp.
We deduce from Corollary 1 the following characterization of path differentiable functions.
Corollary 2 (Characterization of path differentiable functions) Let f : Rp 7→ R
be locally Lipschitz continuous, then f is path differentiable if and only if its Clarke sub-
gradient is a conservative field (in which case it admits f as a potential).
The following property is sometimes called integrability, it has been studied for convex
functions in [47] and for broader classes in, e.g., [22, 52, 13, 53].
Corollary 3 (Integrability and Clarke subdifferential) Let f : Rp 7→ R and g : Rp 7→
R be two locally Lipschitz path differentiable functions such that ∂cg(x) ⊂ ∂cf(x) for all
x ∈ Rp, then f − g is constant.
Proof : Path differentiability entails that subdifferentials are conservative fields by Corol-
lary 1. The result follows by definition of potential functions through integration in Def-
inition 2. 
We briefly compare some standard subgradients notions and conservative fields. We use
the vocabulary and notations of [48].
Proposition 2 (Some path differentiable functions) Let f : Rp → R be Lipschitz
continuous, the following are sufficient conditions for f to be path differentiable
(i) f is convex or concave.
(ii) f or −f is Clarke regular.
(iii) f or −f is prox regular.
(iv) f is real semialgebraic (or more generally tame, i.e., definable in some o-minimal
structure).
Proof : Using the chain rule characterization, all proofs boil down to providing a chain
rule with the Clarke subdifferential for each of the above mentioned situation. We refer
to [48] for convex, Clarke and prox regular functions, [24] for tame functions. 
In general, conservative fields may be distinct from all other classical subdifferentials,
even in the tame case. Define for instance D : R→ R by D(0) = {−1, 0, 1}, D(1) = [0, 2]
and D(x) = 0 otherwise. It is a conservative field on R with any constant function as a
potential function.
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Remark 5 (Historical aspects) Our effort to define a subclass of locally Lipschitz con-
tinuous functions which has favorable differentiability properties is one attempt among
many others. The closest idea we found is due to Valadier who introduced in 1989 the
notion of “fonctions saines” [54]. Although Definition 2 looks much more general than
the notion given in [54], the equivalent characterization of Corollary 2 shows that path-
differentiable and “saines” functions are actually the same! Later on, at the end of
the nineties, Borwein and Moors introduced the notion of essentially smooth functions
(strictly differentiable almost eveywhere) as a well-behaved subclass of locally Lipschitz
continuous functions [13]. Interestingly, the notion of saines functions was as well re-
considered and slightly modified in [14] to describe the larger class of arcwise essentially
smooth functions. Following [54] and Chapter 1 of [55], we see that, in the univariate
case, saine and essentially smooth functions coincide. This is no longer true for p ≥ 2,
the set of “fonctions saines” is a subset of essentially smooth functions.
Remark 6 (Genericity: theory and practice) The work of Wang et al. [55, 15] al-
lows to claim that generic 1-Lispchitz functions are not path differentiable. Paradoxically,
we shall see in further sections that most functions arising in applications are path differ-
entiable (e.g. any semialgebraic or tame function is path differentiable)3.
3.3 Conservative mappings and calculus
In this part we often identify linear mappings to their matrices in the canonical basis.
For general conservative mappings, we adopt here a definition through the chain rule
rather than circulations in order to simplify the exposition. However it would be relevant
to provide a direct extension of Definition 1 involving vanishing circulations through set
valued integration, this is matter for future work.
Definition 4 (Conservative mappings) Let F : Rp 7→ Rm be a locally Lipschitz func-
tion. JF : Rp ⇒ Rm×p is called a conservative mapping for F , if for any absolutely
continuous curve γ : [0, 1] 7→ Rp, the function t 7→ F (γ(t)) satisfies
d
dt
F (γ(t)) = V γ˙(t) ∀V ∈ JF (γ(t))
for almost all t ∈ [0, 1].
Remark 7 (Conservative fields are conservative mappings) Note that ifD : Rp ⇒
Rp is a conservative field for f : Rp 7→ R, it is of course also a conservative mapping for f .
The following lemma provides an elementary but essential way to construct conservative
matrices.
3Valadier’s terminology finds here a surprising justification, since “saine”, healthy in English, is chosen
as the opposite of pathological
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Lemma 3 (Componentwise aggregation) Let F : Rp 7→ Rm be a locally Lipschitz
continuous function. Let JF : Rp ⇒ Rm×p be given by:
JF (x) =
 v
T
1
...
vTm
 , vi ∈ Di(x), i = 1 . . . ,m, ∀x ∈ Rp,
where Di is a conservative field for the i-th coordinate of F , i = 1, . . . ,m. Then JF is a
conservative mapping for F .
Proof : This follows Lemma 2, the product structure of JF and the fact that a finite
union of Lebesgue null sets is a Lebesgue null set. 
A partial converse holds true (thanks to Lemma 2): projection on rows of conservative
mappings have to be conservative mappings for the corresponding coordinate function.
Lemma 4 (Coordinates of conservative mappings) Let F : Rp 7→ Rm be locally Lip-
schitz continuous. Let JF : Rp ⇒ Rm×p be a conservative mapping for F , then the projec-
tion of J on the first row of J , is a conservative field for the first coordinate of F .
Observe however, that these “generalized Jacobians” may have a more complex structure
than the product structure outlined in Lemma 3.
The following chain rule of generalized differentiation follows readily from the definition.
Lemma 5 (The product of conservative mappings is conservative) Let F1 : Rp 7→
Rm and F2 : Rm 7→ Rl be locally Lipschitz continuous mappings. Let J1 : Rp ⇒ Rm×p be a
conservative mapping for F1 and J2 : Rp ⇒ Rl×m be a conservative mapping for F2. Then
the product mapping J2 · J1 is a conservative mapping for F2 ◦ F1.
Proof : Consider any absolutely continuous curve γ : [0, 1] 7→ Rp. By local Lipschitz
continuity, t 7→ F1(γ(t)) is also absolutely continuous and by definition of J1 we have,
d
dt
F1(γ(t)) = J1(γ(t))γ˙(t) a.e. on (0, 1).
Furthermore, F2 ◦F1 ◦ γ is also absolutely continuous by the local Lipschitz continuity of
F2. From the definition of J2, we have
d
dt
(F2 ◦ F1(γ(t))) = J2(F1(γ(t)))× d
dt
(F1(γ(t))) a.e. on (0, 1)
The last two identities lead to the conclusion. 
We deduce the following chain rule by enlargement.
Lemma 6 (Outer chain rule) Let F : Rp 7→ Rm and g : Rm 7→ R be locally Lipschitz
continuous. Let DF : Rp ⇒ Rm×p and Dg : Rm ⇒ Rm be some set valued mappings such
that Fi, the i-th coordinate of F , is a potential for [DF (γ(t))]i, the i-th row of DF for i =
1 . . .m and g is a potential for Dg. Then g◦F is a potential of D : x⇒ DF (x)TDg(F (x)).
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Proof : This is obtained combining Lemmas 3, 5 and Remark 7. 
A simple consequence is a “sum rule” by subdifferential enlargement which is fundamental
in the study of the mini-batch stochastic gradient:
Corollary 4 (Outer sum rule) Let f1, . . . , fn be locally Lipschitz continuous functions.
Then f =
∑n
i=1 fi is a potential for Df =
∑n
i=1Di provided that fi is a potential for each
Di, i = 1, . . . , n.
4 Tameness and conservativity
Let us beforehand provide two useful reading keys:
— The reader unfamiliar with definable objects can simply replace definability as-
sumptions by semialgebraicity assumptions. It is indeed enough to treat major
applications considered here, as for example deep learning with ReLU activation
functions and square loss.
— Semialgebraicity and definability being easy to recognize in practice, the results in
this section can be readily used as “black boxes” for applicative purposes.
4.1 Introduction and definition
We recall here the results of geometry that we use in the present work. Some references
on this topic are [23, 25].
An o-minimal structure on (R,+, ·) is a collection of sets O = (Op)p∈N where each Op is
itself a family of subsets of Rp, such that for each p ∈ N:
(i) Op is stable by complementation, finite union, finite intersection and contains Rp.
(ii) if A belongs to Op, then A× R and R× A belong to Op+1;
(iii) if pi : Rp+1 → Rp is the canonical projection onto Rp then, for any A ∈ Op+1, the
set pi(A) belongs to Op;
(iv) Op contains the family of real algebraic subsets of Rp, that is, every set of the form
{x ∈ Rp | g(x) = 0}
where g : Rp → R is a polynomial function;
(v) the elements of O1 are exactly the finite unions of points and intervals.
A subset of Rp which belongs to an o-minimal structure O is said to be definable in O.
Very often the o-minimal structure is fixed, so one simply says definable or tame. A set
valued mapping is said to be definable in O whenever its graph is definable in O.
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The simplest o-minimal structure is given by the class of real semialgebraic objects. Recall
that a set A ⊂ Rp is called semialgebraic if it is a finite union of sets of the form
k⋂
i=1
{x ∈ Rp | gi(x) < 0, hi(x) = 0}
where the functions gi, hi : Rp → R are real polynomial functions and k ≥ 1. The key
tool to show that these sets form an o-minimal structure is Tarski-Seidenberg principle.
O-minimality is an extremely rich topological concept: major structures, such as globally
subanalytic sets or sets belonging to the log-exp structure provides vast applicative op-
portunities (as deep learning with hyperbolic activation functions or entropic losses, see
[24, 18] for some illustrations). We will not give proper definitions of these structures in
this paper, but the interested reader may consult [25].
The tangent space at a point x of a manifold M is denoted by TxM . Given a submani-
fold4 M of a finite dimensional Riemannian manifold, it is endowed by the Riemanninan
structure inherited from the ambient space. Given f : Rp 7→ R and M a differentiable
submanifold on which f is differentiable, we denote by gradMf its Riemannian gradient
or even, when no confusion is possible, grad f .
A Cr stratification of a (sub)manifold M (of Rp) is a partition S = (M1, . . . ,Mm) of M
into Cr manifolds having the property that clMi ∩Mj 6= ∅ implies that Mi is entirely
contained in the boundary of Mj whenever i 6= j. Assume that a function f : M → R is
given and that M is stratified into manifolds on which f is differentiable. For x in M , we
denote by Mx the strata containing x and we simply write grad f(x) for the gradient of
f with respect to Mx.
Stratifications can have many properties, we refer to [25] and references therein for an
account on this question and in particular for more on the idea of a Whitney stratification
that we will use repeatedly. We pertain here to one basic definition: a Cr-stratification
S = (Mi)i∈I of a manifold M has the Whitney-(a) property, if for each x ∈ clMi ∩Mj
(with i 6= j) and for each sequence (xk)k∈N ⊂Mi we have:
lim
k→∞
xk = x
and
lim
k→∞
TxkMi = T
 =⇒ TxMj ⊂ T
where the second limit is to be understood in the Grassmanian, i.e. “directional”, sense.
In the sequel we shall use the term Whitney stratification to refer to a C1-stratification
with the Whitney-(a) property.
4.2 Variational stratification and projection formulas
Let us fix an o-minimal structure O, so that a set or a function will be called definable if
it is definable in O.
4We only consider embedded submanifolds
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Definition 5 (Variational stratification) Let f : Rp 7→ R, be locally Lipschitz contin-
uous, let D : Rp ⇒ Rp be a set valued map and let r ≥ 1. We say that the couple (f,D)
has a Cr variational stratification if there exists a Cr Whitney stratification S = (Mi)i∈I
of Rp, such that f is Cr on each stratum and for all x ∈ Rp,
ProjTMx (x)D(x) = {grad f(x)} , (7)
where grad f(x) is the gradient of f restricted to the active strata Mx containing x.
The equations (7) are called projection formulas and are motivated by Corollary 9 in [9]
which states that Clarke subgradients of tame functions have projection formulas.
Theorem 2 (Projection formula [9]) Let f : Rp 7→ R be definable, locally Lipschitz
continuous5, and let r ∈ N. Then there exists a finite Cr Whitney stratification S =
(Mi)i∈I of Rp such that for all x ∈ Rp,
ProjTx(Mx)∂
cf(x) = {grad f(x)} .
In other words, the couple (f, ∂cf) has a a Cr variational stratification.
4.3 Characterization of tame conservative fields
The following is a direct extension of the chain rule result given in [24, Theorem 5.8]. It
relies also on Theorem 2 and implies that a tame function f is a potential of its Clarke
subgradient.
Theorem 3 (Integrability (from [24])) Let f : Rp 7→ R, be locally Lispchitz continuous
and let Df : Rp ⇒ Rp be compact valued and graph closed, with a C1 projection formula
for f . Then f is a potential of Df .
Proof : The proof given in [24] was proposed for the Clarke subdifferential but holds for
larger classes of stratifiable set valued map. We reproduce the arguments here for clarity.
Let S be a stratification provided by the C1 projection formula. Fix an absolutely con-
tinuous path γ : [0, 1] 7→ Rp. Fix an arbitrary t ∈ (0, 1) and M ∈ S such that
γ(t) ∈M, γ˙(t) ∈ TM(γ(t)) (8)
In this case, the projection formula ensures that for any v ∈ Df (γ(t))
〈γ˙(t), v〉 = 〈γ˙(t), grad f(γ(t))〉 = d
dt
f(γ(t)).
Set ΩX = {t ∈ [0, 1], γ(t) ∈ M, γ˙(t) 6∈ TM(γ(t))}. Fix any t0 ∈ ΩM , there exists a
small closed interval I centered at t0 such that I ∩ΩM = {t0}, otherwise one would have
γ˙(t0) ∈ TM(γ(t0)). The interval I may be chosen with rational endpoints and this gives
5In [9] the authors assume f to be arbitrary and obtain similar result, for simplicity we pertain to the
Lipschitz case.
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an injection from ΩM to Q2. Hence ΩX is countable. Since S contains only finitely many
strata, for almost all t ∈ [0, 1], relation (8) holds for some other M ∈ S and the result
follows using the chain rule characterization of conservativity in Lemma 2. 
We aim at proving the following converse in the context of tame analysis.
Theorem 4 (Variational stratification for tame conservative fields) Let D : Rp ⇒
Rp be a tame, nonempty compact valued, graph closed conservative field having a tame
potential denoted by f : Rp 7→ R. Then (f,D) has a Cr variational stratification, i.e.
there exists a stratification {Mi}i∈I of Rp such that
PTxMxD(x) = {grad f(x)}
whenever Mx is the active strata.
Proof : We actually establish a slightly stronger result and prove that the result holds
by replacing the underlying space Rp by a Cr tame finite dimensional manifold M with
D(x) ⊂ TxM , i.e., D is a set valued section of the tangent bundle. We follow a classical
pattern of stratification theory, see e.g., [25], and we establish that the failure of the
projection formula may only occur on a convenient small set. More precisely, we shall
provide a stratification S = {M1, . . . ,Mq} of M for which each of the sets:
Ri = {x ∈Mi : grad f(x) 6= PTxMiD(x)}, (with i = 1, . . . , q), (9)
has a dimension strictly lower than Mi.
If we had such a stratification, let us see indeed how we would refine the stratification
in order to downsize further the set of “bad points”. For each Ri we would consider
the stratification R1i , . . . , R
r
i of f|Ri into smooth functions. For each j = 1, . . . , r the
couple x → f |Rji (x), x 7→ PTxRjiD(x) would satisfy the assumption of the theorem but
on a manifold with strictly lower dimension. So we could then pursue the process and
conclude by exhaustion.
To obtain S, we consider a “constant-rank” Whitney stratification of f , S = {M1, . . . ,Mq},
i.e. such that f is smooth on each Mi and has a constant rank, 0 or 1 in our case (see
[25]). Take Mi an arbitrary strata and Ri as in (9). We only need to prove that Ri has a
lower dimension than Mi.
For simplicity set Ri = R, Mi = M . We consider first the rank 0 case and deduce the
other case afterward.
Assume that rankf = 0 on M , i.e., f is constant. We want to prove that for almost all
x in M , max{‖v‖ : v ∈ PTxMDf(x)} = 0. We argue by contradiction and assume that
for some x¯ we have a ball of radius ρ > 0 on which the max is strictly greater than a
positive real m. Consider the mapping G : x⇒ arg max{‖v‖ : v ∈ PTxMDf(x)} which is
tame with nonempty compact values. Use the definable choice’s theorem to obtain a tame
single-valued selection H of G. H is a (nonsmooth) vector field on M that we may stratify
in a way compatible with BM(x¯, ρ). The ball BM(x¯, ρ) must contain a stratum of maximal
dimension and hence there exists xˆ ∈ BM(x¯, r), 0 <  ≤ ρ such that, H(x) ∈ TxM is
smooth over B(xˆ, ) ⊂ B(x¯, ρ). We may thus consider a curve such that
γ˙ = H(γ), γ(0) = xˆ.
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For this curve, which is non stationary, one has almost everywhere
d
dt
f(γ(t)) = max
v∈Df(γ(t))
〈γ˙, v〉 = max
v∈PTxMDf(γ(t))
‖v‖2 ≥ m2 > 0,
which is in contradiction with the fact that f is constant. This concludes the null rank
case.
Assume now that rank f = 1, so that grad f is nonzero all throughout M . Consider
D˜ = D − grad f which is tame, convex valued and has a closed graph. By linearity
of the integral D˜ is conservative and has zero as a potential function over M . Indeed if
γ : [0, 1]→M is an arbitrary absolutely continuous curve, we have the set valued identity:∫ 1
0
〈D˜γ(t), γ˙(t)〉dt =
∫
〈D(γ(t)), γ˙(t)〉dt−
∫ 1
0
〈grad f(γ(t)), γ˙(t)〉dt
= f(γ(1))− f(γ(0))− (f(γ(1))− f(γ(0)))
= 0.
Since the null function has rank 0 on M , we deduce as above that PTxMD˜(x) = {0} for
almost all x ∈M . Since D˜ = Df −grad f and grad f(x) ∈ TxM for all x ∈M , we deduce
that PTxMDf(x) = {grad f(x)} for almost all x ∈M which is what we needed to prove.
Remark 8 (Alternative proof) Another method for proving Theorem 2 relies on the
repeated use of Theorem 1. We chose to avoid the use of strong analysis results, as
Rademacher theorem, and pertain to standard self-contained definable arguments.
4.4 Geometric and dynamical properties of definable conserva-
tive fields
This section describes some properties of definable conservative fields (with definable
potential function). The ideas and proofs are direct generalizations of [9].
Theorem 5 (Nonsmooth Morse-Sard for D critical values) Let f : Rp 7→ R be a
definable locally Lipschitz continuous function and D : Rp ⇒ Rp a definable conservative
field for f . Then the set of D critical values {f(x), x ∈ Rp, 0 ∈ D(x)} is finite.
Proof : The proof is as in [9, Corollary 5] and follows from the variational stratification
property, applying the definable Sard theorem to each strata. This ensures that the set
of critical values has zero Lebesgue measure in R and since it is definable, it is a finite
set. 
The following is a generalization of the result of Kurdyka [34]
Theorem 6 (A nonsmooth KL inequality for conservative fields) Let f : Rp 7→ R
be a definable locally Lipschitz continuous function and D : Rp ⇒ Rp a definable conser-
vative field for f . Then there exists ρ > 0, ϕ : [0, ρ) 7→ R+, definable strictly increasing,
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C1 on (0, ρ) with ϕ(0) = 0 and a continuous definable function χ : R+ 7→ (0,+∞), such
that for all x ∈ Rp with 0 < |f(x)| ≤ χ(‖x‖) and v ∈ D(x),
‖v‖ϕ′(|f(x)|) ≥ 1.
Proof : This is deduced from the variational stratification property as in Theorem 14 of
[9]. 
The following convergence result is a consequence and calls for many questions regarding
nonsmooth generalized gradient systems [35].
Theorem 7 (Conservative fields curves have finite length) Let f : Rp 7→ R be a
tame locally Lipschitz function and D : Rp ⇒ Rp a tame conservative field for f . Let
x : R+ 7→ Rp be a solution of the differential inclusion
x˙ ∈ −conv(D(x)),
then if x is bounded, x has finite length:
∫ +∞
0
‖x˙‖ < +∞ and in particular x is a
convergent trajectory.
Proof :
Assume without loss of generality that D has convex values, set ‖D(x)‖ := minv∈D(x) ‖v‖
for any x ∈ Rp. We have
d
dt
f(x(t)) = −‖D(x(t))‖2
for almost all t ≥ 0. We deduce that t 7→ f(x(t)) has a limit, say 0. The limit points ω
of x are entirely contained in a compact zone of [f = 0]. Uniformize the nonsmooth KL
inequality on a tubular neighborhood, say Z, of this zone (see [10, Lemma 6]), and finally
assume that x(t) ∈ Z for some t ≥ t1. On Z, set D˜(x) = D(x) × ϕ′(f(x)) and observe
that D˜ is a conservative field for ϕ ◦ f , hence for almost all t ≥ t1
d
dt
ϕ ◦ f(x(t)) = 〈x˙(t), ϕ′(f(x))D(x)〉
= −‖x˙(t)‖2ϕ′(f(x)) ≤ −‖x˙(t)‖ϕ′(f(x))‖D(x)‖ ≤ −‖x˙(t)‖.
Since ϕ(f(x(t)) tends to 0, we obtain that
∫ +∞
0
‖x˙‖ ≤ ϕ(f(x(0))). 
5 Automatic differentiation
Automatic differentiation emerged in the 70’s as a computational framework which allows
to compute efficiently gradients of multivariate functions expressed through smooth ele-
mentary functions. When the function formula involves nonsmooth elementary functions
the automatic differentiation approach fails to provide gradients. This issue is largely
19
studied in [28, chapter 14] which discusses connections with Clarke generalized deriva-
tives using notions such as “piecewise analyticity” or “stable domain”. Let us mention
[29] which developed piecewise linear approximation for functions which can be expressed
using absolute value, min or max operators. This approach led to successful algorithmic
developments [30] but may suffer from a high computational complexity and a lack of
versatility (the Euclidean norm cannot be dealt with within this framework). Another
attempt using the same model of branching programs was described in [33] where a qual-
ification assumption is used to compute Clarke generalized derivatives automatically6.
We provide now a transparent interpretation of automatic differentiation which provides
conservative fields which do not correspond to any known sort of subgradients.
5.1 A functional framework: “closed formula functions”
Automatic differentiation deals essentially with composed functions, that is functions
coming as “closed formulas”. It presumes the existence of a chain rule and aggregates
the basic derivation operations according to this principle. We refer to [28] for a detailed
account. The purpose of this section is to demonstrate that our nonsmooth differentiation
model is perfectly fit to deal with this approach.
The function f we consider now is accessible through a recursive algorithm which ma-
terializes an evaluation process built on a directed graph. This graph7 is modelled by a
discrete map called parents and a collection of known “elementary functions” gk:
a) q ∈ N, q > p
b) parents maps the set {p+ 1, . . . , q} into the set of tuples of the form (i1, . . . , im)
where m ∈ N and i1, . . . , im range over {1, . . . , q− 1} without repetition. It has the
property that for any k ∈ {p+ 1, . . . , q}, parents(k) is a tuple without repetition
over the indices {1, . . . , k − 1}.
c) (gi)
q
i=p+1 such that for any i = p+ 1, . . . , q, gi : R|parents(i)| 7→ R.
Algorithm 1: Definition program of f : Rp 7→ R
Input: x = (x1, . . . xp)
1: for k = p+ 1, p+ 2, . . . q do
2: Set:
xk = gk(xparents(k))
where xparents(k) = (xi)i∈parents(k).
3: end for
Return: xq =: f(x).
This defines the function f through an operational evaluation program.
6From a practical point of view, qualification is hard to enforce or even check.
7Which we shall not define formally since it is not essential to our purpose.
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Algorithm 2: Forward mode of automatic differentiation for f
Input: variables (x1, . . . xq); di = (dij)
|parents(k)|
j=1 ∈ Di(xparents(i)), i = p+ 1 . . . q
1: Initialize: ∂xk
∂xk
= 1, k = 1, . . . , p.
2: for k = p+ 1, . . . P do
3: Compute:
∂xk
∂x
=
∑
j∈parents(k)
∂xj
∂x
dkj
where x = (x1, . . . , xq).
4: end for
Return: ∂xP
∂x1,...,p
.
Example 1 The idea behind automatic differentiation is that the original function is
given through a closed formula, which is then interpreted as a composed function in
order to make its differentiation (or “subdifferentiation”) amenable to simple chain rule
computations. For instance for f(x) = (x1x2 + tanx2)(|x1|+ x1x2x3), we may choose
x4 = g4(x1, x2) = x1x2, x5 = g5(x2) = tan x2, x6 = g6(x1) = |x1|,
x7 = g7(x3, x4) = x3x4,
x8 = g8(x4, x5, x6, x7) = (x4 + x5)(x7 + x6)
where the parents function is in evidence parents(4) = {1, 2}, parents(5) = {2},
parents(6) = {1}, parents(7) = {3, 4}, parents(8) = {4, 5, 6, 7}. Observe that the
derivatives or subdifferentials of g4, . . . , g8 are known in closed form. Concerning g6 = | · |
one has ∂cg6(0) = [−1, 1]. Thus in practice we need to choose a specific element in that set,
as 0, and perform the computation with this choice (see below the forward or backward
differentiation modes).
5.2 Forward and backward nonsmooth automatic differentiation
In order to compute a conservative field for f , we need in addition the following:
d) For any i = p+ 1, . . . , q, Di : R|parents(i)| ⇒ R|parents(i)| is a conservative field for gi.
For example, Di could be the Clarke subgradient of gi if gi is definable (a mere definable
selection in the Clarke would also work). For instance in Example 1, one may set D6(0) =
{0} or D6(0) = [0, 1]. Given (xi)qi=1 as computed in Algorithm 1, an algorithm to compute
a conservative field of f is described in Algorithm 2. This is a direct implementation of
the chain rule as described in Lemma 6. This ensures that the output of Algorithm 2 is a
conservative field for the function f described in Algorithm 1. Furthermore, the reverse
mode of automatic differentiation described in Algorithm 3 computes essentially the same
quantity but with a lower memory and time footprint.
Theorem 8 (Forward and backward “autodiff” are conservative fields) Let f be
given as in Algorithm 1.
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Algorithm 3: Reverse Mode of automatic differentiation for f
Input: variables (x1, . . . xq); a the map {parents(t)}t∈{1,...q}; associated derivatives
di = (dij)
|parents(k)|
j=1 ∈ Di(xparents(i)), i = p+ 1 . . . q
1: Initialize: v = (0, 0, . . . , 0, 1) ∈ Rq
2: for t = q, . . . p+ 1 do
3: for j ∈ parents(t) do
4: Update coordinate j of v:
v[j] := v[t]dtj
5: end for
6: end for
Return: (v[1], v[2], . . . , v[p]).
(i) Set for any x ∈ Rp, D(x) = {v ∈ Rp; output of Algorithm 2}, for any choice of
dk ∈ Dk, k = p+ 1, . . . , P . Then D : Rp ⇒ Rp is a conservative field for f .
(ii) The same results holds for Algorithm 3.
Proof : We substitute the functions (gk)
q
k=p+1 by functions (Gk)
q
k=p+1, such that for each
k = p+ 1, . . . , q
Gk : Rq 7→ Rq
x 7→ x+ ek(gk(xparents(k))− xk),
where ek is the k-th element of the canonical basis. Similarly, for all k ∈ p+ 1, . . . , q, we
still denote by Dk : Rq ⇒ Rq the conservative field of gk seen as a function of x1, . . . , xq
(simply add zeros to coordinates which do not correspond to parents of k). Then f as
computed in Algorithm 1, is equivalently given by
f(x) = [(Gq ◦Gq−1 ◦ . . . ◦Gp+1(x1, . . . , xp, 0, . . . , 0))]q = [Gq ◦Gq−1 ◦ . . . ◦Gp(x)]q
where Gp maps the first p coordinates (xk)
p
k=1 to the vector ((xi)
p
i=1, (0)
q
i=p+1) ∈ Rp and
indexation [·]q denotes the q-th coordinate of a q vector. For each k = p+1 . . . , q, x ∈ Rq,
the following “componentwise derivative” of Gk in a matrix form
Lk : x 7→
{
I − ekeTk + ekdT , d ∈ Dk(x)
}
, (10)
is a conservative mapping for Gk by Lemma 3. For each k = p + 1 . . . , q, we choose one
such matrix according to a fixed input of Algorithm 2, dk ∈ Dk(x1, . . . , xq),
Jk = I − ekeTk + ekdTk ∈ Lk(x1, . . . , xq) (11)
For each k = p+ 1, . . . q, denote by Mk the matrix defined by blocks as follows
Mk =

Ip
∂x1
∂x1,...,p
...
∂xk
∂x1,...,p
0
 ∈ Rq×p
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where ∂xk
∂x1,...,p
is computed by Algorithm 2. Denote also by Jp ∈ Rq×p the diagonal matrix
which diagonal elements are 1 and the remainders are 0, the Jacobian of Gp. One can see
that
Mk = Jk × Jk−1 × . . .× Jp+1 × Jp
for all k = p+ 1, . . . q. This is easily seen for Mp+1 as Algorithm 2 computes
∂x1
∂x1,...,p
= d1.
The rest is a simple recursion. In the end Algorithm 2 computes
eTqMq = e
T
q × Jq × JP−1 × . . .× Jp+1 × Jp
∈ eTq × Lq × Lq−1 × . . .× Lp+1 × Jp
Combining Lemma 5 and Lemma 4, the right hand side is a conservative field for f .
Actually it can be seen from equations (10) and (11) that the right hand side consists
precisely of all possible outputs of Algorithm 2 for all possible choices of dk, k = p+1, . . . , q.
This proves the claim for Algorithm 2.
Regarding Algorithm 3, we will show that it computes the same quantity reversing the
order of the products. Set for all t = q, . . . , p+ 1, set vt ∈ Rq to be the vector v obtained
after step t of the “for loop” of Algorithm 3. We have vq = eq + dq = (I + dqe
T
q )e
q. An
induction shows that for all t = q, . . . , p+ 1
vt = (I + dte
T
t ) . . . (I + dqe
T
q )e
q.
Using the same notations as in equation (11), set for t = q, . . . p+ 1
wt = J
T
t × . . .× JTq × eq
It is easy to see that wq and vq agree on the first q − 1 coordinates. By recursion, for
t = q, . . . p+1, wt and vt agree on the first t−1 coordinates (recall that dt is supported on
the first t−1 coordinates). We deduce that wp+1 and vp+1 agree on the first p coordinates
so that the output of Algorithm 3 is
JTGpvp+1 = J
T
Gpwp+1 = J
T
Gp × JTGp−1 × . . .× JTGq × eq = MTq eq
which is the same quantity as computed by Algorithm 3. The claim follows. 
Remark 9 Automatic differentiation is not necessarily convex valued. Consider the func-
tion
f : (x, y) 7→ |max(x, y)|
Both the max and absolute value functions are convex so that their respective convex
subgradients are conservative fields. Applying the chain rule in Lemma 5 at x = y = 0
we obtain a conservative field for f evaluated at zero of the form
D = {tv; t ∈ [−1, 1], v ∈ ∆}
where ∆ is the one dimensional simplex in R2. The set D is not convex.
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The following corollary is a direct consequence of Theorems 2 and 8. Note that a result
close to equation (12) was already guessed in [28, Proposition 14.2].
Corollary 5 (automatic differentiation for definable functions) Assume that all the
gk defining f and their conservative fields Dk, are definable. Then f is differentiable al-
most everywhere, more precisely
Df = {∇f} (12)
on the complement of finitely many smooth manifolds with dimension at most p − 1.
Furthermore, for any v, w in Rp,
f(w)− f(v) =
∫ 1
0
〈Df ((1− t)v + tw), w − v〉 . (13)
Proof : From Theorem 8, Df is a conservative field for f . Basic closedness properties
of definable objects ensure that both f and Df are definable so that Theorem 4 ensures
the existence of a variational stratification 5. The fact that f is differentiable almost
everywhere is a basic result of tame geometry. To obtain (12), use the stratification
provided in Theorem 4, and consider the dense open set given by the union of the finite
number of strata of maximal dimensions. The integration formula is the application of
Definition 2 along any segment. 
Remark 10 (The limitations of the smooth chain rule) It is surprising to use The-
orem 4 which is non trivial to obtain (12). It is instead tempting to simply use the
expression of f provided in Theorem 8:
f(x) = eTq Gp ◦ . . . ◦Gq(x)
and to differentiate it “almost everywhere” to obtain
f ′(x) = eTq G
′
p (Gp−1(. . . Gq(x)) . . .)) ◦ . . . ◦G′q(x),
which would give the desired result. Unfortunately this expression has no obvious mean-
ing, since for instance, the image of Gq may be entirely contained in the points of non-
differentiability of Gq−1, so that G′q−1(Gq(x)) has no meaning. This result is illustrated
further in the deep learning section through an experimental example.
6 Algorithmic consequences and deep learning
What follows is in the line of many works on decomposition methods [16], in particular
those involving nonconvex problems, see e.g., [41, 17, 24, 39, 20]. Our study uses con-
nections with dynamical systems, see e.g., [38, 36, 8, 11] in order to take advantage of
continuous-like properties as null circulation in (2). Using our formalism, we gather ideas
from [24, 18], and use the Bena¨ım-Hofbauer-Sorin approach [8], to obtain almost sure
subsequential convergence to steady states that are carefully defined. To our knowledge,
this provides the first proof for the subsequential convergence of SGD with mini-batches
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in deep learning when the actual backpropagation model is used instead of the subgradi-
ent one’s, which is the case in almost all applications involving nonsmooth objects. As
outlined in a conclusion, many more algorithms could be considered along this perspective.
All sets and functions we consider in this section are definable in the same o-minimal
structure.
6.1 Mini-batch stochastic approximation for finite nonsmooth
nonconvex sums aka “nonsmooth nonconvex SGD”
We consider the following loss function on Rp
J : w 7→ 1
n
n∑
i=1
fi(w) (14)
where each fi : Rp 7→ R is definable and locally Lipschitz continuous. We assume that for
each i = 1 . . . n, Di : Rp ⇒ Rp is a definable conservative field for fi, for example the ones
provided by automatic differentiation. We consider the following recursive process, given
a sequence of nonempty mini-batches subsets of {1, . . . , n}, (Bk)k∈N, taken independently,
uniformly at random, (αk)k∈N a deterministic sequence of positive step sizes, and w0 ∈ Rp,
iterate
wk+1 = wk − αkdk
dk ∈ 1|Bk|
∑
i∈Bk
Di(wk) (15)
We set
DJ : w ⇒
1
n
conv
(
n∑
i=1
Di(w)
)
and critJ = {w ∈ Rp, 0 ∈ DJ (w)}, the set of DJ -critical points. Combining our results
with the approach of [8], we obtain the following asymptotic characterization.
Theorem 9 (Convergence of mini-batch SGD) Assume that αk = o(1/ log(k)). For
any M > 0, conditioning on the event supk∈N ‖wk‖ ≤ M , setting, w¯ ⊂ Rp, the set
of accumulation points of (wk)k∈N. We have, almost surely, ∅ 6= w¯ ⊂ critJ and J is
constant on w¯.
Proof : We condition on the event supk∈N ‖wk‖ ≤ M . DJ is a conservative field for J .
Hence J is a Lyapunov function for critJ and the differential inclusion
w˙ ∈ −DJ (w),
which admits solutions according to [4, Chapter 2, Theorem 3]. We have by uniform
randomness
EBk
[
1
|Bk|
∑
i∈Bk
Di(wk)
]
=
1
n
n∑
i=1
Di(wk) ⊂ DJ (wk).
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By conditioning, everything remains bounded so that there exists a constant C(M) which
only depends on M such that almost surely
sup
k
‖dk − v‖ ≤ C(M)
s.t. v ∈ EBk
[
1
|Bk|
∑
i∈Bk
Di(wk)
]
Theorem 2 implies that J (critJ ) is finite, and hence has empty interior. The result
follows by combining Theorem 3.6, Remark 1.5 and Proposition 3.27 of [8], see also [7,
Proposition 4.4] for discussion on the step size. 
Remark 11 (Convergence) We conjecture that, beyond subsequential convergence, it-
erates should converge in the case of definable potentials.
6.2 Deep Neural Networks and nonsmooth backpropagation
We pertain to feed forward neural networks even though much more general cases are
adapted to our auto-differentiation setting and to our definability assumptions.
Let us consider two finite dimensional real vector spaces spaces X ,Y . The space X models
input objects of interest (images, economical data, sentences, texts) while Y is an output
space of properties of interest for the objects under consideration. The points y in Y
are often called labels. The goal of deep learning is to label automatically objects in
X by “learning the labelling principles” from a large dataset of known paired vectors
(xi, yi)i=1,...,n. Given x in X , we thus wish to discover its label y. This is done by
designing a predictor function whose parameters are organized in L layers, each of which
is represented by an affine function Aj : Rpj 7→ Rpj+1 for values pj ∈ N, j = 1, . . . , L. Our
predictor function has then the form
X 3 x→ σL(AL(σL−1(AL−1(. . . σ2(A2(σ1(A1(x)))) . . .)))) ∈ Y (16)
where for each j, the functions σj : Rpj 7→ Rpj , is locally Lipschitz continuous. These
functions are called activation function and usually apply univariate functions coordi-
natewise. Very often one simply takes a single activation function σ : R 7→ R and apply
it to coordinates of each layer. Classical choices for σ include:
1. identity: t 7→ t,
2. sigmoid: t 7→ 1
1+e−t ,
3. hyperbolic tangent: t 7→ tanh(t),
4. softplus: t 7→ log(1 + exp(t)),
5. ReLU: t 7→ max{0, t}, aka positive part,
6. “Leaky-ReLU”: t 7→ max{0, t}+ αmin{t, 0}, α > 0, parameter.
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7. piecewise polynomial activations.
Examples 1, 5, 6, 7 are semialgebraic, the others are definable in the same o-minimal
structure (R-exp definable sets). Among these examples, the ReLU activation function
[27] played a crucial role in the development of deep learning architectures as it was found
to be efficient in reducing “vanishing gradient” issues (those being related to the flatness
of the commonly used sigmoid). This activation function is still widely used nowadays and
constitutes one of the motivations for studying in more details automatic differentiation
oracles applied to nonsmooth functions.
In order to lighten the notations, the weights of all the Ai in (16) are concatenated into
a global weight vector w in Rp, so we may simply write the parametrized predictor with
parameter w,
g(w, x) := σL(AL(σL−1(. . . σ1(A1(x)))))).
Learning a predictor function is finding an adequate collection of weights w. To do so one
trains the neural networks by minimizing a loss of the form:
J (w) = 1
n
n∑
i=1
l(g(w, xi), yi) (17)
where l is some elementary loss function, typical choices include the square loss l(a, b) =
1
2
‖a − b‖2, (a, b) ∈ R2 for regression or binary cross entropy for classification: l(a, b) =
b log(a) + (1− b) log(1− a), where a ∈ (0, 1), b ∈ {0, 1}. In view of matching the abstract
model (14), set fi(x) = l(g(w, xi), yi) for all i. It is obvious to see that:
Lemma 7 (Deep Learning loss in algorithmic form) Given σ1, . . . , σL and l, each
term fi of the deep learning loss J has a representation as in Algorithm 1.
Let us now fix σ1, . . . , σL and l. Choose a conservative map
8 Di for each σi, i = 1 . . . , L,
and Dl for l. An index i being fixed, the backpropagation algorithm applied to fi is
exactly backward auto-differentiation over fi based on the data of {Di}i=1...L and Dl. We
denote by BPfi the output mapping. We have:
Corollary 6 (Backpropagation defines a conservative field) With the above con-
ventions, assume that l and σ1, . . . , σL as well as the corresponding conservative maps are
definable in the same o-minimal structure, then the mapping BPfi is a conservative field.
As a consequence
BPfi = ∇fi
save on a finite union of manifolds of dimension at most d− 1.
As a consequence, setting
BPJ =
1
n
n∑
i=1
BPfi (18)
8If a unique σ : R 7→ R is applied to each coordinate of each layer, this amounts to consider a conser-
vative field for σ, for example its Clarke subgradient.
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we obtain a conservative field, and thus
BPJ = ∇J a. e. (19)
J (w)− J (v) =
∫ 1
0
〈BPJ ((1− t)v + tw), w − v〉 , (20)
for any v, w in Rp.
Remark 12 (Backpropagation and differentiability a.e.) (a) The backpropagation
algorithm was popularized in the context of neural networks by [49] and is at the heart
of virtually the totality of numerical algorithms for training deep learning architectures
[37, 1, 44]. Most importantly, and this was the main motivation for our work, the back-
propagation algorithm is used even for network built with non differentiable activation
functions one of the most well known example being ReLU [27]. Using such nondiffer-
entiable functions completely destroys the interpretation of backpropagation algorithm
as computing a gradient or even a subgradient. Our results says that, although not
computing any kind of known subdifferential, the nonsmooth backpropagation algorithm
computes elements of a conservative field. As a consequence, it satisfies the operational
chain rule given in Lemma 2. Note also that virtually all deep network architectures used
in applications are actually definable, see e.g. [24].
(b) Despite our efforts we do not see any means to obtain Corollary 6 easily. In the “com-
positional course of loss differentiation” (recall Algorithm 1 and 3), one can indeed get
trapped in “nondifferentiability zones” and thus speaking of the derivative of the active
layers at this point has no meaning. Thus the smooth chain rule is of no use (see Remark
10) and the nonsmooth chain rules, for limiting or Clarke subdifferential are simply false
in general, see for example [33].
To illustrate the fact that nonsmooth zones can be significantly activated during the
training phase, we present now a numerical experiment. Let us consider a very simple
feed forward architecture composed of L layers of fixed size p. Each layer is computed
from the previous layer by application of a linear map, from Rp to Rp, composed with
coordinatewise application of ReLU. The input layer is the first element of the canonical
basis and we sample the weights matrices with iid uniform entries in [−1, 1]. We repeat
this sampling many times and estimate empirically the probability of computing ReLU(0)
during forward propagation of the network (this would require to use the derivative of
ReLU at 0 during backpropagation).
The results are depicted in Figure 1. It appears very clearly that for some architectures,
with nonvanishing probability, we sample weight matrices resulting in the computation of
ReLU(0). This means that, although the output of the network is piecewise polynomial
as a function of weight matrices, and hence almost everywhere differentiable, we still
need to evaluate intermediate functions at points where they are not differentiable with
non zero proability. Hence, as we already mentioned, one cannot assert that the fact
that the output is differentiable almost everywhere implies that the classical chain rule of
differentiation applies almost everywhere. This assertion is just false.
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Figure 1: Estimation of the probability of applying ReLU to 0, as a function of the size and
number of layers in a feedfoward network. The input is set to the first element of the canonical
basis and we then propagate application ReLU layers with linear functions. The weights of the
linear term are sampled uniformly at random between -1 and 1.
6.3 Training nonsmooth neural networks with nonsmooth SGD
To our knowledge the following result is the first genuine analysis of nonsmooth SGD
for deep learning taking into account the real nature of backpropagation and the use of
mini-batches. Note that the steady states below, BPJ critical points (see (18)), are the
actual steady states of the corresponding dynamics. For simplicity of reading, we consider
the special case of Relu networks with squared loss.
Corollary 7 (Convergence of SGD for Deep Learning) Consider a feed forward neu-
ral network with mean squared error and ReLU activation function. Then the bounded
sequences generated by the mini-batch SGD algorithm using the backpropagation oracle
approach the BPJ critical set of the loss function with probability one.
This is a direct consequence of Theorem 9 since the squared norm and ReLU are semial-
gebraic. The same result holds with any functions σ1, . . . , σL and l definable in the same
structure. As mentioned previously more complex architectures are accessible since our
results rely only on abstract automatic differentiation and definability.
7 Conclusion
We introduced new tools for nonsmooth nonconvex problems, based on the idea that the
choice of a fixed notion of subdifferential right from the start can be extremely limiting
in terms of analysis and even of representation (e.g., automatic differentiation).
Our approach eventually consists in the following protocol. Consider an optimization
problem involving an automatic differentiation oracle. We focused on the example of
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deep learning, but other application fields are possible (numerical simulations, optimal
control solvers or partial differential equations [40, 21]).
– “Choose your optimization method and then choose your subdifferen-
tial”. Evaluate precisely your decomposition requirements, in terms of sum or
product, e.g., mini-batches for SGD. Infer from the decomposition method and the
use of nonsmooth automatic differentiation a conservative field matched to the con-
sidered algorithm, e.g., coming back to SGD, set Df =
∑
Dfi .
– “Verify definability or tameness assumption”. Check that the various objects
are definable in some common adequate structure. The problems we met are covered
by one of the following, by order of frequency: semialgebraicity, global subanalyticity
or log-exp structures.
– “Identify Lyapunov/dissipative properties”. Use a Lyapunov approach, e.g.
a` la Bena¨ım-Hofbauer-Sorin, to conclude that the algorithm under consideration
has dissipative properties and thus fine asymptotic properties.
To feel the generality of this protocol one can for instance consider mini-batch stochastic
approximation strategies based on discretization of standard continuous time dynamical
systems with known Lyapunov stability. Prominent examples include the heavy ball
momentum method [3] commonly proposed in deep learning libraries, as well as INDIAN
introduced and studied in [18].
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