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Abstract
We study the nonhomogeneous boundary value problem for
Navier–Stokes equations of steady motion of a viscous incompressible
fluid in a three–dimensional bounded domain with multiply connected
boundary. We prove that this problem has a solution in some axially
symmetric cases, in particular, when all components of the boundary
intersect the axis of symmetry.
1 Introduction
Let Ω be a bounded domain in R3 with with multiply connected Lipschitz
boundary ∂Ω consisting of N+1 disjoint components Γj: ∂Ω = Γ0∪ . . .∪ΓN ,
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and Γi ∩ Γj = ∅, i 6= j. Consider in Ω the stationary Navier–Stokes system
with nonhomogeneous boundary conditions
−ν∆u +
(
u · ∇
)
u+∇p = 0 in Ω,
div u = 0 in Ω,
u = a on ∂Ω.
(1.1)
The continuity equation (1.12) implies the necessary compatibility condi-
tion for the solvability of problem (1.1):∫
∂Ω
a · n dS =
N∑
j=0
∫
Γj
a · n dS =
N∑
j=0
Fi = 0, (1.2)
where n is a unit vector of the outward (with respect to Ω) normal to ∂Ω
and Fj =
∫
Γj
a · n dS.
Starting from the famous paper of J. Leray [22] published in 1933, problem
(1.1) was a subject of investigation in many papers (see, e.g., [1], [2], [7]–[12],
[17]–[20], [25]–[34], etc.). However, for a long time the existence of a weak
solution u ∈ W 1,2(Ω) to problem (1.1) was proved only under the condition
Fj =
∫
Γj
a · n dS = 0, j = 1, 2, . . . , N, (1.3)
or for sufficiently small fluxes (see [22], [19]–[20], [8], [34], [17], etc.). Con-
dition (1.3) requires the net flux Fj of the boundary value a to be zero
separately across each component Γj of the boundary ∂Ω, while the compat-
ibility condition (1.2) means only that the total flux is zero. Thus, (1.3) is
stronger than (1.2) (condition (1.3) does not allow the presence of sinks and
sources).
For a detailed survey of previous results one can see the recent papers [14]
or [27]–[28]. In particular, in the last papers V.V. Pukhnachev has established
the existence of a solution to problem (1.1) in the three–dimensional case
when the domain Ω and the boundary value a have an axis of symmetry and
a plane of symmetry which is perpendicular to this axis, moreover, this plane
intersects each component of the boundary.
In this paper we study the problem in the axial symmetric case. Let
Ox1, Ox2, Ox3 be coordinate axis in R
3 and θ = arctg(x2/x1), r = (x
2
1+x
2
2)
1/2,
2
z = x3 be cylindrical coordinates. Denote by vθ, vr, vz the projections of the
vector v on the axes θ, r, z.
A function f is said to be axially symmetric if it does not depend on θ.
A vector-valued function h = (hθ, hr, hz) is called axially symmetric if hθ,
hr and hz do not depend on θ. A vector-valued function h = (hθ, hr, hz) is
called axially symmetric without rotation if hθ = 0 while hr and hz do not
depend on θ.
We will use the following symmetry assumptions.
(SO) Ω ⊂ R3 is a bounded domain with Lipschitz boundary and Ox3 is
the axis of symmetry of the domain Ω.
(AS) The assumptions (SO) are fulfilled and the boundary value a ∈
W 1/2,2(∂Ω) is axially symmetric.
(ASwR) The assumptions (SO) are fulfilled and the boundary value a ∈
W 1/2,2(∂Ω) is axially symmetric without rotation.
Denote by Ωj the bounded simply connected domain with ∂Ωj = Γj,
j = 0, . . . , N . Let Ω0 be the largest domain, i.e.,
Ω = Ω0 \
(
∪Nj=1Ω¯j
)
.
Here and henceforth we denote by A¯ the closure of the set A.
Let
Γj ∩Ox3 6= ∅, j = 0, . . . ,M,
Γj ∩ Ox3 = ∅, j =M + 1, . . . , N.
We shall prove the existence theorem if one of the following two additional
conditions is fulfilled:
M = N − 1, FN ≥ 0, (1.4)
or
|Fj| < δ, j = M + 1, . . . , N, (1.5)
where δ = δ(ν,Ω) is sufficiently small (δ(ν,Ω) is specified below in Section 4).
In particular, (1.5) includes the case N = M , i.e, when each component of
the boundary intersects the axis of symmetry. Notice that in (1.4), (1.5) the
fluxes Fj, j = 1, . . . ,M , could be arbitrary large.
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Figure 1: Domain Ω
On Fig.1 we show several possible domains Ω. In the case (a) all fluxes
F0,F1 and F2 are arbitrary; in the case (b) fluxes F0,F1,F2 are arbitrary,
while the flux F3 has to be nonnegative, but there are no restriction on its
size; in the case (c) fluxes F0,F1 are arbitrary, while F2 and F3 has to be
”sufficiently small”.
The main result of the paper reads as follows.
Theorem 1.1. Let the conditions (AS), (1.2) be fulfilled. Suppose that one
of the conditions (1.4) or (1.5) holds. Then the problem (1.1) admits at least
one weak axially symmetric solution u ∈ W 1,2(Ω).
If, in addition, the conditions (ASwR) are fulfilled, then the problem (1.1)
admits at least one weak axially symmetric solution without rotation.
(For the definition of a weak solution, see Section 2.1.) The analogous
results for the plane case were established in [14].
The proof of Theorem 1.1 uses the Bernoulli law for a weak solution of
the Euler equations and the one-side maximum principle for the total head
pressure corresponding to this solution (see Section 3). These results were
4
obtained in [13] for plane case (see [14] for more detailed proofs). The proof
of the Bernoulli law for solutions from Sobolev spaces is based on recent
results obtained in [3] (see also Section 2.2).
The short version of this paper was published in [15]. The preprint version
of this paper see in [16].
2 Notations and preliminary results
By a domain we mean an open connected set. Let Ω ⊂ R3 be a bounded
domain with Lipschitz boundary ∂Ω. We use standard notations for function
spaces: Ck(Ω¯), Ck(∂Ω), W k,q(Ω), W˚ k,q(Ω), W α,q(∂Ω), where α ∈ (0, 1), k ∈
N0, q ∈ [1,+∞]. In our notation we do not distinguish function spaces for
scalar and vector valued functions; it is clear from the context whether we use
scalar or vector (or tensor) valued function spaces. H(Ω) is subspace of all
solenoidal vector fields (divu = 0) from W˚ 1,2(Ω) with the norm ‖u‖H(Ω) =
‖∇u‖L2(Ω). Note that for functions u ∈ H(Ω) the norm ‖ ·‖H(Ω) is equivalent
to ‖ · ‖W 1,2(Ω).
Working with Sobolev functions we always assume that the ”best repre-
sentatives” are chosen. If w ∈ L1loc(Ω), then the best representative w
∗ is
defined by
w∗(x) =
{
lim
r→0
−
∫
Br(x)
w(z)dz, if the finite limit exists;
0 otherwise,
where −
∫
Br(x)
w(z)dz = 1
meas(Br(x))
∫
Br(x)
w(z)dz, Br(x) = {y : |y − x| < r} is a
ball of radius r centered at x.
Further (see Theorem 3.4) we will discuss some properties of the best
representatives of Sobolev functions.
2.1 Some facts about solenoidal functions
The next lemmas concern the existence of a solenoidal extensions of bound-
ary values and the integral representation of the bounded linear functionals
vanishing on solenoidal functions.
Lemma 2.1 (see Corollary 2.3 in [21]). Let Ω ⊂ R3 be a bounded domain
with Lipschitz boundary. If a ∈ W 1/2,2(∂Ω) and the equality (1.2) is fulfilled,
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then there exists a solenoidal extension A ∈ W 1,2(Ω) of a such that
‖A‖W 1,2(Ω) ≤ c‖a‖W 1/2,2(∂Ω). (2.1)
From this Lemma we can deduce some assertions for the symmetric case.
Lemma 2.2. Let the conditions (AS), (1.2) be fulfilled. Then there exists
an axially symmetric solenoidal extension A ∈ W 1,2(Ω) of a such that the
estimate (2.1) holds.
Proof. Let A0 ∈ W
1,2(Ω) be solenoidal extension of a from Lemma 2.1.
Put
Ai(θ, r, z) =
1
i!
i!∑
j=0
A0
(
θ +
2πj
i!
, r, z
)
.
Clearly, each Ai is also solenoidal extension of a and the estimate (2.1) holds
for Ai with the same c (not depending on i). By construction
Ai(θ +
2πj
m
, r, z) = Ai(θ, r, z) for all m = 1, . . . , i. (2.2)
Take a weakly convergence sequence Aik ⇀ A in W
1,2(Ω). Then by con-
struction divA = 0, A|∂Ω = a, and the estimate (2.1) holds. From (2.2)
it follows that A(θ + 2pij
m
, r, z) = A(θ, r, z) for all m, j. Hence A is axially
symmetric.
Lemma 2.3. Let the conditions (ASwR), (1.2) be fulfilled. Then there exists
a solenoidal extension A ∈ W 1,2(Ω) of a such that A is axially symmetric
without rotation and the estimate (2.1) holds.
Proof. Let A˜ = (A˜θ, A˜r, A˜z) ∈ W
1,2(Ω) be solenoidal extension of a
from the previous Lemma 2.2. Then by classical formula
div A˜(θ, r, z) = 1
r
∂
∂θ
(A˜θ) +
1
r
∂
∂r
(A˜rr) +
∂
∂z
(A˜z)
= 1
r
∂
∂r
(A˜rr) +
∂
∂z
(A˜z) = 0.
(2.3)
Here ∂A˜θ
∂θ
= 0 because of axial symmetry. Define the vector field A =
(Aθ, Ar, Az) by the formulas
Aθ = 0, Ar = A˜r, Az = A˜z.
Then by construction A is axially symmetric without rotation, A|∂Ω = a,
and the estimate (2.1) holds. From (2.3) it follows that divA = 0.
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Lemma 2.4 (see [31]). Let Ω ⊂ R3 be a bounded domain with Lipschitz
boundary and R(η) be a continuous linear functional defined on W˚ 1,2(Ω). If
R(η) = 0 ∀ η ∈ H(Ω),
then there exists a unique function p ∈ L2(Ω) with
∫
Ω
p(x) dx = 0 such that
R(η) =
∫
Ω
p divη dx ∀ η ∈ W˚ 1,2(Ω).
Moreover, ‖p‖L2(Ω) is equivalent to ‖R‖(W˚ 1,2(Ω))∗ .
Lemma 2.5. If, in addition to conditions of Lemma 2.4, the domain Ω
satisfies the assumption (SO) and R(η) ≡ R(ηθ0) for all η ∈ H(Ω), θ0 ∈
[0, 2π], where ηθ0(θ, r, z) := η(θ + θ0, r, z), then the function p is axially
symmetric.
Proof. Take the function p from the assertion of Lemma 2.4. For θ0 ∈
[0, 2π] define the function pθ0 by the formula pθ0(θ, r, z) := p(θ− θ0, r, z). By
construction,∫
Ω
p divη dx = R(η) = R(ηθ0) =
∫
Ω
p div ηθ0 dx
=
∫
Ω
pθ0divη dx ∀ η ∈ W˚
1,2(Ω).
Since p is unique, we obtain the identity p(x) ≡ pθ0(x).
Lemma 2.6 (see [20]). Let Ω ⊂ R3 be a bounded domain with Lipschitz
boundary and letA ∈ W 1,2(Ω) be divergence free. Then there exists a unique
weak solution U ∈ W 1,2(Ω) of the Stokes problem satisfying the boundary
condition U|∂Ω = A|∂Ω, i.e., U−A ∈ H(Ω) and∫
Ω
∇U · ∇η dx = 0 ∀ η ∈ H(Ω). (2.4)
Moreover,
‖U‖W 1,2(Ω) ≤ c‖A‖W 1,2(Ω). (2.5)
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Lemma 2.7. If, in addition to conditions of Lemma 2.6, the domain Ω
satisfies the assumptions (SO) and also A is axially symmetric, then U is
axially symmetric too.
Proof. Let U be a solution of the Stokes problem from Lemma 2.6. For
θ0 ∈ [0, 2π] define the function Uθ0 by the formula Uθ0(θ, r, z) := U(θ −
θ0, r, z). By construction, Uθ0 −A ∈ H(Ω). Moreover,∫
Ω
∇Uθ0 · ∇η dx =
∫
Ω
∇U · ∇ηθ0 dx = 0 ∀ η ∈ H(Ω),
where ηθ0(θ, r, z) := η(θ+ θ0, r, z). Because of the uniqueness, we obtain the
identity U(x) ≡ Uθ0(x).
Lemma 2.8. If, in addition to conditions of Lemma 2.6, the vector field A
is axially symmetric without rotation, then U is axially symmetric without
rotation too.
Proof. Take the function U = (Uθ, Ur, Uz) from the assertion of
Lemma 2.6 and define η = (ηθ, ηr, ηz) by the formulas
ηθ ≡ Uθ, ηr = ηz ≡ 0.
Then from Lemma 2.7 it follows the inclusion η ∈ H(Ω) (see also the for-
mula (2.3)). Consequently, from (2.4) we obtain∫
Ω
∇U · ∇η dx = 0. (2.6)
But by the direct calculation
∇U · ∇η ≡
(
Uθ
r
)2
+
(
∂Uθ
∂r
)2
+
(
∂Uθ
∂z
)2
. (2.7)
Formulas (2.6), (2.7) imply the required equality Uθ ≡ 0.
For a function f ∈ Lq(Ω), 1 ≤ q ≤ 6/5, consider a continuous linear
functional H(Ω) ∋ η 7→
∫
Ω
f · η dx. Because of Riesz representation theorem
there exists a unique function g ∈ H(Ω) such that∫
Ω
f · η dx =
∫
Ω
∇η · ∇g dx = 〈g,η〉H(Ω) ∀η ∈ H(Ω).
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Denote g = T0f . Evidently, T0 is a continuous linear operator from L
q(Ω) to
H(Ω).
Denote by LqAS(Ω) the space of all axially symmetric vector-function
from Lq(Ω). Analogously define the spaces LqASwR(Ω), HAS(Ω), HASwR(Ω),
W 1,2AS (Ω), W
1,2
ASwR(Ω), etc.
Lemma 2.9. The operator T0 : L
3/2(Ω)→ H(Ω) has the following symmetry
properties:
∀f ∈ L
3/2
AS (Ω) T0f ∈ HAS(Ω), (2.8)
∀f ∈ L
3/2
ASwR(Ω) T0f ∈ HASwR(Ω). (2.9)
Proof. The property (2.8) can be proved in the same way as Lemma 2.7
and the property (2.9) as Lemma 2.8.
Lemma 2.10. The following inclusions are fulfilled:
∀u,v ∈ HAS(Ω) (u · ∇)v ∈ L
3/2
AS (Ω), (2.10)
∀u,v ∈ HASwR(Ω) (u · ∇)v ∈ L
3/2
ASwR(Ω). (2.11)
Proof. by direct calculation.
Assume that a ∈ W 1/2,2(∂Ω) and let conditions (1.2), (AS) (or (ASwR) )
be fulfilled. Take the corresponding axially symmetric functions A, U from
the above Lemmas. Denote w = u−U. Then the problem (1.1) is equivalent
to the following one
−ν∆w +
(
U · ∇
)
w +
(
w · ∇
)
w +
(
w · ∇
)
U
= −∇p−
(
U · ∇
)
U in Ω,
div w = 0 in Ω,
w = 0 on ∂Ω.
(2.12)
By a weak solution of problem (1.1) we understand a function u such that
w = u−U ∈ H(Ω) and
ν〈w,η〉H(Ω) = −
∫
Ω
(
U · ∇
)
U · η dx−
∫
Ω
(
U · ∇
)
w · η dx
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−∫
Ω
(
w · ∇
)
w · η dx−
∫
Ω
(
w · ∇
)
U · η dx ∀η ∈ H(Ω). (2.13)
Because of Riesz representation theorem for any w ∈ H(Ω) there exists
a unique function Tw ∈ H(Ω) such that the right-hand side of the equal-
ity (2.13) is equivalent to 〈Tw,η〉H(Ω) for all η ∈ H(Ω). Obviously, T is a
nonlinear operator from H(Ω) to H(Ω).
Lemma 2.11. The operator T : H(Ω) → H(Ω) is a compact operator.
Moreover, T has the following symmetry properties:
∀w ∈ HAS(Ω) Tw ∈ HAS(Ω), (2.14)
∀w ∈ HASwR(Ω) Tw ∈ HASwR(Ω). (2.15)
Proof. The first statement is well known (see [20]). The statements
about symmetry follow from the above Lemmas.
Obviously, the identity (2.13) is equivalent to the operator equation in
the space H(Ω):
νw = Tw. (2.16)
Thus, we can apply the Leray–Schauder fixed point Theorem to the com-
pact operators T |HAS(Ω) and T |HASwR(Ω). There hold the following statements.
Lemma 2.12. Let the conditions (AS), (1.2) be fulfilled. Suppose that all
possible solutions of the equation νw = λTw, λ ∈ [0, 1], w ∈ HAS(Ω), are
uniformly bounded in HAS(Ω). Then the problem (1.1) admits at least one
weak axially symmetric solution.
Lemma 2.13. Let the conditions (ASwR), (1.2) be fulfilled. Suppose that
all possible solutions of the equation νw = λTw, λ ∈ [0, 1], w ∈ HASwR(Ω),
are uniformly bounded in HASwR(Ω). Then the problem (1.1) admits at least
one weak axially symmetric solution without rotation.
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2.2 On Morse-Sard and Luzin N-properties of Sobolev
functions from W 2,1
First we recall some classical differentiability properties of Sobolev functions.
Lemma 2.14 (see Proposition 1 in [5]). Let ψ ∈ W 2,1(R2). Then the func-
tion ψ is continuous and there exists a set Aψ such that H
1(Aψ) = 0, and the
function ψ is differentiable (in the classical sense) at each x ∈ R2 \Aψ. Fur-
thermore, the classical derivative at such points x coincides with ∇ψ(x) =
lim
r→0
−
∫
Br(x)
∇ψ(z)dz, where lim
r→0
−
∫
Br(x)
|∇ψ(z)−∇ψ(x)|2dz = 0.
Here and henceforth we denote by H1 the one-dimensional Hausdorff mea-
sure, i.e., H1(F ) = lim
t→0+
H1t (F ), where H
1
t (F ) = inf{
∞∑
i=1
diamFi : diamFi ≤
t, F ⊂
∞⋃
i=1
Fi}.
The next theorems have been proved recently by J. Bourgain, M. Ko-
robkov and J. Kristensen [3].
Theorem 2.1. Let D ⊂ R2 be a bounded domain with Lipschitz boundary
and ψ ∈ W 2,1(D). Then
(i) H1({ψ(x) : x ∈ D¯ \ Aψ & ∇ψ(x) = 0}) = 0;
(ii) for every ε > 0 there exists δ > 0 such that for any set U ⊂ D¯ with
H1∞(U) < δ the inequality H
1(ψ(U)) < ε holds.
(iii) for H1–almost all y ∈ ψ(D¯) ⊂ R the preimage ψ−1(y) is a finite
disjoint family of C1–curves Sj , j = 1, 2, . . . , N(y). Each Sj is either a cycle
in D (i.e., Sj ⊂ D is homeomorphic to the unit circle S1) or it is a simple arc
with endpoints on ∂D (in this case Sj is transversal to ∂D ).
Theorem 2.2. Let D ⊂ R2 be a bounded domain with Lipschitz boundary
and ψ ∈ W 2,1(D). Then for every ε > 0 there exists an open set V ⊂ R and
a function g ∈ C1(R2) such that H1(V ) < ε, and for each x ∈ D¯ if ψ(x) /∈ V
then x /∈ Aψ, the function ψ is differentiable at the point x, and ψ(x) = g(x),
∇ψ(x) = ∇g(x) 6= 0.
We shall say that a value y ∈ ψ(D¯) is regular if it satisfies the condi-
tion (iii) of Theorem 2.1 and ψ(x) /∈ V for some g, V from Theorem 2.2.
Note, that by above Theorems almost all values y ∈ ψ(D¯) are regular.
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3 Euler equation
We will study the Euler equation under the following assumptions.
(E) Let the conditions (SO) be fulfilled. Suppose that some axially sym-
metric functions v ∈ W 1,2(Ω) and p ∈ W 1,3/2(Ω) satisfy the Euler system{
λ0
(
v · ∇
)
v +∇p = 0,
div v = 0
(3.1)
for almost all x ∈ Ω. Moreover, suppose that
v|∂Ω = 0. (3.2)
Denote P+ = {(0, x2, x3) : x2 > 0, x3 ∈ R}, D = Ω ∩ P+, Dj = Ωj ∩ P+.
Of course, on P+ the coordinates x2, x3 coincides with coordinates r, z. From
the conditions (SO) one can easily see that
(S1) D is a bounded plane domain with Lipschitz boundary. Moreover,
Cj := P+ ∩ Γj is a connected set for each j = 0, . . . , N . In other words,
the family {Cj : j = 0, . . . , N} coincides with the family of all connected
components of the set P+ ∩ ∂D.
Then v and p satisfy the following system of equations in the plane do-
main D:
∂p
∂z
+ λ0vr
∂vz
∂r
+ λ0vz
∂vz
∂z
= 0,
∂p
∂r
− λ0
(vθ)
2
r
+ λ0vr
∂vr
∂r
+ λ0vz
∂vr
∂z
= 0,
vθvr
r
+ vr
∂vθ
∂r
+ vz
∂vθ
∂z
= 0,
∂(rvr)
∂r
+ ∂(rvz)
∂z
= 0
(3.3)
(these equations are fulfilled for almost all x ∈ D ).
The next statement was proved in [12, Lemma 4] and in [1, Theorem 2.2].
Theorem 3.1. Let the conditions (E) be fulfilled. Then
∀j ∈ {0, . . . , N} ∃ pj ∈ R : p(x) ≡ pj for H2−almost all x ∈ Γj . (3.4)
In particular, by axial symmetry,
p(x) ≡ pj for H
1 − almost all x ∈ Cj. (3.5)
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Lemma 3.1 (e.g., [17], [26]). Under conditions of Theorem 3.1, the following
estimate
max
i,j=0,...N
|pi − pj | ≤ δ1λ0‖v‖
2
H(Ω) (3.6)
holds, where the constant δ1 depends on Ω only.
One of the main purposes of this Section is to prove the following fact.
Theorem 3.2. Under conditions of Theorem 3.1, the equalities
p0 = p1 = · · · = pM (3.7)
are fulfilled.
To prove the last Theorem, we need some preparation, especially, a ver-
sion of Bernoulli Law for Sobolev case (see below Theorem 3.3).
From the last equality in (3.3) and from (3.2) it follows that there exists
a stream function ψ ∈ W 2,2loc (D) such that
∂ψ
∂r
= −rvz,
∂ψ
∂z
= rvr. (3.8)
We have the following integral estimates: v ∈ W 1,2loc (D),∫
D
r|v(r, z)|2 drdz <∞. (3.9)
By identities (3.8), we can rewrite the last formula in the following way:∫
D
|∇ψ(r, z)|2
r
drdz <∞. (3.10)
Fix a point x∗ ∈ D. For ε > 0 denote by Dε the connected component of
D ∩ {(r, z) : r > ε} containing x∗. Since
ψ ∈ W 2,2(Dε) ∀ε > 0, (3.11)
by Sobolev Embedding Theorem ψ ∈ C(D¯ε). Hence ψ is continuous at points
from D¯ \Oz = D¯ \ {(0, z) : z ∈ R}.
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Denote by Φ = p + λ0
|v|2
2
the total head pressure corresponding to the
solution (v, p). Obviously,
Φ ∈ W 1,3/2(Dε) ∀ε > 0. (3.12)
By direct calculations one easily gets the identity
vr
∂Φ
∂r
+ vz
∂Φ
∂z
= 0 (3.13)
for almost all x ∈ D.
Theorem 3.3. Let the conditions (E) be valid (see the beginning of this
Section). Then there exists a set Av ⊂ P+ such that H
1(Av) = 0 and for any
compact connected1 set K ⊂ D¯ \Oz, if
ψ
∣∣
K
= const, (3.14)
then the identities
Φ(x1) = Φ(x2) for all x1, x2 ∈ K \ Av (3.15)
hold.
Theorem 3.3 was obtained for plane case in [13, Theorem 1] (see also [14]
for detailed proof).
To prove Theorem 3.3, we need some preliminaries.
Lemma 3.2. Let the conditions (E) be fulfilled. Then the inclusion
p ∈ W 2,1loc (D) (3.16)
holds.
Proof. Clearly, p is the (unique) weak solution to the Poisson equation{
∆p+ λ0∇v · ∇v
⊤ = 0 in Ω
p = p˜, in ∂Ω,
(3.17)
1We understand the connectedness in the sense of general topology.
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with p˜ = tr |∂Ωp ∈ W
1/3,3/2(∂Ω). Let
G(x) =
λ0
4π
∫
Ω
(∇v · ∇v⊤)(y)
|x− y|
dvy.
By the results of [4] ∇v · ∇v⊤ belongs to the Hardy space H1 so that by
Caldero´n–Zygmund theorem for Hardy’s spaces [32] G ∈ W 2,1(Ω). Let G¯ ∈
W 1/3,3/2(∂Ω) be the trace of G on ∂Ω and let p∗ ∈ C
∞(Ω) be the solution to
the problem{
∆p∗ = 0 in Ω,
p∗ = p˜− G¯ in ∂Ω.
(3.18)
By the uniqueness theorem
p = p∗ +G(x) ∈ W
2,1
loc (Ω).
From inclusion (3.16) it follows that prz ≡ pzr for almost all x ∈ D.
Denote Z = {x ∈ D : vr(x) = vz(x) = 0}. Equations (3.3) yield the equality
∂p
∂z
(x) = 0,
∂p
∂r
(x) = λ0
(vθ)
2
r
for almost all x ∈ Z,
and it is easy to deduce that
∂Φ
∂z
(x) = 0 for almost all x ∈ D such that vr(x) = vz(x) = 0. (3.19)
Consider the stream function ψ. From (3.2), (3.8) we have ∇ψ(x) = 0
for H1-almost all x ∈ ∂D \ Oz. Then from the Morse-Sard property (see
Theorem 2.1) it follows that
for any connected set C ⊂ ∂D \Oz ∃α = α(C) ∈ R : ψ(x) ≡ α ∀x ∈ C.
Then by (S1) (see the beginning of Section 3)
∀j ∈ {0, . . . , N} ∃ ξj ∈ R : ψ(x) ≡ ξj ∀x ∈ Cj. (3.20)
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Remark 3.1. Since ∇ψ = 0 on ∂D \ Oz (in the sense of traces), we can
extend the function ψ to the whole half-plane P+:
ψ(x) := ξ0, x ∈ P+ \D0, ψ(x) := ξj, x ∈ P+∩D¯j, j = 1, . . . , N. (3.21)
The functions v, p,Φ can be extended to P+ as follows:
v(x) := 0, x ∈ P+ \ D, (3.22)
p(x) = Φ(x) := p0, x ∈ P+\D0, p(x) = Φ(x) := pj , x ∈ P+∩D¯j , j = 1, . . . , N.
(3.23)
Then the extended functions inherit the properties of the previous ones.
Namely, formulas (3.3), (3.8)–(3.13), (3.19) are fulfilled with D, Dε replaced
by P+ and
Pε := {(r, z) : r ∈ [ε,
1
ε
], z ∈ [−
1
ε
,
1
ε
]} (3.24)
respectively.
For r0 > 0 denote by Lr0 the straight line parallel to the z-axis: Lr0 =
{(r0, z) : z ∈ R}.
Working with Sobolev functions we always assume that the ”best repre-
sentatives” are chosen. The basic properties of these ”best representatives”
are collected in the following
Theorem 3.4. There exists a set Av ⊂ P+ such that:
(i) H1(Av) = 0;
(ii) For all x ∈ P+ \ Av
lim
r→0
−
∫
Br(x)
|v(y)− v(x)|2dy = lim
r→0
−
∫
Br(x)
|Φ(y)− Φ(x)|3/2dy = 0,
lim
r→0
1
r
∫
Br(x)
|∇Φ(y)|3/2dy = 0,
moreover, the function ψ is differentiable at x and ∇ψ(x) =
(−rvz(x), rvr(x));
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(iii) For all ε > 0 there exists an open set U ⊂ R2 such that H1∞(U) < ε,
Av ⊂ U , and the functions v,Φ are continuous in P+ \ U ;
(iv) For each x0 = (r0, z0) ∈ P+ \ Av and for any ε > 0 the convergence
lim
ρ→0+
1
2ρ
H
1(E(x0, ε, ρ))→ 1 (3.25)
holds, where
E(x0, ε, ρ) := {t ∈ (−ρ, ρ) :
r0+ρ∫
r0−ρ
∣∣∣∣∂Φ∂r (r, z0 + t)
∣∣∣∣ dr +
z0+ρ∫
z0−ρ
∣∣∣∣∂Φ∂z (r0 + t, z)
∣∣∣∣ dz
+ sup
r∈[r0−ρ,r0+ρ]
|Φ(r, z0 + t)− Φ(x0)|+ sup
z∈[z0−ρ,z0+ρ]
|Φ(r0 + t, z)− Φ(x0)| < ε}.
(v) Take any function g ∈ C1(R2) and a closed set F ⊂ P+ such that
∇g 6= 0 on F . Then for almost all y ∈ g(F ) and for all the connected
components K of the set F ∩ g−1(y) the equality K ∩ Av = ∅ holds, the re-
striction Φ|K is an absolutely continuous function, and formulas (3.3), (3.13)
are fulfilled H1-almost everywhere on K.
Most of these properties are from [6]. For the detailed proof of Theo-
rem 3.4 see, e.g., [14]. The last property (v) follows (by coordinate transfor-
mation, cf. [23, §1.1.7]) from the well-known fact that any function f ∈ W 1,1
is absolutely continuous along almost all coordinate lines. The same fact
together with (3.19), (3.13) imply
Lemma 3.3. For almost all r0 > 0 the equality Lr0∩Av = ∅ holds, moreover,
p(r0, ·), v(r0, ·) are absolutely continuous functions (locally) and
∂Φ
∂z
(r0, z) = 0 for almost all z ∈ R such that vr(r0, z) = 0. (3.26)
Below we prove that for the set Av from Theorem 3.4 the assertion of
Bernoulli Law (Theorem 3.3) holds. Before we need some lemmas.
Lemma 3.4. For almost all y ∈ ψ(P+) the equality
ψ−1(y) ∩Av = ∅ (3.27)
holds, and for each continuum2 K ⊂ ψ−1(y) the identities
Φ(x1) = Φ(x2) for all x1, x2 ∈ K (3.28)
are fulfilled.
2By continuum we mean a compact connected set.
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Proof.
Fix any ε > 0 and consider a function g ∈ C1(R2) and an open set
V with H1(V ) < ε from Theorem 2.2 applied to the function ψ|Pε, where
the rectangle Pε was defined by formula (3.24). Put F = Pε \ ψ
−1(V ).
Then ψ(x) = g(x) and ∇ψ(x) = ∇g(x) 6= 0 for any x ∈ F . Thus, by
Theorem 3.4 (v) for almost all y ∈ ψ(Pε) \ V = g(F ) and for any connected
component K of the set {x ∈ Pε : ψ(x) = y} the equality K ∩ Av = ∅
holds and the restriction Φ|K is absolutely continuous, moreover, for any
C1–smooth parametrization γ : [0, 1]→ K the identity (3.13) gives
[Φ(γ(t))]′ = ∇Φ(γ(t)) · γ′(t) = 0 for H1-almost all t ∈ [0, 1]
(the last equality is valid because ψ(x) = const on K and, hence, ∇ψ(γ(t)) ·
γ′(t) = r(−vz(γ(t)), vr(γ(t))) · γ
′(t) = 0). So, we have Φ(x) = const on K.
In view of arbitrariness of ε > 0 we have proved the assertion of the Lemma.
We need also some technical facts about continuity properties of Φ at
”good” points x ∈ P+ \ Av.
Lemma 3.5. Let x0 ∈ P+\Av. Suppose that there exist a constant σ > 0 and
a sequence of continuums Kj ⊂ P+ \Av such that Φ|Kj ≡ βj, Kj ⊂ Bx0(ρj),
ρj → 0 as j →∞, and diam(Kj) ≥ σρj . Then βj → Φ(x0) as j →∞.
Proof. Without loss of generality we may assume that the projection of
each Kj on the Or-axis is a segment Ij ⊂ [r0− ρj , r0+ ρj] of the length
1
2
σρj
(otherwise the corresponding fact is valid for projection of Kj on the Oz-axis,
etc.) So by Theorem 3.4 (iv) for any ε > 0 we have Ij−{r0}∩E(x0, ε, ρj) 6= ∅
for sufficiently large j. Thus |βj − Φ(x0)| < ε for sufficiently large j.
Lemma 3.6. Suppose for r0 > 0 the assertion of Lemma 3.3 is fulfilled, i.e.,
the equality Lr0 ∩ Av = ∅ holds, p(r0, ·), v(r0, ·) are absolutely continuous
functions, and formula (3.26) is valid. Let F ⊂ R be a compact set such that
ψ(r0, z) ≡ const for all z ∈ F (3.29)
and
Φ(r0, α) = Φ(r0, β) for any interval (α, β) adjoining F (3.30)
(recall that (α, β) is called an interval adjoining F if α, β ∈ F and (α, β)∩F =
∅ ). Then
Φ(r0, z) ≡ const for all z ∈ F. (3.31)
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Proof. Take any pair z′, z′′ ∈ F , z′ < z′′. On the interval [z′, z′′]
define a function g(z) by the rule g(z) = Φ(r0, z). By construction, g(·) is an
absolute continuous functions, and from (3.30) it follows that g(α) = g(β) for
any interval (α, β) ⊂ [z′, z′′] adjoining F . Since by definition the absolutely
continuous function g(z) is differentiable almost everywhere and it coincides
with the Lebesgue integral of its derivative, we obtain
β∫
α
g′(z) dz = 0.
Hence,
ν∫
µ
g′(z) dz = 0 (3.32)
if µ, ν ∈ F ∩ [z′, z′′] and the interval (µ, ν) contains only a finite number of
points from F .
Consider now the closed set
F∞ = {z ∈ [z
′, z′′] : in any neighborhood of the point z there exist
infinitely many points from F}.
It follows from (3.32) that∫
[z′, z′′]\F∞
g′(z) dz = 0. (3.33)
According to the properties (ii) in Theorem 3.4, the function ψ is differen-
tiable at any point (r0, z), z ∈ (z
′, z′′). From this fact and identity (3.29) we
obtain ψz(r0, z) = 0 for all z ∈ F∞. Using (3.8), we can rewrite the last fact
in the form vr(r0, z) = 0 for all z ∈ F∞. Then, in view of formula (3.26), we
immediately derive∫
F∞
g′(z) dz = 0. (3.34)
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Summing formulas (3.33) and (3.34), we get
g(z′)− g(z′′) =
z′′∫
z′
g′(z) dz = 0.
The last relation is equivalent to the target equality Φ(r0, z
′) = Φ(r0, z
′′).
The Lemma is proved.
Proof of Theorem 3.3. Step 1. Because of Remark 3.1 we can assume
without loss of generality that a continuum K is a connected component
of the set {x ∈ P : ψ(x) = y0}, where y0 ∈ R, P ⊂ P+ is a rectangle
P := {(r, z) : r ∈ [r1, r2], z ∈ [z1, z2]}, r1 > 0, and ψ(x) ≡ ξ0, Φ(x) ≡ p0 for
each x ∈ ∂∗P , where we denote
∂∗P = ∂P \ {(r1, z) : z ∈ (z1, z2)}.
Put P ◦ = IntP = (r1, r2)×(z1, z2). For ε > 0 denote by Kε the connected
component of the compact set {x ∈ P : ψ(x) ∈ [y0−ε, y0+ε]} containing K.
Clearly, Kε → K in Hausdorff metric as ε → 0. By Theorem 2.1 and
Lemma 3.4 for almost all ε > 0 the set P ◦∩∂Kε is a finite disjoint union of C
1-
curves and functions ψ,Φ are constant on each of these curves. From the last
two sentences by topological obviousness it follows that for each component
Ui of the open set P
◦ \K there exists a sequence of continuums Kij ⊂ U¯i \Av
such that each Kij is a C
1-curve homeomorphic to the segment [0, 1] or to the
circle S1, Kij is a connected component of the set {x ∈ P : ψ(x) = α
i
j 6= y0},
Φ|Kij ≡ β
i
j, K
i
j → K ∩ ∂Ui in Hausdorff metric as j →∞, and for any x ∈ Ui
there exists an index jx such that x and K lie in the different connected
components of the set P \Kij for j ≥ jx. From these facts using Lemma 3.5
it is easy to deduce that for any Ui there exists a limit βi = limj→∞ β
i
j such
that
Φ(x) = βi for all x ∈ K ∩ ∂Ui \ Av. (3.35)
Step 2. We claim that for almost all r0 ∈ (r1, r2) the identities
Φ(r0, z
′) = Φ(r0, z
′′) ∀ (r0, z
′), (r0, z
′′) ∈ K (3.36)
hold. Indeed, let r0 ∈ (r1, r2) satisfying the assertion of Lemma 3.3 and
(r0, z
′), (r0, z
′′) ∈ K. Put F = {z ∈ [z′, z′′] : (r0, z) ∈ K}. From (3.35) it
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follows that Φ(r0, α) = Φ(r0, β) for any interval (α, β) ⊂ [z
′, z′′] adjoining F .
Thus the target identity (3.36) follows directly from Lemma 3.6.
Step 3. We claim that there exists β0 ∈ R such that
βi ≡ β0 (3.37)
for each component Ui (see formula (3.35)). The proof of this claim splits in
two cases.
3a) Let K∩∂∗P 6= ∅. Then by construction (see the beginning of Step 1)
y0 = ξ0, K ⊃ ∂
∗P , Φ|∂∗P ≡ p0, and from (3.35)–(3.36) it is easy to deduce
that βi ≡ p0.
3b) Now suppose K ∩∂∗P = ∅. Let U1 be a component such that ∂
∗P ⊂
∂U1. Then for each horizontal line Lr0 if Lr0∩K 6= ∅ then Lr0∩K∩∂U1 6= ∅.
From the last fact and from (3.35)–(3.36) it is easy to deduce that βi ≡ β1.
Formula (3.37) is proved completely.
Now we can rewrite (3.35)–(3.36) as follows:
Φ(x) = β0 for all x ∈ K ∩ ∂Ui \ Av and for each i, (3.38)
Φ(r, z) = β0 for almost all r ∈ (r1, r2) and for any (r, z) ∈ K, (3.39)
(where β0 is equal either to p0 or to β1).
Step 4. We claim that
Φ(x0) = β0 (3.40)
for each x0 ∈ K \ Av. Indeed, fix x0 = (r0, z0) ∈ K \ Av. The proof of the
claim splits in two cases.
4a) Let there exists δ > 0 such that for any t ∈ (−δ, δ) the inequality
K ∩ {(r0 + t, z) : |z − z0| ≤ |t|} 6= ∅ holds. Then the equality (3.40) follows
from (3.39) and the assertion (iv) of Theorem 3.4. Namely, fix ε > 0 and take
t ∈ (−δ, δ) ∩ E(x0, ε, ρ) (this intersection is nonempty for sufficiently small
ρ) such that Lr0+t ∩Av = ∅ and the identity (3.39) is fulfilled for r = r0 + t,
i.e.,
Φ(r0 + t, z) = β0 for any z such that (r0 + t, z) ∈ K. (3.41)
By construction, |t| < ρ. By our assumption 4a) there exists a point (r0 +
t, zt) ∈ K such that |zt−z0| ≤ |t| < ρ. From Theorem 3.4 (iv) it follows that
|Φ(r0 + t, zt)− Φ(x0)| < ε. Using (3.41), we finally obtain |β0 − Φ(x0)| < ε.
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4b) Let the assumption 4a) be false. Then there exists a sequence 0 6=
tk → 0 such that
K ∩ {(r0 + tk, z) : |z − z0| ≤ |tk|} = ∅. (3.42)
We can assume without loss of generality that each segment {(r0 + tk, z) :
|z − z0| ≤ |tk|} is contained in some Uik . Denote by Qk the open squares
Qk = (r0 − |tk|, r0 + |tk|) × (z0 − |tk|, z0 + |tk|). Then it is easy to deduce
that for sufficiently large k each set Cl(Qk ∩K ∩ ∂Uik) contains a continuum
Kk such that diam(Kk) ≥ |tk|. Indeed, by construction there exists rk ∈
[r0, r0 + tk) such that (rk, z0) ∈ ∂Uik (the existence of such rk follows from
above inclusions (r0, z0) ∈ K ⊂ R2 \ Uik , (r0 + tk, z0) ∈ Uik ). Let Kk be
the closure of the connected component of the set Qk ∩ ∂Uik containing the
point (rk, z0). Then Kk ∩∂Qk 6= ∅ (otherwise there would be a contradiction
with connectedness of K). But by assumption (3.42) Kk does not intersect
the segment {(r0 + tk, z) : |z − z0| ≤ |tk|}. Hence Kk intersects at least
one of other three sides of ∂Qk. In each case diam(Kk) ≥ |tk|. Thus the
equality (3.40) follows from (3.38) and Lemma 3.5.
Now equality (3.40) is proved for each x0 ∈ K \ Av. Thus the proof of
Theorem 3.3 is finished. .
Proof of Theorem 3.2. To prove the equalities (3.7), we shall use
the Bernoulli law and the fact that the axis Oz is ”almost” a stream line.
More precisely, Oz is a singularity line for v, ψ, p, but it can be accurately
approximated by usual stream lines (on which Φ = const).
First of all, let us simplify the geometrical setting. Put
D˜ = D ∪ D¯M+1 ∪ · · · ∪ D¯N (3.43)
and consider an extension of ψ,Φ to D˜ by formulas of Remark 3.1. Then the
extended functions ψ,Φ inherit the properties of the previous ones. Namely,
the Bernoulli Law (see the assertion of Theorem 3.3) and (3.10)–(3.12) hold
with D, Dε replaced by D˜, D˜ε, respectively. Below we will use these facts
only. So, we may assume, without loss of generality, that N = M , i.e., that
D˜ = D is a simply connected plane domain.
From (3.10) it follows that there exists a sequence ri → 0+ such that the
convergence∫
Li
|∇ψ| dz → 0 as i→ +∞ (3.44)
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holds for lines Li = {(r, z) ∈ D¯ : r = ri}. Fix a point x0 ∈ D and de-
note by Di the connected component of the open set {(r, z) ∈ D : r > ri}
containing x0. Obviously, for sufficiently large i the open set D
i is a simply
connected plane domain with a Lipschitz boundary, ψ ∈ W 2,1(Di) ⊂ C(D¯i).
We also have
∂Di \ Li = C
i
0 ∪ · · · ∪ C
i
M , (3.45)
C ij ∩ Li 6= ∅, j = 0, . . . ,M, (3.46)
where C ij = Cj ∩ {(r, z) ∈ D : r ≥ ri}, j = 0, . . . ,M . Then from (3.20) and
(3.44) we conclude that
diam(ψ(∂Di)) = sup
x,y∈∂Di
|ψ(x)− ψ(y)| → 0. (3.47)
In particular, ξ0 = · · · = ξM , i.e.,
ψ|P+∩∂D ≡ ξ0 ≡ ψ|∂Di\Li, sup
x∈∂Di
|ψ(x)− ξ0| → 0. (3.48)
Our plan for the rest part of the proof is as follows. First, we prove that
for any x ∈ P+ ∩ D¯ there exists a set U(x) such that
x ∈ U(x) ⊂ P+ ∩ D¯, Oz ∩ ∂U(x) 6= ∅,
ψ|P+∩∂U(x) ≡ ξ0, (3.49)
∃ β(x) ∈ R : Φ(y) = β(x) ∀y ∈ P+ ∩ (∂U(x)) \ Av. (3.50)
Notice that ψ|P+∩∂U(x) = ξ0 does not depend on x, while Φ|P+∩∂U(x) = β(x)
can a priory depend on x. However, finally we prove that β(x) ≡ p0 for all
x ∈ P+ ∩ D¯. This fact will easily imply the target equalities (3.7).
On D¯i define an equivalence relation by the rule x ∼i y ⇔ ∃ a conti-
nuum3 K ⊂ D¯i such that ψ|K ≡ const and both x, y do not belong to the
unbounded connected component of the open set R2 \K. By Ui(x) denote
the corresponding class of equivalence. Illustrate this definition by some
examples.
3By continuum we mean a compact connected set.
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(I∼) If K ⊂ D¯
i is a continuum and ψ|K = const, then x ∼i y ∀x, y ∈ K.
(II∼) If K ⊂ D¯
i is homeomorphic to the circle and ψ|K ≡ const, then
x ∼i y ∀x, y ∈ U , where U is a bounded domain such that ∂U = K.
For each x ∈ D¯i the following properties of the relation ∼i hold (for the
proof of them, see Appendix).
(III∼) Ui(x) ⊂ Ui+1(x) and each Ui(x) is a compact set.
(IV∼) The set Ui(x) is connected.
(V∼) ψ|∂Ui(x) ≡ const.
(VI∼) The set R2 \ Ui(x) is connected.
(VII∼) The set ∂Ui(x) is connected.
(VIII∼) The formula
Li ∩ ∂Ui(x) 6= ∅ (3.51)
holds.
For x ∈ D¯ \Oz put U(x) =
⋃
i
Ui(x). Because of topological obviousness
∀y ∈ P+ ∩ ∂U(x) ∃ a sequence ∂Ui(x) ∋ yi → y. (3.52)
Then from (V∼), (3.47)–(3.48) and (3.51) we conclude that the identity (3.49)
holds.
From the Bernoulli Law (see Theorem 3.3) it follows that
∀x ∈ P+ ∩ D¯ ∃ βi(x) : Φ(y) = βi(x) for all y ∈ ∂Ui(x) \ Av. (3.53)
Fix any point y∗ ∈ P+ ∩ ∂U(x) \ Av and j such that y∗ ∈ D¯j \ Lj . By con-
struction (see the properties (VII∼)–(VIII∼), (3.52) ) there exists a sequences
of continuums Ki ⊂ D¯j∩∂Ui(x) and points yi ∈ Ki such that Ki∩Lj 6= ∅ for
all sufficiently large i, yi → y∗, and Ki converges to some set K with respect
to the Hausdorff metric as i→∞. Hence y∗ ∈ K, K is a compact connected
set, ψ|K ≡ ξ0 = const, and K ∩ Lj 6= ∅. Consequently,
diamK > 0. (3.54)
Again by the Bernoulli Law it follows that
∃ β ∈ R : Φ(y) = β for all y ∈ K \ Av. (3.55)
Then from (3.53)–(3.54), the connectedness ofK,Ki, and from the continuity
properties of Φ (see Theorem 3.4 (iii) ) we conclude that the convergence
lim
i→∞
βi(x) = β
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holds. In particular,
Φ(y∗) = lim
i→∞
βi(x).
Because the right-hand side of the last equality does not depend on the
choice of y∗ ∈ P+ ∩ ∂U(x) \ Av, we have proved the identities (3.50) with
β(x) = lim
i→∞
βi(x).
Now let r0 > 0 satisfying the assertion of Lemma 3.3 and the conditions
(r0, z
′), (r0, z
′′) ∈ P+ ∩ ∂D, {(r0, z) : z ∈ (z
′, z′′)} ⊂ D. To finish the proof
of the theorem, we need to show that
Φ(r0, z
′) = Φ(r0, z
′′). (3.56)
Put
F = {z ∈ [z′, z′′] : (r0, z) ∈ ∂U((r0, z))}.
Then by construction z′, z′′ ∈ F and the set F is compact. Indeed, denote
x′ = (r0, z
′), x′′ = (r0, z
′′). Since U(x′) ⊂ P+ ∩ D¯, we have ∂D ∋ x
′ /∈
IntU(x′), consequently, x′ ∈ ∂U(x′). Analogously, x′′ ∈ ∂U(x′′), i.e., z′, z′′ ∈
F . Further, let F ∋ zk → z0. Denote xk = (r0, zk). Then xk ∈ ∂U(xk),
xk → x0 = (r0, z0). Of course, x0 /∈ IntU(x0) (otherwise xk ∈ IntU(x0) =
IntU(xk) for large k ). Therefore x0 ∈ ∂U(x0), i.e., z0 ∈ F . So, we prove
that z′, z′′ ∈ F and that the set F is compact.
Now from (3.49)–(3.50) the identities (3.29)–(3.30) hold. Thus by
Lemma 3.6 we have the target equality (3.56).
In particular, during the last proof we established the following assertion.
Lemma 3.7. Assume that the conditions (E) be fulfilled. Let Ki be a
sequence of compact sets with the following properties: Ki ⊂ D¯∩P+, ψ|Ki =
const, and let there exist xi, yi ∈ Ki such that dist(xi, Oz)→ 0, dist(yi, Oz)9
0. Then there exist βi ∈ R such that Φ(x) ≡ βi ∀x ∈ Ki \Av and βi → p0 as
i→∞.
Let U ⊂ R2 be a domain with Lipschitz boundary. We say that the
function f ∈ W 1,s(U) satisfies a weak one-side maximum principle locally in
U , if
ess sup
x∈U ′
f(x) ≤ ess sup
x∈∂U ′
f(x) (3.57)
holds for any strictly interior subdomain U ′ (U¯ ′ ⊂ U) with the boundary ∂U ′
not containing singleton connected components. (In (3.57) negligible sets are
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the sets of 2–dimensional Lebesgue measure zero in the left esssup, and the
sets of 1–dimensional Hausdorff measure zero in the right esssup.)
If (3.57) holds for any U ′ ⊂ U (not necessary strictly interior) with the
boundary ∂U ′ not containing singleton connected components, then we say
that f ∈ W 1,s(U) satisfies a weak one-side maximum principle globally in U
(in particular, we can take U ′ = U in (3.57)).
Theorem 3.5. Let the conditions (E) be fulfilled. Assume that there exists
a sequence of functions {Φµ} such that Φµ ∈ W
1,s
loc (D) and Φµ ⇀ Φ weakly
in W 1,sloc (D) for some s ∈ (1, 2). If all Φµ satisfy the weak one–side maximum
principle locally in D, then
ess sup
x∈D
Φ(x) ≤ max
j=0,...,N
pj. (3.58)
Proof. Let the conditions of Theorem 3.5 be fulfilled. Then from [13,
Theorem 2] (see also [14] for more detailed proof) it follows that
(∗) for any subdomain U ⊂ D such that U¯ ∩ Oz = ∅ the function
Φ|U¯ satisfies the weak one− side maximum principle globally.
To prove the estimate (3.58) in the whole domain D we will use the same
methods as in the proof of Theorem 3.2. First of all, we simplify the situation:
as above define the domain D˜ by equality (3.43) and extend the functions
ψ,Φ to D˜ by formulas (3.21)–(3.23). The extended functions ψ,Φ inherit
the properties of the previous ones. Namely, (3.10)–(3.12) and the Bernoulli
Law (see Theorem 3.3) hold with D, Dε replaced by D˜, D˜ε, respectively.
Moreover, the maximum property (*) holds with D replaced by D˜. Since in
the proof below we will use only these facts, we may assume without loss of
generality that N =M , i.e., D˜ = D is a simply connected plane domain.
Suppose the assertion of the Theorem is false. Then there exists a point
x∗ ∈ D \ Av such that
Φ(x∗) = p∗ > max
j=0,...,N
pj. (3.59)
Take a sequences of numbers ri → +0, the corresponding lines Li and
domains Di from the proof of Theorem 3.2 (in particular, the formula (3.44)
holds). Denote by K∗i the connected component of the level set {x ∈ D¯
i :
ψ(x) = ψ(x∗)} containing x∗. By Bernoulli Law
Φ(x) = p∗ for all i and for all x ∈ K
∗
i \ Av. (3.60)
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We have two possibilities:
(I) K∗i ∩ Li 6= ∅ for all i. Then, by Lemma 3.7, p∗ = p0, and we obtain a
contradiction with the assumption (3.59).
(II) There exists i0 such that K
∗
i0 ∩ Li0 = ∅. Then the sequence K
∗
i
stabilizes after i = i0, i.e.,
K∗i = K
∗
i0
, K∗i ∩ Li = ∅ for all i ≥ i0. (3.61)
Denote K∗ = K∗i0 . Then by construction
K∗ ∩ ∂Di = ∅ for all i ≥ i0. (3.62)
Now consider the family of sets Ui(x∗) defined during the proof of Theo-
rem 3.2. From (3.53) it follows that
Φ(y) = βi(x∗) ∀y ∈ ∂Ui(x∗) \ Av, (3.63)
where
lim
i→∞
βi(x∗) = p0 (3.64)
(the last convergence follows from Lemma 3.7). Take i1 ≥ i0 sufficiently large
such that
βi(x∗) < p∗ for all i ≥ i1. (3.65)
Denote U = IntUi1(x∗). By construction,
ess sup
x∈U
Φ(x) ≥ p∗ > βi1(x∗) = ess sup
x∈∂U
Φ(x). (3.66)
But the last inequalities contradict the assertion (*). The proof is complete.
4 The proof of Existence Theorem
Consider first the axially symmetric case with possible rotation. According to
Lemma 2.12, in order to prove the existence of the solution to problem (1.1)
it is enough to show that all possible solutions to the operator equation
νw = λTw, λ ∈ [0, 1], w ∈ HAS(Ω) (4.1)
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are uniformly bounded in HAS(Ω). We shall prove this estimate by contra-
diction, following the well-known argument of J. Leray [22] (this argument
was used also by many other authors, e.g. [19], [20], [12], [1], see also [14]).
Suppose that the solutions to (4.1) are not uniformly bounded in HAS(Ω).
Then there exists a sequence of functions wk ∈ HAS(Ω) such that νwk =
λkTwk with λk ∈ [0, 1] and Jk = ‖wk‖H(Ω) → ∞. Note that wk and the
corresponding axially symmetric pressures pk ∈ L
2
AS(Ω) satisfy the following
integral identity
ν
∫
Ω
∇wk · ∇η dx = −λk
∫
Ω
(
U · ∇
)
U · η dx− λk
∫
Ω
(
U · ∇
)
wk · η dx
−λk
∫
Ω
(
wk · ∇
)
wk · η dx− λk
∫
Ω
(
wk · ∇
)
U · η dx+
∫
Ω
pkdiv η dx (4.2)
for any η ∈ W˚ 1,2(Ω). Here U is an axially symmetric solution to the Stokes
problem (see Lemmas 2.6–2.7).
Denote uk = wk + U, ûk =
1
Jk
uk, ŵk =
1
Jk
wk, p̂k =
1
J2k
pk. Then
‖ŵk‖H(Ω) = 1 and the following estimates
‖p̂k‖L2(Ω) ≤ const, ‖p̂k‖W 1,3/2(Ω′) ≤ const
hold for any Ω¯ ′ ⊂ Ω (the detailed proof of the above estimates see, for
example, in [14]). Extracting a subsequences, we can assume without loss of
generality that
λk → λ0 ∈ [0, 1], (4.3)
ûk ⇀ v ∈ H(Ω) weakly in W
1
2 (Ω), (4.4)
p̂k ⇀ p ∈ W
1,3/2
loc (Ω)∩L
2(Ω) weakly in L2(Ω) and in W
1,3/2
loc (Ω). (4.5)
Multiplying the integral identity (4.2) an arbitrary fixed η ∈ W˚ 1,2(Ω) by J−2k
and passing to a limit as k → ∞, yields that the limit functions v and p
satisfy the Euler equations
λ0
(
v · ∇
)
v +∇p = 0,
div v = 0
v|∂Ω = 0
(4.6)
28
(the details of the proof see, for example, in [14]). From equations (4.6)
and from inclusions (4.4), (4.5) it follows that p ∈ W 1,3/2(Ω). Thus the
assumptions (E) from the beginning of the Section 3 are fulfilled. Moreover,
‖v‖H(Ω) ≤ 1.
Now, taking in (4.2) η = J−2k wk we get
ν
∫
Ω
|∇ŵk|
2 dx = λk
∫
Ω
(
ŵk ·∇
)
ŵk ·U dx+J
−1
k λk
∫
Ω
(
U ·∇
)
ŵk ·U dx (4.7)
Using the compact embedding H(Ω) →֒ Lr(Ω), r < 6, we can pass to a limit
as k →∞ in equality (4.7). As a result we obtain
ν = λ0
∫
Ω
(
v̂ · ∇
)
v̂ ·U dx. (4.8)
From the last formula and Euler equation (4.6), we derive
ν = −
∫
Ω
∇p ·U dx = −
∫
Ω
div(pU) dx = −
∫
∂Ω
p a · n dS. (4.9)
Because of (3.4) the last equality could be rewritten in the following equiva-
lent form
N∑
j=0
pjFj = −ν. (4.10)
Now using (1.2) and (3.7) from (4.10) we derive
p0
M∑
j=0
Fj +
N∑
j=M+1
pjFj =
N∑
j=M+1
Fj(pj − p0) = −ν. (4.11)
Consider, first, the case (1.5). If the condition (1.5) is fulfilled with
δ = 1
δ1(N−M)
ν, where δ1 is a constant from Lemma 3.1, then from (4.11)
and (3.6) it follows a contradiction (recall that ‖v‖H(Ω) ≤ 1, λ0 ∈ [0, 1]).
Thus, the proof the case (1.5) is complete.
Consider now the case when condition (1.4) is fulfilled. Then the equal-
ity (4.11) takes the following form:
FN(p0 − pN) = ν. (4.12)
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From (1.4), (4.12) it follows that
p0 > pN . (4.13)
Consider the identity
div
(
xp + λ0(v · x)v
)
=
(
x · ∇p+ x · λ0(v · ∇)v
)
+ 3p+ λ0|v|
2 =
= 3
(
p+
λ0
2
|v|2
)
−
λ0
2
|v|2 = 3Φ−
λ0
2
|v|2.
Integrating the above identity by parts in Ω, we get
3
∫
Ω
Φdx−
λ0
2
∫
Ω
|v|2dx =
∫
∂Ω
p (x · n)dS =
= p0
∫
Γ0
(x · n)dS + p0
N−1∑
j=1
∫
Γj
(x · n)dS + pN
∫
ΓN
(x · n)dS
= p0
∫
Ω0
div xdx− p0
N−1∑
j=1
∫
Ωj
div xdx− pN
∫
ΩN
div xdx =
= 3p0
(
|Ω0| −
N−1∑
j=1
|Ωj |
)
− 3pN |ΩN | = 3p0|Ω|+ 3(p0 − pN )|ΩN |.
Hence,∫
Ω
Φdx ≥
∫
Ω
Φdx−
λ0
6
∫
Ω
|v|2dx = p0|Ω|+ (p0 − pN)|ΩN |. (4.14)
The total head pressures Φk = pk+
λk
2
|uk|
2 for the Navier–Stokes system (1.1)
satisfy the equations
ν∆Φk − λkuk · ∇Φk = ν| curluk |
2 ≥ 0.
Hence it is well known (see, e.g., [24]) that Φk satisfy the one-side maximum
principle locally in Ω. Denote Φ̂k =
1
J2k
Φk. From (4.4)–(4.5) and from the
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symmetry assumptions it follows that the sequence {Φ̂k} weakly converges
to Φ = p+
λ0
2
|v|2 in the space W
1,3/2
loc (D). Therefore, by Theorem 3.5,
ess sup
x∈Ω
Φ(x) = ess sup
x∈D
Φ(x) ≤ max
j=0,...,N
pj = p0 (4.15)
(the last equality follows from the conditions N =M + 1 and (4.13) ). Then
it follows from (4.14) that
p0|Ω|+ (p0 − pN)|ΩN | ≤ p0|Ω| ⇔ p0 ≤ pN ,
and we obtain the contradiction with (4.13), which proves Theorem in the
case of condition (1.4).
If the boundary value a is axially symmetric without rotation, the proof
of Theorem 1.1 is just the same as in the first part; we need only to use
Lemma 2.13 instead of Lemma 2.12.
5 Appendix
Let us prove the topological properties (III∼)–(VIII∼) of the equivalence
class Ui(x), x ∈ D¯
i, which were used in the proof of Theorem 3.2.
(III∼) Indeed, if Ui(x) ∋ yj → y, then by definition there exists a se-
quence of continuums Kj such that ψ|Kj = const and x, yj do not belong
to the unbounded connected component of the set R2 \Kj . Without loss of
generality we may assume that Kj converge with respect to the Hausdorff
metric to the set K. Then K is a continuum, ψ|K = const, and it is easy to
see that neither x nor y belongs to the unbounded connected component of
the open set R2 \K.
(IV∼) Fix any y ∈ Ui(x). Take the corresponding set K from the def-
inition of x ∼i y. Then K ⊂ D¯
i is a compact connected set such that
ψ|K ≡ const and both x, y do not belong to the unbounded connected com-
ponent of the open set R2 \K. Denote by Vj the family of connected compo-
nents of the open set R2 \K. Let V0 be an unbounded component. Since the
domain Di is simply connected, we have V¯j ⊂ D¯
i for each j 6= 0. Hence by
definition of ∼i we obtain V¯j ⊂ Ui(x) for each j 6= 0. By construction, each
set K, V¯j is connected and K∩ V¯j 6= ∅. From these facts we conclude that the
set Sy = K ∪
(⋃
j 6=0
V¯j
)
is connected and the inclusions {x, y} ⊂ Sy ⊂ Ui(x)
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hold. The last assertion and arbitrariness of y ∈ Ui(x) imply the connected-
ness of Ui(x).
(V∼) To prove the property ψ|∂Ui(x) = const, we may assume, without
loss of generality, that x ∈ ∂Ui(x). Fix any y ∈ ∂Ui(x). Take the corre-
sponding set K from the definition of x ∼i y and the sets Vj from the proof
of property (IV∼). Then it is easy to see that
x, y ∈ K. (5.16)
Indeed, if for example y /∈ K, then y ∈ Vj for some j 6= 0. But by construc-
tion Vj is an open set and Vj ⊂ Ui(x). These facts contradict the assumption
y ∈ ∂Ui(x). This proves the inclusion (5.16). From (5.16) and the assump-
tion ψ|K ≡ const we obtain the required equality ψ(y) = ψ(x).
Using similar elementary arguments, it is easy to prove the next two
properties (VI∼)–(VII∼). Therefore, we shall prove in detail only the last
property (VIII∼).
(VIII∼) Suppose the formula (3.51) is not true, i.e.,
Li ∩ ∂Ui(x) = ∅. (5.17)
Hence,
Li ∩ Ui(x) = ∅. (5.18)
Let ψ(y) ≡ c0 for all y ∈ ∂Ui(x). Fix y0 ∈ ∂Ui(x). From properties (I∼),
(V∼), (VII∼) it follows that
∂Ui(x) ⊂ K0 ⊂ Ui(x), (5.19)
where we denote by K0 the connected component of the level set {y ∈ D¯
i :
ψ(y) = c0} containing the point y0.
By construction, the closure of each connected component C˜ of the set
(∂Di) \ Li intersects the line Li and ψ|C˜ ≡ const (see the formulas (3.45)–
(3.46), (3.48) ). Hence, the conditions (5.18)–(5.19) imply the assertion
K0 ∩ ∂D
i = Ui(x) ∩ ∂D
i = ∅. (5.20)
Take a sequence 0 < δj → 0 such that each value c0+δj , c0−δj is regular from
the viewpoint of Morse-Sard Theorem (see Theorem 2.1 (iii)). Denote by Bj
the connected component of the level set {y ∈ D¯i : ψ(y) ∈ [c0 − δj , c0 + δj]}
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containing K0. Then for sufficiently large j the boundary ∂Bj consists of
finite disjoint family of C1–cycles in Di (it follows from the formula (5.20)
and from the evident convergence sup
y∈Bj
dist(y,K0)→ 0 ).
Denote by Kj ⊂ ∂Bj the cycle separating the set Bj from infinity, and
denote by Uj the bounded domain such that ∂Uj = Kj . Then by construction
ψ|Kj ≡ const, K0 ∩Kj = ∅, and K0 ⊂ Uj. Consequently,
Ui(x) $ Uj . (5.21)
On the other hand, by property (II∼) all points of Uj are ∼i equivalent. The
last assertion contradicts the formula (5.21) and the definition of Ui(x). The
property (3.51) is proved.
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