INTRODUCTION
Image sequence analysis is an area in image processing and computer vision which has been attracting increasingly wider attention during recent years. One of the most important components in an image sequence is motion. The 2-D motion captured by a sequence is the projection of the 3-D motion, usually accomplished by a camera. However, motion in a sequence can also be caused by the camera. Estimation and segmentation of 2-D motion has attracted the interest ofmany researchers. The reason is twofold. Firstly, this task can serve as an intermediate step in the estimation of 3-D motion [1] . Preliminary segmentation of the image according to 2-D motion allows more accurate estimation of 3-D motion. Another area of application is object tracking. Secondly, significant amount of bandwidth compression can be achieved if knowledge of the 2-D image motion is available. Predictive and interpolative coding scheme use information about the 2-D motion to improve the result of compression [6] .
Most motion estimation algorithm reported in the literature assume translational motion
[2], [9] , [7] . This is too restrictive in many situations. Although it can be argued that any motion can be approximated by translational motion provided that an image is divided into sufficiently small blocks, such a strategy will result in large transmission overhead because of the large number of blocks. Attention is therefore directed towards the study of motion more general than translational motion. Published works on general motion estimation include [8] , -. 'p / , , / , , Figure 1 : An optical flow depicting a rotational motion. The local motion can be quite different from one area to another even though they belong to the same object. When properly modeled, it can be described by only three parameters.
A major difficulty in estimating general motion is that it requires a large area of support in order to a achieve good estimate. In [51, it has been recommended that a minimum area of 50 x 50 pixels is required. Unfortunately, when the supporting area is large, it is very likely to have multiple moving objects. Segmentation of general motion is difficult because traditional split-and-merge type techniques cannot be used. If the image is divided into a large number of small blocks, then the local motions may be quite different from each other even though they belong to one moving object. This situation is illustrated in Figure 1 . Rudimentary segmentation techniques such as change detection work for simple situations only. When there is camera motion or multiple moving objects next to each other, these techniques are bound to fail. Furthermore, good segmentation of image can be achieved only if the motion information is available. Unfortunately, accurate motion information cannot be obtained if the motion boundary is unknown. For this reason, attempts have been made to combine high level information such as edges or feature points and motion information in order to achieve segmentation [3}. Some other algorithms estimate the optical flow first, followed by the segmentation of optical flow.
In this paper, an algorithm is presented which can estimate the general motion of individual objects even in the situation of multiple moving objects without using any knowledge of motion boundary or high level features such as edges. Segmentation then follows. Furthermore, it works directly on an image sequence without going through the stage of estimating optical flow. It makes use of low level information such as gray level and imagegradient only. When compared with other algorithms working on optical flow, it avoids the error involved in the estimation of ontical flow.
MOTION MODEL
The general motion in an image sequence can be described by a motion model. The function of a motion model is to describe the movement over one frame period. It is necessary to stress the frame period because long term motion of a pixel is very difficult to model. A motion model is simply an affine transformation,
where (x, y) is the original pixel position in one frame and (x', y') is the new position of the pixel in the next frame. The model is specified by the motion parameters al ,a2 , . . . , a6 which have to be estimated. Special cases can be obtained by applying constraints on the motion parameters to obtain simpler motion model.
In the situations where image coding is the primary concern, a motion model restricted to, for example, change of scale and translation, does not necessarily mean that the model should be exclusively applied to a scene containing change of scale and translation only. Just as in the case of translational motion model which can be applied to any scene provided an image has been divided into sufficiently small blocks. A more complicated model makes it possible to use larger block size, resulting in a smaller transmission cost.
MOTION ESTIMATION BY MATCHING
The algorithm proposed in this paper is based on matching of two images. As has been pointed before [12] , many algorithms such as those based on differential method and on block matching belong to the same category of matching. The major difference between the differential method and the block matching method is that, in the former case the matching function, is assumed to be smooth. As a result, searching for the best match can utilize the gradient information of the matching function in the parameter space. In this section, this assumption is examined by studying the behaviour of the matching fucntion in the parameter space for general motion. Although it is based on a single moving object, the result will be useful for the analysis where (x', y') is the predicted position of (x, y) according to a hypothetical set of motion parameters i. This function measures the degree of mismatch between 12 and the transformed version of I according to the hypothetical motion. It is well known that given two images, their correlation is maximized when one of them is a replica of the other even if the grey level is scaled by a constant [10] . Therefore, in an image sequence, if all the pixels are moving with the same set of motion parameters, then the correlation between two consecutive images is maximized when the first image is transformed according to the motion parameters. This implies that the mismatch function given above will be minimized when = ?io. However, this tells us nothing about the behaviour of the function in the neighbourhood of 1o in the space. Refering to eq (1) we have, This problem can be explored by expanding 12(x', y') into a Taylor series around the point a0 in the parameter space. (a -ado) 0. There is an infinite number of possibilities. It is a result of the aperture problem. The above equation defines a set of possible motion parameters for the current pixel. It is possible to draw two conclusions from the above analysis. First of all, the mismatch function is a well behaving function in the vicinity of , provided that the Taylor series expansion is valid within this region, which in turn depends on the smoothness of the image. Secondly, it is impossible to obtain a unique solution from a single pixel. However, if the square difference is averaged over a large number of pixels, there will be a minimum at do and there exists a region around ?i in which 1o is the only minimum. This is the basic assumption of all differential methods, for translational motion or general motion. The validity of this assumption can be enhanced by low-pass filtering of an image.
IMAGE WITH MULTIPLE MOVING OBJECTS
The problem of multiple moving objects is now considered. Although the following analysis is performed on two moving objects, the result is readily extendable to multiple moving objects.
An image of two moving objects is shown in Figure 2a . The image I can be thought to be where A and B are binary matrices representing the composition mask. A(x, y) has the value 1 for all (x, y) belonging to Ii and 0 elsewhere. Similarly, B(x, y) has the value 1 for all (x, y) belonging to gi and 0 elsewhere. It is assumed that fi is occluding gi and they are moving with a set of motion parameters d = (a11 , . . . , ai ) and d2 = (a12 , . . . , a2) respectively. A similar equation can be written for 12 ( Figure 2b) which is taken at a later stage.
12
Cf2 + Dg2 (3) It is assumed that the changes in I is solely due to motion. In this case, the relationships between Ii and 12, g1 and g2 are described by f1(x,y) = f2(x',y') (4) and gi(x,y) = g2(x',y')
where (x', y') is defined in eq(1) with ii ifA(x,y)1 a2 ifB(x,y)=1
The problem of image boundary is neglected here. C and D are again binary matrices representing the masks. The mask C can be obtained by transforming the mask A according to the motion of fi, A(x,y) = C(x',y') y')f2(x', y') + D(x', y')g2(x', n')) dxdy (7) By multiplying out the expression, it becomes M(ai , . . . , a) = JJ A(x, y)C(x', y')f1(x, y)f2(x', y') dxdy+ I I A(x, y)D(x', y')fi(x, y)g2(x', y') I I B(x, y)C(x', y')g1(x, y)f2(x', y') I I B(x, y)D(x', y')g1(x, y)g2(x', y') dxdy (8) If we assume that the magnitude of the individual motion is small, then ff ACf1f2dxdy and ff BDg1g2dxdy would contribute two peaks at ?i = ?i and = i2 respectively because they measure the degree of match between two consecutive frames in f and g. The peaks should gradually approach their maximum from the result obtained in the last section for a single moving object. The relative height of the peaks depends on the relative size of the mask A • B and B • D. As a result, the signal coming from a small object may be overwhelmed by the signal from a large object. The masks A • D and B • C are quite small if the magnitude of the hypothetical motion is small. False peak is possible when the magnitude of or is large, relative to the spatial frequency. For example, when a highly periodic pattern moving at a velocity higher than half of its period of its period per frame. A false peak is also possible due to the merging of peaks when adding ff ACfif2dxdy and ff BDgig2dxdy together. Depending on the relative broadness of the peaks, two situations are possible ( Figure 3 ).
The problem due to aBasing can be avoided by low-pass filtering an image. This can be interpreted as maximising the area in which the first order Taylor series expansion used for analysising single moving object is valid. On' the other hand, the problem of merging can be alleviated by sharpening the correlation peaks using high-pass filtering. This leads to a contradicting requirement. A possible solution is to use a multi-resolution scheme in which results obtained in a lower resolution image could be resolved in a higher resolution image. However, this scheme is not implemented in the present paper. 
MOTION ESTIMATION AS OPTIMIZATION
In the last section, it has been shown that peaks in the generalized correlation function are very likely to indicate the motion parameters of the individual moving objects. Therefore, the problem of motion estimation is now converted to a problem of locating the peaks of the generalized correlation function in the hyperspace defined by the motion parameters. It has been shown that the generalized correlation function is a well behaving function in the neighbourhood of the peaks. As a result, optimization can be employed to locate the peaks.
Instead of using ff 1112 dxdy as a measure of similarity, a mismatch measure H will be used.
H(ai,.' .,a) = EIIi(x,y)
Therefore, motions should be indicated by minima in H, which measures the motion compensated frame difference. The absolute difference measure is chosen because it is simpler and in many applications, such as motion compensated predictive coding, it is the ultimate quantity to be minimized. The quantity Ij(x,y) -12(x', y') is called transformed frame difference (TFD). The term TFD, compared with displaced frame difference (DFD) commonly used in the literature, is used because the algorithm is not restricted to translational motion and in general the image undergoes a motion transformation instead of a simple translation.
Minimization of H can be achieved by evaluating the gradient of H in the parameter space. The gradient can be evaluated by first finding the partial derivatives of H with respect toai,...,a. Oy' Oa where t91(X', y')/Ox' and 012(x', y')/Oy' are the image gradient at (x', y') in 12 , which can be approximated by finite differences in a way suggested in [2] . After the motion model has been specified, Ox'/Oa and Oy'/Oa can be obtained by straight forward differentiation.
GENERAL MOTION SEGMENTATION
In this section, it will be demonstrated how the proposed algorithm can be used to segment an image containing areas of different motion. An image is shown in Figure 4 which consists of two areas of different zooming parameters. It has been processed by a 3x3 low-pass averaging filter to remove some high spatial frequencies, for reasons described before. Here, a motion model which is capable of describing zoom and pan is used. By substituting these expressions into eq(11), the following equations can be readily obtained.
012(x',y') OI(x', + i2(,) Given these equations, the gradient of H at any point in the 3-dimensional parameter space can be obtained by using eq(1O).
The first procedure is to segment the image into stationary and moving areas. Knowing the stationary pixels, they can be ignored in the following stage of motion estimation. As a result, computational effort can be saved as there are less pixels to consider. Secondly, in many coding schemes, stationary pixels are treated differently from moving pixels. Finally, it can serve as a rough segmentation of moving objects in simple situations. The segmented picture of the test image is shown in Figure 5 which is obtained by the simple thresholding procedure, where T1 is a threshold which is chosen to be 3 in this particular example. In the figure, white pixels are moving pixels and black pixels are stationary pixels. There is no segmentation information available as everything is moving in the image. The above technique involves a very simple pixel-by-pixel thresholding. More sophisticated techniques, making use of spatial relationship for example, could be used instead.
Minimization of H is then carried by taking all the moving pixels into consideration. Searching for a minimimum of H is accomplished by following the steepest descent path in the motion parameter space. After locating a minimum, which indicates a set of motion parameters, all the pixels associated with that set of motion parameters are removed. This can be done by calculating the TFD for each moving pixels. If the absolute TFD is less than or equal to a threshold T2, then it is classified as being associated with that set of motion parameters. After removing these pixels, the result is shown in Figure 6 . It is obvious that the first set of motion parameters detected corresponds to the motion of the background. The procedure of searching for a minimum is then repeated for the remaining pixels. A second set of motion parameters is then obtained. The result of removing all the pixels associated with the second set of motion parameters from the image in Figure 6 is shown in Figure 7 . Further processing can be stopped when the number of remaining pixels is too small. A final classification of all the pixels in the image is then carried out and the result is shown in Figure 8 . During the final classification, three sets of motion parameters are considered. In addition to the two sets of parameters detected by the algorithm, the set corresponding to no motion is also taken as a candidate.
CONCLUSION
A new gradient-based algorithm has been proposed for the estimation and segmentation of general motion. It works directly on the image sequence without using any features such as corners or edges. Furthermore, it is not necessary to go through the stage of estimating optical flow as an intermediate step, avoiding the errors caused by the estimation of optical flow. It represents a significant step forward in the gradient-based approach for 2-D motion estimation.
The algorithm has some interesting features that deserve further investigation. It would be interesting to study the shape of H in the parameter space for different types of motion. With better understanding of this issue, the problem of minimization of H can be facilitated.
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