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Fracton topological phases possess a large number of emergent symmetries that enforce a rigid
structure on their excitations. Remarkably, we find that the symmetries of a quantum error-
correcting code based on a fracton phase enable us to design highly parallelized decoding algorithms.
Here we design and implement decoding algorithms for the three-dimensional X-cube model where
decoding is subdivided into a series of two-dimensional matching problems, thus significantly simpli-
fying the most time consuming component of the decoder. Notably, the rigid structure of its point
excitations enable us to obtain high threshold error rates. Our decoding algorithms bring to light
some key ideas that we expect to be useful in the design of decoders for general topological stabilizer
codes. Moreover, the notion of parallelization unifies several concepts in quantum error correction.
We conclude by discussing the broad applicability of our methods, and explaining the connection be-
tween parallelizable codes and other methods of quantum error correction. In particular we propose
that the new concept represents a generalization of single-shot error correction.
The hardware of a fault-tolerant quantum com-
puter [1–4] will be supported by a classical decoder that
processes syndrome data to determine how best to cor-
rect the errors the system suffers. In the absence of a
self-correcting quantum memory [5], this will ideally be
achieved with microscopic electronics that are locally in-
tegrated among the physical qubits. These systems will
promptly deal with the errors as they occur [6]. However,
studies have shown that cellular automata decoders sig-
nificantly compromise the error rate a system can tol-
erate [7–12]. It is likely that early generation quan-
tum computers will use decoders with high-threshold er-
ror rates that rely on long-range classical communica-
tion [13–17]. While these decoders can correct a magni-
tude of errors that is better aligned with the rate at which
they occur on codes realized with modern technology [3],
their runtime increases with the size of the system and,
eventually, will not be able to operate at the high clock
speed of the quantum hardware as it is scaled up.
Fracton topologically ordered phases [18, 19] are re-
markable due to the glassy dynamics [20–25] of their
point-like excitations that are energetically constrained
to follow specific trajectories. Notably, fracton models
are structured such that they give rise to a significant
number of global emergent symmetries [13, 26]. These
are relations among the stabilizer generators where the
product of a nontrivial subset gives identity. Emergent
symmetries generally occur when a physical symmetry
is gauged [19, 27–31]. A well-studied example is the X-
cube model; a three-dimensional model that has a series
of two-dimensional emergent symmetries [19].
In this work we consider fracton models from the per-
spective of active quantum error correction [6, 32]. We
design decoding algorithms to deal with Pauli-errors that
act on the X-cube model. Remarkably, we find that we
can decode the model by performing minimum-weight
perfect matching on two-dimensional planes of the three-
dimensional model in parallel, thus significantly speed-
ing up the decoding process. We attribute this surpris-
ing feature to the emergent symmetries of the model.
We expect that our method of decoding will be adapt-
able to any code whose emergent symmetries are known.
Given that decoders based on matching typically have
high thresholds, we believe our method will enable us
to find high-performance decoding algorithms for more
general classes of codes. In particular, we argue that our
approach is particularly well suited to topological codes.
In what follows, after describing the X-cube model and
the implementation of our decoding algorithms, we go on
to discuss the prospect of parallelizing other codes, and
how the notion of parallelization relates to other modes of
decoding. In particular, we argue that single-shot error
correction is a special case of parallelized quantum error
correction in the fault-tolerant setting.
The X-cube model is defined on a three-dimensional
cubic lattice with periodic boundary conditions and lin-
ear size L [19]. The model has a single qubit on each face
of the lattice, and its stabilizer group [33] is generated by
a vertex stabilizer Av for each vertex v of the lattice, and
cell operators, Brc and B
g
c , supported on cells c of the
lattice. The support of Av, shown in Fig. 1(a), includes
all the qubits lying on faces that have vertex v on their
boundary, i.e., Av :=
∏
f, v∈∂f Xf with Xf and Zf the
standard Pauli operators acting on f .
It is helpful to three-color the faces of the lattice to de-
fine the cell operators. A face f is colored red, green or
blue, denoted c(f) = r, g, b, if it is aligned with the zx-,
xy- or yz-plane, respectively, see Fig. 1(d). A cell opera-
tor of color c = r, g, b is then defined to have support on
all qubits on the boundary of the cell except for the faces
of color c, i.e. Bcc :=
∏
f∈∂c, c(f)6=c Zf . We remark that
the stabilizers of a cell form an overcomplete generating
set since BrcB
g
cB
b
c = 1. We show the support of B
r
c and
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FIG. 1: The support of stabilizer generators Av, B
r
c and B
g
c
are shown in (a), (b) and (c), respectively. The faces of the
lattice can be three-colored as in (d). (e) Lineon excitations
which are created by applying Pauli-X errors over dual lines.
The color of the excitation is determined by the orientation of
the line operator that creates the excitation. (f) Fracton ex-
citations of the vertex stabilizers caused by Pauli-Z operators
supported on the red faces.
Bgc in Figs. 1(b) and (c), respectively.
1 The codespace is
the common +1 Eigenspace of the elements of the stabi-
lizer group. The mutually anticommuting pairs of logical
operators that generate rotations about the codespace,
Xj and Zj with 1 ≤ j ≤ 6L − 3 can be chosen to have
string-like support [19].
We next look at the structure of the syndrome data
of the X-cube model. A syndrome is a list of defects
that lie on vertices and cells of the lattice such that
Av|ψ〉 = (−1)|ψ〉, or Bcc |ψ〉 = (−1)|ψ〉 for two of the
three color labels. A cell defects is assigned a color c if
Bcc = +1 and the other two stabilizers at cell c are vio-
lated. The reader more familiar with condensed-matter
physics may think of a defect as an excitation of the
Hamiltonian H = −∑v Av −∑c(Brc +Bgc ) [5]. Vertex
defects, commonly referred to as fractons, are created by
Pauli-Z errors. Cell defects, or lineons, are created by
Pauli-X errors. We decode the vertex and cell defects
independently.
A pair of cell defects are created by a Pauli-X error
incident to a face of a cell. The defects are colored de-
pending on the face the error occurs on. An error on a
red, green, or blue face will create a pair of red, green or
blue defects, respectively. If two or more errors occur on
the faces of the same cell the color of the defect respects
a Z2×Z2 fusion rule. In other words, similar to the color
code [37], the combination of two differently colored de-
fects gives rise to a defect of the remaining distinct color.
For instance, the combination of a r and a g defect gives
a b defect at the cell where they meet. We can therefore
1 A commuting stabilizer model is obtained this way on any lattice
whose cells have three-colorable faces. We get a phase equivalent
to two copies of the three-dimensional toric code if we apply the
prescription to a lattice that has four colorable cells [34–36].
draw strings of errors along edges of the dual lattice, with
a color that is determined by their orientation, where the
corners must respect the color fusion rules, see Fig. 1(e).
Importantly, the X-cube model possesses an emergent
Z2 cell-defect conservation symmetry on planes of the
dual lattice that are orthogonal to a coordinate axis. We
define the color c(Γ˜) of a dual lattice plane Γ˜ in similar
fashion to the faces of the lattice. Specifically, the color
of any zx-, xy-, or yz-plane is given by r, g, or b, re-
spectively. Hence, for any dual lattice plane Γ˜ we have
a relation
∏
c∈Γ˜B
c(Γ˜)
c = 1 by taking the product of all
the cell operators of color c(Γ˜). For example, the prod-
uct of all the cell operators of color r lying on a plane of
constant y will return identity.
It follows that the total number of defects of two dif-
ferent colors is conserved modulo 2 on a plane of the
third distinct color. For instance, given that both red
and green defects require that Bbc = −1, on blue planes
Γ˜, where
∏
c∈Γ˜B
b
c = 1, we have that the parity of the
number of red and green defects must be equal.
Finally, we briefly describe the vertex defects. Vertex
defects are created on the vertices at the corners of the
faces affected by a Pauli-Z error. Further, vertex defects
respect a Z2 fusion rule. In Fig. 1(f) we show a Pauli-
Z operator with the vertex defects it creates marked by
white vertices. Similar to the cell defects, the vertex
defects respect an emergent Z2 symmetry on each of the
xy-, yz-, and zx-lattice planes, Γ. Specifically, we have
the relation
∏
v∈ΓAv = 1 for any such Γ.
A decoding algorithm takes a syndrome that con-
sists of a collection of defects caused by some Pauli error
E, and then attempts to return a correction operator C
that will restore the code to its initial state. We say that a
subset, or cluster, of defects can be neutralized if they can
be created by a Pauli error supported on qubits that are
nearby the cluster. We look for small clusters of defects
that can be neutralized with a low-weight Pauli opera-
tor. With this strategy, in the limit that the error rate is
small, it is highly likely that CE is a member of the sta-
bilizer group. Our strategy to find neutralizable sets is to
pairwise group nearby defects within specifically chosen
subregions of the lattice that reflect the emergent symme-
tries of the model. The intuition behind this approach is
that defects are created in clusters such that all emergent
symmetries are respected. Conversely, in what follows we
find that we we obtain neutralizable clusters by ensuring
that every defect of the cluster is paired multiple times,
once to another defect within each emergent symmetry
it is involved in. The performance of the decoder is de-
termined by its ability to conduct well-informed pairing
during each of the pairing subroutines.
We expect that with some imagination most strate-
gies for decoding can be adapted to perform the pairing
subroutines [7, 24, 38–41]. Of particular interest is the
decoder due to Delfosse and Nickerson [42] that is read-
3(a)
(b)
(c)
FIG. 2: A Pauli-X error. On the plane marked by the dotted
grid we match all the green and red excitations. We use the
blue excitations to help find the correct matching. (a) shows
an error where two green defects are caused a string like error
with blue defects at its corners. Nearby errors can lead to
confusion. At (b) an error moves a blue defect away from the
plane, and at (c) an additional error introduces a blue defect
that could also mislead the decoder into finding an incorrect
matching along the red dashed line.
ily adapted to the problem at hand to complete each
matching subroutine in almost linear time. Moreover
this decoder, and others similar [7, 24, 40], should per-
mit a generalization of our work to qudit stabilizer codes.
Here we make pairings using the Kolmogorov implemen-
tation [43] of the minimum-weight perfect matching algo-
rithm due to Edmonds [44]. The algorithm takes a graph
with weighted edges and returns a subset of the edges of
the original graph such that each vertex has exactly one
incident edge and the sum of the weights of the edges
that are returned is minimal. We use this algorithm by
assigning each defect a vertex of the graph, and adding
edges to the graph that are weighted to approximate the
logarithm of the likelihood that a Pauli-error caused the
pair of defects that are connected by the edge [14, 45–49].
Most interestingly, all the decoders we present use
matching subroutines on the defects lying on L×L planes
of the system rather than its full volume. Parallelization
here significantly speeds up our algorithm. The subrou-
tines could be performed in almost L2 time [42], thus en-
abling us to decode the X-cube model in sublinear time.
We first propose a decoder that neutralizes cell defects.
Our decoder matches all of the defects of each plane that
are constrained by a planar Z2 symmetry. For instance
we match the green and blue defects on each plane of
constant y. The connected components of the defects,
where connections are given by edges returned from all
3L different matching calculations, are neutral clusters.
We show this explicitly in Appendix A. Here we focus on
a single plane to better understand the performance of
the decoder.
In Fig. 2 we show a plane upon which we perform
matching. Here the red and green defects are paired. The
number of blue defects is not conserved on this plane. If
a red and a green defect meet at a common cell they are
expended to create a blue defect, see Fig. 2(a) where a
local error creates two blue defects. Single blue defects
can also be created on or moved from the plane by ap-
FIG. 3: Pauli-Z errors on a plane of the lattice. By compari-
son with the toric code we see this error cannot be corrected.
plying errors to qubits on faces that are parallel to the
plane of interest. See Figs. 2(b) and (c) where a single
blue defect is created on the plane, and a blue defect is
moved away from the plane, respectively.
Our proposed decoder that neutralizes vertex defects
gives a threshold of ∼ 9.4% for an independent and iden-
tically distributed noise model. Notably, our decoder
makes use of the rigid structure of the defects in our frac-
ton code. Specifically, we use the locations of the blue
defects as a ‘breadcrumb trail’ to assign more accurate
weights to the edges in the red and green defect match-
ing. This gives the decoder for the fracton model an
advantage as the locations of the blue defects reduce the
degeneracy of the lowest weight string errors that is typ-
ically present in two-dimensional models [38, 45, 49, 50].
To illustrate the potential advantages that are to be
gleaned from the rigid excitations of the X-cube model
we show an error that can be corrected by a decoder
that uses information about the blue defects in Fig. 2.
We first remark that a standard decoder that assigns
weights according to the separation of the defects will
not be able to deal with this error. This is because the
sum of the edge weights along the incorrect path, shown
by the red dashed line, is equal to the sum of the edge
weights along the path that would yield a correction that
successfully restores the system to its initial state.
In contrast, we find the decoder that accounts for the
blue defects will succeed on this particular example. The
path of the successful correction matches the red and
green defects via three blue defects, leaving only one cor-
ner without a blue defect. The edges that connect the
defects along the incorrect path must include two cor-
ners with no blue defect. As such, the minimum-weight
matching decoder that accounts for blue defects during
the pairing will deal with this error with certainty. To
exploit this additional information offered by the blue
defects we penalize the pairing of red and green defects
around corners than do not support a blue defect. We de-
scribe the implementation of this decoder in Appendix A.
We decode the vertex defects by pairing each of them
with another defect that shares its x coordinate, a de-
fect that shares its y coordinate, and a defect that shares
its z. We show that a cluster that respects this pairing
can be neutralized in Appendix B. Therefore, conduct-
ing pairing subroutines on the xy-, yz- and zx- planes
4connects groups of defects to give neutralizable subsets.
Performing matching on these planes, where we suppose
the likelihood of an error creating a pair of defects is pro-
portional to their separation, gives a threshold of ∼ 3.8%.
We also argue that the threshold should not exceed
∼ 10%. We consider the qubits on the plane shown in
Fig. 3. If we project these qubits into the page, we ef-
fectively have the edges of the square lattice toric code
where the syndrome is duplicated twice; once at the front
of the image and once at the back. If errors only occur on
these qubits, then we expect that the decoder will make
incorrect pairings with high probability at the threshold
error rate of the toric code, ∼ 10% [14]. Given that our
argument only considers errors on one plane of qubits we
should not expect that this bound is tight.
The defects of the X-cube model have a lot of structure
due to a subextensive number of global emergent sym-
metries. We can improve the decoder by communicating
outcomes of the previous iterations of the matching sub-
routine to find more accurate weightings for later rounds
of pairing. We detail the implementation of our iterative
decoder in Appendix B. Our improved decoder presents
a threshold of ∼ 4.4%. We suggest that more refined
schemes of belief propagation should be applicable to
design very high threshold decoders with fracton codes.
However, given the upper bound we have obtained for
this particular model, optimization of the X-cube model
is unlikely to be of practical value.
It is interesting to compare our results to the thresh-
old for the point defects of the three-dimensional toric
code, ∼ 3.3% [51]. Unlike the point-defects of the X-
cube model, these defects are constrained by only a sin-
gle global emergent symmetry. As such, its syndrome
is considerably less structured. Following similar rea-
soning, it is unsurprising that our thresholds fall short
of the high threshold the three-dimensional toric code
presents against bit-flip errors, ∼ 23.5% [51]. Indeed,
the stabilizer defects that arise due to bit-flips are highly
constrained by an extensive number of local emergent
symmetries. Nevertheless, we believe that the encourag-
ing thresholds we have obtained here, together with the
potential for parallelization, motivates further study of
fracton topological codes in the context of active quan-
tum error correction. Additional exploration may lead to
the discovery of codes with very high thresholds.
Parallelized quantum error correction is a new
concept we have introduced that unifies a number of con-
cepts of recent interest in the study of decoding algo-
rithms. Moreover, we have developed several new tools
that enable us to decode highly symmetric models with
fracton topological order. Below we discuss parallelizable
codes in the broader context of quantum error correction,
and motivate potential directions of study in this area.
We first compare parallelizable codes with single-shot
error correction [36, 52–54]. Typically, in the fault-
tolerant setting where measurements are unreliable, we
collect syndrome data over a long period and decode once
we have a sufficiently large history [14]. Models with
single-shot error correction can be decoded within planes
of constant time without an extensive syndrome history.
In contrast, the X-cube decoder we present can be par-
allelized over spatially distinct planes. In this sense, we
might regard single-shot error correction as a special case
of parallelization. This analogy becomes clearer still in
the fault-tolerant setting. Indeed, one can conceive of
decoding schemes for the four-dimensional spacetime his-
tory of the X-cube model where matching is performed on
three-dimensional emergent spacetime symmetries. Foli-
ation might be used to compare these error-correction
protocols evenhandedly [55, 56]. In Appendix C we show
how the resilience of single-shot codes to time-correlated
errors [57] can be understood from the perspective of par-
allelized quantum error correction.
Beyond these models, self-correcting memories [5] are
both single-shot [52] and fully parallelizable due to their
local emergent symmetries. As such, these memories are
readily decoded using cellular automata [8, 11, 14, 58].
Like single-shot codes then [52], we might regard paral-
lelizable codes as some intermediate class of codes be-
tween self-correcting models and two-dimensional codes
that do not permit parallelization.
In conclusion a key idea in our work is the use of
defect pairing on subsets of defects that respect emer-
gent symmetries of the model. Although a similar
method of decoding has been applied to a number of
low-dimensional stabilizer codes elsewhere in the litera-
ture, to the best of our knowledge this generic method
has not been explicitly identified before. As discussed in
Appendix D, we expect our approach is broadly appli-
cable to topological stabilizer codes. Further study may
even reveal our method applies to general stabilizer codes
where the symmetries of the model are known.
The decoding framework we have presented refines the
clustering decoder [24] where clusters are grown around
defects until the cluster respects all of the symmetries
of the model. In contrast, we deal with each symmetry
separately. Further, our refinement permits the use of
minimum-weight perfect matching, which tends to yield
high thresholds. As such, we hope our work inspires the
discovery of new high-performance parallelized decoders
for exotic topological codes. Fracton topological codes of-
fer a rich playground to begin such an exploration. Our
decoder should carry over directly to other foliated frac-
ton models [31, 59–61]. Also of interest are the type-II
fracton models which admit no string operators [19, 21].
This class includes the cubic code [21, 23, 24] which, no-
tably, encodes qubits at a greater rate than the surface
code. Due to its fractal structure, which leads to partial
self-correction, we might expect this model to give rise
to impressive thresholds.
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5on the complexity of decoding algorithms and to A. Ku-
bica for offering a simplified explanation of the color code
decoders by projection. The authors acknowledge the fa-
cilities of the Sydney Informatics Hub at the University
of Sydney and, in particular, access to the high perfor-
mance computing facility Artemis. BJB is supported by
the University of Sydney Fellowship Programme and the
Australian Research Council via the Centre of Excellence
in Engineered Quantum Systems(EQUS) project number
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Appendix A: The cell defect decoder
Here we describe in detail the decoder that corrects
Pauli-X errors which give rise to cell defects. We first
argue that collections of defects that are connected via
the proposed pairing subroutines will give rise to neutral-
izable subsets. We then describe our implementation of
the decoder that achieves the pairing, and how we use the
minimum-weight perfect matching algorithm to account
for corner defects.
We perform many minimum-weight matching subrou-
tines. We first establish some terminology where we di-
vide the subroutines into one of three subsets, either the
red, green or blue matching, where the color depends on
the orientation of the plane on which the matching sub-
routine is performed. Minimum-weight perfect matching
is performed on each plane between all the defects that
have a different color to the plane, as these defects respect
a parity conservation symmetry. Specifically, each defect
of color red and green will be paired with either a red or
a green defect with the same x coordinate, and defects of
color red and blue (green and blue) will be paired with
another defect of color red or blue (green or blue) that
has the same z (y) coordinate. We say that the collection
of edges that connect red and green defects on any plane
of constant x are the result of the blue matching. Like-
wise, the collection of edges that connect red and blue
(green and blue) defects on any plane of constant z (y)
are the result of the green (red) matching.
We now define a correctable cluster of cell defects, and
then go on to argue that the correctable cluster is neu-
tralizable.
Definition 1 (Correctable cluster of cell defects). A
cluster of cell defects is correctable if for every defect
included in the subset the subset also includes the defect
it is paired with on each of the three differently colored
matchings; the red, the green, and the blue matching.
We remark that a defect may be paired with the same
defect in two different matchings. For instance, a green
defect may be displaced from another green defect along
the z axis and share a common x and y coordinate. In
which case, these two defects may be paired in both the
red and blue matching. This gives a correctable cluster.
(a) (b)
(c) (d)
FIG. 4: The process of finding a correction operator for a
correctable collection of cell defects. (a) An odd parity of
each of the differently colored subsets of defects is shown in
the bulk of the lattice. (b) Each of the defects are moved
freely onto a plane. (c) The defects are then moved onto a
one-dimensional line where the planes meet. Finally, (d) the
defects are moved along their respective one dimensional lines
to neutralize at a common point.
Given that the union of the edges returned from all
of the minimum-weight perfect matching subroutines di-
vides the syndrome into correctable clusters, it remains
to show that we can find a Pauli operator that will neu-
tralize a correctable cluster of defects. We therefore prove
the following theorem.
Theorem 1. We can efficiently find a Pauli operator
that neutralizes a correctable cluster of defects.
The constructive proof of the theorem is sketched in
Fig. 4. The proof relies on the fact that a correctable
cluster has an equal parity of each of the three differently
colored cell defects. We therefore prove the following
lemma before proceeding with the proof of Theorem 1.
Lemma 1. A matched correctable cluster of defects has
an equal number of defects of each color modulo 2.
Proof. To prove the lemma we consider the edges of the
blue and green matching between the defects of a cor-
rectable cluster. Each red defect is paired to two other
defects; one defect in the green matching and another
defect through the blue matching. Similarly, each green
(blue) defect is paired to only one other defect through
the blue (green) matching. As such, the connectivity of
each vertex with respect to their color is shown precisely
as in Figs. 5(a), (b) and (c), where edges are colored to
indicate the color of the matching the edge came from.
We exhaustively consider the connected components of
the defects of a correctable cluster that are connected via
6(a) (b) (c)
(d) (e) (f) (g) (h)
FIG. 5: Showing that the parity of the number of defects
of the same color is equal. Each red defect has one incident
edge from the green matching and one from the blue match-
ing (a), and the green and blue defects have only one incident
edge from the blue and green matching, see (b) and (c), re-
spectively. These form one-dimensional chains where an even
number of red defects can form a one dimensional cycle (d),
two greens or two blues can be connected directly (e) and (f),
a string of an odd number of connected red defects terminates
at two differently colored defects (g) or an even number of red
defects can terminate at two defects of the same color (h). The
number of differently colored defects in each of the possible
combinations that are shown explicitly between (d) and (h)
are of equal parity.
edges of the green and the blue matching. We first re-
mark that the connected components are necessarily one
dimensional, where a string of red defects may form a
cycle of an even number of defects, or, possibly, a chain
terminates with either green or blue defects. Our exhaus-
tive examination will show that the numbers of defects of
each color in any connected component have equal parity.
One eventuality is that a connected component gives
rise to a one-dimensional cycle of reds. The alternating
edge type guarantees the number of reds in the cycle is
even, such that the parity of all the defects in this chain
is equal, see Fig. 5(d). It is also possible for a pair of
greens or blues to be connected directly through their
respective pairings, see Figs. 5(e) and (f). The number
of defects of every color in each of these three cases is
even.
We next consider connected components of the sub-
set where the red defects form longer chains that are
not cyclic. We find that the edges that are taken from
differently oriented planes guarantees that the parity of
differently colored vertices still remains equal. For in-
stance, in Fig. 5(g) the alternation of edges is such that
a one-dimensional string of an odd number of red defects
terminates at a green defect at one end and a blue defect
at the other. In this case we have that the number of
defects of each color in this connected component of the
subset will be odd.
Alternatively, as we see in Fig. 5(h), an even number
of red defects in a terminating chain guarantees the ter-
minal defects of the chain are of the same color, thus
leading to an even number of defects of each colors in
this connected component of the subset. This completes
all of the cases.
Given that the representative connected components
shown in Figs. 5(d)-(h) have equal parity of each color of
defect, it follows that the union of any of these connected
components must also have equal parity. This concludes
the proof of the lemma.
We remark that the argument above explains why the
color code decoder due to Delfosse [62, 63] will give rise
to connected components that can be locally corrected.
Using the fact above, we argue that we can find a Pauli
operator that will neutralize a correctable cluster of de-
fects. To do so, we continually reduce the dimensionality
of the problem. For example, see see Fig. 4 where we
show a configuration with an odd parity of red, green
and blue defects such that each defect shares a plane
with another defect and consequently the defect conser-
vation symmetry is respected on all planes. Important
to the proof is ensuring that the parity of the number of
cell defects of each color remains equal throughout.
Proof of Theorem 1. To find a correction, we first spec-
ify three planes. We move defects onto these planes to
reduce the dimensionality of the problem. We choose
one plane of constant x, y and z as shown in blue, red
and green, respectively, in Fig. 4. We first move all of
the defects onto the plane of their respective color, see
Fig. 4(b). This is achieved with a Pauli operator that
will not create any additional cell defects. Moreover, the
parity of the number of each subset of colored defects is
conserved.
It may be that two defects of the same color are moved
to a common point of a given plane. These two defects are
neutralized. It remains to consider how the other defects
connected to the two neutralized defects are paired. We
find that we can consistently pair the two defects adjacent
to the two neutralized defects.
For concreteness, we name the defects δj with 1 ≤ j ≤
4 such that δj is paired to δj+1 for j ≤ 3. It may be that
δ1 and δ4 are paired to other defects that we are not inter-
ested in. Defects δ2 and δ3 share the same color, u, and
meet at a common point after the first move. Let’s say
that δ2 and δ3 are paired through the v-colored matching
with v 6= u. Now, δ1 is necessarily paired to δ2 through
the w-colored matching with w 6= u,v. Likewise, δ3 is
paired to δ4 via the same w-colored matching. Given that
δ2 and δ3 met at a common point after the initial move,
it follows that δ1 and δ4 can be consistently paired via
the w-colored matching, and the remainder of the proof
will continue as follows. Moreover, given that a pair of
defects of the same color are neutralized, the parity of
the number of defects of that color is not changed.
We also remark that two defects of different colors may
meet at a point where two planes intersect. Or three
differently colored defects meet at the point where all
three defects intersect. All of these eventualities respect
the color parity of each of the differently colored defects.
7In the former case, two defects of different colors u and
v fuse to give a defect of color w. This maintains the
color parity of the defects. In the latter case one defect of
each color is neutralized. This also maintains consistency
among the differently colored subsets.
After the move what remains on each of the planes
is an equal parity of each of the differently colored sub-
sets of defects. The next step is to move all the defects
onto the lines where the colored planes intersect. See
Fig. 4(c). Pairs of differently colored defects that met
at these lines of intersection can skip the following step.
Otherwise, we require an ‘L-shaped’ Pauli operator, that
divides a defect of color u = r, g, b into two defects, col-
ored v,w 6= u, and move the two charges towards the
plane of their respective color, v, w, respectively. The
result of applying the L-shaped correction will leave an
equal parity of the differently colored defects on each of
the lines where the differently colored planes intersect.
From here the remaining defects on these lines can be
neutralized at the intersection point of all three of the
planes as in Fig. 4(d).
We finally argue that the defects that lie on each of
these three lines must be of equal parity. Without loss
of generality we consider the line that collects defects of
color u where the planes of color v and w intersect. We
first remark that the parity of defects of color v and w on
each of the planes of their respectively color are equal.
Moreover, every defect of color v or w is paired with
one other defect of color v or w through the u-colored
matching.
We recall that pairs of defects that are matched via the
u matching will meet at the same point along the line of
intersection between the v and w colored plane. If two
defects are paired by the same color, they meet at the
line, and neutralize along this line. This action preserves
the color symmetry of the subset. Altenatively, a pair of
defects of color v and w combine to give a single defect
of color u. In this case, the number of defects of color v
and w both decrease by one, but we increase the number
of defects of color u, thus maintaining the equal parity
of defects of a given color. Given that this operation
occurs simultaneously on each line of intersection, this
completes the argument for neutrality.
Implementation
The decoder requires that each defect is paired with
another defect on each plane such that all the charge
conservation symmetry is conserved. We achieve this
with minimum-weight perfect matching [43, 44]. The
minimum-weight perfect matching takes as input a list of
vertices, that are connected via a list of weighted edges.
The algorithm returns a list of edges such that each ver-
tex has one and only one incident edge, and the sum of
the weights of the edges that are returned is minimal.
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FIG. 6: Logical failure rate using the decoder to correct
cell defects where errors are independent and identically dis-
tributed bit-flips at rate p. We find a threshold ∼ 9.4% at the
crossing point where we compare system sizes L = 72, 84, 96.
FIG. 7: The support of the one dimensional logical operators
of the X-cube model. The logical Pauli-X (Pauli-Z) operators
are supported on the blue (green) qubits, and both logical
operators intersect at the pink face.
We propose a decoder that accounts for the informa-
tion provided by the defects that are not conserved on
a given plane. We consider the u-colored plane where
defects of color v and w are conserved. Each of these de-
fects are represented by a vertex in the minimum-weight
perfect matching algorithm. Further, we add two vertices
for each of the defects of color u 6= v, w on the plane.
We assign weights to edges between all of the vertices
proportional to their separation according to their Man-
hattan distance, except where we increase the weight by
one if two defects are separated via a corner. Now, pairs
of defects of color either v or w can be connected via
edges that pass through defects of color u. If two such
defects are not aligned parallel to a lattice axis the weight
of their matching is penalized by one for each corner of
the path that does not pass through a defect of color u.
Defects that are aligned parallel to a lattice axis can be
paired without the corner penalty.
We find the logical failure rate by comparing the sup-
port of the correction operator our decoder returns to one
logical operator as shown in Fig. 7. This decoder shows
a threshold of ∼ 9.4%.
8Appendix B: Decoding Pauli-Z errors
We next describe the decoder that finds a low-weight
Pauli operator to neutralize vertex defects. We briefly
summarize how correctable clusters can be found via par-
allelized matching subroutines, and we explain how a cor-
rection operator can be obtained. We then describe the
implementation of our decoder and, in particular, explain
how we reiterate the matching subroutines to improve our
priors on each matching procedure.
We seek clusters of defects such that we can apply a
Pauli operator to each cluster that will neutralize all of
its defects. Vertex defects must respect the planar emer-
gent symmetries of the X-cube model, and so too must
a neutralizable cluster of vertex defects. To this end,
each defect included within a neutralizable cluster must
be paired with precisely one other defect that shares its
x coordinate, one that shares its y coordinate, and one
that shares its z coordinate.
We achieve the pairing by performing minimum-weight
perfect matching subroutines over two-dimensional
planes of the three-dimensional model. It is helpful to
define the matching subroutines. We call the collection
of matching subroutines that pair defects with a common
x coordinate the x-matching and, likewise, the collection
of matching subroutines that pair defects with a common
y (z) coordinate the y-matching (z-matching). Every de-
fect of a neutralizable cluster is paired with as many as
three other defects via the combination of these matching
procedures. It may be that a pair of defects are matched
twice through two different matching subroutines if one
defect is displaced from the other along a direction par-
allel to a lattice axis. This eventuality is consistent with
the following discussion. It also follows that every defect
must be paired with at least two distinct other defects.
We next describe how a correction operator is obtained
for each neutralizable cluster. Similar to the case with the
cell-defect decoder, we can simplify the problem consid-
erably by projecting the defects of a neutralizable cluster
onto a two-dimensional plane. Without loss of general-
ity we project all the defects of a neutralizable cluster
onto a plane of constant z. This projection is achieved
by moving pairs of defects with the same z coordinate
using a Pauli operator similar to that shown in the left
of Fig. 8. Given that every defect in a neutralizable clus-
ter is paired with one other with the same z coordinate,
we can necessarily make this projection by the definition
of a neutralizable cluster.
It remains to consider the defects that lie on the plane
after the projection, see Fig. 8(right). We recall that
every defect is paired with one other defect with a com-
mon x and a common y coordinate by the definition of a
neutralizable cluster. This implies that, after the projec-
tion, and supposing that the defects are not neutralized
at the plane, that each defect is aligned with two other
FIG. 8: Correctable clusters of vertex defects. (left) We can
move defects paired on a plane of constant z onto other planes
of constant z with the operator shown. (right) The projection
of defects that were paired over planes of constant z are shown
on a single plane. Given that each defect is paired to another
defect on the xz and yz plane, the projected edges mark a
boundary with projected defects on its corners. The defects
on this plane can be corrected by Pauli-Z operators acting on
the faces enclosed by the boundary.
defects; one horizontally and one vertically. In fact, we
can consider the edges that pair these defects as a one-
dimensional boundary on the plane. Applying a Pauli-Z
operator to each of the qubits that lie on the interior of
this boundary will neutralize all of the remaining defects.
Implementation
We finally describe our use of minimum-weight perfect
matching to pair defects such that we can find neutraliz-
able clusters. We first describe a simplified version where
the pairings are all achieved na¨ıvely. We then describe a
generalization of the decoder where we repeat minimum-
weight perfect matching several times such that the out-
come of the last matching is used to improve the results
of the next.
A neutralizable cluster as defined above requires that
every vertex defect is paired with two or three other ver-
tex defects; one must share its x coordinate, one must
share its y coordinate, and one must share its z coordi-
nate. We achieve the pairing with minimum-weight per-
fect matching. We perform a minimum-weight perfect
matching subroutine on each plane of constant x, y and
z where we input a graph such that each vertex defect on
the given plane is assigned a vertex, and we weight each
edge that connects two vertices of the complete graph ac-
cording to the Manhattan distance that separates the two
vertices it connects. The vertices are paired according to
the output of the edges of each matching subroutine. We
obtain a threshold of ∼ 3.7% using this decoder where we
compare the correction operator our decoder returns to
the logical operator shown in Fig. 7. We collected data
using ∼ 104 samples with system sizes L = 36, 42, 48, 54
and 60 to obtain this result. See Fig. 9.
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FIG. 9: Threshold error rate for the vertex excitations where
we perform matching over planes that satisfy a Z2 symmetry,
and we assign weights to edges according to the separation of
two vertices by their Manhattan distance. We find a threshold
∼ 3.7% using system sizes L = 36, 42, 48, 54, 60.
It is important to consider how we use minimum-
weight perfect matching to find an error that was the
most likely to have given rise to a configuration of defects.
Ideally, we assign weights to edges such that they are pro-
portional to the logarithm of the probability that an error
caused those two defects. For instance, in the case of the
surface code, weights are typically assigned according to
the separation of the defects, as the weight of the error
must increase with their separation if we suppose an in-
dependent and identically distributed noise model [14].
However, this is a suboptimal solution, as we find the
most likely error that caused the syndrome, and an opti-
mal decoder will return a representative correction oper-
ator for the class of homologically equivalent errors that
most likely caused the syndrome [15, 38]. To overcome
this, some references have considered heuristic modifica-
tions to the weighting function of edges to account for
degeneracy [45, 49, 50] or correlated features [46–48] of
the error model.
A local Pauli-Z error gives rise to at least four ver-
tex defects. To decode this correctly, it would be favor-
able to use minimum-weight hypergraph matching, where
we minimize the sub of the weights to hyper edges that
connect multiple vertices. In the absence of an efficient
hypergraph-matching algorithm, we turn to belief prop-
agation methods to supplement minimum-weight graph
matching. We perform minimum-weight perfect match-
ing several times, where we use the output of the last
matching to improve the next. Specifically, we have a
prior matching where each vertex defect is paired to an-
other via the x, y and z matching. We use this prior
matching to better estimate the weights for the edges in
the subsequent matching. The priors are initialized by
matching with weights given by the Manhattan distance
between pairs of vertices. We use the output of the final
matching to determine the correction.
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FIG. 10: Threshold error rate using the vertex defect decoder
after five iterations of belief propagation. We find a threshold
∼ 4.3% using system sizes L = 36, 42, 48, 54, 60. We use
∼ 104 samples to find each data point.
To motivate our choice of weighting function we con-
sider the error shown in Fig. 11. In the figure, we mark
the faces that have experienced errors by coloring them
red. The resulting defects could be connected incorrectly
with high probability in either the y- or the z-matching
via the red-dotted edges if we choose weights by their
separation only. This will lead to a logical failure. How-
ever, we note that one of the errors that gives rise to the
extensive line of defects is oriented differently from the
others. As such, we expect that assigning weights that
also account for the locations of other nearby defects may
enable us to correct such an error. We communicate the
results of different matching subroutines to produce bet-
ter estimates for edge weights.
Once the priors are initialized, we assign weights to
edges that connect two vertices using the separation be-
tween the other defects a pair of defects are paired to, as
well as their own separation. For instance, without loss of
generality, we calculate the weight of an edge separating
two defects for the x-matching. We label these two de-
fects δ1 and δ2. The defects are paired to one or two other
defects via the priors from the y- and z-matching. We
label the defects paired with δj as δ
y
j and δ
z
j respectively
for j = 1, 2, and we denote by sep(δ, δ′) the Manhattan
distance separating defects δ and δ′. Supposing δy1 6= δ2,
which also implies δy2 6= δ1 and δz1 6= δ2, we choose the
weight for the edge e connecting δ1 and δ2 such that
W (e) ∼ sep(δ1, δ2) + min[sep(δy1 , δy2 ), sep(δz1 , δz2)]. (B1)
We do not consider the separation between paired
defects if they are the same defects as those we
are trying to determine the weight between. In
the case that, say, δy1 = δ2, we simply take
W (e) ∼ sep(δ1, δ2)+, sep(δz1 , δz2). Likewise, if δz1 = δ2, we
simply take W (e) ∼ sep(δ1, δ2)+, sep(δy1 , δy2 ). If δy1 = δ2,
it is necessarily true that δz1 6= δ2 and vice versa. As such
we always find a defect that is paired that is distinct from
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FIG. 11: An error configuration marked by red faces that
cannot be decoded by pairing defects using minimum-weight
perfect matching where edges are weighted according to their
separation. The defects may be paired incorrectly via the red
dashed lines. We improve the decoder by choosing weights
such that we also account for the separation between defects
that have paired with the defects of the edge we are trying
to assign a weight to. We look at the defects that have been
paired via the x-matching that are connected to the defects of
interest via the blue edges. Due to the difference in orientation
of one of the errors, if we assign weights that account for the
separation of the defects of interest, and the separation of
their other partners, a high weight will be assigned to the
incorrect edges. We mark the large separation between the
paired defects by green lines.
the defects of the edge we are assigning a weight to.
We find that the decoder rapidly converges to a higher
threshold as we increase the repetitions of the belief prop-
agation step. We find a threshold of ∼ 4.3% if we reit-
erate five times. This value was collected using ∼ 104
Monte Carlo samples for system sizes L = 36, 42, 48, 54,
and 60. The data is shown in Fig. 10.
Appendix C: Decoding time-correlated errors using
parallelized quantum error correction
In Ref. [57] it was proven that a decoder that performs
single-shot error correction [52] can tolerate time corre-
lated errors. This could be due to some malfunctioning
hardware that requires maintenance. Here we give a sim-
plified explanation of this result from the perspective of
parallelized quantum error correction. We suggest that
the threshold theorem against time correlated errors can
be generalized to other types of correlated errors pro-
vided a code is chosen appropriately such that it can be
decoded along parallelized planes that run orthogonal to
the direction of the correlation. We also add that we
can find solutions to this issue for codes that are not
parallelizable. However, this needs to be conducted at
the hardware level [45, 64, 65], i.e. the circuit used to
measure stabilizer data needs to be adapted such that
stabilizer data is collected from gauge degrees of freedom
or ‘junk qubits’, see also more recent works [66, 67]. Par-
allelized quantum error correction permits a solution at
the software level.
The left of Fig. 12 shows the spacetime history of the
syndrome data of a code that does not readily permit par-
FIG. 12: (left) A spacetime diagram of a two-dimensional
topological code, for instance the toric code, where time runs
up along the page. We imagine an error that persists over
a long time that will effectively introduce a puncture that
extends through the time dimension. One can imagine a sit-
uation where a small error will have a catastrophic effect on
the logical information. We show two small errors that in-
troduce a defect into the extended puncture at the top and
the bottom of the figure. These defects could easily be mis-
matched. (middle) We imagine a code where decoding can be
parallelized on planes of constant time, i.e., a single-shot code.
Again time runs up the page. In this situation the puncture
that extends through time appears as a small puncture on
each plane. Such a puncture is not disastrous to the decod-
ing procedure. (right) We show the decoding problem on a
single plane. The small puncture does not extend across the
breadth of the plane so it is easy for a decoder to determine
if a defect is absorbed by the small puncture.
allelization, for instance the toric code. Suppose some
components of the lattice are defective such that they
experience errors at a very high frequency, or perhaps a
stabilizer cannot be measured over many error-correction
cycles. Such an error could be regarded as a puncture
that extends a long distance over the time direction of
spacetime. An extensive puncture will leave the encoded
information vulnerable to low-weight errors if we do not
take additional measures to identify them. We show a
low-weight error in red where defects are separated over
a long distance by this puncture. This could easily be
mismatched by this decoder. It is important to identify
the charge absorbed by the puncture. In the case of the
toric code this can be solved by measuring superopera-
tors to identify errors [45, 64–67]. This may require al-
tering the stabilizer measurement schedule. Temporally
parallelized decoders can deal with such an error at the
software level where we simply do not measure the sta-
bilizers local to this time-correlated error.
The middle image in Fig. 12 depicts the planes of con-
stant time upon which the decoding subroutines of a
single-shot decoder will act. Notably, the puncture is
separated across all of these planes such that the punc-
ture is very small in each subroutine. A small puncture
can be dealt with easily on each plane. The right of
Fig. 12 shows how a small error close to the puncture
will appear on a single constant time plane. A decoder
will simply match the red defect to the small puncture in
the centre of the lattice.
It may be interesting to extend the result due to
Bomb´ın to models with more symmetry, or symmetries
other than the emergent symmetries of single-shot codes.
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One might expect that it is possible to show that self-
correcting stabilizer codes [5, 68] demonstrate a threshold
against error models that are correlated in an arbitrary
spatial or temporal direction.
Appendix D: Relations, emergent symmetries and
generalized Gauss’s law
We consider stabilizer codes that are specified by a set
of generators that are local with respect to some natu-
ral lattice metric. For example consider a finite number
of qubits on each site of a cubic lattice, and generators
supported on cubes.
Definition 2 (Relation). Any nontrivial product of sta-
bilizer generators that equals the identity is called a re-
lation.
Definition 3 (Emergent symmetry). Each relation im-
plies an emergent symmetry of parity conservation for the
set of all defects that excite an odd number of stabilizer
generators that are involved in the relation.
Emergent symmetries should not be confused with
physical symmetries, which are operators that commute
with the stabilizer generators and hence the Hamilto-
nian. However, it should be mentioned that physical
symmetries lead to emergent symmetries when they are
gauged [19, 27–31]. Throughout this paper we have ex-
clusively discussed emergent symmetries, sometimes re-
ferring to them just as symmetries.
Definition 4 (Local relation). For any subset of stabi-
lizer generators whose elements have support contained
inside a ball R, nontrivial relations among these stabiliz-
ers are called local relations.
Here, R is only required to be topologically equivalent
to a ball, and also to be of constant extent as the lattice
size is scaled up, or finite extent in an infinite lattice. If
we instead consider the larger subset of stabilizer gen-
erators that have support intersecting a ball R, we can
define the group generated by products of these genera-
tors that leave no support on R. This clearly contains
the local relations, and since both groups are abelian we
can mod out by the local relations. The quotient group
is a set of generalized Gauss’s laws that relate the exci-
tations within a ball to stabilizers that can be measured
just outside its boundary.
Definition 5 (Generalized Gauss’s law). A product of
stabilizer generators, each with support intersecting a
ball R, that has a nonempty support contained within
the complement Rc gives rise to a generalized Gauss’s
law on R.
We remark that these Gauss’s laws are only defined
up to local relations. The above definition generalizes
directly to any R that is a connected proper subset.
Definition 6 (Global relation). If the region R is instead
taken to be a closed manifold with no boundary, e.g. a
sphere or torus, global relations are similarly defined to
be nontrivial products of stabilizers that equal identity,
modulo local relations.
Every global relation, when restricted to a ball, yields
a Gauss’s law. But not every Gauss’s law on a finite ball
leads to a global relation, it depends upon the boundary
conditions.
Example 2 (2D toric code). For the 2D toric code [13]
there are two independent global relations. These are
given by the product of all star terms, and the product
of all plaquette terms, respectively. These imply an emer-
gent symmetry for the e and m excitations, namely that
the total number of each type of excitation is even. Sim-
ilarly, there are two independent Gauss’s laws on a disc,
one given by the product of all star terms overlapping the
disc and the other given by the product of all plaquette
terms. These relate the parity of e and m excitations
within the disc to the eigenvalue of X and Z string op-
erators on its boundary. This generalizes directly to any
abelian quantum double [69].
In a model that fulfills the topological order condi-
tion TQO2 in Ref. [70], a cluster of charges that satisfies
all boundary stabilizers involved in the Gauss’s law for
the smallest ball containing it is a topologically trivial
superselection sector and hence can be created via a lo-
cal operator in some (slightly larger) ball containing the
charges. In the 2D toric code and the X-cube model we
have considered, all the local Gauss’s laws lead to global
relations, and hence matching using all the global rela-
tions is sufficient to identify if a charge cluster is neutral.
More generally, not every local Gauss’s law will lead
to a global relation and hence matching via only global
relations may be insufficient to identify neutral clusters.
So while the basic philosophy of our decoding strategy
(pairing to satisfy all Gauss’s laws) applies to any topo-
logical stabilizer code, the decoder must be adapted to
capture the Gauss’s laws locally if it is to succeed in a
more general setting. We plan to explore this further in
future work. It would also be interesting to determine
whether our approach can be further generalized to non-
topological LDPC codes.
Example 3 (Wen’s plaquette model). To decode Wen’s
plaquette model [71] one seeks to separately pair excita-
tions on the black and white squares of a checkerboard
lattice, however this is not globally well defined if the
model is placed on a cylinder of odd circumference.
Example 4 (The color code). The color code has a num-
ber of emergent symmetries. It is commonly decoded us-
ing matching subroutines that pair defects of two of its
three differently colored types [58, 62], as these match-
ings respect a symmetry of the model. The union of the
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edges from two matching subroutines over the defects of
two differently colored pairs of defect types gives neutral-
izable clusters. Lesser known are the fermionic emergent
symmetries of the color code, see Appendix B in Ref. [72].
Indeed the product of its Pauli-X stabililizers on the red
plaquettes, Pauli-Y type stabilizers on the green plaque-
ttes and Pauli-Z stabilizers on the blue plaquettes also re-
turns identity. Permutations thereupon can be combined
to find neutralizable clusters. One might consider the
use of these symmetries to find a color code decoder sub-
ject to depolarizing noise. Matching decoders for higher-
dimensional generalizations of the color code also rely on
symmetries of the model [58, 73].
Example 5 (Restricted error models). Some codes have
additional symmetries when we consider restricted er-
ror models. For instance the standard surface code
that only experiences Pauli-Y errors effectively has one-
dimensional emergent symmetries. The symmetries can
be extended into two dimensions in the case that we also
model measurement errors. One might consider using
this observation to design a parallelized decoder to de-
code highly-biased errors using matching [74]. Further,
correlated error models can also be regarded as symme-
try respecting. The ballistic error model proposed in
Ref. [48] respects an effective symmetry that enables the
model to be decoded by mapping the code onto several
decoupled copies of the surface code.
Example 6 (2D Ising model). The square lattice Ising
model, in two dimensions, is a classical self-correcting
memory due to the linear scaling of the energy penalty
of an error region with the size of its boundary. It can
also be decoded by a local cellular automata. This can
be understood in terms of the extensive number of local
relations in the model, one for each plaquette. Applying
our approach to decode this model would lead to a local,
parallelized decoder, capable of identifying neutral clus-
ters. Similar considerations hold for the loop excitations
of the 3D toric code, and the 4D toric code with loop
excitations.
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