The second cohomology groups of nilpotent orbits in classical Lie
  algebras by Biswas, Indranil et al.
ar
X
iv
:1
61
1.
08
36
9v
3 
 [m
ath
.G
R]
  2
8 M
ar 
20
17
THE SECOND COHOMOLOGY GROUPS OF NILPOTENT ORBITS IN
CLASSICAL LIE ALGEBRAS
INDRANIL BISWAS, PRALAY CHATTERJEE, AND CHANDAN MAITY
Abstract. The second de Rham cohomology groups of nilpotent orbits in non-compact real
forms of classical complex simple Lie algebras are explicitly computed. Furthermore, the first
de Rham cohomology groups of nilpotent orbits in non-compact classical simple Lie algebras are
computed; they are proven to be zero for nilpotent orbits in all the complex simple Lie algebras.
A key component in these computations is a description of the second and first cohomology
groups of homogeneous spaces of general connected Lie groups which is obtained here. This
description, which generalizes Theorem 3.3 of [BC1], may be of independent interest.
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1. Introduction
The nilpotent orbits in the semisimple Lie algebras, under the adjoint action of the associated
semisimple Lie groups, form a rich class of homogeneous spaces which are extensively studied.
Various topological aspects of these orbits have drawn attention over the years; see [CoMc],
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2 I. BISWAS, P. CHATTERJEE, AND C. MAITY
[Mc] and references therein for an account. Each orbit in a semisimple Lie algebra under the
adjoint action is equipped with the Kostant-Kirillov two form. For complex semisimple Lie
algebras, a criterion was given in [ABB, Theorem 1.2] for the exactness of the Kostant-Kirillov
form on an adjoint orbit of a semisimple element. In [BC1, Proposition 1.2] the above criterion
was generalized to orbits of arbitrary elements under the adjoint action of real semisimple Lie
groups with semisimple maximal compact subgroups. This in turn led the authors to the natural
question of describing the full second cohomology group of such orbits. Towards this, in [BC1],
the second cohomology groups of the nilpotent orbits in all the complex simple Lie algebras,
under the adjoint action of the corresponding complex group, are computed; see [BC1, Theorems
5.4, 5.5, 5.6, 5.11, 5.12].
The computations in [BC1] naturally motivate us to continue the program for the remaining
much more intricate cases of non-compact real forms of the complex simple Lie algebras. In
[ChMa] the second cohomology groups of nilpotent orbits are computed for most of the nilpotent
orbits in exceptional Lie algebras in this set-up, and for the rest of cases of nilpotent orbits,
which are not covered in the above computations, upper bounds for the dimensions of the second
cohomology groups are obtained; see [ChMa, Theorems 3.2–3.13]. In the present paper we carry
forward what is initiated in [BC1], and using involved computations we describe the second
cohomology groups of the nilpotent orbits in real classical Lie algebras which are non-complex
and non-compact. We first obtain a general result in Theorem 5.2 where the ambient Lie group
is a R-simple algebraic group. We next obtain detailed computations of the second cohomology
groups of all the nilpotent orbits in Theorems 5.7, 5.9, 5.15, 5.25, 5.26, 5.31, 5.37, 5.40. Our
computations, in particular, yield that the second cohomology groups vanish for all the nilpotent
orbits in sln(H), and for most of the nilpotent orbits in sln(R). In the case of su(p, q) the second
cohomology groups of the nilpotent orbits depend on their signed Young diagrams. It also
follows that for the remaining cases of non-compact real forms of classical complex Lie algebras
the second cohomology groups of the nilpotent orbits are related in a straightforward way to
the partition component of the associated signed Young diagrams. The methods involved above
also steered us to describing the first cohomology groups in all the simple Lie algebras except
the non-compact non-complex exceptional ones. Using the generalities in Theorem 5.2 it follows
that the first cohomology groups of nilpotent orbits in non-compact simple Lie algebras are at
the most one dimensional. However, more precise descriptions of the first cohomology groups of
nilpotent orbits are obtained in Theorems 6.1, 6.2, 6.3, 6.4, 6.5, 6.6, 6.7, 6.8. In particular, we
obtain that the first cohomology groups of nilpotent orbits vanish in the cases of all the complex
simple Lie algebras and in sln(H), sp(p, q), sln(R) when n ≥ 3, so(p, q) when p 6= 2, q 6= 2
and (p, q) 6= (1, 1). We also refer to [ChMa] for some results on the dimensions of the first
cohomology groups of nilpotent orbits in non-compact non-complex exceptional Lie algebras.
In [BC1] to facilitate the computations in complex simple Lie algebras a suitable description of
the second cohomology group of any homogeneous space of a connected Lie group was obtained
in [BC1, Theorem 3.3] under the assumption that all the maximal compact subgroups of the Lie
group are semisimple; see [BC2] for a relatively simple proof of [BC1, Theorem 3.3]. As only the
complex simple Lie groups were considered in [BC1], this condition was not restrictive because
the maximal compact subgroups in complex simple Lie groups are in fact simple Lie groups.
However, in the present case of non-compact real forms of complex simple Lie algebras, the max-
imal compact subgroups of the associated simple real Lie groups are not necessarily semisimple,
and hence [BC1, Theorem 3.3] can not be applied anymore, in general, to do the computations.
This necessitates a description of the second cohomology groups of homogeneous spaces of Lie
groups without any imposed conditions on the maximal compact subgroups therein, and this is
formulated in Theorem 3.3, generalizing [BC1, Theorem 3.3]. We also obtain a description of the
first cohomology groups in Theorem 3.6 in the same general set-up as above. Although general
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theories of cohomology groups of (compact) homogeneous spaces are extensively studied in the
past (see, for example [Bo1], [CE], [GHV]) we are unable to locate Theorem 3.3 and Theorem
3.6 in the literature and hence proofs are included for the sake of completeness. On the other
hand, in view of their applicability the above results may be of independent interest as they are
general and hold under a very mild restriction. We deduce stronger consequences of the above
results in the special cases when the ambient Lie groups are complex semisimple or real simple;
see Corollary 3.8 and Theorem 3.9.
We next briefly mention the strategy in our computations. As a preparatory step, we apply
Theorem 3.3 to derive in Theorem 5.2 that the second and the first cohomology groups of
nilpotent orbits in simple Lie algebras are closely related to the maximal compact subgroups
of certain subgroups associated to a copy of sl2(R) containing the nilpotent element. The
computations in [ChMa] also use Theorem 5.2 crucially. Thus, in view of Theorem 5.2, the
main goal in our computations of the second cohomology groups of the nilpotent orbits in real
classical non-complex non-compact Lie algebras is to obtain the descriptions of how certain
suitable maximal compact subgroups in the centralizers of the nilpotent elements are embedded
in certain explicit maximal compact subgroups of the ambient simple Lie groups; see Remark
5.5 for some more details in this regard.
The paper is organized as follows. In Section 2 some notation and terminologies are fixed,
and some backgrounds needed in the paper are recalled. Section 3 deals with the second and
first cohomology groups of general homogeneous spaces of connected Lie groups; Theorem 3.3
and Theorem 3.6 are proved, and some corollaries of them are drawn which are of independent
interest. In Section 4 we workout certain details on nilpotent orbits that are used in Section
5. The computations in Section 4 also lead us to Remark 4.14 where we rectify an error in
[CoMc, p. 139, Lemma 9.3.1] related to the paramatrizations of nilpotent orbits. In Section 5
the second cohomology groups are computed in Theorems 5.7, 5.9, 5.15, 5.25, 5.26, 5.31, 5.37
and 5.40. Finally, in Section 6 the first cohomology groups are computed in Theorems 6.1, 6.2,
6.3, 6.4, 6.5, 6.6, 6.7 and 6.8.
2. Notation and background
In this section we fix some notation which will be used throughout in this paper. Subsequently,
a few specialized notation are mentioned as and when they occur.
Once and for all fix a square root of −1 and call it √−1. The center of a group G is
denoted by Z(G) while the center of a Lie algebra g is denoted by z(g). The Lie groups will
be denoted by the capital letters, while the Lie algebra of a Lie group will be denoted by
the corresponding lower case German letter, unless a different notation is explicitly mentioned.
Sometimes, for notational convenience, the Lie algebra of a Lie group G is also denoted by
Lie(G). The connected component of G containing the identity element is denoted by G◦. For
a subgroup H of G and a subset S of g, the subgroup of H that fixes S pointwise under the
adjoint action is called the centralizer of S in H; the centralizer of S in H is denoted by ZH(S).
Similarly, for a Lie subalgebra h ⊂ g and a subset S ⊂ g, by zh(S) we will denote the subalgebra
of h consisting of all the elements that commute with every element of S.
Let Γ be a group acting linearly on a vector space V . The subspace of V fixed pointwise by
the action of Γ is denoted by V Γ. If G is a Lie group with Lie algebra g, then it is immediate
that the adjoint (respectively, coadjoint) action of G◦ on z(g) (respectively, z(g)∗) is trivial;
in particular, one obtains a natural action of G/G◦ on z(g) (respectively, z(g)∗). We denote
by [z(g)]G/G
◦
(respectively, [z(g)∗]G/G
◦
) the space of points of z(g) (respectively, of z(g)∗) fixed
pointwise under the action of G/G◦.
4 I. BISWAS, P. CHATTERJEE, AND C. MAITY
For a real semisimple Lie group G, an element X ∈ g is called nilpotent if the linear endomor-
phism
ad(X) : g −→ g
is nilpotent. The set of nilpotent elements in g is denoted by Ng. A nilpotent orbit is an orbit of
a nilpotent element in g under the adjoint action of G. The orbit of a nilpotent element X ∈ g
is denoted by OX . The set of all nilpotent orbits in g under the adjoint action of G is denoted
by N (G).
2.1. ǫ-σ Hermitian forms and associated groups. The notation D will stand for either R or
C or H, unless mentioned otherwise. Take a right vector space V defined over D. Let EndD(V )
be the right R-algebra of D-linear endomorphisms of V , and let GL(V) be the group of invertible
elements of EndD(V ). For a D-linear endomorphism T ∈ EndD(V ) and an ordered D-basis B of
V , the matrix of T with respect to B is denoted by [T ]B. Recall that if D = C then EndD(V ) is
also a (right) C-algebra. When D is either R or C, let
tr : EndD(V ) −→ D and det : EndDV −→ D
respectively be the usual trace and determinant maps. Let A be a central simple R-algebra. Let
NrdA : A −→ R
be the reduced norm on A, and let TrdA : A −→ R be the reduced trace on A. When D = R
or C, define
SL(V ) := {z ∈ GL(V ) | det(z) = 1} and sl(V ) := {y ∈ EndD(V ) | tr(y) = 0} .
If D = H then recall that EndD(V ) is a central simple R-algebra. In that case, define
SL(V ) := {z ∈ GL(V ) | NrdEndDV (z) = 1}
and
sl(V ) := {y ∈ EndD(V ) | TrdEndD(V )(y) = 0} .
Let D be R, C or H, as above. Let σ be either the identity map Id or an involution of D,
meaning σ is R-linear with σ2 = Id and σ(xy) = σ(y)σ(x) for all x, y ∈ D. Let ǫ = ±1.
Following [Bo2, § 23.8, p. 264] we call a map
〈·, ·〉 : V × V −→ D
a ǫ-σ Hermitian form if
• 〈·, ·〉 is additive in each argument,
• 〈v, u〉 = ǫσ(〈u, v〉), and
• 〈vα, u〉 = σ(α)〈u, v〉 for all u, v ∈ V and for all α ∈ D.
A ǫ-σ Hermitian form 〈·, ·〉 is called non-degenerate if 〈v, u〉 = 0 for all v if and only if u = 0.
All ǫ-σ Hermitian forms considered here will be assumed to be non-degenerate.
We define
U(V, 〈·, ·〉) := {T ∈ GL(V ) | 〈Tv, Tu〉 = 〈v, u〉 ∀ v, u ∈ V }
and
u(V, 〈·, ·〉) := {T ∈ EndD(V ) | 〈Tv, u〉+ 〈v, Tu〉 = 0 ∀ v, u ∈ V } .
We next define
SU(V, 〈·, ·〉) := U(V, 〈·, ·〉) ∩ SL(V ) and su(V, 〈·, ·〉) := u(V, 〈·, ·〉) ∩ sl(V ) .
Recall that su(V, 〈·, ·〉) is a simple Lie algebra (cf. [Kn, Chapter I, Section 8]).
If D = C, then multiplication by
√−1 sends the non-degenerate ǫ-σ Hermitian forms on
V with ǫ = −1, σ 6= Id to the non-degenerate ǫ-σ Hermitian forms with ǫ = 1, σ 6= Id,
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and this mapping is a bijection. Hence, when D = C and σ 6= Id, we consider only the case
where ǫ = 1. If D = H and σ = Id, then it can be easily seen that 〈·, ·〉 ≡ 0. As 〈·, ·〉 is
assumed to be non-degenerate, this, in particular, implies that there is no form 〈·, ·〉 on V with
D = H, σ = Id.
We define the usual conjugations σc on C by σc(x1 +
√−1x2) = x1 −
√−1x2, and on H by
σc(x1+ix2+jx3+kx4) = x1−ix2−jx3−kx4, xi ∈ R for i = 1, · · · , 4. Define |z| := (zσc(z))1/2,
for z ∈ D. For α ∈ H∗ define
Cα : H −→ H , x 7−→ αxα−1 .
Clearly Cα is a R-algebra automorphism, and Cα = Cα/|α|. When D = H, the following facts
justify that it is enough to consider the involution σc instead of arbitrary involutions. The proof
of the next lemma is a straightforward application of Skolem-Noether theorem which can be
found in [Bo2, § 23.7, p. 262].
Lemma 2.1 (cf. [Bo2, § 23.7, p. 262]). Let σ : H −→ H be R-linear with σ(xy) = σ(y)σ(x)
for all x, y ∈ H. Then σ is an involution, meaning σ2 = Id, if and only if either σ = σc or
σ = Cα ◦ σc for some α with α2 = −1.
Lemma 2.2 (cf. [Bo2, § 23.8, p. 264]). Let σ : H −→ H be an involution, ǫ = ±1 and
〈·, ·〉 : V × V −→ D
a ǫ-σ Hermitian form. Let δ = ±1 and α ∈ H such that |α| = 1 and ασ(α)−1 = δ. Then
α〈·, ·〉 is a δǫ-Cα ◦ σ Hermitian form.
As a consequence of Lemma 2.2 if σ : H −→ H is an involution, ǫ = ±1 and
〈·, ·〉 : V × V −→ D
a ǫ-σ Hermitian form, then α〈·, ·〉 is a ǫ-σc Hermitian form with α ∈ H being such that σ =
Cα ◦ σc and α2 = −1 (as in Lemma 2.1). In particular, an immediate consequence is that if
σ, ǫ and 〈·, ·〉 are as above, then there exists a ǫ-σc Hermitian form, say, 〈·, ·〉′ : V × V −→ D
such that SU(V, 〈·, ·〉) = SU(V, 〈·, ·〉′) and su(V, 〈·, ·〉) = su(V, 〈·, ·〉′). In view of the above
observations, without loss of generality, we may only consider the involution σc. From now on
we will restrict to the involution σc instead of arbitrary involutions on D.
The case where D = C, σ = Id and ǫ = ±1 is already investigated in [BC1]. Here the
remaining three cases
(1) D = R, σ = Id and ǫ = ±1,
(2) D = C, σ = σc and ǫ = 1, and
(3) D = H, σ = σc and ǫ = ±1
will be investigated.
We next introduce certain standard nomenclature associated to the specific values of ǫ and σ.
If σ = σc and ǫ = 1, then 〈·, ·〉 is called a Hermitian form. When σ = σc and ǫ = −1, then
〈·, ·〉 is called a skew-Hermitian form. The form 〈·, ·〉 is called symmetric if σ = Id and ǫ = 1.
Lastly, if σ = Id and ǫ = −1, then 〈·, ·〉 is called a symplectic form. If 〈·, ·〉 is a symmetric
form on V , define
SO(V, 〈·, ·〉) := SU(V, 〈·, ·〉) and so(V, 〈·, ·〉) := su(V, 〈·, ·〉) .
Similarly, if 〈·, ·〉 is a symplectic form on V , then define
Sp(V, 〈·, ·〉) := SU(V, 〈·, ·〉) and sp(V, 〈·, ·〉) := su(V, 〈·, ·〉) .
When D = H and 〈·, ·〉 is a skew-Hermitian form on V , define
SO∗(V, 〈·, ·〉) := SU(V, 〈·, ·〉) and so∗(V, 〈·, ·〉) := su(V, 〈·, ·〉) .
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As before, V is a right vector space over D. We now introduce some terminologies associated
to certain types of D-basis of V . When either D = R, σ = Id or D = C, σ = σc or D =
H, σ = σc, for a 1-σ Hermitian form 〈·, ·〉 on V , an orthogonal basis A of V is called standard
orthogonal if 〈v, v〉 = ±1 for all v ∈ A. For a standard orthogonal basis A of V , set
p := #{v ∈ A | 〈v, v〉 = 1} and q := #{v ∈ A | 〈v, v〉 = −1} .
The pair (p, q), which is independent of the choice of the standard orthogonal basis A, is called
the signature of 〈·, ·〉. When D = C and σ = σc, if 〈·, ·〉 is a skew-Hermitian form on V
then
√−1〈·, ·〉 is a Hermitian form on V ; in this case the signature of 〈·, ·〉 is defined to be the
signature of the Hermitian form
√−1〈·, ·〉.
In the case where D = R or C, σ = Id and ǫ = −1, the dimension dimD V is an even
number. Let 2n = dimD V . In this case an ordered basis B := (v1, · · · , vn; vn+1, · · · , v2n) of
V is said to be symplectic if 〈vi, vn+i〉 = 1 for all 1 ≤ i ≤ n and 〈vi, vj〉 = 0 for all j 6= n+ i.
The ordered set (v1, · · · , vn) is called the positive part of B and it is denoted by B+. Similarly,
the ordered set (vn+1, · · · , v2n) is called the negative part of B, and it is denoted by B−. The
complex structure on V associated to the above symplectic basis B is defined to be the R-linear
map
JB : V −→ V , vi 7−→ vn+i , vn+i 7−→ −vi ∀ 1 ≤ i ≤ n .
If D = H and 〈·, ·〉 is a skew-Hermitian form on V , an orthogonal H-basis
B := (v1, · · · , vm)
of V (m := dimH V ) is said to be standard orthogonal if 〈vr, vr〉 = j for all 1 ≤ r ≤ m and
〈vr, vs〉 = 0 for all r 6= s.
Take P = (pij) ∈ Mr×s(D). Then P t denotes the transpose of P . If D = C or H, then
define P := (σc(pij)). Let
Ip,q :=
(
Ip
−Iq
)
, Jn :=
( −In
In
)
. (2.1)
The classical groups and Lie algebras that we will be working with are:
SLn(R) := {g ∈ GLn(R) | det(g) = 1}, sln(R) := {z ∈ Mn(R) | tr(z) = 0};
SLn(H) := {g ∈ GLn(H) | NrdMn(H)(g) = 1}, sln(H) := {z ∈ Mn(H) | TrdMn(H)(z) = 0};
SU(p, q) := {g ∈ SLp+q(C) | gtIp,qg = Ip,q}, su(p, q) := {z ∈ slp+q(C) | ztIp,q + Ip,qz = 0};
SO(p, q) := {g ∈ SLp+q(R) | gtIp,qg = Ip,q}, so(p, q) := {z ∈ slp+q(R) | ztIp,q + Ip,qz = 0};
Sp(p, q) := {g ∈ SLp+q(H) | gtIp,qg = Ip,q}, sp(p, q) := {z ∈ slp+q(H) | ztIp,q + Ip,qz = 0};
Sp(n,R) := {g ∈ SL2n(R) | gtJng = Jn}, sp(n,R) := {z ∈ sl2n(R) | ztJn + Jnz = 0};
SO∗(2n) := {g ∈ SLn(H) | gtjIng = jIn}, so∗(2n) := {z ∈ sln(H) | ztjIn + jInz = 0}.
For any group H, let Hn∆ denote the diagonally embedded copy of H in the n-fold direct
product Hn. Let V be a vector space over D. Define dV : EndD(V ) −→ D∗ to be dV := det if
D = C or R, and dV := NrdEndDV if D = H. Let now Vi, 1 ≤ i ≤ m, be right vector spaces
over D. As before, D is either R or C or H. For every 1 ≤ i ≤ m, let Hi ⊂ GL(Vi) be a matrix
subgroup. Now define the subgroup
S
(∏
i
Hi
)
:=
{
(h1, · · · , hm) ∈
m∏
i=1
Hi
∣∣∣ ∏
i
dVi(hi) = 1
}
⊂
m∏
i=1
Hi .
The following notation will allow us to write block-diagonal square matrices with many blocks
in a convenient way. For r-many square matrices Ai ∈ Mmi(D), 1 ≤ i ≤ r, the block diagonal
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square matrix of size
∑
mi ×
∑
mi, with Ai as the i-th block in the diagonal, is denoted by
A1 ⊕ · · · ⊕ Ar. This is also abbreviated as ⊕ri=1Ai. Furthermore, if B ∈ Mm(D) and s is a
positive integer, then denote BsN := B ⊕ · · · ⊕B︸ ︷︷ ︸
s-many
.
For a Lie algebra g over R, a subset {X, H, Y } ⊂ g is said to be a sl2(R)-triple if X 6= 0,
[H, X] = 2X, [H, Y ] = −2Y and [X, Y ] = H. It is immediate that SpanR{X, H, Y } for
a sl2(R)-triple {X, H, Y } ⊂ g is a R-subalgebra of g which is isomorphic to the Lie algebra
sl2(R). We now recall a well-known result due to Jacobson and Morozov.
Theorem 2.3 (Jacobson-Morozov, cf. [CoMc, Theorem 9.2.1]). Let X ∈ g be a non-zero
nilpotent element in a real semisimple Lie algebra g. Then there exist H, Y ∈ g such that
{X, H, Y } ⊂ g is a sl2(R)-triple.
We now state a result relating two sl2(R)-triples with common elements.
Lemma 2.4 (cf. [CoMc, Lemma 3.4.4]). Let X be a nilpotent element, and let H be a semisimple
element, in a Lie algebra g such that {X, H, Y1} and {X, H, Y2} are two sl2(R)-triples in g.
Then Y1 = Y2.
We now record an immediate consequence of the above result.
Lemma 2.5. Let {X, H, Y } be a sl2-triple in the Lie algebra g of a Lie group G. Then
ZG(X,H) = ZG(X,H, Y ).
Proof. To prove the lemma it suffices to show that ZG(X,H) ⊂ ZG(X,H, Y ). Take any g ∈
ZG(X,H). Then {Ad(g)X, Ad(g)H, Ad(g)Y } = {X, H, Ad(g)Y } is another sl2-triple in g
containing X and H. Using Lemma 2.4 we have Ad(g)Y = Y , implying that g ∈ ZG(X,H, Y ).

The following lemma is a basic fact which readily follows from the Skolem-Noether theorem.
Lemma 2.6. Let α, β ∈ H∗ be such that Re(α) = Re(β) and |α| = |β|. Then there exists an
element λ ∈ H∗ with |λ| = 1 such that α = λβλ−1.
2.2. Partitions and (signed) Young diagrams. An ordered set of order n is a n-tuple
(v1, · · · , vn), where v1, · · · , vn are elements of some set, such that vi 6= vj if i 6= j. If
w ∈ {v1, · · · , vn}, then write w ∈ (v1, · · · , vn). For two ordered sets (v1, · · · , vn) and
(w1, · · · , wm), the ordered set (v1, · · · , vn, w1, · · · , wm) will be denoted by
(v1, · · · , vn) ∨ (w1, · · · , wm) .
Furthermore, for k-many ordered sets (vi1, · · · , vini), 1 ≤ i ≤ k, define the ordered set (v11 , · · · , v1n1)
∨ · · ·∨ (vk1 , · · · , vknk) to be the following juxtaposition of ordered sets (vi1, · · · , vini) with increas-
ing i:
(v11 , · · · , v1n1) ∨ · · · ∨ (vk1 , · · · , vknk) := (v11 , · · · , v1n1 , · · · , vk1 , · · · , vknk) .
A partition of a positive integer n is an object of the form [dt11 , · · · , dtss ], where ti, di ∈ N,
1 ≤ i ≤ s, such that ∑si=1 tidi = n, ti ≥ 1 and di+1 > di > 0 for all i; see [CoMc, § 3.1,
p. 30]. If [dt11 , · · · , dtss ] is a partition of n in the above sense then ti is called the multiplicity of
di. Henceforth, the multiplicity of di will be denoted by tdi ; this is to avoid any ambiguity. Let
P(n) denote the set of all partitions of n. For a partition d = [dtd11 , · · · , dtdss ] of n, define
Nd := {di | 1 ≤ i ≤ s} , Ed := Nd ∩ (2N) , Od := Nd \ Ed. (2.2)
Further define
O1d := {d | d ∈ Od, d ≡ 1 (mod 4)} and O3d := {d | d ∈ Od, d ≡ 3 (mod 4)}. (2.3)
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Following [CoMc, Theorem 9.3.3], a partition d of n will be called even if Nd = Ed. Let Peven(n)
be the subset of P(n) consisting of all even partitions of n. We call a partition d of n to be very
even if
• d is even, and
• tη is even for all η ∈ Nd.
Let Pv.even(n) be the subset of P(n) consisting of all very even partitions of n. Now define
P1(n) := {d ∈ P(n) | tη is even for all η ∈ Ed}
and
P−1(n) := {d ∈ P(n) | tθ is even for all θ ∈ Od} .
Clearly, we have Pv.even(n) ⊂ P1(n).
Following [CoMc, p. 140] we define a Young diagram to be a left-justified array of rows of
empty boxes arranged so that no row is shorter than the one below it; the size of a Young
diagram is the number of empty boxes appearing in it. There is an obvious correspondence
between the set of Young diagrams of size n and the set P(n) of partitions of n. Hence the
set of Young diagrams of size n is also denoted by P(n). A signed Young diagram is a Young
diagram in which every box is labeled with +1 or −1 such that the sign of 1 alternate across
rows except when the length of the row is of the form 3 (mod 4). In the latter case when the
length of the row is of the form 3 (mod 4) we will alternate the sign of 1 till the last but one and
repeat the sign of 1 in the last box as in the last but one box; see Remark 4.14 why the choices
of signs in this case deviate from that in the previous cases. The sign of 1 need not alternate
down columns. Two signed Young diagrams are equivalent if and only if each can be obtained
from the other by permuting rows of equal length. The signature of a signed Young diagram is
the ordered pair of integers (p, q) where p-many +1 and q-many −1 occur in it.
We next define certain sets using collections of matrices with entries comprising of signs ±1,
which are easily seen to be in bijection with sets of equivalence classes of various types of signed
Young diagrams. These sets will be used in parametrizing the nilpotent orbits in the classical
Lie algebras.
For a partition d ∈ P(n) and d ∈ Nd, we define the subset Ad ⊂ Mtd×d(C) of matrices
(mdij) with entries in the set {±1} as follows :
Ad := {(mdij) ∈ Mtd×d(C) | (mdij) satisfies (Yd.1) and (Yd.2)} . (2.4)
Yd.1 There is an integer 0 ≤ pd ≤ td such that
mdi1 :=
{
+1 if 1 ≤ i ≤ pd
−1 if pd < i ≤ td.
Yd.2
mdij := (−1)j+1mdi1 if 1 < j ≤ d, d ∈ Ed ∪O1d;
mdij :=
{
(−1)j+1mdi1 if 1 < j ≤ d− 1
−mdi1 if j = d
, d ∈ O3d .
For any (mdij) ∈ Ad set
sgn+(m
d
ij) := #{(i, j) | 1 ≤ i ≤ td, 1 ≤ j ≤ d, mdij = +1}
and
sgn−(m
d
ij) := #{(i, j) | 1 ≤ i ≤ td, 1 ≤ j ≤ d, mdij = −1} .
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Let Sd(n) := Ad1 × · · · ×Ads . For a pair of non-negative integers (p, q) with p+ q = n we now
define the subset Sd(p, q) ⊂ Sd(n) by
Sd(p, q) :=
{
(Md1 , . . . ,Mds) ∈ Sd(n) |
s∑
i=1
sgn+Mdi = p,
s∑
i=1
sgn−Mdi = q
}
. (2.5)
We also define
Y(p, q) := {(d, sgn) | d ∈ P(n), sgn ∈ Sd(p, q)} . (2.6)
It is easy to see that there is a natural bijection between the set Y(p, q) and the equivalence
classes of signed Young diagrams of size p+ q with signature (p, q). Hence, we will call Y(p, q)
the set of equivalence classes of signed Young diagrams of size p+ q with signature (p, q).
For any d ∈ P(n) and d ∈ Nd, define the subset Ad,1 of Ad by
Ad,1 := {(mdij) ∈ Ad | mdi 1 = +1 ∀ 1 ≤ i ≤ td} .
Further define Seven
d
(p, q) ⊂ Sd(p, q) and Soddd (n) ⊂ Sd(n) by
Sevend (p, q) := {(Md1 , . . . , Mds) ∈ Sd(p, q) | Mη ∈ Aη,1 ∀ η ∈ Ed} (2.7)
and
Sodd
d
(n) := {(Md1 , . . . , Mds) ∈ Sd(n) | Mθ ∈ Aθ,1 ∀ θ ∈ Od} . (2.8)
For a pair (p, q) of non-negative integers we define the sets Yeven(p, q) and Yeven1 (p, q) by
Yeven(p, q) := {(d, sgn) | d ∈ P(n), sgn ∈ Sevend (p, q)}, (2.9)
Yeven1 (p, q) := {(d, sgn) | d ∈ P1(n), sgn ∈ Sevend (p, q)}. (2.10)
Similarly, for a non-negative integer n, set
Yodd(n) := {(d, sgn) | d ∈ P(n), sgn ∈ Soddd (n)}, (2.11)
Yodd−1 (2n) := {(d, sgn) | d ∈ P−1(2n), sgn ∈ Soddd (2n)} . (2.12)
Let d ∈ P(n). For θ ∈ Od and Mθ := (mθrs) ∈ Aθ, define
l+θ,i(Mθ) := #{j | mθij = +1} and l−θ,i(Mθ) := #{j | mθij = −1}
for all 1 ≤ i ≤ tθ; set
S ′d(p, q) :=
{
(Md1 , · · · ,Mds) ∈ Sevend (p, q)
∣∣∣∣ l+θ,i(Mθ) is even for all θ ∈ Od, 1 ≤ i ≤ tθor l−θ,i(Mθ) is even for all θ ∈ Od, 1 ≤ i ≤ tθ
}
.
3. The second and first cohomologies of homogeneous spaces
In this section we obtain convenient descriptions of the second and the first cohomology
groups of homogeneous spaces of general connected Lie groups with the purpose of applying
them in the computations done in Sections 5 and 6. The main results are Theorems 3.3, 3.6,
and they hold under the mild restriction that isotropy subgroups have finitely many connected
components. Moreover, the results generalize those of [BC1, § 3] where it is assumed that
the maximal compact subgroups of the ambient Lie groups are semisimple. We apply the above
results to derive a stronger consequence in Theorem 3.9 where the ambient Lie group real simple.
Given a Lie algebra a and an integer n ≥ 0, let Ωn(a) denote the space of all n-forms on
a. A n-form ω ∈ Ωn(a) is said to annihilate a given subalgebra b ⊂ a if ω(X1, · · · , Xn) = 0
whenever Xi ∈ b for some i. Let Ωn(a/b) denote the space of n-forms on a which annihilate b.
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Let L be a compact Lie group with Lie algebra l. Let J ⊂ L be a closed subgroup with
Lie algebra j ⊂ l. The space of J-invariant p-forms on l will be denoted by Ωp(l)J . Note that
ω ∈ Ωp(l)J◦ if and only if
p∑
i=1
ω(X1, · · · , [Y, Xi], · · · , Xp) = 0 (3.1)
for all Y ∈ j and all (X1, · · · , Xp) ∈ lp. For a continuous function
W : J −→ Ωp(l)
and a Haar measure µJ on J , define the integral
∫
J W (g)dµJ (g) ∈ Ωp(l) as follows:
(
∫
J
W (g)dµJ (g))(X1, · · · , Xp) :=
∫
J
W (g)(X1, · · · , Xp)dµJ (g), (X1, · · · , Xp) ∈ lp .
The above integral
∫
J W (g)dµJ(g) is also denoted by
∫
J WdµJ . The following equations are
straightforward.
d
∫
J
WdµJ =
∫
J
dWdµJ ; (3.2)
For any a ∈ L,
Ad(a)∗
∫
J
WdµJ =
∫
J
Ad(a)∗WdµJ . (3.3)
For any ω ∈ Ωp(l), from the left-invariance of the Haar measure µJ on J it follows that∫
J
(Ad(g)∗ω)dµJ(g) ∈ Ωp(l)J .
Lemma 3.1. Let L be a compact Lie group with Lie algebra l. Let p ≥ 1 be an integer.
(1) If ω ∈ Ωp(l) is invariant then dω = 0.
(2) Every element of Hp(l, R) contains an unique invariant ω ∈ Ωp(l).
(3) If J ⊂ L is a closed subgroup, then
Ωp(l)J ∩ d(Ωp−1(l)) = d(Ωp−1(l)J ) .
(4) If L is connected and ω ∈ Ω2(l), then ω ∈ Ω2(l)L if and only if ω ∈ Ω2(l/[l, l]).
Proof. Statement (1) is proved in [CE, p. 102, 12.3]. Statement (2) is proved in [CE, p. 102,
Theorem 12.1].
To prove (3), note that it suffices to show that
Ωp(l)J ∩ d(Ωp−1(l)) ⊂ d(Ωp−1(l)J ) .
Let µJ denote the Haar measure on J such that µJ(J) = 1. For any ω ∈ Ωp(l)J ∩ d(Ωp−1(l)),
we have ω = dν for some ν ∈ Ωp−1(l). Now as ω is J-invariant, it follows that
ω = Ad(g)∗dν = dAd(g)∗ν (3.4)
for all g ∈ J . In particular, from (3.4) we have
ω =
∫
J
(dAd(g)∗ν)dµJ(g) = d
∫
J
(Ad(g)∗ν)dµJ(g) .
As µJ is preserved by the left multiplication by elements of J , it now follows that∫
J
(Ad(g)∗ν)dµJ(g) ∈ Ωp−1(l)J .
This in turn implies that ω ∈ d(Ωp−1(l)J ).
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The proof of (4) is essentially contained in the proof of [Br, p. 309, Corollary 12.9]; we will give
the details. Take any ω ∈ Ω2(l)L. Lemma 3.1(1) says that dω = 0. Thus, for all x, y, z ∈ l,
dω(x, y, z) = −ω([x, y], z) + ω([x, z], y)− ω([y, z], x) = 0 . (3.5)
As ω is L-invariant, we also have
− ω([x, y], z) + ω([x, z], y) = −(ω([x, y], z) + ω(y, [x, z]) = 0 . (3.6)
From (3.5) and (3.6) it follows that ω([y, z], x) = 0, therefore
ω([l, l], l) = 0.
This is equivalent to saying that ω ∈ Ω2(l/[l, l]).
Conversely, if ω([l, l], l) = 0, then it is immediate that ω satisfies (3.1) for p = 2. In
particular, as L is connected, we conclude that ω ∈ Ω2(l)L. This completes the proof of (4). 
Theorem 3.2 ([Mo]). Let G be a connected Lie group, and let H ⊂ G be a closed subgroup
with finitely many connected components. Let M be a maximal compact subgroup of G such
that M ∩ H is a maximal compact subgroup of H. Then the image of the natural embedding
M/(M ∩H) →֒ G/H is a deformation retraction of G/H.
Theorem 3.2 is proved in [Mo, p. 260, Theorem 3.1] under the assumption thatH is connected.
However, as mentioned in [BC1], using [Ho, p. 180, Theorem 3.1], the proof as in [Mo] goes
through when H has finitely many connected components.
Let G, H, M be as in Theorem 3.2, and letK := M∩H. As M/K →֒ G/H is a deformation
retraction by Theorem 3.2, we have
H i(G/H, R) ≃ H i(M/K, R) for all i . (3.7)
Theorem 3.3. Let G be a connected Lie group, and let H ⊂ G be a closed subgroup with
finitely many connected components. Let K be a maximal compact subgroup of H, and let M be
a maximal compact subgroup of G containing K. Then,
H2(G/H, R) ≃ Ω2( m
[m, m] + k
)⊕ [(z(k) ∩ [m, m])∗]K/K◦ .
Proof. In view of (3.7) it is enough to show that
H2(M/K, R) ≃ Ω2(m/([m, m] + k))⊕ [(z(k) ∩ [m, m])∗]K/K◦ . (3.8)
As M is compact and connected, from [Sp, p. 310, Theorem 30] and the formula given in [Sp,
p. 313] we conclude that there are natural isomorphisms
H i(M/K, R) ≃ Ker (d : Ω
i(m/k)K → Ωi+1(m/k)K)
d(Ωi−1(m/k)K)
∀ i . (3.9)
Setting i = 2 in (3.9),
H2(M/K, R) ≃ Ker (d : Ω
2(m/k)K → Ω3(m/k)K)
d(Ω1(m/k)K)
. (3.10)
The numerator and the denominator in (3.10) will be identified.
We claim that
Ker (d : Ω2(m/k)K → Ω3(m/k)K) = Ω2(m/k)M ⊕ d(Ω1(m)K). (3.11)
To prove the claim, first note that d(Ω2(m/k)M ) = 0 by Lemma 3.1(1). Therefore, we have
Ω2(m/k)M + d(Ω1(m)K) ⊂ Ker (d : Ω2(m/k)K → Ω3(m/k)K) .
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To prove the converse, take any ω ∈ Ker (d : Ω2(m/k)K → Ω3(m/k)K). Then by Lemma
3.1(2) there is an element ω˜ ∈ Ω2(m)M such that
ω − ω˜ ∈ d(Ω1(m)) . (3.12)
As ω ∈ Ω2(m)K and ω˜ ∈ Ω2(m)M , it follows that ω − ω˜ ∈ Ω2(m)K . So (3.12) and Lemma
3.1(3) together imply that
ω − ω˜ ∈ d(Ω1(m)K) .
Take any f ∈ Ω1(m)K such that ω − ω˜ = df . As f ∈ Ω(m)K , it follows that df ∈ Ω2(m/k)K .
Thus ω˜ ∈ Ω2(m/k)M . This in turn implies that ω ∈ Ω2(m/k)M + d(Ω1(m)K). Therefore,
Ω2(m/k)M + d(Ω1(m)K) ⊃ Ker (d : Ω2(m/k)K → Ω3(m/k)K) .
To complete the proof of the claim, it now remains to show that
Ω2(m/k)M ∩ d(Ω1(m)K) = 0 . (3.13)
To prove (3.13), take any f1 ∈ Ω1(m)K such that df1 ∈ Ω2(m/k)M . From Lemma 3.1(3) it
follows that df1 = df2 for some f2 ∈ Ω1(m)M . But then from Lemma 3.1(1) it follows that
df2 = 0. Thus we have df1 = df2 = 0. This proves (3.13), and the proof of the claim is
complete.
Combining (3.10) and (3.11),
H2(M/K, R) ≃ Ω2(m/k)M ⊕ d(Ω
1(m)K)
d(Ω1(m/k)K)
. (3.14)
Moreover, as M is connected, Lemma 3.1(4) implies that
Ω2(m/k)M ≃ Ω2( m
[m, m] + k
) . (3.15)
We have
Ker(d : Ω1(m)→ Ω2(m)) = Ω1(m/[m, m]).
In view of the above it is straightforward to check that
d(Ω1(m)K)
d(Ω1(m/k)K)
≃ Ω
1(m)K
Ω1(m/k)K +Ω1(m/[m, m])K
. (3.16)
We will identify the right-hand side of (3.16).
Consider the adjoint action of K on m. As K is compact, there is a K-invariant inner-product
〈·, ·〉 on the R-vector space m. Now decompose m as follows.
m =([m, m] + k) + z(m)
=([m, m] + k)⊕ ((([m, m] + k) ∩ z(m))⊥ ∩ z(m)). (3.17)
We next decompose [m,m] + k as
[m, m] + k =
(
([m, m] ∩ k)⊥ ∩ [m, m])⊕ ([m, m] ∩ k)⊕ (([m, m] ∩ k)⊥ ∩ k) . (3.18)
Using (3.17) and (3.18) the decomposition of m is further refined as follows:
m = ([m, m] + k)⊕ ((([m, m] + k) ∩ z(m))⊥ ∩ z(m)) (3.19)
=
(
([m,m] ∩ k)⊥ ∩ [m,m])⊕ ([m, m] ∩ k)⊕ (([m, m] ∩ k)⊥ ∩ k) ⊕ ((([m, m] + k) ∩ z(m))⊥ ∩ z(m)).
It is clear that all the direct summands in (3.19) are K-invariant. For notational convenience,
set
a := (([m, m] + k) ∩ z(m))⊥ and b := ([m, m] ∩ k)⊥ .
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Let
σ : Ω1(m)) = m∗ −→ ([m, m] ∩ b)∗ ⊕ ([m, m] ∩ k)∗ ⊕ (k ∩ b)∗ ⊕ (a ∩ z(m))∗ (3.20)
be the isomorphism defined by
f 7−→ (f |[m,m]∩b, f |[m,m]∩k, f |k∩b, f |a∩z(m)) .
As each of the subspaces of m in (3.19) is Ad(K)–invariant, the restriction of the isomorphism
σ in (3.20) to Ω1(m)K induces an isomorphism
σ˜ : Ω1(m)K
∼−→ (([m, m] ∩ b)∗)K ⊕ (([m, m] ∩ k)∗)K ⊕ ((k ∩ b)∗)K ⊕ ((a ∩ z(m))∗)K . (3.21)
As k = ([m, m] ∩ k)⊕ (k ∩ b) and [m, m] = ([m, m] ∩ k)⊕ ([m, m] ∩ b), it follows that
σ˜(Ω1(m/k)K +Ω1(m/[m, m])K) = (([m, m] ∩ b)∗)K ⊕ ((k ∩ b)∗)K ⊕ ((a ∩ z(m))∗)K . (3.22)
Thus from (3.21) and (3.22) it follows that
Ω1(m)K
Ω1(m/k)K +Ω1(m/[m, m])K
≃ (([m, m] ∩ b)
∗)K ⊕ (([m, m] ∩ k)∗)K ⊕ ((k ∩ b)∗)K ⊕ ((a ∩ z(m))∗)K
(([m, m] ∩ b)∗)K ⊕ ((k ∩ b)∗)K ⊕ ((a ∩ z(m))∗)K
≃ (([m, m] ∩ k)∗)K . (3.23)
As [m, m] ∩ k = [k, k]⊕ (z(k) ∩ [m, m]), it follows that
(([m, m] ∩ k)∗)K ≃ ([k, k]∗)K ⊕ ((z(k) ∩ [m, m])∗)K . (3.24)
In [BC1, § 3, (3.13)] it is proved that
([k, k]∗)K = 0 . (3.25)
Thus from (3.23), (3.24) and (3.25) we have
Ω1(m)K
Ω1(m/k)K +Ω1(m/[m, m])K
≃ ((z(k) ∩ [m, m])∗)K . (3.26)
Combining (3.16) and (3.26),
d(Ω1(m)K)
d(Ω1(m/k)K)
≃ Ω
1(m)K
Ω1(m/k)K +Ω1(m/[m, m])K
≃ ((z(k) ∩ [m, m])∗)K . (3.27)
Moreover, as K◦ acts trivially on ((z(k) ∩ [m, m])∗),
((z(k) ∩ [m, m])∗)K ≃ ((z(k) ∩ [m, m])∗)K/K◦ . (3.28)
Combining (3.27) and (3.28),
d(Ω1(m)K)
d(Ω1(m/k)K)
≃ ((z(k) ∩ [m, m])∗)K/K◦ .
This and (3.15) together imply that the right-hand side of (3.14) coincides with the right-hand
side of (3.8). This completes the proof of the theorem. 
Corollary 3.4. Let G, H, K and M be as in Theorem 3.3. If dimR z(m) = 1, then
H2(G/H, R) ≃ [(z(k) ∩ [m, m])∗]K/K◦ .
Proof. As M is a compact Lie group, we have m = z(m)⊕ [m, m]. Thus,
dimR(m/([m, m] + k)) ≤ 1 .
Now the corollary follows from Theorem 3.3. 
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Corollary 3.5. Let G, H, K and M be as in Theorem 3.3. If K is semisimple, then
H2(G/H, R) ≃ Ω2( m
[m, m] + k
) .
Proof. As K is semisimple, we have z(k) = 0, so it follows from Theorem 3.3. 
Theorem 3.6. Let G, H, K and M be as in Theorem 3.3. Then
H1(G/H, R) ≃ Ω1( m
[m, m] + k
) .
Proof. In view of (3.7) it is enough to show that H1(M/K, R) ≃ Ω1(m/([m, m] + k)). As M is
compact and connected, from [Sp, p. 310, Theorem 30] and the formula given in [Sp, p. 313] it
follows that there are natural isomorphisms
H i(M/K, R) ≃ Ker (d : Ω
i(m/k)K → Ωi+1(m/k)K)
d(Ωi−1(m/k)K)
∀ i . (3.29)
Setting i = 1 in (3.29),
H1(M/K, R) ≃ Ker (d : Ω1(m/k)K → Ω2(m/k)K) . (3.30)
We claim that
Ker (d : Ω1(m/k)K → Ω2(m/k)K) = Ω1(m/k)M . (3.31)
To prove (3.31), first note that Ω1(m/k)M ⊆ Ω1(m/k)K . From Lemma 3.1(1) it follows that
dα = 0 for any α ∈ Ω1(m/k)M . Thus
Ω1(m/k)M ⊆ Ker (d : Ω1(m/k)K → Ω2(m/k)K) .
To prove the other way inclusion, take any α ∈ Ker (d : Ω1(m/k)K → Ω2(m/k)K). Then
dα = 0 which in turn implies that α([X, Y ]) = 0 for all X, Y ∈ m. As M is connected, using
(3.1) it follows that α is M -invariant. This proves the claim in (3.31).
As Ω1(m)M ≃ Ω1(m/[m, m]), it follows that
Ω1(m/k)M ≃ Ω1( m
[m, m] + k
) . (3.32)
Combining (3.30), (3.31), (3.32) we have
H1(M/K, R) ≃ Ω1( m
[m, m] + k
) .
As noted before, the theorem follows from it. 
Corollary 3.7. Let G, H, K and M be as in Theorem 3.3. Moreover, if M is semisimple, then
dimRH
1(G/H, R) = 0 .
Proof. As M is semisimple, we have m = [m, m], and hence the corollary follows from Theorem
3.6. 
Recall that any maximal compact subgroup of a complex semisimple Lie group is semisimple.
The following corollary now follows form (3.7) and Corollary 3.7.
Corollary 3.8. Let G be a connected complex semisimple Lie group, and let H ⊂ G be a closed
subgroup with finitely many connected components. Then
dimRH
1(G/H, R) = 0 .
In the special case where G is a simple real Lie group, the following result is a stronger form
of Theorem 3.3 and Theorem 3.6.
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Theorem 3.9. Let G be a connected simple real Lie group, and let H ⊂ G be a closed subgroup
with finitely many connected components. Let K be a maximal compact subgroup of H and M
a maximal compact subgroup of G containing K. Then
H2(G/H,R) ≃ [(z(k) ∩ [m, m])∗]K/K◦
and
dimRH
1(G/H,R) =
{
1 if k+ [m, m] $ m
0 if k+ [m, m] = m.
In particular, dimRH
1(G/H, R) ≤ 1.
Proof. Since M is a maximal compact subgroup of a real simple Lie group, it follows from
[He, Proposition 6.2, p. 382] that dimR z(m) is either 0 or 1. In both these cases we have
Ω2(m/([m, m] + k)) = 0. In view of Theorem 3.3 and (3.7), it follows that
H2(G/H, R) ≃ [(z(k) ∩ [m, m])∗]K/K◦ .
As G is simple, we have dimR z(m) ≤ 1. Thus, we have either
k+ [m, m] $ m or k+ [m, m] = m .
Therefore, from Theorem 3.6 and (3.7) we conclude that
dimRH
1(G/H,R) =
{
1 if k+ [m, m] $ m
0 if k+ [m, m] = m .

4. Basic results on nilpotent orbits
We recall that the structures of the nilpotent orbits in classical Lie algebras over R or C are
due to Springer and Steinberg and they are obtained in [SpSt, p. 249, 1.6; p. 259, 2.19] using
elementary linear algebra. However, when classical Lie algebras over H are considered, due to
non-commutativity of H the above results does not allow direct extensions. In this section we
overcome this and workout the structures of the nilpotent orbits in all the cases of R, C and H
simultaneously by applying the Jacobson-Morozov Theorem and basics of sl2(R)-representation
theory. This method is suggested in [Mc, § 3.1–3.3, pp. 174-180] and in [CoMc, § 9.3, p. 139].
The main purpose for working out such details is to apply them in § 5. Following the above
approach we also detect an error in [CoMc, Lemma 9.3.1, p. 139] which we point out in Remark
4.14. This led us to modify the definition of signed Young diagrams as given in [CoMc, p. 140]
and choose different signs in the last columns of the associated matrices, as done in Yd.2.
Given an endomorphism T ∈ EndR(W ), where W is a R-vector space, and any λ ∈ R, set
WT,λ := {w ∈ W | Tw = wλ} .
Let V be a right vector space of dimension n over D, where D is, as before, R or C or H. Let
{X, H, Y } ⊂ sl(V ) be a sl2(R)-triple. Note that V is also a R-vector space using the inclusion
R →֒ D. Hence V is a module over SpanR{X, H, Y } ≃ sl2(R). For any positive integer d, let
M(d− 1) denote the sum of all the R-subspaces A of V such that
• dimRA = d, and
• A is an irreducible SpanR{X,H, Y }-submodules of V .
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Then M(d− 1) is the isotypical component of V containing all the irreducible submodules of V
with highest weight d− 1. Let
L(d− 1) := VY,0 ∩M(d− 1) . (4.1)
As the endomorphisms X, H, Y of V are D-linear, the R-subspaces M(d− 1), VY,0 and L(d− 1)
of V are also D-subspaces. Let
td := dimD L(d− 1) .
The next lemma is an elementary application of the standard structure theory of irreducible
sl2(R)-modules.
Lemma 4.1. Let V be a right D-vector space, and let {X, H, Y } ⊂ sl(V ) be a sl2(R)-triple.
Let d be a positive integer such that M(d − 1) 6= 0. Let {w1, w2, · · · , wtd} be any D-basis of
L(d− 1). Then
(1) Xdwj = 0 and H(X
lwj) = X
lwj(2l + 1− d) for all 1 ≤ j ≤ td;
(2) the set {X lwj | 1 ≤ j ≤ td, 0 ≤ l ≤ d− 1} is a D-basis of M(d− 1);
(3) the R-Span of {wj , Xwj , · · · , Xd−1wj} is an irreducible SpanR{X, H, Y }-submodule of
M(d− 1), and moreover, if Wj is the D-Span of {wj , Xwj , · · · , Xd−1wj}, then
M(d− 1) = W1 ⊕W2 ⊕ · · · ⊕Wtd = L(d− 1)⊕XL(d− 1)⊕ · · · ⊕Xd−1L(d− 1) . (4.2)
Proof. As M(d − 1), VY,0 and L(d − 1) of are D-subspaces of V , it suffices to prove the lemma
for D = R. We have the following relations: for 1 ≤ j ≤ td and 0 ≤ l ≤ d− 1,
Hwj = wj(1− d) , H(X lwj) = wj(2l + 1− d) . (4.3)
Using induction on l, it follows from the relations [H, X] = 2X, [H, Y ] = −2Y, [X, Y ] = H,
that Y X lv = (X l−1v)l(d − l) for all v ∈ L(d− 1) and l > 0. This in turn implies that
Y lX lwj = wj(l!)(d − 1)(d − 2) · · · (d− l) . (4.4)
Note that Xdwj = 0 because d− 1 is the highest weight. From (4.3) it follows that X lwj and
Xkwi are linearly independent if l 6= k ; 0 ≤ l, k ≤ d − 1 ; 1 ≤ j, i ≤ td. Furthermore,
(4.4) implies that for each l with 0 ≤ l < d, the vectors {X lwj | 1 ≤ j ≤ td} are R-linearly
independent. It is a basic fact that dimRM(d− 1) = ddimR L(d− 1). Consequently,
{X lwj | 1 ≤ j ≤ td, 0 ≤ l ≤ d− 1}
is a R-basis of M(d− 1). This proves (2). Part (3) follows immediately from (2). 
Consider the non-zero irreducible SpanR{X, H, Y }-submodules of V . Let {d1, · · · , ds}, with
d1 < · · · < ds, be the integers that occur as R-dimension of such SpanR{X, H, Y }-modules.
From Lemma 4.1(2) we have
s∑
i=1
tdidi = dimDV = n .
Thus
d :=
[
d
td1
1 , · · · , dtdss
] ∈ P(n) . (4.5)
Consider Nd, Ed and Od defined in Section 2.2. We have
V =
⊕
d∈Nd
M(d− 1) and L(d− 1) = VY,0 ∩ VH,1−d for d ≥ 1 . (4.6)
When D = R or C Proposition 4.2 follows from [SpSt, p. 249, 1.6].
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Proposition 4.2. Let {X,H, Y } ⊂ sl(V ) be a sl2(R)-triple, where V is a right D-vector space.
For all d ∈ Nd and for any D-basis of L(d− 1), say, {vdj | 1 ≤ j ≤ td := dimD L(d− 1)} the
following two hold:
(1) Xdvdj = 0 and H(X
lvdj ) = X
lvdj (2l + 1− d) for 1 ≤ j ≤ td, 0 ≤ l ≤ d− 1, d ∈ Nd.
(2) For all d ∈ Nd, the set {X lvdj | 1 ≤ j ≤ td, 0 ≤ l ≤ d− 1} is a D-basis of M(d− 1).
In particular, {X lvdj | 1 ≤ j ≤ td, 0 ≤ l ≤ d− 1, d ∈ Nd} is a D-basis of V .
Proof. This follows from Lemma 4.1 and (4.6). 
Henceforth, σ : D −→ D will denote either the identity map or σc (defined in Section 2.1)
when D is C or H. Let 〈·, ·〉 : V × V −→ D be a ǫ-σ Hermitian form. Let X be a non-zero
nilpotent element in su(V, 〈·, ·〉). Using Theorem 2.3, there exists H, Y ∈ su(V, 〈·, ·〉) such that
SpanR{X, H, Y } is isomorphic to sl2(R). Thus, V becomes a SpanR{X, H, Y }-module.
We record the following straightforward but useful fact.
Lemma 4.3 (cf. [Mc, § 2.4, p. 171]). Let σ : D −→ D be either the identity map or σc when
D is C or H. Let 〈·, ·〉 : V × V −→ D be a ǫ-σ Hermitian form. Suppose A ∈ EndD(V ) such
that 〈Ax, y〉+ 〈x, Ay〉 = 0 for all x, y ∈ V . Let v and w be two nonzero elements in V such
that Av = vλ and Aw = wµ for some λ, µ ∈ R. If λ+ µ 6= 0, then 〈v, w〉 = 0.
Proof. As 〈Av, w〉 + 〈v, Aw〉 = 0, it follows immediately that 〈v, w〉(λ + µ) = 0. Now the
lemma follows because λ+ µ 6= 0. 
Lemma 4.4 (cf. [Mc, § 3.2, p. 178]). Let V be a right D-vector space, and ǫ = ±1. Let σ be as
in Lemma 4.3, and let
〈·, ·〉 : V × V −→ D
be a ǫ-σ Hermitian form. Let {X, H, Y } ⊂ su(V, 〈·, ·〉) be a sl2(R)-triple. Let d be as in (4.5),
and let d, d′ ∈ Nd be such that d 6= d′. Then M(d − 1) and M(d′ − 1) are orthogonal with
respect to 〈·, ·〉. In particular, the Hermitian form 〈·, ·〉 on M(d − 1) is non-degenerate for all
d.
Proof. We may assume that d > d′. Let v ∈ L(d − 1) and u ∈ L(d′ − 1). By Lemma 4.3 we
have that 〈v,X lu〉 = 0 when 0 ≤ l ≤ d′ − 1. Moreover, X lu = 0 if l ≥ d′. Thus 〈v, X lu〉 = 0
for all l ≥ 0. Hence, 〈Xhv, X lu〉 = (−1)h〈v, X l+hu〉 = 0. Now the lemma follows from (4.2)
of Lemma 4.1. 
The following lemma, which further decomposes each isotypical component M(d − 1) ⊂ V
into orthogonal subspaces, seems basic. However, as we are unable to locate it in the literature,
we include a proof here.
Lemma 4.5. Let V be a right D-vector space, and ǫ = ±1. Let σ : D −→ D be either the
identity map or σc when D is C or H. Let 〈·, ·〉 : V × V −→ D be a (non-degenerate) ǫ-σ
Hermitian form. Let {X, H, Y } ⊂ su(V, 〈·, ·〉) be a sl2(R)-triple. Let d be as in (4.5), d ∈ Nd
and td := dimD L(d − 1). Then there exists a D-basis {w1, · · · , wtd} of L(d− 1) such that the
set
{X lwj | 1 ≤ j ≤ td, 0 ≤ l ≤ d− 1}
is a D-basis of M(d − 1), and moreover, the value of 〈·, ·〉 on a pair of these basis vector is 0,
except in the following cases:
(1) If σ = σc, then 〈X lwj, Xd−1−lwj 〉 ∈ D∗.
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(2) If σ = Id and ǫ = 1, then 〈X lwj , Xd−1−lwj〉 ∈ D∗ for d odd, and
〈X lwj , Xd−1−lwj+1〉 ∈ D∗
for d even and j odd.
(3) If σ = Id and ǫ = −1, then 〈X lwj , Xd−1−lwj〉 ∈ D∗ for d even, and
〈X lwj , Xd−1−lwj+1〉 ∈ D∗
for d odd and j odd.
Proof. We use induction on dimD V . The proof is divided into two parts.
Part 1. In this part assume that one of the following two holds:
• D = R, σ = Id, and (−1)d−1ǫ = 1;
• D = H or C and σ = σc.
We claim that there is an element x1 ∈ L(d− 1) such that 〈x1, Xd−1x1〉 6= 0.
To prove the claim by contradiction, assume that 〈x, Xd−1x〉 = 0 for all x ∈ L(d − 1).
Lemma 4.3 implies that 〈z1, X lz2〉 = 0 for l 6= d − 1 and z1, z2 ∈ L(d − 1). Fix a nonzero
element x ∈ L(d − 1). Since 〈·, ·〉 is non-degenerate on M(d − 1) ×M(d − 1), there exists an
element y ∈ L(d − 1) such that 〈x, Xd−1y〉 6= 0. As x + y ∈ L(d − 1), we also know that
〈x+ y, Xd−1(x+ y)〉 = 0.
Now we will arrive at a contradiction considering the two cases separately.
First assume that D = R, σ = Id and (−1)d−1ǫ = 1. Then
0 = 〈x+ y, Xd−1(x+ y)〉 = 2〈x, Xd−1y〉 .
This is evidently a contradiction.
Next assume that D = C. Writing 〈x, Xd−1y〉 = a1+
√−1b1 where a1, b1 ∈ R and multiply-
ing y by an appropriate scalar from C if required, we may assume that a1 6= 0 as well as b1 6= 0.
Now the condition 〈x+y, Xd−1(x+y)〉 = 0 implies that (a1+
√−1b1)+(−1)d−1ǫ(a1−
√−1b1) =
0. This contradicts the fact that both a1 and b1 are non-zero.
Finally, assume that D = H. Writing 〈x, Xd−1y〉 = a1+ib1+jc1+kd1 where a1, b1, c1, d1 ∈ R
and multiplying y by an appropriate scalar from H if needed, we may assume that a1 6= 0 and
b1 6= 0. Then,
〈x , Xd−1y〉+ (−1)d−1ǫσ(〈x, Xd−1y〉) = 0 .
From this it follows that (a1 + ib1 + jc1 + kd1) + (−1)d−1ǫ(a1 − ib1− jc1 − kd1) = 0. This gives
a contradiction as both a1 and b1 are nonzero. This completes the proof of the claim.
Let W be the D-Span of {X lx1 | 0 ≤ l ≤ d − 1}, where x1 is the element of L(d − 1)
in the above claim. As the vectors {X lx1 | 0 ≤ l ≤ d − 1} are D-linearly independent, and
〈x1, Xd−1x1〉 6= 0, it follows that 〈·, ·〉 is non-degenerate on W . Hence,
V = W ⊕W⊥ ,
where W⊥ := {v ∈ V | 〈v, W 〉 = 0}. As {X, H, Y } ⊂ su(V, 〈·, ·〉), it follows immediately
that X, H, Y leave W⊥ invariant. Let
X1 := X|W⊥ , H1 := H|W⊥ , Y1 := Y |W⊥ .
Let 〈·, ·〉′ be the restriction of 〈·, ·〉 to W⊥. Then
{X1, H1, Y1} ⊂ su(W⊥, 〈·, ·〉′)
is a sl2(R)-triple. LetMW⊥(d−1) be the isotypical component ofW⊥ consisting of sum of all R-
subspaces B of W⊥ with dimRB = d which are also irreducible SpanR{X1,H1, Y1}-submodules
SECOND COHOMOLOGY GROUPS OF NILPOTENT ORBITS 19
of W⊥. Then we have MW⊥(d−1) = W⊥∩M(d−1) and M(d−1) = W ⊕MW⊥(d−1). Since
dimDW
⊥ < dimD V , from the induction hypothesis, MW⊥(d − 1) has a D-basis satisfying (1),
(2), (3) of the lemma. This D-basis of MW⊥(d− 1) together with the D-basis
{X lx1 | 0 ≤ l ≤ d− 1}
of W will give the required D-basis of M(d − 1). This completes the proof using induction on
dimD V .
Part 2 : Here we deal with the remaining case where D = R, σ = Id and (−1)d−1ǫ = −1.
For all x ∈ L(d− 1), as
〈x, Xd−1x〉 = (−1)d−1ǫ〈x, Xd−1x〉 = −〈x, Xd−1x〉 ,
it is clear that 〈x, Xd−1x〉 = 0. Lemma 4.3 gives that
〈z1, X lz2〉 = 0
for l 6= d− 1, z1, z2 ∈ L(d− 1). Fix any nonzero x1 ∈ L(d− 1). Since 〈·, ·〉 is non-degenerate
onM(d−1)×M(d−1), there exists y1 ∈ L(d−1)\x1D such that 〈x1, Xd−1y1〉 6= 0. LetW ′ be
the D-Span of {X lx1, X ly1 | 0 ≤ l ≤ d−1}. As the vectors {X lx1, X ly1 | 0 ≤ l ≤ d−1} are
D-linearly independent, and 〈x1, Xd−1y1〉 6= 0, it follows that 〈·, ·〉 is non-degenerate on W ′. As
before, define W ′⊥ := {v ∈ V | 〈v, W ′〉 = 0}. As V = W ′⊕W ′⊥, and dimDW ′⊥ < dimD V ,
repeating the argument in part 1 the proof is completed. 
The next result is an analogue of Proposition 4.2 in the presence of a ǫ-σ Hermitian form.
When D = R or C Proposition 4.6 follows from [SpSt, p. 259, 2.19].
Proposition 4.6. Let V be a right D-vector space, ǫ = ±1, σ : D −→ D is either the identity
map or it is σc when D is C or H. Let 〈·, ·〉 : V × V −→ D be a ǫ-σ Hermitian form. Let
{X, H, Y } ⊂ su(V, 〈·, ·〉) be a sl2(R)-triple. Let d ∈ Nd and td := dimD L(d − 1). Then for
all d ∈ Nd, there exists a D-basis {vdj | 1 ≤ j ≤ td} of L(d − 1) such that the following three
hold:
(1) Xdvdj = 0 and H(X
lvdj ) = X
lvdj (2l + 1 − d) for all 1 ≤ j ≤ td, 0 ≤ l ≤ d − 1 and
d ∈ Nd.
(2) For all d ∈ Nd, the set {X lvdj | 1 ≤ j ≤ td, 0 ≤ l ≤ d− 1} is a D-basis of M(d− 1).
In particular,
{X lvdj | 1 ≤ j ≤ td, 0 ≤ l ≤ d− 1, d ∈ Nd}
is a D-basis of V .
(3) The value of 〈·, ·〉 on any pair of the above basis vectors is 0, except in the following
cases:
• If σ = σc, then 〈X lvdj , Xd−1−lvdj 〉 ∈ D∗.
• If σ = Id and ǫ = 1, then 〈X lvdj , Xd−1−lvdj 〉 ∈ D∗ when d ∈ Od, and
〈X lvdj , Xd−1−lvdj+1〉 ∈ D∗
when d ∈ Ed and j is odd.
• If σ = Id and ǫ = −1, then 〈X lvdj , Xd−1−lvdj 〉 ∈ D∗ when d ∈ Ed, and
〈X lvdj , Xd−1−lvdj+1〉 ∈ D∗
when d ∈ Od and j is odd.
Proof. Lemma 4.4 gives the orthogonal decomposition V =
⊕
d∈Nd M(d − 1) with respect to
the non-degenerate form 〈·, ·〉 on V . The proposition now follows from Lemma 4.5. 
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Let 〈·, ·〉 be a ǫ-σ Hermitian form on V . Define the form
(·, ·)d : L(d− 1)× L(d− 1) −→ D , (v, u)d := 〈v , Xd−1u〉 (4.7)
as in [CoMc, p. 139].
Remark 4.7. In [CoMc, p.139], starting with a nilpotent element X ∈ su(V, 〈·, ·〉), the form
in (4.7) is defined on the highest weight space of M(d− 1) involving the element Y of an sl2(R)-
triple {X, H, Y }. However, in Section 5 we work with a basis of M(d− 1) constructed using X
(see Proposition 4.6 (2)). Hence for our convenience the form in (4.7) is defined using X.
Remark 4.8. Observe that if {X, H, Y } is a sl2(R)-triple in the Lie algebra su(V, 〈·, ·〉), and
g ∈ ZGL(V )(X,H, Y ), then (gx, gy)d = (x, y)d for all x, y ∈ L(d−1) if and only if 〈gv, gw〉 =
〈v, w〉 for all v, w ∈ M(d− 1).
Remark 4.9. It is easy to see that when 〈·, ·〉 is Hermitian, then the form (·, ·)d is Hermitian
(respectively, skew-Hermitian) if d is odd (respectively, even). When 〈·, ·〉 is symmetric, then
(·, ·)d is symmetric (respectively, symplectic) if d is odd (respectively, even). When 〈·, ·〉 is
symplectic, then (·, ·)d is symplectic (respectively, symmetric) if d is odd (respectively, even).
Lastly, when 〈·, ·〉 is skew-Hermitian, then (·, ·)d is skew-Hermitian (respectively, Hermitian) if
d is odd (respectively, even).
From Lemma 4.5 it follows that (·, ·)d is non-degenerate. The D-basis elements
{vdj | 1 ≤ j ≤ td}
of L(d− 1) in Proposition 4.6 are modified as follows:
(1) If D = R and ǫ = 1, by suitable rescaling each element of {vdj | 1 ≤ j ≤ td} we may
assume that
• 〈vdj , Xd−1vdj 〉 = ±1 when d ∈ Od, and
• 〈vdj , Xd−1vdj+1〉 = 1 when d ∈ Ed and j is odd.
In particular, (vd1 , · · · , vdtd) is an standard orthogonal basis of L(d − 1) with respect to
(·, ·)d for d ∈ Od. If D = R and ǫ = −1, analogously we may assume that the elements
of the R-basis
{vdj | 1 ≤ j ≤ td}
of L(d− 1) in Proposition 4.6 satisfy the condition that
• 〈vdj , Xd−1vdj 〉 = ±1 when d ∈ Ed, and
• 〈vdj , Xd−1vdtd/2+j〉 = 1 when d ∈ Od and 1 ≤ j ≤ td/2.
In particular, (vd1 , · · · , vdtd) is an orthogonal basis for d ∈ Ed, and
(vd1 , · · · , vdtd/2; vdtd/2+1, · · · , vdtd)
is a symplectic basis for d ∈ Od of L(d− 1) with respect to (·, ·)d.
(2) If D = C, ǫ = 1 and σ = σc, rescaling the elements of the C-basis {vdj | 1 ≤ j ≤ td}
we may assume that
• 〈vdj , Xd−1vdj 〉 = ±1 when d ∈ Od, and
• 〈vdj , Xd−1vdj 〉 = ±
√−1 when d ∈ Ed.
In particular, (vd1 , · · · , vdtd) is an orthogonal basis of L(d − 1) with respect to (·, ·)d for
d ∈ Nd.
(3) If D = H, ǫ = 1 and σ = σc, after rescaling and conjugating the elements of the H-basis
{vdj | 1 ≤ j ≤ td} of L(d − 1) by suitable scalars (see Lemma 2.6) the elements of the
H-basis, we may assume that
• 〈vdj , Xd−1vdj 〉 = ±1 when d ∈ Od, and
• 〈vdj , Xd−1vdj 〉 = j when d ∈ Ed.
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If D = H, ǫ = −1 and σ = σc, analogously we may assume that the elements of the
H-basis {vdj | 1 ≤ j ≤ td} of L(d− 1) satisfy
• 〈vdj , Xd−1vdj 〉 = ±1 when d ∈ Ed, and
• 〈vdj , Xd−1vdj 〉 = j when d ∈ Od.
Let (vd1 , · · · , vdtd) be an ordered D-basis of L(d − 1) as in Proposition 4.6 satisfying the
properties as Remark 4.9. The proofs of the following lemmas are straightforward and they
are omitted.
Lemma 4.10. Let D = R, σ = Id and ǫ = 1. Fix d ∈ Nd and 1 ≤ j ≤ td.
(1) If η ∈ Ed and j is odd, define
wηjl :=

(
X lvηj +X
η−1−lvηj+1
)
1√
2
if 0 ≤ l ≤ η − 1(
X2η−1−lvηj −X l−ηvηj+1
)
1√
2
if η ≤ l ≤ 2η − 1.
Then 〈wηjl, wηj(2η−1−l)〉 = 0, and 〈wηjl, wηjl〉 = (−1)l 〈vηj , Xη−1vηj+1〉.
(2) For θ ∈ Od, define
wθjl :=

(
X lvθj +X
θ−1−lvθj
)
1√
2
if 0 ≤ l < (θ − 1)/2
X lvθj if l = (θ − 1)/2(
Xθ−1−lvθj −X lvθj
)
1√
2
if (θ − 1)/2 < l ≤ θ − 1.
Then 〈wθjl, wθj(θ−1−l)〉 = 0 and
〈wθjl, wθjl〉 =

(−1)l〈vθj ,Xθ−1vθj 〉 if 0 ≤ l < (θ − 1)/2
(−1)l〈vθj ,Xθ−1vθj 〉 if l = (θ − 1)/2
(−1)l+1〈vθj ,Xθ−1vθj 〉 if (θ − 1)/2 < l ≤ θ − 1.
Therefore, for any θ ∈ Od,
〈wθjl, wθjl′)〉 = 0
when l 6= l′ and 0 ≤ l, l′ θ − 1.
Lemma 4.11. Let D = C, σ = σc and ǫ = 1. Fix d ∈ Nd and 1 ≤ j ≤ td.
(1) For η ∈ Ed, define
w˜ηjl :=

(
X lvηj +X
η−1−lvηj
√−1) 1√
2
if 0 ≤ l < η/2(
Xη−1−lvηj −X lvηj
√−1) 1√
2
if η/2 ≤ l ≤ η − 1.
Then 〈w˜ηjl, w˜ηj(η−1−l)〉 = 0 and 〈w˜ηjl, w˜ηjl〉 = (−1)l
√−1〈vηj ,Xη−1vηj 〉.
(2) For θ ∈ Od, define
w˜θjl :=

(
X lvθj +X
θ−1−lvθj
)
1√
2
if 0 ≤ l < (θ − 1)/2
X lvθj if l = (θ − 1)/2(
Xθ−1−lvθj −X lvθj
)
1√
2
if (θ − 1)/2 < l ≤ θ − 1.
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Then 〈w˜θjl, w˜θj(θ−1−l)〉 = 0, and
〈w˜θjl, w˜θjl〉 =

(−1)l〈vθj ,Xθ−1vθj 〉 if 0 ≤ l < (θ − 1)/2
(−1)l〈vθj ,Xθ−1vθj 〉 if l = (θ − 1)/2
(−1)l+1〈vθj ,Xθ−1vθj 〉 if (θ − 1)/2 < l ≤ θ − 1.
Therefore, for any θ ∈ Od,
〈w˜θjl, w˜θjl′)〉 = 0
when l 6= l′ and 0 ≤ l, l′ ≤ θ − 1.
Lemma 4.12. Let D = H, σ = σc and ǫ = 1. Fix d and 1 ≤ j ≤ td.
(1) For η ∈ Ed, define
ŵηjl :=

(
X lvηj +X
η−1−lvηjαj
)
1√
2
if 0 ≤ l < η/2(
Xη−1−lvηj −X lvηjαj
)
1√
2
if η/2 ≤ l ≤ η − 1
where αj = 〈vηj , Xη−1vηj 〉. Then
〈ŵηjl, ŵηj(η−1−l)〉 = 0 and 〈ŵηjl, ŵηjl〉 = (−1)l+1Nrd(〈vηj , Xη−1vηj 〉) .
(2) When θ ∈ Od, define
ŵθjl :=

(
X lvθj +X
θ−1−lvθj
)
1√
2
if 0 ≤ l < (θ − 1)/2
X lvθj if l = (θ − 1)/2(
Xθ−1−lvθj −X lvθj
)
1√
2
if (θ − 1)/2 < l ≤ θ − 1.
Then 〈ŵθjl, ŵθj(θ−1−l)〉 = 0, and
〈ŵθjl, ŵθjl〉 =

(−1)l 〈vθj ,Xθ−1vθj 〉 if 0 ≤ l < (θ − 1)/2
(−1)l〈vθj ,Xθ−1vθj 〉 if l = (θ − 1)/2
(−1)l+1 〈vθj ,Xθ−1vθj 〉 if (θ − 1)/2 < l ≤ θ − 1.
Therefore, for any d ∈ Nd,
〈ŵdjl, ŵdjl′〉 = 0
when l 6= l′ and 0 ≤ l, l′ ≤ d− 1.
The next corollary, which closely follows [CoMc, Lemma 9.3.1], gives a direct correspondence
between the signature of (·, ·)d on L(d − 1) and the signature of 〈·, ·〉 on M(d − 1) when both
〈·, ·〉 and (·, ·)d have signatures. In part (3) of the corollary we record a correct version of a
result in [CoMc, Lemma 9.3.1]. Recall that O1
d
and O3
d
are as in (2.3).
Corollary 4.13. Let 〈·, ·〉 be a ǫ-σ Hermitian form on V . Assume that ǫ = 1, that is, the form
〈·, ·〉 is symmetric or Hermitian.
(1) If d ∈ Ed, then the signature of 〈·, ·〉 on M(d − 1) is
(
dimDM(d − 1)/2, dimDM(d −
1)/2
)
.
(2) If d ∈ O1
d
, and (pd, qd) is the signature of (·, ·)d, then the signature of 〈· , ·〉 on M(d−1)
is
((dimDM(d− 1) + pd − qd)/2, (dimDM(d− 1) + qd − pd)/2).
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(3) If d ∈ O3
d
, and (pd, qd) is the signature of (·, ·)d, then the signature of 〈· , ·〉 on M(d−1)
is
((dimDM(d− 1) + qd − pd)/2, (dimDM(d− 1) + pd − qd)/2).
Proof. This follows directly from Lemmas 4.10, 4.11 and 4.12. 
Remark 4.14. We will now point out an error in [CoMc, p. 139, Lemma 9.3.1], and also explain
why the definition ofmdid in the case of d ∈ O3d as inYd.2 (in Section 2.2) is different from that in
the case of d ∈ Ed ∪O1d. Let D, V be as in Section 4, and let 〈·, ·〉 be a Hermitian (respectively
symmetric) form if D = H, C (respectively, D = R). Take a sl2(R)-triple {X, H, Y } ⊂
su(V, 〈·, ·〉). Note that if d ∈ O3
d
, then the form (·, ·)d in (4.7) is Hermitian (respectively,
symmetric) when D = H, C (respectively, D = R). Let (pd, qd) be the signature of (·, ·)d when
d ∈ O3
d
. Corollary 4.13(3) says that the signature of 〈·, ·〉 restricted to M(d− 1) is
((dimDM(d− 1) + qd − pd)/2, (dimDM(d− 1) + pd − qd)/2)
when d ∈ O3
d
. Set the signs in first column of the matrix (mdij) as in Yd.1, and thus define
mdi1 = +1 when 1 ≤ i ≤ pd, and define mdi1 = −1 when pd < i ≤ td.
However, in the case of d ∈ O3
d
, if we, following [CoMc, p. 139, Lemma 9.3.1], define
mdij = (−1)j+1mdi1
for 1 < j ≤ d, then it can be easily verified that
(sgn+(m
d
ij), sgn−(m
d
ij)) = ((dimDM(d− 1) + pd − qd)/2, (dimDM(d− 1) + qd − pd)/2) .
Thus, if d ∈ O3
d
and pd 6= qd, then appealing to Corollary 4.13(3) we see that the signature of
〈·, ·〉 restricted to M(d−1) does not coincide with (sgn+(mdij), sgn−(mdij)). This shows that the
second statement of [CoMc, p. 139, Lemma 9.3.1] is not true when d ∈ O3
d
and pd 6= qd (this
means that r ≡ 2 (mod 4) in the notation of [CoMc, p. 139, Lemma 9.3.1]). Recall that in
Yd.2 (see Section 2.2), when d ∈ O3
d
we have defined mdij = (−1)j+1mdi1 when 1 < j ≤ d− 1
while mdid := −mdi1. Using the definitions of mdi1 as above we have that
(sgn+(m
d
ij), sgn−(m
d
ij)) = ((dimDM(d− 1) + qd − pd)/2, (dimDM(d− 1) + pd − qd)/2) .
Thus, if we definemdij as inYd.1 andYd.2, then the signature of 〈·, ·〉 onM(d−1) does coincide
with (sgn+(m
d
ij), sgn−(m
d
ij)) for d ∈ Nd.
5. Second cohomology groups of nilpotent orbits
In this section we will compute the second de Rham cohomology groups of the nilpotent orbits
in real classical simple Lie algebras. The case of complex simple Lie algebras was dealt in [BC1],
so this case will not be considered here. At the outset we mention that the justification for some
of the detailed computations done in this section is explained in Remark 5.5.
Lemma 5.1. Let G be a semisimple algebraic group defined over R. Let {X, H, Y } be a sl2(R)-
triple in LieG(R). Then ZG(X,H, Y ) is a (reductive) Levi subgroup of ZG(X) which is defined
over R.
Proof. The nontrivial fact that the group ZG(X,H, Y ) is a (reductive) Levi subgroup of ZG(X)
is proved in [CoMc, p. 50, Lemma 3.7.3]. Since X, H, Y ∈ LieG(R), it is immediate that the
group ZG(X,H, Y ) is defined over R. 
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Theorem 5.2. Let G be an algebraic group defined over R such that G is R-simple. Let
0 6= X ∈ LieG(R)
be a nilpotent element and OX be the orbit of X under the adjoint action of the identity com-
ponent G(R)◦ on LieG(R). Let {X, H, Y } be a sl2(R)-triple in LieG(R). Let K be a maximal
compact subgroup in ZG(R)◦(X,H, Y ) and M a maximal compact subgroup of G(R)◦ containing
K. Then,
H2(OX , R) ≃ [(z(k) ∩ [m, m])∗]K/K◦
and
dimRH
1(OX , R) =
{
1 if k+ [m, m] $ m
0 if k+ [m, m] = m .
Proof. From Lemma 5.1 it follows that the group ZG(X,H, Y ) is a (reductive) Levi subgroup
of ZG(X). In particular, we have the semidirect product decomposition:
ZG(R)◦(X) = ZG(R)◦(X,H, Y )Ru(ZG(X))(R) ,
where Ru(ZG(X)) is the unipotent radical of ZG(X). As Ru(ZG(X))(R) simply connected and
nilpotent, this implies that any maximal compact subgroup in ZG(R)◦(X,H, Y ) is a maximal
compact subgroup in ZG(R)◦(X). Since G(R)◦ is a connected simple real Lie group, the theorem
now follows from Theorem 3.9. 
Let V be a right D-vector space, ǫ = ±1, σ : D −→ D be either the identity map or the
usual conjugation σc when D is C or H, and let 〈·, ·〉 : V × V −→ D be a ǫ-σ Hermitian form.
Let SL(V ) and SU(V, 〈·, ·〉) be the groups defined in Section 2.1. We now follow the notation
established at the beginning of Section 4. Let {X, H, Y } be a sl2(R)-triple in sl(V ), and let
d := [d
td1
1 , · · · , dtdss ] be as in (4.5). Let (vd1 , · · · , vdtd) be the ordered D-basis of L(d − 1) as in
Proposition 4.6 for d ∈ Nd. Then it follows from Proposition 4.2 and Proposition 4.6 that
Bl(d) := (X lvd1 , · · · , X lvdtd) (5.1)
is an ordered D-basis of X lL(d− 1) for 0 ≤ l ≤ d− 1 with d ∈ Nd. Define
B(d) := B0(d) ∨ · · · ∨ Bd−1(d) ∀ d ∈ Nd , and B := B(d1) ∨ · · · ∨ B(ds) . (5.2)
Let
ΛB : End(V ) −→ Mn(D) (5.3)
be the isomorphism of R-algebras with respect to the ordered basis B. Next define the character
χ
d
:
∏
d∈Nd
GL(L(d− 1)) −→ D∗
by
χ
d
(
Atd1 , · · · , Atds
)
:=

∏s
i=1
(
detAtdi
)di if D = R or C∏s
i=1
(
NrdEndH(L(di−1))Atdi
)di if D = H .
Lemma 5.3.
(1) The following equality holds:
ZSL(V )(X,H, Y ) =
{
g ∈ SL(V )
∣∣∣∣∣ g(X
lL(d− 1)) ⊂ X lL(d− 1),[
g|XlL(d−1)
]
Bl(d) =
[
g|L(d−1)
]
B0(d) for all 0 ≤ l < d, d ∈ Nd
}
.
(2) In particular, ZSL(V )(X,H, Y ) ≃
{
g ∈∏d∈Nd GL(L(d− 1)) | χd(g) = 1}.
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(3) If {X, H, Y } is a sl2(R)-triple in su(V, 〈·, ·〉), then
ZSU(V,〈·,·〉)(X,H, Y ) =
g ∈ SL(V )
∣∣∣∣∣∣∣
g(X lL(d− 1)) ⊂ X lL(d− 1),[
g|XlL(d−1)
]
Bl(d) =
[
g|L(d−1)
]
B0(d), (gx, gy)d = (x, y)d
for all d ∈ Nd, 0 ≤ l ≤ d− 1, and x, y ∈ L(d− 1)
 ;
here (·, ·)d is the form on L(d− 1) defined in (4.7).
(4) In particular, ZSU(V,〈·, ·〉)(X,H, Y ) ≃
{
g ∈∏d∈Nd U(L(d− 1), (·, ·)d) | χd(g) = 1}.
Proof. For notational convenience, denote
G :=
{
g ∈ SL(V )
∣∣∣∣∣ g(X lL(d− 1)) ⊂ X lL(d− 1);[g|XlL(d−1)]Bl(d) = [g|L(d−1)]B0(d) ∀ 0 ≤ l ≤ d− 1, d ∈ Nd
}
.
Take any g ∈ ZSL(V )(X,H, Y ). Then g(L(d− 1)) ⊆ L(d− 1) by (4.6). In particular, it follows
that g(X lL(d − 1)) ⊆ X lL(d − 1) because g commutes with X. Let Bd := [g|L(d−1)]B0(d) for
all d ∈ Nd. As g commutes with X, it follows that
[
g|XlL(d−1)
]
Bl(d) = Bd for 0 ≤ l ≤ d − 1.
This proves that ZSL(V )(X,H, Y ) ⊂ G.
Take any h ∈ G. Then h(X lL(d− 1)) ⊂ X lL(d− 1) for all 0 ≤ l ≤ d− 1 and d ∈ Nd. For
every d ∈ Nd, let (adij) denote the matrix[
h|L(d−1)
]
B0(d) ∈ GLtd(D) .
Then (adij) =
[
h|XlL(d−1)
]
Bl(d) for all 0 ≤ l ≤ d− 1.
We will show that h commutes with X and H. From (5.2) it follows that B is a D-basis of V .
Hence to prove that Xh = hX we need to show Xh(X lvdj ) = hX(X
lvdj ) for all 1 ≤ j ≤ td
and 0 ≤ l ≤ d − 1 with d ∈ Nd. However this follows from the following straightforward
computation:
hX(X lvdj ) = hX
l+1vdj =
td∑
i=1
X l+1vdi a
d
ij = X
( td∑
i=1
X lvdi a
d
ij
)
= Xh(X lvdj ) . (5.4)
As H acts as multiplication by a scalar in R (in fact, by a scalar in Z) on the D-basis Bl(d)
(of X lL(d − 1)) for all 0 ≤ l ≤ d − 1 with d ∈ Nd, it is immediate that h commutes with
H. In view of Lemma 2.5, we conclude that h commutes with Y . This completes the proof of
statement (1).
The third statement follows from statement (1) and Remark 4.8. 
Remark 5.4. When D = R or C, the isomorphisms (2) and (4) in Lemma 5.3 were proved in
[SpSt, p. 251, 1.8] and [SpSt, p. 261, 2.25] using only the Jordan canonical forms. However, as
the non-commutativity of H creates technical difficulties in extending these results of [SpSt] to
the case of D = H, we take a different approach by appealing to the Jacobson-Morozov theorem
and the basic results on the structures of finite dimensional representations of sl2(R).
Remark 5.5. We follow the notation of Theorem 5.2 in this remark. Theorem 5.2 asserts that
when M is semisimple, in order to compute H2(OX , R) it is enough to know the isomorphism
class of K. However, when M is not semisimple Theorem 5.2 further says that it is not enough
to know the isomorphism classes of K and M , rather we also need to know how K is embedded
in M . Although the isomorphism classes of M are well-known when G is R-simple, and the
isomorphism classes of K can be obtained immediately using (2) and (4) of Lemma 5.3, hardly
anything can be concluded, from these isomorphism classes, on how K is embedded in M . We
devote the major part in the next Sections 5.3, 5.4, 5.5 and 5.6 to find out how K is sitting
inside M for the nilpotent orbits in g for which M is not semisimple.
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5.1. Second cohomology groups of nilpotent orbits in sln(R). In this subsection we com-
pute the second cohomology groups of nilpotent orbits in sln(R) under the adjoint action of
SLn(R). We will follow notation as defined in §2. First recall a standard parametrization of
N (SLn(R)), the set of all nilpotent orbits in sln(R). Let X ∈ Nsln(R) be a nilpotent element in
sln(R) and OX be the corresponding nilpotent orbit in sln(R) under the adjoint action of SLn(R).
First assume that X 6= 0. Let {X, H, Y } ⊂ sln(R) be a sl2(R)-triple. Let V := Rn be the right
R-vector space of column vectors. Let {d1, . . . , ds} with d1 < · · · < ds be the finite set of natural
numbers that occur as dimension of the non-zero irreducible SpanR{X,H, Y }-submodules of V .
Recall that M(d − 1) is defined to be the isotypical component of V containing all irreducible
submodules of V with highest weight d−1 and as in (4.1), we set L(d−1) := VY,0∩M(d−1). Let
tdr := dimR L(dr − 1) for 1 ≤ r ≤ s. Then
[
d
td1
1 , · · · , dtdss
] ∈ P(n) because ∑sr=1 tdrdr = n.
This induces a map ΨSLn(R) : N (SLn(R)) −→ P(n). It is easy to see that ΨSLn(R)(OX) 6= [1n]
as X 6= 0. By declaring ΨSLn(R)(O0) := [1n] we now have a surjective map
ΨSLn(R) : N (SLn(R)) −→ P(n) . (5.5)
The following known result says that ΨSLn(R) is “almost” a parametrization of the nilpotent
orbits in sln(R).
Theorem 5.6 ([CoMc, Theorem 9.3.3]). For the map ΨSLn(R) in (5.5),
#Ψ−1SLn(R)(d) =
{
1 for all d ∈ P(n) \ Peven(n)
2 for all d ∈ Peven(n).
Theorem 5.7. Let X ∈ sln(R) be a nilpotent element. Let d = [dtd11 , · · · , dtdss ] ∈ P(n) be the
partition associated to the orbit OX (i.e., ΨSLn(R)(OX) = d in the notation of Theorem 5.6).
Then the following hold:
(1) If n ≥ 3, #Od = 1 and tθ = 2 for θ ∈ Od, then dimRH2(OX , R) = 1.
(2) In all the other cases dimRH
2(OX , R) = 0.
Proof. This is obvious when X = 0, so assume that X 6= 0.
The notation in Lemma 5.3 and the paragraph preceding it will be employed. Let {X, H, Y }
⊂ sln(R) be a sl2(R)-triple. Let K be a maximal compact subgroup of ZSLn(R)(X,H, Y ). Let
M be a maximal compact subgroup of SLn(R) containing K. As M ≃ SOn, it follows that
z(k) ∩ [m, m] = 0 when n = 2, and [m, m] = m when n ≥ 3. Thus using Theorem 5.2,
H2(OX , R) ≃
{
0 if n = 2[
z(k)∗
]K/K◦
if n ≥ 3 .
Treating Rn as a SpanR{X,H, Y }-module through the standard action of sln(R), construct a
R-basis B as in (5.2), and consider the R-algebra isomorphism ΛB in (5.3). It now follows from
Lemma 5.3(2) that the restriction of ΛB induces an isomorphism of Lie groups:
ΛB : ZSLn(R)(X,H, Y ) ∼−→ S
( ∏
d∈Nd
GLtd(R)
d
∆
)
. (5.6)
As
∏
d∈Nd(Otd)
d
∆ is a maximal compact subgroup of
∏
d∈Nd GLtd(R)
d
∆, and S(
∏
d∈Nd GLtd(R)
d
∆)
is normal in
∏
d∈Nd GLtd(R)
d
∆, it follows that S
(∏
d∈Nd(Otd)
d
∆
)
is a maximal compact subgroup
of S
(∏
d∈Nd GLtd(R)
d
∆
)
. In view of the above observations it is now clear that for n ≥ 3,
H2(OX , R) ≃ [z(k)∗]K/K◦ where K ≃
∏
η∈Ed
Otη × S
( ∏
θ∈Od
Otθ
)
. (5.7)
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Consider the group A := S(On1 × · · · × Onr) for positive integers n1, · · · , nr. Let a be the
Lie algebra of A. It is then easy to prove (see the proof of Case-2 in [BC1, Theorem 5.6]) that
dimR[z(a)]
A/A◦ =
{
1 if r = 1 and nr = 2
0 otherwise.
(5.8)
It is also immediate that if B1, B2 are Lie groups, B3 := B1 ×B2, and bi, 1 ≤ i ≤ 3, is the
Lie algebra of Bi, then
[z(b3)]
B3/B◦3 ≃ [z(b1)]B1/B◦1 ⊕ [z(b2)]B2/B◦2 . (5.9)
Now the theorem follows from (5.8), (5.9) and (5.7). 
5.2. Second cohomology groups of nilpotent orbits in sln(H). In this subsection we com-
pute the second cohomology groups of nilpotent orbits in sln(H) under the adjoint action of
SLn(H). We will follow notation as defined in §2. First recall a standard parametrization of
N (SLn(H)), the set of all nilpotent orbits in sln(H). Let X ∈ sln(H) be a nilpotent element
with OX being its orbit in sln(H) under the adjoint action of SLn(H). First assume that X 6= 0.
Let {X, H, Y } ⊂ sln(H) be a sl2(R)-triple. Let V := Hn be the right H-vector space of col-
umn vectors. Let {d1, . . . , ds} with d1 < · · · < ds be the integers that occur as R-dimensions of
non-zero irreducible SpanR{X,H, Y }-submodules of V . Recall that M(d − 1) is defined to be
the isotypical component of V containing all irreducible SpanR{X,H, Y }-submodules of V with
highest weight (d − 1), and as in (4.1), we set L(d − 1) := VY,0 ∩M(d − 1). Recall that the
space L(dr − 1) is a H-subspace for r = 1, . . . , s. Let tdr := dimH L(dr − 1) for 1 ≤ r ≤ s. So
[d
td1
1 , · · · , dtdss ] ∈ P(n) as
∑s
r=1 tdrdr = n. This gives a map ΨSLn(H) : N (SLn(H)) −→ P(n).
It follows easily that ΨSLn(H)(OX) 6= [1n]. By declaring ΨSLn(H)(O0) := [1n] we now have a
surjective map
ΨSLn(H) : N (SLn(H)) −→ P(n). (5.10)
Theorem 5.8 ([CoMc, Theorem 9.3.3]). The map ΨSLn(H) in (5.10) is a bijection.
As the Lie algebra sl1(H) is isomorphic to su(2) which is a compact Lie algebra, we will further
assume that n ≥ 2.
Theorem 5.9. For every nilpotent element X ∈ sln(H) when n ≥ 2,
dimRH
2(OX , R) = 0 .
Proof. We assume that X 6= 0 because the theorem is obvious when X = 0.
Suppose that ΨSLn(H)(OX) = d. Using the notation in Lemma 5.3 and the paragraph
preceding it, let {X, H, Y } ⊂ sln(H) be a sl2(R)-triple. Let K be a maximal compact subgroup
in ZSLn(H)(X,H, Y ). As Sp(n) is a maximal compact subgroup of SLn(H), it follows from
Theorem 5.2 that
H2(OX , R) ≃ [z(k)∗]K/K◦ (5.11)
for all X 6= 0. Treating Hn as a SpanR{X,H, Y }-module via the standard action of sln(H), we
construct a H-basis B as in (5.2), and consider the R-algebra isomorphism ΛB in (5.3). It now
follows from Lemma 5.3(2) that the restriction of ΛB induces an isomorphism of Lie groups
ΛB : ZSLn(H)(X,H, Y ) ∼−→ S
( ∏
d∈Nd
GLtd(H)
d
∆
)
.
As
∏
d∈Nd Sp(td)
d
∆ is a maximal compact subgroup of
∏
d∈Nd GLtd(H)
d
∆, and∏
d∈Nd
Sp(td)
d
∆ ⊂ S(
∏
d∈Nd
GLtd(H)
d
∆) ,
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it follows that
∏
d∈Nd Sp(td)
d
∆ is a maximal compact subgroup of S
(∏
d∈Nd GLtd(H)
d
∆
)
. In
particular we have,
K ≃
∏
d∈Nd
Sp(td) .
As z(k) = 0, it now follows from (5.11) that dimRH
2(OX , R) = 0. 
5.3. Second cohomology groups of nilpotent orbits in su(p, q). Let n be a positive integer
and (p, q) be a pair of non-negative integers such that p + q = n. The aim in this subsection
is to compute the second cohomology groups of nilpotent orbits in su(p, q) under the adjoint
action of SU(p, q). As explained before, we need to address only non-compact groups; so it will
be assumed that p > 0 and q > 0. Throughout this subsection 〈·, ·〉 denotes the Hermitian
form on Cn defined by 〈x, y〉 := xtIp,qy, where Ip,q is as in (2.1). We will follow notation as
defined in §2.
First recall a standard parametrization of N (SLn(C)), the set of all nilpotent orbits in sln(C).
Using Proposition 4.2, this can be done as in Section 5.1 for N (SLn(R)). Let X ′ ∈ Nsln(C) be
a nilpotent element. First assume that X ′ 6= 0, and let {X ′, H ′, Y ′} ⊂ sln(C) be a sl2(R)-
triple. Let V := Cn be the right C-vector space of column vectors. Let {c1, · · · , cl}, with
c1 < · · · < cl, be the finitely many ordered integers that occur as R-dimension of non-zero
irreducible SpanR{X ′,H ′, Y ′}-submodules of V . Recall that M(c − 1) is defined to be the
isotypical component of V containing all irreducible SpanR{X ′,H ′, Y ′}-submodules of V with
highest weight (c − 1), and as in (4.1), we set L(c − 1) := VY ′,0 ∩M(c − 1). Recall that the
space L(cr − 1) is a C-subspace for 1 ≤ r ≤ l. Let tcr := dimC L(cr − 1) for 1 ≤ r ≤ l. Then
as
∑l
r=1 tcrcr = n, we have [c
tc1
1 , · · · , c
tcl
l ] ∈ P(n). Define ΨSLn(C)(OX′) := [c
tc1
1 , · · · , c
tcl
l ].
It is easy to see that ΨSLn(C)(OX) 6= [1n] as X 6= 0. By declaring ΨSLn(C)(O0) = [1n]
we obtain a bijection ΨSLn(C) : N (SLn(C)) −→ P(n). As SU(p, q) ⊂ SLn(C), consequently
Nsu(p,q) ⊂ Nsln(C), we have the inclusion map ΘSU(p,q) : N (SU(p, q)) −→ N (SLn(C)). Let
Ψ′SU(p,q) := ΨSLn(C) ◦ΘSU(p,q) : N (SU(p, q)) −→ P(n)
be the composition.
Let now X ∈ su(p, q) be a nilpotent element and OX the nilpotent orbit of X in su(p, q).
Assume that X 6= 0, and let {X,H, Y } ⊂ su(p, q) be a sl2(R)-triple. We now apply Propo-
sition 4.6, Remark 4.9(2), and follow the notation used therein. Let {d1, · · · , ds}, with d1 <
· · · < ds, be the finite ordered set of integers that arise as R-dimension of non-zero irreducible
SpanR{X,H, Y }-submodules of V . Let tdr := dimC L(dr − 1) for 1 ≤ r ≤ s. Then we have
d := [d
td1
1 , · · · , dtdss ] ∈ P(n), and moreover, Ψ′SU(p,q)(OX) = d.
We next assign sgnOX ∈ Sd(p, q) to each OX ∈ N (SU(p, q)); see (2.5) for the definition of
Sd(p, q). For each d ∈ Nd (see (2.2) for the definition of Nd) we will define a td×d matrix (mdij)
in Ad which depends only on the orbit OX containing X; see (2.4) for the definition of Ad. For
this, recall that the form (·, ·)d : L(d − 1) × L(d − 1) −→ C defined as in (4.7) is Hermitian
(respectively, skew-Hermitian) when d is odd (respectively, even). Denoting the signature of
(·, ·)d by (pd, qd) we now define
mdi1 :=
{
+1 if 1 ≤ i ≤ pd
−1 if pd < i ≤ td
; d ∈ Nd,
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and
mdij := (−1)j+1mdi1 if 1 < j ≤ d, d ∈ Ed ∪O1d; (5.12)
mθij :=
{
(−1)j+1mθi1 if 1 < j ≤ θ − 1
−mθi1 if j = θ
, θ ∈ O3d. (5.13)
The above matrices (mdij) clearly satisfy the conditions in (Yd.2). We set sgnOX := ((m
d1
ij ), · · · ,
(mdsij )). It now follows from the last paragraph of Remark 4.14 that sgnOX ∈ Sd(p, q). Thus
we have the map
ΨSU(p,q) : N (SU(p, q)) −→ Y(p, q) , OX 7−→
(
Ψ′SU(p,q)(OX), sgnOX
)
;
where Y(p, q) is as in (2.6). The following theorem is standard.
Theorem 5.10. The above map ΨSU(p,q) : N (SU(p, q)) −→ Y(p, q) is a bijection.
Remark 5.11. Taking into account the error in [CoMc, Lemma 9.3.1] mentioned in Remark
4.14, the parametrization in Theorem 5.10 is a modification of the one in [CoMc, Theorem 9.3.3].
Let 0 6= X ∈ Nsu(p,q), and {X, H, Y } be a sl2(R)-triple in su(p, q). Let ΨSU(p,q)(OX) =(
d, sgnOX
)
. Then Ψ′SU(p,q)(OX) = d. Recall that sgnOX determines the signature of (·, ·)d on
L(d−1) for every d ∈ Nd; let (pd, qd) be the signature of (·, ·)d, for d ∈ Nd. Let (vd1 , · · · , vdtd) be
an ordered C-basis of L(d− 1) as in Proposition 4.6. It now follows from Proposition 4.6(3)(a)
that (vd1 , · · · , vdtd) is an orthogonal basis for (·, ·)d. We also assume that the vectors in the
ordered basis (vd1 , · · · , vdtd) satisfies the properties in Remark 4.9(2). In view of the signature of
(·, ·)d we may further assume that
√−1(vηj , vηj )η =
{
+1 if 1 ≤ j ≤ pη
−1 if pη < j ≤ tη
; when η ∈ Ed, (5.14)
(vθj , v
θ
j )θ =
{
+1 if 1 ≤ j ≤ pθ
−1 if pθ < j ≤ tθ
; when θ ∈ Od. (5.15)
Let
{
w˜djl | 1 ≤ j ≤ td, 0 ≤ l ≤ d − 1
}
be the C-basis of M(d − 1) constructed using
(vd1 , · · · , vdtd) as done in Lemma 4.11. For each d ∈ Nd, 0 ≤ l ≤ d− 1, set
V l(d) := SpanC{w˜d1l, · · · , w˜dtdl} .
The ordered basis
(
w˜d1l, · · · , w˜dtdl
)
of V l(d) will be denoted by Cl(d).
Lemma 5.12. The following holds:
ZSU(p,q)(X,H, Y ) =
{
g ∈ SU(p, q)
∣∣∣∣∣ g(V
l(d)) ⊂ V l(d) and[
g|V l(d)
]
Cl(d)=
[
g|V 0(d)
]
C0(d) for all d ∈ Nd, 0 ≤ l < d
}
.
Proof. As ZSU(p,q)(X,H, Y ) = SU(p, q) ∩ZSLn(C)(X,H, Y ), using Lemma 5.3(1) it follows that
ZSU(p,q)(X,H, Y ) =
{
g ∈ SU(p, q)
∣∣∣∣∣ g
(
X lL(d− 1)) ⊂ X lL(d− 1) and[
g|XlL(d−1)
]
Bl(d)
=
[
g|L(d−1)
]
B0(d)
for all d ∈ Nd, 0 ≤ l < d
}
.
For fixed d ∈ Nd we consider the td × 1-column matrices
[
w˜dj l
]
1≤j≤td ,
[
w˜dj (d−1−l)
]
1≤j≤td and[
X lvdj
]
1≤j≤td ,
[
Xd−1−lvdj
]
1≤j≤td . Rewriting the definitions in Lemma 4.11 when η ∈ Ed,[
w˜ηjl
]
=
([
X lvηj
]
+
[
Xη−1−lvηj
]√−1) 1√
2
;
[
w˜ηj(η−1−l)
]
=
([
X lvηj
]− [Xη−1−lvηj ]√−1) 1√2
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for 0 ≤ l < η/2.
Furthermore, when 1 ≤ θ ∈ Od,[
w˜θjl
]
=
([
X lvθj
]
+
[
Xθ−1−lvθj
]) 1√
2
;
[
w˜θj(θ−1−l)
]
=
([
X lvθj
]− [Xθ−1−lvθj ]) 1√
2
,
for all 0 ≤ l < (θ − 1)/2, while for l = (θ − 1)/2,[
w˜θj (θ−1)/2
]
=
[
X(θ−1)/2vθj
]
.
When θ = 1, then
[
w˜θj
]
=
[
vθj
]
.
In particular, if d ∈ Nd is fixed, then for every 0 ≤ l ≤ d− 1 the following holds:
g(X lL(d− 1)) ⊂ X lL(d− 1) if and only if g(V l(d)) ⊂ V l(d) ,
and moreover,
[g|XlL(d−1)]Bl(d) = [g|L(d−1)]B0(d) if and only if [g|V l(d)]Cl(d) = [g|V 0(d)]C0(d) .
In fact, for any g as above,
[
g|L(d−1)
]
B0(d) =
[
g|V 0(d)
]
C0(d). 
For every d ∈ Nd and 0 ≤ l ≤ d − 1, orderings on the sets {v ∈ Cl(d) | 〈v, v〉 > 0},
{v ∈ Cl(d) | 〈v, v〉 < 0}, will be constructed. These ordered sets will be denoted by Cl+(d) and
Cl−(d) respectively. The construction will be done in three steps according as d ∈ Ed or d ∈ O1d
or d ∈ O3
d
; see (2.2) and (2.3) for definitions of Ed, O1d, O
3
d
.
For each η ∈ Ed and 0 ≤ l ≤ η − 1, define
Cl+(η) :=

(
w˜η
1 l
, · · · , w˜η
pη l
)
if l is even(
w˜η
(pη+1) l
, · · · , w˜η
tη l
)
if l is odd,
Cl−(η) :=

(
w˜η
(pη+1) l
, · · · , w˜η
tη l
)
if l is even(
w˜η
1 l
, · · · , w˜η
pη l
)
if l is odd.
For each θ ∈ O1
d
, define
Cl+(θ) :=

(
w˜θ
1 l
, · · · , w˜θ
pθ l
)
if l is even and 0 ≤ l < (θ − 1)/2(
w˜θ
(pθ+1) l
, · · · , w˜θ
tθ l
)
if l is odd and 0 ≤ l < (θ − 1)/2(
w˜θ
1 l
, · · · , w˜θ
pθ l
)
if l = (θ − 1)/2(
w˜θ
1 l
, · · · , w˜θ
pθ l
)
if l is odd and (θ + 1)/2 ≤ l ≤ (θ − 1)(
w˜θ
(pθ+1) l
, · · · , w˜θ
tθ l
)
if l is even and (θ + 1)/2 ≤ l ≤ (θ − 1)
(5.16)
and
Cl−(θ) :=

(
w˜θ
(pθ+1) l
, · · · , w˜θ
tθ l
)
if l is even and 0 ≤ l < (θ − 1)/2(
w˜θ
1 l
, · · · , w˜θ
pθ l
)
if l is odd and 0 ≤ l < (θ − 1)/2(
w˜θ
(pθ+1) l
, · · · , w˜θ
tθ l
)
if l = (θ − 1)/2(
w˜θ
(pθ+1) l
, · · · , w˜θ
tθ l
)
if l is odd and (θ + 1)/2 ≤ l ≤ (θ − 1)(
w˜θ
1 l
, · · · , w˜θ
pθ l
)
if l is even and (θ + 1)/2 ≤ l ≤ (θ − 1).
(5.17)
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Similarly, for each ζ ∈ O3
d
, define
Cl+(ζ) :=

(
w˜ζ
1 l
, · · · , w˜ζ
pζ l
)
if l is even and 0 ≤ l < (ζ − 1)/2(
w˜ζ
(pζ+1) l
, · · · , w˜ζ
tζ l
)
if l is odd and 0 ≤ l < (ζ − 1)/2(
w˜ζ
(pζ+1) l
, · · · , w˜ζ
tζ l
)
if l = (ζ − 1)/2(
w˜ζ
(pζ+1) l
, · · · , w˜ζ
tζ l
)
if l is even and (ζ + 1)/2 ≤ l ≤ (ζ − 1)(
w˜ζ
1 l
, · · · , w˜ζ
pζ l
)
if l is odd and (ζ + 1)/2 ≤ l ≤ (ζ − 1)
(5.18)
and
Cl−(ζ) :=

(
w˜ζ
(pζ+1) l
, · · · , w˜ζ
tζ l
)
if l is even and 0 ≤ l < (ζ − 1)/2(
w˜ζ
1 l
, · · · , w˜ζ
pζ l
)
if l is odd and 0 ≤ l < (ζ − 1)/2(
w˜ζ
1 l
, · · · , w˜ζ
pζ l
)
if l = (ζ − 1)/2(
w˜ζ
1 l
, · · · , w˜ζ
pζ l
)
if l is even and (ζ + 1)/2 ≤ l ≤ (ζ − 1)(
w˜ζ
(pζ+1) l
, · · · , w˜ζ
tζ l
)
if l is odd and (ζ + 1)/2 ≤ l ≤ (ζ − 1).
(5.19)
For all d ∈ Nd and 0 ≤ l ≤ d− 1, define
V l+(d) := SpanC{v ∈ Cl(d) | 〈v, v〉 > 0}, V l−(d) := SpanC{v ∈ Cl(d) | 〈v, v〉 < 0}.
It can be verified using (5.14), (5.15) together with the orthogonality relations in Lemma 4.11
that Cl+(d) (respectively, Cl−(d)) is indeed an ordered set based on the (unordered) set
{v ∈ Cl(d) | 〈v, v〉 > 0}
(respectively, {v ∈ Cl(d) | 〈v, v〉 < 0}) for all d ∈ Nd and 0 ≤ l ≤ d−1. In particular, Cl+(d)
and Cl−(d) are ordered bases of V l+(d) and V l−(d) respectively, for all d ∈ Nd, 0 ≤ l ≤ d− 1.
In the next lemma we specify a maximal compact subgroup of ZSU(p,q)(X,H, Y ) which will
be used in Proposition 5.14. For notational convenience, we will use (−1)l to denote the sign
‘+’ or the sign ‘−’ depending on whether l is an even integer or an odd integer.
Lemma 5.13. Let K be the subgroup of ZSU(p,q)(X,H, Y ) consisting of all g ∈ ZSU(p,q)(X,H, Y )
satisfying the following conditions:
(1) g(V l+(d)) ⊂ V l+(d) and g(V l−(d)) ⊂ V l−(d), for all d ∈ Nd and 0 ≤ l ≤ d− 1.
(2) When η ∈ Ed,[
g|V 0+(η)
]
C0+(η)
=
[
g|V l
(−1)l
(η)
]
Cl
(−1)l
(η)[
g|V 0
−
(η)
]
C0
−
(η)
=
[
g|V l
(−1)l+1
(η)
]
Cl
(−1)l+1
(η)
; for all 0 ≤ l ≤ η − 1.
(3) When θ ∈ O1
d
,
[
g|V 0+(θ)
]
C0+(θ)
=

[
g|V l
(−1)l
(θ)
]
Cl
(−1)l
(θ)
for all 0 ≤ l < (θ − 1)/2[
g|
V
(θ−1)/2
+ (θ)
]
C(θ−1)/2+ (θ)[
g|V l
(−1)l+1
(θ)
]
Cl
(−1)l+1
(θ)
for all (θ − 1)/2 < l ≤ θ − 1,
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[
g|V 0
−
(θ)
]
C0
−
(θ)
=

[
g|V l
(−1)l+1
(θ)
]
Cl
(−1)l+1
(θ)
for all 0 ≤ l < (θ − 1)/2[
g|
V
(θ−1)/2
−
(θ)
]
C(θ−1)/2
−
(θ)[
g|V l
(−1)l
(θ)
]
Cl
(−1)l
(θ)
for all (θ − 1)/2 < l ≤ θ − 1.
(4) When ζ ∈ O3
d
,
[
g|V 0+(ζ)
]
C0+(ζ)
=

[
g|V l
(−1)l
(ζ)
]
Cl
(−1)l
(ζ)
for all 0 ≤ l < (ζ − 1)/2[
g|
V
(ζ−1)/2
−
(ζ)
]
C(ζ−1)/2
−
(ζ)[
g|V l
(−1)l+1
(ζ)
]
Cl
(−1)l+1
(ζ)
for all (ζ − 1)/2 < l ≤ ζ − 1,
[
g|V 0
−
(ζ)
]
C0
−
(ζ)
=

[
g|V l
(−1)l+1
(ζ)
]
Cl
(−1)l+1
(ζ)
for all 0 ≤ l < (ζ − 1)/2[
g|
V
(ζ−1)/2
+ (ζ)
]
C(ζ−1)/2+ (ζ)[
g|V l
(−1)l
(ζ)
]
Cl
(−1)l
(ζ)
for all (ζ − 1)/2 < l ≤ ζ − 1.
Then K is a maximal compact subgroup of ZSU(p,q)(X,H, Y ).
Proof. In view of the description of ZSU(p,q)(X,H, Y ) in the Lemma 5.12 we see that its subgroup
K :=
{
g ∈ SU(p, q)
∣∣∣∣∣ g(V
l
+(d)) ⊂ V l+(d) , g(V l−(d)) ⊂ V l−(d) and[
g|V l(d)
]
Cl(d) =
[
g|V 0(d)
]
C0(d) for all d ∈ Nd, 0 ≤ l < d
}
⊂ ZSU(p,q)(X,H, Y )
is maximal compact. Thus it suffices show that if g ∈ SU(p, q) and g(V l+(d)) ⊂ V l+(d), g(V l−(d))
⊂ V l−(d), then
[
g|V l(d)
]
Cl(d) =
[
g|V 0(d)
]
C0(d) for all 0 ≤ l ≤ d−1, d ∈ Nd if and only if g satisfies
the conditions (2), (3) and (4) in the statement of the lemma. To do this, we first record the
following relations among the ordered sets Cl(d), Cl
(−1)l+1(d) and Cl(−1)l(d) for all d ∈ Nd: When
η ∈ Ed,
Cl(η) = Cl(−1)l(η) ∨ Cl(−1)l+1(η) for 0 ≤ l ≤ η − 1. (5.20)
When θ ∈ O1
d
,
Cl(θ) =

Cl
(−1)l(θ) ∨ Cl(−1)l+1(θ) for all 0 ≤ l < (θ − 1)/2
C(θ−1)/2+1 (θ) ∨ C(θ−1)/2−1 (θ) for l = (θ − 1)/2
Cl
(−1)l+1(θ) ∨ Cl(−1)l(θ) for all (θ − 1)/2 < l ≤ θ − 1.
(5.21)
When ζ ∈ O3
d
,
Cl(ζ) =

Cl
(−1)l(ζ) ∨ Cl(−1)l+1(ζ) for all 0 ≤ l < (ζ − 1)/2
C(ζ−1)/2−1 (ζ) ∨ C(ζ−1)/2+1 (ζ) for l = (ζ − 1)/2
Cl
(−1)l+1(ζ) ∨ Cl(−1)l(ζ) for all (ζ − 1)/2 < l ≤ ζ − 1.
(5.22)
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Assuming that g ∈ SU(p, q), g(V l+(d)) ⊂ V l+(d), g(V l−(d)) ⊂ V l−(d) and[
g|V l(d)
]
Cl(d) =
[
g|V 0(d)
]
C0(d)
for all 0 ≤ l ≤ d− 1, d ∈ Nd, we next show that g satisfies the conditions (2), (3) and (4) in
the lemma.
In view of (5.20), for all η ∈ Ed,[
g|V l(η)
]
Cl
(−1)l
(η)∨Cl
(−1)l+1
(η)
=
[
g|V l(η)
]
Cl(η)
=
[
g|V 0(η)
]
C0(η)
=
[g|V 0+1(η)]C0+1(η) 0
0
[
g|V 0
−1(η)
]
C0
−1(η)
 .
Thus for all η ∈ Ed and 0 ≤ l ≤ η − 1,[
g|V l
(−1)l
(η)
]
Cl
(−1)l
(η)
=
[
g|V 0+1(η)
]
C0+1(η)
and
[
g|V l
(−1)l+1
(η)
]
Cl
(−1)l+1
(η)
=
[
g|V 0
−1(η)
]
C0
−1(η)
.
Hence, (2) of the lemma holds.
In view of (5.21), for all θ ∈ O1
d
and 0 ≤ l < (θ − 1)/2,[
g|V l(θ)
]
Cl
(−1)l
(θ)∨Cl
(−1)l+1
(θ)
=
[
g|V l(θ)
]
Cl(θ)
=
[
g|V 0(θ)
]
C0(θ)
=
 [g|V 0+1(θ)]C0+1(θ) 0
0
[
g|V 0
−1(θ)
]
C0
−1(θ)
.
Therefore if θ ∈ O1
d
, then for all 0 ≤ l < (θ − 1)/2,[
g|V l
(−1)l
(θ)
]
Cl
(−1)l
(θ)
=
[
g|V 0+1(θ)
]
C0+1(θ)
and
[
g|V l
(−1)l+1
(θ)
]
Cl
(−1)l+1
(θ)
=
[
g|V 0
−1(θ)
]
C0
−1(θ)
.
From (5.21), we have[
g|V (θ−1)/2(θ)
]
C(θ−1)/2+ (θ)∨C(θ−1)/2− (θ)
=
[
g|V (θ−1)/2(θ)
]
C(θ−1)/2(θ)
=
[
g|V 0(θ)
]
C0(θ)
=
 [g|V 0+1(θ)]C0+1(θ) 0
0
[
g|V 0
−1(θ)
]
C0
−1(θ)
 .
Thus, [
g|
V
(θ−1)/2
+ (θ)
]
C(θ−1)/2+ (θ)
=
[
g|V 0+(θ)
]
C0+(θ)
,
[
g|
V
(θ−1)/2
−
(θ)
]
C(θ−1)/2
−
(θ)
=
[
g|V 0
−
(θ)
]
C0
−
(θ)
.
When (θ − 1)/2 < l ≤ θ − 1, we have[
g|V l(θ)
]
Cl
(−1)l+1
(θ)∨Cl
(−1)l
(θ)
=
[
g|V l(θ)
]
Cl(θ)
=
[
g|V 0(θ)
]
C0(θ)
=
[g|V 0+1(θ)]C0+1(θ) 0
0
[
g|V 0
−1(θ)
]
C0
−1(θ)
 .
Thus if θ ∈ O1
d
, then for all (θ − 1)/2 < l ≤ θ − 1,[
g|V l
(−1)l+1
(θ)
]
Cl
(−1)l+1
(θ)
=
[
g|V 0+1(θ)
]
C0+1(θ)
and
[
g|V l
(−1)l
(θ)
]
Cl
(−1)l
(θ)
=
[
g|V 0
−1(θ)
]
C0
−1(θ)
.
Hence, (3) of the lemma holds.
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When g(V l+(ζ)) ⊂ V l+(ζ), g(V l−(ζ)) ⊂ V l−(ζ) and
[
g|V l(ζ)
]
Cl(ζ) =
[
g|V 0(ζ)
]
C0(ζ) for all 0 ≤ l ≤
ζ − 1, ζ ∈ O3
d
, using (5.22) it follows, similarly as above, that (4) of the lemma holds.
To prove the opposite implication, we assume that g satisfies the conditions g(V l+(d)) ⊂ V l+(d),
g(V l−(d)) ⊂ V l−(d) as well as the conditions (2), (3), (4) of the lemma. Using the relations (5.20),
(5.21) and (5.22) it is now straightforward to check that
[
g|V l(d)
]
Cl(d) =
[
g|V 0(d)
]
C0(d) for all
0 ≤ l ≤ d− 1, d ∈ Nd. This completes the proof of the lemma. 
We now introduce some notation which will be required to state Proposition 5.14. For d ∈ Nd,
define
C+(d) := C0+(d) ∨ · · · ∨ Cd−1+ (d) and C−(d) := C0−(d) ∨ · · · ∨ Cd−1− (d).
Let α := #Ed, β := #O1d and γ := #O
3
d
. We enumerate
Ed = {ηi | 1 ≤ i ≤ α}
such that ηi < ηi+1,
O1d = {θj | 1 ≤ j ≤ β}
such that θj < θj+1 and similarly
O3d = {ζj | 1 ≤ j ≤ γ}
such that ζj < ζj+1. Now define
E+ := C+(η1) ∨ · · · ∨ C+(ηα) ; O1+ := C+(θ1) ∨ · · · ∨ C+(θβ) ; O3+ := C+(ζ1) ∨ · · · ∨ C+(ζγ);
E− := C−(η1) ∨ · · · ∨ C−(ηα); O1− := C−(θ1) ∨ · · · ∨ C−(θβ) and O3− := C−(ζ1) ∨ · · · ∨ C−(ζγ).
Finally we define
H+ := E+ ∨O1+ ∨ O3+, H− := E− ∨ O1− ∨ O3− and H := H+ ∨H−. (5.23)
It is clear that H is a standard orthogonal basis with H+ = {v ∈ H | 〈v, v〉 = 1} and
H− = {v ∈ H | 〈v, v〉 = −1}. In particular, #H+ = p and #H− = q. From the definition
of the H+ and H− we have the following relations:
α∑
i=1
ηi
2
tηi +
β∑
j=1
(θj + 1
2
pθj +
θj − 1
2
qθj
)
+
γ∑
k=1
(ζk − 1
2
pζk +
ζk + 1
2
qζk
)
= p
and
α∑
i=1
ηi
2
tηi +
β∑
j=1
(θj − 1
2
pθj +
θj + 1
2
qθj
)
+
γ∑
k=1
(ζk + 1
2
pζk +
ζk − 1
2
qζk
)
= q.
The C-algebra
α∏
i=1
(
Mpηi (C)×Mqηi (C)
)× β∏
j=1
(
Mpθj (C)×Mqθj (C)
)× γ∏
k=1
(
Mpζk (C)×Mqζk (C)
)
is embedded into Mp(C) and Mq(C) in the following two ways:
Dp :
α∏
i=1
(
Mpηi (C)×Mqηi (C)
)× β∏
j=1
(
Mpθj (C)×Mqθj (C)
)× γ∏
k=1
(
Mpζk (C)×Mqζk (C)
) −→ Mp(C)
is defined by(
Aη1 , Bη1 , · · · , Aηα , Bηα ;Cθ1 ,Dθ1 , · · · , Cθβ ,Dθβ ;Eζ1 , Fζ1 , · · · , Eζγ , Fζγ
)
7−→
α⊕
i=1
(
Aηi ⊕Bηi
)ηi/2
N
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⊕
β⊕
j=1
((
Cθj⊕Dθj
) θj−1
4
N
⊕Cθj⊕
(
Cθj⊕Dθj
) θj−1
4
N
)
⊕
γ⊕
k=1
((
Eζk⊕Fζk
) ζk+1
4
N
⊕(Fζk⊕Eζk) ζk−34N ⊕Fζk),
and
Dq :
α∏
i=1
(
Mpηi (C)×Mqηi (C)
)× β∏
j=1
(
Mpθj (C)×Mqθj (C)
)× γ∏
k=1
(
Mpζk (C)×Mqζk (C)
) −→ Mq(C)
is defined by(
Aη1 , Bη1 , · · · ,Aηα , Bηα ;Cθ1 ,Dθ1 , · · · , Cθβ ,Dθβ ;Eζ1 , Fζ1 , · · · , Eζγ , Fζγ
)
7−→
α⊕
i=1
(
Bηi ⊕Aηi
)ηi/2
N
⊕
β⊕
j=1
((
Dθj ⊕ Cθj
) θj−1
4
N
⊕Dθj ⊕
(
Dθj ⊕ Cθj
) θj−1
4
N
)
⊕
γ⊕
k=1
((
Fζk ⊕ Eζk
) ζk+1
4
N
⊕ (Eζk ⊕ Fζk) ζk−34N ⊕ Eζk).
Define the characters
χp :
α∏
i=1
(
GLpηi (C)×GLqηi (C)
)× β∏
j=1
(
GLpθj (C)×GLqθj (C)
)× γ∏
k=1
(
GLpζk (C)×GLqζk (C)
) −→ C∗
(
Aη1 , Bη1 , · · · , Aηα , Bηα ;Cθ1 ,Dθ1 , · · · , Cθβ ,Dθβ ;Eζ1 , Fζ1 , · · · , Eζγ , Fζγ
)
7−→
α∏
i=1
(detAηi/2ηi detB
ηi/2
ηi )
β∏
j=1
(detC
θj+1
2
θj
detD
θj−1
2
θj
)
γ∏
k=1
(detE
ζk−1
2
ζk
detF
ζk+1
2
ζk
)
and
χq :
α∏
i=1
(
GLpηi (C)×GLqηi (C)
)× β∏
j=1
(
GLpθj (C)×GLqθj (C)
)× γ∏
k=1
(
GLpζk (C)×GLqζk (C)
) −→ C∗
(
Aη1 , Bη1 , · · · , Aηα , Bηα ;Cθ1 ,Dθ1 , · · · , Cθβ ,Dθβ ;Eζ1 , Fζ1 , · · · , Eζγ , Fζγ
)
7−→
α∏
i=1
(detAηi/2ηi detB
ηi/2
ηi )
β∏
j=1
(detC
θj−1
2
θj
detD
θj+1
2
θj
)
γ∏
k=1
(detE
ζk+1
2
ζk
detF
ζk−1
2
ζk
).
Let ΛH : EndCCn −→ Mn(C) be the isomorphism of C-algebras induced by the ordered basis
H defined in (5.23). LetM be the maximal compact subgroup of SU(p, q) which leaves invariant
simultaneously the two subspace spanned by H+ and H−. Clearly, ΛH(M) = S(U(p)×U(q)).
Proposition 5.14. Let X ∈ Nsu(p,q), ΨSU(p,q)(OX ) = (d, sgnOX ). Let α := #Ed, β := #O1d
and γ := #O3
d
. Let {X,H, Y } be a sl2(R)-triple in su(p, q) and (pd, qd) the signature of the form
(·, ·)d, d ∈ Nd, as defined in (4.7). Let K be the maximal compact subgroup of ZSU(p,q)(X,H, Y )
as in Lemma 5.13. Then ΛH(K) ⊂ S(U(p)×U(q)) is given by
ΛH(K) =
{
Dp(g)⊕Dq(g)
∣∣∣∣∣ g ∈
∏α
i=1
(
U(pηi)×U(qηi)
) ×∏βj=1 (U(pθj )×U(qθj ))
×∏γk=1 (U(pζk)×U(qζk)) , and χp(g)χq(g) = 1
}
.
Proof. This follows by writing the matrices of the elements of the maximal compact subgroup
K in Lemma 5.13 with respect to the basis H as in (5.23). 
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Theorem 5.15. Let X ∈ su(p, q) be a nilpotent element. Let (d, sgnOX ) ∈ Y(p, q) be the
signed Young diagram of the orbit OX (that is, ΨSU(p,q)(OX) = (d, sgnOX ) as in the notation
of Theorem 5.10). Let
l := #{d ∈ Nd | pd 6= 0}+#{d ∈ Nd, | qd 6= 0} .
Then the following hold:
(1) If Nd = Ed, then dimRH2(OX , R) = l − 1.
(2) If l = 1 and Nd = Od, then dimRH2(OX , R) = 0.
(3) If l ≥ 2 and #Od ≥ 1, then dimRH2(OX , R) = l − 2.
Proof. This is clear when X = 0. So assume that X 6= 0.
Let {X, H, Y } ⊂ su(p, q) be a sl2(R)-triple. Let K be the maximal compact subgroup of
ZSU(p,q)(X,H, Y ) as in Lemma 5.13, and let H be as in (5.23). Let M be the maximal compact
subgroup of SU(p, q) which leaves invariant simultaneously the two subspace spanned by H+
and H−. Then M contains K. It follows either from Proposition 5.14 or from Lemma 5.3 (4)
that
K ≃ K ′ := S( ∏
d∈Nd
(U(pd)×U(qd))d∆
)
.
This implies that dimR z(k) = l − 1. We now appeal to Proposition 5.14 to make the following
observations :
(1) If Nd = Ed, then k ⊂ [m, m].
(2) If #Od ≥ 1 and l ≥ 2, then k, 6⊂ [m, m].
Since K is not necessarily connected, we need to show that the adjoint action of K on z(k) is
trivial. For this, first denote
L :=
∏
d∈Nd
(U(pd)×U(qd))d∆
and identify K with K ′. Let l be the Lie algebra of L. Then
[L, L] =
∏
d∈Nd
(SU(pd)× SU(qd))d∆ .
In particular [L, L] ⊂ K ⊂ L. Thus [l, l] = [k, k], and hence z(k) = k ∩ z(l). Since L is
connected, the adjoint action of L is trivial on z(l). So the adjoint action of K on z(k) is trivial.
Proof of (1): From the above observations it follow that k ⊂ [m, m] when Nd = Ed. As the
adjoint action of K on z(k) is trivial, we have
[
(z(k) ∩ [m, m])]K/K◦ = z(k) ∩ [m, m] = z(k). In
view of Theorem 5.2 we now have dimRH
2(OX , R) = l − 1.
Proof of (2): Suppose d = [dtd ] where tdd = p + q. Since l = 1, it follows that either
pd = td or qd = td. In both cases we have K ≃ S
(
U(td)
d
∆
)
. So z(k) is trivial. Hence, in view
of Theorem 5.2 we have dimRH
2(OX , R) = 0.
Proof of (3): From the above observations we have z(k) 6 ⊂ [m, m] when #Od ≥ 1 and l ≥ 2.
Since dimR z(m) = 1, it follows that dimR(z(k)∩ [m, m]) = dimR z(k)− 1. By Theorem 5.2, and
the fact that the adjoint action of K on z(k) is trivial, we conclude that
dimRH
2(OX , R) = dimR[(z(k) ∩ [m, m])∗]K/K◦ = l − 2 .
This completes the proof of the theorem. 
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5.4. Second cohomology groups of nilpotent orbits in so(p, q). Let n be a positive integer
and (p, q) be a pair of non-negative integers such that p+ q = n. The aim in this subsection is
to compute the second cohomology groups of nilpotent orbits in the simple Lie algebra so(p, q)
under the adjoint action of SO(p, q)◦. We will further assume that p, q > 0 as we deal with non-
compact groups. Throughout this subsection 〈·, ·〉 denotes the symmetric form on Rn defined by
〈x, y〉 := xtIp,qy, x, y ∈ Rn, where Ip,q is as in (2.1). In this subsection we will follow notation
as defined in §2.
We first need to describe a suitable parametrization of N (SO(p, q)◦), the set of all nilpotent
orbits in so(p, q) under the adjoint action of SO(p, q)◦. Let ΨSLn(R) : N (SLn(R)) −→ P(n) be
the parametrization of N (SLn(R)) as in Theorem 5.6. Since SO(p, q) ⊂ SLn(R) (consequently
as, the set of nilpotent elements Nso(p,q) ⊂ Nsln(R)) we have the inclusion map ΘSO(p,q)◦ :
N (SO(p, q)◦) −→ N (SLn(R)). Let
Ψ′SO(p,q)◦ := ΨSLn(R) ◦ΘSO(p,q)◦ : N (SO(p, q)◦) −→ P(n)
be the composition. Recall that Ψ′SO(p,q)◦(N (SO(p, q)◦)) ⊂ P1(n) (this follows form the first
paragraph of Remark 4.9). Let X ∈ so(p, q) be a non-zero nilpotent element and OX the
corresponding nilpotent orbit in so(p, q) under the adjoint action of SO(p, q)◦. Let {X, H, Y } ⊂
so(p, q) be a sl2(R)-triple. We now apply Proposition 4.6, Remark 4.9 (1), and follow the notation
used therein. Let V := Rn be the right R-vector space of column vectors. Let {d1, · · · , ds}, with
d1 < · · · < ds, be ordered finite set of natural numbers that occur as dimension of non-zero
irreducible SpanR{X,H, Y }-submodules of V . Recall thatM(d−1) is defined to be the isotypical
component of V containing all irreducible SpanR{X,H, Y }-submodules of V with highest weight
d−1 and as in (4.1) we set L(d−1) := VY,0∩M(d−1). Let tdr := dimR L(dr−1), 1 ≤ r ≤ s.
Then d := [d
td1
1 , · · · , dtdss ] ∈ P1(n), and moreover, Ψ′SO(p,q)◦(OX) = d.
We next assign sgnOX ∈ Sevend (p, q) to each OX ∈ N (SO(p, q)◦); see (2.7) for the definition
of Seven
d
(p, q). For each d ∈ Nd (see (2.2) for the definition of Nd) we will define a td× d matrix
(mdij) in Ad that depends only on the orbit OX ; see (2.4) for the definition of Ad. For this, recall
that the form (·, ·)d : L(d − 1) × L(d − 1) −→ R, defined in (4.7), is symmetric or symplectic
according as d is odd or even. Denoting the signature of (·, ·)d by (pd, qd) when d ∈ Od, we
now define
mηi1 := +1 if 1 ≤ i ≤ tη, η ∈ Ed ;
mθi1 :=
{
+1 if 1 ≤ i ≤ pθ
−1 if pθ < i ≤ tθ
, θ ∈ Od ;
and for j > 1, define (mdij) as in (5.12) and (5.13). Then the matrices (m
d
ij) clearly verify
(Yd.2). Set sgnOX := ((m
d1
ij ), · · · , (mdsij )). It now follows from the last paragraph of Remark
4.14 and the above definition of mηi1 for η ∈ Ed that sgnOX ∈ Sevend (p, q). Thus we have the
map
ΨSO(p,q)◦ : N (SO(p, q)◦) −→ Yeven1 (p, q) , OX 7−→
(
Ψ′SO(p,q)◦(OX), sgnOX
)
;
where Yeven1 (p, q) is as in (2.10). The map ΨSO(p,q)◦ is surjective.
Theorem 5.16. For the above map ΨSO(p,q)◦,
#Ψ−1SO(p,q)◦(d, sgn) =

4 for all d ∈ Pv.even(n)
2 for all d ∈ P1(n) \ Pv.even(n), sgn ∈ S ′d(p, q)
1 otherwise.
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Remark 5.17. Taking into account the error in [CoMc, Lemma 9.3.1] pointed out in Remark
4.14, the above parametrization in Theorem 5.16 is a modification of Theorem 9.3.4 in [CoMc].
Let 0 6= X ∈ Nso(p,q) and {X,H, Y } ⊂ so(p, q) be a sl2(R)-triple. Let ΨSO(p,q)◦(OX) =(
d, sgnOX
)
. Then Ψ′SO(p,q)◦(OX) = d. Recall that sgnOX determines the signature of (·, ·)θ
on L(θ − 1), θ ∈ Od; let (pθ, qθ) be the signature of (·, ·)θ.
First assume that Nd = Od. Let (vθ1 , · · · , vθtθ ) be an ordered R-basis of L(θ − 1) as in
Proposition 4.6. It now follows from Proposition 4.6(3)(b) that (vθ1, · · · , vθtθ ) is an orthogonal
basis for (·, ·)θ when θ ∈ Od. We also assume that the vectors in the ordered basis (vθ1 , · · · , vθtθ )
satisfies the properties in Remark 4.9(1). In view of the signature of (·, ·)θ, θ ∈ Od, we may
further assume that
(vθj , v
θ
j )θ =
{
+1 if 1 ≤ j ≤ pθ
−1 if pθ < j ≤ tθ.
(5.24)
For θ ∈ Od, let
{
wθjl | 1 ≤ j ≤ tθ, 0 ≤ l ≤ θ− 1
}
be the R-basis of M(θ− 1) as in Lemma
4.10. For each 0 ≤ l ≤ θ − 1, define
V l(θ) := SpanR{wθ1l, · · · , wθtθ l} .
The ordered basis
(
wθ1l, · · · , wθtθ l
)
of V l(θ) is denoted by Cl(θ).
Lemma 5.18. For Nd = Od,
ZSO(p,q)(X,H, Y ) =
{
g ∈ SO(p, q)
∣∣∣∣∣ g(V
l(θ)) ⊂ V l(θ) and[
g|V l(θ)
]
Cl(θ) =
[
g|V 0(θ)
]
C0(θ) for all θ ∈ Od, 0 ≤ l < θ
}
.
Proof. We omit the proof as it is identical to that of Lemma 5.12. 
We next impose orderings on the sets {v ∈ Cl(θ) | 〈v, v〉 > 0}, {v ∈ Cl(θ) | 〈v, v〉 < 0}. Define
the ordered sets by Cl+(θ), Cl−(θ), Cl+(ζ) and Cl−(ζ) as in (5.16), (5.17), (5.18), (5.19), respectively
according as θ ∈ O1
d
or ζ ∈ O3
d
. For all θ ∈ Od and 0 ≤ l ≤ θ − 1, set
V l+(θ) := SpanR{v | v ∈ Cl(θ), 〈v, v〉 > 0}, V l−(θ) := SpanR{v | v ∈ Cl(θ), 〈v, v〉 < 0}.
It is straightforward from (5.24), and the orthogonality relations in Lemma 4.10, that Cl+(θ) and
Cl−(θ) are indeed ordered bases of V l+(θ) and V l−(θ), respectively.
In the next lemma we specify a maximal compact subgroup of ZSO(p,q)(X,H, Y ) which will
be used in Proposition 5.21. As before, the notation (−1)l stands for the sign ‘+’ or the sign
‘−’ according as l is an even or odd integer.
Lemma 5.19. Suppose that Nd = Od. Let K be the subgroup of ZSO(p,q)(X,H, Y ) consisting
of all g ∈ ZSO(p,q)(X,H, Y ) such that the following hold:
(1) g(V l+(θ)) ⊂ V l+(θ) and g(V l−(θ)) ⊂ V l−(θ), for all θ ∈ Od and 0 ≤ l ≤ θ − 1.
(2) When θ ∈ O1
d
,
[
g|V 0+(θ)
]
C0+(θ)
=

[
g|V l
(−1)l
(θ)
]
Cl
(−1)l
(θ)
for all 0 ≤ l < (θ − 1)/2[
g|
V
(θ−1)/2
+ (θ)
]
C(θ−1)/2+ (θ)[
g|V l
(−1)l+1
(θ)
]
Cl
(−1)l+1
(θ)
for all (θ − 1)/2 < l ≤ θ − 1,
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[
g|V 0
−
(θ)
]
C0
−
(θ)
=

[
g|V l
(−1)l+1
(θ)
]
Cl
(−1)l+1
(θ)
for all 0 ≤ l < (θ − 1)/2[
g|
V
(θ−1)/2
−
(θ)
]
C(θ−1)/2
−
(θ)[
g|V l
(−1)l
(θ)
]
Cl
(−1)l
(θ)
for all (θ − 1)/2 < l ≤ θ − 1.
(3) When ζ ∈ O3
d
,
[
g|V 0+(ζ)
]
C0+(ζ)
=

[
g|V l
(−1)l
(ζ)
]
Cl
(−1)l
(ζ)
for all 0 ≤ l < (ζ − 1)/2[
g|
V
(ζ−1)/2
−
(ζ)
]
C(ζ−1)/2
−
(ζ)[
g|V l
(−1)l+1
(ζ)
]
Cl
(−1)l+1
(ζ)
for all (ζ − 1)/2 < l ≤ ζ − 1,
[
g|V 0
−
(ζ)
]
C0
−
(ζ)
=

[
g|V l
(−1)l+1
(ζ)
]
Cl
(−1)l+1
(ζ)
for all 0 ≤ l < (ζ − 1)/2[
g|
V
(ζ−1)/2
+ (ζ)
]
C(ζ−1)/2+ (ζ)[
g|V l
(−1)l
(ζ)
]
Cl
(−1)l
(ζ)
for all (ζ − 1)/2 < l ≤ ζ − 1.
Then K is a maximal compact subgroup of ZSO(p,q)(X,H, Y ).
Proof. We omit the proof as it is identical to the proof of Lemma 5.13. 
The following lemma is required in the proof of Theorem 5.26 (2)(iv). Recall that B0(d) is an
ordered basis of L(d− 1) as in (5.1) with l = 0 and satisfying Remark 4.9 (1).
Lemma 5.20. Suppose that ΨSO(p,2)◦(OX) = ([1p−2, 22], ((m1ij), (m2ij))), where (m1ij) and
(m2ij) are (p− 2)× 1 and 2× 2 matrices, respectively, satisfying m1i1 = +1 with 1 ≤ i ≤ p− 2,
m2i1 = +1 with 1 ≤ i ≤ 2, and Yd.2. Let K be the subgroup of ZSO(p,2)(X,H, Y ) consisting
of all g ∈ ZSO(p,2)(X,H, Y ) such that the following hold:
(1) g(L(1)) ⊂ L(1), g(XL(1)) ⊂ XL(1), [g|L(1)]B0(2) = [g|XL(1)]B1(2) and[
g|L(1)
]
B0(2)
(
0 −1
1 0
)
=
(
0 −1
1 0
)[
g|L(1)
]
B0(2).
(2) g(L(0)) ⊂ L(0).
Then K is a maximal compact subgroup of ZSO(p,2)(X,H, Y ).
Proof. Note that the form (·, ·)1 defined as in (4.7) is symmetric on L(1 − 1) × L(1 − 1) with
signature (p− 2, 0), and the form (·, ·)2 defined as in (4.7) is symplectic on L(2− 1)×L(2− 1).
Moreover, it follows from Proposition 4.6 that B0(2) = (v21 ; v22) is a symplectic basis of L(2−1)
for (·, ·)2. Now the lemma follows from Lemma 5.3(4) and Lemma 5.34(1). 
We next introduce some notation which will be needed in Proposition 5.21 and in Proposition
5.22. We assume that Nd = Od. For θ ∈ Od, define
C+(θ) := C0+(θ) ∨ · · · ∨ Cθ−1+ (θ) and C−(θ) := C0−(θ) ∨ · · · ∨ Cθ−1− (θ) .
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Let β := #O1
d
and γ := #O3
d
. We enumerate O1
d
= {θj | 1 ≤ j ≤ β} such that θj < θj+1
and similarly O3
d
= {ζj | 1 ≤ j ≤ γ} such that ζj < ζj+1. Set
O1+ := C+(θ1) ∨ · · · ∨ C+(θβ) ; O3+ := C+(ζ1) ∨ · · · ∨ C+(ζγ) ;
O1− := C−(θ1) ∨ · · · ∨ C−(θβ) and O3− := C−(ζ1) ∨ · · · ∨ C−(ζγ).
Now define
H+ := O1+ ∨O3+, H− := O1− ∨ O3− and H := H+ ∨H− . (5.25)
It is clear that H is a standard orthogonal basis of V such that H+ = {v ∈ H | 〈v, v〉 = 1}
and H− = {v ∈ H | 〈v, v〉 = −1}. In particular, #H+ = p and #H− = q. From the
definition of H+ and H− as given in (5.25) we have the following relations:
β∑
j=1
(θj + 1
2
pθj +
θj − 1
2
qθj
)
+
γ∑
k=1
(ζk − 1
2
pζk +
ζk + 1
2
qζk
)
= p
and
β∑
j=1
(θj − 1
2
pθj +
θj + 1
2
qθj
)
+
γ∑
k=1
(ζk + 1
2
pζk +
ζk − 1
2
qζk
)
= q.
The R-algebra
∏β
j=1
(
Mpθj (R)×Mqθj (R)
)×∏γk=1 (Mpζk (R)×Mqζk (R)) is embedded in Mp(R)
and in Mq(R) as follows:
Dp :
β∏
j=1
(
Mpθj (R)×Mqθj (R)
) × γ∏
k=1
(
Mpζk (R)×Mqζk (R)
) −→ Mp(R)
(
Cθ1 ,Dθ1 , · · · , Cθβ ,Dθβ ;Eζ1 , Fζ1 , · · · , Eζγ , Fζγ
) 7−→
β⊕
j=1
((
Cθj ⊕Dθj
) θj−1
4
N
⊕Cθj ⊕
(
Cθj ⊕Dθj
) θj−1
4
N
)
⊕
γ⊕
k=1
((
Eζk ⊕Fζk
) ζk+1
4
N
⊕ (Fζk ⊕Eζk) ζk−34N ⊕Fζk)
and
Dq :
β∏
j=1
(
Mpθj (R)×Mqθj (R)
) × γ∏
k=1
(
Mpζk (R)×Mqζk (R)
) −→ Mq(R)(
Cθ1 ,Dθ1 , · · · , Cθβ ,Dθβ ;Eζ1 , Fζ1 , · · · , Eζγ , Fζγ
) 7−→
β⊕
j=1
((
Dθj ⊕Cθj
) θj−1
4
N
⊕Dθj ⊕
(
Dθj ⊕Cθj
) θj−1
4
N
)
⊕
γ⊕
k=1
((
Fζk⊕Eζk
) ζk+1
4
N
⊕(Eζk⊕Fζk) ζk−34N ⊕Eζk).
Define two characters
χp :
β∏
j=1
(
Opθj ×Oqθj
)× γ∏
k=1
(
Opζk ×Oqζk
) −→ R \ {0}
(
Cθ1 ,Dθ1 , · · · , Cθβ ,Dθβ ; Eζ1 , Fζ1 , · · · , Eζγ , Fζγ
) 7−→
β∏
j=1
(detC
θj+1
2
θj
detD
θj−1
2
θj
)
γ∏
k=1
(detE
ζk−1
2
ζk
detF
ζk+1
2
ζk
) =
β∏
j=1
detCθj
γ∏
k=1
detEζk
and
χq :
β∏
j=1
(
Opθj ×Oqθj
)× γ∏
k=1
(
Opζk ×Oqζk
) −→ R \ {0}(
Cθ1 ,Dθ1 , · · · , Cθβ ,Dθβ ; Eζ1 , Fζ1 , · · · , Eζγ , Fζγ
) 7−→
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β∏
j=1
(detC
θi−1
2
θi
detD
θi+1
2
θi
)
γ∏
k=1
(detE
ζk+1
2
ζk
detF
ζk−1
2
ζk
) =
β∏
j=1
detDθj
γ∏
k=1
detFζk .
Let ΛH : EndRRn −→ Mn(R) be the isomorphism of R-algebras induced by the ordered
basis H in (5.25). Let M be the maximal compact subgroup of SO(p, q) which leaves invariant
simultaneously the two subspaces spanned by H+ and H−. Clearly, ΛH(M) = S(O(p)×O(q)).
Proposition 5.21. Let X ∈ Nso(p,q), ΨSO(p,q)◦(OX) = (d, sgnOX ). Assume that Nd = Od.
Let β := #O1
d
and γ := #O3
d
. Let {X, H, Y } ⊂ so(p, q) be a sl2(R)-triple, and let (pθ, qθ)
be the signature of the form (·, ·)θ for all θ ∈ Od as defined in (4.7). Let K be the maximal
compact subgroup of ZSO(p,q)(X,H, Y ) as in Lemma 5.19. Then ΛH(K) ⊂ S(O(p) × O(q)) is
given by
ΛH(K) =
{
Dp(g) ⊕Dq(g)
∣∣∣∣∣ g ∈
∏β
j=1
(
Opθj ×Oqθj
)×∏γk=1 (Opζk ×Oqζk )
and χp(g)χq(g) = 1
}
.
Proof. This follows by writing the matrices of the elements of the maximal compact subgroup
K in Lemma 5.19 with respect to the basis H as in (5.25). 
As the subgroup SO(p, q)◦ is normal in SO(p, q), so is ZSO(p,q)◦(X,H, Y ) in ZSO(p,q)(X,H, Y ).
In particular, as K is a maximal compact subgroup in ZSO(p,q)(X,H, Y ), it follows that
KO := K ∩ ZSO(p,q)◦(X,H, Y ) = K ∩ SO(p, q)◦
is a maximal compact subgroup of ZSO(p,q)◦(X,H, Y ). The next proposition gives an explicit
description of ΛH(KO) in SO(p)× SO(q).
Proposition 5.22. Let X ∈ Nso(p,q), ΨSO(p,q)◦(OX) = (d, sgnOX ). We assume that Nd = Od.
Let β := #O1
d
and γ := #O3
d
. Let {X,H, Y } ⊂ so(p, q) be a sl2(R)-triple, and let (pθ, qθ) be the
signature of the form (·, ·)θ for all θ ∈ Od as defined in (4.7). Let KO be the maximal compact
subgroup of ZSO(p,q)◦(X,H, Y ) as in the preceding paragraph. Then ΛH(KO) ⊂ SO(p) × SO(q)
is given by {
Dp(g)⊕Dq(g)
∣∣∣∣∣ g ∈
∏β
j=1
(
Opθj ×Oqθj
)×∏γk=1 (Opζk ×Oqζk )
and χp(g) = 1, χq(g) = 1
}
.
Moreover, the above group is isomorphic to
S
( β∏
j=1
Opθj ×
γ∏
k=1
Opζk
)
× S
( β∏
j=1
Oqθj ×
γ∏
k=1
Oqζk
)
.
Proof. Let V+ and V− be the R-spans of H+ and H− respectively. Let M be the maximal
compact subgroup in SO(p, q) which simultaneously leaves the subspaces V+ and V− invariant.
It is clear that M◦ is a maximal compact subgroup of SO(p, q)◦. Hence
M◦ = SO(p, q)◦ ∩M = {g ∈ SO(p, q) | det g|V+ = 1, det g|V− = 1} .
As K ⊂ M , we have that K ∩ SO(p, q)◦ = K ∩M◦. The proposition now follows. 
Set
O−
d
:= {θ | θ ∈ Od, (·, ·)θ is negative definite} and O+d := {θ | θ ∈ Od, (·, ·)θ is positive definite}.
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Lemma 5.23. Let X ∈ so(p, q) be a nilpotent element. Let (d, sgnOX ) ∈ Yeven1 (p, q) be the
signed Young diagram of the orbit OX (that is, ΨSO(p,q)◦(OX) = (d, sgnOX ) as in the notation
of Theorem 5.16). We moreover assume that Nd = Od. Let KO be the maximal compact
subgroup of ZSO(p,q)◦(X,H, Y ) as in Proposition 5.22. Let kO be the Lie algebra of KO. Then
the following hold:
(1) If #(Od \O−d ) = 1, #(Od \O+d ) = 1 and pθ1 = qθ2 = 2 for θ1 ∈ Od \O−d , θ2 ∈ Od \O+d ,
then dimR
[
z(kO)
]KO/K◦O = 2.
(2) Suppose that either #(Od \ O−d ) = 1, pθ1 = 2 for θ1 ∈ Od \ O−d , or #(Od \ O+d ) = 1,
qθ2 = 2 for θ2 ∈ Od \ O+d . Moreover, suppose that both the conditions do not hold
simultaneously. Then dimR
[
z(kO)
]KO/K◦O = 1.
(3) In all other cases, dimR
[
z(kO)
]KO/K◦O = 0.
Proof. In view of (5.8), (5.9) and Proposition 5.22, the lemma is clear. 
Lemma 5.24. Let W be a finite dimensional vector space over R, and let 〈·, ·〉′ be a non-
degenerate symmetric bilinear form on W . Let W1,W2 ⊂ W be subspaces such that W1 ⊥ W2
and W = W1 ⊕W2. Let 〈·, ·〉′2 be the restriction of 〈·, ·〉′ to W2. Then
SO(W, 〈·, ·〉′)◦ ∩ {g ∈ SO(W, 〈·, ·〉′) | g(W1) ⊂W1, g(W2) ⊂W2, g|W1 = IdW1 }
= {g ∈ SO(W, 〈·, ·〉′) | g(W1) ⊂W1, g(W2) ⊂W2, g|W1 = IdW1 , g|W2 ∈ SO(W2, 〈·, ·〉′2)◦ }.
In particular,
SO(W, 〈·, ·〉′)◦ ∩ {g ∈ SO(W, 〈·, ·〉′) | g(W1) ⊂ W1, g(W2) ⊂ W2, g|W1 = IdW1 }
is isomorphic to SO(W2, 〈·, ·〉′2)◦.
Proof. Let (p2, q2) be the signature of 〈·, ·〉′2. If either p2 = 0 or q2 = 0, then as SO(W2, 〈·, ·〉′2)
= SO(W2, 〈·, ·〉′2)◦ the lemma follows immediately.
Assumption that p2 > 0 and q2 > 0. In this case, considering an orthogonal basis of W2
for the form 〈·, ·〉′2 we easily construct a linear map A : W −→ W such that A|W1 = IdW1 ,
A(W2) ⊂ W2, (A|W2)2 = IdW2 , and A|W2 ∈ SO(W2, 〈·, ·〉′2) \ SO(W2, 〈·, ·〉′2)◦. It is then clear
that
A ∈ SO(W, 〈·, ·〉′) \ SO(W, 〈·, ·〉′)◦ .
Let Γ ⊂ GL(W ) be the subgroup generated by A and Γ′ ⊂ GL(W2) the subgroup gener-
ated by A|W2 . It then follows that SO(W, 〈·, ·〉′) = ΓSO(W, 〈·, ·〉′)◦ and SO(W2, 〈·, ·〉′2) =
Γ′ SO(W2, 〈·, ·〉′2)◦. Now the lemma follows. 
We now describe the second cohomology groups of nilpotent orbits in so(p, q) when p > 0, q >
0. As we will consider only simple Lie algebras, to ensure simplicity of so(p, q), in view of [Kn,
Theorem 6.105, p. 421] and isomorphisms (iv), (v), (vi), (ix), (x) in [He, Chapter X, §6, pp.
519-520], we need the additional restriction that (p, q) 6∈ {(1, 1), (2, 2)}.
Theorem 5.25. Let p 6= 2, q 6= 2 and (p, q) 6= (1, 1). Let X ∈ so(p, q) be a nilpotent
element. Let (d, sgnOX ) ∈ Yeven1 (p, q) be the signed Young diagram of the orbit OX (that is,
ΨSO(p,q)◦(OX) = (d, sgnOX ) as in the notation of Theorem 5.16). Then the following hold:
(1) If #(Od \ O−d ) = 1, #(Od \ O+d ) = 1 and pθ1 = qθ2 = 2 when θ1 ∈ Od \ O−d and
θ2 ∈ Od \O+d , then dimRH2(OX , R) = (#Ed + 2).
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(2) Suppose that either #(Od\O−d ) = 1 and pθ1 = 2 for θ1 ∈ Od\O−d , or #(Od \O+d ) = 1
and qθ2 = 2 for θ2 ∈ Od \O+d . Moreover, suppose that the above two conditions do not
hold simultaneously. Then dimRH
2(OX , R) = (#Ed + 1).
(3) In all other cases dimRH
2(OX , R) = #Ed.
Proof. Let p+ q = n. As the theorem is evident when X = 0, we assume that X 6= 0.
Let {X, H, Y } ⊂ so(p, q) be a sl2(R)-triple. Let V := Rn be the right R-vector space of
column vectors. We consider V as a SpanR{X,H, Y }-module via its natural so(p, q)-module
structure. Let
VE :=
⊕
η∈Ed
M(η − 1); VO :=
⊕
θ∈Od
M(θ − 1).
Using Lemma 4.4 it follows that V = VE⊕VO is an orthogonal decomposition of V with respect
to 〈·, ·〉. Let 〈·, ·〉E := 〈·, ·〉|VE×VE and 〈·, ·〉O := 〈·, ·〉|VO×VO . Let XE := X|VE , XO := X|VO ,
HE := H|VE , HO := H|VO , YE := Y |VE and YO := Y |VO . Then we have the following natural
isomorphism
ZSO(p,q)(X,H, Y ) ≃ ZSO(VE,〈·, ·〉E)(XE,HE, YE)×ZSO(VO,〈·, ·〉O)(XO,HO, YO). (5.26)
As, the form (·, ·)η on L(η − 1) is non-degenerate and symplectic for all η ∈ Ed, it follows from
Lemma 5.3 (4) that
ZSO(VE,〈·, ·〉E)(XE,HE, YE) ≃
∏
η∈Ed
Sp(tη/2, R). (5.27)
In particular, ZSO(VE,〈·, ·〉E)(XE,HE, YE) is connected, and hence using Lemma 5.24, (5.26) and
(5.27) it follows that
ZSO(p,q)◦(X,H, Y ) ≃ ZSO(VE,〈·, ·〉E)(XE,HE, YE)×ZSO(VO,〈·, ·〉O)◦(XO,HO, YO). (5.28)
Let KE be a maximal compact subgroup of ZSO(VE,〈·, ·〉E)(XE,HE, YE) ≃
∏
η∈Ed Sp(tη/2,R). Set-
ting #Od := r, enumerate Od = {a1, · · · , ar} such that ai < ai+1 for all i. We next
set dO := [a
ta1
1 , · · · , atarr ]. As
∑
d∈Od tdd = dimR VO, we have dO ∈ P(dimR VO). We re-
call that KO := K ∩ ZSO(p,q)◦(X,H, Y ) = K ∩ SO(p, q)◦ is a maximal compact subgroup of
ZSO(p,q)◦(X,H, Y ), whereK is the maximal compact subgroup of ZSO(p,q)(X,H, Y ) as in Lemma
5.19. Let K˜ be the image of KO ×KE under the isomorphism in (5.28). It is evident that K˜
is a maximal compact subgroup of ZSO(p,q)◦(X,H, Y ). Let M˜ be a maximal compact subgroup
of SO(p, q)◦ containing K˜. Let k˜ and m˜ be the Lie algebras of K˜ and M˜ respectively. As
p 6= 2, q 6= 2, we have m˜ = [m˜, m˜]. Then using Theorem 5.2 it follows that, for all X 6= 0,
H2(OX , R) ≃ [z(˜k)∗]K˜/K˜◦ .
Let kE, kO be the Lie algebras of KE,KO respectively. As KE is connected, in view of (5.9) we
conclude that
[z(˜k)∗]K˜/K˜
◦ ≃ z(kE)⊕ [z(kO)]KO/K
◦
O .
From (5.27) we have kE ≃
⊕
η∈Ed u(tη/2). In particular, dimR z(kE) = #Ed. As NdO = OdO ,
we use Lemma 5.23 to compute the dimension of [z(kO)]
KO/K
◦
O . This completes the proof. 
We will next consider the remaining cases which are not covered in Theorem 5.25. These
cases are: (p, q) ∈ {(2, 1), (1, 2)}; p > 2, q = 2 and p = 2, q > 2. Recall the definition of
Yeven1 (p, q) as given in (2.10). If p > 2, then we list below the set of signed Young diagrams
Yeven1 (p, 2) which correspond to non-zero nilpotent orbits in so(p, 2).
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a.1
(
[1p−1, 31], ((m1ij), (m
3
ij))
)
, where (m1ij) and (m
3
ij) are (p − 1) × 1 and 1 × 3 matrices
respectively, satisfying m1i1 = +1, 1 ≤ i ≤ p− 1; m3i1 = +1, i = 1 and Yd.2.
a.2
(
[1p−1, 31], ((m1ij), (m
3
ij))
)
, where (m1ij) and (m
3
ij) are (p − 1) × 1 and 1 × 3 matrices
respectively, satisfying m1i1 = +1, 1 ≤ i ≤ p − 2, m1i1 = −1, i = p − 1; m3i1 = −1, i = 1
and Yd.2.
a.3
(
[1p−3, 51], ((m1ij), (m
5
ij))
)
, where (m1ij) and (m
5
ij) are (p − 3) × 1 and 1 × 5 matrices
respectively, satisfying m1i1 = +1, 1 ≤ i ≤ p− 3; m5i1 = +1, i = 1 and Yd.2.
a.4
(
[1p−2, 22], ((m1ij), (m
2
ij))
)
, where (m1ij) and (m
2
ij) are (p − 2) × 1 and 2 × 2 matrices
respectively, satisfying m1i1 = +1, 1 ≤ i ≤ p− 2; m2i1 = +1, 1 ≤ i ≤ 2 and Yd.2.
Similarly as above, if q > 2, then set Yeven1 (2, q) consists of four elements which correspond
to non-zero nilpotent orbits in so(2, q). These are listed below:
b.1
(
[1q−1, 31], ((m1ij), (m
3
ij))
)
, where (m1ij) and (m
3
ij) are (q − 1) × 1 and 1 × 3 matrices
respectively, satisfying m1i1 = −1, 1 ≤ i ≤ q − 1; m3i1 = −1, i = 1 and Yd.2.
b.2
(
[1q−1, 31], ((m1ij), (m
3
ij))
)
, where (m1ij) and (m
3
ij) are (q − 1) × 1 and 1 × 3 matrices
respectively, satisfying m1i1 = +1, i = 1, m
1
i1 = −1, 2 ≤ i ≤ q − 1; m3i1 = +1, i = 1 and
Yd.2.
b.3
(
[1q−3, 51], ((m1ij), (m
5
ij))
)
, where (m1ij) and (m
5
ij) are (q − 3) × 1 and 1 × 5 matrices
respectively, satisfying m1i1 = −1, 1 ≤ i ≤ q − 3; m5i1 = −1, i = 1 and Yd.2.
b.4
(
[1q−2, 22], ((m1ij), (m
2
ij))
)
, where (m1ij) and (m
2
ij) are (q − 2) × 1 and 2 × 2 matrices
respectively, satisfying m1i1 = −1, 1 ≤ i ≤ q − 2; m2i1 = +1, 1 ≤ i ≤ 2 and Yd.2.
Theorem 5.26. Let ΨSO(p,q)◦ : N (SO(p, q)◦) −→ Yeven1 (p, q) be the parametrization in Theo-
rem 5.16. Let OX ∈ N (SO(p, q)◦). Then the following hold:
(1) Suppose (p, q) ∈ {(2, 1), (1, 2)}, then H2(OX , R) = 0.
(2) Assume that p > 2, q = 2.
(i) If ΨSO(p,2)◦(OX) is as in (a.1), then dimRH2(OX , R) = 0.
(ii) If ΨSO(p,2)◦(OX) is as in (a.2), then dimRH2(OX , R) =
{
1 if p = 4
0 otherwise.
(iii) If ΨSO(p,2)◦(OX) is as in (a.3), then dimRH2(OX , R) = 0.
(iv) If ΨSO(p,2)◦(OX) is as in (a.4), then dimRH2(OX , R) =
{
1 if p = 4
0 otherwise.
(3) Assume p = 2 and q > 2.
(i) If ΨSO(2,q)◦(OX ) is as in (b.1), then dimRH2(OX , R) = 0.
(ii) If ΨSO(2,q)◦(OX) is as in (b.2), then dimRH2(OX , R) =
{
1 if q = 4
0 otherwise.
(iii) If ΨSO(2,q)◦(OX) is as in (b.3), then dimRH2(OX , R) = 0.
(iv) If ΨSO(2,q)◦(OX) is as in (b.4), then dimRH2(OX , R) =
{
1 if q = 4
0 otherwise.
Proof. As X 6= 0, we may assume that X lies in a sl2(R)-triple, say {X,H, Y }, in so(p, q).
Proof of (1): Let m be the Lie algebra of a maximal compact subgroup of SO(p, q)◦. As (p, q) ∈
{(2, 1), (1, 2)}, we have [m, m] = 0. Thus using Theorem 5.2 it follows that H2(OX , R) = 0.
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Proof of (2): As Nd = Od in each of the cases (i), (ii) and (iii), we will use Proposition
5.22. Let K be the maximal compact subgroup of ZSO(p,2)(X,H, Y ) as given in Lemma 5.19.
Let M be the maximal compact subgroup of SO(p, 2) which leaves invariant simultaneously the
two subspaces spanned by H+ and H−, where H+ and H− are as in (5.25) with q = 2. Then
M◦ = M ∩ SO(p, 2) is a maximal compact subgroup of SO(p, 2)◦. Recall that
KO := K ∩M◦ = K ∩ SO(p, 2)◦
is a maximal compact subgroup of ZSO(p,2)◦(X,H, Y ). Then, in the notation of Proposition
5.22, ΛH(KO) ⊂ SO(p)× SO(2). Let kO and m be the Lie algebras of KO and M◦ respectively.
We now prove (i) of (2). Suppose ΨSO(p,2)◦(OX) is as in (a.1). Using Proposition 5.22 it
follows that
ΛH(KO) =
{
Dp(g) ⊕Dq(g)
∣∣ g ∈ Op−1 ×O1, χp(g) = 1,χq(g) = 1}
=
{
C ⊕ E
⊕
E ⊕ E ∣∣ C ∈ Op−1, E ∈ O1, detC detE = 1}. (5.29)
Therefore, z(kO)∩ [m, m] = so2 when p = 3, and z(kO) = 0 when p > 3. From (5.29) it follows
that KO ≃ S(O2 × O1) when p = 3. Since O2/SO2 acts non-trivially on so2, when p = 3 we
have
[
z(kO) ∩ [m, m]
]K/K◦
= 0. Thus using Theorem 5.2,
H2(OX , R) = 0
for all p > 2.
We next give a proof of (ii) of (2). Assume that ΨSO(p,2)◦(OX) is as in (a.2). Using Proposition
5.22 and notation therein,
ΛH(KO) =
{
Dp(g) ⊕Dq(g)
∣∣ g ∈ Op−2 ×O1 ×O1, χp(g) = 1,χq(g) = 1}
=
{
C ⊕ F ⊕ F
⊕
D ⊕ F ∣∣ C ∈ Op−2;D,F ∈ O1; detC = 1,detD detF = 1}.
(5.30)
It is clear from above that z(kO) ∩ [m, m] = so2 when p = 4 and z(kO) = 0 when p 6= 4, p > 2.
When p = 4, then KO ≃ SO2 × S(O1 × O1) from (5.30). As SO2 acts trivially on so2, using
Theorem 5.2 we conclude that
dimRH
2(OX , R) =
{
1 if p = 4
0 otherwise.
We now give a proof of (iii) of (2). Assume that ΨSO(p,2)◦(OX) is as in (a.3). Using Proposition
5.22 and notation therein,
ΛH(KO) =
{
Dp(g) ⊕Dq(g)
∣∣ g ∈ Op−3 ×O1, χp(g) = 1,χq(g) = 1}
=
{
C ⊕ E ⊕ E ⊕ E
⊕
E ⊕ E ∣∣ C ∈ Op−3, E ∈ O1, detC detE = 1}. (5.31)
Therefore, we have z(kO) ∩ [m, m] = so2 when p = 5, and z(kO) = 0 for p > 2, p 6= 5. It follows
from (5.31) that KO ≃ S(O2 ×O1) when p = 5. Since O2/SO2 acts non-trivially on so2, in the
case when p = 5 we have
[
z(kO) ∩ [m, m]
]K/K◦
= 0. Thus in view of Theorem 5.2,
H2(OX , R) = 0
for all p > 2.
We now give a proof of (iv) of (2). Let n = p + 2. Suppose ΨSO(p,2)◦(OX) is as in (a.4).
We need to construct a standard orthogonal basis as done before. We follow the notation as in
Lemma 5.20. Define, A+(2) :=
(
(v21 +Xv
2
2)/
√
2, (v22 −Xv21)/
√
2
)
and
A−(2) :=
(
(v21 −Xv22)/
√
2, (v22 +Xv
2
1)/
√
2
)
.
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Finally set H+ := B0(1) ∨ A+(2), H− := A−(2) and H := H+ ∨ H−. Then it is clear that H is
a standard orthogonal basis of V such that
H+ = {v ∈ H | 〈v, v〉 = 1}
and H− = {v ∈ H | 〈v, v〉 = −1}. In particular, #H+ = p and #H− = 2. Let V+(2),
V−(2) be the spans of A+(2), A−(2) respectively. Let K be the maximal compact subgroup
of ZSO(p,2)(X,H, Y ) as in Lemma 5.20. We observe that if g ∈ K, then g(V+(2)) ⊂ V+(2),
g(V−(2)) ⊂ V−(2) and [
g|V+(2)
]
A+(2) =
[
g|V−(2)
]
A−(2) =
[
g|L(1)
]
B0(2).
Let ΛH : EndRRn −→ Mn(R) be the isomorphism of R-algebras induced by the above ordered
basis H. Let M be the maximal compact subgroup in SO(p, 2) which simultaneously leaves the
subspaces spanned by H+ and H− invariant. Then M◦ = M ∩ SO(p, 2)◦ is a maximal compact
subgroup of SO(p, 2)◦, and K˜ := K∩M◦ is a maximal compact subgroup of ZSO(p,2)◦(X,H, Y ).
We have the following explicit description of ΛH(K˜) ⊂ SO(p)× SO(2):
ΛH(K˜) =
{
A⊕B
⊕
B
∣∣ A ∈ Op−2, B ∈ O2; detAdetB = 1 and detB = 1}. (5.32)
In particular, K˜ ≃ SOp−2 × SO2. Let k˜ and m be the Lie algebras of K˜ and M◦ respectively.
From (5.32),
z(˜k) ∩ [m, m] =
{
so2 if p = 4
0 otherwise.
As K˜ is connected, the conclusion follows from Theorem 5.2. This completes the proof of (2).
The proofs of (3)(i), (3)(ii), (3)(iii) and (3)(iv) are similar to those of (2)(i), (2)(ii), (2)(iii)
and (2)(iv) respectively and hence the details are omitted. 
5.5. Second cohomology groups of nilpotent orbits in so∗(2n). Let n be a positive integer.
The aim in this subsection is to compute the second cohomology groups of nilpotent orbits in the
simple real Lie algebra so∗(2n) under the adjoint action of SO∗(2n). Throughout this subsection
〈·, ·〉 denotes the skew-Hermitian form on Hn defined by 〈x, y〉 := xtjIny, for x, y ∈ Hn. We will
follow notation as defined in §2.
We first need to describe a suitable parametrization of N (SO∗(2n)), the set of all nilpotent
orbits in so∗(2n). Let ΨSLn(H) : N (SLn(H)) −→ P(n) be the parametrization as in Theorem
5.8. As SO∗(2n) ⊂ SLn(H) (consequently, Nso∗(2n) ⊂ Nsln(H)) we have the inclusion map
ΘSO∗(2n) : N (SO∗(2n)) −→ N (SLn(H)). Let
Ψ′SO∗(2n) := ΨSLn(H) ◦ΘSO∗(2n) : N (SO∗(2n)) −→ P(n)
be the composition. Let X ∈ so∗(2n) be a non-zero nilpotent element and OX be the corre-
sponding nilpotent orbit in so∗(2n). Let {X, H, Y } ⊂ so∗(2n) be a sl2(R)-triple. We now
apply Proposition 4.6, Remark 4.9(3), and follow the notation used therein. Let V := Hn be the
right H-vector space of column vectors. Let {d1, · · · , ds}, with d1 < · · · < ds, be the ordered
finite set of natural numbers that arise as R-dimension of non-zero irreducible SpanR{X,H, Y }-
submodules of V . Recall thatM(d−1) is defined to be the isotypical component of V containing
all irreducible SpanR{X,H, Y }-submodules of V with highest weight (d−1), and as in (4.1), we
set L(d− 1) := VY,0 ∩M(d− 1). Recall that the space L(dr − 1) is a H-subspace for 1 ≤ r ≤ s.
Let tdr := dimH L(dr − 1), 1 ≤ r ≤ s. Then d := [d
td1
1 , · · · , dtdss ] ∈ P(n), and moreover,
Ψ′SO∗(2n)(OX) = d.
We next assign sgnOX ∈ Soddd (n) to each OX ∈ N (SO∗(2n)); see (2.8) for the definition of
Sodd
d
(n). For each d ∈ Nd (see (2.2) for the definition of Nd) we will define a td×d matrix (mdij)
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in Ad that depends only on the orbit OX ; see (2.4) for the definition of Ad. For this, recall that
the form (·, ·)d : L(d− 1)×L(d− 1) −→ H defined as in (4.7) is skew-Hermitian or Hermitian
according as d is odd or even. Denoting the signature of (·, ·)η by (pη, qη) when η ∈ Ed, we
now define
mθi1 := +1 if 1 ≤ i ≤ tθ, θ ∈ Od;
mηi1 :=
{
+1 if 1 ≤ i ≤ pη
−1 if pη < i ≤ tη
, η ∈ Ed ;
and for j > 1 we define (mdij) as in (5.12) and (5.13). Then the matrices (m
d
ij) clearly ver-
ify (Yd.2). Set sgnOX := ((m
d1
ij ), · · · , (mdsij )). It now follows from the above definitions of
mθi1, θ ∈ Od that sgnOX ∈ Soddd (n). Thus we have the map
ΨSO∗(2n) : N (SO∗(2n)) −→ Yodd(n) , OX 7−→
(
Ψ′SO∗(2n)(OX), sgnOX
)
;
where Yodd(n) is as in (2.11). The following theorem is standard.
Theorem 5.27 ([CoMc, Theorem 9.3.4]). The above map ΨSO∗(2n) is a bijection.
Let 0 6= X ∈ Nso∗(2n) and {X, H, Y } be a sl2(R)-triple in so∗(2n). Let ΨSO∗(2n)(OX) =(
d, sgnOX
)
. Then Ψ′SO∗(2n)(OX) = d. Recall that sgnOX determines the signature of (·, ·)η on
L(η− 1) for all η ∈ Ed; let (pη, qη) be the signature of (·, ·)η on L(η − 1). Let (vd1 , · · · , vdtd) be
an ordered H-basis of L(d− 1) as in Proposition 4.6. It now follows from Proposition 4.6(3)(a)
that (vd1 , · · · , vdtd) is an orthogonal basis of L(d − 1) for the form (·, ·)d for all d ∈ Nd. We
also assume that the vectors in the ordered basis (vd1 , · · · , vdtd) satisfy the properties in Remark
4.9(3). Since (·, ·)θ is skew-Hermitian for all θ ∈ Od, using Lemma 2.6, we may assume that
(vθ1 , · · · , vθtθ ) is a standard orthogonal basis for all θ ∈ Od. Thus
(vθj , v
θ
j )θ = j for all 1 ≤ j ≤ tθ, θ ∈ Od. (5.33)
In view of the signature of (·, ·)η, η ∈ Ed, we may assume that
(vηj , v
η
j )η =
{
+1 if 1 ≤ j ≤ pη
−1 if pη < j ≤ tη.
(5.34)
For η ∈ Ed, 1 ≤ r ≤ pη, define
wηrl :=

(
X lvηr +Xη−1−lvηr j
)
/
√
2 if l is even, 0 ≤ l ≤ η/2 − 1(
X lvηr +Xη−1−lvηr j
)
i/
√
2 if l is odd, 0 ≤ l ≤ η/2 − 1(
Xη−1−lvηr −X lvηr j
)
i/
√
2 if l is odd, η/2 ≤ l ≤ η − 1(
Xη−1−lvηr −X lvηr j
)
/
√
2 if l is even, η/2 ≤ l ≤ η − 1.
(5.35)
Similarly for η ∈ Ed, pη < r ≤ tη, define
wηrl :=

(
X lvηr +Xη−1−lvηr j
)
i/
√
2 if l is even, 0 ≤ l ≤ η/2 − 1(
X lvηr +Xη−1−lvηr j
)
/
√
2 if l is odd, 0 ≤ l ≤ η/2 − 1(
Xη−1−lvηr −X lvηr j
)
/
√
2 if l is odd, η/2 ≤ l ≤ η − 1(
Xη−1−lvηr −X lvηr j
)
i/
√
2 if l is even, η/2 ≤ l ≤ η − 1.
(5.36)
Using (5.34) we observe that for all η ∈ Ed,
{wηrl | 0 ≤ l ≤ η − 1, 1 ≤ r ≤ tη}
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is an orthogonal basis of M(η−1) with respect to 〈·, ·〉, where 〈wηrl, wηrl〉 = j for 0 ≤ l ≤ η−1,
1 ≤ r ≤ tη. For η ∈ Ed, 0 ≤ l ≤ η/2 − 1, set
W l(η) := SpanH{wηr l, wηr η−1−l | 1 ≤ r ≤ tη}. (5.37)
Moreover, we define a standard orthogonal basis Dl(η) of W l(η) with respect to 〈·, ·〉 as follows:
Dl(η) :=

(
wη
1 l
, · · · , wη
pη l
) ∨ (wη
1 (η−1−l)
, · · · , wη
pη (η−1−l)
)∨ (
wη
(pη+1) (η−1−l)
, · · · , wη
tη (η−1−l)
) ∨ (wη
(pη+1) l
, · · · , wη
tη l
)
if l is even(
wη
1 (η−1−l)
, · · · , wη
pη (η−1−l)
) ∨ (wη
1 l
, · · · , wη
pη l
)∨ (
wη
(pη+1) l
, · · · , wη
tη l
) ∨ (wη
(pη+1) (η−1−l)
, · · · , wη
tη (η−1−l)
)
if l is odd.
(5.38)
Now fixing θ ∈ O1
d
, for all 1 ≤ r ≤ tθ, define
wθrl :=

(
X lvθr +X
θ−1−lvθr
)
/
√
2 if l is even, 0 ≤ l < (θ − 1)/2(
X lvθr +X
θ−1−lvθr
)
i/
√
2 if l is odd, 0 ≤ l < (θ − 1)/2
X lvθr if l = (θ − 1)/2(
Xθ−1−lvθr −X lvθr
)
/
√
2 if l is odd, (θ + 1)/2 ≤ l ≤ θ − 1(
Xθ−1−lvθr −X lvθr
)
i/
√
2 if l is even, (θ + 1)/2 ≤ l ≤ θ − 1.
For all ζ ∈ O3
d
and 1 ≤ r ≤ tζ , define
wζrl :=

(
X lvζr +Xζ−1−lvζr
)
/
√
2 if l is even, 0 ≤ l < (ζ − 1)/2(
X lvζr +Xζ−1−lvζr
)
i/
√
2 if l is odd, 0 ≤ l < (ζ − 1)/2
X lvζr i if l = (ζ − 1)/2(
Xζ−1−lvζr −X lvζr
)
/
√
2 if l is odd, (ζ + 1)/2 ≤ l ≤ ζ − 1(
Xζ−1−lvζr −X lvζr
)
i/
√
2 if l is even, (ζ + 1)/2 ≤ l ≤ ζ − 1.
Using (5.33) we observe that for all θ ∈ Od,
{wθrl | 0 ≤ l ≤ θ − 1, 1 ≤ r ≤ tθ}
is an orthogonal basis of M(θ−1) with respect to 〈·, ·〉, where 〈wθrl, wθrl〉 = j for 0 ≤ l ≤ θ−1,
1 ≤ r ≤ tθ. For each θ ∈ Od, 0 ≤ l ≤ θ − 1, set
V l(θ) := SpanH{wθrl | 1 ≤ r ≤ tθ}. (5.39)
The standard orthogonal ordered basis (wθ1l, · · · , wθtθ l) of V l(θ) with respect to 〈·, ·〉 is denoted
by Cl(θ).
Let W be a right H-vector space and 〈·, ·〉′ a non-degenerate skew-Hermitian form on W .
Let dimHW = m, and let B′ := (v1, · · · , vm) be a standard orthogonal basis of W such that
〈vr, vr〉′ = j for all 1 ≤ r ≤ m. Define
JB′ : W −→ W ,
∑
r
vrzr 7−→
∑
r
vrjzr
for all column vectors (z1, · · · , zm)t ∈ Hm. Set
KB′ :=
{
g ∈ SO∗(W, 〈·, ·〉′) ∣∣ gJB′ = JB′g}.
The following lemma is standard; its proof is omitted.
Lemma 5.28. Let W , 〈·, ·〉′ and B′ be as above. Then the following hold:
(1) KB′ is a maximal compact subgroup of SO∗(W, 〈·, ·〉′).
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(2) KB′ =
{
g ∈ SL(W ) ∣∣ [g]B′ = A+ jB with A,B ∈Mm(R), A+√−1B ∈ U(m)}.
Recall that
{
x ∈ EndHW | xJB′ = JB′x
}
=
{
x ∈ EndHW
∣∣ [x]B′ ∈ Mm(R) + jMm(R)}. We
now consider the R-algebra isomorphism
Λ′B′ :
{
x ∈ EndHW | xJB′ = JB′x
} −→ Mm(C) , x 7−→ A+√−1B , (5.40)
where A, B ∈ Mm(R) are the unique elements such that [x]B = A+ jB. In view of the above
lemma it is clear that Λ′B′(KB′) = U(m), and hence Λ
′
B′ : KB′ −→ U(m) is an isomorphism of
Lie groups.
In the next lemma we specify a maximal compact subgroup of ZSO∗(2n)(X,H, Y ) which will
be used in Proposition 5.30. Recall that Z := (σc(zrl)) ∈ Mm(H); see Section 2.1.
Lemma 5.29. Let K be the subgroup of ZSO∗(2n)(X,H, Y ) consisting of elements g in
ZSO∗(2n)(X,H, Y ) satisfying the following conditions:
(1) g
(
V l(θ)
) ⊂ V l(θ) for all θ ∈ Od and 0 ≤ l ≤ θ − 1.
(2) For all θ ∈ O1
d
, there exist Aθ, Bθ ∈ Mtθ (R) with Aθ +
√−1Bθ ∈ U(tθ) such that
[
g|V l(θ)
]
Cl(θ) =

Aθ + jBθ if l is even, 0 ≤ l < (θ − 1)/2
Aθ − jBθ if l is odd, 0 ≤ l < (θ − 1)/2
Aθ + jBθ if l = (θ − 1)/2
Aθ + jBθ if l is odd, (θ + 1)/2 ≤ l ≤ θ − 1
Aθ − jBθ if l is even, (θ + 1)/2 ≤ l ≤ θ − 1.
(3) For all ζ ∈ O3
d
, there exist Aζ , Bζ ∈ Mtζ (R) with Aζ +
√−1Bζ ∈ U(tζ) such that
[
g|V l(ζ)
]
Cl(ζ) =

Aζ + jBζ if l is even, 0 ≤ l < (ζ − 1)/2
Aζ − jBζ if l is odd, 0 ≤ l < (ζ − 1)/2
Aζ − jBζ if l = (ζ − 1)/2
Aζ + jBζ if l is odd, (ζ + 1)/2 ≤ l ≤ ζ − 1
Aζ − jBζ if l is even, (ζ + 1)/2 ≤ l ≤ ζ − 1.
(4) g(W l(η)) ⊂ W l(η) for all η ∈ Ed and 0 ≤ l ≤ η/2− 1.
(5) For all η ∈ Ed, there exist Apη , Bpη , Cpη ,Dpη ∈ Mpη(R), A′qη , B′qη , C ′qη ,D′qη ∈ Mqη(R)
with Apη + jBpη + i(Cpη + jDpη) ∈ Sp(pη) and A′qη + jB′qη + i(C ′qη + jD′qη) ∈ Sp(qη) such
that
[
g|W l(η)
]
Dl(η) =

Apη + jBpη −Cpη + jDpη
Cpη + jDpη Apη − jBpη
A′qη + jB
′
qη −C ′qη + jD′qη
C ′qη + jD
′
qη A
′
qη − jB′qη
 .
Then K is a maximal compact subgroup of ZSO∗(2n)(X,H, Y ).
Proof. Let Bl(d) = (X lvd1 , · · · , X lvdtd) be the ordered basis of X lL(d − 1) for 0 ≤ l ≤ d − 1,
d ∈ Nd, as in (5.1). Let K ′ be the subgroup consisting of all g ∈ ZSO∗(2n)(X,H, Y ) satisfying
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the following properties:
For θ ∈ Od, 0 ≤ l ≤ θ − 1, g
(
V l(θ)
) ⊂ V l(θ), (5.41)
For all θ ∈ O1d,
[
g|V l(θ)
]
Cl(θ) =

[
g|V 0(θ)
]
C0(θ) if l is even, 0 ≤ l < (θ − 1)/2[
g|V 0(θ)
]
C0(θ) if l is odd, 0 ≤ l < (θ − 1)/2[
g|V 0(θ)
]
C0(θ) if l = (θ − 1)/2[
g|V 0(θ)
]
C0(θ) if l is odd, (θ + 1)/2 ≤ l ≤ θ − 1[
g|V 0(θ)
]
C0(θ) if l is even, (θ + 1)/2 ≤ l ≤ θ − 1,
(5.42)
For all ζ ∈ O3d,
[
g|V l(ζ)
]
Cl(ζ) =

[
g|V 0(ζ)
]
C0(ζ) if l is even, 0 ≤ l < (ζ − 1)/2[
g|V 0(ζ)
]
C0(ζ) if l is odd, 0 ≤ l < (ζ − 1)/2[
g|V 0(ζ)
]
C0(ζ) if l = (ζ − 1)/2[
g|V 0(ζ)
]
C0(ζ) if l is odd, (ζ + 1)/2 ≤ l ≤ ζ − 1[
g|V 0(ζ)
]
C0(ζ) if l is even, (ζ + 1)/2 ≤ l ≤ ζ − 1,
(5.43)
g|V 0(θ) commutes with JC0(θ), (5.44)
g
(
X lL(η − 1)) ⊂ X lL(η − 1), [g|XlL(η−1)]Bl(η) = [g|L(η−1)]B0(η) if η ∈ Ed, 0 ≤ l ≤ η − 1;
(5.45)
g(W l(η)) ⊂W l(η) for η ∈ Ed, 0 ≤ l ≤ η/2− 1, and g|W 0(η) commutes with JD0(η). (5.46)
Using Lemma 5.28(1) it is evident that K ′ is a maximal compact subgroup of ZSO∗(2n)(X,H, Y ).
Hence to prove the lemma it suffices to show that K = K ′. Let g ∈ SO∗(2n). From Lemma
5.28(2) it is straightforward that g satisfies (1), (2), (3) of Lemma 5.29 if and only if g satisfies
(5.41), (5.42), (5.43) and (5.44). Now suppose that g ∈ SO∗(2n) and g satisfying (4), (5) of
Lemma 5.29. It is clear that (5.46) holds. We observe that
[
g|L(η−1)
]
B0(η) =
Apη + jBpη + i(Cpη + jDpη) 0
0 A′qη + jB
′
qη + i(C
′
qη + jD
′
qη)
 .
This proves that (5.45) holds.
Now we assume that g satisfies (5.45) and (5.46). Let A :=
[
g|L(η−1)
]
B0(η). Then A =[
g|XlL(η−1)
]
Bl(η) for 1 ≤ l ≤ η − 1. We observe that
[
JD0(η)
]
B0(η)∨Bη−1(η) =
(
Ipη,qη
−Ipη,qη
)
and
[
g|W 0(η)
]
B0(η)∨Bη−1(η) =
(
A
A
)
.
From (5.46) it follows that the above two matrices commute, which in turn implies that A
commutes with
(
Ipη
−Iqη
)
. Thus A is of the form A =
(
Epη 0
0 Fqη
)
for some matrices Epη ∈
GLpη(H) and Fqη ∈ GLqη(H). Write Epη = Apη + jBpη + i(Cpη + jDpη) and Fqη = A′qη + jB′qη +
i(C ′qη + jD
′
qη) where Apη , Bpη , Cpη ,Dpη ∈Mpη(R), A′qη , B′qη , C ′qη ,D′qη ∈ Mqη(R). We now observe
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that
[
g|W l(η)
]
Dl(η) =

Apη + jBpη −Cpη + jDpη
Cpη + jDpη Apη − jBpη
A′qη + jB
′
qη −C ′qη + jD′qη
C ′qη + jD
′
qη A
′
qη − jB′qη

where Dl(η) is defined as in (5.38).
Recall that M(η− 1) =⊕η/2l=0W l(η) is an orthogonal decomposition of M(η− 1) with respect
to 〈·, ·〉; see (5.37) and the paragraph preceding it. As D0(η) is a standard orthogonal basis of
W 0(η), and g|W 0(η) commutes with JD0(η), it follows that Λ′D0(η)(g|W 0(η)) ∈ U(2tη). In other
words,
Apη +
√−1Bpη −Cpη +
√−1Dpη
Cpη +
√−1Dpη Apη −
√−1Bpη
A′qη +
√−1B′qη −C ′qη +
√−1D′qη
C ′qη +
√−1D′qη A′qη −
√−1B′qη
 ∈ U(2tη).
This implies that Epη ∈ Sp(pη) and Fqη ∈ Sp(qη) and (5) of lemma (5.29) holds. This completes
the proof. 
We now introduce some notation which will be required to state Proposition 5.30. For η ∈ Ed,
set
D(η) := D0(η) ∨ · · · ∨ Dη/2−1(η) ,
and for θ ∈ Od, set
C(θ) := C0(θ) ∨ · · · ∨ Cθ−1(θ).
Let α := #Ed, β := #O1d and γ := #O
3
d
. We enumerate Ed = {ηi | 1 ≤ i ≤ α} such that
ηi < ηi+1, O1d = {θj | 1 ≤ j ≤ β} such that θj < θj+1 and similarly O3d = {ζj | 1 ≤ j ≤ γ} such
that ζj < ζj+1. Now define
E := D(η1) ∨ · · · ∨ D(ηα); O1 := C(θ1) ∨ · · · ∨ C(θβ); and O3 := C(ζ1) ∨ · · · ∨ C(ζγ).
Also define
H = E ∨ O1 ∨ O3. (5.47)
For an integer m define the R-algebra embedding
℘m,H : Mm(H) −→ M2m(C) , R 7−→
(
S −T
T S
)
where S, T ∈ Mm(C) are the unique elements such that R = S + jT . The following map is an
R-algebra embedding of
∏α
i=1
(
Mpηi (H)×Mqηi (H)
)×∏βj=1Mtθj (C)×∏γk=1Mtζk (C) into Mn(C).
Define
D :
α∏
i=1
(
Mpηi (H)×Mqηi (H)
)× β∏
j=1
Mtθj (C)×
γ∏
k=1
Mtζk (C) −→ Mn(C)
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by (
Cη1 ,Dη1 , · · · , Cηα ,Dηα ; Aθ1 , · · · , Aθβ ; Bζ1 , · · · , Bζγ
)
7−→
α⊕
i=1
(
℘pηi ,H(Cηi)⊕ ℘qηi ,H(Dηi)
) η
2
N
⊕
β⊕
j=1
((
Aθj ⊕Aθj
) θj−1
4
N
⊕Aθj ⊕
(
Aθj ⊕Aθj
) θj−1
4
N
)
⊕
γ⊕
k=1
((
Bζk ⊕Bζk
) ζk+1
4
N
⊕ (Bζk ⊕Bζk) ζk−34N ⊕Bζk).
It is clear that H in (5.47) is a standard orthogonal basis of V with respect to 〈·, ·〉. Let
Λ′H : {x ∈ EndHHn | xJH = JHx} −→ Mn(C)
be the isomorphism of R-algebras induced by the above ordered basis H. Recall that Λ′H : KH
−→ U(n) is an isomorphism of Lie groups.
Proposition 5.30. Let X ∈ Nso∗(2n), ΨSO∗(2n)(OX) =
(
d, sgnOX
)
. Let α := #Ed, β := #O1d
and γ := #O3
d
. Let {X,H, Y } ⊂ so∗(2n) be a sl2(R)-triple; let (pη, qη) be the signature of
the form (·, ·)η, for η ∈ Ed, as defined in (4.7). Let K be the maximal compact subgroup of
ZSO∗(2n)(X,H, Y ) as in Lemma 5.29. Then Λ′H(K) ⊂ U(n) is given by
Λ′H(K) =
{
D(g)
∣∣∣∣ g ∈ α∏
i=1
(
Sp(pηi)× Sp(qηi)
)× β∏
j=1
U(tθj )×
γ∏
k=1
U(tζk)
}
.
Proof. This follows by writing the matrices of the elements of the maximal compact subgroup
K with respect to the basis H in (5.47). 
As we only consider simple Lie algebras, to ensure simplicity of so∗(2n), in view of [Kn,
Theorem 6.105, p. 421] and the isomorphisms (vii), (xi) in [He, Chapter X, §6, pp.519-520], we
will further need to assume that n ≥ 3.
Theorem 5.31. Let X ∈ so∗(2n) be a nilpotent element when n ≥ 3. Let (d, sgnOX ) ∈ Yodd(n)
be the signed Young diagram of the orbit OX (that is, ΨSO∗(2n)(OX) = (d, sgnOX ) in the notation
of Theorem 5.27). Then
dimRH
2(OX ,R) =
{
0 if #Od = 0
#Od − 1 if #Od ≥ 1 .
Proof. As the theorem is evident when X = 0, we assume that X 6= 0.
In the proof we will use the notation established above. Let {X,H, Y } ⊂ so∗(2n) be a sl2(R)-
triple. Let K be the maximal compact subgroup of ZSO∗(2n)(X,H, Y ) as in Lemma 5.29. Let
H be as in (5.47), and let KH be the maximal compact subgroup of SO∗(2n) as in the Lemma
5.28(1). Then K ⊂ KH. It follows either from Proposition 5.30 or from Lemma 5.3(4) that
K ≃
∏
η∈Ed
(
Sp(pη)× Sp(qη)
) × ∏
θ∈Od
U(tθ).
In particular, K is connected and dimR z(k) = #Od. Let kH be the Lie algebra of KH. We now
appeal to Proposition 5.30 to conclude that z(k) ⊂ [kH, kH] when #Od = 0, and z(k) 6⊂ [kH, kH]
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when #Od > 0. As dimR z(kH) = 1, in view of Theorem 5.2 we have that for all X 6= 0,
dimRH
2(OX ,R) = dimR z(k) ∩ [kH, kH] =
{
0 if #Od = 0
#Od − 1 if #Od ≥ 1 .
This completes the proof of the theorem. 
5.6. Second cohomology groups of nilpotent orbits in sp(n,R). Let n be a positive inte-
ger. The aim in this subsection is to compute the second cohomology groups of nilpotent orbits
in the simple real Lie algebra sp(n,R) under the adjoint action of Sp(n,R). Throughout this
subsection 〈·, ·〉 denotes the symplectic form on R2n defined by 〈x, y〉 := xtJny, x, y ∈ R2n,
where Jn is as in (2.1). We will follow notation as defined in §2.
Let ΨSL2n(R) : N (SL2n(R)) −→ P(2n) be the parametrization of nilpotent orbits in sl2n(R);
see Theorem 5.6. As Sp(n,R) ⊂ SL2n(R) (consequently, Nsp(n,R) ⊂ Nsl2n(R)) we have the
inclusion map ΘSp(n,R) : N (Sp(n,R)) −→ N (SL2n(R)). Let
Ψ′Sp(n,R) := ΨSL2n(R) ◦ΘSp(n,R) : N (Sp(n,R)) −→ P(2n)
be the composition. From Remark 4.9(1) it follows that Ψ′Sp(n,R)(N (Sp(n,R))) ⊂ P−1(2n).
Let 0 6= X ∈ sp(n,R) be a nilpotent element and OX be the corresponding nilpotent orbit in
sp(n,R). Let {X, H, Y } ⊂ sp(n,R) be a sl2(R)-triple. We now apply Proposition 4.6, Remark
4.9 (1), and follow the notation used therein. Let V := R2n be the right R-vector space of column
vectors. Let {d1, · · · , ds}, with d1 < · · · < ds, be the ordered finite set of natural numbers
that arise as dimension of non-zero irreducible SpanR{X,H, Y }-submodules of V . Recall that
M(d − 1) is defined to be the isotypical component of V containing all irreducible submodules
of V with highest weight d − 1 and as in (4.1), we set L(d − 1) := VY,0 ∩ M(d − 1). Let
tdr := dimR L(dr − 1) for 1 ≤ r ≤ s. Then d := [d
td1
1 , · · · , dtdss ] ∈ P−1(2n), and moreover,
Ψ′Sp(n,R)(OX ) = d.
We next assign sgnOX ∈ Soddd (2n) to each OX ∈ N (Sp(n,R)); see (2.8) for the definition
of Sodd
d
(2n). For each d ∈ Nd (see (2.2) for the definition of Nd) we will define a td × d matrix
(mdij) in Ad that depends only on the orbit OX ; see (2.4) for the definition of Ad. For this, recall
that the form (·, ·)d : L(d− 1) × L(d− 1) −→ R defined as in (4.7) is symmetric or symplectic
according as d is even or odd. Denoting the signature of (·, ·)η by (pη, qη) when η ∈ Ed, we
now define
mθi1 := +1 if 1 ≤ i ≤ tθ, θ ∈ Od;
mηi1 :=
{
+1 if 1 ≤ i ≤ pη
−1 if pη < i ≤ tη
, η ∈ Ed ;
and for j > 1, define (mdij) as in (5.12) and (5.13). Then the matrices (m
d
ij) clearly verify (Yd.2).
Set sgnOX := ((m
d1
ij ), · · · , (mdsij )). It now follows from the above definition of mθij, θ ∈ Od that
sgnOX ∈ Soddd (2n). Thus we have a map
ΨSp(n,R) : N (Sp(n,R)) −→ Yodd−1 (2n) , OX 7−→
(
Ψ′Sp(n,R)(OX), sgnOX
)
;
where Yodd−1 (2n) is as in (2.12).
Theorem 5.32 ([CoMc, Theorem 9.3.5]). The above map ΨSp(n,R) is a bijection.
Let 0 6= X ∈ Nsp(n,R) and {X,H, Y } be a sl2(R)-triple in sp(n,R). Let ΨSp(n,R)(OX) =
(d, sgnOX ). Recall that sgnOX determines the signature of (·, ·)η on L(η − 1) for all η ∈ Ed;
let (pη, qη) be the signature of (·, ·)η on L(η − 1). Let (vd1 , · · · , vdtd) be a R-basis of L(d− 1) as
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in Proposition 4.6. It now follows from Proposition 4.6(3)(c) that (vη1 , · · · , vηtη ) is an orthogonal
basis of L(η− 1) for the form (·, ·)η . We also assume that the vectors in the basis (vd1 , · · · , vdtd)
satisfy properties in Remark 4.9(1). In view of the signature of (·, ·)η, we may further assume
that
(vηj , v
η
j )η =
{
+1 if 1 ≤ j ≤ pη
−1 if pη < j ≤ tη
; η ∈ Ed. (5.48)
For all θ ∈ Od, as (· , ·)θ is a symplectic form, we may assume that (vθ1 , · · · , vθtθ/2 ; vθtθ/2+1, · · · ,
vθtθ ) is a symplectic basis of L(θ − 1); see Section 2.1 for the definition of a symplectic basis.
This is equivalent to saying that, for all θ ∈ Od,
(vθj , v
θ
tθ/2+j
)θ = 1 for 1 ≤ j ≤ tθ/2 and (vθj , vθi )θ = 0 for all i 6= j + tθ/2. (5.49)
Now fixing θ ∈ Od, for all 1 ≤ j ≤ tθ, define
wθjl :=

(
X lvθj +X
θ−1−lvθj
)
1√
2
if 0 ≤ l < (θ − 1)/2
X lvθj if l = (θ − 1)/2(
Xθ−1−lvθj −X lvθj
)
1√
2
if (θ − 1)/2 < l ≤ θ − 1.
(5.50)
For θ ∈ Od, 0 ≤ l ≤ θ − 1, set
V l(θ) := SpanR{wθjl | 1 ≤ j ≤ tθ} . (5.51)
The ordered basis
(
wθ1l, · · · , wθtθ l
)
of V l(θ) is denoted by Al(θ). Let Bl(d) = (X lvd1 , · · · , X lvdtd)
be the ordered basis of X lL(d− 1) for 0 ≤ l ≤ d− 1, d ∈ Nd as in (5.1).
Lemma 5.33. The following holds:
ZSp(n,R)(X,H, Y )=
g ∈ Sp(n,R)
∣∣∣∣∣∣∣∣∣∣
g(V l(θ)) ⊂ V l(θ) and[
g|V l(θ)
]
Al(θ) =
[
g|V 0(θ)
]
A0(θ)for all θ ∈ Od, 0 ≤ l < θ ;
g(X lL(η − 1)) ⊂ X lL(η − 1) and[
g|XlL(η−1)
]
Bl(η)=
[
g|L(η−1)
]
B0(η)for all η ∈ Ed, 0 ≤ l < η
.
Proof. The proof is similar to that of the Lemma 5.12; the details are omitted. 
Using (5.49) and (5.50) we observe that for each θ ∈ Od the space M(θ − 1) is a direct sum
of the subspaces V l(θ), 0 ≤ l ≤ θ − 1, which are mutually orthogonal with respect to 〈·, ·〉. We
now re-arrange the ordered basis Al(θ) of V l(θ) to obtain a symplectic basis Cl(θ) of V l(θ) with
respect to 〈·, ·〉 as follows. For θ ∈ O1
d
, define
Cl(θ) :=

(
wθ
1 l
, · · · , wθ
tθ/2 l
) ∨ (wθ
(tθ/2+1) l
, · · · , wθ
tθ l
)
if l is even and 0 ≤ l < (θ − 1)/2(
wθ
(tθ/2+1) l
, · · · , wθ
tθ l
) ∨ (wθ
1 l
, · · · , wθ
tθ/2 l
)
if l is odd and 0 ≤ l < (θ − 1)/2(
wθ
1 l
, · · · , wθ
tθ/2 l
) ∨ (wθ
(tθ/2+1) l
, · · · , wθ
tθ l
)
if l = (θ − 1)/2(
wθ
(tθ/2+1) l
, · · · , wθ
tθ l
) ∨ (wθ
1 l
, · · · , wθ
tθ/2 l
)
if l is even and (θ + 1)/2 ≤ l ≤ (θ − 1)(
wθ
1 l
, · · · , wθ
tθ/2 l
) ∨ (wθ
(tθ/2+1) l
, · · · , wθ
tθ l
)
if l is odd and (θ + 1)/2 ≤ l ≤ (θ − 1).
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Similarly, for each ζ ∈ O3
d
, define
Cl(ζ) :=

(
wζ
1 l
, · · · , wζ
tζ/2 l
) ∨ (wζ
(tζ/2+1) l
, · · · , wζ
tζ l
)
if l is even and 0 ≤ l < (ζ − 1)/2(
wζ
(tζ/2+1) l
, · · · , wζ
tζ l
) ∨ (wζ
1 l
, · · · , wζ
tζ/2 l
)
if l is odd and 0 ≤ l < (ζ − 1)/2(
wζ
(tζ/2+1) l
, · · · , wζ
tζ l
) ∨ (wζ
1 l
, · · · , wζ
tζ/2 l
)
if l = (ζ − 1)/2(
wζ
(tζ/2+1) l
, · · · , wζ
tζ l
) ∨ (wζ
1 l
, · · · , wζ
tζ/2 l
)
if l is even and (ζ + 1)/2 ≤ l ≤ (ζ − 1)(
wζ
1 l
, · · · , wζ
tζ/2 l
) ∨ (wζ
(tζ/2+1) l
, · · · , wζ
tζ l
)
if l is odd and (ζ + 1)/2 ≤ l ≤ (ζ − 1).
For η ∈ Ed, 0 ≤ l ≤ η/2 − 1, set
W l(η) := X lL(η − 1) +Xη−1−lL(η − 1) . (5.52)
We moreover re-arrange the ordered basis Bl(η)∨Bη−1−l(η) ofW l(η) and obtain new basis Dl(η)
as follows:
Dl(η) :=

(
X lv1, · · · ,X lvpη
) ∨ (Xη−1−lvpη+1, · · · ,Xη−1−lvtη)∨ (
Xη−1−lv1, · · · ,Xη−1−lvpη
) ∨ (X lvpη+1, · · · ,X lvtη) if l is even(
Xη−1−lv1, · · · ,Xη−1−lvpη
) ∨ (X lvpη+1, · · · ,X lvtη)∨ (
X lv1, · · · ,X lvpη
) ∨ (Xη−1−lvpη+1, · · · ,Xη−1−lvtη) if l is odd.
(5.53)
Using (5.48) it can be easily verified that Dl(η) is a symplectic basis with respect to 〈·, ·〉.
Let JCl(θ) be the complex structure on V l(θ) associated to the basis Cl(θ) for θ ∈ Od, 0 ≤
l ≤ θ − 1, and let JDl(η) be the complex structure on W l(η) associated to the basis Dl(η) for
η ∈ Ed, 0 ≤ l ≤ η − 1; see Section 2.1 for the definition of such complex structures.
The next lemma is a standard fact where we recall, without a proof, an explicit description
of a maximal compact subgroup in a symplectic group. Let V ′ be a R-vector space, 〈·, ·〉′ be
a non-degenerate symplectic form on V ′ and B′ be a symplectic basis of V ′. Let JB′ be the
complex structure on V ′ associated to B′. Let 2m := dimR V ′. We set
KB′ := {g ∈ Sp(V ′, 〈·, ·〉′) | gJB′ = JB′g}.
Lemma 5.34. Let V ′, 〈·, ·〉′,B′ and JB′ be as above. Then
(1) KB′ is a maximal compact subgroup in Sp(V ′, 〈·, ·〉′).
(2) KB′ =
{
g ∈ SL(V ′)
∣∣∣ [g]B′ = (A −BB A
)
where A+
√−1B ∈ U(m)
}
.
Define the R-algebra isomorphism
Λ˜B′ : {x ∈ EndRV ′ | xJB′ = JB′x} −→ Mm(C), x 7−→ A+
√−1B (5.54)
where
[
x
]
B′ =
(
A −B
B A
)
. In view of Lemma 5.34 it is clear that Λ˜B′(KB′) = U(m), and thus
Λ˜B′ : KB′ → U(m) is an isomorphism of Lie groups.
In the next lemma we describe a suitable maximal compact subgroup of ZSp(n,R)(X,H, Y )
which will be used in Proposition 5.36. Define the R-algebra embedding
℘m,C : Mm(C) −→ M2m(R) , R 7−→
(
S −T
T S
)
where S, T ∈ Mm(R) are the unique elements such that R = S +
√−1T .
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Lemma 5.35. Let K be the subgroup of ZSp(n,R)(X,H, Y ) consisting of elements g in
ZSp(n,R)(X,H, Y ) satisfying the following conditions:
(1) For all θ ∈ Od and 0 ≤ l ≤ θ − 1, g(V l(θ)) ⊂ V l(θ).
(2) For all θ ∈ O1
d
, there exist Aθ, Bθ ∈ Mtθ/2(R) with Aθ +
√−1Bθ ∈ U(tθ/2) such that
[
g|V l(θ)
]
Cl(θ) =

℘tθ/2,C(Aθ +
√−1Bθ) if l is even, 0 ≤ l < (θ − 1)/2
℘tθ/2,C(Aθ −
√−1Bθ) if l is odd, 0 ≤ l < (θ − 1)/2
℘tθ/2,C(Aθ +
√−1Bθ) if l = (θ − 1)/2
℘tθ/2,C(Aθ +
√−1Bθ) if l is odd, (θ + 1)/2 ≤ l ≤ θ − 1
℘tθ/2,C(Aθ −
√−1Bθ) if l is even, (θ + 1)/2 ≤ l ≤ θ − 1.
(3) For all ζ ∈ O3
d
, there exist Aζ , Bζ ∈ Mtζ/2(R) with Aζ +
√−1Bζ ∈ U(tζ/2) such that
[
g|V l(ζ)
]
Cl(ζ) =

℘tζ/2,C(Aζ +
√−1Bζ) if l is even, 0 ≤ l < (ζ − 1)/2
℘tζ/2,C(Aζ −
√−1Bζ) if l is odd, 0 ≤ l < (ζ − 1)/2
℘tζ/2,C(Aζ −
√−1Bζ) if l = (ζ − 1)/2
℘tζ/2,C(Aζ +
√−1Bζ) if l is odd, (ζ + 1)/2 ≤ l ≤ ζ − 1
℘tζ/2,C(Aζ −
√−1Bζ) if l is even, (ζ + 1)/2 ≤ l ≤ ζ − 1.
(4) For all η ∈ Ed and 0 ≤ l ≤ η − 1, g(X lL(η − 1)) ⊂ X lL(η − 1).
(5) For all η ∈ Ed, there exist Cη ∈ Opη and Dη ∈ Oqη such that[
g|XlL(η−1)
]
Bl(η) =
(
Cη 0
0 Dη
)
.
Then K is a maximal compact subgroup of ZSp(n,R)(X,H, Y ).
Proof. For our convenience we begin by introducing a new notation. Let m be an integer. For
a matrix Z in M2m(R), define
Z† :=
(
0 Im
Im 0
)
Z
(
0 Im
Im 0
)−1
.
Note that
(
P −R
R P
)†
=
(
P R
−R P
)
for matrices P,R ∈ Mm(R).
SECOND COHOMOLOGY GROUPS OF NILPOTENT ORBITS 57
Let K ′ ⊂ ZSp(n,R)(X,H, Y ) be the subgroup consisting of all elements g satisfying the fol-
lowing conditions:
For all θ ∈ Od, 0 ≤ l ≤ θ − 1, g
(
V l(θ)
) ⊂ V l(θ). (5.55)
For all θ ∈ O1d,
[
g|V l(θ)
]
Cl(θ) =

[
g|V 0(θ)
]
C0(θ) if l is even, 0 ≤ l < (θ − 1)/2[
g|V 0(θ)
]†
C0(θ) if l is odd, 0 ≤ l < (θ − 1)/2[
g|V 0(θ)
]
C0(θ) if l = (θ − 1)/2[
g|V 0(θ)
]
C0(θ) if l is odd, (θ + 1)/2 ≤ l ≤ θ − 1[
g|V 0(θ)
]†
C0(θ) if l is even, (θ + 1)/2 ≤ l ≤ θ − 1,
(5.56)
For all ζ ∈ O3d,
[
g|V l(ζ)
]
Cl(ζ) =

[
g|V 0(ζ)
]
C0(ζ) if l is even, 0 ≤ l < (ζ − 1)/2[
g|V 0(ζ)
]†
C0(ζ) if l is odd, 0 ≤ l < (ζ − 1)/2[
g|V 0(ζ)
]†
C0(ζ) if l = (ζ − 1)/2[
g|V 0(ζ)
]
C0(ζ) if l is odd, (ζ + 1)/2 ≤ l ≤ ζ − 1[
g|V 0(ζ)
]†
C0(ζ) if l is even, (ζ + 1)/2 ≤ l ≤ ζ − 1,
(5.57)
g|V 0(θ) commutes with JC0(θ), (5.58)
g
(
X lL(η − 1)) ⊂ X lL(η − 1), [g|XlL(η−1)]Bl(η) = [g|L(η−1)]B0(η) for all η ∈ Ed, (5.59)
0 ≤ l ≤ η − 1,
g|W 0(η) commutes with JD0(η). (5.60)
Using Lemma 5.33 and Lemma 5.34(1) it is clear that K ′ is a maximal compact subgroup of
ZSp(n,R)(X,H, Y ). Hence to prove the lemma it suffices to show thatK = K ′. Let g ∈ Sp(n,R).
Using Lemma 5.34 (2) it is straightforward to check that g satisfies (1), (2), (3) in the statement
of the lemma if and only if g satisfies (5.55), (5.56), (5.57) and (5.58). Now suppose that
g ∈ Sp(n,R) and g satisfies (4) and (5) in the statement of the lemma. It is clear that (5.59)
holds. We observe that
[
JD0(η)
]
D0(η) =
(
0 −Itη
Itη 0
)
and
[
g|W 0(η)
]
D0(η) =

Cη
Dη
Cη
Dη

where D0(η) is defined by setting l = 0 in (5.53). From the matrix representations as above, it
is clear that JD0(η) and g|W 0(η) commute. This proves that (5.60) holds.
Now we assume that g satisfies (5.59) and (5.60). It is clear that (4) in the statement of the
lemma holds. Note that A :=
[
g|L(η−1)
]
B0(η)
=
[
g|XlL(η−1)
]
Bl(η) for 1 ≤ l ≤ η − 1. We observe
that
[
JD0(η)
]
B0(η)∨Bη−1(η) =
(
0 −Ipη,qη
Ipη ,qη 0
)
and
[
g|W 0(η)
]
B0(η)∨Bη−1(η) =
(
A
A
)
.
From (5.60) it follows that the above two matrices commute, which in turn implies that A
commutes with
(
Ipη
−Iqη
)
. Thus A is of the form A =
(
C 0
0 D
)
for some matrices C ∈
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GLpη(R) and D ∈ GLqη(R). Now observe that
[
g|W 0(η)
]
D0(η) =

C
D
C
D
 .
As g|W 0(η) commutes with JD0(η), it follows that(
C 0
0 D
)
+
√−1
(
0 0
0 0
)
∈ U(tη).
Thus, C ∈ Opη and D ∈ Oqη and (5) in the statement of the lemma holds. This completes the
proof. 
We next introduce some notation which will be needed in Proposition 5.36. Recall that the
positive parts of the symplectic basis D(η), C(θ) are denoted by D+(η), C+(θ) respectively; see
Section 2.1. Similarly, the negative parts of D(η), C(θ) are denoted by D−(η), C−(θ) respectively.
For η ∈ Ed, set
D+(η) := D0+(η) ∨ · · · ∨ Dη/2−1+ (η) and D−(η) := D0−(η) ∨ · · · ∨ Dη/2−1− (η).
For θ ∈ Od, set
C+(θ) := C0+(θ) ∨ · · · ∨ Cθ−1+ (θ) and C−(θ) := C0−(θ) ∨ · · · ∨ Cθ−1− (θ).
Let α := #Ed, β := #O1d and γ := #O
3
d
. We enumerate Ed = {ηi | 1 ≤ i ≤ α} such
that ηi < ηi+1, and O1d = {θj | 1 ≤ j ≤ β} such that θj < θj+1; similarly enumerate
O3
d
= {ζj | 1 ≤ j ≤ γ} such that ζj < ζj+1. Now define
E+ := D+(η1) ∨ · · · ∨ D+(ηα) ; O1+ := C+(θ1) ∨ · · · ∨ C+(θβ) ; O3+ := C+(ζ1) ∨ · · · ∨ C+(ζγ);
E− := D−(η1) ∨ · · · ∨ D−(ηα); O1− := C−(θ1) ∨ · · · ∨ C−(θβ) and O3− := C−(ζ1) ∨ · · · ∨ C−(ζγ).
Also we define
H+ := E+ ∨O1+ ∨ O3+, H− := E− ∨ O1− ∨ O3− and H := H+ ∨H−. (5.61)
As before, for a matrix A = (aij) ∈ Mr(C), define A := (aij) ∈ Mr(C). Let
D :
α∏
i=1
(
Mpηi (R)×Mqηi (R)
)× β∏
j=1
Mtθj /2
(C)×
γ∏
k=1
Mtζk/2
(C) −→ Mn(C)
be the R-algebra embedding defined by(
Cη1 ,Dη1 , · · · ,Cηα ,Dηα ;Aθ1 , · · · , Aθβ ;Bζ1 , · · · , Bζγ
)
7−→
α⊕
i=1
(
Cηi ⊕Dηi
)ηi/2
N
⊕
β⊕
j=1
((
Aθj ⊕Aθj
) θj−1
4
N
⊕Aθj ⊕
(
Aθj ⊕Aθj
) θj−1
4
N
)
⊕
γ⊕
k=1
((
Bζk ⊕Bζk
) ζk+1
4
N
⊕ (Bζk ⊕Bζk) ζk−34N ⊕Bζk).
It is clear that the basis H in (5.61) is a symplectic basis of V with respect to 〈·, ·〉. Let
Λ˜H : {x ∈ EndRR2n | xJH = JHx} −→ Mn(C) be the isomorphism of R-algebras induced
by the above symplectic basis H. Recall that Λ˜H : KH −→ U(n) is an isomorphism of Lie
groups. Using (5.58) and (5.60) we observe that the group K defined in Lemma 5.35 satisfies
the condition K ⊂ KH.
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Proposition 5.36. Let X ∈ Nsp(n,R) and ΨSp(n,R)(OX) = (d, sgnOX ). Let α := #Ed,
β := #O1
d
and γ := #O3
d
. Let {X,H, Y } be a sl2(R)-triple in sp(n,R), and let (pη, qη) be the
signature of (·, ·)η, η ∈ Ed, as defined in (4.7). Let K be the maximal compact subgroup of
ZSp(n,R)(X,H, Y ) as in Lemma 5.35. Then Λ˜H(K) ⊂ U(n) is given by
Λ˜H(K) =
{
D(g)
∣∣∣∣ g ∈ α∏
i=1
(
Opηi ×Oqηi
)× β∏
j=1
U(tθj/2) ×
γ∏
k=1
U(tζk/2)
}
.
Proof. This follows by writing the matrices of the elements of the maximal compact subgroup
K in Lemma 5.35 with respect to the symplectic basis H in (5.61). 
Theorem 5.37. Let X ∈ sp(n,R) be a nilpotent element. Let (d, sgnOX ) ∈ Yodd−1 (2n) be the
signed Young diagram of the orbit OX (that is, ΨSp(n,R)(OX) = (d, sgnOX ) as in the notation
of Theorem 5.32). Then
dimRH
2(OX , R) =
{
0 if #Od = 0
#Od − 1 if #Od ≥ 1.
Proof. As the theorem is evident when X = 0 we assume that X 6= 0.
Let {X, H, Y } ⊂ sp(n,R) be a sl2(R)-triple. Let K be the maximal compact subgroup
of ZSp(n,R)(X,H, Y ) as in Lemma 5.35. Let H be as in (5.61) and KH the maximal compact
subgroup of Sp(n,R) as in Lemma 5.34(1). Then K ⊂ KH. Let kH be the Lie algebra of KH.
Using Proposition 5.36 it follows that z(k) ⊂ [kH, kH] when #Od = 0, and z(k) 6⊂ [kH, kH]
when #Od ≥ 1. As dimR z(kH) = 1, it follows that
dimR z(k) ∩ [kH, kH] = dimR z(k)− 1
when #Od ≥ 1. The group O2/SO2 = Z/2Z acts non-trivially on so2 and the group U(m)
acts trivially on z(u(m)). We next use the observation in (5.9) to conclude that
dimR
[
z(k) ∩ [kH, kH]
]K/K◦
=
{
0 if #Od = 0
#Od − 1 if #Od ≥ 1 .
Now the theorem follows from Theorem 5.2. 
5.7. Second cohomology groups of nilpotent orbits in sp(p, q). Let n be a positive integer
and (p, q) be a pair of non-negative integers with p+ q = n. In this subsection we compute the
second cohomology groups of nilpotent orbits in sp(p, q) under the adjoint action of Sp(p, q). As
we do not need to deal with compact groups, we will further assume that p > 0 and q > 0.
Throughout this subsection 〈·, ·〉 denotes the Hermitian form on Hn defined by 〈x, y〉 := xtIp,qy,
x, y ∈ Hn, where Ip,q is as in (2.1). We will follow notation as defined in §2.
Let ΨSLn(H) : N (SLn(H)) −→ P(n) be the parametrization as in Theorem 5.8. As Sp(p, q) ⊂
SLn(H) (consequently, Nsp(p,q) ⊂ Nsln(H)) we have the inclusion map ΘSp(p,q) : N (Sp(p, q)) −→
N (SLn(H)). Let
Ψ′Sp(p,q) := ΨSLn(H) ◦ΘSp(p,q) : N (Sp(p, q)) −→ P(n)
be the composition. Let 0 6= X ∈ sp(p, q) be a nilpotent element and OX be the corresponding
nilpotent orbit in sp(p, q). Let {X, H, Y } ⊂ sp(p, q) be a sl2(R)-triple. We now apply Proposi-
tion 4.6, Remark 4.9(3), and follow the notation used therein. Let V := Hn be the right H-vector
space of column vectors. Let {d1, · · · , ds}, with d1 < · · · < ds, be a ordered finite subset of
natural numbers that arise as R-dimension of non-zero irreducible SpanR{X,H, Y }-submodules
of V . Recall that M(d − 1) is defined to be the isotypical component of V containing all irre-
ducible SpanR{X,H, Y }-submodules of V with highest weight (d − 1), and as in (4.1), we set
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L(d − 1) := VY,0 ∩M(d − 1). Recall that the space L(dr − 1) is a H-subspace for 1 ≤ r ≤ s.
Let tdr := dimH L(dr − 1) for 1 ≤ r ≤ s. Then d := [d
td1
1 , · · · , dtdss ] ∈ P(n), and moreover,
Ψ′Sp(p,q)(OX) = d.
We next assign sgnOX ∈ Sevend (p, q) to each OX ∈ N (Sp(p, q)); see (2.7) for the definition
of Seven
d
(p, q). For each d ∈ Nd (see (2.2) for the definition of Nd) we will define a td× d matrix
(mdij) in Ad which depends only on the orbit OX containing X; see (2.4) for the definition of Ad.
For this, recall that the form (·, ·)d : L(d− 1)×L(d− 1) −→ H defined as in (4.7) is Hermitian
or skew-Hermitian according as d is odd or even. Denoting the signature of (·, ·)θ by (pθ, qθ)
when θ ∈ Od, we now define
mηi1 := +1 if 1 ≤ i ≤ tη, η ∈ Ed ;
mθi1 :=
{
+1 if 1 ≤ i ≤ pθ
−1 if pθ < i ≤ tθ
, θ ∈ Od ;
and for j > 1, define (mdij) as in (5.12) and (5.13). Then the matrices (m
d
ij) clearly verify
(Yd.2). Set sgnOX := ((m
d1
ij ), · · · , (mdsij )). It now follows from the last paragraph of Remark
4.14 that sgnOX ∈ Sevend (p, q). Thus we have the map
ΨSp(p,q) : N (Sp(p, q)) −→ Yeven(p, q) , OX 7−→
(
Ψ′Sp(p,q)(OX ), sgnOX
)
;
where Yeven(p, q) is as in (2.9).
Theorem 5.38. The above map ΨSp(p,q) is a bijection.
Remark 5.39. On account of the error in [CoMc, Lemma 9.3.1] (mentioned in Remark 4.14),
the above parametrization in Theorem 5.38 is a modification of the one given in [CoMc, Theorem
9.3.5].
Theorem 5.40. Let X ∈ sp(p, q) be a nilpotent element. Let (d, sgnOX ) ∈ Yeven(p, q) be the
signed Young diagram of the orbit OX (that is, ΨSp(p,q)(OX) = (d, sgnOX ) in the notation of
Theorem 5.38). Then dimRH
2(OX , R) = #Ed.
Proof. As the theorem is evident for X = 0, we assume that X 6= 0.
Let {X, H, Y } ⊂ sp(p, q) be a sl2(R)-triple. Let V := Hn be the right H-vector space of
column vectors. We consider V as a SpanR{X,H, Y }-module via its natural sp(p, q)-module
structure. Let
VE :=
⊕
η∈Ed
M(η − 1) ; VO :=
⊕
θ∈Od
M(θ − 1).
Using Lemma 4.4 we see that V = VE ⊕ VO is an orthogonal decomposition of V with respect
to 〈·, ·〉. Let 〈·, ·〉E := 〈·, ·〉|VE×VE and 〈·, ·〉O := 〈·, ·〉|VO×VO . Let XE := X|VE , XO := X|VO ,
HE := H|VE , HO := H|VO , YE := Y |VE and YO := Y |VO . Then we have the following natural
isomorphism:
ZSp(p,q)(X,H, Y ) ≃ ZSU(VE,〈·, ·〉E)(XE,HE, YE)×ZSU(VO,〈·, ·〉O)(XO,HO, YO). (5.62)
Recall that the non-degenerate form (·, ·)d on L(d − 1) is skew-Hermitian for all d ∈ Ed and
Hermitian for all d ∈ Od; see Remark 4.9. Moreover, for any θ ∈ Od, the signature of (·, ·)θ is
(pθ, qθ). It follows from Lemma 5.3(4) that
ZSU(VE,〈·, ·〉E)(XE,HE, YE) ≃
∏
η∈Ed
SO∗(2tη) and ZSU(VO,〈·, ·〉O)(XO,HO, YO) ≃
∏
θ∈Od
Sp(pθ, qθ).
In particular, ZSU(VE,〈·, ·〉E)(XE,HE, YE) andZSU(VO,〈·, ·〉O)(XO,HO, YO) are both connected groups.
Let KE be a maximal compact subgroup of ZSU(VE,〈·, ·〉E)(XE,HE, YE) ≃
∏
η∈Ed SO
∗(2tη), and let
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KO be a maximal compact subgroup of ZSU(VO,〈·, ·〉O)(XO,HO, YO) ≃
∏
θ∈Od Sp(pθ, qθ). Let K
be the image of KE ×KO under the isomorphism as in (5.62). It is clear that K is a maximal
compact subgroup of ZSp(p,q)(X,H, Y ). Let M be a maximal compact subgroup of Sp(p, q)
containing K. As M ≃ Sp(p)× Sp(q) is semisimple, and K is connected, using Theorem 5.2 we
have
H2(OX , R) ≃ z(k), for all X 6= 0.
Let kO and kE be the Lie algebras of KO and KE respectively. As KO is semisimple, we have
z(kO) = 0. Hence, z(k) ≃ z(kE)⊕z(kO) = z(kE). Since kE ≃
⊕
η∈Ed u(tη), we have dimR z(kE) =
#Ed. This completes the proof. 
6. First cohomology groups of nilpotent orbits
In this section we apply the results of the previous section to compute the first cohomology
groups of the nilpotent orbits in the classical simple Lie algebras. We begin by showing that in
the case of complex simple Lie algebras the first cohomology groups of all the nilpotent orbits
vanish.
Theorem 6.1. Let g be a complex simple Lie algebra. Then H1(OX , R) = 0 for every nilpotent
element X ∈ g.
Proof. Any maximal compact subgroup of a simple complex Lie Group is simple. The theorem
follows from Corollary 3.8. 
Theorem 6.2. Let g be either sln(H) or sp(p, q). Then H1(OX , R) = 0 for every nilpotent
element X ∈ g.
Proof. Let G be SLn(H) or Sp(p, q) according as g is sln(H) or sp(p, q). Then any maximal
compact subgroup of G is simple. The theorem now follows from Theorem 5.2. 
Theorem 6.3. Let X ∈ sln(R) be a non-zero nilpotent element. Then
dimRH
1(OX , R) =
{
1 if n = 2
0 if n ≥ 3.
Proof. We follow the notation of the proof of Theorem 5.7. When n ≥ 3, it is clear that
m = [m, m]. When n = 2, we have m ≃ so2 and ΨSLn(R)(OX) = [21]. Thus, using (5.6) we
see that k = 0. Now the theorem follows from Theorem 5.2. 
Theorem 6.4. Let X ∈ su(p, q) be a nilpotent element. Let (d, sgnOX ) ∈ Y(p, q) be the
signed Young diagram of the orbit OX (that is, ΨSU(p,q)(OX) = (d, sgnOX ) in the notation of
Theorem 5.10). Let l : = #{d ∈ Nd | pd 6= 0}+#{d ∈ Nd | qd 6= 0}. Then the following hold:
(1) If Nd = Ed, then dimRH1(OX , R) = 1.
(2) If l = 1 and Nd = Od, then dimRH1(OX , R) = 1.
(3) If l ≥ 2 and #Od ≥ 1, then dimRH1(OX , R) = 0.
Proof. We follow the notation of the proof of Theorem 5.15. We now appeal to Proposition 5.14
to make the following observations:
(1) If Nd = Ed, then k ⊂ [m, m]. Hence, k+ [m, m] $ m.
(2) If d = [dtd ], then z(k) = 0. Hence, k+ [m, m] $ m.
(3) If #Od ≥ 1 and l ≥ 2, then k+ [m, m] = m.
As dimR z(m) = 1, the theorem follows from Theorem 5.2. 
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We next describe the first cohomology groups of nilpotent orbits in the simple Lie algebra
so(p, q) when p > 0, q > 0. Recall that in view of [Kn, Theorem 6.105, p. 421] and isomorphisms
(iv), (v), (vi), (ix), (x) in [He, Chapter X, §6, pp. 519-520], to ensure simplicity of so(p, q), we
further assume that (p, q) 6∈ {(1, 1), (2, 2)}; see §5.4 also.
Theorem 6.5. Consider so(p, q), and assume that p 6= 2, q 6= 2 and (p, q) 6= (1, 1). Then
H1(OX , R) = 0 for all nilpotent elements X in so(p, q).
Proof. Let m, k be as in the proof of Theorem 5.25. Since p 6= 2, q 6= 2, we have m = [m, m].
Using Theorem 5.2 we conclude that H1(OX , R) = 0. 
We will now consider the remaining cases of so(p, q) which are not covered in Theorem 6.5;
they are: p > 2, q = 2; p = 2, q > 2 and (p, q) ∈ {(2, 1), (1, 2)}. In Section 5.4 it was observed
that when p > 2, q = 2, the non-zero nilpotent orbits correspond to only four possible signed
Young diagrams as given in (a.1), (a.2), (a.3), (a.4), and similarly, when p = 2, q > 2, the
non-zero nilpotent orbits correspond to only four possible signed Young diagrams as given in
(b.1), (b.2), (b.3), (b.4).
Theorem 6.6. Let ΨSO(p,q)◦ be the parametrization in Theorem 5.16. Let OX ∈ N (SO(p, q)◦).
Then the following hold:
(1) Suppose (p, q) ∈ {(2, 1), (1, 2)}, then H1(OX , R) = 1.
(2) Assume that p > 2 and q = 2.
(i) If ΨSO(p,2)◦(OX) is as in either (a.1) or (a.2) or (a.3), then dimRH1(OX , R) = 1.
(ii) If ΨSO(p,2)◦(OX) is as in (a.4), then H1(OX , R) = 0.
(3) Assume that p = 2 and q > 2.
(i) If ΨSO(2,q)◦(OX ) is as in (b.1) or (b.2) or (b.3), then dimRH1(OX , R) = 1.
(ii) If ΨSO(2,q)◦(OX) is as in (b.4), then H1(OX , R) = 0.
Proof. As X 6= 0, it lies in a sl2(R)-triple, say {X, H, Y }, in so(p, q).
Proof of (1): Let K ′ be a maximal compact subgroup of ZSO(p,q)◦(X,H, Y ). Let k′ be the
Lie algebra of K ′ and m the Lie algebra of a maximal compact subgroup of SO(p, q)◦ which
contains K ′. When (p, q) ∈ {(2, 1), (1, 2)}, we have dimRm = 1 and Ψ′SO(p,q)◦(OX) = [31]. In
particular, dimR L(3− 1) = 1. Using Lemma 5.3 (4) we have k′ = 0. Hence, using Theorem 5.2,
we have dimRH
1(OX , R) = 1.
Proof of (3): We first prove (3)(i). Let ΨSO(p,2)◦(OX) be as in (a.1), (a.2) or (a.3). Let K
and M be the maximal compact subgroups of ZSO(p,2)(X,H, Y ) and SO(p, 2) respectively, as
defined in the first paragraph of the proof of Theorem 5.26(2). Recall that KO := K ∩M◦ =
K ∩ SO(p, 2)◦ is a maximal compact subgroup of ZSO(p,2)◦(X,H, Y ). Let kO and m be the Lie
algebras of KO and M
◦ respectively. Using (5.29), (5.30), (5.31) for the signed Young diagrams
(a.1), (a.2), (a.3) respectively, we observe that in all the cases kO ⊂ [m, m]. Now (3)(i) follows
from Theorem 5.2.
We next prove (3)(ii). Let k˜ and m be as in the proof of (2)(iv) of Theorem 5.26. Then using
(5.32), we have k˜+ [m, m] = m. The statement (3)(ii) now follows using Theorem 5.2.
The proofs of (4)(i) and (4)(ii) are similar to those of (3)(i) and (3)(ii) respectively. 
As we deal with nilpotent orbits in simple Lie algebras, to ensure simplicity of so∗(2n), in our
next result we further assume that n ≥ 3; see §5.5 also.
Theorem 6.7. Let X ∈ so∗(2n) be a nilpotent element when n ≥ 3. Let (d, sgnOX ) ∈ Yodd(n)
be the signed Young diagram of the orbit OX (that is, ΨSO∗(2n)(OX ) = (d, sgnOX ) in the
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notation of Theorem 5.27). Then
dimRH
1(OX , R) =
{
1 if #Od = 0
0 if #Od ≥ 1 .
Proof. We follow the notation of the proof of Theorem 5.31. Using Proposition 5.30 we have
k ⊂ [kH, kH] when #Od = 0, and k + [kH, kH] = kH when #Od ≥ 1. As dimR z(kH) = 1, the
proof is completed by Theorem 5.2. 
Theorem 6.8. Let X ∈ sp(n,R) be a nilpotent element. Let (d, sgnOX ) ∈ Yodd−1 (2n) be the
signed Young diagram of the orbit OX (that is, ΨSp(n,R)(OX) = (d, sgnOX ) in the notation of
Theorem 5.32). Then
dimRH
1(OX , R) =
{
1 if #Od = 0
0 if #Od ≥ 1 .
Proof. We follow the notation of the proof of Theorem 5.37. Using Proposition 5.36, we conclude
that k ⊂ [kH, kH] when #Od = 0 and k+ [kH, kH] = kH when #Od ≥ 1. As dimR z(kH) = 1,
the proof is completed by Theorem 5.2. 
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