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Анотацiя. У класах цiлих функцiй дослiджено розв’язнiсть задачi
для неоднорiдного рiвняння iз частинними похiдними другого по-
рядку за часом та загалом нескiнченного порядку за просторовими
змiнними з локальними двоточковими умовами за часом. Запропо-
новано диференцiально-символьний метод побудови єдиного розв’яз-
ку задачi у випадку однозначної її розв’язностi, а також частинних
розв’язкiв двоточкової задачi у разi iснування неєдиного її розв’язку.
2010 MSC. 35G15.
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1. Вступ
В останнi десятирiччя активно дослiджуються задачi з багатото-
чковими умовами за часом для диференцiальних рiвнянь та систем
рiвнянь iз частинними похiдними. Це зумовлено тим, що такi задачi
мають просту фiзичну iнтерпретацiю i є моделями багатьох фiзичних,
економiчних, медико-бiологiчних, демографiчних та iнших процесiв.
Задачi з локальними багатоточковими умовами для рiвнянь та
систем рiвнянь iз частинними похiдними хоч i є близькими за пос-
тановкою до задачi Кошi, але є, загалом, умовно коректними, а їхня
розв’язнiсть в обмежених областях пов’язана з проблемою малих зна-
менникiв. Дослiдженню таких задач для рiвнянь та систем диферен-
цiальних рiвнянь iз частинними похiдними на основi метричного пiд-
ходу присвяченi працi [1–4].
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Умови однозначної розв’язностi багатоточкових задач для рiвнянь
iз частинними похiдними в необмежених областях у просторах фун-
кцiй експоненцiйного зростання знайдено у працях [5, 6]. Метод дос-
лiдження задач з двоточковими умовами за часом у смузi у просторах
Соболєва запропоновано в [7].
У працях [8–11] запропоновано диференцiально-символьний ме-
тод розв’язання задач з умовами за видiленою часовою змiнною для
рiвнянь iз частинними похiдними. Класами iснування та єдиностi
розв’язку задач у цих працях є простори цiлих функцiй, зокрема кла-
си квазiполiномiв.
Побудовi полiномних та квазiполiномних розв’язкiв диференцi-
альних рiвнянь iз частинними похiдними та крайових задач для них
присвяченi дослiдження [12,13].
У цiй статтi, що є продовженням дослiджень [14–16], вивчається
задача з однорiдними локальними двоточковими умовами за часом
для неоднорiдного диференцiального рiвняння iз частинними похiд-
ними другого порядку за часом та загалом нескiнченного порядку за
просторовими змiнними.
2. Формулювання задачi
У просторi R1+s, де s 2 N, змiнних t та x = (x1; : : : ; xs) дослiдимо
розв’язнiсть двоточкової задачi
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У рiвняннi (2.1) f(t; x) — задана функцiя, а диференцiальнi ви-
рази (скiнченного або нескiнченного порядку) a
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k є такими, що вiдповiднi їм символи a() =
1P
jkj=0
ak
k та b() =
1P
jkj=0
bk
k для  2 Cs є цiлими функцiями, причому
ak; bk 2 C, k = (k1; : : : ; ks) 2 Zs+,  = (1; : : : ; s) 2 Cs, k = k11 : : : kss ;
jkj = k1 + : : :+ ks:
В умовах (2.2) A1
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— диференцiаль-
нi полiноми з комплексними коефiцiєнтами, символи A1 (), A2 (),
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B1 (), B2 () яких для кожного  2 Cs задовольняють умови:
jA1 ()j2 + jA2 ()j2 6= 0; jB1 ()j2 + jB2 ()j2 6= 0:
Встановимо класи цiлих функцiй, до яких повинна належати пра-
ва частина рiвняння (2.1), щоб розв’язок задачi (2.1), (2.2) iснував i
був єдиним у вiдповiдному класi цiлих функцiй, а також вкажемо
диференцiально-символьний метод побудови цього розв’язку.
3. Основнi результати
Знайдемо функцiї eT0 (t; ) ; eT1 (t; ), якi є розв’язками однорiдного
звичайного диференцiального рiвняння
L
 d
dt
; 

T (t; ) = 0;  2 Cs; (3.1)
i задовольняють двоточковi умови
l0 eTk (t; )  A1()eTk (0; ) +A2()@ eTk
@t
(0; ) = 0k;
l1 eTk (t; )B1() eTk (h; )+B2()@ eTk
@t
(h; )=1k; k 2 f0; 1g ;
(3.2)
де jk — символ Кронекера. Цi функцiї шукаємо у виглядieTk(t; ) = ck1()T0(t; ) + ck2()T1(t; ); k 2 f0; 1g;
де c01(), c02(), c11(), c12() — невiдомi функцiї вектор-параметра
 2 Cs, а T0 (t; ) ; T1 (t; )	 — нормальна в точцi t = 0 фундамен-
тальна система розв’язкiв рiвняння (3.1).
Вiдмiннiсть вiд нуля визначника () вигляду
() =

l0T0(t; ) l0T1(t; )
l1T0(t; ) l1T1(t; )
 =

A1() A2()
d0(h; ) d1(h; )
 ;
де
d0(h; ) = B1 ()T0(h; ) +B2 ()
@T0
@t
(h; );
d1(h; ) = B1 ()T1(h; ) +B2 ()
@T1
@t
(h; );
є умовою iснування функцiй eT0 (t; ) ; eT1 (t; ).
Визначник () називають характеристичним визначником зада-
чi (2.1), (2.2).
Оскiльки коефiцiєнти a() та b() рiвняння (3.1) є цiлими функ-
цiями, то функцiї T0(t; ) та T1(t; ) є також цiлими стосовно вектор-
параметра  [17], а функцiя () як суперпозицiя цiлих функцiй є
також цiлою.
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3.1. Випадок, коли множина нулiв характеристичного
визначника є порожньою
Якщо для довiльного  2 Cs виконується умова () 6= 0, то функцiїeT0 (t; ) та eT1 (t; ) як розв’язки рiвняння (3.1), що задовольняють
умови (3.2), визначаються однозначно i мають вигляд:
eT0 (t; ) =  1()nd1(h; )T0(t; )  d0(h; )T1(t; )o;
eT1 (t; ) =  1()n A2()T0(t; ) +A1()T1(t; )o (3.3)
або
eT0 (t; )= e a()(t+h)
()
"
B1() a()B2()
sinh [(h t)D()]
D()
+B2() cosh [(h  t)D()]
#
;
eT1 (t; ) = e a()t
()
"
A1()  a()A2()
sinh [tD()]
D()
 A2() cosh [tD()]
#
;
(3.4)
де D() =
p
a2()  b().
Зауважимо, що для тих , для яких D() = 0, маємо
eT0 (t; ) = e a()(t+h)
()
h
B1()  a()B2()

(h  t) +B2()
i
;
eT1 (t; ) = e a()t
()
h
A1()  a()A2()

t A2()
i
:
Отже, функцiї (3.4) є цiлими (квазiполiномами) за змiнною t та
цiлими за вектор-параметром  2 Cs.
Розглянемо функцiю
(t; ; ) =
et   T0 (t; )  T1 (t; )
L (; )
; (3.5)
яка є розв’язком задачi Кошi
L

d
dt
; 

 = et;
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

t=0
= 0;
@
@t

t=0
= 0;
а тому є цiлою [17] за параметром  2 C та вектор-параметром  2 Cs:
Поряд з функцiєю (3.5) розглянемо ще одну функцiю вигляду
F (t; ; )
=
et   [A1() + A2()] eT0 (t; )  [B1() + B2()] eh eT1 (t; )
L (; )
;
(3.6)
де eT0 (t; ) ; eT1 (t; ) – функцiї (3.4).
Лема 3.1. Для функцiї (3.6) правильним є таке зображення:
F (t; ; ) =  (t; ; )
 

B1() (h; ; ) +B2()
@
@t
(h; ; )
 eT1 (t; ) : (3.7)
Доведення. Зi спiввiдношень (3.3) знаходимо
T0 (t; ) = A1() eT0 (t; ) + d0(h; ) eT1 (t; ) ;
T1 (t; ) = A2() eT0 (t; ) + d1(h; ) eT1 (t; ) : (3.8)
Тодi маємо
(A1() + A2()) eT0 (t; )
= T0 (t; ) + T1 (t; ) 
h
d0(h; ) + d1(h; )
i eT1 (t; ) :
Використовуючи останню рiвнiсть, зробимо наступнi перетворен-
ня над F (t; ; ):
F (t; ; ) =
1
L(; )
n
et   T0(t; )  T1(t; )
+
h
d0(h; ) + d1(h; )
i eT1(t; )  [B1() + B2()] eh eT1(t; )o
= (t; ; )  1
L(; )
n
B1()
h
eh   T0(h; )  T1(h; )
i
+ B2()

eh   @T0
@t
(h; )  @T1
@t
(h; )
 eT1(t; )
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= (t; ; ) 

B1() (h; ; ) +B2()
@
@t
(h; ; )
 eT1 (t; ) :
Лему доведено.
Лема 3.2. Функцiя F (t; ; ) є квазiполiномом за t та цiлою за па-
раметром  та вектор-параметром .
Доведення. Функцiї eT0 (t; ) та eT1 (t; ) є квазiполiномами за t, тому
iз зображення (3.6) випливає, що F (t; ; ) є також квазiполiномом
за цiєю ж змiнною.
З вигляду (3.7) для функцiї F (t; ; ) i того, що eT0 (t; ) ; eT1 (t; )
та (t; ; ) є цiлими за параметром  2 C та вектор-параметром  2
Cs вiдповiдно, випливає, що F (t; ; ) є також цiлою за параметром
 та вектор-параметром  2 Cs:
Лему доведено.
Нехай p — порядок цiлої функцiї F (t; ; ) ex за сукупнiстю змiн-
них 1; 2; : : : ; s, де   x = 1x1 + : : :+ sxs. Тодi p 2 [1;+1].
Запровадимо класи цiлих функцiй в залежностi вiд значення, яко-
го набуває p:
Ap0 — клас цiлих функцiй g(x), порядок яких є меншим за p0, де
1
p +
1
p0 = 1, якщо 1 < p < +1;
Ap0 = A1 — клас усiх цiлих функцiй g(x), якщо p = 1;
Ap0 = A1 — клас цiлих функцiй g(x) експоненцiйного типу, якщо
p =1.
Крiм того, позначимо через Ap0 клас цiлих функцiй U(t; x), якi
для кожного фiксованого t 2 R належать до Ap0 .
Теорема 3.1. Якщо f 2 Ap0 i для довiльного  2 Cs виконується
умова () 6= 0, то у класi Ap0 iснує єдиний розв’язок задачi (2.1),
(2.2). Цей розв’язок можна подати у виглядi
U (t; x) = f

@
@
;
@
@
n
F (t; ; ) ex
o
=0; =O
; (3.9)
де F (t; ; ) – функцiя (3.6), O = (0; : : : ; 0).
Доведення. Нехай f (t; x) — цiла функцiя, що належить до класу
Ap0 . Визначимо диференцiальний вираз f
 
@
@ ;
@
@

як диференцiаль-
ний вираз загалом нескiнченного порядку через вiдповiдний ряд Ма-
клорена, замiнюючи у розвиненнi функцiї f (t; x) змiнну t та вектор-
змiнну x вiдповiдно на @@ та
@
@ . Тодi вираз (3.9) є рядом, що ви-
значає цiлу функцiю U (t; x), яка для кожного фiксованого t є цiлою
функцiєю класу Ap0 [18], тобто U (t; x) належить до класу Ap0 . Таке
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твердження випливає з того, що функцiя F (t; ; ) ex, на яку дiє
диференцiальний вираз, є цiлою першого порядку за  та порядку p
за сукупнiстю змiнних 1; : : : ; s.
Покажемо, що цiла функцiя (3.9) задовольняє рiвняння (2.1):
L

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@t
;
@
@x

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= L

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;
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
f

@
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;
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@
n
F (t; ; ) ex
o
=0; =O
= f

@
@
;
@
@

L

@
@t
;
@
@x
n
F (t; ; ) ex
o
=0; =O
= f

@
@
;
@
@
 
exL

d
dt
; 

F (t; ; )

=0; =O
:
Оскiльки функцiї (3.4) задовольняють рiвняння (3.1), то
L

d
dt
; 

F (t; ; )
= L

d
dt
; 

1
L (; )
n
et    A1() + A2() eT0 (t; )
  B1() + B2()eh eT1 (t; )o
=
1
L (; )

L

d
dt
; 

et    A1() + A2()L d
dt
; 
 eT0 (t; )
  B1() + B2()ehL d
dt
; 
 eT1 (t; )
=
1
L (; )
L

d
dt
; 

et = et:
Отже, маємо
L

@
@t
;
@
@x

U (t; x) = f

@
@
;
@
@
n
et+x
o
=0; =O
= f (t; x) :
Покажемо, що функцiя (3.9) справджує умови (2.2). Використає-
мо для цього такi властивостi функцiї F (t; ; ):
A1()F (0; ; ) +A2()
@F
@t
(0; ; )  0;
B1()F (h; ; ) +B2()
@F
@t
(h; ; )  0;
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якi перевiряються безпосередньо.
Маємо
l0@U(t; x) = A1

@
@x

f

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@
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@
n
F (0; ; ) ex
o
=0; =O
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o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= f
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@
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exA1()F (0; ; )
o
=0; =O
+f

@
@
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@
n
exA2()
@F
@t
(0; ; )
o
=0; =O
= f

@
@
;
@
@
n
ex

A1()F (0; ; ) +A2()
@F
@t
(0; ; )
o
=0; =O
 0:
Аналогiчно доводиться, що функцiя (3.9) задовольняє умови (2.2)
в точцi t = h.
У класi Ap0 немає iнших розв’язкiв задачi (2.1), (2.2), окрiм роз-
в’язку (3.9), оскiльки у випадку () 6= 0 8 2 Cs вiдповiдна однорi-
дна задача в Ap0 має лише тривiальний розв’язок [15].
Теорему доведено.
Приклад 3.1. Знайти розв’язок двоточкової задачi
@
@t
 3
2
U(t; x) = f(t; x); (t; x) 2 R4; 
2 3

U(0; x) +
@U
@t
(0; x) = 0; U(1; x) = 0; x 2 R3;
(3.10)
в якiй 3 = @
2
@x21
+ @
2
@x22
+ @
2
@x23
— тривимiрний оператор Лапласа.
H Задача (3.10) є задачею (2.1), (2.2), у якiй a() =  jjjj2 
 (21 + 22 + 23), b() = a2(), A1() = 2   jjjj2, A2() = B1() = 1,
B2() = 0, h = 1; s = 3.
Характеристичний визначник задачi (3.10), функцiї (3.4) та (3.6)
мають вигляд:
() = ejjjj
2
;eT0 (t; ) = (1  t)ejjjj2t; eT1 (t; ) = (2t  1)ejjjj2(t 1):
F (t; ; ) =
et  

2 +   kk2

(1  t) ekk2t   e (2t  1) ekk2(t 1)
  kk2
2 :
(3.11)
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Функцiя (3.11) є цiлою за  першого порядку та порядку p = 2
за сукупнiстю змiнних 1; 2; 3. Якщо f 2 A2, то за теоремою 3.1 у
класi A2 iснує єдиний розв’язок задачi (3.10), який можна подати у
виглядi (3.9), де F (t; ; ) — функцiя (3.11).
Зокрема, для функцiї вигляду f(t; x) = tex1 з класу A2 за форму-
лою (3.9) знаходимо:
U(t; x) =
@
@
e
@
@1
n
F (t; ; ) ex
o
=0; =O
=
@F
@
(t; 0; 1; 0; 0)ex1
=

2 + t  3(1  t)et   3 (2t  1) et 1 ex1 :
Знайдений розв’язок задачi (3.10) за теоремою 3.1 у класi A2 є
єдиним. N
3.2. Випадок, коли множина нулiв характеристичного
визначника не є порожньою i не збiгається з Cs
У цьому разi встановимо однозначну розв’язнiсть задачi (2.1), (2.2)
у класi квазiполiномiвKC;L для деякої пiдмножини L (L 6= ?; L 6= Cs)
з простору Cs:
KC;L — клас квазiполiномiв дiйсних змiнних t; x1; : : : ; xs вигляду
f(t; x) =
mX
j=1
NX
k=1
fkj (t; x) e
kt+j x; m;N 2 N; (3.12)
де комплекснi числа 1; : : : ; N є попарно рiзними, 1; : : : ; m є та-
кож попарно рiзними комплексними векторами з L, а f11 (t; x) ; : : : ;
fNm (t; x) — полiноми з комплексними коефiцiєнтами змiнних t; x1;
: : : ; xs такi, що матриця (fkj)k=1;N; j=1;m не має нульових рядкiв та
нульових стовпцiв (вважаємо, що до KC;L належить також нульовий
квазiполiном f = 0).
Зауваження 3.1. Кожному квазiполiному вигляду (3.12) можна по-
ставити у вiдповiднiсть диференцiальний вираз нескiнченного поряд-
ку f
 
@
@ ;
@
@

, що дiє на цiлу функцiю  (; ) за формулою
f
 @
@
;
@
@

 (; ) =
mX
j=1
NX
k=1
fkj
 @
@
;
@
@

 (+ k;  + j): (3.13)
Розглянемо множину нулiв характеристичного визначника:
M = f 2 Cs : () = 0g: (3.14)
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Для  2 CsnM розв’язки eT0 (t; ) ; eT1 (t; ) задачi (3.1), (3.2) мож-
на знайти однозначно. Вони мають вигляд (3.4), є квазiполiномами
за змiнною t i не мають особливостей за вектор-змiнною  поза мно-
жиною M .
Теорема 3.2. Нехай f 2 KC;L, де L = CsnM , аM — множина (3.14),
причому M 6= Cs i M 6= ?. Тодi у класi квазiполiномiв KC;L iснує
єдиний розв’язок задачi (2.1), (2.2). Цей розв’язок можна подати у
виглядi (3.9), де F (t; ; ) — функцiя (3.6).
Доведення. Нехай f 2 KC;CsnM . Тодi згiдно з формулами (3.9) та
(3.13) маємо:
U(t; x) =
mX
j=1
NX
k=1
fkj

@
@
;
@
@

ek
@
@
+j  @@
n
F (t; ; )ex
o
=0; =O
=
mX
j=1
NX
k=1
fkj

@
@
;
@
@
n
F (t; ; )ex
o
=k; =j
:
З останнього зображення випливає, що U 2 KC;CsnM .
Аналогiчно як у теоремi 3.1 доводиться, що функцiя (3.9) задо-
вольняє рiвняння (2.1) та умови (2.2).
Знайдений розв’язок задачi (2.1), (2.2) у класi KC;CsnM є єдиним,
оскiльки у разi () 6= 0 8 2 CsnM вiдповiдна однорiдна задача має
в KC;CsnM лише тривiальний розв’язок [15].
Теорему доведено.
Приклад 3.2. В областi (t; x1; x2) 2 R3 розв’язати двоточкову зада-
чу для диференцiально-функцiонального рiвняння (диференцiально-
го рiвняння нескiнченного порядку за змiнною x2)
@2U
@t2
(t; x1; x2) + 2
@2U
@t@x1
(t; x1; x2) +
@2U
@x21
(t; x1; x2 + 1) = e
t+x1 ;
@U
@x1
(0; x1; x2) +
@U
@t
(0; x1; x2) = 0; U(1; x1; x2) = 0:
(3.15)
H Задача (3.15) є задачею (2.1), (2.2), у якiй a() = 1; b() =
21e
2 ; s = 2, h = 1, A1() = 1; A2() = 1; B1() = 1; B2() = 0;
f(t; x) = et+x1 :
Характеристичний визначник задачi (3.15), множина M , функцiї
(3.4) та (3.6) матимуть вигляд:
() =  e 1 cosh 1p1  e2  ;
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M =
n
 2 C2 : 1
p
1  e2 =

2
+ k

i; k 2 Z
o
; i2 =  1; (3.16)
eT0 (t; ) =  e 1t sinh 1 (1  t)p1  e2 
1
p
1  e2 cosh 1p1  e2  ;
eT1 (t; ) = e 1(t 1) cosh 1tp1  e2 
cosh

1
p
1  e2  ;
F (t; ; ) =
et   (1 + ) eT0 (t; )  e eT1 (t; )
2 + 21 + e221
:
Оскiльки f(t; x) = et+x1 є квазiполiномом вигляду (3.12), у якому
m = 1, N = 1, f11(t; x) = 1, 1 = 1, 1 = (1; 0) i 1 не належить до
множини (3.16) ((1) =  e 1), то за формулою (3.9) обчислюємо:
U (t; x) = e
@
@
+ @
@1
n
F (t; ; )ex
o
=0; =O
= F (t; 1; 1; 0)ex1
=
1
4

et   2 eT0 (t; 1; 0)  eeT1 (t; 1; 0) ex1
=
1
4
 
et + 2e t (1  t)  e2 t ex1 :
Отже, знайдено розв’язок задачi (3.15) вигляду
U(t; x) =
1
4
 
et + 2e t (1  t)  e2 t ex1 ;
який є єдиним за теоремою 3.2 у класi квазiполiномiв KC;C2nM , де
M — множина (3.16). N
Приклад 3.3. В областi (t; x) 2 R4 знайти розв’язок двоточкової
задачi 
@
@t
+
@
@x3
  @
2
@x1@x2
2
U(t; x) = f(t; x);
2
@
@x3
  @
2
@x1@x2
+ 1

U(0; x) +
@U
@t
(0; x) = 0; U(1; x) = 0:
(3.17)
H Задача (3.17) є задачею (2.1), (2.2), у якiй a() = 3   12;
b() = a2(), A1() = 23   12 + 1, A2() = B1() = 1, B2() = 0,
h = 1; s = 3.
Для задачi (3.17) маємо () = 3e 3+12 ;
M =

 2 C3 : 3 = 0
	
; (3.18)
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eT0(t; ) = e(12 3)t
3
(1  t); eT1(t; ) = e(12 3)(t 1)
3
[(3 + 1)t  1];
F (t; ; ) =
et   (23   12 + 1 + ) eT0 (t; )  e eT1 (t; )
(+ 3   12)2
:
Нехай в задачi (3.17) f(t; x) = (x1 + x2)et+x3 . Тодi f(t; x) є квазiпо-
лiномом вигляду (3.12), де m = N = 1, f11(t; x) = x1 + x2, 1 = 1,
1 = (0; 0; 1). Оскiльки (1) = e 1, тобто 1 2 C3nM , то згiдно з
теоремою 3.2 за формулою (3.9) знаходимо
U(t; x) =
 @
@1
+
@
@2

e
@
@
+ @
@3
n
F (t; ; ) ex
o
=0; =O
=
 @
@1
+
@
@2
n
F (t; ; ) ex
o
=1; =(0;0;1)
=
1
4
(x1 + x2)

et   4e t (1  t)  e2 t (2t  1) ex3 :
Знайдений розв’язок
U(t; x) =
1
4
(x1 + x2)

et   4e t (1  t)  e2 t (2t  1) ex3
задачi (3.17) за теоремою 3.2 є єдиним у класi KC;C3nM . N
У випадку однiєї просторової змiнної s = 1 вкажемо ще один клас
однозначної розв’язностi задачi (2.1), (2.2).
Позначимо через A1;r, де r > 0, клас цiлих функцiй дiйсної змiнної
першого порядку i типу меншого, нiж r, або порядку меншого, нiж
одиниця. Через A1;r позначимо клас цiлих функцiй f(t; x), якi для
кожного фiксованого t 2 R належать до класу A1;r.
Теорема 3.3. Нехай r = inf
2M
jj, де M — множина (3.14) при s = 1,
причому r > 0, тобто (0) 6= 0: Якщо f 2 A1;r, то у класi функцiй
A1;r iснує єдиний розв’язок задачi (2.1), (2.2), який можна подати у
виглядi (3.9).
Доведення. Згiдно з лемою 3.2 функцiя F (t; ; ) є цiлою за  першо-
го порядку, мероморфною за  та аналiтичною в крузi Kr =

 2 C :
jj < r	, оскiльки () 6= 0 для  2 Kr. Тодi дiя диференцiального
виразу загалом нескiнченного порядку f
 
@
@ ;
@
@

, визначеного рядом
Маклорена для цiлої функцiї f (t; x) замiною t i x вiдповiдно на @@
та @@ , на F (t; ; ) e
x є коректною, якщо f 2 A1;r [19]. Результатом
такої дiї пiсля покладання  = 0 та  = 0 є функцiя U(t; x), яка є
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квазiполiномом за змiнною t i цiлою з класу A1;r за змiнною x, тобто
U 2 A1;r.
Аналогiчно як у теоремi 3.1 доводиться, що функцiя (3.9) задо-
вольняє рiвняння (2.1) та умови (2.2).
У класi A1;r iнших розв’язкiв задачi (2.1), (2.2), крiм (3.9), немає,
оскiльки () 6= 0 для  2 Kr i вiдповiдна однорiдна двоточкова
задача у класi A1;r має лише тривiальний розв’язок [15].
Теорему доведено.
Приклад 3.4. Розглянемо двоточкову задачу
@2
@t2
  @
2
@x2
+
1
4

U (t; x) = e 
t+x
2 ; (t; x) 2 R2;
U(0; x) +
@U
@t
(0; x) = 0; U(; x) +
@U
@t
(; x) = 0; x 2 R:
(3.19)
H Для задачi (3.19) як задачi (2.1), (2.2) маємо:
a () = 0; b () =  2 + 1
4
; A1 () = A2 () = B1 () = B2 () = 1;
() =
sinh
h

q
2   14
i
q
2   14
5
4
  2

; (0) =
5
8
r = inf
2M
jj =
p
3
2
;
eT0 (t; ) = 1
()
8><>:
sinh
h
(   t)
q
2   14
i
q
2   14
+ cosh
h
(   t)
r
2   1
4
i9>=>; ;
eT1 (t; ) = 1
()
8><>:
sinh
h
t
q
2   14
i
q
2   14
  cosh
h
t
r
2   1
4
i9>=>; ;
F (t; ; ) =
et   (1 + )eT0 (t; )  (1 + )e eT1 (t; )
2   2 + 14
:
Оскiльки функцiя f (t; x) = e 
t+x
2 належить до A1;p3=2, то згiдно
з теоремою 3.3 у класi цiлих функцiй A1;p3=2 iснує єдиний розв’язок
задачi (3.19) i його знаходимо за формулою (3.9):
U(t; x) = e 
1
2
 
@
@
+ @
@
n
F (t; ; ) ex
o
==0
= F

t; 1
2
; 1
2

e 
1
2
x
=
e 
1
2
t   (1  12)eT0  t; 12  (1  12)e  12 eT1  t; 12
1
4   14 + 14
e 
1
2
x
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=
1
4
e 
1
2
x
n
e 
1
2   1
2
(   t+ 1)  1
2
e 

2 (t  1)
o
:
Отже, знайдений розв’язок задачi (3.19)
U(t; x) =
1
4
e 
1
2
x
n
e 
1
2   1
2
(   t+ 1)  1
2
e 

2 (t  1)
o
у класi цiлих функцiй A1;p3=2 є єдиним. N
4. Про побудову часткових розв’язкiв двоточкової
задачi
Розглянемо випадок, коли в рiвняннi (2.1) f 2 KC;M , де M – мно-
жина (3.14), яка є непорожньою i не збiгається з Cs. У цьому разi
умови теореми 3.2 не виконуються, однак розв’язок задачi (2.1), (2.2)
для f 2 KC;M iснує, але є неєдиним у класi квазiполiномiв KC;M i
знаходиться з точнiстю до елементiв ядра задачi, розмiрнiсть якого
визначається потужнiстю множини M .
Якщо f 2 KC;M , то з використанням елементiв ядра задачi можна
вказати новi формули, вiдмiннi вiд (3.9), за допомогою яких будуть
знаходитися частковi розв’язки задачi. Покажемо це на прикладi.
Приклад 4.1. Розглянемо задачу (3.17), у якiй f(t; x) = et.
H Оскiльки et 2 KC;M , де M — множина (3.18), то умови теореми
3.2 не виконуються i вiдповiдно формула (3.9) є непридатною.
Скористаємось тим, що елементами ядра задачi (3.17) є функцiї
вигляду [16]
(1  t)e12t+1x1+2x2 ; (1  t)e12(t 1)+1x1+2x2
i запропонуємо таку формулу для знаходження часткового розв’язку
задачi (3.17):
U (t; x) = f
 @
@
;
@
@
n
F (t; ; )
o
=0; =O
; (4.1)
де
F (t; ; ) =
et+x   (23   12 + 1 + ) eT 0 (t; )  e eT 1 (t; )
(+ 3   12)2
;
eT 0 (t; ) = e 3t   e 3x33 (1  t)e12t+x;
eT 1 (t; ) = e 3(t 1)[(3 + 1)t  1]  e 3x3(t  1)3 e12(1 t)+x:
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Зауважимо, що функцiї F , eT 0 та eT 1 є цiлими за параметром 
та вектор-параметром  вiдповiдно, зокрема,eT 0 (t; O) = (1  t)(x3   t);eT 1 (t; O) =  (t  1)2 + t+ x3(t  1);
F (t; 3 + 12; ) = e 3+12

t2e( 3+12)(t 1)+x   eT 1 (t; ):
Для f(t; x) = et за формулою (4.1) знаходимо такий розв’язок
задачi (3.17):
U(t; x) = F (t; 1; O)
= et   2(1  t)(x3   t)  e
  (t  1)2 + t+ x3(t  1):
Зазначимо, що знайдений розв’язок задачi (3.17) є лише частко-
вим. N
Висновки
Доcлiджено розв’язнiсть задачi для неоднорiдного рiвняння (2.1)
iз частинними похiдними другого порядку за часовою змiнною, за
якою задано однорiднi локальнi двоточковi умови (2.2), та загалом
нескiнченного порядку за просторовими змiнними у випадку, якщо
характеристичний визначник задачi не є тотожним нулем. Видiлено
класи цiлих функцiй як класи iснування та єдиностi розв’язку зада-
чi, а також запропоновано диференцiально-символьний метод побудо-
ви розв’язку. У класах квазiполiномiв за умови iснування неєдиного
розв’язку задачi запропоновано метод побудови часткових її розв’яз-
кiв. Метод застосовано до конкретних двоточкових задач.
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