The maximal covering location problem (MCLP) maximizes the population that has a facility within a maximum travel distance or time. Numerous extensions have been proposed to enhance its applicability, like the probabilistic model for the maximum covering location-allocation with constraint in waiting time or queue length for congested systems, with one or more servers per service center. In this paper, a novel queuing location problem that can be determined as MCLP is developed and then for solving this problem, new meta-heuristic algorithms like simulated annealing and genetic algorithm is proposed. The results of these algorithms and the amount of their run time are compared.
INTRODUCTION
The field of set covering is a practical concept with a vast usage in Air port hubs (O' Kelly, 1987) , Blood bank (Price and Turcotte, 1986) , Emergency Medical Services (ReVelle et al., 1977) , fast food restaurants (Min, 1987) , Fire stations (Schilling et al., 1980) , Telecommunication switching centers (Hakimi, 1965; Yaman, 2004) , Location of bank accounts (Cornuejols et al., 1977) , vehicle routing (Bramel and Simchi, 1995) , and a lot of more usage was found for this problem.
Much research has been carried out on location problem, in which it is required to minimize total travel time, physical distance, or some other travel related "Cost", and it is often assumed that facilities are sufficiently large to meet any demand likely to be encountered (Boffey et al., 2007) . Location of service facilities and allocation of service calls to servers, dramatically are being affected by the congestion of the demand. All of the models are designed based on the providing the highest level of the service and achieving the lowest level of congestion possible. Current et al. (2002) introduced eight basic facility location models, which are set covering, maximal covering, p-center, p-dipersion, p-median, fixed charged, *Corresponding author. E-mail: r.rabieyan@gmail.com. Tel: +989125038050. Fax: +982188365163. hub and maxisum. In all of them, the general problem is to locate new facilities to optimize distance or some measures more or less functionally related to distance (for example, travel time or cost, demand satisfaction). The first four are based on maximum distance and the second four are based on total (or average) distance.
Second, the objective is to maximize the minimum distance between any pair of facilities. p-median: p-median model (Hakimi, 1965 (Hakimi, , 1964 Belotti, 2007; Ceselli, 2003) finds to locate of p facilities to minimize the demand weighted total distance between demand nodes and the facilities to which they are assigned.
Fixed charge location problem:
The objective of fixed charge location problem (FCLP) is to minimize total facility and transport costs; it determines the optimal number and location of facilities, as well as the assignments of demand to a facility.
Hub location problems:
Numerous models (O' Kelly, 1986a, b; Campbell, 1990 Campbell, , 1994 ) have been formulated to locate the hubs and delivery routes of hub systems. Most of these models attempts to minimize total cost (as a function of distance).
The maxisum location problem:
The maxisum location problem seeks the locations of p facilities such that the total demand-weighted distance between demand nodes and the facilities to which they are assigned is maximized.
As far as the model is in maximal covering models category a brief review of these models will be beneficial. The location set covering problem (LSCP) as a version of set covering problem was introduced by Toregas et al. (1971) . The next step in this field is introducing maximal covering location problem (MCLP) by Church and ReVelle (1974) . The idea of Server congestion was first considered by Larson. Before 1983, all models that are introduced are not probabilistic models, but Daskin (1983) built the structure of probabilistic models with MEXCLP that is probabilistic version of MCLP. Later, Berman et al. (1985 Berman et al. ( , 1986 Berman et al. ( , 1987 developed some models using queuing theory for congested networks. Then Marianov et al. (1994 Marianov et al. ( , 1996 Marianov et al. ( , 1998 proposed several models in which the number of requests for service was stochastic process.
Real situations very often have demand for their services which is both variable and random in nature. Then, although the facility may be able to cope with average demand, there will be times of heavy demand when it will not cope; such a facility will be said to be congested.
For congested systems, a facility will not be able to cope at times of heavy demand. When this is the case, it will possible for users to wait until the facility is free to serve them whereas in some other cases such as, for example maternity homes, it is not feasible to wait. When waiting is not permitted (or only limited waiting is allowed) then a user is lost to fully occupied facility. A natural objective to minimize in this case will thus be the total amount of demand lost to the system (Boffey et al., 2007) . The conditions based on the knowledge for the users resulted in formulated the congested location problem as follows: First, when users have very little knowledge of queue characteristics. Secondly, when users have estimates of mean queue length for all facilities. Thirdly, when users have knowledge of current state of relevant queues.
A location problem involves users traveling to a facility for service, or server traveling for facilities to the users (Boffey et al., 2007) . We will consider immobile (fixed) servers in this paper. In the competitive market that some active factories are produced, similar products and a new factory want to be established. There are two different kinds of nodes available in that environment as follows: First, the nodes that are possible to establish a service centers on them because there is not any service center around them and some demands are lost-sales. Second, the nodes that is not possible to establish centers, because there is not any free demand on them. In the feasibility study phase, factory must decide which node must be choose and in each nodes how many service centers must be established, the model is defined for replying to this question.
In this paper, a network of several nodes will be considered. Each node that could be considered as a customer has demand for service. The demand follows a time homogeneous Poisson process. Servers can be located at nodes of the network as follows: one server at a node, more than one server at a node, and no server at a node. The service distribution is also Poisson and a maximum probability is considered for each server's occupancy. Each customer selects the servers based on the Logit function and the objective is to maximize the covering. A novel maximal covering location problem will be proposed and genetic and simulated annealing algorithm will be compared in this model to find out which of them are more suitable for solving the model in this paper.
The rest of the paper is organized as follows. Subsequently, notation and problem formulation is given. Solution algorithms including genetic algorithm and simulated annealing algorithm are then proposed. Some numerical problems are solved based on the algorithms and the results are addressed. Finally, the conclusions and further research is considered.
NOTATION AND PROBLEM FORMULATION

Model notations
The notation is as follows:
n : Network nodes (customers). The study assumes customer on the node can receive service from different service centers, too. There is not any obligatory assumption. The cost will use to calculate the probability of choosing a service center by a demand point that is calculated based on the Logit function that is proposed by McFadden (1974) and used by Marianov et al. (2008) . In their model, they considered the probability of the demands on the service centers with Logit function by using wait time for having service and travel time for transferring from demand points to service centers. The objective function of their model was building or not building some limited service centers in an area. This in not seemed to be realistic, so we assumed in our model that building of service centers depend on the capacity of the area and the objective function will be the number of service centers that will be built on a demand area. We will use the Logit function for referring demands to service centers.
The percentage of customer capture by each facility will be given by Logit functions of the cost (McFadden, 1974) . Hence, the probability P ij of a user at node i choosing to go to the facility at node j, is defined by the expression:
where σ is the standard deviation in ''taste'' of the consumers. If γ is large, all consumers at a demand node will always patronize the same facility. As γ decreases, the dispersion in facility choice increases, that is, the consumers at the demand node i will not always choose the same facility j, but they will use possibly all facilities, each one with a probability P ij .
Customers rank the open facilities by distance (travel and waiting times), and the higher the destination, the smaller the probability P ij of patronizing that particular facility. The
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Model constraints
As far as our model is a kind of MCLP model, following constraint as a common constraint will be used. Our limitation in budget will result to limitation in building service centers as follows:
As far as in the situations that 0 = j y , the recourse probability of the ith node demand to service center at the node j will be exactly equal to zero as well as the maximum amount of 1 = ij P , so the following Formula will be resulted:
Then the demand rate to each service center j ϕ will be as follows:
ρ the occupancy probability (occupancy coefficient) of the service center at the jth node will be calculated as follows:
The constraint of quality of service related to α (Probability of joining the queue line when the service center is occupied) this constraint will guarantee that with the probability of α the length of the queue in each service center will not be more than a b (is an arbitrarily value). Furthermore, in a system / / / M M c K that the rate of entrance of customers is λand the service rate in each center is µ we will have probability of being no customer in the jth node as follows: (8) n π the probability of being n customers in the system is as follows:
Then it can be concluded that:
With using Formula 9 in Formula 8 will result Formula 10 as follows:
Based on previous notations Formula 13 will be concluded as follows:
Model formulation
Summing up we will solve following maximal covering location problem with using aforementioned formulas:
Proposed algorithms
Genetic algorithm (GA)
In this paper, the study will use Alp et al. (2003) proposed genetic algorithm, because of its simple and fast method in solving problems and its excellent capability to generate solutions. The algorithm will be discussed as follows, for more explanations on this algorithm their research is proposed.
Encoding and fitness function:
The study will use a simple encoding where the genes of a chromosome correspond to the indices of the selected facilities. The fitness function will be easily calculated with using the problem data.
Population size and initializing the population:
The two important factors of population size are as: every gene must be present in the initial problem and the population size should be proportional to the number of solutions will be responding to extension of feasible solutions with a formula proposed in the following. 
Let total nodes S C number of servers 
total nodes number of servers
is not an integer then after disturbing all of the genes from 1 to number of servers to each group, we allocated random genes to fill empty slots.
Generating new members: Different with the previous algorithm, we use Alp et al. (2003) proposed method for generating new members. They take the union of the genes of the parents, obtaining an infeasible solution with m genes where m>total nodes and then for reducing the number of genes by one, discard the genes whose discarding produces the best fitness function value until reach total nodes. However, genes that are present in both parents never must be dropped. We call the infeasible solution obtained after the union operation the "draft member" and the feasible solution generated by the heuristic as the "candidate member". The input of the generation process is two different members and the output will be a candidate member.
Mutation and replacement:
As far as the mutation operator is negligible we decided not to use it. The replacement operator will be operated only on N′ . The steps for the replacement operator are as follows (Alp et al., 2003) : Input: One candidate member.
Step 1. If fitness value of the input candidate member is higher than the maximum fitness value in the population, then discard this candidate member and terminate this operator.
Step 2. If the candidate member is identical to an existing member of the current population, then discard this candidate member and terminate this operator.
Step 3. Replace the worst member of the population with the input candidate member.
Step 4. Update the worst member of the population.
Step 5. Update the best member of the population. Output: Population after introducing the candidate member. where the best solution found has not changed. The iteration consists of one use of the generation and replacement operators.
Simulated annealing algorithm (SA)
Simulated annealing is a local search-based heuristic that is designed to escape from being trapped into a local optimum by accepting worse solutions during its iterations. SA was introduced by Metropolis et al. (1953) and popularized by Kirkpatrick et al. (1983) that is adopted from the "annealing" process used in the metallurgical industry. Annealing is the process by which slow cooling is applied to metals to produce better aligned, low energy-state crystallization. The optimization procedure of SA searches for a (near) global minimum mimicking the slow cooling procedure in the physical annealing process. It starts from a random initial solution.
A new solution is taken from the predefined neighborhood of the current solution in the each iteration. For determining whether an improvement has been achieved or not, the objective function value of this new solution is then compared with that of the current best solution. If the objective function value of the new solution is better, the new solution becomes the current solution from which the search continues by proceeding with a new iteration.
A new solution with a degraded (larger) objective function value may also be accepted as the new current solution, with a small probability determined by the Boltzmann function, exp(-∆/ k T) , where ∆ is the difference of objective function values between the current solution and the new solution, k is a predetermined constant and T is the current temperature. The basic idea is not to restrict the search to those solutions that decrease the objective function value, but also allow moves that increase the objective function value. This mechanism may avoid the procedure being trapped prematurely in a local minimum (Yu et al., 2009 ).
Subsequently, we discuss the proposed SA heuristic in detail, the generation of the initial solution, the calculation of the objective function value, various types of neighborhood and the parameters that are used. Step 2.2: Initialize the iteration counter; iter=0;
Notation
Step 3: Annealing Schedule;
Step 3.1: Inner loop initialization; il=0;
Step 3.2: If (il ≤ in_loop_iteration).
If random (0, 1) ≥ 0.8, then calculate function coefficients in the zero condition (when there is no server located in the situation) and in the other values. Add 1 to the maximum objective function in zero values and subtract 1 to the minimum objective function in other values. Else randomly change one 0 to 1 and subtract 1 from other values.
Step 3.2.1: il=il+1;
Step 3.2.2: Generate a neighborhood solution (which satisfies the constraints). Calculate the fitness value Step 3.2.5: If (il >= in_loop_iteration), then terminate inner loop and go to Step 3.3 else continue inner loop and go to Step 3.2.
Step 3.3:
Step 3.5: IF (Iter ≥ Number_Failed_Iteration), then terminate inner loop and go to Step 4, else continue inner loop and go to Step 3.1.
Step 4: Terminate the best solution, Solution and stop.
Cooling schedule: The cooling schedule, in turn, is specified by:
(a) An initial (and final) value of the temperature, (b) An updating function for changing the temperature and c) An equilibrium test.
The "behavior" of the simulated annealing algorithm depends on the temperature t. Perhaps the most important thing is how the initial temperature ܶ is determinate. If the initial value of the temperature is chosen too high, then too many bad uphill moves are accepted while if it is too low, then the search will quickly drop into a local optimum without possibility to escape from it.
Other researchers have tried the inhomogeneous annealing. In this case, the cooling schedule used is due to Lundy and Mees (1986) with the schedule length (the number of trials) being fixed a priori. In Connolly's algorithm (Connolly, 1990) , the initial temperature is calculated according to the formula
Termination criterion: In theory the simulated annealing procedure should be continued until the final temperature. ܶ is zero, but in practice other stopping criteria are applied. In this paper, we would suggest stopping criteria that depend on the problem parameters.
NUMERICAL EXAMPLES AND THE RESULTS
To solve the problems, a MATLAB R 2009-32 BIT computer program was used to obtain the local optimum solution of the same problems with GA and SA algorithms. We use JMP version 8.0 to setting algorithm parameters and problem parameters. At first we run a 17 nodes problem that (Table 1) demand rates of the nodes (߮ ), distances between the nodes (݀ ) and service rate ( ߤ ) are randomly generated from [80, 110] , [6, 25] and [400, 450] , respectively. We assume to locate a server on node 1. Problem parameters are α, sigma, maximum queuing length and maximum time waiting. Problem has 4 parameters. Therefore, maximum number of experiment for this especial problem is 2 4 . As far as the GA algorithm does not have any parameters the GA parameters are opted base on problem parameters. For tuning the problem parameters, the partial factorial designs with 2 has been used. Experiments are designed and run and the fitness functions are obtained based on Table 2 . Considering the average of fitness function as the response variable and the four parameters as independent variables and using JMP 8.0 DOE Toolbox for setting problem parameters. The amounts of problem parameters are alpha = 0.625, sigma = 450, maximum queuing length = 6 and maximum time waiting = 6.5 after setting problem parameters.
Then these problem parameters will be used in SA. For Tuning the SA parameters, the SA parameters including Iteration_Ceoficient, In_loop_Iteration, population_size, and f T (ܶ is assumed 0.000001 in all part of experiments), the partial factorial designs with 2 has been used. Each numerical problem is run two times, 24 experiments are designed and run and the fitness functions are obtained (Table 3) .
The amount of SA parameters after setting parameters will be as following: In loop iteration = 16 (the result was 16.5 but it must change to the real number and it was changed to 16), population size = 135, coefficient iteration = 135. In Table 4 distinctions of these two algorithms (SA and GA) with set parameters will be considered.
The same process had been done for problems with 30, 40, 50, 60, 70 nodes. But because of the limited space the results will be only considered for the 30 to 70-node problems. In Tables 5 to 9 a 
CONCLUSIONS AND FUTURE RESEARCH
This work presented a new and original mathematical model for location problem in the competitive markets, since the proposed model computationally belongs to the class of NP-Hard problems, a genetic algorithm and simulated annealing are developed to solve the model.
Based on the test runs, the genetic algorithm works more satisfactory than the simulated annealing. The proposed GA and SA can also be applied toward solving the LSCP, MCLP, and MALP with limited modifications. As far as the genetic algorithm is efficient for different problems, in our case this algorithm shows a salient result in comparison to the simulated annealing, especially in reducing running times, but comparing the results of GA and SA based on the objective function represent that there are closely similar and can be easily concluded that the simulated annealing is enough Improving this model to multi objective model and using fuzzy theory to converting this model to a fuzzy model can be named as an extension to this research.
