This paper considers the problem of releasing privacy-preserving load data of a decentralized operated power system. The paper focuses on data used to solve Optimal Power Flow (OPF) problems and proposes a distributed algorithm that complies with the notion of Differential Privacy, a strong privacy framework used to bound the risk of re-identification. The problem is challenging since the application of traditional differential privacy mechanisms to the load data fundamentally changes the nature of the underlying optimization problem and often leads to severe feasibility issues. The proposed differentially private distributed algorithm is based on the Alternating Direction Method of Multipliers (ADMM) and guarantees that the released privacy-preserving data retains high fidelity and satisfies the AC power flow constraints. Experimental results on a variety of OPF benchmarks demonstrate the effectiveness of the approach.
I. INTRODUCTION
The availability of test cases representing high-fidelity power system networks is essential to foster research in several important power optimization problems, including optimal power flow (OPF), unit commitment, and transmission planning. However, the release of such datasets poses significant privacy risks. For instance, revealing the electrical load of a customer may disclose sensitive business activities and manufacturing processes, causing significant economic loss. Indirectly, it may also reveal how transmission operators operate their networks, raising security issues [1] .
Differential Privacy (DP) [2] is a privacy framework that has been shown effective in protecting sensitive information during a data release process. It prevents the disclosure of sensitive information by introducing carefully calibrated noise to the result of a computation. While DP algorithms could be used directly to generate privacy-preserving power system data, they face significant challenges when the released data is required to preserve domain specific properties, such as preserving the optimal cost and the feasibility of an AC Optimal Power Flow (AC-OPF) problem. Naive noise addition can drastically degrade the fidelity to the original problem of interest and introduce severe feasibility issues, as shown in [1] , [3] , [4] . Fig. 1 , reported from [3] , emphasizes these results. It shows the average load distance (as L 1 ) between the original and the privacy-preserving loads for a set of 29 networks, at varying obfuscation parameter α. The percentages of instances with a feasible AC-OPF solution are shown above the bars. Interestingly, a recent body of work has shown that it is possible to release AC-feasible obfuscated load data that also satisfies the notion of differential privacy [3] - [5] . Despite the soundness and effectiveness of such data release techniques, these methods rely on the presence of a trusted data curator that can collect sensitive loads from all the system participants. However, this is impractical in very large systems with distributed loads and generators (e.g., multiple microgrids). Even if the power system is operated centrally, it is typically owned and controlled by various parties, e.g., load customers, transmission system operators (TSO), distribution system operators (DSO), and generation companies. These parties operate with specific customer and legal agreements, which render the transmission of proprietary data to a centralized server infeasible.
To overcome these limitations, this paper introduces the Privacy-preserving Decentralized OPF (PD-OPF), a novel decentralized and privacy-preserving framework that allows multiple power system parties to release their data privately without relying on a trusted data curator. Crucially, the framework guarantees that the released data produces a feasible AC power flow, and that its OPF cost is close to that of the original OPF. The heart of the mechanism is a distributed optimization procedure that relies on the Alternating Direction Method of Multipliers (ADMM) to redistribute the noise introduce by traditional DP algorithms to satisfy the desired properties.
While the paper focuses on preserving the privacy of individual loads, the framework is general and can be used to protect other sensitive quantities (e.g., generator capabilities).
Contributions
The key contributions of this work are as follows: (1) It introduces DP-OPF, a novel, distributed, differentially private mechanism that relies on ADMM to obfuscate the individual loads while ensuring AC-OPF feasibility on the obfuscated data. (2) DP-OPF satisfies the notion of -local differential privacy, providing a strong privacy guarantees. (3) Experimental results on a large collection of OPF benchmarks illustrate that the proposed approach finds high-quality ACfeasible solutions, and that the results are comparable to those obtained with a centralized version with a data curator.
II. RELATED WORK
There is a rich literature on theoretical results of DP (see for instance [6] and [7] ). The literature on DP applied to power systems includes considerably fewer efforts.Ács and Castelluccia [8] exploit a direct application of the Laplace mechanism to hide user participation in smart meter data sets, achieving -DP. Zhao et al. [9] study a DP schema that exploits the ability of households to charge and discharge a battery to hide the real energy consumption of their appliances. Liao et al. [10] introduce Di-PriDA, a privacy-preserving mechanism for appliance-level peak-time load balancing control in the smart grid, aimed at masking the consumption of top-k appliances of a household. Finally, Zhou et al. [11] introduce the notion of monotonicity of DC-OPF operator, which requires that monotonic changes in the network loads induce monotonic changes in the DC-OPF objective cost. This enables a characterization of the network, which is useful to preserve the privacy of monotonic networks.
There are also related work on privacy-preserving implementations of the ADMM algorithm. Zhang et al. [12] proposed a version of the ADMM algorithm for privacy preserving empirical risk minimization problems, a class of convex problems used for regression and classification tasks. Huang et al. [13] proposed an approach that combines an approximate augmented Lagrangian function with time-varying Gaussian noise for general objective functions. Finally, Ding et al. [14] proposed P-ADMM, to provide guarantees within a relaxed model of differential privacy (called zero-concentrated DP).
The privacy-preserving distributed learning literature focuses almost entirely on problems whose objective functions are smooth and strongly convex. Additionally, most approaches suffer one shortcoming: The privacy loss being provided as a guarantee is a function of the iteration counts of the algorithm, which can be huge if a large number of iterations is required to converge to a feasible solution. In contrast, this work provides bounded privacy loss irrespective of the number of iterations. It also ensures that the privacypreserving data is AC-OPF feasible and that the solution cost stays close to the original ones.
III. PRELIMINARIES

A. Optimal Power Flow
Optimal Power Flow (OPF) is the problem of determining the most economic generator dispatch to meet the load demands in a power network. A power network N can be viewed as a graph pN, Eq where the set of buses N " rns represents the nodes and the set of lines and transformers E Ď tpi, jq P NˆN u represents the directed arcs. The paper denotes with G and L as for the set of generators and loads in the network, and uses E R to indicate the set of arcs, but in the reverse direction. The AC-OPF problem (P OPF ) is specified in Model 1, where I, V, Y, and S denote the complex quantities for current, voltage, admittance, and power, respectively.
The model takes as input the power network N and returns the optimal generator dispatch costs (with ties broken arbitrarily). The objective function OpS g q captures the cost of the generator dispatch, with S g " xS g 1 , . . . , S g n y denoting
Model 1 AC Optimal Power Flow: P OPF variables: S g i , @i P G; V i , @i P N ; S ij , @pi, jq P E Y E R minimize: OpS g q " ÿ iPN c 2i p pS g i2`c 1i pS g i q`c 0i (1) subject to: =Vs " 0, Ds P N
ř pi,jqPEYE R S ij @i P N (7)
the vector of generator dispatch values. Constraint (2) sets the reference angle to zero for the slack bus s P N to eliminate numerical symmetries. Constraints (3) and (4) capture the voltage and phase angle difference bounds. Constraints (5) and (6) enforce the generator output and line flow limits. Finally, Constraints (7) capture Kirchhoff's Current Law and Constraints (8) capture Ohm's Law. The solution set satisfying Constraints (2) to (8) for a given set of load demands S d " xS d 1 , . . . , S d n y is denoted by C P F pS d q. Table I summarizes the common notations used throughout the paper.
B. Alternating Direction of Multipliers Method (ADMM)
ADMM is a widely used distributed procedure solving optimization problems with coupling constraints. Consider an optimization problem of the following form: 
where X Ď R n and Z Ď R m are two disjoint sets, x P R n and z P R m denote variable vectors owned by two distinct groups of agents, and Ax`Bz " c describes the set of coupling constraints between the two groups of agents with A P R ˆn , B P R ˆm , and c P R . The functions f and g denote the objectives over x and z, respectively, and are commonly assumed to be convex. The augmented Lagrange function Lpx, z, λq of (9) is:
f pxq`gpzq`λpAx`Bz´cq`ρ 2 |Ax`Bz´c| 2 (10) where λ P R is a vector of Lagrangian multipliers and ρ ą 0 is a penalty term. The vector of Lagrangian multipliers are the dual variables associated with the coupling constraints AxB z " c. Given a solution tuple px i , z i , λ i q at iteration i, ADMM [15] proceeds to the next iteration i`1 computing px i`1 , z i`1 , λ i`1 q as follows, in three sequential steps:
λ i`1 " λ i`ρ pAx i`1`B z i`1´c q.
The algorithm terminates when a desired termination condition is reached (e.g., an iteration limit or a convergence factor). The 
indicating the distance to a primal feasible solution, and the dual infeasibility (residue) vector [16] 
indicating the distance from the previous local minima. When both infeasibility vectors are zero, ADMM converges to a (local) optimal and feasible solution.
C. Differential Privacy Notions
The need for data privacy emerges in two main contexts: the global context, as in when institutions release datasets containing information of several users or answer queries on such datasets (e.g., US Census queries [17] , [18] ), and the local context, as in when individuals disclose their personal data to some data curator (e.g., Google Chrome data collection process [19] ). In both contexts, privacy is achieved through a randomizer M adding noise to the data before releasing.
Differential privacy [2] (DP) is an algorithmic property that characterizes and bounds the privacy loss of an individual when its data participates into a computation. It has originally been proposed in the global privacy context and, informally, ensures that an adversary would not be able to reliably infer whether or not a particular individual participates in the dataset, even with unbounded computational power and access to every other entry of the dataset. The setting adopted in this work studies the local privacy context (LDP) [20] , in which each load customer i holds a datum, S d i P C, describing the complex load consumption of the bus i P N . While the standard local differential privacy framework is concerned with protecting the participation of an individual into a dataset, in a power system, the individual identity is not a sensitive information: It is a public knowledge that each bus may connect to a demand. The sensitive information is represented by the load magnitude. To accommodate such notion of privacy risk, the paper uses the definition of generalized differential privacy for metric spaces [21] and adapts it to the local differential privacy context. Without loss of generality, we focus on Lebesgue spaces L 1 , and in particular, consider the complex space C equipped with norm 1. For a given value α ą 0, a randomized mechanism M is -LDP for α distances (a.k.a. local α-indistinguishable), if for all x and x 1 P C s.t. }x´x 1 } 1 ď α, and for any output response o P C:
PrrMpxq " os ď e PrrMpx 1 q " os.
Informally, the LDP definition adopted ensures that an attacker obtaining access to a privacy-preserving load value cannot detect, with high probability, the distance between the privacy-preserving value and its original value. The level of privacy is controlled by the privacy loss parameter ě 0, with small values denoting strong privacy. The level of indistinguishability is controlled by the parameter α ą 0. The above definition allows us to obfuscate load values that are close to one another while retaining the distinction between those that are far apart. Local Differential Privacy (LDP), including its extension for generic metric spaces, satisfies several important properties. In particular, it is immune to post-processing as defined in the following theorem.
Theorem 1 (Post-Processing Immunity): [6] Let M be an -(local) differentially private mechanism and g be an arbitrary mapping from the set of possible output sequences to an arbitrary set. Then g˝M is -(local) differentially private.
IV. DECENTRALIZED LOAD OBFUSCATION
The decentralized load obfuscation problem is the problem of coordinating the release privacy-preserving load data in a power system owned and controlled by multiple parties. We consider a set of agents, each coordinating some power system component, e.g., loads, generators, buses, or power lines. The goal of the problem is to release load data, which is controlled by the load agents.
The problem has three desiderata. (1) It requires obfuscation of the loads up to some amount α ą 0. (2) It requires that the AC-OPF objective induced by the obfuscated loads is close to that attained using the original data. (3) It requires its agents to coordinate the data release process using a decentralized and confined communication process.
Formally, the decentralized load obfuscation problem finds the active and reactive, privacy-preserving load valuesŜ d i for each load agent i P N that satisfy the following criteria: 1) Privacy: The original load S d i and its privacy-preserving counterpartŜ d i are local α-indistinguishable, for every load i P N . 2) Fidelity: For every generator i, the optimal AC-OPF dispatch cost OpŜ g i q obtained by using the obfuscated loadsŜ d i is required to be close to the original AC-OPF dispatch cost OpS g i q up to a user-defined factor β ą 0: |OpŜ g i q´OpS g i q| ď βOpS g i q @i P N. Finally, it requires the computation mechanism to be performed in a decentralized fashion. In the following, we denote with Oi as for the original optimal generation costs OpS g i q, which are assumed to be publicly known [5] (e.g., from the market information).
V. THE PD-OPF MECHANISM
This section introduces the Privacy-preserving Distributed OPF (PD-OPF) mechanism to solve the decentralized load obfuscation problem. PD-OPF agents operate in two phases: 1) Privacy Phase During the first phase, each load agent i P N applies a LDP protocol to obtain an α-local obfuscated versionS d i of its original load S d i . This process is executed independently and autonomously by each load agent in the system. 2) Fidelity Phase In the second phase, the agents coordinate a distributed process to adjust the private load valuesS d i , to new valuesŜ d that achieve the fidelity goal, while deviating as little as possible from the local α-obfuscated loadsS d i . The next sections describe in details the PD-OPF phases.
A. Privacy Phase
In the privacy phase, each (load) agent i perturbs its load data S d i , independently from other agents, so to generate an αlocal indistinguishable loadS d i . To do so, the agents use a version of the Laplace Mechanism, a method used to guarantee an -LDP private responses to numeric functions [6] . The Laplace distribution with 0 mean and scale b, denoted by Lappξq, has a probability density function Lappx|ξq " 1 2ξ e´| x| ξ . Let Lappξq to be the Laplace distribution with parameter ξ, f a numeric function that maps datasets to R, and z to be a random variable drawn from Lap`α ˘.
The Laplace mechanism for local differential privacy for α distances is defined as follows:
Theorem 2 (Laplace Mechanism): The Laplace mechanism that outputs f pxq`z achieves α-local indistinguishability.
Since the load data is represented in the complex form, agents use the Polar Laplacian mechanism [3] , [22] , which is a generalization of the Laplace mechanism to Euclidean spaces. The mechanism satisfies α-local obfuscation [3] , [21] . For simplicity, the paper refers to the the Laplace mechanism as for the Polar Laplace mechanism.
B. Fidelity Phase
While simply adding Laplace noise to each load satisfies local α-indistinguishability, the resulting power system data may no longer be AC feasible, nor it may induce a similar optimal dispatch costs. To find a set of loadsŜ d that satisfy the fidelity criteria, a post-processing step that uses a bi-level program P BL can be formulated as follows [3] :
s.t.:ˇˇOpS g q´O˚ˇˇď βO˚(18)
The upper level objective Eq. (17) minimizes the L2 distance between the noisy loadsS d and the (post-processed) load variablesŜ d . Constraint (19) captures the AC-OPF requirement. It computes an AC optimal generator dispatch S g for the post-processed loadsŜ d . Finally, Constraint (18) requires the generator dispatch to satisfy the fidelity goal. Solving bilevel programs is challenging computationally, being strongly NP-Hard [23] . To address the underlying computational challenge, an efficient relaxation of problem P BL can be provided as in [3] :
s.t.:ˇˇOpS g q´O˚ˇˇď βO˚ (21) AC Power Flow: (2)´(8).
It relaxes the optimality requirement Eq. (19) and only requires AC feasibility (Eq. (22)). The mechanism restores feasibility of the loads and ensures the existence of a dispatch whose cost is close to the optimal one.
C. Decentralized Fidelity Phase
To coordinate the resolution of problem P RBL in a decentralized fashion, the problem is expressed into the format of Eq. (9) and solved using an ADMM protocol. The ADMM mechanism used follows the component-based dual decomposition framework [16] , [24] and models each power system component as an individual agent. The framework considers four types of agents: load demand agents D, generator agents G, line agents L, and bus agents B. Figure 2 illustrates the ADMM communication scheme of adopted by each agent (i P N , if it is a bus, load, or generator agent), or (pi, jq P E, if it is a line agent).
It is summarized in the following three steps. At each iteration: to line agent pijq, for each line (i, j) connected to bus i.
3) Finally, each agent updates its corresponding dual variables: λ d i , for load agent i, λ g i , for generator agent i, and λ V ij , λ S ij , for line agent pi, jq. Collectively, they are identified with λ " xλ d i , λ g i , λ V ij , λ S ij y, using the notation in Eq. (13) . The goal of the coupling constraints Ax`Bz " c (see Constraint (9) ) is that of matching the states values z of . (34) ).
The ADMM coordination process coordinating all agents is illustrated in the Appendix (Algorithm 2). Even though the ADMM agent structure comes from [16] , the ADMM scheme used by PD-OPF serves as a distributed resolution of P RBL , rather than a traditional scheme for solving OPF. It redistributes the noise introduced by the Laplace mechanism optimally to satisfy the fidelity criteria.
Theorem 3: PD-OPF satisfies local α-indistinguishability. Proof. By Theorem 2, the load values obtained by the application of the Laplace mechanism satisfy α-local indistinguishability. The ADMM mechanism makes use of exclusively the privacy-preserved load valuesS d (computed by the application of the Laplace mechanism), as well as additional public information (e.g. the local cost values Oi ). Therefore, by postprocessing immunity of differential privacy, PD-OPF satisfies local α-indistinguishability. l
VI. EXPERIMENTAL RESULTS
This section reports on the obfuscation quality and ability to converge of PD-OPF. Additionally, the proposed method is compared with a centralized version that solves problem P RBL , thus admitting the presence of a centralized data curator. The experiments are performed on a variety of NESTA [25] benchmarks. Parameter is fixed to 1.0, the indistinguishability level α varies from 0.01 to 0.1 in p.u. (i.e. 1 MVA to 10 MVA), and the fidelity level β varies from 10´2 to 10´1 (i.e. from 1% to 10% of the optimal cost difference). PD-OPF is limited to use 5000 iterations. All the models are implemented using PowerModels.jl [26] in Julia with nonlinear solver IPOPT [27] .
Choosing a fixed penalty factor ρ to drive convergence is challenging [16] . Thus, the experimental routine adjusts ρ dynamically, using the maximum primal and dual infeasibility values, p " max r p and d " max r d , respectively (in spirit of [16] ). Higher values of ρ encourage the satisfaction of the primal constraints, while lower values shift weights to the objectives and reduce the dual infeasibilities [16] . The heuristic adopted changes ρ when the distance between p and d becomes too large:
The scaling factor c is set to 2%, the threshold parameter c t to 7.0, and upper ρ and lower ρ bounds to 10 6 and 5, respectively. To allow PD-POPF to restore primal feasibility, a feasibility boosting procedure is implemented as follows. When the iteration counter 4500 iterations, if the maximum primal infeasibility is larger than 10´3, ρ will be increased by: mintp1`cqρ, ρu. We call this phase feasibility boosting. report the AC-feasible loads due to large overlaps with PD-OPF values. Figure 4 illustrates the difference between the loads produces by PD-OPF and those produces by a centralized implementation of problem P RBL [5] . The difference is measured in terms of distance from the Laplace obfuscated loads (averaged over 50 instances). The differences in the IEEE-39 test case are due to the feasibility boosting phase, activated to improve the primal feasibility. In the other test cases the differences between the two approaches are negligible, thus validating the use of a decentralized solution for releasing loads when a centralized trusted data curator is unavailable. Since a PD-OPF implements a relaxation of Constraint (19) , the Figure also reports a comparison using a centralized procedure that solves an AC-OPF with the PD-OPF loads as input. The experimental results indicate that PD-OPF is able to restore the problem fidelity well, even when the fidelity requirement β are as small as 0.01% of the original costs.
A. Quality of Load Demand Obfuscation
B. Quality of Privacy Loss Minimization
C. Quality of Fidelity Restoration
D. Convergence Quality & Runtime
Finally, table II presents the maximum and dual infeasibilities (in p.u.), before and after (marked with˚) activating the feasibility boosting procedure. The table clearly illustrates the benefits of the boosting procedure. It is able to reduce the primal infeasibility of up to two order of magnitude, albeit at a cost of a larger dual infeasibility. Figure 6 illustrates the details of one run on the IEEE-39 benchmark. After a few iterations, both the primal and the dual infeasibilities stabilize in the range r10 1 , 10´1s (top-left), and the generator costs stabilize after 2000 iterations (bottom-left). When the feasibility boosting is activated, the coordination agent increases the parameter ρ (bottom right), inducing all agents to re-optimize with a higher penalty for violating the coupling constraints. This is obtained at a cost of a larger dual feasibility (top-right). 
VII. CONCLUSION
This paper presents a distributed framework based on ADMM and Local Differential Privacy (LDP) to preserve the privacy of customer loads while maintaining power flows close to the optimal solution. We formally present the distributed privacy-preserving problem, and a two phase distributed mechanism Privacy-preserving Distributed OPF (PD-OPF) to guarantee privacy and fidelity. The mechanism satisfies privacy properties. Experimental evaluations on the NESTA bench- marks show that the mechanism provides high obfuscation quality, satisfies the fidelity requirements, and achieves comparable results when compared to a centralized approach.
APPENDIX
A. PD-OPF with the Piecewise Mechanism
The PD-OPF framework can also be extended to work with other Local Differential Privacy mechanism (LDP). Instead of using Polar Laplace mechanism in the Privacy Phase, this section showcases another LDP mechanism: the Piecewise Mechanism [28] . The Piecewise Mechanism also satisfies the L 1 -LDP for α distances definition. It requires all input data x i to be normalized within r´1, 1s from rx i , x i s. Let:
C " e {2α`1 e {2α´1 , Lpx i q " C`1 2 x i´C´1 2 , and Rpx i q " Lpx i q`C´1.
The mechanism perform obfuscation based as in Algorithm 1. To implement the Piecewise Mechanism, linear transforma- Table III shows the primal and dual convergence quality and simulation runtime similar as in previous section. Figure 7 shows the fidelity can again be restored by the ADMM mechanism. Figure 8 shows comparable obfuscation quality when comparing to the Laplace mechanism in Figure 3 . Finally, Figure 9 shows the ADMM algorithm can achieve comparable privacy loss minimization results to centralized optimization. 
B. ADMM Coordination Process
The ADMM coordination process executed by all PD-OPF agents is illustrated in Algorithm 2. Lines 1 to 3 initialize all variables associated to load, generator, and line agents, respectively. These agents, hence, perform their optimization step (lines 6 to 8), independently, and send their state (consensus) variables to the corresponding bus agents. Next, the bus agents perform the associated local optimization step and send the feedback values back to the corresponding load, generator, and line agents (line 10). Finally, the multipliers variables λ are updated by each individual agents (lines 12 to 14). At the end of each iteration, the parameter ρ can be updated bu all agents. 
