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REDUCTION METHOD FOR LINEAR SYSTEMS OF
PLANE CURVES WITH BASE FAT POINTS
MARCIN DUMNICKI
Abstrat. In the paper we develop a new method of proving non-
speiality of a linear system with base fat points in general position.
Using this method we show that the Hirshowitz-Harbourne Conjeture
holds for systems with base points of equal multipliity bounded by 42.
1. Introdution
Let K be a eld of harateristis zero, N = {0, 1, 2, . . . }, N∗ = {1, 2, . . . },
let R denote the eld of real numbers.
Denition 1. Let D ⊂ N2 be nite (any suh set will be alled a dia-
gram), let m1, . . . , mr ∈ N
∗
, let p1, . . . , pr ∈ K
2
. Dene the K-vetor spae
LD(m1p1, . . . , mrpr) ⊂ K[X, Y ]:
LD(m1p1, . . . , mrpr) :={
f =
∑
(β1,β2)∈D
c(β,β2)X
β1Y β2 | c(β1,β2) ∈ K,
∂α1+α2f
∂Xα1∂Y α2
(pj) = 0,
α1 + α2 < mj, j = 1, . . . , r
}
.
Dene the dimension of the system of urves LD(m1, . . . , mr) to be
dimLD(m1, . . . , mr) := min
{pj}rj=1,pj∈K
2
dimKLD(m1p1, . . . , mrpr)− 1.
Remark 2. If points p1, . . . , pr are in general position we have
dimLD(m1, . . . , mr) = dimK LD(m1p1, . . . , mrpr)− 1.
The system LD(m1, . . . , mr) an be understood as a vetor spae of urves
generated by monomials with exponents from D having multipliities at
least m1, . . . , mr in r general points.
Denition 3. Let L = LD(m1, . . . , mr) be a system of urves. Dene the
virtual dimension vdim of L and the expeted dimension edim of L
vdimL := #D − 1−
r∑
j=1
(
mj + 1
2
)
,
edimL := max{vdimL,−1}.
1991 Mathematis Subjet Classiation. 14H50; 13P10.
Key words and phrases. Multivariate interpolation, linear systems, Hirshowitz{
Harbourne onjeture.
1
2 MARCIN DUMNICKI
Intuitively, we should have dimL = edimL.
Denition 4. We say that a system of urves L is speial if
dimL > edimL.
Otherwise we say that L is non-speial.
Observe that by linear algebra we have always dimL ≥ edimL sine
multipliity m imposes
(
m+1
2
)
onditions.
2. The Hirshowitz{Harbourne Conjeture
For systems of the form Ld(m1, . . . , mr) := LD(m1, . . . , mr), D = {α ∈
N
2 | |α| ≤ d} the well-known Hirshowitz{Harbourne Conjeture giving
geometrial desription of the speiality of a system was formulated in [9℄.
To formulate this onjeture onsider the blowing-up π : P˜2 → P2 in r
general points with exeptional divisors E1, . . . , Er.
Denition 5. A urve C ⊂ P2 is said to be a −1-urve if it is irreduible
and the self-intersetion C˜2 of its proper transform C˜ ⊂ P˜2 is equal to −1.
Conjeture 6 (Hirshowitz{Harbourne). A system L = Ld(m1, . . . , mr) is
speial if and only if there exists a −1-urve C ⊂ P2 suh that
L˜.C˜ ≤ −2,
where L˜ := |dπ∗(OP2(1))−
∑r
j=1mjEj|.
This onjeture was studied by many authors, we refer only to the reent
results. For homogenous systems (m1 = m2 = m3 = · · · = mr =: m),
the above onjeture holds for m ≤ 20 (see [4, 5℄). In the general ase
the Conjeture holds for multipliities bounded by 11 (see [8℄). Both these
results were obtained with the help of omputers.
For further information about the above onjeture see for example [3℄.
In this paper we develop a new method (alled \diagram utting") based
on some properties of matries assigned to systems of urves. This method
allows providing easy proofs of non-speiality for large family of systems.
Moreover, these proofs an often be found argorithmially with a omputer
program. Sometimes this needs a lot of omputations, but then it an easily
be heked \by hand".
As a result of the method we show that in order to hek non-speiality
of all homogeneous systems of bounded multipliitym it is enough to hek
a nite number of ases. This result was obtained in purely theoretial way.
The seond result is Theorem 31 stating that Conjeture 6 holds for
homogeneous multipliities bounded by 42. This result was obtained using
a omputer program.
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3. Diagram utting method
Before introduing the method we must establish the notation and say
when a system is non-speial in the language of matries.
Denition 7. Let j ∈ N∗, α ∈ N2. Dene the mapping
ϕj,α : K[X, Y ] ∋ f 7→
∂|α|f
∂Xα
(Pj,X, Pj,Y ) ∈ K[Pj,X , Pj,Y ],
where Pj,X, Pj,Y are new indeterminates used instead of X, Y .
We will use the following notation: M(n, k;R) will denote the set of all
matries with n rows, k olumns, and oeÆients from R (a ring or a eld).
For an M ∈M(n, k;R) we write M[j,ℓ] for the element of M in the j-th row
and the ℓ-th olumn.
Denition 8. Let L = LD(m1, . . . , mr) be a system of urves, let D =
{(α1,X , α1,Y ), . . . , (αn,X , αn,Y )}, αi,X , αi,Y ∈ N for i = 1, . . . , n. Let A =
{(j, β) ∈ N×N2 | |β| < mj , j = 1, . . . , r} = {a1, . . . , ac}. Dene the matrix
M(L) ∈M(c, n;K[Pi,X, Pi,Y ]
r
i=1) as
M(L)[j,k] := ϕaj(X
αk,XY αk,Y ).
For given points p1 = (p1,X , p1,Y ), . . . , pr = (pr,X , pr,Y ) ∈ K
2
we will use
the natural evaluation mapping
νp1,...,pr : K[Pi,X , Pi,Y ]
r
i=1 ∋ f 7→ f |Pi,X 7→pi,X ,Pi,Y 7→pi,Y ∈ K.
Proposition 9. Let L = LD(m1, . . . , mr) be a system of urves. Then
dimL = #D − rankM(L) − 1.
Proof. Let p1, . . . , pr ∈ K
2
be points in general position. Consider the linear
mapping
Φ :
{
f =
∑
(αX ,αY )∈D
c(αX ,αY )X
αXY αY
}
∋ f 7→ (νp1,...,pr ◦ ϕaj(f))
c
j=1 ∈ K
c.
We have LD(m1p1, . . . , mrpr) = ker Φ. Let M denote the matrix of Φ in
bases {(α1,X , α1,Y ), . . . , (αn,X, αn,Y )}, {a1, . . . , ac}. We have
νp1,...,pr(M(L)[j,k]) = M[j,k],
hene rankM(L) = rankM (we use the fats that charK = 0 and p1, . . . , pr
are in general position). Now we ompute
dimL = n− rankM − 1 = #D − rankM(L)− 1.

Denition 10. Dene the bidegree bdeg : K[Pi,X , Pi,Y ]
r
i=1 → N
2
given by
bdeg(Pi,X) := (1, 0), bdeg(Pi,Y ) := (0, 1) for i = 1, . . . , r.
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Proposition 11. Let LD(m1, . . . , mr) be a system of urves. Let M be
a square submatrix of M(L) of size s ∈ N∗. After a neessary renum-
bering of olumns and rows we an assume that M is given by olumns
(α1,X , α1,Y ), . . . , (αs,X , αs,Y ) and rows a1, . . . , as. Then detM is a bihomo-
geneous (w.r.t. bdeg) polynomial of bidegree (
∑s
i=1 αi,X ,
∑s
i=1 αi,Y ) − γ,
where γ ∈ N2 depends only on the hoie of rows.
Proof.
detM =
∑
σ∈Ss
sgn(σ)M[1,σ(1)] . . .M[s,σ(s)].
For M[j,k] 6= 0 we have bdegM[j,k] = (αk,X , αk,Y ) − βj , where aj = (ℓj , βj)
for some ℓj ∈ N, βj ∈ N
2
. Hene
bdegM[1,σ(1)] · · ·M[s,σ(s)] =
( s∑
i=1
αi,X ,
s∑
i=1
αi,Y
)
−
s∑
i=1
βi.
We nish the proof by taking γ =
∑s
i=1 βi. 
Proposition 12. Let m ∈ N∗, let D ⊂ N2. Assume that #D =
(
m+1
2
)
.
Then L = LD(m) is non-speial if and only if D do not lie on a urve of
degree m− 1.
Proof. From the previous proof we an see that detM(L) = c · f , where
f is a monomial, c ∈ K. Let D = {(α1,X , α1,Y ), . . . , (αn,X, αn,Y )}. For
β = (βX , βY ), |β| < m we have
M(L)[(1,β),j] = ϕ(1,β)(X
αj,XY αj,Y )
=
βX∏
k=1
(αj,X − k + 1) ·
βY∏
k=1
(αj,Y − k + 1) · P
αj,X−βX
1,X P
αj,Y −βY
1,Y .
Sine we are only interested in the value of c we would like to ompute
the determinant of M = M(L)X 7→1,Y 7→1. By a suitable sequene of row
operations we an hange M into the following matrix M ′
M ′[(1,β),j] = α
βX
j,Xα
βY
j,Y , detM 6= 0 ⇐⇒ detM
′ 6= 0.
Now detM ′ = 0 if and only if rows of M ′ are linearly dependent, but this
happens if and only if D lies on a urve of degree m− 1. 
Now we an present the diagram utting method and prove that it an
be used to bound the dimension of a system of urves.
Theorem 13. Letm1, . . . , mr, mr+1, . . . , mp ∈ N
∗
, let D ⊂ N2 be a diagram,
let F : N2 ∋ (α1, α2) 7→ r1α1+r2α2+r0 ∈ R be an aÆne funtion, r0, r1, r2 ∈
R. Let
D1 := {(α1, α2) ∈ D | F (α1, α2) < 0},
D2 := {(α1, α2) ∈ D | F (α1, α2) > 0}.
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If L2 := LD2(mr+1, . . . , mp) is non-speial and vdimL2 = −1 then
dimLD(m1, . . . , mp) ≤ dimLD1(m1, . . . , mr).
Proof. Put L1 := LD1(m1, . . . , mr). We an ompute the dimension of a
system L := LD(m1, . . . , mp) as dimL = #D − rankM(L) − 1. As D =
D1 ∪D2, in an appropriate basis the matrix M(L) is of the following form
M(L) =
[
M(L1) K1
K2 M(L2)
]
.
Take a maximal non-zero minor M ′ of M(L1) and onsider the following
square submatrix of M(L):
M =
[
M ′ K ′1
K ′2 M(L2)
]
,
where K ′1 and K
′
2 are suitable submatries of K1 and K2. It suÆes to
show that detM 6= 0. The olumns of M ′ are indexed by elements from
some D′1 ⊂ D1 hene the olumns of M are indexed by D
′ := D′1 ∪D2. Let
U = [M ′ K ′1], L = [K
′
2 M(L2)] be submatries of M , let
C := {C ⊂ D′ | #C = #D2}.
For C ∈ C dene LC (respetively UC) as the submatrix of L (resp. U) given
by taking the olumns indexed by elements of C. Now we an ompute
detM =
∑
C∈C
ǫ(C) detLC detUD′\C ,
for ǫ(C) = ±1. Observe that detLC ∈ K[Pr+1,X , Pr+1,Y , . . . , Pp,X, Pp,Y ],
detUD′\C ∈ K[P1,X , P1,Y , . . . , Pr,X , Pr,Y ] and onsider detM as a polynomial
of indeterminates {Pℓ,X, Pℓ,Y }ℓ>r over K[{Pℓ,X , Pℓ,Y }ℓ≤r]. We have
detM = ± detM ′ detM(L2) + f.
Assume that detM = 0. As detM ′ 6= 0 and detM(L2) 6= 0 from the
assumptions, we must have another non-zero term g ∈ K[{Pℓ,X , Pℓ,Y }ℓ>r]
appearing in f suh that bdeg(g) = bdeg(detM(L2)). The term g was
given by some C ∈ C, C 6= D2. Sine
bdeg(g) =
∑
(α1,α2)∈C
(α1, α2)− γ, bdeg(detM(L2)) =
∑
(α1,α2)∈D2
(α1, α2)− γ
we have
F
( ∑
(α1,α2)∈C
(α1, α2)
)
= F
( ∑
(α1,α2)∈D2
(α1, α2)
)
.
As F is an aÆne form and #C = #D2 we have∑
(α1,α2)∈C
F (α1, α2) =
∑
(α1,α2)∈D2
F (α1, α2),
but from the denition ofD2 it is possible only when C = D2, ontradition.

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4. Redution of homogeneous systems
We will use the following notation for a sequene of multipliities:
Denition 14. Let m1, . . . , mr ∈ N
∗
, k1, . . . , kr ∈ N. Dene
(m×k11 , . . . , m
×kr
r ) = (m1, . . . , m1︸ ︷︷ ︸
k1
, . . . , mr, . . . , mr︸ ︷︷ ︸
kr
).
We will use diagrams of the following form:
Denition 15. Let a1, . . . , an, u1, . . . , un ∈ N. Dene
(a↑u11 , . . . , a
↑un
n ) :=
n⋃
i=1
{i− 1} × {ui, . . . , ui + ai − 1} ⊂ N
2.
Example 16.
N
N
Fig. 1. Diagram (2↑3, 1↑0)
N
N
Fig. 2. Diagram (2↑3, 1↑0, 0↑0, 3↑2)
Observe that #(a↑u11 , . . . , a
↑un
n ) =
∑n
i=1 ai.
Denition 17. Let Z denote the set of all integers. We say that two
diagrams D1, D2 are equivalent (or D1 is equivalent to D2) if there exists
α ∈ Z2 suh that D1 = D2 + α.
Remark 18. Observe that diagram (0↑0, . . . , 0↑0, a↑u11 , . . . , a
↑un
n ) is equivalent
to (a↑u11 , . . . , a
↑un
n ) is equivalent to (a
↑u1+u
1 , . . . , a
↑un+u
n ).
Proposition 19. Let m1, . . . , mr ∈ N
∗
, let D1, D2 be diagrams. If D1 and
D2 are equivalent, then dimLD1(m1, . . . , mr) = dimLD2(m1, . . . , mr).
Proof. Let D1 + (α1, α2) = D2, let p1, . . . , pr ∈ K
2
be points in general
position. The maps
LD1(m1p1, . . . , mrpr) ∋ f 7→ X
α1Y α2f ∈ LD2(m1p1, . . . , mrpr),
LD2(m1p1, . . . , mrpr) ∋ f 7→ X
−α1Y −α2f ∈ LD1(m1p1, . . . , mrpr)
are well-dened (we an assume that none of the oordinates of p1, . . . , pr
are zero), linear and inverse to eah other. 
Lemma 20. Let m ∈ N∗, D = (1↑m−1, 2↑m−2, . . . , (m − 1)↑1, m↑0). Then
LD(m) is non-speial and vdimLD(m) = −1.
Proof. By Lemma 12 it is enough to show that D (Fig. 3 shows an example
for m = 3) do not lie on a urve C of degree m− 1. Let Lj = {(x, y) ∈ R
2 |
x + y + j = 0}, j = 0, . . . , m − 1. Observe that #(D ∩ Lj) = j + 1 so by
Bezout Theorem and indution we have
⋃m−1
j=0 Lj ⊂ C, a ontradition. 
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Remark 21. Observe that we an do the same for diagram (m↑0, (m −
1)↑0, . . . , 1↑0).
Lemma 22. Let m ∈ N∗, D = (m↑m, m↑m−1, . . . , m↑0). Then LD(m
×2) is
non-speial and vdimLD(m
×2) = −1.
Proof. Let F = y − m + 1
2
. Observe that D = D1 ∪ D2 (Fig. 4 shows an
example for m = 3), where
D1 := {p ∈ D | F (p) < 0} = (0, 1
↑m−1, 2↑m−2, . . . , m− 1↑1, m↑0),
D2 := {p ∈ D | F (p) > 0} = (m
↑m, m− 1↑m, . . . , 1↑m).
The diagram D1 is equivalent to (1
↑m−1, 2↑m−2, . . . , (m − 1)↑1, m↑0) hene
from Lemma 20 the system LD1(m) is non-speial. The diagram D2 is
equivalent to (m↑0, (m− 1)↑0, . . . , 1↑0) so LD2(m) is non-speial. As #D2 =(
m+1
2
)
, we an use Theorem 13 to obtain non-speiality of LD(m
×2). 
Lemma 23. Let m, k ∈ N∗, D = (m↑k−1, m↑k−2, . . . , m↑0). If m+ 1|k then
L = LD(m
×2 k
m+1 ) is non-speial and vdimL = −1.
Proof. We proeed by indution on k. For k = m + 1 we use the previous
Lemma. Let k > m+1. Take F = x−(m+1)+ 1
2
. Observe thatD = D1∪D2
(Fig. 5 shows an example for m = 3, k = 12), where
D1 := {p ∈ D | F (p) < 0} = (m
↑k−1, . . . , m↑k−1−m),
D2 := {p ∈ D | F (p) > 0} = (0, . . . , 0, m
↑k−(m+1)−1, . . . , m↑0).
The diagram D1 is equivalent to (m
↑m, . . . , m↑0), hene from Lemma 22
the system LD1(m
×2) is non-speial. The diagram D2 is equivalent to
(m↑k−(m+1)−1, . . . , m↑0) and from the indution hypothesis we get that sys-
tem LD2(m
×2k−(m+1)
m+1 ) is non-speial. Now, Theorem 13 allows us to nish
the proof. 
Lemma 24. Let m, k, h ∈ N∗, D = (h↑k−1, h↑k−2, . . . , h↑0). If m + 1|k and
m|h then L = LD(m
×2 kh
m(m+1) ) is non-speial and vdimL = −1.
Proof. We proeed by indution on h. If h = m then the situation was
treated in the previous Lemma. Let h > m. Take F = y+x−(k−1+m)+ 1
2
.
Observe that D = D1 ∪ D2 (Fig. 6 shows an example for m = 3, k = 12,
h = 9), where
D1 := {p ∈ D | F (p) < 0} = (m
↑k−1, m↑k−2, . . . , m↑0),
D2 := {p ∈ D | F (p) > 0} = ((h−m)
↑k−1+m, . . . , (h−m)↑m).
Aording to Lemma 23 the system LD1(m
×2 k
m+1 ) is non-speial. The dia-
gram D2 is equivalent to ((h−m)
↑k−1, (h−m)↑k−2, . . . , (h−m)↑0) and by
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the indution hypothesis the system LD2(m
×2
k(h−m)
m(m+1 ) is non-speial. Again
we nish the proof by using Theorem 13. 
Denition 25. Let m ∈ N∗, h = m(m+ 1). Dene the set (alled the end
of layer systems)
EoLS(m) = {LD(m
×2k+h−1) |
D = (h↑k−1, . . . , h↑0, (h− 1)↑0, . . . , 1↑0), k = 1, . . . , m+ 1}.
Observe that for every L ∈ EoLS(m) we have vdimL = −1.
Lemma 26. Let m, k ∈ N∗, h = m(m + 1), p = 2k + h − 1, D =
(h↑k−1, h↑k−2, . . . , h↑0, (h − 1)↑0, . . . , 1↑0). If the set EoLS(m) ontains only
non-speial systems then the system L = LD(m
×p) is non-speial.
Proof. Take k1, k2 ∈ N suh that k = k1(m+ 1) + k2, 1 ≤ k2 ≤ m+ 1. Put
F = x−k1(m+1)+
1
2
. Observe that D = D1∪D2 (Fig. 7 shows an example
for m = 3, k = 11), where
D1 := {p ∈ D | F (p) < 0} = (h
↑k−1, h↑k−2, . . . , h↑k2),
D2 := {p ∈ D | F (p) > 0} = (h
↑k2−1, . . . , h↑0, h− 1↑0, . . . , 1↑0).
The diagram D1 is equivalent to the diagram (h
↑k−k2−1, h↑k−k2−2, . . . , h↑0)
and sine m + 1|k − k2, it follows from Lemma 24 that LD1(m
×2
(k−k2)h
m(m+1) )
is non-speial. The system LD2(m
×2k2+h−1) ∈ EoLS(m) and we an use
Theorem 13 to omplete the proof. 
Theorem 27. Let m, dL ∈ N
∗
. Assume that for d = dL, . . . , dL+m(m+1)
every system Ld(m
×p), p ∈ N, is non-speial. Moreover, assume that the set
EoLS(m) ontains only non-speial systems. Then for any d ≥ dL, p ∈ N
the system Ld(m
×p) is non-speial.
Proof. We proeed by indution on d. For dL ≤ d ≤ dL + m(m + 1) the
proof is obvious. Take d > dL+m(m+1). We want to show that the system
LD(m
×p) is non-speial, where D = ((d+1)↑0, . . . , 1↑0). Take h = m(m+1),
F = y + x − (d − h) + 1
2
. Observe that D = D1 ∪ D2 (Fig. 8 shows an
example for m = 3, dL = 3, d = 16), where
D1 := {p ∈ D | F (p) < 0} = (d+ 1− h
↑0, . . . , 1↑0),
D2 := {p ∈ D | F (p) > 0} = (h
↑d+1−h, . . . , h0, h− 1↑0, . . . , 1↑0).
As d + 1 − h ≥ dL we may use the indution hypothesis for the system
LD1(m
×p−(2d−h+3)). By Lemma 26 the system LD2(m
×2d−h+3) is non-speial.
Again we nish the proof by using Theorem 13. 
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Denition 28. Let m, d0 ∈ N
∗
. Put
S(m, d0) := EoLS(m)∪
{Ld(m
×r) | vdimLd(m
×r) ≥ −2m2, d0 ≤ d ≤ d0 +m(m+ 1), r ∈ N
∗}.
Theorem 29. Let m, d0 ∈ N. If the set S(m, d0) ontains only non-speial
systems then every system Ld(m
×r) for d ≥ d0, r ∈ N is non-speial.
Proof. By Theorem 27 it suÆes to show that every system Ld(m
×r), r ∈ N,
d = d0, . . . , d0 +m(m + 1), is non-speial. Let L = Ld(m
×r). If vdimL ≥
−2m2 then L is non-speial by the assumptions. Let vdimL < −2m2.
From now on we use the notations and theory of redutions introdued in
[7, 8℄. We want to apply a sequene of r weak m-redutions to the diagram
D = {α ∈ N2 | |α| ≤ d} to end with the empty diagram,
D
m w
−→ D1
m w
−→ D2
m w
−→ D3
m w
−→ · · ·
m w
−→ ∅.
Following the notations of [8℄ let us onsider a diagramD = (a1, a2, . . . , an).
Observe that the m-redution is not possible only if ai = ai+1 < m. As D
is the result of a sequene of weak m-redutions this an only happen for
i ≤ 2m. While performing a m-weak redution we use at most m additional
points for eah ai, i = 1, . . . , 2m, and for eah i it is suÆient to do it only
one. So we use at most 2m2 additional points to redue D to the empty
diagram, hene if vdimL < −2m2 then L is non-speial. 
Example 30.
N
N
Fig. 3
N
N
Fig. 4
N
N
Fig. 5
N
N
Fig. 6
N
N
Fig. 7
N
N
Fig. 8
5. Homogeneous systems with bounded multipliity
Theorem 31. The Hirshowitz-Harbourne Conjeture holds for homoge-
neous systems with multipliities bounded by 42.
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Proof. For m < 20 the result an be found in [5℄. For m = 20, . . . , 42 we
hoose d0(m) = 3m. In order to hek the onjeture we have to do the
following:
(1) Find all non-speial systems among Ld(m
×r) for d ≤ d0(m) (there
are only nitely many of them). Next, for every suh system we
must show that it satises the Hirshowitz-Harbourne onjeture.
This was done with the help of omputer programs. By the proof
of Theorem 29 the maximal size of matrix (for m = 42) an be
8128×11656, but in most ases the ombination of redution method
and Cremona transformation gives an immediate answer.
(2) For every system from the set S(m, d0(m)) we must prove its non-
speiality.
As the set S(m, d0(m)) ontains systems with big size of diagrams, this an-
not be done without preparations. For a system L = LD(m
×r) ∈ EoLS(m)
we use redution method desribed in [8℄ to redue the problem to the
question about non-speiality of L′ = LD′(m
×5) for some diagram D′. For
m = 42 this fores us to ompute the determinant of 4515 × 4515 matrix
43 times | this an be done. For the rest of the systems from S(m, d0(m))
we use the following fat (see Proposition 28 in [8℄).
Theorem 32. Let m1, . . . , mr ∈ N
∗
. There exists a diagram D with the
property: if LD(m1, . . . , mr) is non-speial then for all d ∈ N the system
Ld(m1, . . . , mr) is non-speial.
So for eah r suh that Ld(m
×r) ∈ S(m, d0(m)) we have to hek only
one system LD(m
×r) for some diagram D depending on r. We also redue
this system to LD′(m
×9). In [6℄ the reader an nd the table with the
atual number of ases to be heked, as well as all neessary software with
instrutions, on how to perform the tests. 
Remark 33. The test deribed above an also be performed for greater values
ofm, but for eahm ≥ 43 this will take at least several days of omputation.
It seems that now it would be better to reorganize the method.
6. Closing remarks
Remark 34. There exists another method of proving non-speiality of given
system (or for a family of systems) based on blowing-up the projetive
spae introdued by C. Ciliberto and R. Miranda ([5℄). It seems that dia-
gram utting method is dierent and sometimes works better. Moreover, all
denitions and results of setion 3 an be easily arried over to the higher-
dimensional ase of the systems of polynomials in n variables vanishing
(with multipliities) at points in general position. This is not known for the
method of C. Ciliberto and R. Miranda.
Remark 35. Observe that Theorem 27 an be reformulated to the following.
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Theorem 36. If the set EoLS(m) ontains only non-speial systems and
Ld(m1, . . . , mr) is non-speial then
Ld+m(m+1)(m1, . . . , mr, m
×p)
is non-speial, where p = 2d+m(m+ 1) + 1.
This shows that in order to nd all non-speial systems of the form
Ld(m1, . . . , mr) with mi ≤ M , i = 1, . . . , r it is suÆient to hek a -
nite number of ases.
Example 37. We will show non-speiality of the system L = L21(7
×6, 6×4, 1)
by diagram utting method. The proof (found by a omputer) an be easily
read o from the piture. The system L was studied in [10℄.
N
N
N
N
N
N
N
N
N
N
N
N
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