Introduction
Expander graphs are graphs in which the neighbors of any given "not too large" set of vertices X form a large set relative to the size of X -rumors tend to spread very fast. Among those, the Ramanujan graphs are extremal in their expansion properties. To be precise, the eigenvalues of the adjacency matrix have an extremal property that guarantees good expansion properties. Expanders, and hence Ramanujan graphs, have many applications, practical and theoretical, to computer science, coding theory, cryptography and network construction, besides numerous purely mathematical applications. Some applications are briefly indicated in the last section of this paper; for a thorough overview see [40, 16] and the references therein.
Quaternion algebras make an appearance in many constructions of Ramanujan graphs. The constructions of Lubotzky-Phillips-Sarnak [28, 26] and Pizer [33] have used definite quaternion algebras over Q, Pizer's construction allowing a more general setting, while making the arithmetic of quaternion algebras more dominant. The construction by Jordan-Livné [20, 25] makes use of quaternion algebras over totally real fields, but in essence is built out of the LPS (for Lubotzky, Phillips, Sarnak) graphs. In each of these cases the Ramanujan property follows from the Ramanujan conjecture for a suitable space of automorphic representations. This much is true also for a related construction by Li [23] . In hindsight, given recent research into Ramanujan complexes (see, e.g., [4, 27] ), the reason for the appearance of quaternion algebras is that they supply one with discrete co-compact subgroups of PGL 2 (F ), where F is a finite extension of Q p . The combinatorial properties of the graphs, or, more generally, complexes, constructed from the Bruhat-Tits buildings associated PGL n (F ), are intimately related to automorphic forms on the appropriate group.
The construction presented in this paper generalizes some of Pizer's work from definite quaternion algebras over Q to totally definite quaternion algebras over totally real fields. It is, in essence, a special case of the construction by Jordan-Livné (JL), though our main examples are different from theirs as our emphasis is either on the case where the class number of the quaternion algebra is large, or on the case when the order is not a maximal order in the quaternion algebra. A particular feature of these graphs, which indeed was our initial motivation for their construction, is that for a chain of totally real fields L 1 ⊂ L 2 ⊂ · · · ⊂ L n of strict class number one, and for distinct primes p and , where p is unramified in all the fields L i , one gets a chain (or "nested family") of Ramanujan graphs G(
where the arrows are morphisms of graphs in either the strict sense or in a modified sense that we define below. (We expect that the class number one assumption can be removed.) We can guarantee that the ratio of the size of the graph to the degree goes to infinity with n. We remark that this is a feature that can be obtained for LPS graphs (using the work of [20] ) in great generality. See § 5.3. At this point we are not able to decide if the maps are injective (perhaps under suitable additional hypotheses). We remark that having a nested family of Ramanujan graphs is appealing for certain applications where one desires to augment pre-existing graphs to construct larger graphs while retaining the Ramanujan property, and it raises many new questions we hope others will also find appealing, among them determining the situation for the family G(
One of the main reasons for discussing such particular cases of the LPS or JL graphs is that, as in Pizer's work, the arithmetic of quaternion algebras is more prevalent. In addition, for such a totally real field L, the graph G(L; p, ) is associated to a very interesting set of points on the Hilbert modular variety of L in characteristic p -the superspecial points. Thus, the connection between graphs and supersingular elliptic curves appearing in Pizer's work is generalized to a connection between graphs and superspecial abelian varieties with real multiplication. The Ramanujan property, appearing in an abstract representation theory language in the general construction, now takes the pleasant face of estimates for Fourier coefficients of theta series of quadratic forms valued in a totally real field L. To make these connections we make essential use of the thesis of Nicole [29] . We remark that this connection is appealing from the point of view of arithmetic geometry, but is not essential to the construction of the graphs. The whole construction can be done for any totally definite quaternion algebra B over a totally real field L, not necessarily of class number one, and very possibly for a larger family of orders than considered in this paper.
To our knowledge, families of "nested" Ramanujan graphs were not studied systematically before and many questions arise. For example, for any family of connected k-regular graphs (necessarily not nested) the second largest eigenvalue of the adjacency matrix is, by a theorem of Alon and Boppana, asymptomatically at least 2 √ k − 1 − for any > 0. The bound 2 √ k − 1 is called the Ramanujan bound.
However, since for a particular graph the Ramanujan bound can be broken, it raises the question whether one can construct a nested family of Ramanujan graphs all breaking the Ramanujan bound, where the degree is always small relative to the size of the graph. (Without this proviso the answer is easily "yes", see Section 5.) Other constructions of Ramanujan graphs also lend themselves to creating nested families of graphs. Examples include the Paley graphs and the Terras graphs. We discuss those examples, and explain the relation between our construction and [28, 20] in Section 5.
There are other nice features of the constructions discussed in this paper. For one, it is a general feature of the JL graphs that they allow the construction of essentially different Ramanujan graphs of the same degree on the same vertex set. Indeed, for example, for a prime we can can get + 1-regular graphs from any totally real field of class number one in which splits completely. The number of vertices of such a graph is the class number of a specific quaternion algebra over L and, if p splits completely in L, is of the order of magnitude (p − 1)
. By varying L and p we expect graphs of the same number of vertices to appear many times, while there is no reason to expect all such graphs to even have the same spectrum.
On the other hand, one can also fix the field L and the prime p, and varying one obtains different graphs on the same vertex set. In that case, one can ask how likely it is that two vertices which are close to each other in one of the graphs are also close in the other graph. In Section 7 we introduce a notion of independence of graphs in this setting, and argue why in many cases the Pizer graphs arising from a fixed p and different should be independent.
Another interesting feature of the graphs we construct is that one can study the number of closed walks of length n in the graphs we construct as sums of class numbers. Since the characteristic polynomial of the adjacency matrix A is determined by the sequence tr(A n ), n = 1, 2, 3, . . . , either through Newton's formula or through the identity exp(
, we are getting in that way information on the spectrum of the adjacency matrix.
2. Quaternion algebras and superspecial points 2.1. Elliptic curves and the quaternion algebra B p,∞ . Let p be a prime. This section contains no original material; it recalls the well-known connection between supersingular elliptic curves over F p and orders in the quaternion algebra B p,∞ -the rational quaternion algebra ramified precisely at p and ∞. Good references for this section are [15, 43] . It prepares the ground for a more general theory to follow. Explicit descriptions of B p,∞ and a maximal order in it can be found in [33, §4] . 
(the degree) and
(the calibrated norm) agree under that isomorphism. In fact, one may define E i as I i ⊗ O E. We then have that O i is the left order of I i and Hom(E i , E j ) = I j I
−1
i . Let n be an integer. We define the Brandt matrix B(n), whose ij th entry B(n) ij is the number of subgroup schemes H of order n of E i with E i /H ∼ = E j . We note that B(n) has the following properties:
(1) The sum of every row of B(n) is equal to σ (n) :
Let be a prime different from p. The matrix B( ) defines the adjacency matrix of a directed + 1 regular graph G(Q; p, ). Here and throughout the paper "graph" is taken in the loose sense: loops and multiple edges are allowed. If we want to emphasize that there are no loops or multiple edges we say "simple graph".
2.1.1. Connectedness. To prove that the graph is connected one can appeal to a theorem on definite quadratic forms in 4 variables. If such a form represents each integer locally at every completion of Q then it represents any large enough integer. Once the local conditions are verified, one can thus conclude that n is represented by the degree map on I i for every i, provided n 0, and so the graph is connected. Other proofs could be given using strong approximation (cf. § 5.3), or by decomposing the associated theta series, which is of weight 2 and level Γ 0 (p), into a non-trivial Eisenstein component, say b n q n , and a cusp form and using a "Ramanujan type bound" to show that the coefficients b n , (n, p) = 1, of the Eisenstein series component grow faster than those of the cusp form component. In particular, for n large enough, the coefficients, say c n , of the associated theta series, which are the representation numbers for the norm forms for the ideal classes, will be non-zero at least of (n, p) = 0, n 0. Elements of the ideal class of a given norm correspond to isogenies of that same degree and so one concludes that any two supersingular elliptic curves admit isogenies of degree n for any prime = p and any large enough n. The
Ramanujan type bound referred to here says that if f (q) = q + n>1 a n q n is a normalized weight two eigenform of level Γ 0 (p), then |a | ≤ 2 √ . In fact, in the case at hand, the bound on the eigenvalues of Hecke operators, equivalently, on the Fourier coefficients of cusp forms, follows from the Eichler-Shimura isomorphism and Weil's own work on the Weil conjectures in the case of curves and abelian varieties.
Let p ≡ 1 (mod 12). Then each w i = 1 and so the matrices B(n) are symmetric. In particular, we can pass to the + 1-regular undirected graph defined by B( ). In [33, Prop. 4.7] Pizer proves that this graph is Ramanujan. This also implies that the graph is connected. Pizer's work is more general than the case we consider, and in our case it can be simply explained: by classical work of Eichler, the spectrum of the Brandt matrix B( ) is equal to the spectrum of the Hecke operator T in its action on the weight two modular forms of level Γ 0 (p). The Ramanujan type bound for cusp forms thus gives that every eigenvalue λ of B( ), apart from + 1, satisfies |λ| ≤ 2 √ and so that the graph is Ramanujan. Note, incidently, that this implies that the graphs are not bipartite, because a bipartite k-regular graph has −k as an eigenvalue.
2.2.
Abelian varieties with real multiplication and superspecial points. Let L be a totally real field of degree g over Q of strict class number 1. The moduli problem of classifying triples (A, ι : 
where H is the upper half plane {z ∈ C : Im(z) > 0}. We let for any ∈ O × L . Strict class number one implies that any totally positive unit is a square of a unit thus proving our claim.
A superspecial abelian variety A of dimension g over an algebraically closed field of positive characteristic is equivalently:
(1) an abelian variety A isomorphic to a product of g supersingular elliptic curves; (2) an abelian variety A isomorphic to E g , where E is a supersingular elliptic curve; (3) an abelian variety A such that the absolute Frobenius acts as zero on
The implications (2) ⇒ (1) ⇒ (3) are obvious but the full equivalence is far from obvious. The equivalence of (1) and (2) is a theorem of Deligne (see [35] ) and the equivalence with (3) [29] . See also [30] . We assume that p is unramified in L. Thus, the relative Frobenius over F p 2r is nothing else than multiplication by p r on "anything in sight".
It is not hard to conclude then that after a finite field extension
as O L -modules where the Galois action is given as above (and is independent of A). The proof that the same holds for the Dieudonné modules appears in [14] . To determine the local structure of homomorphisms, one uses now a variant of Tate's theorem: for abelian varieties A, B with RM by O L , defined over a finite field
and the similar statement for Dieudonné modules (see [44] ).
On the ideals I i we have calibrated norm maps. Choose a totally positive generator α of Norm(I i ) and define 
On the other hand, the group A[J] l is isomorphic over an alge- 
Using the correspondence between l-primary finite groups schemes H ⊂ A and lattices
. This is of course immediate using, say, elementary divisors. One then approximates γ well enough l-adically, Consider the following diagram 
There is an additional condition:
we want A/H to be superspecial. Since our wish is to maintain the correspondence between ideals and subgroup schemes, we first examine "the situation at p" for superspecial orders. Let p|p be a prime of O L . There are two cases:
(1) The quaternion algebra B p,L is ramified at p. In this case the completion at p of B p,L is the unique quaternion algebra over L p . If R is a superspecial order then R is a maximal order at p and its completion at p is uniquely determined. One can give a model for R p . Let Q be an unramified extension of degree two of L p , V its valuation ring and σ the non
a, b ∈ V with the trace and norm given by the trace and determinant of matrices. It has a unique maximal ideal, given by the matrices
−π π , which has norm equal to pO L p . In fact, all ideals are two-sided and every ideal is a power of the maximal ideal [41, Chapitre II, §1]. We thus conclude that there is a unique ideal J R such that Norm(J) = p.
Indeed, the uniqueness of the principally polarized superspecial crystal with RM [14] allows us to assume that the action of
is induced from the action of B p,∞ on a supersingular elliptic curve E. Thus, in essence we are working with the abelian variety E ⊗O L and our assertion follows from the case of elliptic curves, where the uniqueness of a subgroup scheme of order p makes the claim straightforward.
In this case it is clear that the only subgroups H should have as component at p are of the form, Ker(Fr 
is of finite index in R p and one thus concludes that it contains the matrices ( π 0 0 0 ) , ( 0 0 0 π ) and the nilpotent elements ( 0 1 0 0 ) , ( 0 0 π 0 ) and so
Since R p is an Eichler order it has Eichler symbol 1 at p which means that
Thus, R p has two maximal left lattices that are
Those lattices are not R p -ideals; J 1 is an ideal for the order
, and indeed one can verify that they are not locally principal for the order R p . However, J(R p ) also has norm p and is locally principal, equal to R p ( π 1 π π ). We find again that there is a unique R-ideal J of norm p, whose kernel, as before, is equal to Ker(Fr) p . It should be noted that there are other principal ideals of R p of norm p. Indeed, any matrix M with (det(M )) = p provides such an ideal R p M and this constitutes all such examples. The ideal J(R) can be characterized in two different ways: (i) It is the collection of matrices M such that 
by the uniqueness of the superspecial crystal with RM. This shows that J(R p ) kills the p-part of the kernel of Frobenius. In the same way as in the first case one concludes that A/H is superspecial and satisfies the Rapoport condition.
We summarize our discussion. 
Proposition 2.3.2. Let A be a superspecial abelian variety with RM by L and having a principal O Lpolarization. The admissible subgroups H correspond bijectively to admissible locally principal ideals I R, by J → A[J], H → I(H) and deg L (H) = Norm(I(H)
)
Hecke operators, Brandt matrices and superspecial graphs
We keep our assumption that L is a totally real field of degree g of strict class number 1. The prime p is unramified in L and decomposes as p = p 1 · · · p a . 
Proof. By symmetry it is enough to consider the case of i = 1, and so R = R 1 . Every such right ideal J R defines a subgroup scheme A [J] , giving a bijection between admissible ideals of norm n and admissible
Since we have a bijection between admissible ideals and admissible group schemes, we conclude the first statement.
The number of admissible O L -invariant group schemes of degree n is a multiplicative function in n and so is σ . We may therefore assume that n = l k is a power of a prime ideal. The case of l|p is trivial and we assume thus that l p. We now argue by induction on k. Since the number of O Lgroup schemes of deg L = l is the number of lines in the
On the other hand the number of such generators (a, b)
. We conclude that there are 
is the usual dévissage argument, similar to the counting arguments we did above. Note that now the commutativity of all the matrices follows.
3.1.1. Symmetry. Our next goal is to find conditions that guarantee the symmetry of the Brandt matrices. This will later allow us to pass from a directed graph to an undirected graph. 
Proof. Let L be a totally real field. Let R be a maximal order of B p,L and suppose that R 
We need the following lemma: 
By Hermite-Minkowski (which is effective) there are only finitely many such fields M .
We return to the proof of the Proposition. Let us now consider all CM fields 
Remark 3.1.5. If in Proposition 3.1.3 the list of fields consists only of the field Q, then the fields arising in its proof are the cyclotomic field Q(i) and Q(ω), and the primes guaranteed in the Proposition are just the primes p congruent to 1 modulo 12, which is the condition for p to split in both Q(i) and Q(ω). (1) It is a directed graph which is regular of degree f (l/ ) + 1.
(2) For fixed g, the number of vertices h is approximately of the order
where
( 
The right hand side is of the order 2
To analyze the left hand side we let µ(R) denote the torsion subgroup of R × . If u ∈ µ(R) then, viewed as an element of the field L(u), u is a root of unity.
One has an exact sequence 
3.3.
Hecke operators for B p,L . The Ramanujan conjecture is often phrased and proven in the language of automorphic representations. To use this literature we connect the Hecke operator at l defined in the language of Brandt matrices as B(l) with a Hecke operator at l defined in adelic language.
Let l be a prime of L. We define another h × h matrix C(l) by the following data. Fix a superspecial order R. Let B be the algebraic group over 
The right ideal classes for R are in natural correspondence with B(L)\B(A L,f )/B( O L ), where A L,f is the ring of finite adeles of L and O L is its maximal open-compact subring, the profinite completion of O L . We may therefore view the complex valued functions on the superspecial points as functions on the double cosets space B(L)\B(A L,f )/B( O L
)f → T l (f ), T l (f )(x) = i f (xx i ).
Lemma 3.3.1. The operator T l with respect to the basis consisting of δ functions is equal to the Brandt matrix B(l).

Proof. We choose representatives x 1 , . . . , x h for B(L)\B(A L,f )/B( O L
corresponding to the right ideal classes I 1 , . . . , I h . The component at a place q of I i is (x i ) q R q . Identifying a function f with the column vector t (f (x 1 ), . . . , f (x h )), the operator defined by U a l U is given by the matrix C(l) whose ij-th entry is the number of x n such that the ideal associated to x i x n is in the same ideal class as x j . The elementary divisors theorem implies that the decomposition U a l U = x i U can be done so that the representatives x i are the image of the f (l) +1 matrices in GL 2 (L l ) given by 1 π l and
1 , where i runs over a set of representatives for O L /l. Note that this gives us the set of all left ideals J R of norm l. Let us denote the ideal corresponding to J i by x i . Since all superspecial orders are locally conjugate, this also produces such a set for any superspecial order. We may therefore concern ourselves just with the order R, i.e., just with the point x corresponding to the trivial ideal class R. The effect of passing from x to xx i is passing to the ideal class of J i . The number of times we get the ideal class I j is the number of ideals J i such that J i ∼ I j , which is exactly the 1i entry in the Brandt matrix B(l).
Properties of superspecial graphs
In this section we investigate the properties of the graphs G(L; p, l) we have constructed. In particular, we prove that they are Ramanujan graphs and that they are "nested" in a suitable sense. In proving the Ramanujan property we use what has become a common technique: we deduce it from the Ramanujan conjecture for a suitable class of automorphic representations. 4.1. Connectivity. To see why, we find it convenient to think geometrically. Using Propositions 2.3.2, 3.1.2, we conclude that to show that for every i, j there is a path from I i to I j in the graph it is enough to show that the entry B(l n ) ij is not zero. That is, it is enough to show that for every i, j there is an isogeny between the abelian varieties corresponding to I i , I j , whose kernel H satisfies deg L (H) = l n . Such an isogeny corresponds to an element of
with Norm c a totally positive generator of l n .
One possible proof is to consider the associated theta series, writing it as a sum of Eisenstein series and cusp forms to deduce that eventually all its coefficients are positive integers. Another proof can be obtained using the strong approximation theorem. See § 5.3. We choose to appeal to a theorem of quadratic modular forms in 4 variables over O L . The theorem states that if such a quadratic form locally represents every element of O Lq for every prime ideal q of O L then it represents every totally positive element of O L that is large enough.
We now verify the local conditions (cf. In the second case, we can represent O q as the ring
, where q is the rational prime below q and σ is the Frobenius automorphism. Note that being in this case implies that f (q/q) is odd and so 
Proof. There are two ways to argue. The first approach uses the Jacquet-Langlands correspondence to connect the Brandt matrices with Hecke operators on a Hilbert modular group. The second approach, which is historically a precursor of the first, uses theta series to do the same. Eventually, the Ramanujan property follows from the Ramanujan property for a suitable space of Hilbert modular forms and is due, in the case we need, to Livné [25] . The argument now is as in [18, 19, 20] ; see also [7, 8, 37] . Consider the subspace of S R consisting
× (due to strict class number 1) we conclude that such a function f is constant. On the other hand, consider the space S L of Hilbert modular newforms of level Γ 0 (p) on PSL 2 (L) of weight 2. The Jacquet-Langlands correspondence (see [12, 17] ) gives an isomorphism S R /C −→ S L , which is Hecke-equivariant. In particular, the eigenvalues of B(l), besides the eigenvector (1, . . . , 1) are precisely those of the Hecke operator T l . By the Ramanujan conjecture for such Hilbert modular forms (see [25] ), we conclude that the graph defined by B(l) is Ramanujan.
Second proof. The second proof makes use of Eichler's result on theta series and Hecke operators [9] . L.c. assumes that the order is maximal, however the results carry through with the obvious modifications (the level of the theta series changes of course, however as long as one avoids the Hecke operators at primes dividing p everything goes through). The Brandt matrices appearing in l.c. §7 (25)- (26) agree with the Brandt matrices as defined in this paper. The theta functions of l.c. §9 (for the constant function 1 as a spherical polynomial) are now holomorphic weight 2 Hilbert modular forms of level Γ 0 (p) (we note that since the strict class number is 1 we also have that the groups
). Theorem 7 of l.c. implies that the spectrum of B(l) in its action on the theta series thus constructed is that of V 2 (l −1 )T 2 (l) in the notation of that reference.
Here T 2 (l) is the Hecke operator T 2 (l, I/Il −1 ) defined there in (14) and (17), which by l.c., Proposition 3, is trivial in the case of strict class number one. It remains to verify that the Hecke operators used in l.c. have the correct normalization (see, e.g., [11, §VI.1] ) leading to an Euler product associated to a normalized eigenform, and that is a simple matter of comparing definitions. Instead of developing a criterion in the greatest generality, we take a particular example where = 2 is inert in L and L is quadratic . The reader will readily see that the argument generalizes for any prime l p, where may have any splitting behavior and L need not be quadratic.
We consider the Brandt matrix B (2) . We assume p already satisfies congruences so that B (2) 
This process is compatible with calculating left orders. If 
isomorphic after extension to O M . Such issues are considered in [22] in detail for the case L = Q. Based on the discussion there (see also the remarks in the end of the book), it doesn't seem far-fetched to ask whether such an isomorphism implies that End O L (A) is isomorphic to Hom O L (A, A ) . If so, this implies that 1 is represented by the degree map on Hom O L (A, A ) and so that A and A are isomorphic as L-superspecial abelian varieties. This, in turn, implies that the map of superspecial graphs G (L; p, ) −→ G(M ; p, ) is injective on vertices. This question, though interesting and relevant to our topic, is a subject for independent research, as the discussion in [22] (which only deals with L = Q) indicates.
Families of nested Ramanujan graphs
Our discussion in this section does not claim to be exhaustive. Our purpose is to discuss certain nested families of Ramanujan graphs, in particular we consider our superspecial graphs from another point of view, and pose questions that we find intriguing. We have an inclusion P (q) → P (q n ) for any n and so, for concreteness, we can take the chain of
We make three remarks:
(1) The degree is very large compared to the size of the graph, a fact which renders this graph inappropriate for most applications. (2) The possible advantage of the sequence P (p) −→ P (p 3 ) −→ P (p 9 ) −→ · · · over, say, the sequence
Since the diameter of all these graphs is 2 we conclude that the arrows in
are isometries. (3) An even simpler construction can be made with the complete graphs K n . There are (non-canonical)
inclusions
. . . Trivially, those inclusions are isometries. The graph K n has eigenvalues n−1 and −1 with multiplicities 1 and n−1 respectively and so is Ramanujan for n ≥ 2. The same comments as to the interest in those examples apply.
Terras graphs.
We discuss the graphs defined by Terras. See [38, 39] and the references therein. Consider a finite field F q with q elements, q odd. Let δ ∈ F q be a non-square. Then F q 2 = F q ⊕ F q √ δ as an F q -vector space. Terras defines the finite upper half plane H q as
The elements of H q are the vertices V (T (q)) of the Terras graph T (q). Define a function, Consider the question of which vertices in T (q) are at distance 2 from a given vertex. Since GL 2 (F q ) acts transitively on the set of vertices, we may consider the question just for the vertex √ δ. Given a point x 0 + y 0 δ we are interested in the set of points x + y √ δ that solve the two equations:
The number of such points is the number of distinct paths of length 2 from x 0 + y 0 δ to √ δ. Viewing x 0 , y 0 as fixed and x, y as variables and homogenizing we get two quadratic curves in P 2 :
By Bezout's Theorem they intersect at 4 points (counted with multiplicity) on which Gal(F alg q /F q ) act. At infinity, the curves intersect at the two points {(x : y : 0) : x 2 − δy 2 = 0} which form a Galois orbit for Gal(F alg q /F q ). It follows that there are the following possibilities for the intersection points that lie in A 2 (i.e., solutions to the original system of equations) and no others:
(1) The intersection points in A 2 are not defined over F q . In that case, there are two of them and they form a single Gal(F alg q /F q )-orbit and are defined over F q 2 . (2) The intersection points in A 2 are defined over F q . In this case, there are two different paths of length two from x 0 + y 0 √ δ to √ δ if the intersection points are distinct, and one path if they are the same.
To fix ideas, assume now that p > 3. We may then choose a = δ ∈ F p a non-square and get a directed system of Terras graphs
The maps are injective on vertices and are isometries locally in the sense that if two vertices in T (p they cannot be in distance 1 in T (q 3 ) (for the same reason) and also cannot be in distance 2 in T (q 3 ), because that would mean that the solutions x + y √ δ appearing in the first conclusion above, are only defined over F q 2 (because the points are not in distance 2 in T (q)) yet belong to F(q 3 ), which is absurd.
Question. What is the limit distribution of the eigenvalues of T (p n ) for fixed p and n −→ ∞?
To the best of our knowledge this question is open. See [39] for some discussion of this and [21] for the failure of the "naive conjecture".
LPS graphs.
The graphs defined by Lubotzky-Phillips-Sarnak [28, 26] and Jordan-Livné [20] , that we call LPS graphs, can be described conceptually as follows.
Let be a prime and consider the Bruhat-Tits tree T K of PGL 2 (K), where K is a finite extension of Q . Let O K be its valuation ring, π K a uniformizer and κ the residue field. The tree has vertices corresponding to lattices in K 2 modulo homothety. To describe a lattice up-to-homothety is to give a basis, modulo change of basis and then modulo re-scaling, and so the vertices correspond to
We say that two classes of lattices are adjacent if we can find representatives where
} is the standard Iwahori subgroup and I(K) its projection to PGL 2 (K).
Trees are the best expanders one can hope for. They are infinite, though. One therefore looks for a subgroup Γ ⊂ Aut(T K ) such that the quotient Γ\T K is a finite graph (and conversely, the universal covering space of any f + 1-regular tree is isomorphic to T K ); to get a finite graph, Γ needs to be a discrete co-compact subgroup and there is an art to finding such groups. One method is to use quaternion algebras. Let L be a number field, a rational prime and l| an unramified prime factor of in O L . For simplicity of exposition we assume L is totally real. Let B be a definite quaternion algebra over L,
, Γ is a discrete co-compact subgroup of GL 2 (O K ) and one obtains a finite graph (possibly with multiple edges and self-loops) Γ\T K . See [26, §7.3] .
To illustrate the construction of nested families of LPS graphs, we make the simplifying assumption that O is a maximal order in B p,∞ -the rational quaternion algebra B ramified at p and ∞; the construction works for any definite quaternion algebra over Q. For every field 
. is a sequence of unramified -adic fields. There are canonical injections of trees
. In terms of double cosets, this is the map taking 
It is enough to show that
Note that the map of trees that we get are not just injection on vertices. It is an isometry (namely, it is truly a map of graphs), because the extensions are unramified.
To get a map of graphs Γ\T Q → Γ 1 \T K1 → Γ 2 \T K2 → . . . , we first need that Γ i+1 ∩ GL 2 (K i ) ⊇ Γ i and that is clear. Next note that if two vertices of T K i (i.e., two lattices in K 2 i , up to homothety) are equivalent under an element γ of Γ i+1 then we may suppose γ ∈ GL 2 (K i ). To get actual injec- 
. This follows from strong approximation. (This only requires that B is ramified at least in one place at infinity.) Recalling that B is split at l we conclude a bijection
If B = B p,∞ is the rational quaternion algebra ramified at p and ∞ alone, O a maximal order, then Cl(O) is in bijection with supersingular elliptic curves. Taking a non-maximal order gives the cases considered by Pizer (only that his orders are not necessarily hereditary). For L a totally real field of class number one and a prime p unramified in L, and the order
is in bijection with the superspecial abelian varieties with real multiplication by O L . The bijection (5.1) is not only connecting the constructions of [28, 20] with ours, but also shows the connectivity of the graph of l-isogenies.
5.4.
A Question. The above examples motivate the following problem. Construct a long or infinite series of Ramanujan graphs G 0 → G 1 → G 2 → . . . , where G i has n i vertices and degree d i , and the maps, if not injective, should at least be "non-degenerate" in some well-quantified sense. We are particularly interested in a construction meeting one or more of the following extra requirements:
• That d i be bounded from above by log(n i ) r for some positive r.
• That n i = o(i 1+ ) for some < 1.
• That the morphisms G i → G i+1 be isometries.
• That each G i be a Cayley graph.
• That each G i beat the Ramanujan bound, e. g. in the sense that we have λ(
some > 0 independent of i (or an even stronger requirement). We remark that for every d-regular
n−1 , which puts a bound on by how much one can beat the Ramanujan bound.
Applications and Implementation
There are many interesting and well-known applications of Ramanujan graphs. Due to the fact that random walks on expanders (and hence on Ramanujan graphs) mix very rapidly, expanders are used as pseudo-random number generators, for approximating the average value of a function, and in the design of low-density parity check codes in coding theory. See [16] for a comprehensive exposition of the many applications in different branches of mathematics and computer science. Here we point out some new applications that are enabled by our construction, and raise some related questions.
6.1. Reliable networked storage. One (possibly new) application of graphs with good expansion properties is to use the graph to build a network of users who share storage of files and content on each others' machines, for example using network coding (see for example [6] ). In this scenario, a network of participants is built by modeling the participants as nodes of a graph, and forming a participant's neighbor set (with whom it shares storage) as the set of neighbors of that node in the graph. Given an existing network of participants, one may wish to add a new collection of participants to the network while preserving the existing connections. For this purpose, a nested family of Ramanujan graphs could be used. Any user's files are then distributed to its neighbors via network coding, and subsequently stored. If a node fails, the data can be reconstructed from some subset of the participants through the error correcting capacity of network coding. 6.2. Cryptographic hash functions. In [5] , the idea was proposed that Ramanujan graphs can also be used to construct cryptographic hash functions. Hash functions used in cryptographic protocols need to be efficiently computable and collision resistant, at a minimum. A hash function can be constructed from a graph by specifying a starting vertex, using the input to the hash function as directions for walking around the graph (without backtracking), and then returning the final vertex of the walk as the output of the hash function. If the graph has good expansion properties, the output of the hash function will appear random, since walks on expander graphs quickly approximate the uniform distribution. Given a graph with suitable labels for its edges and vertices, finding collisions in such a hash function is equivalent to finding cycles in the graph. Thus this construction can be applied to construct collision-resistant hash functions from any expander graph in which finding cycles is a hard problem. For more details see [5] . We give there two families of Ramanujan graphs, constructed by Pizer and Lubotzky-Phillips-Sarnak, and report the efficiency and collision resistance properties further.
When constructing a hash function from the Ramanujan graph of supersingular elliptic curves over F p 2 with -isogenies, a prime different from p, finding collisions is at least as hard as computing isogenies between supersingular elliptic curves. This is believed to be a hard problem, and the best algorithm currently known solves the problem in O( √ p log 2 p) time ( [5] ). Thus the prime p can be taken to be a 256-bit prime, to get 128 bits of security from the resulting hash function. To compute the hash function from Pizer's graph when = 2 requires roughly 2 log(p) field multiplications per bit of input to the hash function. This is roughly the same efficiency as a provable hash based on the Elliptic Curve Discrete Logarithm Problem. The Pizer graph is the g = 1 case of our general construction of superspecial graphs. One feature of such graphs is that the same vertex set (fixing p) can give rise to many different graphs by varying , the degree of the isogenies. One can ask, given two different edge sets on the same vertex set, whether there is any correlation of distances between vertices in the two graphs. This question is relevant to attacks on the hash function. Indeed, starting at two vertices which are at distance one from each other in one graph, and taking a walk from each vertex using the same directions in the two different graphs, it should not happen with high probability that the two ending vertices are close to each other in the other graph. This application raises an interesting question about the independence of graphs which will be considered in Section 7.
Metrics and independence of graphs
Fix L and p, where L is a totally real field of strict class number 1, and p is an unramified prime in L. Taking various prime ideals l (not above p) we get a collection of Ramanujan graphs G(L; p, l). Let V be the vertex set of the graphs G(L; p, l). As l varies, one can view these graphs as defining a sequence of
is the length of the shortest path between the vertices u and v in G(L; p, l). It is natural to wonder what, if any, relations exist between these various metrics. It turns out that even for the Pizer graphs this question is already difficult to investigate. In this section we treat these metrics as defining random variables on V × V and study some properties of these random variables.
Let V be a set with N elements. Given two connected graphs G 1 = (V, E 1 ) and G 2 = (V, E 2 ) that are k 1 and k 2 regular, respectively, our goal for this section is to study some properties of the random variables d 1 and d 2 that define the distance metric on these graphs. In the cases of interest (to us) G 1 and G 2 will be Ramanujan graphs and hence we may specialize our results to this situation. We begin with a discussion on the average distance between two vertices in a graph. Proof. Let U ⊆ V , U be the complement of U in V , and let Γ(U ) := {v : v ∈ U and (u, v) ∈ E for some u ∈ U }. Since G is a Ramanujan graph E(U, U ) = {(u, v) ∈ E : u ∈ U, v ∈ U } satisfies
(see [1] ). Since the graph is k-regular, this means that The following corollary is immediate: 
The next result shows that the above upper bound is quite close to the truth. We note that it is perhaps unreasonable to expect independence of graphs under this strong notion of independence. The definition, however, allows one to quantify "approximate independence" in terms of the size of the difference between the two quantities. In the following we investigate the Pizer graphs to see how closely the above condition holds. G(p, 1 ) and G 2 = G(p, 2 ). For simplicity, we will assume p ≡ 1 mod 12 so that edges on the graphs correspond to isogenies, up to a sign. We first analyze the case where i = 1 and j is allowed to be any positive integer less than the diameter of G 2 . To say that d 1 The Chebotarev density theorem implies that the lower bound holds for at least a constant proportion of the primes p for fixed 1 , 2 and j. On the other hand there are also a constant proportion of primes for which the lower bound does not hold. 
