Abstract-Although there is a long line of work on identifying duplicates in relational data, only a few solutions focus on duplicate detection in more complex hierarchical structures, like XML data. In this paper, we present a novel method for XML duplicate detection, called XMLDup. XMLDup uses a Bayesian network to determine the probability of two XML elements being duplicates, considering not only the information within the elements, but also the way that information is structured. In addition, to improve the efficiency of the network evaluation, a novel pruning strategy, capable of significant gains over the unoptimized version of the algorithm, is presented. Through experiments, we show that our algorithm is able to achieve high precision and recall scores in several data sets. XMLDup is also able to outperform another state-of-the-art duplicate detection solution, both in terms of efficiency and of effectiveness.
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INTRODUCTION
E LECTRONIC data play a central role in numerous business processes, applications, and decisions. As a consequence, assuring its quality is essential. Data quality, however, can be compromised by many different types of errors, which can have various origins [1] . In this paper, we focus on a specific type of error, namely fuzzy duplicates, or duplicates for short. Duplicates are multiple representations of the same real-world object (e.g., a person) that differ from each other because, for example, one representation stores an outdated address.
What makes duplicate detection a nontrivial task is the fact that duplicates are not exactly equal, often due to errors in the data. Consequently, we cannot use common comparison algorithms that detect exact duplicates. Instead, we have to compare all object representations, using a possibly complex matching strategy, to decide if they refer to the same real-world object or not.
Due to its highly practical relevance in data cleaning and data integration scenarios, duplicate detection has been studied extensively for relational data stored in a single table [2] . In this case, the detection strategy typically consists in comparing pairs of tuples (each tuple representing an object) by computing a similarity score based on their attribute values. Then, two tuples are classified as duplicates if their similarity is above a predefined threshold. However, this narrow view often neglects other available related information as, for instance, the fact that data stored in a relational table relates to data in other tables through foreign keys. The opportunity of considering such relations during pairwise comparisons has recently been realized and new algorithms have been proposed [3] , [4] . Among these, several focus on the special case of detecting duplicates in hierarchical and semistructured data, most notably, on XML data [5] , [6] , [7] , [8] .
Methods devised for duplicate detection in a single relation do not directly apply to XML data, due to the differences between the two data models [5] . For example, instances of a same object type may have a different structure at the instance level, whereas tuples within relations always have the same structure. But, more importantly, the hierarchical relationships in XML provide useful additional information that helps improve both the runtime and the quality of duplicate detection. We illustrate this fact based on the following example that we will use throughout the paper.
Consider the two XML elements depicted as trees in Fig. 1 . Both represent person objects and are labeled prs. These elements have two attributes, namely the date of birth (dob) and name. They nest further XML elements representing place of birth (pob) and contacts (cnt). A contact consists of several addresses (add) and an email (eml), represented as children XML elements of cnt. Leaf elements have a text node which stores the actual data. For instance, dob has a text node containing the string "13-03-1972" as its value.
In this example, the goal of duplicate detection is to detect that both persons are duplicates, despite the differences in the data. To do this, we can compare the corresponding leaf node values of both objects. In this work, we propose that the hierarchical organization of XML data helps in detecting duplicate prs elements, since descendant elements (e.g., eml or add) can be detected to be similar, which increases the similarity of the ancestors, and so on in a top-down fashion.
Contributions. In this paper, we first present a probabilistic duplicate detection algorithm for hierarchical data called XMLDup. This algorithm considers both the similarity of attribute contents and the relative importance of descendant elements, with respect to the overall similarity score. The algorithm presented here extends our previous work [6] , [9] by 1) significantly improving efficiency and 2) showing a more extensive set of experiments.
Our contributions, especially compared to our previous work, can be summarized as follows: 1) we address the issue of efficiency of our initial solution [6] by introducing a novel pruning algorithm and studying how the order in which nodes are processed affects runtime. A major result is that XMLDup now outperforms DogmatiX [5] , a previously more efficient state-of-the-art algorithm for XML duplicate detection [9] ; 2) we describe how to increase efficiency when a slight drop in recall, i.e., in the number of identified duplicates, is acceptable. This process can be manually tuned or performed automatically, using known duplicate objects from other databases; and 3) we provide a more extensive evaluation of our algorithms than in our previous work. More specifically, we demonstrate the effectiveness of our algorithm on a larger number of data sets, from different domains than those used in [6] , [9] . Also, we extensively evaluate efficiency.
Unlike previous works, such as [10] , where the goal is to reduce the number of pairwise comparisons performed, here we are concerned with how to efficiently perform each pairwise comparison. In fact, our approach could be combined with such solutions to achieve an even more effective result.
Structure. This paper is organized as follows: Section 2 presents related work. Section 3 summarizes our baseline algorithm, first presented in [6] . Our strategies to accelerate this algorithm are then presented in Section 4. We perform an experimental evaluation of these techniques over artificial and real world data, and discuss the results in Section 5. Finally, in Section 6 we conclude and present suggestions for future work.
RELATED WORK
In this section, we survey the state of the art for duplicate detection in hierarchical data, which is the focus of this paper. For a more complete discussion of related work, we refer readers to the book by Naumman and Herschel [2] , which includes duplicate detection in a single relation, tree data, and graph data.
Among studies that deal with hierarchical data, we mainly find works focusing on the XML data model. The only exception is [3] , which focuses on hierarchical tables in a data warehouse. Early work in XML duplicate detection was mostly concerned with the efficient implementation of XML join operations. A pioneering approach was presented by Guha et al. [11] , who suggested an algorithm to perform approximate joins in XML databases. However, their main concern was on how to efficiently join two sets of similar elements, and not on how accurate the joining process was. Thus, they focused on an efficient implementation of a tree edit distance, which could later be applied in an XML join algorithm.
The concern with accuracy was later approached by Carvalho and da Silva, in [12] . Although not specifically focused on XML, their work proposes a solution to the problem of integrating tree-structured data extracted from the web. Two object representations, e.g., two hierarchical representations of person elements, are compared by transforming each into a vector of terms and using a variation of the cosine measure to evaluate their similarity [13] . The hierarchical structure of object representations is mostly ignored, and a linear combination of weighted similarities is used to account for the relative importance of the different fields within the vectors. The authors show that this simple strategy manages to achieve high precision values in a collection of scientific publications. Nevertheless, and because of its more general nature, their approach does not take advantage of the useful features existing in XML databases, such as the element structure or tag semantics.
Only more recently has research been performed with the specific goal of discovering duplicate object representations in XML databases [5] , [6] , [8] , [10] . These works differ from previous approaches since they were specifically designed to exploit the distinctive characteristics of XML object representations: their structure, textual content, and the semantics implicit in the XML labels. We briefly describe the main features of these methods here, and refer readers to [9] for a detailed theoretical and experimental comparison of these approaches.
The DogmatiX framework aims at both efficiency and effectiveness in duplicate detection [5] . The framework consists of three main steps: candidate definition, duplicate definition, and duplicate detection. Whereas the first two provide the definitions necessary for duplicate detection (i.e., the set of object representations to compare and the duplicate classifier to use), the third component includes the actual algorithm, an extension to XML data of the work of Ananthakrishna et al. [3] .
The XMLDup system first proposed in [6] uses a Bayesian Network model (BN) for XML duplicate detection. Its approach is the basis for the algorithms proposed in this paper, and is further described in Section 3.
Milano et al. propose a distance measure between two XML object representations that is defined based on the concept of overlays [8] . An overlay between two XML trees U and V is a mapping between their nodes, such that a node u 2 U, is mapped to a single node v 2 V if, and only if, they have the same path from the root. This measure is then used to perform a pairwise comparison between all candidates. If the distance measure determines that two XML candidates are closer than a given threshold, the pair is classified as a duplicate.
Finally, SXNM (Sorted XML Neighborhood Method) [10] is a duplicate detection method that adapts the relational sorted neighborhood approach (SNM) [14] to XML data. Like the original SNM, the idea is to avoid performing useless comparisons between objects by grouping together those that are more likely to be similar.
A BAYESIAN NETWORK FOR DUPLICATE DETECTION
We now present the XMLDup approach to XML duplicate detection. We first present how to construct a Bayesian Network model for duplicate detection, and then show how this model is used to compute the similarity between XML object representations. Given this similarity, we classify two XML objects as duplicates if it is above a given threshold. This section essentially summarizes the work discussed in more detail in [6] . Throughout our work, we assume a schema mapping step has preceded duplicate detection, so that all XML elements we compare comply to the same schema. We note that the process of schema mapping is by itself complex and, for our algorithms to be effective, its result must first be validated to ensure a high quality mapping. This issue, however, is outside the scope of this paper.
Bayesian Network Construction
Bayesian Networks provide a concise specification of a joint probability distribution. They can be seen as a directed acyclic graph, where the nodes represent random variables and the edges represent dependencies between those variables. We first outline how the Bayesian Network for XML duplicate detection is constructed. Afterwards, we explain how probabilities are computed in order to decide if two objects are in fact duplicates. For a more detailed description of Bayesian Networks and their applications, the reader is referred to [15] .
BN Structure for Duplicate Detection
Our approach for XML duplicate detection is centered around one basic assumption: The fact that two XML nodes are duplicates depends only on the fact that their values are duplicates and that their children nodes are duplicates. Thus, we say that two XML trees are duplicates if their root nodes are duplicates.
To illustrate this idea, consider the goal of detecting that both persons represented in Fig. 1 are duplicates. This means that the two person objects, represented by nodes tagged prs, are duplicates depending on whether or not their children nodes (tagged pob and cnt) and their values for attributes name and dob are duplicates. Furthermore, the nodes tagged pob are duplicates depending on whether or not their values are duplicates, and the nodes tagged cnt are duplicates depending on whether or not their children nodes (tagged eml and add) are duplicates. This process goes on recursively until the leaf nodes are reached. If we consider trees U and U 0 of Fig. 1 , this process can be represented by the Bayesian Network of Fig. 2 , as explained in the following.
Let us first consider the XML nodes tagged prs. As illustrated in Fig. 2 , the BN will have a node labeled prs 11 representing the possibility of node prs 1 in the XML tree U being a duplicate of node prs 1 in the XML tree U 0 . Node prs 11
is assigned a binary random variable. This variable takes the value 1 (active) to represent the fact that the XML prs nodes in trees U and U 0 are duplicates. It takes the value 0 (inactive) to represent the fact that the nodes are not duplicates.
In accord with our assumption, the probability of the two XML nodes being duplicates depends on 1) whether or not their values are duplicates, and 2) whether or not their children are duplicates. Thus, node prs 11 in the BN has two parent nodes, as shown in Fig. 2 . Node V prs 11 represents the possibility of the values in the prs nodes being duplicates. Node C prs 11 represents the possibility of the children of the prs nodes being duplicates. As before, a binary random variable, that can be active or inactive, is assigned to these nodes, representing the fact that the values and children nodes are duplicates or nonduplicates, respectively.
We assume that the probability of the XML node values being duplicates depends on each attribute independently. This is represented in the network by adding new nodes for the attributes as parents of node V prs 11 , represented as rectangles in Fig. 2 . In this case, these new nodes represent the possibility of the name values in the prs nodes being duplicates and of the dob values in the prs nodes being duplicates.
Similarly, the probability of the children of the prs nodes being duplicates depends on the probability of each pair of children nodes being duplicates. Thus, two more nodes are added as parents of node C prs11 : node pob 11 represents the possibility of node pob 1 in tree U being a duplicate of the node pob 1 in tree U 0 ; node cnt 11 represents the possibility of node cnt 1 in tree U being a duplicate of node cnt 1 in tree U 0 . We can now repeat the whole process for these two nodes. However, a slightly different procedure is taken when representing multiple nodes of the same type, as is the case for the XML nodes labeled add. In this case, we wish to compare the full set of nodes, instead of each node independently. Thus, we say that the set of add nodes being duplicate depends on each add node in tree U being a duplicate of any add node in tree U 0 . This is represented by nodes add ÃÃ , add 1Ã , and add 2Ã in the BN of Fig. 2 .
Finally, each add ij node represents the possibility that node add i in tree U is a duplicate of node add j in tree U 0 . Since the add nodes have no children, their probability of being duplicates only depends on their values. Thus, each node add ij in the network has only one parent node V add ij which has one parent representing the possibility of both XML nodes, add i and add j , having duplicate values. A more detailed explanation of the BN construction algorithm, including its pseudocode, can be found in [6] .
Note that our approach is not symmetrical, i.e., the network obtained for U and U 0 is not always the same as that obtained for U 0 and U. However, it would be difficult to satisfy this feature without a significant decrease in efficiency, while we would not expect a high increase in effectiveness.
Computing the Probabilities
As we have seen, we assign a binary random variable to each node, which takes the value 1 to represent the fact that the corresponding data in trees U and U 0 are duplicates, and the value 0 to represent the opposite. Thus, to decide if two XML trees are duplicates, the algorithm has to compute the probability of the root nodes being duplicates. In our example, this corresponds to computing P ðprs 11 ¼ 1Þ, which can be interpreted as a similarity value between the two XML elements. To obtain this probability, the algorithm propagates the prior probabilities associated with the BN leaf nodes, which will set the intermediate node probabilities, until the root probability is found.
In the following, we explain how these probabilities can be defined. For simplicity, we will use the notation P ðxÞ to mean P(X ¼ 1).
Prior probabilities. In the network of Fig. 2 , we need to define the prior probabilities of values being duplicates in the context of their parent XML node, i.e., P ðprs 11 ½nameÞ, P ðprs 11 ½dobÞ, P ðpob 11 ½valueÞ, P ðeml 11 ½valueÞ, and P ðadd ij ½valueÞ. These probabilities can be defined based on a similarity function simðÁÞ between the values, normalized to fit between 0 and 1. However, it is sometimes not possible, or not efficient, to measure the similarity between two attribute values. In this case, we define the probability as a small constant k a , named the default probability, representing the possibility of any two values being duplicates before we observe them.
Thus, we define P ðt ij ½aÞ ¼ simðV i ½a; V j ½aÞ if the similarity was measured, and P ðt ij ½aÞ ¼ k a if otherwise, where V i ½a is the value of attribute a of the ith node with tag t in the XML tree. For instance, for the name attribute in the prs nodes, we can define simðn 1 ; n 2 Þ ¼ 1 À nedðn 1 ; n 2 Þ, where nedðÁÞ is the normalized edit distance between the strings. The default probability k a can be derived from the distribution of attribute values in the database, or simply be set to a small number.
Conditional probabilities. We further need to define the following four types of conditional probabilities:
Conditional probability 1 (CP1): The probability of the values of the nodes being duplicates, given that each individual pair of values contains duplicates. Intuitively, 1) if all attribute values are duplicates, we consider the XML node values as duplicates; 2) if none of the attribute values are duplicates, we consider the XML node values as nonduplicates; 3) if some of the attribute values are duplicates, we determine that the probability of the XML nodes being duplicates equals a given value, w a . This value represents the importance of the corresponding attribute a in determining if the nodes are duplicates.
Conditional probability 2 (CP2): The probability of the children nodes being duplicates, given that each individual pair of children are duplicates. Intuitively, it makes sense to say that two nodes are duplicates only if all of their child nodes are also duplicates. However, it may be the case that the XML tree is incomplete, or contains erroneous information. Thus, we relax this assumption and state that the more child nodes in both trees are duplicates, the higher the probability that the parent nodes are duplicates.
Conditional probability 3 (CP3): The probability of two nodes being duplicates given that their values and their children are duplicates. Essentially, we consider the nodes as duplicates if both their values and their children are duplicates.
Conditional probability 4 (CP4): The probability of a set of nodes of the same type being duplicates given that each pair of individual nodes in the set are duplicates. We start by defining the probability P ðt ÃÃ jt 1Ã ; t 2Ã ; . . . Þ of the set of nodes being duplicates given that each of its nodes is a duplicate. As before, we assume that the more nodes are duplicates, the higher the probability that the whole set of nodes is a duplicate. We can then define the probability P ðt iÃ jt i1 ; t i2 ; . . . Þ, which reflects the fact that a node in an XML tree is a duplicate if it is a duplicate of at least one node of the same type in the other XML tree.
The formulas for these probabilities and their correspondence to our running example are summarized in Table 1 . Final probability. Once all prior and conditional probabilities are defined, the BN can be used to compute the probability of two XML trees being duplicates, i.e., P ðt 11 Þ, where t is the tag for the root node of both trees. This can be achieved by any probability propagation algorithm, such as those described in [15] . In our example, we will have that:
P ðprs 11 Þ ¼ w name P ðprs 11 ½nameÞ þ w dob P ðprs 11 ½dobÞ
We should note that our solution only compares pairs of objects. In the case where more than two XML elements represent the same real-world object, the transitive closure over identified duplicate pairs could be applied in a postprocessing step.
ACCELERATING THE BN EVALUATION
To compute the final probability described in Section 3.1.2, one needs to analyze the whole network and calculate the probabilities for every node. This process, which has a complexity of Oðn Â n 0 Þ, where n and n 0 are the number of nodes in each XML tree being compared, can be time consuming, especially if we are dealing with a large network. However, when performing duplicate detection, we are usually interested only in objects whose duplicate probability is above a given threshold. This allows us to optimize the network evaluation process. In this section, we propose a novel strategy to reduce the time spent on the BN evaluation.
Network Pruning
In order to improve the BN evaluation time, we propose a lossless pruning strategy. This strategy is lossless in the sense that no duplicate objects are lost. Only object pairs incapable of reaching a given duplicate probability threshold are discarded.
As stated before, network evaluation is performed by doing a propagation of the prior probabilities, in a bottom up fashion, until reaching the topmost node. The prior probabilities are obtained by applying a similarity measure to the pair of values represented by the content of the leaf nodes. Computing such similarities is the most expensive operation in the network evaluation, and in the duplicate detection process in general. Therefore, the idea behind our pruning proposal lies in avoiding the calculation of prior probabilities, unless they are strictly necessary.
The strategy follows the premise that, before comparing two objects, all the similarities are assumed to be 1 (i.e., the maximum possible score). The idea is to, at every step of the process, maintain an upper bound on the final probability value. At each step, whenever a new similarity is computed, the final probability is estimated taking into consideration the already known similarities and the unknown similarities that we assume to be 1. When we verify that the network root node probability can no longer achieve a score higher than the defined duplicate threshold, the object pair is discarded and, thus, the remaining calculations are avoided. The process is presented in detail in Algorithm 1. Algorithm 1. NetworkP runingðN; T Þ Require: The node N, for which we intend to compute the probability score; threshold value T , below which the XML nodes are considered non-duplicates Ensure: Duplicate probability of the XML nodes represented by N 1: L getP arentNodesðNÞ {Get the ordered list of parents} 2: parentScore½n 1; 8n 2 L {Maximum probability of each parent node} 3: currentScore 0 4: for each node n in L do {Compute the duplicate probability} 5:
if n is a value node then 6: score getSimilarityScoreðnÞ {For value nodes, compute the similarities} 7:
newT hreshold getNewT hresholdðT ; parentScoreÞ 9:
score NetworkP runingðn; newT hresholdÞ 10:
end if 11: parentScore½n score 12: currentScore computeP robabilityðparentScoreÞ 13:
if currentScore < T then 14:
End network evaluation 15:
end if 16: end for 17: return currentScore
The algorithm takes as input a node N from the BN and a user defined threshold T . It starts by gathering a list of all the parent nodes of N and assuming that their duplicate probability score is 1 (lines 1 and 2). It then proceeds to compute the actual probability value of each of the parents of N (lines [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] .
If a given parent node n is a value node (line 6), its probability score is simply the similarity of the values it represents. If, on the other hand, n also has parent nodes, its probability score depends on the scope of its own parents, which we compute recursively (line 9). However, the algorithm should now be called with a different threshold value, that depends on the equation used to combine the probabilities for node N (line 8). Using the example from Fig. 2 , assume our initial threshold was T ¼ 0:8 and that we wish to compute P ðprs 11 Þ. Assume also that the probability score of V prs11 was already computed as 0.9. To compute the probability score of prs 11 , we would require C prs 11 to have a probability such that X Vprs 11 ;Cprs 11 P ðprs 11 jV prs11 ; C prs11 ÞP ðV prs11 ÞP ðC prs11 Þ > 0:8:
If we were using the formula for CP3 (see Table 1 ), this would be equivalent to P ðV prs 11 ÞP ðC prs 11 Þ > 0:8, which, in Algorithm 1 corresponds to parentScore½V prs11 Â parentScore½C prs11 > 0:8: Thus, our new threshold would be 0:8=0:9 ¼ 0:89.
Once the score for node n is computed, the algorithm checks if the total score for N is still above T , and decides whether to continue computing or to stop the network evaluation (lines [13] [14] [15] . Function computeP robability consists in applying one of the probability equations presented in Section 3.1.2.
We now prove the correctness of the pruning method and discuss its complexity. We start by showing that the evaluation of each individual (nonleaf) node is not affected by the fact that some of its parent nodes may not be evaluated. We then show that the evaluation of the parent nodes of a given node will also return the expected value. For succinctness, in the following, we will denote P ðX ¼ 1Þ as P ðxÞ and recall that P ðX ¼ 1Þ ¼ 1 À P ðX ¼ 0Þ.
Theorem 1. Given a (nonleaf) node N of the duplicate detection Bayesian Network, and a threshold value T , the networkP runing algorithm computes exactly the same probability score as the nonpruned version of the procedure, if s ! T , where s is the score computed.
Proof. Let N be a node in the BN and let N 1 ; . . . ; N k be the parent nodes of N. The final score to be computed by Algorithm 1 is
where P ðnjN 1 ; . . . ; N k Þ is one of the conditional probabilities defined in Table 1 . Let F i be the value computed by Algorithm 1 when only the first i parent nodes have been evaluated (i.e., when we assume that P ðn j Þ ¼ 1; 8j > i). We want to show that if, for any i, F i < T, then s < T and the algorithm can safely stop. This can be shown for each of the conditional probabilities in Table 1 . Due to space constraints, we will limit our proof to conditional probability CP2. By replacing the conditional probability in (2) with CP2, and through some algebraic manipulation, we get that
In this case, we have that
Note that s ¼ F k . Since, for all i, P ðn i Þ 1, it is clear that
Thus, if any F i < T, then s < T and the algorithm can stop. Otherwise, the processing will continue until F k is computed. t u Theorem 2. Given a (nonleaf) node N of the duplicate detection Bayesian Network, and a threshold value T , the recursive call to evaluate a parent node N i of N will return the same value as if the network rooted at N i was fully evaluated, or stop only if P ðnÞ < T.
Proof. Assume that the recursive call will be applied to node N i . We need to find a new threshold T 0 for P ðn i Þ such that, if P ðn i Þ < T 0 , then P ðnÞ < T. As before, we will limit our demonstration to conditional probabilities CP2, although the same can be shown for the remaining probabilities.
From Theorem 1, we know that the network evaluation should stop if F i < T. This yields
Thus, evaluation should stop when the inequality in (5) holds. This means that, to evaluate the subnetwork rooted at node N i , we can safely use the value T 0 ¼ kT À P iÀ1 j¼1 P ðn j Þ À ðk À iÞ as the new threshold in the recursive call of line 9.
t u
Regarding the complexity of the algorithm, since we cannot guarantee that all objects in the data set will contain very different information (which would cause many nodes to be pruned out of the BN evaluation) the number of comparison remains quadratic, in the worst case. In addition, the algorithm also incurs a small overhead, due to the computation of the cutoff thresholds. However, in a real-world scenario, where we expect to have only a marginal amount of very similar attributes, the number of comparisons can be substantially reduced. The experiments presented in Section 5.3.2, over artificial and real-world data, confirm this perspective, showing that the duplicate detection with the pruning optimization was able to perform up to 4.5 times faster than the unoptimized version of the algorithm.
The Effect of Node Order on Pruning
Our proposed strategy works by estimating the highest achievable score after computing the probability of each single node. Thus, by choosing the appropriate order by which to evaluate the nodes, we can assure that the algorithm makes the minimal number of calculations, before deciding if a pair of objects is to be discarded.
The rationale supporting this idea derives from the fact that every object contains elements that hold more distinctive information than others. Consider, for example, the objects in Fig. 1 . Surely, it is more unlikely to have two persons with the same name than having two persons born on the same date. Thus, we can expect lower similarity scores on names than on dates of birth. For this reason, if we first evaluate the name value, we will discover sooner if the object can be discarded since, as a consequence of the lower similarity scores, the cut-off threshold will be reached sooner.
Since we do not have a way of knowing the probability scores in advance, we need to devise a heuristic for sorting nodes that, hopefully, approximates the ideal node order. In this work, we propose three such heuristics: sorting by depth, by average string size, and by distinctiveness. Each of these heuristics corresponds to a different way of ordering the nodes in the set L, obtained in line 1 of Algorithm 1, as explained in the following.
Using the depth of a node follows the intuition that, in a hierarchic structure like an XML document, the most important information is usually stored in nodes that are placed closer to the root, while nodes with less distinctive power are stored in deeper levels. Therefore, by ordering the nodes according to the depth of the branch to which they belong, we cause the more distinctive nodes to be evaluated first. This may, of course, not always be true, but it was shown to be accurate on our tested data sets.
Using the size of the node consists in first evaluating nodes whose values have a smaller average string length. The idea is simply to perform the cheaper comparisons first, expecting that nonduplicate nodes to be discarded before the longer strings have to be compared. We should note that, since shorter strings are more likely to be similar than larger strings, this node ordering could delay the reaching of the cut-off threshold. However, we expect the cheaper string comparisons to compensate for the increment in the number of compared strings.
The final heuristic consists in sorting the nodes according to their distinctiveness. We define the distinctiveness of a node n as logðA=d n Þ, where A is the total number of objects containing node n and d n is the number of distinct values of node n. This measure follows the idea that nodes with a high number of distinct values are less likely to be similar and thus should be evaluated first. We note that the overhead introduced by the precomputation of these heuristics is negligible.
Each one of these heuristics provides a way of prioritizing the evaluation of some nodes in order to conclude as soon as possible if further network evaluation is needed. They can be used individually or in combination. In Section 5.3.2, we show, through experiments, that this is in fact true and that network evaluation can be considerably accelerated, spending about 60 percent less time than the unoptimized version.
Varying the Pruning Factor
As stated in Section 4.1, before evaluation, every node is assumed to have a duplicate probability of 1. We call this assumed probability the pruning factor. We now propose that, by lowering the pruning factor, we can evaluate the network even faster, although at the cost of not detecting a small number of duplicate objects. The idea behind this new strategy is explained as follows:
As shown in Theorem 1, having a pruning factor equal to 1 guarantees that the duplicate probability estimated for a given node is always above the true node probability. Therefore, no duplicate pair of objects is ever lost. By lowering the pruning factor, we lose this guarantee. Thus, a pair of objects may be prematurely discarded, even if they are true duplicates. However, with a lower pruning factor, we also know that all probability estimates will be lower. This will cause the defined duplicate threshold to be reached sooner and, consequently, the network evaluation to stop sooner. Thus, fewer similarity calculations will be performed.
Based on this knowledge, our strategy relies on the assumption that, by slightly lowering the pruning factor, we can achieve high gains in performance, while loosing only a very small amount of true duplicates. This assumption is empirically shown to be correct, as we demonstrate in Section 5.3.2.
Automatic Pruning Factor Selection
There are still two ways in which we can further exploit the advantages of using a pruning factor lower than 1. First, since different attributes in an XML object have different characteristics, they could also have different pruning factors. Second, fine-tuning one, or several, pruning factors manually can be a complex task, especially if the user has little knowledge of the database, thus we should be able to compute all pruning factors automatically. In this section, we describe a method that automatically determines which pruning factor to use for each attribute, in order to optimize efficiency, while minimizing the loss in effectiveness.
Mapping Attributes to Pruning Factors
Consider, for example, an attribute representing the gender of a person. Naturally, we expect it to have many similar values, since it can only be "male" or "female." It would, therefore, be advisable to assign it a high pruning factor (close to 1). On the other hand, if we are dealing with an attribute whose contents are more diverse, and thus less likely to be similar, such as person names, a lower pruning factor can be applied. In sum, for a given attribute, the higher the likelihood of its values being similar, the lower the pruning factor should be.
The question is: how do we determine the likelihood of the value being similar without actually computing all the similarities? To achieve this, we have adopted a strategy similar to the one proposed in [16] , which we describe in the following.
Let A be the set of all attributes in the schema of the XML objects in the data set. Each attribute a 2 A is represented as a vector of statistical features. We expect these features to provide information useful in determining the pruning factor. Our goal is to find a mapping function M : A ! ½0; 1, which takes an attribute a as input and returns the corresponding pruning factor.
To represent the attributes we use 12 different features. These are grouped according to the characteristics they try to capture.
Group1: Uniqueness features. Features that capture the diversity of attribute values within a data set. The group contains the features distinctiveness, entropy of distinctiveness, harmonic mean of distinctiveness, standard deviation of distinctiveness, and the diversity index of the attributes content [17] .
Group2: Format features. Features that provide information about the type of contents in attributes values. These are the ratio of attributes that contain numeric values, alphabetical values, and both.
Group3: Content length features. Since we use a string edit distance to compare attribute values, and given that the outcome of this measure is strongly related to the size of the strings, this group contains the features average string size and entropy of the string sizes.
Group4: Absence features. This group contains only one feature that measures how many objects are missing the given attribute. Attributes that are missing in many objects should probably be taken less into account.
Group5: Occurrence features. This group contains only one feature that measures the number of occurrences of an attribute per object. Attributes that appear many different times (e.g., actor names in a movie) should be treated differently from singular attributes (e.g., the title of a movie).
Once the features are defined, finding function M can be seen as a regression problem. In this work, we have solved it using Support Vector Regression (SVR) [18] .
Learning the Mapping Function
To learn the function M through regression, we need to provide a set of examples. In our case, the examples would be sets of attributes, together with their ideal pruning factors. Since, in a real case scenario, we do not expect to have such data available, we need to find an approximate solution. We now describe our approach to this problem.
Assume that we have available a set D of one or more XML databases, where some duplicate objects were previously identified. These databases can be different from the one where we are performing duplicate detection and do not even need to be on the same domain. Given D, a straightforward way of finding the appropriate pruning factors would be to 1) try every possible set of pruning factor values, 2) for each set, measure the accuracy of our duplicate detection method, and 3) choose the set that yielded the best results. This process would result in a set of attributes and pruning factors that could be used to learn the function M.
Doing such an exhaustive search is, however, unfeasible. We therefore do an approximate search using the method of simulated annealing (SA) [19] . SA is an algorithm intended to determine the maximum (or minimum) value of a function with several independent variables, under a fraction of the time needed to find an absolute maximum (or minimum) in a large search space. This function is called the objective function and its results depend on the possible variable configurations, or states. SA consists in shifting among candidate states in order to approximate the objective function to a global optimum, using an acceptance function to decide if the new state should be accepted.
In our approach, the objective function to minimize is the number of comparisons performed and the states are the sets of pruning factor values. To determine if the algorithm should change state, we use the following variation of the commonly used acceptance function: P ðp s ; p n ; tÞ ¼ 0 if recall < R 1 i fp n > p s e pn Àps t ð Þ otherwise;
where p s is the objective function value for the current state, p n is the objective function value for the new state, t is the fraction of iterations the algorithm still needs to execute, and R is a minimum threshold for the recall achieved. Equation (6) assures that a new set of pruning factor values is accepted only if the loss in recall is not too high. In our experiments, we defined R as 90 percent of the recall achieved by the lossless pruning strategy. We used the common acceptance function of SA, with a slight difference: new states are accepted only if the loss in recall is less then 10 percent, when compared to the algorithm with a pruning factor of 1.
In sum, we perform a search to find the near-optimal pruning factors for the set of attributes in the databases of D, we use these pruning factors to learn the function M through regression, and then use M to compute the pruning factors for the database where we are performing duplicate detection.
Pruning Factors for Inner Nodes
The process so far enables us to find different pruning factors for each attribute. However, to evaluate the Bayesian network, we need to apply a pruning factor in every node, and not just the attribute nodes. We solve this problem using a simple strategy.
While performing a similarity calculation, we determine the pruning factors for each attribute (leaf) node. Since pruning factors can be seen as upper bounds on the probability of each node being active, we can propagate these values bottom-up along the network, as if they were the actual probability values. The value computed at each inner node will then be used as its pruning factor.
This process requires us to evaluate the network twice for each similarity calculation. However, this is a much cheaper evaluation, since we are not computing similarities, but only propagating values. In practice, experiments presented in Section 5.3.2 show that, by automatically selecting the pruning factors, we were able to improve efficiency over the lossless strategy with small losses in recall, without the need of any manual tuning.
EXPERIMENTS ON DUPLICATE DETECTION
In this section, we present an evaluation of the XMLDup algorithm described in the previous sections. We evaluate the algorithm both in terms of effectiveness and efficiency. First, we evaluate effectiveness by comparing it to a state-ofthe-art duplicate detection system, called DogmatiX [5] , that proved to be the most competitive so far [9] . We then evaluate the efficiency of XMLDup when using our proposed pruning optimization, node ordering heuristics, varying the pruning factor, and automatically selecting the most adequate pruning factors. The experiments are concluded with a discussion of the results.
Testing the impact of data quality on duplicate detection is important to confirm the effectiveness of a given algorithm. In previous work, we have shown that XMLDup manages to cope with errors like typos or duplicate erroneous elements without any significant degradation of the results and even performs effectively when dealing with reasonable amounts of missing data [6] , [9] . Due to space constraints, those experiments will not be repeated here.
Data Sets
Our tests were performed using seven different data sets, representing five different data domains. The first three data sets, Country, CD, and IMDB, consist of XML objects taken from a real database and artificially polluted by inserting duplicate data and different types of errors, such as typographical errors, missing data, and duplicate erroneous data [6] . The remaining four data sets, Cora, IMDBþFilmDienst, another data set containing CD records (which we are going to refer to as CD 2), and Restaurant, are composed exclusively of real-world data, containing naturally occurring duplicates.
The data sets vary in size from 9,763 objects (CD 2) through 864 objects (Restaurant). All data sets contained objects nested in a hierarchy of up to three levels, except for the Restaurant data set, which contained four levels. For each data set, attributes that did not contain information useful for duplicate detection (such as movie rating or year, which can be common to many different objects) were discarded. Before each test, we enumerate the actual attributes used. In all experiments, we used a duplicate threshold of 0.5 for all data sets, except for CD 2 and Cora, where we used 0.4 and 0.3, respectively. Additionally, DogmatiX uses a threshold to identify similar object descriptors [5] , which was set to 0.15.
The Cora, Country, IMDB, IMDBþFilmDienst, and both CD data sets are available at the Hasso Plattner Institute website. 1 The Restaurant data set was obtained from the University of Texas Machine Learning Research Group website. 2 
Experimental Setup
Experiments were performed to compare the effectiveness and efficiency of the tested algorithms. To assess effectiveness, we applied the commonly used precision, recall, and rprecision measures [13] . Precision measures the percentage of correctly identified duplicates, over the total set of objects determined as duplicates by the system. Recall measures the percentage of duplicates correctly identified by the system, over the total set of duplicate objects. R-precision measures the precision at cut-off R, when R is the number of duplicates in the data set. To assess efficiency, we measured the runtime and number of comparisons of the duplicate detection process. To perform SVR, we used the SVMLight implementation [20] , with a linear function kernel.
To compare the object data, we considered all the attribute values as textual strings, using the formula simðV 1 ; V 2 Þ ¼ 1 À edðV 1 ;V 2 Þ maxðjV 1 j;jV 2 jÞ as the similarity measure, where edðV 1 ; V 2 Þ is the string edit distance between values V 1 and V 2 , and jV i j is the length (number of characters) of string V i . To construct the Bayesian network we used the probabilities defined in Section 3.
The experimental evaluation was performed on an Intel two core CPU at 2.53 GHz and 4 GB of RAM, having a 64-bit Ubuntu as its operating system. Both tested algorithms were fully implemented in Java, using the DOM API to process the XML objects.
Results
We now present the experimental results for the XMLDup algorithm, both in terms of effectiveness and efficiency.
Effectiveness Evaluation
To evaluate effectiveness, we present a comparison of XMLDup to the DogmatiX duplicate detection system. We chose DogmatiX because, although it does not use the object structure to compute similarities, it was shown to be the most competitive in previous tests [9] .
In this experiment, only the real-world data sets were used. The attributes used for the Restaurant data set were name, address, phone, and other four attributes representing geographic coordinates. For the Cora data set we used the attributes author, title and venue name. For the CD 2 data set, the attributes artist, disc title, and track title were used. For the IMDBþFilmDienst data set we used the attributes title, aka-title, and cast name. Fig. 3 shows the precision/recall results obtained for each experiment.
The performed tests reveal a pattern in the behavior of both systems. For the Restaurant, Cora, and CD 2 data sets, both XMLDup and DogmatiX present similar curves of near 100 percent of precision up to 45, 40, and 28 percent of recall, respectively. After that point, the DogmatiX curve drops, while we can observe higher levels of precision for XMLDup. This shows a higher resilience in the XMLDup scoring method, which avoids false positives with high scores.
When using the IMDBþFilmDienst data set, DogmatiX presents a different behavior, placing some false positives on an early stage. This shows some issues in the scoring method, which has some difficulties in separating duplicate and nonduplicate pairs on the scoring scale, leading to the alternate presence of true positives and false positives. This phenomenon is observed sooner than before because of the presence of remakes and sequels of the same movie.
After the initial fall DogmatiX is still capable of a slight recovery, yet maintaining its curve below XMLDup. Consistent to what was shown before, the XMLDup scoring method maintains its ability of grouping together true positives in bigger blocks, reaching precision scores above 90 percent until about 70 percent of recall, in the worst case.
In the next section, we test our algorithm for efficiency, also comparing its performance results to those obtained by DogmatiX.
Efficiency Evaluation
To evaluate efficiency, we performed experiments using XMLDup with our proposed pruning algorithm. First, using the artificially polluted data sets, we determined the best node sorting strategy, as explained in Section 4.2. Second, using this sorting strategy, we applied XMLDup on real-world data sets and studied its runtime efficiency. Next, we tested several variations of the pruning factor and evaluated their actual impact on recall. Furthermore, we fine-tuned the pruning factor to confirm that minor reductions can significantly accelerate the duplicate detection process, with a minor impact in the system effectiveness, as explained in Section 4.3. The achieved results are also compared with the results obtained by DogmatiX.
Note that DogmatiX also employs a strategy to accelerate its duplicate detection process. It consists of applying a filtering function to eliminate candidates that share few information with all other candidates. Discarding these candidates avoids comparisons involving their content. Since the filtering function is an upperbound of the similarity measure, the algorithm guarantees that no pair above the defined duplicate similarity threshold is discarded. Finally, we test how our procedure to automatically discover the pruning factor for each attribute, described in Section 4.4, works when compared to the lossless pruning factor strategy.
Impact of Node Sorting Strategies. We start by studying the impact that the heuristics proposed in Section 4.2 for sorting nodes have on the efficiency of XMLDup, when employing the pruning strategy. Table 2 shows the time spent by the algorithm when performing duplicate detection and the number of string comparisons, for each of the sorting strategies. Additionally we tested two hybrid strategies that combine the heuristics we defined, namely DepthþDstnct (elements are first sorted by depth and then by distinctiveness) and DepthþAvgSS (elements are first sorted by depth and then by the average string size). Between parentheses, we show the improvement obtained over the baseline, i.e., Unsorted.
Tests were performed using all attributes. Although the use of attributes with less relevant information can reduce the system's effectiveness we believe that it can provide a more accurate insight on how node sorting influences efficiency.
As we can see, the order by which elements appear in the object structure has a major impact on efficiency. In fact, with the exception of the CD data set, the unsorted structure is always outperformed by almost all of the strategies applied. In the best case (sorting by depth on the Country data set), the performance enhancement reduces runtime by about 59 percent and the number of comparisons by about 80 percent. In fact, the more consistent results were obtained when sorting by depth, thus confirming our thesis that it is useful to look at elements closer to the root as those with higher distinctive power. We note that, for the CD data set, the original structure is already near optimal. Thus, it presents better results than most sorting strategies.
For the Country and the IMDB data sets, sorting by average string size is also able to outperform the unsorted structure. It is interesting to see that, in the IMDB data set, despite the higher number of string comparisons, the algorithm is able to perform faster than some of the remaining strategies. This can be explained by the tradeoff between the number of strings compared and the string size. In fact, we notice that, in IMDB, the attributes with high distinctive power contain longer strings. Additionally, some of these attributes present multiple occurrences of the same type. Nevertheless, though comparing less distinctive attributes with smaller strings first requires more comparisons to be made, it is often worth avoiding the comparison of longer strings and the additional complexity of considering multiple children of the same type.
From the three individual sorting approaches, sorting by distinctiveness presented the worst results. Due to typographical errors, there are many strings in the data set that differ only by a few characters. This artificially increases the distinctiveness values, making this measure inappropriate to choose the best attributes. Using a more accurate distinctiveness measure, e.g., one that considers strings within a certain edit distance, could be useful and should be tested in the future.
Both combined approaches presented runtimes equal or below the unsorted structure in almost all cases. This shows that different sorting strategies combined are capable of exploiting the different characteristics of the attributes. The exception is the IMDB data set. In IMDB, many long string attributes are located close to the root. This explains why, even though the number of comparisons is lower, the total time spent evaluating similarities is higher.
Overall, just by sorting the object structure, we were able to perform duplicate detection up to 2.4 times faster, with up to 80 percent less string comparisons. The high amplitude results obtained by the different kinds of sorting, specially when testing the CD data set, strongly suggest that an optimal element order can produce a highly significant performance improvement. In contrast, poor element sorting can severely compromise the algorithm's efficiency.
In the following experiments, we use the DepthþAvgSS sorting strategy, because of its best overall results. Varying the pruning factor. Another set of experiments was performed to evaluate the improvements achieved by our pruning strategy. We applied the duplicate detection process to all real world data sets, with and without our network pruning strategy. When using the pruning strategy, we tested pruning factor values of 1 (lossless pruning), 0.7, 0.6, 0.5, and 0.4. For values below 0.4 no significant gains in time were achieved and, in some cases, there was a high loss in precision and recall. For values between 1 and 0.7 recall and precision did not change, in all data sets. Table 3 shows the maximum recall achieved for each tested pruning factor, along with the r-precision score. Additionally, Table 4 presents the corresponding time performance values. For completeness, we include a comparison with the DogmatiX system. The gains achieved are shown between parentheses.
In the Restaurant data set we observe that, although the improvement in efficiency between pruning factors is not very large, mainly because of the small data set size, we are still able to reduce the runtime by 6 seconds when using the lowest pruning factor, with a decrease of 5 percent in recall. Moreover, XMLDup was able to perform the duplicate detection process in 72.2 percent less time than DogmatiX. Notice that the r-precision increases by 9 percent when compared with the lossless version (pf ¼ 1). This is explained by the fact that some false positives that would appear before are now being discarded.
In the Cora data set, like before, when we decrease the pruning factor to 0.4, recall drops only by 1 point. Nevertheless, runtime drops to about 2 minutes, a 84.6 percent drop in relation to DogmatiX. For a pruning factor of 0.5, the algorithm runs in about 20 seconds less than the lossless strategy and presents no impact both in recall and r-precision.
In the CD 2 data set, with a pruning factor of 0.4, we were able to perform the process about 2.6 times faster, with no loss in recall, and with only 1 percent loss in r-precision. Also, we observe that XMLDup became about 5.3 times more efficient than DogmatiX.
Results in the IMDB+FilmDienst data set are consistent to what was previously observed. In this case, a maximum of 9 percent in recall is lost when we decrease from 1 to 0.4. For a pruning factor of 1, which represents no false dismissals, our approach performs about 66 percent less efficiently than DogmatiX, although being 1.4 times faster than XMLDup without pruning. However, when we use a pruning factor of 0.7 the algorithm shows an improvement in efficiency of 54.5 percent over DogmatiX, baring no loss in r-precision and recall. The algorithm was further capable of accelerating the process 9.3 times, when compared to the lossless strategy, losing only 1 percent of recall.
One can notice that, differently from what happens for the remaining experiments, when the nonpruned strategy is used, XMLDup is slower than DogmatiX on both the CD 2 and the IMDBþFilmDienst data sets. This can be explained by the presence of multiple occurrences of attributes of the same type (e.g., as tracks and movie cast members), which increases the number of comparisons performed. When the pruning strategy is employed, comparisons that result from this situation are avoided and, thus, the observed runtimes decrease drastically.
We also note that the recall values presented for the pruning factor of 0.6 in Table 3 never drop below the recall values achieved by the DogmatiX system. Furthermore, for a pruning factor of 0.4, XMLDup loses at most 4 percent of recall when compared to DogmatiX, but achieves an rprecision from 4 percent (Cora) through 24 percent (IMDBþFilmDienst) higher for all data sets, except CD 2, where it looses by 9 percent. Automatically selecting the pruning factor. The last set of experiments was devised to verify how our automatic pruning factor selection would behave when compared to the lossless strategy. To assess the improvements in performance achieved by this method we started by learning the near-optimal pruning factors for each attribute as described in Section 4.4.2. To that end, we allowed the pruning factors to assume values between 0 and 1, with a 0.1 step. The model was optimized by using all databases except the one being tested to generate the examples.
To learn the regression model (Section 4.4.1) we tested several combinations of feature groups, in order to infer which ones were able to build the most reliable classifier. Table 5 shows the results obtained in terms of total recall and number of comparisons. As a baseline, we show the lossless strategy with pruning optimization (pf ¼ 1) and a lossy strategy with the best pruning factor manually selected (best pf). To choose the best pruning factor, we started with a value of 1 and performed decrements of 0.1, until the number of comparisons was as close as possible, but not lower, to the number of comparisons performed by the best feature combination (G3,G1). Due to space limitations, we show only all combinations of two feature groups that include Group 3. Group 3 was chosen because it yielded the best performance when used alone.
As Table 5 shows, the majority of feature combinations was able to significantly improve efficiency in the realworld data sets, by reducing the number of comparisons without suffering a high decrease in recall. In fact, all combinations of features were able to maintain the recall values within 90 percent of the recall achieved by the lossless strategies.
In the artificial data sets, however, results were inferior. This is particularly evident in the CD data set, which presented an absolute loss of about 30 percent in recall. This can be attributed to lack of training data. Besides being smaller than the real data sets, only three were available, against the larger four real-world data sets. Our regression model was, thus, unable to capture the relation between attribute features and pruning factor values.
Finally, with the exception of Group 2, all the groups combined with Group 3 presented fairly good results, which shows the importance of the complementary information provided by the different features. Interestingly, when using all features results were equally good. However, more comparisons where performed in general. Thus, there is a need to fine-tune the process of feature selection before applying our method.
Discussion
When compared against the DogmatiX state-of-the-art algorithm [5] , XMLDup showed a consistent capacity to maintain higher precision scores until later recall values. These results were achieved in four different real-world data sets, which shows that our algorithm can be effective in several contexts of real-world scenarios.
Efficiency tests revealed that our network pruning strategy can benefit from considering nodes in a particular order, given by a predefined sorting heuristic. Indeed, in our experiments, we observed performance gains up to about 60 percent over the default, unsorted case. From the applied strategies, sorting by depth produced the best overall results for the tested data sets and can be employed with success in every type of object representation, providing that it has a somewhat nested structure. Sorting by distinctiveness and by average string size can be useful, for instance, in more flat data sets. Furthermore, combining the sorting by depth and the sorting by average string size heuristics revealed to be the most effective approach on the data sets we considered.
We can also conclude that our proposed lossless pruning strategy can achieve a very significant gain in efficiency, being able to accelerate the runtime by about 4 times. Even with lossy pruning factors we were able to maintain high precision scores, only suffering from a recall reduction of 9 percent, in the worst case. This indicates that this strategy can be very practical in some application contexts, such as object ranking [21] , [22] , where often the detection of only a certain amount of duplicates is acceptable. When compared with DogmatiX, we observed that, using the lossless pruning factor XMLDup presented an improvement in performance up to 80 percent. When we used a pruning factor of 0.4, the worst case presented an improvement of about 72 percent and a loss of less than 10 percent of the duplicates.
The automatic pruning factor optimization provided consistent improvements in performance. Although we observed a higher loss of recall for the artificial data sets, the same was not observed in the real data sets. In addition, in all cases, the number of comparisons was always lower. Thus, when there is little knowledge of the database being processed, or when manually tuning the pruning factor is not viable, our method is appropriate.
Finally, we point out that some of the values in this section are different from previous results presented in [9] for the same data sets. This occurs because different configurations were used. Namely, a new parameter was used to force similarity measures to assume value 0 if they are below a given threshold, which varied between 0.6 and 0.7 in our experiments. This feature is particularly useful when applied to occurrences of multiple nodes of the same type (see CP4 in Table 1 ), since it avoids the similarity values to grow too fast, when comparing a large number of attributes.
CONCLUSIONS
In this paper, we presented a novel method for XML duplicate detection called XMLDup. Our algorithm uses a Bayesian Network to determine the probability of two XML objects being duplicates. The Bayesian Network model is composed from the structure of the objects being compared, thus all probabilities are computed considering not only the information the objects contain, but also the way such information is structured. XMLDup requires little user intervention, since the user only needs to provide the attributes to be considered, their respective default probability parameter, and a similarity threshold. However, the model is also very flexible, allowing the use of different similarity measures and different ways of combining probabilities.
To improve the runtime efficiency of XMLDup, a network pruning strategy is also presented. This strategy can be applied in two ways. A lossless approach, with no impact on the accuracy of the final result, and a lossy approach, which slightly reduces recall. Furthermore, the second approach can be performed automatically, without needing user intervention. Both strategies produce significant gains in efficiency over the unoptimized version of the algorithm.
Experiments performed on both artificial and real-world data showed that our algorithm is able to achieve high precision and recall scores in several contexts. When compared to another state-of-the-art XML duplicate detection algorithm, XMLDup consistently showed better results regarding both efficiency and effectiveness.
The success demonstrated in experimental results leaves motivation for future work. Among other tasks we intend to extend the BN model construction algorithm to compare XML objects with different structures and apply machine learning methods to derive the conditional probabilities and network structure, based on the existing data. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
