We present a comparative analysis of the finite-difference time-domain method (FDTD) and the discontinuous Galerkin time-domain (DGTD) method for the simulation of integrated optical microresonators. It is found that FDTD suffers from phase errors and is limited by the staircasing approximation. A further restriction stems from only second-order accuracy which limits the geometrical problem size that can be analysed with given computational hardware. Particularly for simulations of high-Q optical resonators, those problems prevent sufficient convergence with reasonable grid spacing. The DGTD method, on the other hand, allows for the approximation of curved surfaces with high accuracy using triangular elements. Combined with the exponential convergence, the DGTD approach outperforms the FDTD method and is thus a suitable candidate for large-scale simulations.
Introduction
Optical discs and ring resonators have become essential building blocks of integrated all-optical circuits. Their applications range from filtering and multiplexing [1] [2] [3] [4] and dispersion compensation [5, 6] all the way to advanced sensing [7] . Furthermore, they can also be employed to realize delay lines [8] as well as all-optical switches [9] . Matching their variety in applications, a multitude of analytical and numerical tools were developed in order to theoretically investigate the properties of resonator structures. While the analytical techniques (e.g. see [10] and references therein) allow for a qualitative understanding of the physical effects, they usually do not yield quantitative predictions for a given experimental realization. In this case, one typically has to resort to fully numerical simulations. Since the spectral behaviour of the resonator is of particular interest, timedomain algorithms are often the method of choice, because with one simulation run a large spectral window can be covered. However, the time-domain simulation of such devices is a challenging task, because high-Q resonators exhibit long decay times and therefore require a long temporal simulation window to allow for the extraction of the full spectral behaviour of the resonator.
When choosing a particular simulation approach, typically two criteria are decisive: (a) can the desired result be obtained with the available hardware resources and (b) how long will it take to get the result. The first criterion is linked to the convergence rate of the simulation method. When the algorithm converges quickly, a small number of unknowns will be sufficient and thus the simulation can be carried out with limited hardware resources. Or, put differently, with a highly convergent algorithm large computational problems can be investigated. The simulation time required to obtain a result depends on the time cost per timestep and the number of timesteps that have to be performed.
Probably the most commonly employed technique for simulating integrated optical devices is the finite-difference time-domain (FDTD) method [11] . Due to the simplicity of the algorithm, a large number of academic and commercial implementations of the FDTD method are available. Unfortunately, the FDTD method is not without problems. Since the method is only of second-order accuracy, a high grid density is required to accurately describe a given photonic structure. Furthermore, since the FDTD method represents an explicit time-stepping scheme, the grid spacing is linked to the temporal spacing and therefore a fine grid implies small timesteps. As a consequence, the accuracy and resolution of FDTD calculations is often limited by the available computational resources and by the simulation time.
Recently, a number of more sophisticated alternatives have been proposed for the simulation of micro-and nano-optical structures. Among them, we find classical finite-element (FE) techniques [12, 13] , pseudo-spectral schemes [14] as well as the discontinuous Galerkin (DG) approach [15] . In particular, the DG method has attracted considerable interest due to its superior convergence and flexible gridding properties. Mature mesh generation tools can be employed to provide geometry conforming structured and unstructured meshes for complex photonic devices. The higher-order convergence rate reduces the number of grid points needed to achieve good numerical accuracy and thus mitigates the computational burden. Due to the exponential convergence of the method, the size of the available computational domain on a single computer scales inverse-exponentially with the grid resolution. Thus the DG method appears to be a promising candidate for the accurate simulation of optical resonator structures.
In this paper, we conduct a comparison between the FDTD method and the DG method for the calculation of dielectric resonator structures. This paper is organized as follows: first we introduce the numerical methods used to study optical resonator structures. The accuracy of the tools is assessed by comparing numerical results for a cylindrical resonator to known analytical solutions. Subsequently, we investigate disc and ring resonator configurations. The superiority of the DG method is demonstrated by evaluating the group delay in ring resonators, which shows very good agreement with semianalytical results obtained by Schwelb [10] .
Introduction to the numerical methods
A well-established method for solving Maxwell's equations is based on the approximation of the corresponding spatial and temporal derivative operators through centred finite differences. This second-order accurate approximation yields a set of explicit updating equations which are used to advance electrical and magnetic fields in time. The most popular variant of this so-called FDTD procedure is the Yee scheme [16] , which features spatially and temporally interweaved electromagnetic fields resulting in a leap-frog time-marching procedure [11] .
This particular FDTD algorithm owes its popularity to the ease of implementation and the possibility to extend the original scheme to dispersive, nonlinear and active materials.
The simplicity of the scheme, however, also results in a major drawback of the method. The original Yee grid is rectangular in nature, therefore curved surfaces have to be described using staircase approximations. This staircasing leads to significant phase errors on bent geometries [17] and field spiking on high refractive index structures [18] . Thus, phase-sensitive simulations can be severely distorted in traditional FDTD approaches. A mitigation to the staircasing problem has been provided by Farjadpour et al [19] . The proposed sub-pixel averaging method maintains the secondorder accuracy of the FDTD method even when geometric boundaries are crossing an FDTD unit cell.
Due to the second-order convergence of the FDTD method, the available computational resources are exhausted rather quickly, when state-of-the-art photonic devices have to be simulated. It is generally assumed, that a resolution of 20 grid points per wavelength is sufficient to guarantee acceptable convergence. For example, when modelling nanophotonic structures made of silicon (n = 3.2) for telecom wavelengths at 1550 nm, this corresponds roughly to a grid spacing of 25 nm. In three spatial dimensions, the size of the computational domain is therefore limited to a few tens of microns, which is only rarely sufficient for design purposes. Therefore, the main shortcoming of the traditional FDTD method stems from the memory requirements.
One way to soften the restrictions imposed by the hardware is the use of mesh refinement. The computational domain is refined locally using a collection of nested areas of varying grid density. On each subgrid area, a standard FDTD update of the field is applied. At the grid interfaces the solution is interpolated and consistent circulation of the fields is enforced on shared cell edges. Stability and accuracy of the particular mesh refinement scheme depends critically on the update scheme, interpolation (in space and time) and a proper implementation of flux conditions at mesh boundaries. Many mesh refinement schemes have been proposed [20] [21] [22] [23] [24] [25] , but their implementation usually requires sophisticated meshing algorithms and complicated code management to retain efficient FDTD performance.
To overcome the weaknesses of the FDTD method without losing its advantages, an alternative time-domain method should possess the following properties.
• The ability to accurately describe complex geometries without staircasing, e.g. by using unstructured meshes.
• A spatial discretization of higher order to reduce the number of required grid points.
• It should allow for the use of an explicit time-stepping scheme.
A method which fulfils all three criteria is the so-called discontinuous Galerkin (DG) approach.
Similarly to a classical finite-element method, the DG method works with unstructured (e.g. triangular or tetrahedral) meshes. On each of the elements, the fields are expanded into a polynomial basis and the Galerkin approach is used to obtain a set of coupled ordinary differential equations for the timedependent expansion coefficients. The major difference from conventional FE discretizations lies in the fact that the expansion is purely local. Coupling between neighbouring elements is realized in a second step by weakly enforcing the boundary conditions via a penalty term. As a consequence of the local expansion, the mass matrix of the semi-discrete system becomes block-diagonal and can be easily inverted. This feature allows us to employ explicit time-stepping algorithms and thereby facilitates fast and accurate timedomain simulations. Furthermore, the block-diagonal structure of the mass matrix allows for an easy parallelization of the algorithm by distributing different parts of the mesh to different computing nodes. While a good partitioning of a large mesh is non-trivial, it can readily be obtained by using freely available implementations of graph partitioning algorithms such as metis [26] . With a partition at hand, the only information that needs to be communicated per timestep are the field values at the boundaries of neighbouring partitions [27] . Therefore, the parallelization effort for the DG algorithm is comparable to that of the FDTD method and does not present any fundamental challenges.
While the basics of the DG technique have a long history, reaching back at least to the early 1970s [28] , its full potential was realized only in the past few years. Regarding Maxwell's equations, Hesthaven and Warburton have proposed a nodal DG scheme in combination with an upwind flux and were able to prove convergence in their seminal paper in 2002 [29] . Subsequently, their scheme was extended to handle perfectly matched layers (PMLs) and dispersive media [30] , as well as point sources [31] . With those extensions at hand, the DG scheme gained considerable flexibility and represents a viable competitor to the popular FDTD method.
Verification of the numerical methods
Before we apply the numerical methods to realistic resonator set-ups, we verify the correctness of their implementation by comparison with an analytically solvable set-up. For technical details of our DG implementation, we refer the reader to [31] . In particular, we investigate an infinitely extended dielectric cylinder of radius r and with refractive index n in TM polarization. The complex resonance frequencies ω j of such a system can be found as the zeros of the equation [32] 
Here, J m are the Bessel functions, while H (1) m denote Hankel functions of the first kind. Furthermore, denotes the derivative with respect to the argument and the index m labels the azimuthal order of the resonance. For each index m, multiple roots can be found, which are then labelled by the index l. Therefore, we can uniquely identify a cylinder mode by the tuple (m, l). For the initial comparison, we pick a cylinder with radius r = 1 (in dimensionless units) and a refractive index of n = 1.59. For the upcoming comparisons, we will arbitrarily use the mode (18, 1), which has a resonance frequency of ν = Re[ω]/(2π) = 2.065 and a corresponding quality factor
For the calculations with FDTD we use the freely available software meep [19] . In detail, we model a system of extent 3 × 3 (in dimensionless units) with a cylinder of radius r = 1 centred in it. Around the system, we add 12 cells of PMLs in each direction. For excitation, we employ an electric dipole source, oriented in the z direction at position r source = (0. 8, 0) T . The temporal profile of the source is given by a narrow Gaussian pulse which ensures a sufficiently broad excitation spectrum. After the source has decayed, we start recording the E z field component at the position of the source for 1000 time units. Afterwards, the resonances and quality factors are extracted from the recorded data by using a filter diagonalization method (FDM) as implemented in the freely available library harminv [33] . The relative error of the extracted frequencies and Q factors of the mode (18, 1) are plotted in figure 1 as a function of the cells per radius. We find the expected quadratic convergence and observe that the frequency has a significantly lower error than the quality factor for the same resolution. In particular, for the frequency the error drops below 1% when we use approximately 32 cells per radius. However, to determine the Q factor to the same level of accuracy, even 128 cells per radius are barely sufficient. For realistic calculations, this behaviour poses a significant problem, since the resonator's quality factor and its associated bandwidth often is the main objective.
To compare the FDTD results with DG calculations, we generate a coarse triangular mesh with an approximate edge length of h 0 = 0.5 at the cylinder surface. Instead of a uniform refinement, we then exploit the advantage of unstructured meshes and concentrate the refinement at the cylinder's interface. Figure 2 shows the coarse mesh and the most refined mesh, where the edge length is reduced by a factor of ten. The convergence of the FDTD and the DG method is plotted in figure 3 as a function of CPU time and memory consumption. It should be noted that all calculations were performed on a single core of a Xeon E5450 processor. Studying the convergence of the frequency obtained by the DG method (figure 3), we observe that calculations with various orders p (only p = 3 and 4 are shown for clarity) all exhibit the same slope. This indicates that our calculations are still mostly limited by the shape of the cylinder surface. Remarkably, for the Q factors the situation is slightly different. Here, the expected convergence order of p + 1 can be observed. This behaviour can be attributed to the dissipative nature of the upwind flux [29] , which dominates the error in the quality factor for insufficient resolutions.
Analysing the computational resources, we find that the DG is significantly slower for this particular problem. The reason lies in the fact that the set-up is relatively small and the runtime is rather short. As a consequence, the computational time for precalculations and other preparations dominates the total runtime. Looking at the memory consumption shown in figure 3(b) , we find that, even for this basic test problem, the DG method requires significantly less memory. However, it should be noted that meep does not implement any of the subgridding techniques mentioned in section 1. Such methods might help to reduce the memory consumption of FDTD.
Disc resonators in TM polarization
Of particular interest for applications are integrated disc and ring resonators, typically produced from semiconductor materials with high refractive indices in the near-infrared spectrum. As an example, we adopt a structure that was theoretically and experimentally investigated by Hagness et al [34] . A sketch of the set-up is shown in figure 4 . The disc has a radius of r = 2.5 μm, while the waveguides are w = 300 nm wide. The distance between disc and waveguides is d = 232 nm and both disc and waveguide are assumed to consist of a material with = 10.24 (n = 3.2).
The aim is to identify the available resonance frequencies and the corresponding quality factors of the disc resonator at wavelengths around λ 0 = 1.55 μm. In order to do so, the authors of [34] employ FDTD calculations with grid spacings of = 13.6 nm. Furthermore, they argue that the staircasing serves as a realistic model for the experimental surface roughness. However, by looking closely at the surfaces of structures fabricated with modern microfabrication methods (see, e.g., [35, 36] ), this claim may no longer be justified.
To investigate the influence of the surface on the performance of a disc resonator, we employ the DG method. For our studies, we generate four different meshes, 'M1' to 'M4', with a number of triangles between 1830 and 4492 as depicted in figure 5 . For each of these meshes, we execute calculations to extract the resonance frequencies of the resonator. In particular, we inject a Gaussian pulse with a sufficiently broad spectrum in the upper waveguide and let it propagate from left to right. During the simulations, we record the electric field at a point P inside the disc (marked by a cross in figure 4 ). Additionally we record the spectral flux through a plane 'B' at the right side of the upper waveguide.
To get an overview of the modes around λ 0 ≈ 1.55 μm, we initially excite the system with a broad-band Gaussian pulse. Since most of the resonances are extremely narrow, a good frequency resolution of 1 nm or better is required. Due to the sampling theorem, this forces us to simulate for rather long times of about 340 ps. The normalized spectrum over the wavelength region of interest can be found in figure 6(a) . By studying at individual peaks (cf figure 6(b) ), we observe how the frequencies shift very slightly with the mesh size. Still, from comparison between the data obtained for M3 and M4, we conclude that our results obtained with M4 are converged to at least four significant digits. It should be noted that all calculations were conducted with fourth-order spatial discretizations.
To obtain more detailed information on the resonances, we also use harminv [33] to analyse the data collected at point P inside the disc. Some of the results are listed in table 1. The individual modes are sorted by their azimuthal order m and their radial order l. We find that the Q factors strongly increase with increasing radial order, which is in contrast to the analytical behaviour expected from (1). For reference, we have also calculated the respective resonance frequencies and Q factors of a dielectric cylinder with radius r = 2.5 μm and refractive index n = 3.2. Comparing those numbers with the resonances of the waveguide-coupled disc resonator, we observe a reasonable agreement in the frequencies, while the Q factors are off by many orders of magnitude. This discrepancy is readily explained by the presence of the waveguides, which offer an additional decay channel for the resonator modes. Furthermore, the waveguides are also the key to understanding why the Q factor increases with higher radial order. For higher values of l, the mode is more localized in the centre of the disc and therefore has less overlap with the waveguide modes. Thus, its lifetime is increased, which over-compensates the lower Q factor caused by the higher radial order.
For completeness, we also compare our resonances to the FDTD results published in [34] . As expected, we find that the frequencies agree well, with deviations below 1%. The Q factors, on the other hand, are significantly reduced in the FDTD calculations. Particularly for the modes of higher radial order, the DG results are up to a factor of 25 higher than those obtained via FDTD. This significant reduction of the Q factors for the FDTD calculations can only be attributed to the artificial surface roughness caused by the staircasing. As alluded to earlier, this constitutes a problem since the quality factor is directly connected to the width of a resonance. Especially for applications as filters, delay lines and sensors the bandwidth of a resonance is the critical value. We see that, even for the case of two-dimensional calculations, the number of gridpoints needed to accurately determine the Q factors with FDTD is prohibitively large.
Finally, we also study some of the modes in more detail, by exciting them individually. To this end, we replace the short waveguide pulse by a continuous-wave source. The frequency is tuned to the individual resonance and a snapshot of the field distribution is recorded after T ≈ 500 ps. From the field distributions depicted in figure 7 , we can directly recognize the azimuthal and radial order of each mode.
Ring resonators in TE polarization
As we have seen in the previous sections, a disc resonator supports modes of higher radial order. While these modes may be useful for certain applications due to their high Q factors, they more often pose a problem. In particular, one cannot realize a device with equidistant resonance frequencies, which is desirable for many filtering applications. Fortunately, there is a well-known and rather simple way to suppress the higherorder radial modes by etching out the centre of the disc. If the resulting ring is sufficiently narrow, it will only support a single mode in the radial direction. To study such a system in more detail, we model a ring as depicted in figure 8 . In contrast to the previous structure, we now work with a twoport device. Our waveguide is assumed to be w = 400 nm wide and the outer radius is taken to be r = 4 μm. Concerning Table 1 . Numerical values for selected resonance frequencies and Q factors of a disc resonator. The calculations with DG and FDTD (as taken from table II in [34] ) are for the disc coupled to waveguides as shown in figure 4 . The cylinder results are obtained from (1) for an isolated dielectric cylinder with parameters r = 2.5 μm and n = 3.2.
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FDTD [34] Isolated cylinder Figure 8 . Schematic set-up of a ring resonator side-coupled to a single waveguide.
the material, we use a refractive index of n = 3 and the system will be considered in TE polarization. Since we are dealing with a two-port device in an all-pass configuration, it makes little sense to look at the spectrum of the transmission. Instead, we will concentrate on the dispersive properties of the system. One of the important characteristics of a resonator coupled to a waveguide is the power coupling coefficient K . It describes what percentage of the energy will be transferred from the waveguide into the ring or vice versa. Intuitively, it is clear that this coupling efficiency is strongly influenced by the distance between the ring and the waveguide. Furthermore, it depends on the radius and it is a function of the wavelength. To determine K numerically, we measure the flux across surface C (cf figure 8) and normalize it to the incoming flux measured at plane A. For this calculation, we need to take care that the simulation is terminated before the pulse has finished its first round-trip and returns to C for a second time.
In figure 10 , we display the wavelength dependence of the power coupling coefficient K for different gap widths as computed with DGTD. As expected, the coupling efficiency strongly increases if we reduce the distance between ring and waveguide. As the gap between waveguide and ring gets smaller, the structure becomes increasingly more difficult to resolve numerically. It is in such situations where the DG method may be utilized best, since the adaptive mesh allows us to locally refine the geometry (see figure 9 ). All calculations were done with several refinements and expansion orders to ensure numerical convergence. The mesh shown in figure 9 , in combination with a fourth-order discretization, was found sufficient to achieve results converged to at least three significant digits.
As discussed above, the all-pass set-up does not allow for outcoupling of certain frequencies. However, the phase response of the system is still strongly frequency-dependent, as the resonant parts of the spectrum will be delayed considerably. This introduces a so-called group delay, which allows us to use such devices for dispersion compensation [5, 10] . The group delay is also relevant for realizations of all-optical buffers and delay lines [8] . Formally, the group delay is defined as
where (ω) represents the phase difference between the left and the right port. For a lossless ring and in the limit K 1, we can express this phase difference analytically as [10] (ω) = tan
with the round-trip phase shift
Here, n eff is the effective index of the waveguide [37] , while r denotes the outer radius of the ring. Thus, we have two options for calculating the group delay. First, we can numerically record the phase delay between the two ends of the waveguide. From a numerical differentiation according to (2), we directly obtain the group delay. As a second option, we can exploit expression (3) to analytically calculate the group delay for a given coupling strength K . While the coupling must still be obtained numerically, the second method eliminates all influence of numerical dispersion and artificial surface roughness. In figure 11 , we present the results obtained via both approaches. We find that, for the DG results presented in figure 11 (a), both approaches agree very well. The minor deviations can be attributed to the approximations used in deriving (3) .
For comparison, we present results from the analysis with the freely available FDTD package meep [19] . The data for three different discretizations, = 40, 20 and 10 nm, is shown in figure 11(b) . Interestingly, even the most refined calculations still show a notable deviation from the semianalytic and from the DG result. To account for this difference, we have to consider two effects. A first contribution stems from an insufficient resolution of the geometry. Despite the sophisticated sub-pixel smoothing employed by meep [19] , the finite size of the discretization cells results in a uncertainty in the precise value of the radius for the discretized ring. Indeed, by varying the radius in (4) of the order of the lattice spacing, we manage to superimpose the semi-analytic with the numerical solution (not shown here). However, there is a second contribution, which results from the anisotropy of the phase velocity observed in FDTD calculations [11] . For second-order FDTD computations, as employed here, the propagation is slower along the Cartesian axes than along the diagonals. As a consequence, the wave in the waveguide (parallel to the axes) is delayed when compared to the wave propagating in the ring (average over all directions). This leads to an effective round-trip phase shift and therefore also slightly changes the resonance frequency.
Regarding the computational resources, the DG calculation took 12 h on a single core of a Xeon E5450 processor. In total, the calculation required only 367 kB of memory. The corresponding meep calculations with = 10 nm took over 75 h on the same computer and used 65 MB of memory. Thus, the DG calculations were approximately a factor of 6 faster. While the absolute time of these calculations could have been reduced by using a parallel implementation of the algorithms, we do not expect that this would have a dramatic effect on the ratio.
Discussion and conclusions
When comparing the simulation results it is evident that both methods show advantages. The FDTD method has been extensively studied and is well documented. Custom code can be easily generated or one of the many existing packages can be employed for complex simulations. When the computational domain is not too large, sufficient convergence can generally be achieved with standard hardware. In addition, parallel versions of the FDTD method are relatively easy to implement and allow linear scaling of computational resources. However, simulation problems with geometrical features on different length scales or curved objects are difficult to tackle with FDTD code. Both require high grid resolution and thus impose challenges for simulation time and memory consumption. In addition, the anisotropic numerical dispersion may distort phase-sensitive calculation results.
These issues are not present for the DGTD method. Memory consumption is drastically reduced, because the DGTD method converges superlinearly. Curved boundaries can be efficiently described with unstructured meshes. Numerical dispersion is also greatly reduced with respect to the FDTD method. However, these benefits are accompanied by increased mathematical complexity of the algorithm. In addition, the computational overhead for initialization of the DGTD updating equations is significantly higher than for the FDTD method. Therefore the FDTD method may be a faster alternative when computational domains of limited size are being considered. For complex geometries and large-scale simulations the DGTD method will be the method of choice. As discussed in section 1, parallel implementations of the DG algorithm are also available and can thus be employed to further enhance the scalability of the algorithm.
In conclusion, we have demonstrated that the DG method is well suited for the simulation of integrated dielectric resonator structures. It exhibits two distinct advantages over the traditional FDTD method, which help to achieve accurate and well-converged results. First, adaptive meshes allow us to precisely model arbitrary geometries. Second, the higherorder nature of the method suppresses the effects of numerical dispersion so that, for instance, reliable computations of the group delay become possible. In combination, these features allow for the investigation of large-scale dielectric structures with reasonable computational effort. In addition, the DG method also hold great promise for further improvement. In particular, the implementation of curvilinear elements should significantly enhance the performance and accuracy of simulations with rounded geometries.
