Abstract: Clustered interval-censored failure time data are commonly encountered in many medical settings. In such situations, one issue that often arises in practice is that the cluster size is related to the risk for the outcome of interest. It is well-known that ignoring the informativeness of the cluster size can result in biased parameter estimates. In this article, we consider regression analysis of clustered interval-censored data with informative cluster size with the focus on semiparametric methods. For the problem, two approaches are presented and investigated. One is a within-cluster resampling procedure and the other is a weighted estimating equation approach. Unlike previously published methods, the new approaches take into account cluster sizes and heterogeneous correlation structures without imposing strong parametric assumptions. A simulation experiment is carried out to evaluate the performance of the proposed approaches and indicates that they perform well for practical situations. The approaches are applied to a lymphatic filariasis study that motivated this study.
Introduction
Interval-censored failure time data arise in numerous medical settings and in such situations, the time to an event of interest cannot be exactly observed, but is known only to lie between certain time intervals. For example, in clinical trials, patients are often examined at pre-scheduled visits or more generally a sequence of patient-specific time points. In this case, it is clear that the exact occurrence of a clinical event of interest cannot be observed and instead the occurrence can be only known to be between two visits, thus yielding intervalcensored data [1] . Such data become clustered interval-censored failure time data if there are two or more associated failure events of interest involved. In dental or family disease studies, for example, all teeth of the same person or all members of the same family are naturally clustered together. The cluster size, defined as the number of subunits within each cluster could be fixed or may be a random variable related to the failure times of interest. The latter case is often referred to as clustered data with informative cluster size.
Data with informative cluster size arise when cluster size may change and contain relevant information about the risk for the outcome of interest. For example, in a dental study, the effects of behavioral factors such as cigarette smoking and hygiene status may predict tooth survival for the patients with chronic periodontitis. The patients with more teeth may have higher molar survival probability, and in this case, the number of teeth at initiation is likely informative about tooth survival. For such data, it is obvious that one may obtain biased results if applying the standard methods developed for the analysis of clustered intervalcensored data that treat cluster sizes as non-informative constants.
A more specific example of clustered interval-censored failure time data with informative cluster size, that motivated this study, is given by a lymphatic filariasis (LF) study conducted in Brazil, which compared the effect of co-administration of diethylcarbamazine and albendazole (DEC/ALB) (new treatment) versus DEC alone (standard treatment) for the treatment of LF (Williamson et al. 2007 ). The cause of the LF is Wuchereria bancrofti, a thread like worm. W. bancrofti larvae can be transmitted by infected mosquitoes to the lymphatic vessels and develop into adult filial worms residing in nests in blood vessels. The live/death status of the adult worms can be monitored by ultrasound. In the study, 47 participants were periodically examined by ultrasound and followed for 1 year after their treatment, with 25 on DEC treatment and 22 on DEC/ALB treatment. They were periodically examined by ultrasound to check if the worms were still alive. For the times to the clearance of the worms in each nest, the variable of interest, only clustered intervalcensored data are available with each study subject as a cluster and the cluster size being the number of nests of adult filial worms in each subject. The number of nests per subject ranges from 1 to 5, and it was shown that the time to clearance was positively related to the number of nests (i.e. cluster size) that a subject had [2] . The average percentage of nests cleared during the 1 year follow-up was 82% for the participants with one nest but only 33% in the participants with four or five nests. More details about the study are given in Section 4.
There exists an extensive literature on regression analysis of clustered right-censored failure time data where the cluster size has no relevant information for the failures times of interest [3] [4] [5] . At the same time, some methods for clustered data have also been developed for the situation where the cluster size is informative. For example, Dunson et al. [6] developed a Bayesian procedure that models the relationship between the failure times of interest and the cluster size through a latent variable. Williamson et al. [7] proposed a modified generalized estimating equation (GEE) method [8] and in the approach, the estimating equation is inversely and equally weighted by cluster sizes. Cong et al. [9] and Williamson et al. (2007) presented some weighted score function approach and within-cluster resampling (WCR) procedure in rightcensored data. The former is essentially a weighted estimating equation (WEE) approach, whereas the latter samples a single subject from each cluster and transforms the data to usual univariate failure time data. In the WCR procedure, one observation is randomly sampled with replacement from each of the N clusters. The resampled dataset of size N can then be analyzed by a generalized linear model, since the observations in the resampled data are independent. If this process is repeated a large number of times, say Q, where each of the Q analysis provides a consistent estimator of parameter of interest, one can estimate the WCR estimates by taking the average of the Q resample-based estimates. The key idea behind the WCR procedure is to avoid the correlation problem among the subjects within the same cluster. On the other hand, the method can be computationally intensive.
Although there exists a relatively less literature on regression analysis of interval-censored failure time data, many authors have discussed the problem [1, 10, Li and Pu [11] ]. However, there basically exists little research on clustered interval-censored data with informative cluster size except Zhang and Sun [12] , who generalized the parametric approach given in Williamson et al. (2007) to clustered interval-censored failure time data. In addition, Kim [13] proposed a joint modeling approach to address both the association among failure times from the same cluster and the dependency of failure times on cluster size based on intervalcensored data. However, in that article, the cluster size was incorporated as a covariate in the joint model, which may not be appropriate in some situations. When taking the cluster size as a covariate, the covariate effect is based on a randomly selected individual given a certain number of individuals that a cluster has. Our inferences in this article focus on the covariate effect on a randomly selected cluster with a random number of subunits, with the informative cluster size properly adjusted.
Specifically, we present a semiparametric approach under the proportional hazards model. A semiparametric procedure is preferred over a parametric one, since the former is more flexible in terms of model assumption. To estimate the unknown parameters, we apply the maximum likelihood approach to maximize the likelihood function, which involves a vector of finite-dimensional regression parameters and an infinitedimensional nuisance parameter function [1] . Both the regression parameters and the nuisance function need to be estimated together, which could be very difficult. For this, we adopt the sieve maximum likelihood method discussed by Huang and Rossini [14] and establish estimating equations for regression parameters and baseline hazards simultaneously. It approximates the infinite-dimensional nuisance function by piecewise linear functions and usually gives the faster convergence than the maximum likelihood approach.
In the remainder of this article, we first introduce in Section 2 some notation and then present two procedures for estimating covariate effects on clustered interval-censored failure time data with informative cluster size. In both procedures, we assume that the failure times of interest follow the proportional hazards model marginally and leave both the relationship among correlated failure times and the relationship between the failure times and the cluster sizes arbitrary. The first procedure is a WCR-based approach, and its main advantage is that it can be relatively easily implemented. The second procedure is a WEE-based approach and can be regarded as a generalization of the method given in Williamson et al. (2007) . Section 3 gives some results from a simulation study conducted for evaluating the performance of the proposed estimation procedures, and the results indicate that the procedures perform well in practical situations. In Section 4, we apply the proposed methodology to the LF data discussed above, and Section 5 contains discussion and concluding remarks.
Estimation procedures
Consider a survival study that includes N independent clusters and in which each cluster includes some possibly related subunits. Let T ij denote the failure time of interest for the jth subunit in the ith cluster with an associated vector of covariates X ij , i ¼ 1; . . . ; N, j ¼ 1; . . . ; n i , where n i is the cluster size of the ith cluster. The covariates could be cluster-specific or subunit-specific. Under the scenario that the survival time T ij of a randomly chosen subunit from a randomly chosen cluster is independent of cluster size n i 's, we assume it follows the proportional hazards model Cox DR 1975 [18] with the hazard function
given X ij . Of note, the real failure times T ij 's in clustered interval-censored data with informative cluster size are correlated with cluster size n i . Here, λ o ðtÞ denotes an unknown baseline hazard function, and β is the vector of regression parameters. Under the model [1] , the marginal survival function of T ij has the form
where Λ o ðtÞ ¼ Ð t 0 λ 0 ðsÞds denotes the baseline cumulative hazard function and X is the vector of covariates. In the following, we assume that the failure times of interest T ij 's may be related to the cluster size n i s, and the main goal is to estimate regression parameters β.
Suppose only interval-censored data are available and given by fðL ij ; R ij ; i ¼ 1; . . . ; N ; j ¼ 1; . . . ; n i g. Here ðL ij ; R ij denotes the interval within which subject j in cluster i is observed to fail. That is, T ij 2 ðL ij ; R ij . We assume that L ij and R ij are independent of T ij given the covariates X ij . Thus, the likelihood contribution from subject j in cluster i is given by
where ΛðL ij Þ and ΛðR ij Þ are cumulative hazard functions at time L ij and R ij .
To estimate β, we first present a resampling-based estimation procedure and then an estimating equation-based one.
A resampling-based estimation procedure
To estimate β, a commonly used method is to apply the maximum likelihood approach, which would require the specification of the joint distribution of T i1 ; . . . ; T in i . However, it is not quite easy for correlated data. To avoid this, one can construct new sets of data that consist one observation from each cluster by using the WCR approach and make every new data set an independent sample. Another complicated issue in fitting model [1] is the estimation of the infinite-dimensionality of Λ 0 . For this, following Huang and Rossini [14] , we propose to employ the sieve estimation approach that approximates Λ 0 ðtÞ by piecewise linear functions. Specifically, let t 0 ¼ 0 < t 1 < Á Á Á < t m ¼ τ denote a set of partition time points, where τ denotes the longest follow-up time. Assume the baseline cumulative hazard function Λ 0 ðtÞ can be approximated by piecewise linear function 
It is apparent that L q ðθÞ is the observed likelihood function if n i ¼ 1 for all i. By following Hoffman et al. [15] , one can estimate θ byθ
and approximate the distribution ofθ 1 by the multivariate normal distribution with the covariance matrix
In the above,V q denotes the estimate of the covariance matrix of e θ q given by the inverse of the observed Fisher information matrix from L q ðθÞ:
An estimating equation-based procedure
The main advantage of the WCR-based estimation procedure described above is its simplicity and flexibility in its implementation, as one can apply the algorithms developed for independent interval-censored failure time data [10] and it remains valid when cluster size is informative.
As mentioned above, to use the maximum likelihood approach, one needs to specify the joint distribution of T i1 ; . . . ; T in i . If one is willing to treat T i1 ; . . . ; T in i as independent, then the following pseudo-likelihood function
could be used for estimation of β and Λ 0 conditional on the cluster sizes n i s. This would yield the following score estimating equation 
It is easy to see that both U β ðβ; αÞ and U α ðβ; αÞ are weighted score functions. Similar ideas have been used by Wei et al. [16] . Letθ 2 denote the estimates of β and α given by the estimating eqs [5] and [6] , which can be solved by, for example, the Newton-Raphson algorithm. It can be shown that they are consistent and their joint distribution can be approximated by the multivariate normal distribution with the covariance matrix that can be consistently estimated by b
A simulation study
We conducted a simulation study to evaluate the performance of the two estimation procedures presented in the previous section with the focus on estimation of the regression parameter β. In the simulation, it was assumed that there existed two covariates X 1i and X 2ij with X 1i being the cluster-specific covariate taking value 0 or 1 with probability 0.5 and X 2ij being the subject-specific covariate generated from a uniform distribution over (0, 70). To generate the clustered failure times T ij s, we assumed that there existed a random sample of latent variables W i s and, given W i s, the T ij 's were independent and followed the exponential distribution
, and λ. It was assumed that the W i s follow the positive stable distribution defined by
where a is a positive constant (0 < α < 1) [19] , E i is a random number from the exponential distribution with mean one, and
with U i being equal to π times a random number from the uniform distribution over (0,1). The constant a above represents the correlation among the failure times within a cluster with a ! 1 corresponding to the independent case and a ! 0 meaning that they are completely determined by each other. It can be easily proved by Laplace transformation that for given β marginal survival function [2] will be β 1 ¼ aβ
It was assumed that the informative cluster sizes were related to the W i s. If W i was less than or equal to the median of the positive stable distribution, n i was assumed to follow the binomial distribution Bð7; 0:75Þ and otherwise to follow the binomial distribution Bð7; 0:25Þ. In both cases, the size 0 and 7 were discarded.
For the generation of censoring intervals, we assumed that L ij and R ij followed the uniform distribution over the region fðl; rÞ; 0 l 3; l r l þ 4g. With respect to the estimation of Λ 0 , the results given below are based on seven equally spaced time intervals with the number of knots m ¼ 7. We tried different m and obtained similar results. In this simulation, we took ðβ Ã 1 ; β Ã 2 Þ ¼ ð1:0; 1:0Þ and α = 0.2, 0.5, and 0.8 corresponding to different correlation levels. Table 1 presents the simulation results on estimation of β 1 and β 2 with N ¼ 50 and β 1 and β 2 being ð0:2; 0:2Þ, ð0:5; 0:5Þ, or ð0:8; 0:8Þ based on 1,000 replications. The results include the means of the estimates given by each of the two procedures (MEAN), the averages of the estimated standard errors of the estimates (ESE), and the sample standard deviations of the estimates based on the simulated data (STD). In addition to the two estimates of β proposed in Section 2, for comparison, we also calculated and include in the table the estimates obtained by using the estimating eqs [5] and [6] with setting all n i ¼ 1, thus ignoring the informativeness of cluster size. The resulting estimates are referred to as the unweighted estimating equation estimates (UWEE) in the table, while the two estimates proposed in Section 2 are referred to as the WEE estimates (WEEE) and the WCR estimates (WCRE), respectively. For WCRE, the results are based on Q ¼ 1; 000. The results above indicate that both proposed estimation procedures seem to work well, especially for cluster-specific covariates. For the unit-specific covariates, there seems to exist some biases for the WEEbased estimates with the number of clusters N ¼ 50. They disappeared when we increased the number of clusters to N ¼ 500, for which the results are given in Table 2 . Also one can see from Tables 1 and 2 that the UWEE seems to be biased. In other words, the strategy of weighting each cluster by the inverse of the cluster size indeed seems to effectively reduce biases that could be introduced by the informative cluster size.
Analysis of the lymphatic filariasis study
In this section, we apply the inference procedures proposed in Section 2 to the LF study discussed earlier on examining the effect of the co-administration of DEC and ALB against DEC alone for the LF treatment. ALB is an anti-parasitic drug, which is commonly used to treat interstima worm infections. When co-administered with DEC it helps break the cycle of LF transmission between mosquitoes and humans, and by using ultrasound the doctor can detect the movement of the living adult worms. As mentioned above, the study consists of 47 men followed for 1 year and periodically examined by ultrasound to determine whether any of the worms were still alive in the nests. The variable of interest is the time to the clearance of the worms in each nest. It took much longer to clear a nest in the men with more nests than in the men with fewer nests. In other words, the cluster size seems to be informative. Among 47 study subjects, 22 received the co-administration of DEC and ALB, while the others were given DEC alone. In total, 78 adult worm nests were detected by ultrasound and the cluster size, n i , ranged from 1 to 5. Two covariates were of particular interest to the investigators. One is of course the treatment indicator, and the other is the age of the subject in years at baseline, ranging from 16 to 66. The observation time ranges from 0 to 360 days. In the analysis below, we chose 18 equally spaced time intervals and set τ ¼ 360.
For subject i, define X 1i to be 0 if subject i was given the co-administration of DEC and ALB and 1 otherwise and let X 2i be the age of the subject, i ¼ 1; . . . ; 47. Note that here we only have cluster-specific covariates. Table 3 presents the estimated covariate effects given by the two estimation procedures proposed in the previous sections. The results include the estimated treatment and age effects on the time to the clearance of the worms along with the p-values for testing the effects equal to zero. They suggest that there seems to be no significant difference between the co-administration of DEC and ALB and the use of DEC alone for the LF treatment. On the other hand, the patient age seems to be a significant factor related to the clearance of the worms. These results are similar to those given in Zhang et al. (2010) based on the parametric analysis.
In Table 3 , we presented several estimated treatment and age effects given by WCRE with the use of different values for Q. As shown in the simulation, the estimates seem to be robust for Q greater than 100. For the data here, we also performed the analysis by using different number of knots m (m ¼ 6; 9; 12; 18; 60), the number of knots in the sieve approach for the approximation of the baseline cumulative hazard function, and the results are given in Table 4 . We choose equally spaced knots between 0 and 36. It can be seen that all estimates are comparable. This article discussed regression analysis of clustered interval-censored failure time data with informative cluster sizes. There are two issues need to be addressed to conduct a valid analysis: one is to take into account the correlation among the failure times within the same cluster and the other is to deal with the informative cluster size. As shown in the simulation study, the analysis would give biased estimates if the informativeness of the cluster size is ignored. Interval-censoring makes the analysis very difficult, as it introduces the incompleteness of the observed data and limits the amount of relevant information observed. Considering these issues, two semiparametric procedures, a WCR-based procedure and a WEE-based procedure, were developed. In the first procedure, to deal with the estimation of the baseline cumulative hazard function, we used the sieve maximum likelihood method. The simulation study conducted indicates that both procedures work well for practical situations. As mentioned before, the main advantage of the WCR-based procedure is that it can be easily implemented. On the other hand, it could be computationally intensive. To implement it, one needs to choose the number of resamples Q, the number of knots m, and the location of the knots. The simulation results suggest that the resulted estimates of regression parameters seem to be robust with the selections. In the WEE-based procedure, we use the inverse of the cluster size as the weight to adjust for the informative cluster size, but this is not the only choice. One could apply more general weights such as some functions of cluster sizes into weight. One may also want to include the information about censoring intervals ðL ij ; R ij Þ. It would be useful to investigate such generalized estimation procedures and determine some optimal weights.
Note that both estimation procedures proposed here are marginal approaches, which have the advantage in that they leave the correlation among failure times within the same cluster arbitrary. GEE-based approaches are easy to compute and robust to the misspecification of higher-order correlations among family members. However, they may suffer from the loss of efficiency. An alternative is to develop joint modeling approaches for clustered interval-censored data with informative cluster size using a shared frailty through a full likelihood procedure. It would be attractive if one is interested in the determination of the correlation and dependence structure. Another direction for future research is to develop formal methods that can be used to detect or test the informativeness of cluster sizes in clustered failure time data. A simple and informal approach is to divide study subjects or clusters into groups based on cluster sizes and to compare some characteristics. Also it is interesting to develop some procedures for model checking or the goodness-of-fit test of the marginal model [1, 20] .
