We present a new set of oscillator strengths for 142 Fe ii lines in the wavelength range 4000-8000 Å. Our g f -values are both accurate and precise, because each multiplet was globally normalized using laboratory data (accuracy), while the relative g f -values of individual lines within a given multiplet were obtained from theoretical calculations (precision). Our line list was tested with the Sun and high-resolution (R ≈ 10 5 ), high-S/N (≈ 700-900) Keck+HIRES spectra of the metal-poor stars HD 148816 and HD 140283, for which line-to-line scatter (σ) in the iron abundances from Fe ii lines as low as 0.03, 0.04, and 0.05 dex are found, respectively. For these three stars the standard error in the mean iron abundance from Fe ii lines is negligible (σ mean ≤ 0.01 dex). The mean solar iron abundance obtained using our g f -values and different model atmospheres is A Fe = 7.45 (σ = 0.02).
Introduction
The iron abundance determined from Fe ii lines is more reliable than that obtained from Fe i lines, as Fe ii depends little on the details in the temperature structure of model atmospheres and it is almost immune to departures from LTE (e.g. Thévenin & Idiart 1999; Shchukina & Trujillo Bueno 2001; Gehren et al. 2001; Asplund 2005) . Although some authors argue that small departures from LTE may be present for Fe ii (e.g. Shchukina, Trujillo Bueno & Asplund 2005; Meléndez et al. 2006a) , the effects are much less for Fe ii than for Fe i. Thus, Fe ii has recently been used as the preferred indicator for iron abundances in F-G-K type stars (e.g. Nissen et al. 2002 Nissen et al. , 2004 Nissen et al. , 2007 Meléndez & Barbuy 2002; Kraft & Ivans 2003; Asplund et al. 2006; Meléndez et al. 2006a; Ramirez et al. 2006) , although some problems may be present for metal-rich late K dwarfs (e.g. Yong et al. 2004; Ramirez, Allende Prieto & Lambert 2007) .
The robustness of Fe ii is undermined by the uncertainty in their g f -values. As is well known in the literature, there is a lack of precise transition probabilities for Fe ii lines, so that even the best available laboratory data introduce large uncertainties (at the level of 0.1 dex) in the determination of iron abundances (see e.g. Grevesse & Sauval 1999) . New laboratory experiments and theoretical calculations (see Fuhr & Wiese 2006 and references therein) have not improved the situation, as will be shown in Sects. 3-4. During the last few years we have critically evaluated each Fe ii multiplet (as first described in Meléndez & Barbuy 2002) , in order to improve the precision of the available data. Our whole line list has never been fully described or published, yet it is already being widely used in the literature (Meléndez & Barbuy 2002; Barbuy et al. 2006 Barbuy et al. , 2007 Coelho et al. 2005; Meléndez et al. 2006a Meléndez et al. , 2006b Alves-Brito et al. 2005 Zoccali et al. 2004; Smiljanic et al. 2006 Smiljanic et al. , 2008 Allen & Barbuy 2006;  ⋆ Based in part on observations obtained at the W. M. Keck Observatory, which is operated jointly by the California Institute of Technology, the University of California, and the National Aeronautics and Space Administration. Ramirez et al. 2006; Ramirez, Allende Prieto & Lambert 2007 , Hekker & Meléndez 2007 Santos et al. 2009 ). In the present paper we present our improved oscillator strengths for Fe ii lines, and we show that they are very precise and accurate and should be adopted until better laboratory and theoretical data are available.
Improved oscillator strengths
Even though the bulk of laboratory g f -values are probably correct on an absolute scale; i.e., they are probably accurate, the oscillator strengths have large uncertainties on a line-by-line basis, meaning that they are imprecise. On the other hand, theoretical calculations are not always correct on an absolute scale, but the theoretical relative line ratios within multiplets are reliable, except probably for lines with low f -values; as indicated by our tests using Fe i and Fe ii lines, the relative agreement between theoretical and laboratory g f -values worsens for decreasing line strength (note that this behaviour has also been noted by other authors, e.g. Goldbach, Martin & Nollez 1989; Pickering, Johansson & Smith 2001) , probably due to the difficulties in computing reliably g f -values for these lines (see e.g. Biémont et al. 1991; Raassen & Uylings 1998) . In Meléndez & Barbuy (2002) we exploited the advantages of both laboratory and theoretical methods, adopting relative line ratios within a given multiplet from theoretical calculations, whereas the absolute transition probabilities for each multiplet were determined from laboratory measurements. For the present work we revised the g f -values of Fe ii lines, using new laboratory and theoretical data.
We have adopted theoretical g f -values by Biémont et al. (1991) , Raassen & Uylings (1998) , and recent calculations by R. L. Kurucz 1 . Those data were calibrated with the following experimental data: lifetimes of upper levels from Schnabel, SchultzJohanning & Kock (2004) , Schnabel, Kock, & Holweger (1999) , Note.-Lines from multiplets normalized using laboratory data are labelled L, and the Sun S . The broadening constants C 6 are based on cross-section calculations by Barklem & Aspelund-Johansson (2005) . Schnabel & Kock (2001) , Guo et al. (1992) , Hannaford et al. (1992) , and Biémont et al. (1991) , and branching fractions by , Pauls, Grevesse, & Huber (1990) , and Kroll & Kock (1987) . The (absorption) oscillator strength f lu is related to the branching fraction (BF lu ) and the lifetime (τ u ) by (e.g. Hannaford 1994 ):
where τ u is given in ns and the wavelength of the transition λ in Å; l and u represent the lower and upper levels, respectively; g l and g u are the statistical weights of the lower and upper levels, respectively, which depend on the total angular momentum of the level, i.e. on the quantum number J:
Since the ratio BF/τ is equivalent to the transition probability A (= BF/τ), the oscillator strength can also be obtained from
where A ul is given in 10 9 s −1 and λ in Å.
When no laboratory measurement for any line of a multiplet was available, the relative oscillator strengths were derived from theoretical calculations, but the absolute g f -values of the multiplet were obtained from an inverse analysis based on the National Solar Observatory FTS solar flux spectrum by Hinkle et al. (2000) , which is essentially the same spectrum as was previously published by Kurucz et al. (1984) but corrected for telluric absorption. The solar analysis was performed with the codes ABON 2002 (Spite 1967 ) and MOOG 2002 (Sneden 1973 , using a spatially and temporally averaged 3D solar model atmosphere (hereafter <3D>; Asplund et al. 2004 ) and adopting a solar abundance obtained with the <3D> model and the previously determined laboratory g f -values of the Fe ii lines and with interaction constants C 6 computed from broadening cross-sections σ calculated by Barklem & Aspelund-Johansson (2005) , using the following relation (derived from Gray (2005) , as described in Coelho et al. (2005) ):
where the cross-section σ is given in atomic units and the interaction constant C 6 in cm 6 s −1 . When the relative line ratios predicted by the theoretical calculations fail to reproduce the observed solar line ratios within a given multiplet, we preferred to adopt g f -values based entirely on laboratory measurements or to make slight corrections (usually no larger than 0.1 dex) to reproduce the solar spectrum better. This was mainly the case for weak lines, because their theoretical line ratios may be incorrect.
The complete line list of 142 Fe ii lines is given in Table 1 , where g f -values based on laboratory or solar measurements are labelled L or S , respectively. The C 6 constants computed from Eq. (3) are also given in the Table 1 . For five lines (given between parenthesis in Table 1 ) cross-sections were not explicitly computed by Barklem & Aspelund-Johansson (2005) . In those cases we obtained C 6 from other lines of the same multiplet.
The procedure adopted here is very time-consuming, as each multiplet is evaluated individually, but the results are worthwhile and will significantly improve the precision of iron abundances obtained from Fe ii lines, as shown in the next sections.
The solar iron abundance
As discussed by Grevesse & Sauval (1999) , it is very disappointing that accurate transition probabilities are known for only a very few Fe ii lines, making the iron abundance obtained from Fe ii very uncertain, with a line-to-line scatter as high as 0.1 dex.
To test that our g f -values reduce the scatter in the solar iron abundance, we rescaled a few representative solar iron abundance determinations from the literature using a total of 43 different Fe ii lines (Biémont et al. 1991; Hannaford et al. 1992; Schnabel et al. 1999; Asplund et al. 2000) . Since the scatter in the abundances is very high, we have used the median instead of the average here (and in the next section). The results are shown in Table 2 and Figures 1-4 . We succeed in all cases to lower the uncertainties significantly, with an improvement as high as almost a factor of 3 for the Hannaford et al. (1992) Table 3 . Centre-of-the-disk equivalent widths used to determine the solar iron abundance from different model atmospheres (Table 4 ). The EW are the average values presented in Holweger et al. (1990) , Biémont et al. (1991) , Hannaford et al. (1992) , and Grevesse & Sauval (1999 Given the importance of the solar iron abundance as a standard reference in astronomy, we have computed its abundance using our g f -values for the 15 lines analysed in Hannaford et al. (1992) . The (centre of the disk) equivalent widths adopted here are shown in Table 3 ; they are the average of the measurements presented in Holweger et al. (1990) , Biémont et al. (1991) , Hannaford et al. (1992) , and Grevesse & Sauval (1999) . The calculations were performed with MOOG 2002 using six model atmospheres: the Holweger & Müller (1974) model atmosphere, Kurucz overshooting (Castelli et al. 1997 ) and the latest no-overshooting (Castelli & Kurucz 2004 ) models, the MARCS 1997 (Asplund et al. 1997 ) and MARCS 2008 (Gustafsson et al. 2008 ) models, and the <3D> solar model . The results are shown in Table 4 , where rescaled results based on a three-dimensional hydrodynamical model of the solar atmosphere (Asplund et al. 2000) are also presented. The individual iron abundances for each model atmosphere have a very low line-to-line scatter (σ < 0.03 dex) and the standard error (σ mean = σ/ √ n) for the mean value is negligible (σ mean < 0.01 dex). The different models give about the same result, A Fe ≈ 7.45 (σ = 0.02), but values as low as 7.42-7.43 (e.g. see Fig. 5 for the MARCS 2008 model), i.e., slightly lower than the meteoritic iron abundance, are not unlikely, although alternatively it may imply that the transformation between the solar and meteoritic abundance scales may be slightly in error. Interestingly, a recent work by Meléndez et al. (2009) , in a comparison of the Sun with solar twins, shows that the solar photosphere may be slightly depleted in refractory elements (including iron). 
The metal-poor stars HD 140283 and HD 148816
As shown in Sect. 3, our g f -values are adequate for solar metallicity stars. However, many Fe ii lines that are useful in metalpoor stars are blended or too strong in the Sun. Therefore, we performed further tests of our line list using the metal-poor stars HD 148816 and HD 140283, which have roughly solar effective temperature, but an iron abundance about 5 times and 200 times lower than in the Sun, respectively. The sample stars were observed with HIRES (Vogt et al. 1994 ) at the Keck I telescope in June 2005, i.e., after the HIRES 5 was achieved using a 0.4"-wide slit. The combined spectra of HD 140283 have S/N of about 800 and 900 per pixel at 5000 and 6500 Å, respectively, while in the case of HD 148816 we achieved S/N of ≈ 700 and 800 in the same regions.
The superb quality of the spectra guarantees a very stringent test of our line list, as the photon noise will not significantly influence the line-to-line scatter in the iron abundance. A full description of the data for these and other metal-poor stars observed for the determination of isotopic lithium abundances and tests of stellar parameters and model atmospheres will be presented in Asplund & Meléndez (2009, in preparation) and Meléndez et al. (2009, in preparation) .
The spectra of HD 140283 and HD 148816 were scrutinized for relatively clean Fe ii lines, resulting in a total of 27 different lines appropriate for analysis, with 20 suitable lines available in HD 140283 and 23 in HD 148816. In Table 5 we show the equivalent widths measured using IRAF. The calculations were performed using the 2002 version of MOOG (Sneden 1973) and employing Kurucz overshooting model atmospheres. The stellar parameters were determined following Meléndez et al. (2006a) and are presented in Table 6 . Since here we are interested in the line-to-line scatter due to errors in the g f -values, the specific choice of model atmosphere and stellar parameters is irrelevant. In addition to the test of our g f -values, we also tested the critical compilation of atomic transition probabilities by Fuhr & Wiese (2006) .
The results are shown in Table 6 and Figs. 6 and 7. As can be seen, the present line list is precise, providing a line-to-line scatter in the iron abundance as low as 0.04 dex in the case of HD 148816, while for the same star the line list of Fuhr & Wiese (2006) provides an uncomfortably large scatter of 0.18 dex. For star HD 140283, which is much more metal-poor, the scatter obtained with our line list is 0.01 dex higher than for the moderately metal-poor star HD 148816, as expected due to the faintness of some Fe ii lines in HD 140283. Our scatter of 0.05 dex for HD 140283 is considerably lower than the scatter of 0.11 dex obtained from the FW06 compilation. The performance of the FW06 line list is much worse for HD 148816 (σ = 0.18 dex) than for HD 140283 (σ = 0.11 dex), while in our case the performance was about the same (σ = 0.04 and 0.05 dex). Thus, our line list is almost immune to the particular choice of lines and can be safely applied even when only a few lines are available for analysis.
Comparison with other line lists
In their work on RR Lyrae stars, Lambert et al. (1996) performed a critical selection of oscillator strengths for Fe ii lines based on a combination of laboratory, theoretical, and solar g f -values. The agreement with our work is very good, with a mean difference of only -0.01 dex (this work -Lambert et al.) and σ = 0.06 dex.
We also compared our g f -values with other values in the literature. This is shown in Table 7 , where the mean difference, the line-to-line scatter (σ), and the number of lines in common are given for 18 different works in the literature. As can be seen, the g f -values adopted by most works have a zero-point in agreement with ours within 0.02 dex, but in some cases the standard deviation is too great (Aoki et al. 2005; Ivans et al. 2006) . In other cases, both the mean difference and scatter are too large (Blackwell et al. 1980; Bensby et al. 2003; François et al. 2003) .
The large difference in zero point with both Blackwell et al. (1980) and Gurtovenko & Kostik (1989) stem from a much higher solar iron abundance used by them in their derivation of solar oscillator strengths. The Gurtovenko & Kostik (1989) set of solar g f -values seems precise (σ = 0.05), with even lower scatter than the set of solar g f -values recently obtained by Sousa et al. (2008) .
The large difference in zero point with the g f -values used by Bensby et al. (2003) is due to their use of uncorrected theoretical oscillator strengths by Raassen & Uylings (1998) . The log g f -value of the 4993.36 Å Fe ii line given in Bensby et al. Raassen & Uylings (1998) , log g f = -3.68 for the 4993.36 Å line. Besides the zero-point issue, the scatter of the g f -values used by Bensby et al. is also relatively large (σ = 0.08 dex). Thus, the Raassen & Uylings (1998) oscillator strengths are not recommended due to both their inaccuracy and imprecision. This set of g f -values has been also used by Lecureur et al. (2007) in the analysis of metal-rich Bulge giants. Care should be taken when studying such metal-rich cool giants, because very few unblended Fe ii lines are available for analysis, making the use of a precise line list mandatory.
The oscillator strengths by Chen et al. (2003) , Reddy et al. (2003) , and Santos et al. (2004) show the lowest scatter (σ = 0.03 − 0.04 dex) with respect to our g f -values, but the Chen et al. (2003) oscillator strengths have a large zero-point difference (0.07 dex).
Conclusions
We have obtained accurate and precise oscillator strengths for Fe ii lines. Our g f -values were tested using the Sun and the metal-poor stars HD 148816 and HD 140283, for which standard deviations of σ = 0.03, 0.04, and 0.05 dex are found, re- spectively. The standard error for the mean iron abundance is negligible (σ mean ≤ 0.01 dex), and therefore the error in g fvalues of Fe ii lines is no longer a limitation for high-precision stellar abundance work. Now the main uncertainties related to determining iron abundances are the adopted stellar parameters, Blackwell et al. (1980) 0.15 (σ = 0.09) 41 Gurtovenko & Kostik (1989) 0.21 (σ = 0.05) 55 Lambert et al. (1996) -0.01 (σ = 0.06) 24 Fulbright (2000) -0.01 (σ = 0.07) 26 Bensby et al. (2003) 0.11 (σ = 0.08) 37 Chen et al. (2003) 0.07 (σ = 0.04) 16 François et al. (2003) -0.09 (σ = 0.12) 12 Gratton et al. (2003) -0.02 (σ = 0.08) 42 Gratton et al. (2003) (λ > 4600Å) 0.00 (σ = 0.06) 34 Korn et al. (2003) 0.05 (σ = 0.07) 35 Reddy et al. (2003) -0.01 (σ = 0.04) 9 Sneden et al. (2003) 0.02 (σ = 0.09) 11 Nissen et al. (2004) 0.04 (σ = 0.06) 19 Santos et al. (2004) 0.01 (σ = 0.03) 12 Aoki et al. (2005) 0.01 (σ = 0.11) 19 Sadakane et al. (2005) 0.02 (σ = 0.06) 11 Ivans et al. (2006) 0.02 (σ = 0.11) 19 Randich et al. (2006) 0.06 (σ = 0.06) 10 Sousa et al. (2008) 0.00 (σ = 0.07) 31
line formation treatment, model atmospheres, blends, and errors in the measurement of equivalent widths (or spectral synthesis fitting).
