The Harvard community has made this article openly available. Please share how this access benefits you. Your story matters In [GS] Gurevich and Shelah introduce a novel method for proving that every satisfiable formula in the Godel class has a finite model (the Godel class is the class of prenex formulas of pure quantification theory with prefixes VV3 .).
proof, and the somewhat different one in [DG, Chapter 4, ?2], are rather complex.
Here the random models method provides an impressive gain in perspicuity and brevity.
The extension of Gurevich and Shelah's method to Maslov formulas involves a key new feature. Their probability measure assigns equal probability to each structure in the space S; thus the probability of a set of structures is simply the ratio of its cardinality to the cardinality of S. At bottom, then, their proof is a counting argument: a bound is calculated on the number of structures in S that make the given formula false; if the size of the structures is sufficiently large, this bound is less than the number of structures in S. In the proof below, however, not all structures in the space receive the same probability. In this way, the argument involves a more intrinsic use of probability.
The proof below splits into two parts. In ?1 we present the logical features of Maslov formulas that are needed; in ?2 we describe the probability space and calculate the relevant bounds on probabilities.
?1. Let F = Vx1 .Vxmxm+X1 .xm+nG(x1,..., Xm+n) be a satisfiable Maslov formula, m, n ? 1. We assume that the predicate letters in F are at most m-adic; otherwise, dummy universal quantifiers can be added. We allow F to contain 0-adic predicate letters, that is, sentence letters. In what follows, by "atomic formula" we shall mean only those that contain a predicate letter of F. We assume that F has the following projection property:
For each i, 1 < i < m, and each signed atomic formula D containing exactly the variables x1,..., xi, there exists an atomic formula C containing the variables x1,. . .
-1 such that F logically implies the universal closure of (C -xiD). Step 0. Arbitrarily pick values for the sentence letters in such a way that (M| 0).Op is satisfiable.
Any
Step .,qm to themselves and map each ri to qm+i, 1 < i < n.
For any S c {q1,. . ., qM, r1,. . ., rn let vS = {ve e e E S}. We wish first to estimate the 
