Abstract. We present a new signal processing method, extracting the phase information from the spatial interference pattern, for precise displacement measurement. This method is to measure the fringe movement by detecting the fringe peak positions, which are linearly proportional to the displacement of an object. The proposed method is simple and robust compared to conventional techniques, but it has several significant error sources: the optical and electrical random noises, the wavefront distortion, and the tilt motion of the target mirror. Thus, we need the error analyses and computer simulations about the effect of these factors and propose the compensation method.
Introduction
Optical interferometers are most widely used in precise displacement measurements, such as semiconductor metrology and lithographic applications, for their capability of obtaining submicrometer resolution and noncontact measurements. In optical interferometry, the measured physical quantities are encoded in the phase of interference or fringe patterns. Many techniques, extracting the phase information from the interference patterns, have been proposed to improve the performance and accuracy of interferometers measuring linear displacement. [1] [2] [3] However, these techniques inherently include the nonlinearity and systematic errors of optical interferometers. 4, 5 Hence, to measure the displacement with nanometric resolution, these error sources have to be identified and corrected. Heydemann 6 proposed a fitting technique from experimental data obtained in the interferometer to assess and correct the quadrature errors. The elliptical fitting technique by a leastsquares method was developed to correct the nonlinearities resulting from many factors. 7 However, they could not thoroughly solve these problems and could not correct the error occurring in the measuring process. Wang et al. 8 suggested that the conventional techniques had a common feature of using only a small part of the fringe pattern to obtain the information of phase difference, and their accuracies were easily affected by the nonideal fringe pattern with background noise levels. They also proposed an imagematching algorithm for detecting the movement of the interference fringe, but it was very complex and time consuming.
We propose a new signal processing algorithm, extracting the phase information from the spatial interference pattern, for precise displacement measurement. The configuration of the proposed system is similar to Twyman-Green interferometers, except that the reference mirror is slightly tilted to generate equally spaced fringes. This study shows a simple method capable of detecting the fringe movement from the fringe peak positions. Also, we present the analysis of error that occurred in the proposed method and propose a compensation method for the major error sources.
Measurement Principle

Displacement Measurement Method Using
Fringe Peak Movement Figure 1 shows an optical configuration of the proposed interferometric system in which the reference mirror is slightly tilted to generate equally spaced fringes. In this configuration, the fringe pattern on the image plane shifts along the movement of the target mirror, since the phase of interference contains the information of displacement. Therefore, we can measure the displacement of the target mirror by detecting the fringe movement. When an incident beam is a plane wave in Fig. 1 , the intensity distribution of interference pattern is expressed as
where I o (r) is the average intensity, V(r) is the fringe contrast, r is the position vector of a considered point, d is the displacement of the target mirror, and k is the beam propagation vector. The subscripts r and t stand for the reference and target beams, respectively. The target mirror is normal to the optical axis and the reference mirror is tilted about the x axis, as shown in Fig. 1 , then the propagation vector of each beam can be expressed as
where is the tilting angle of the reference mirror. If the image plane is placed on the xy plane, the position vector is rϭ(x,y,0) and Eq. ͑1͒ can be simplified as
In Eq. ͑4͒, we obtain a maximum intensity of the fringe pattern when the optical path difference is an integer multiple of 2, that is
where y ni is the n'th fringe order peak position in the fringe pattern for the i'th measurement step, and d i is the displacement of the target mirror in the i'th step. Figure 2 shows the peak movement for each displacement of the target mirror. From Eq. ͑5͒, the peak movement is linearly proportional to the displacement of the target mirror as follows:
where ⌬y n ϭy ni Ϫy n0 and ⌬dϭd i Ϫd 0 . The tilt angle of the reference mirror determines the spatial period of the fringe pattern, which can be obtained from the fringe peak positions, as sin 2ϭ
where P is a spatial period of the fringe pattern and equal to ͓ y ni Ϫy (nϪ1)i ͔, as shown in Fig. 2 . Finally, we obtain the relationship between the relative displacement and the fringe peak positions from Eqs. ͑6͒ and ͑7͒:
Using this equation, we can measure the displacement by detecting the fringe peak movement.
Detection Method of Fringe Peak Positions
To measure the displacement using the proposed method, the fringe peak positions should be precisely obtained. Actual fringe patterns are rarely as good as the ideal ones, so a low pass filtering operation is required to reduce the optical and electrical random noise in fringe patterns. The peak positions are determined by fitting the fringe pattern to the quadrature curve around the peak. Because the approximated peak positions ỹ n must be known for fitting the fringe pattern, the threshold operation is carried out and the middle positions of the edges are assumed as the approximated peak position, as shown in Fig. 3 . Using a Taylor expansion around the peak position and ignoring the higher order terms, we can approximate the interference to the quadratic polynomial form as
where the subscript j represents the j'th pixel. In this case, the peak position can be calculated as y peak ϭϪa 1 /2a 2 with subpixel resolution. To estimate the coefficients of Eq. ͑9͒, the quadratic polynomial is fitted to several observation points around the approximated peak position by using the least-square method. The estimated peak position is obtained as
where m is the number of observation points and b 1 , b 2 , and b 3 are the constant value determined by m. In this method, the estimation accuracy is mainly dependent on the spatial period of the fringe pattern and the num- ber of observation points. Figure 4 shows the estimation error for the ratio of the number of observation points (m) to the number of pixels corresponding to the spatial period (pϭ P/h), where h is a pixel size. It has the minimum value on the ratio of 0.3ϳ0.4 regardless of the spatial period or the number of observation points. When the ratio is low, the estimation has the large error because of the lack of information about the interference signal. However, when the ratio is larger than 0.5, the estimation error is proportional to the increase of the ratio, because the higher order terms of Taylor expansion, which is ignored in Eq. ͑9͒, affect the estimation of the peak position. In Fig. 4 , the ratio (m/p) has an optimal value of about 0.3 and the minimum estimation error is less than 0.02 pixels.
Error Analysis
The significant error sources of this system are the optical and electrical random noises, the wavefront distortion, and the tilt motion of the target mirror. Thus, we perform the error analyses and computer simulations about their effects and propose the compensation method for these error sources.
Effect of Quantization and Random Noise
To measure the displacement using the proposed method, the fringe patterns are digitized by a CCD camera. Hence, the displacement error due to the quantization are simulated by computer. In the simulation, the intensity distribution was generated by
where Q͓•͔ is a quantization function and q is a quantization level.
The simulation results of the effect of quantization is given in Table 1. Although the higher quantization level obtained a better accuracy, the difference of the error is not large and the higher quantization level requires more conversion time. Therefore, the 8-bit quantization is enough for this application, considering the estimation accuracy and the processing time.
The optical and electrical random noise deforms the interferogram and degrades the accuracy of the measurement. In the presence of random noise, the sampled intensity distribution of the fringe pattern can be written as IЈ͑ y j ͒ϭI͑ y j ͒ϩ͑ y j ͒, ͑12͒
where IЈ(y j ) is the real interferogram, I(y j ) is the ideal one, and (y j ) denotes the noise distribution, which has the zero mean and the standard deviation of . To reduce the effect of the random noise, we average the fringe peak Fig. 3 The procedure for detecting the fringe peak positions.
Fig. 4
Estimation error for the ratio of the spatial period to the number of observation points using the least-square method. ͪ . ͑13͒ Figure 5͑a͒ shows the simulation results of the measurement error due to the random noise. The x axis is the number of the fringe peak positions M , which is linearly proportional to the spatial frequency of the fringe. In the case of low noise value, the displacement error is not affected by the spatial frequency. However, when the noise level is high, the error is large in the low spatial frequency region and increases as the spatial frequency increases in the high spatial frequency region. In other words, there is the region where the displacement error has a minimum value. In Fig.  5͑a͒ , the optimal value of the spatial frequency is about 10ϳ20 cycles/pattern. The experimental result has a similar pattern to the simulated one, as shown in Fig. 5͑b͒ . In the experiment, the optimal spatial frequency is about 20 cycles/pattern and the displacement error is less than 0.4 nm.
Wavefront Distortion
The wavefront distortion is mainly from the nonideal mirror surface and aberration in the optics of the interferometric system. Hence, the interferometric system has a departure from its ideal behavior and fails to obtain the phase information without distortion.
The wavefront of an optical system with a distortion is defined by
where W I (x,y) is the ideal wavefront and W d (x,y) is the wavefront distortion. In this case, the displacement of the target mirror can be obtained using Eq. ͑13͒:
where ⌬d is the measured displacement and
In Eq. ͑15͒, the error term, caused by the wavefront distortion, is divided into the numerator one and the denominator one. Since the denominator term results from the difference between the wavefront distortions at the first and last fringe peak positions, and is inversely proportional to the number of the fringe peak position, it can be reduced by increasing M . The wavefront distortion has a low spatial frequency compared to the fringe pattern. Figure 6 shows the relationship between ⌬W dn and the number of the fringe peak position. As M increases, the distance between y n0 and y ni decreases, and ⌬W dn gets close to 0. The measured displacement converges to the actual displacement ⌬d by increasing the number of peak positions. Also, this error can be eliminated by detecting the wavefront distortion in the calibration procedure, because it is independent of the movement of the object.
The computer simulation is carried out to verify the proposed method. It is often convenient to express wavefront data in a polynomial form by dissecting the data into physically meaningful terms. The individual term of the polynomials corresponds to the aberrations commonly found in optical tests, such as defocus, spherical aberration, and coma. Figure 7 shows the effect of wavefront distortion on the performance of the measurement system. It is known that the measurement error originating from wavefront distortions decreases proportionally to the number of peak positions in the fringe peak detection.
Tilt Error of the Target Mirror
It is clear that the mirror planes cannot be kept parallel to each other during the movement of the target mirror, so the error caused by the tilt of the target mirror is unavoidable. The tilt motion changes the period and the inclination of the fringe, and so induces the error in measuring the displacement of an object. Chen, Guo, and Wei 9 proposed an algorithm immune to the tilt phase-shift error for a phaseshifting interferometer. This algorithm used the leastsquares and iteration methods for determining the phaseshift error, so it is not appropriate for real-time applications because of its computational complexity. In this work, we present a simple method capable of identifying and correcting the tilt error by measuring the variation of the interference period.
When there is a tilt of the target mirror, its propagation vector is represented as
where x , y , and z are the angles between the k t and x, y, and z axes, respectively. In this condition, Eq. ͑5͒ is rewritten as ky ni ͑ sin 2Ϫcos yi ͒Ϫkx cos xi Ϫ2kd i ϭ2n. ͑17͒
If we scan the fringe pattern along the y axis, the second term of Eq. ͑17͒ is dropped and Eq. ͑17͒ can be simplified as
So, the spatial period of the fringe pattern is obtained by
From this equation, we know that the variation of the angle results in the displacement error, because the spatial period P i varies with the angle yi . Using Eqs. ͑18͒ and ͑19͒, the fringe peak movement is obtained as
In this equation, the first term is caused by the displacement of the target mirror, and the second term by the change of the spatial period, which results from the tilt of the target mirror. The second term of Eq. ͑20͒ is related to the fringe peak positions and can be rewritten using Eqs. ͑18͒ and ͑19͒ as follows:
͑21͒
This equation shows that the error term caused by the tilt motion is only related to the peak position and can be easily identified and corrected. For the purpose of correcting the tilt error, we define the compensated peak movement ⌬ỹ n as ⌬ỹ n ϭ⌬y n Ϫ ͩ 1Ϫ
͑22͒
From this definition, the tilt error is completely compensated, because the compensated peak movement is linearly proportional to the displacement of the target mirror regardless of the tilt motion as follows:
. ͑23͒ Figure 8 shows the simulation results, which are divided into two cases of the random and sinusoidal forms of the tilt motion. The line with circles in this figure represents the results without the compensation for the tilt motion. Obviously, even for a small tilt motion the measured displacement exhibits large errors that are impermissible in precision measurement. However, the compensated simulation results indicated by the line with ϫ marks show that the error caused by the tilt motion is negligible and the measurement accuracy is only limited by the computational truncation errors.
Conclusions
We proposed a signal processing method for precise displacement measurement, which extracts the phase information from the spatial interference pattern. The phase information was extracted by measuring the spatial fringe movement, which was linearly proportional to the displacement of an object. To measure the fringe movement, the method detecting the fringe peak was proposed, which used the least-squares fitting method. The estimation accuracy of the fringe peak position is dependent on the ratio of the number of observation points to the spatial period of fringe and has an optimal value ratio of 0.3. We average the fringe peak movement to reduce the effect of the random noise and wavefront distortion. Using the averaging technique, the accuracy of the displacement measurement is less than 0.5 nm. Finally, for the correction of the tilt error, the compensated peak movement, which is linearly proportional to the displacement of the target mirror regardless of the tilt motion, is defined. The measurement accuracy using the compensated peak movement is only limited by the computational truncation errors. 
