Portions of this document may be illegible in electronic image products. lmapes are produced from the best available original document. This has been a difficult study for me. Not only because it was algebraically tedious, but because I found the results to be counter-intuitive t o the extent that I had to resort to Monte Carlo simulation before I would believe them. I thought we could devise a reference resistor arrangement to measure at least two different ranges of conductivity by using probes of different exposed area. With zero error in the measurements, this is certainly true, but if we had zero error, we would need only one probe.
Two-Terminal Measurement
To optimally design a conductivity probe for the isentropic compression experiments, we need t o know how errors in the measurement of dips in potential relate t o errors in measurement of conductivity. For the two terminal case, shown in Fig. l a , error propagation is rather easy t o understand. The conductivity from the probe to the wall is simply given bB where s is the conductivity of the reference resistor and The fractional error is therefore
For small values of S the fractional error can be approximated from the differential form as ( 5 ) I mention this for completeness because in the three-terminal circuit, I can only treat the small4 case without resorting to unbearably complex algebra.
The optimum value of the reference resistor s can be found by solving
This results in a quartic with one positive real root, too complicated to be of much use. However, expanding the root in a McLaurin series gives s = s , + 8s,S2 -32s,S4 + 512s,S6 + *.
( 7) As expected, the optimal reference resistor is equal the resistance between the probe and the wall in the limit S + 0. For an error S = 0.01, the optimal reference conductivity is 
If I had chosen d 2 + d 2 + 6 , the equations would be the same with the indices 1 and 2
interchanged. Note that a positive error in measuring the dip results in a negative fractional error in the pin-to-pin measurement. I have retained this sign convention throughout.
Some aspects of these expressions become immediately obvious upon substitution of realistic parameters. For example, if I substitute sw = 1R-I for the conductivity from the pins to the wall and s p = 0.001R2-1 for the conductivity between the pins, and use reference resistors s1 = 1R2-' and s 2 = 0.10-' in the unbalanced circuit, I obtain e p = -6416 and E , = 9.916. The error in reading the oscilloscope trace 6 would have to be incredibly small to have the fractional error in the conductivity between the pins be acceptable. If the conductance between the probes is three orders of magnitude less than the conductance from the probe to the wall, then the fractional error in measuring the conductance between the probes will be three orders of magnitude greater than the fractional error in measuring the conductance from the probe to the wall. The situation cannot be remedied by using impractically high reference conductors. Figure  4 shows the fractional errors for SI = 10!2t-1, s , = 1!2-', and s p = O.OOIR-l, with s2 ranging from O to 1OQ-l. 
