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subject to $x\in X=\{x\in R^{n}|g(x)\leq 0\}$
, $x=(x_{1}, x_{2}, \ldots, x_{n})$ $n$ , $f(x)=(f1(x), f_{2}(x),$ $\cdots,$ $f_{m}(x))$ $m$
, $g(x)=(g_{1}(x), g_{2}(x),$ $\cdots,g_{k}(x))$ $k$ .






Pareto $x^{s}(\in X)$ , .
$f(x)\leq f(x^{r})$ $x\in X$ . (1)
, , .
$f\leqq f^{*}$ $\Leftrightarrow$ $\forall if_{1}\leq f_{1}$
.
$f\leq f^{*}$ $\Leftrightarrow$ $\forall if_{1}\leq f_{i}^{*}$ and $\exists jf_{j}<f_{j}^{*}$
$f<f^{*}$ $\Leftrightarrow$ $\forall if_{i}<f_{1}^{r}$
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. Goldberg[8] ,
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$i$ .
, ,
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NSGA-II , Golderg Pareto ,
(fast non-dominated sort) . , , Pareto
,
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3.1 (Crowding distance, CD)
NSGA-II , 1 , 2
(crowding distance) .
$i$ $x^{(i)}$ , $x^{(i)}$ $i-1$ $i+1$ $x^{(i-1)}$ $x^{(:+1)}$
:
$CD(x^{(i)})= \frac{1}{k}\sum_{j=1}^{k}|\overline{f}_{j}(x^{(i+1)})-\overline{f_{j}}(x^{(:-1)})|$ , (2)





for $(i=1;i<=N;i++)CD[i]\cdot 0$ ;
for (each objective j) $\{$
sort $I$ according to the value of
$j$ -th objective value;
$CD[1]-CD[N]\cdot\infty$ ;
for$(i=2;i<N;i++)$
$CD[i] \cdot CD[i]+\frac{1}{k}f_{\dot{f}}^{mox}\ovalbox{\tt\small REJECT}_{-f_{J^{nn}}}$ ;
1: }}
, $I$ , $CD[i]$ $i$ . $I[i].j$ , $i$ $i$








, $P$ . ,
.
3.
$P$ , , , , $N$ $Q$ .
4.
, $P\cup Q$ . ,




for $(i=1;|P(t+1)|+|F_{1}|\leq N_{j}i++)$ $\{$
NSGA-II $()$ { $crowding_{-}distance_{-}assignment(F_{1})$ ;
$t=0$ ; $P(t+1)=P(t+1)\cup F_{i}$ ;
$P(O)=randomly$ generated $N$ individuals; }
ranking $P(O)$ using if $(|P(t+1)|<N)$ $\{$
fast nondominated-sort $(p(0))$ ; $crowding_{-}distance_{-}assignment$ $($
while ( ) { $F_{i}[1 : N-|P(t+1)|])$ ;
$Q(t)=generate$ offsPring using $P(t)$ ; sort $F_{i}$ according to
$R(t)=P(t)\cup Q(t)$ ; the crowding distance;
ranking $R(t)$ using $P(t+1)=P(t+1)\cup F_{i}[1:N-|P(t+1)|]$ :
$fast_{-}nondominated_{-}sort(R(t))$ ; }
$P(t+1)=\emptyset$ ; $t=t+1$ ;
$\}\}$
, fastnondominatedsort $(\cdot)$ , , $i$ Pareto
, $F_{i}[n:m]$ $n$ $m$ .
NSGA-II , 3. “Simulated Binary Crossover $(SBX),$ Parameter-bas\’e
Mutation(PBM)” .
3.3 Simulated Binary Crossover (SBX)
SBX , 2 2 :
$C(\beta)=\{\begin{array}{ll}0.5(\eta_{c}+1)\beta^{\eta_{\circ}} 1f\beta\leq 1,0.5(\eta_{c}+1)_{\eta_{g}I}\varpi^{1} if \beta>1.\end{array}$ (3)
, $\eta_{c}$ .
$x_{1},$ $x_{2}(x_{1}<x_{2})$ , $c_{1},$ $c_{2}(x_{l}\leq c_{i}\leq x_{u}, i=1,2)$ :
1. $[0,1]$ $u$ .
2. $C(\beta)$ , $\beta_{q,i}(i=1,2)$ .
$\beta_{q,i}$ $=$ $\{\begin{array}{ll}(u\alpha_{i})^{\eta_{C}}+ if u\leq\frac{1}{\alpha_{i}},(\frac{1}{2-u\alpha_{i}})^{*}\eta_{\epsilon+} otherwise,\end{array}$ (4)
$\alpha_{i}$ $=$ $2-\beta_{i}^{-(\eta_{C}+1)}$ , (5)
$\beta_{1}$ $=$ $1+ \frac{2(x_{1}-x_{l})}{x_{2}-x_{1}},$ $\mathcal{B}_{2}=1+\frac{2(x_{u}-x_{2})}{x_{2}-x_{1}}$ . (6)
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3. :
$c_{1}=0.5\{(x_{1}+x_{2})-\beta_{q1})(x_{2}-x_{1})\},$ $c_{2}=0.5\{(x_{1}+x_{2})+\beta_{q,2}(x_{2}-x_{1})\}$ . (7)
, SBX , , 1/2 SBX .
3.4 Parameter-based Mutation (PBM)
PBM , :
$C(\delta)=0.5(\eta_{m}+1)(1-|\delta|)^{\eta_{m}},$ $\delta\in[-1,1]$ (8)
, $\eta_{m}$ . $x$ $c(x\iota\leq c\leq x\ovalbox{\tt\small REJECT}$ :
1. $[0,1]$ $u$ .
2. $C(\delta)$ , $\delta_{q}$ .
$\tilde{\delta}_{q}$ $=$ $\{\begin{array}{ll}\{2u+(1-2u)(1-\delta_{l})^{\eta_{n}+1}\}\text{ _{}-1} if u\leq 0.5,1-\{2(1-u)+(2u-1)(1-\delta_{u})^{\eta_{m}+1}\}\overline{\eta_{m}}\mp 1 otherwise,\end{array}$ (9)
$\delta_{l}$ $=$ $\frac{x-x_{l}}{x_{u}-x_{l}’}\delta_{u}=\frac{x_{u}-x}{x_{u}-x_{l}}$ . (10)
3. :
$c$ $=$ $x+\delta_{q}(x_{u}-x_{l})$ . (11)
, PBM , ,
$1/n$ .
4 NSGA-II
NSGA-II , 1 . ,
SBX NSGA-II .
4.1 SBX(Extened SBX)
SBX , \eta $0$ 5 , $u,$ $x_{i}$ $c_{i}$ 2 . 2
, ,
. , , SBX $\alpha_{c}$ ,
(4) :
$\beta_{q,i}$ $=$ $\{\begin{array}{ll}(u\alpha_{i})^{\lrcorner}\eta_{C}+T if u\leq\text{ }(1+\alpha_{c})(\frac{1}{2-u\alpha_{i}})\overline{\eta}_{c+}\lrcorner\urcorner otherwise.\end{array}$ (12)




2: SBX $u$ , , 3: SBX $u$ , ,
4.2
NSGA-II , , ,
. ( 4 ),
, ,
( $\bullet$ ). ,
. ( 4 ), .
.
1. : . 1 $l$
$D[l]$ CDmax( , $\infty$ ) .
2. : , ( $l$ )
$\frac{D_{\max}-D[l]}{N_{\iota\epsilon l}+1}$ . , Dm 1 , $N$, $\iota$
.
3. : , ,
CDm . , . ,
, .


















for $(k=1;k\leq N_{se1} ; k++)$ $\{$
$l_{0}=l$ ;















, SBX , $P_{c}=0.9$ , $\eta_{c}=20$ .
, 05 SBX . PBM , $P_{m}=1/n$ ,
$\eta_{m}=20$ . , $n$ . ( )N $=100$ , $T$
, SCH, FON 50, ZDTI, ZDT2, ZDT3 100, ZDT4, ZDT6 200 .
, 10 .
, GD [9], $\Delta$ [7],
SC [10], [11] .
1. GD (Generational Distance metric)
GD $S$ Pareto $P^{*}$ , .
$GD(S, P^{u})\sim$ $=$ $|S|^{-1} \sum d(x, P^{*})$ , (13)
$X\in S$
$d(x, P^{*})$ $=$ min $||f(x)-f(y)||$ (14)
$y\in P^{*}$
GD , $S$ Pareto $P$ . $S=P^{u}$
, $GD(S, P^{r})=0$ .
2. $\Delta R$ ( $\Delta$ metric)
$\Delta$ , $S$ , .
$\Delta(S, P^{*})$ $=$ $\frac{\sum_{i=1}^{m}d(e_{i},S)+\sum x\in s|d(x,S)-\overline{d}|}{\sum_{i=1}^{m}d(e_{i},S)+|S|\overline{d}}$ (15)
$d(x, S)$ $=$ $\min$ $||f(x)-f(y)||,$ $\overline{d}=|S|^{-1}\sum d(x, S)$ (16)
$y\in S\backslash \{X\}$
$X\in S$
, $e$ : , $S\backslash \{x\}$ $S$ 1 $x$ .
$d(x, S)=\overline{d}$ , $e_{i}$ $S$ .
, $\Delta$ , , .
3. SC (Set Coverage metric)
2 (A), (B) $A,$ $B$ , $B$ $A$ SC
$SC(A, B)$ .
$SC(A, B)$ $=$ $\frac{|\{b\in B|\exists a\in A,f(a)<f(b)\}|}{|B|}$ (17)
$SC$ , $SC(A, B)$ $SC(B, A)$ . $SC(A, B)$ , $B$
$A$ . , $SC(A, B)$ $SC(B, A)$
, $(A)$ $(B)$ .
4. (Domination Metric)
2 (A), (B) $A,$ $B$ , $B$ $A$
$D\sigma m(A, B)$ . :
$Dom(A, B)$ $=$ $\frac{dom(A,B)}{dm(A,B)+dom(B,A)}$ (18)
dom(X, Y) $=$ $\sum_{x\in X}|\{y\in Y|f(x)<f(y)\}|$ (19)
, $D\sigma m(B, A)=1-Dom(A, B)$ , $D\sigma m(A, B)$ . $D\alpha n(A, B)$
, $A$ $B$ , $A$ $B$ .
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11: ZDT6
, GD, $\Delta$ , SC ,
.
1 GD . , average, std. 10 GD ,
. , SCH, ZDT3, ZDT6 SBX NSGA-II , SCH, FON, ZDTI ZDT2,
ZDT4 NSGA-II . , NSGA-II NSGA-II
. , SBX NSGA-II NSGA-II ,
NSGA-II . , SBX
NSGA-II , Pareto .
2 $\Delta$ . , average, std. 10 $\Delta$
, . , , NSGA-II
, SCH SBX NSGA-II . , ZDT6
, SBX NSGA-II NSGA-II . , $\Delta$ ,




3 , SC . , average, std. , 10 ,
10 $x10$ SC , . , FON
, SBX NSGA-II NSGA-II , NSGA-II
NSGA-II . , NSGA-II SCH SBX
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NSGA-II (SCH , ). , SC ,
NSGA-II NSGA-II , SBX NSGA-II .
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3: SC 4:
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, NSGA-II . , NSGA-II , ZDT3 SCH
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