The completely positive maps, a generalization of the nonnegative matrices, are a well-studied class of maps from n × n matrices to m × m matrices. The existence of the operator analogues of doubly stochastic scalings of matrices, the study of which is known as operator scaling, is equivalent to a multitude of problems in computer science and mathematics such rational identity testing in non-commuting variables, noncommutative rank of symbolic matrices, and a basic problem in invariant theory .
INTRODUCTION
Completely positive maps are linear maps between spaces of matrices that, informally speaking, preserve positive-semidefiniteness in a strong sense. Completely positive maps generalize the nonnegative matrices and arise in quantum information theory [18] . To each completely positive map T : Mat n×n (C) → Mat m×m (C) is associated another completely positive operator T * : Mat m×m (C) → Mat n×n (C) known as the dual of T . In analogy with the matrix case, say a completely positive map is doubly stochastic if n = m and T (I n ) = I n and T * (I n ) = I n . A scaling T ′ of a completely positive map T by a pair of invertible linear maps (д, h) is another completely positive map T д,h : X → д † T (hXh † )д. One is led to ask which completely positive maps have doubly stochastic scalings; operator scaling is the study of this question. In fact, several other problems such as rational identity testing in non-commuting variables [12] , membership in the null-cone of the left-right action of SL n (C) × SL m (C) [11] , and a special case of Edmonds' problem [14] each reduce to (or are equivalent to) an approximate version of this question. In [14] , Gurvits gave two useful equivalent conditions for approximate scalability: a completely positive map T : C n → C n can be approximately scaled to doubly stochastic if and only if T is rank-nondecreasing, i.e. rankT (X ) ≥ rank X for all X ⪰ 0, or equivalently capT > 0 where
Gurvits also gave an algorithm to compute approximate scalings if either of these equivalent conditions hold. The authors of [12] , [11] , [14] analyzed the same algorithm to obtain polynomial-time decision algorithms for each of the aforementioned problems.
We consider a natural generalization of doubly stochastic scalings. Say Note that (I n → I n , I n → I n )-scalability is precisely the doubly stochastic case treated by Gurvits in [14] . We extend Gurvits' characterization of approximate scalability to the setting of Question 1 We could just as well have discussed (A → B, C → D)-scalability, but it is equivalent to approximate (resp. exact) scalability to (I n → Q, I m → P )-scalability for P = A 1/2 DA 1/2 and Q = C 1/2 BC 1/2 . 1. As in [14] , our proofs show how to efficiently produce approximate scalings when they exist. Our first main theorem, which closely resembles the characterization in [14] , characterizes the existence of approximate (I n → Q, I m → P)-scalability by blockupper-triangular matrices. Next we extend this characterization to handle scaling by the full group of invertible matrices with a somewhat surprising outcome -informally, a completely positive map T is approximately (I n → Q, I m → P)-scalable if and only if a random scaling of T approximately (I n → Q, I m → P)-scalable by upper triangular matrices with high probability.
An interesting property of the characterizations is that for T fixed, the admissible spectra of P and Q form a convex polytope known as a moment polytope. This is a special case of a more general phenomenon obeyed by group actions studied in algebra, geometry and physics; see [27] .
Prior Work
Following a close variant of question Question 1 asked in [13] , a special case of our characterization had already been proven in [9] via fixed-point theorems apparently unrelated to our techniques: namely, it was shown that any positivity-improving operator, or operator that maps the nonzero positive-semidefinite matrices to the positive-definite matrices, is (I n → Q, I m → P)-scalable. 2 The convexity of the marginals of scalings of T follows from wellknown theorems on moment polytopes; for a survey of these results see [27] . These techniques can also be used to deduce our characterization of (I → Q, I → P)-scalability, but to the author's knowledge this has not been done explicitly in the literature. Further, these techniques do not result in algorithms and rely on powerful theorems from geometric invariant theory. In contrast, our proofs yield algorithms for computing approximate scalings and require only the results of [14] , [12] and a few basic facts from algebraic geometry.
Special Cases
Here we list a few questions that reduce to or are special cases of Question 1.
Question 2 (Matrix scaling). Given a nonnegative matrix A ∈ Mat m,n (R) and nonnegative row-and column-sum vectors r ∈ R m ≥0 and c ∈ R n ≥0 , do there exist diagonal matrices X , Y such that the row (resp. column) sums of A ′ = XAY are r (resp. c)?
It is well-known that matrix scaling can be reduced to an instance of operator scaling with specified marginals, but Gurvits' characterization does not apply to this instance unless r and c are the all-ones vectors. In Section 6.1, we recall the reduction from Question 2 to Question 1 and derive the classic theorem of [25] on the existence of such scalings as a consequence of Theorem 2.9.
Question 3 (Eigenvalues of sums of Hermitian matrices). Given nonincreasing sequences α, β, γ of m real numbers, are α, β, γ the spectra of some m × m Hermitian matrices A, B, C satisfying A + B = C?
In [19] , Klyachko showed (amazingly) that the answer to Question 3 is "yes" if and only if α, β, γ satisfy a certain finite set S m of 2 Given the necessary condition, which we will soon see is obvious, that Tr P = Tr Q . linear constraints. That is, such (α, β, γ ) form a polyhedral cone. A long line of work has been devoted to describing the set S m , which has connections to representation theory, Schubert calculus, and combinatorics [20] , [19] , [10] . There are even polynomial-time algorithms to test if α, β, γ satisfy S m [23] . However, no previous work has provided an algorithm to find the Hermitian matrices..
In Section 6.2, we show that Question 3 can also be reduced to Question 1. Our reduction yields an algorithmic proof of Klyachko's characterization in [19] ; see Algorithm 1. Suitable values of a, b, c can be chosen in Algorithm 1 so that it runs in time polynomial in ϵ −1 and the bit-complexity of α, γ , β and outputs ERROR with probability at most 1/3 if the answer to Question 3 is "yes. " The details are omitted from this version of the paper, but the correctness of Algorithm 1 follow from Proposition 6.12 in Section 6.2 and the correctness of Algorithm 2.
Algorithm 1 Algorithm for Question 3.
Input: Nonincreasing length-m sequences α, β, −γ of real numbers whose total sum is zero.
Algorithm:
are sequences of positive real numbers.
(2) Choose each entry of A 0 , B 0 , C 0 ∈ Mat m×m (C) uniformly at random from a suitably large range of integers. If one of A 0 , B 0 , or C 0 is singular, return ERROR. (3) For j ∈ [T IME]:
(a) If j is odd: Find д upper-triangular such that
If A, B are a valid output return A, B. (4) Return ERROR.
Question 4 (Forster's scalings). Given vectors u 1 , . . . , u n ∈ C m , nonnegative numbers p 1 , . . . , p n , and a positive-semidefinite matrix Q, when does there exist an invertible linear transformation B :
Forster answered Question 4 in the positive for p i = 1, u i in general position, and Q = n m I m ; as a consequence he was able to prove previously unattainable lower bounds in communication complexity [7] . As noted in [14] , Forster's result is a consequence of Gurvits' characterization of doubly stochastic scalings. Independently, Barthe [2] answered this question completely for the case Q = I m in order to study the rank-one Brascamp-Lieb inequalities.
He showed the left hand side can approach the right hand side if and only if (p 1 , . . . , p n ) lies in the basis polytope of u 1 , . . . , u n . In Section 6.3 we reduce the general case of Question 4 to an instance of Question 1, and use this reduction to answer the approximate version of Question 4. For fixed u 1 , . . . , u n and Q, the admissible (p 1 , . . . , p n ) form a convex polytope with known as an polymatroid, of which the basis polytope is a special case. It would be interesting to find an application of our more general characterization, perhaps along the lines of the use of Barthe's theorem in subspace recovery in [15] .
Question 5 (Quantum marginals). For which positive-semidefinite operators ρ : C n ⊗ C m → C n ⊗ C m and positive-semidefinite operators P : C n → C n , Q : C n → C n does there exist a sequence pairs of invertible maps д ∈ GL n (C), h ∈ GL m (C) such that the reduced density matrices of (д ⊗ h)ρ(д ⊗ h) † converge to P and Q?
Question 5 is equivalent to (the approximate version of) Question 1 by a correspondence known as state-channel duality [18] . The convex polytope of admissible spectra for the tripartite version of Question 5, in which there are three specified reduced density matrices P, Q and R rather than two, is is called the Kronecker polytope and arises in the representation theory of the symmetric group. A polynomial time algorithm for Question 1 would confirm that membership in the Kronecker polytope is in P, whereas it is only known to be in coNP ∩ NP [3] . The author views this paper as a step towards solving this problem -however, we have only two specified marginals and, because our run-time is poly(ϵ −1 ) rather than poly(log ϵ −1 ), we can not determine membership efficiently unless p and q are represented in unary. A forthcoming joint work remedies the former issue but not the latter.
Organization of the Paper
• In Section 2 we describe some background and state our main theorems, Theorem 2.9, Theorem 2.10, and Theorem 2.12. We also describe a few of the techniques that are needed in the proofs, and how they differ from previous work. • In Section 3 we define a reduction to the doubly stochastic case on which most of our proofs rely. • In Section 4 we prove our main theorem characterizing scalability by upper triangulars, Theorem 2.9. We also analyze an Algorithm 3 for finding upper triangular scalings when they exist. • In Section 5 we extend the results of Section 4 to prove Theorem 2.10, our characterization of scalability by the full general-linear groups. We also analyze Algorithm 2 for finding scalings, when they exist.
• In Section 6 we extend our main theorems to characterize scalability by direct sums of general linear groups. We then use this extension to reduce Questions 2, 3, and 4 to operator scaling with specified marginals.
Some proofs are omitted due to space constraints. The full version can be found in [8] .
BACKGROUND AND RESULTS 2.1 Preliminaries
We will require a few definitions. 
A i : C n → C m are linear maps called Kraus operators ofT . Note that T preserves positive-semidefiniteness. The mapT * : Mat m×m (C) →
Mat n×n (C) is given by
and is the adjoint of T in the trace inner product ⟨A, B⟩ = Tr A † B, where A † is the conjugate transpose of A, where any C d is understood to be equipped with the standard Hermitian inner product.
Throughout, we'll let E = (e 1 , . . . , e n ) and F = (f 1 , . . . , f m ) be the standard orthonormal bases for C n and C m . We'll assume that P = diag(p 1 , . . . , p n ) and Q = diag(q 1 , . . . , q n ), where p = (p 1 , . . . , p n ) and q = diag(q 1 , . . . , q n ) are non-increasing sequences of nonnegative real numbers. This is without loss of generality: the groups G and H of interest will contain the diagonalizing unitaries for anything the image of T and T * , respectively, and if T д,h is an (I → Q, I → P)-scaling of T then T дV ,hU is an (I n → V † QV , I m → U † PU )-scaling for any unitaries U and V . If a = (a 1 , . . . , a k ) is a non-increasing sequence of real numbers, the shorthand ∆a i = a i − a i+1 where a k+1 := 0 will also be helpful.
Definition 2.3 (flags).
We'll first consider scalings by upper triangular matrices. Equivalently, the scalings must preserve the standard flag E • = ( ⟨e 1 ⟩, ⟨e 1 , e 2 ⟩, . . . , ⟨e 1 , . . . , e n−1 ⟩ ) in the basis E and the standard flag F • in the basis F . More generally, a flag is an increasing sequence of subspaces.
Capacity and Rank-Nondecreasingness Extended
Our results split into two parts: a characterization of scalability by upper-triangular matrices, and the application of this characterization to T д,h for generic д and h. Our description of scalability by upper-triangular matrices is very similar to Gurvits' characterization. We first need analogues of rank-nondecreasingness and capacity.
Recall that a completely positive operator T : C n → C n is rank-nondecreasing if rankT (X ) ≥ rank X for all X ⪰ 0. Ranknondecreasingness is much like a Hall's condition for completely positive operators. We restate the definition using a notion we call T -independence, which is motivated by independent sets in bipartite graphs.
Definition 2.4 (T -independence). Suppose T is as in 2.1. We say a pair of subspaces
Equivalently, the pair (L, R) isT -independent if and only if π L T (π R ) = 0 where π L , π R are the orthogonal projections to the subspaces L and R.
In this language, it's not hard to see that T is rank-nondecreasing if and only if rank L + rank R ≤ n for all T -independent pairs (L, R) -analogous to the fact that a bipartite graph G on [n] ∪ [n] satisfies Hall's condition if and only if the cardinality of the largest independent set is at most n. We extend the definition as follows:
Definition 2.5 (rank-nondecreasingness for specified marginals). Suppose T , P, Q are as in 2.1. Say T is (P, Q)-rank-nondecreasing if for all T -independent pairs (L, R),
Next we need to extend the capacity
For those familiar with the matrix scaling case, we are motivated by how the capacity inf
extends the r = 1, c = 1 case. Eq. 2 arises in the H -stable polynomials approach to the study of generalizations of the permanent, and its positivity is known to be equivalent to a positive answer to Question 2.
We'll need a function extending the denominator n j=1 x c j j to non-diagonal matrices. Definition 2.6 (relative determinant). Let η j : C k → F j be the coordinate projection to the first j coordinates. The dimension k will be clear from context. n
If A : C k → C k is a diagonal, positive-definite operator with spectrum a = (a 1 , . . . , a n ), define the determinant of X relative to A, denoted det(A, X ), by
We always use the convention 0 0 = 0.
It is instructive to see how Eq. 4 recovers the denominator of Equation 2 when X = diag(x) and a = c. Now we can define the capacity:
Definition 2.7 (capacity for specified marginals). Define
Main Theorems
We are ready to state our analogue of Gurvits' characterization for upper-triangular scalings. Recall Gurvits' theorem:
Theorem 2.8 (Gurvits [14] ). Let T : Mat n×n C → Mat n×n C be a completely positive map. The following are equivalent:
The QR-decomposition shows that in the setting of the above theorem there is no loss of generality in scaling by GL(E • ) × GL(F • ) rather than GL m (C) × GL n (C). This is no longer true in our setting, which is why we need separate theorems for upper-triangular scalings and general scalings. Theorem 2.9 (Main theorem for upper-triangular scalings). Let T , P, Q be as in 2.1. The following are equivalent:
Next we show how to characterize GL m (C) × GL n (C)-scalability. It is enough to first scale by a generic element of Mat m (C) × Mat n (C)) and then search for scalings to the target by elements of GL(E • ) × GL(F • ). Generic means "for all but those in an affine variety 3 that does contain Mat m (C) × Mat n (C)). " Theorem 2.10 (Main theorem for general scalings). Let T , P, Q be as in 2.1. The following are equivalent:
, is a convex polytope since it is defined by a finite number of linear constraints. Less obviously, the set of (p, q) such that T is approximately (GL m (C), GL n (C)-scalable to (I m → Q, I n → P) also forms a convex polytope, which we denote K(T ).
This will follow from the proof of Theorem 2.10.
We also prove an algorithmic counterpart of Theorem 2.10. Definition 2.11 (bit-complexity). Say T , P, Q have bit-complexity at most b if b ≥ r , n, m, and (1) the entries of the matrices A 1 , . . . , A r are a + bi where a, b are binary, (2) the entries of the vectors p, and q are binary positive numbers which individually sum to one, and (3) the sum total of the number of digits from all of the entries above is at most b.
) that takes as input T , P, Q of bit-complexity at most b and ϵ > 0 and outputs
IfT is approximately GL m (C)×GL n (C)-scalable to (I n → Q, I m → P) then A outputs ERROR with probability at most 1/3.
Our algorithm will actually find ϵ-(P → I m , Q → I n ) scalings of T , but we will see that this is equivalent when the scalings are nonsingular. The nonsingularity of the scalings is also without loss of generality; we will also show how to reduce to the case in which the marginals are nonsingular. Algorithm 2 is not exactly A of Theorem 2.12; rounding between scaling steps is required to avoid a blow-up in bit-complexity. We do not include the bit-complexity analysis in this version of the paper.
Algorithm 2 General scaling algorithm.
Input: T , P, Q of bit-complexity at most b.
Output: Either a pair (д, h) such that T д,h is an ϵ-(P → I m , Q → I n ) scaling of T , or ERROR.
Algorithm:
(1) Choose each entry of (д 0 , h 0 ) ∈ Mat m×m (C) × Mat n×n (C) independently and uniformly at random from
Techniques
Here we list the main technical issues that arise and how we overcome them.
Reduction to the Doubly Stochastic Case. The main difficulty in proving Theorem 2.9, the characterization of upper-triangular scalability, is in guessing the correct notions of capacity and ranknondecreasingness. In fact, they were not guessed directly, but rather follow from the existence of a reduction to the doubly stochastic case. The reduction, which is only defined when P, Q have integral spectra, is a map
where trun P,Q T : Mat Tr P,Tr P → Mat Tr Q,Tr Q is yet another completely positive map. trun P,Q has the property that T is scalable to (I n → Q, I m → P) if and only if trun P,Q T can be scaled to doubly stochastic. One might be tempted to prove our main theorems by applying the results from [14] directly to trun P,Q T . However, this has two drawbacks: firstly, the algorithms are only guaranteed to run in polynomial time if the spectra of P and Q are represented in unary. Secondly, the reduction does not work for irrational spectra, and so separate reasoning is necessary to extend Theorem 2.9 to that case.
Running Time. After an initial random scaling step, our algorithm is a natural variant of the Sinkhorn-Knopp algorithm for matrix scaling [26] . This algorithm alternately scales so that T (P) = I or T * (Q) = I , which are individually easy to enforce. Each step will increase cap(T , P, Q) unless T is very close to mapping (P → I m , Q → I n ). While this proves that nonzero capacity implies approximate (P → I m , Q → I n )-scalability, it will not give any upper bound on the number of scaling steps unless we have a lower bound on the capacity.
The lower bound ontained by computing the capacity lower bounds from [12] on trun P,Q T is not sufficient to prove Theorem 2.12, which asserts the existence of a polynomial time algorithm for scaling. This lower bound relies on bounds on the degrees of polynomials invariant under scaling [5] . However, the required degree bound has since been improved -surprisingly, this seemingly minor improvement is enough. We are able to make a further improvement using the fact that e H (p) cap(T , P, Q) is log-concave in p and q. This results in a lower bound for cap(T , P, Q) which depends only on T , m, and n subject to Tr P = Tr Q = 1.
General Scalings from Triangular Scalings. The definition of the reduction trun P,Q , the proofs of its properties, and the proof of Theorem 2.9 require only the results of [14] , elementary linear algebra, and calculus. Theorem 2.10 and Theorem 2.12, however, require some algebraic geometry. Both use that T д,h fails to be (P, Q)-rank-nondecreasing if and only if (д † , h) are in some affine variety depending only on P and Q. When the spectra of P and Q are rational the algebraic geometry is elementary 4 . When the spectra are irrational we require Chevalley's Theorem on quantifier elimination in algebra (see [24] ).
REDUCTION TO THE DOUBLY STOCHASTIC CASE
In this section we prove the following:
Theorem 3.1. Suppose p and q are integral and positive and that the sum of each is N . There exists a map T → trun P,Q T such that
The map trun P,Q T is inspired by the reduction between instances of Brascamp-Lieb in [11] . Item 1 will be obvious from our construction. We only prove Items 2 and 3 in this version of the paper; Item 4 is tedious but straightforward linear algebra, so we omit the proof.
We first design a "gadget" to compose with T to enforce the marginal conditions of trun P,Q T . Recall that a partition λ of a nonnegative integer l with k parts is a weakly decreasing sequence (λ 1 , . . . , λ k ) of nonnegative integers summing to l.
G λ further satisfies
for any X ∈ Mat k×k (C) and any upper-triangular h ∈ Mat k×k (C), and
We delay the proof of Lemma 3.2 to Section 3.3, before which we show how to use Lemma 3.2 to construct and prove all the properties of the reduction. 
Scalability Under the Reduction
We now show Item 2 of Theorem 3.1 with GL N (C) × GL N (C) replaced by a smaller group G × H ; afterwards we will extend the proof using [14] .
Here is a useful observation that simplifies our techniques; the proof is an easy change of variables argument.
The above proposition shows for P, Q nonsingular, it is equivalent to characterize approximate (P → I m , Q → I m )-scalability.
Proof. Assuming Lemma 3.2, we can immediately see that trun P,Q T (I N ) = G q (T (P)), which is equal to I N if and only if T (P) = I m . Since (trun P,Q T ) * = trun Q, P (T * ), by symmetry we
If G ′ and H ′ are groups and S is a completely positive map, let
The closure here can be taken in, say, the operator norm.
In the next proposition we'll see that Eq. 7 shows that scaling T by (д, h) corresponds to scaling trun P,Q T by (G q (д), G p (h)).
Proof. By definition,
. To complete the proof, apply Eq. 7 and the equivalent dual version
We now finish the proof of Lemma 3.5. By Proposition 3.6,
The above chain of equalities and Eq. 9 imply (trun P,Q T ) G, The "only if" implication is immediate, but the "if" direction is subtler.
The key is that if trun P,Q T is approximately GL N (C) × GL N (C)scalable to (I N → I N , I N → I N ), then by Theorem 4.6 in [14] , operator Sinkhorn iteration converges. That is, if we set T 0 = trun P,Q T and for t ≥ 1 set Choose д 1 ∈ GL(E • ) such that д † 1 T д 0 ,h 0 (P)д 1 = T д 0 д 1 ,h 0 (P) = I m and set д(t) = G q (д 1 ). This is possible by the existence of the Cholesky decomposition and the fact that the scaling procedure converges (in particular, T д 0 ,h 0 (P) = T 2t −2 (I N ) won't be singular). By the above identity,
Capacity Under the Reduction
We still need to compute the capacity of trun P,Q T . We first show that the infimum in cap trun P,Q T can be taken over the smaller groups G and H without changing the value.
Proof. We will show cap ′ trun P,Q T = cap trun P,Q T using the proof of Theorem 2.8 in [14] . Clearly cap ′ trun P,Q T ≥ cap trun P,Q T . We need to show that cap ′ trun P,Q T ≤ cap trun P,Q T . It is enough to prove this when cap ′ trun P,Q T > 0. Suppose this is true, and let T 0 ,T 1 , . . . be the operators resulting from operator Sinkhorn iteration on trun P,Q T . As shown in the Proof of Item 2 of Theorem 3.1, the scalings can be taken in the smaller groups G and H . In [14] it is shown that at every step, capT t increases by a factor that is at least f (ϵ) > 1 if the distance from doubly stochastic is at least ϵ. Critically, the same argument shows cap ′ T t changes by the exact same factor in each step! Since cap ′ T t ≤ 1 for t ≥ 1, this shows that if cap ′ trun P,Q T > 0, then T t (I N ), T * t (I N ) converge to I N . Since capT t tends to one as T t tends to doubly stochastic ( [12] , Lemma 2.27), cap ′ T t must also tend to one. Since cap ′ T t and capT t changed by the same factor at each step, they must have been equal to begin with. □
The remainder of the proof is purely computational.
Proof of Item 3 of Theorem 3.1. We just need to show that cap ′ trun P,Q T = cap(T , P, Q). Define h = G p (h 0 ) for h 0 ∈ GL(F • ). By Proposition 3.6, Eqs. 6, 7, and Eq. 8, Definition 3.8. Let λ be a partition of l with k parts, and λ ′ its conjugate partition. Define G λ : Mat k×k C → Mat l ×l C by
where again η j : C k → C j denotes the projection to the first j coordinates.
Example 3.9. If λ = (2, 2, 1), then
The proofs are quite simple. We first show Eq. 6. It is clear that G λ (I k ) = I l . Next, observe that
The second equality holds because η † λ ′ i η λ ′ i is a matrix with λ ′ i ones descending down the diagonal -the ones along the diagonal correspond to boxes in the columns of the Young diagram. Eq. 7 follows by applying the following handy fact about upper triangular matrices to each direct summand in 10. 
Proof. One can draw a picture. Alternatively, η † j is an embedding of C j into the span E j of the first j coordinate vectors; h fixes E j . The map η † j η j is a projection to E j , so acts as the identity on E j . □ Finally, Eq. 8 is just counting -the number of times η j Xη † j appears as a direct summand in 10 is ∆λ i = λ i − λ i+1 . □ 
That is, they are block matrices with η q ′ j A i η † p ′ k in the j, k spot and zeroes elsewhere.
TRIANGULAR SCALINGS
This section contains the proof of Theorem 2.9, as well as some bounds on the running time of our algorithms. It is much more convenient to work with nonsingular P and Q for the purpose of proving Theorem 2.9. If P and Q are nonsingular, we can simply project the operator to supp P and supp Q -namely, the span of the positive eigenspaces. 
Upper Triangular Scaling Algorithm
Here we show the implication 2 =⇒ 3 of Theorem 2.9. By Proposition 3.4, it is enough to show cap(T , P, Q) > 0 implies approximate (P → I m , Q → I n )-scalability. The ideas here follow the ideas in [14] very closely. We use Jensen's inequality to show capacity increases by a function of ϵ in each step of Algorithm 3 unless T is already an ϵ-(P → I m , Q → I n )-scaling, and we show it is always bounded by one. Thus, if the capacity is nonzero to begin with, Sinkhorn scaling eventually results in an ϵ-(P → I m , Q → I n )scaling. We will need another notion of how far T is from being a (P → I m , Q → I n )-scaling. The quantity ds P,Q T is a natural distance measure because it agrees with ds trun P,Q T when P and Q have integral spectra. Input: T , P, Q as in Section 2.1. In addition P and Q are nonsingular.
(1) Set д 0 = I m , h 0 = I n .
(2) For j ∈ [T IME]:
then Algorithm 3 does not output ERROR.
Here are the results needed to prove Theorem 4.5 as per the plan outlined at the beginning of Section 4.1, though we only hint at the proofs. If j is odd and j ≥ 3, then Lemma 4.7 and Lemma 4.8 applied to T * with the roles of P and Q reversed and the roles of G and H reversed implies cap(T j , P, Q) ≥ e .3 min{q m ,ϵ } cap(T j , P, Q). By the very easy Lemma 4.9, cap(T j , P, Q) ≤ 1 for j ≥ 1. A bit of algebra shows Algorithm 3 terminates in at most T IME iterations. □
Proof of Theorem 2.9
Here we finish the proof of Theorem 2.9. Due to space constraints, we must omit the proof that 1 =⇒ 2. Here we state the proposition that implies it, which states that approximate scalings imply approximate rank-nondecreasingness. 
for every T -independent pair (L, R).
The proof proceeds by taking a T -independent pair (L, R) that violates the inequalities for (P, Q)-rank-nondecreasingness. Critically, (L ′ , R ′ ) = (д −1 L, h −1 R) are T д,h -independent pairs that also violate the inequality. Next, one shows that Tr Qπ L = TrT д,h (I )π L ′ larger than it could possibly be. Corollary 4.11. If ϵ is smaller than the minimum nonzero number among
and there exists an ϵ-(I n → Q,
We first show that the set of p, q such that cap(T , P, Q) is nonzero is convex. This immediately follows from the next proposition: Proof. First, one can make a change of variables argument, which we omit, to see that
.
However, the left-hand side is manifestly log-convex in p and q! To see why, let's expand.
with the convention 0 log 0 = 0. Is of the form f : R m+n
where U is some set; in this case U = GL(F • ). It is easy to check that f is always concave when x, д(u) remain finite; with slightly more care one can check it when д(u) i ∈ R ∪ {−∞} with the convention x i д(u) i = 0 when x i = 0 and д(u) i = −∞. □
We are ready to prove the theorem.
Proposition 4.13. Theorem 2.9 holds; further, the set of (p, q) each summing to one such that any of the three conditions hold is a convex polytope K(T , E • , F • ) with rational vertices.
the set of pairs (p, q) each summing to one such that, respectively, cap(T , P, Q) > 0, T is approximately (I n → P, I m → Q)-scalable, and T is (P, Q)-rank-nondecreasing. The first inclusion is Theorem 4.5 and the second is Proposition 4.10.
The reduction also characterizes exactly the intersection with Q n+m of these sets (we may always scale so that rational p, q become integral without changing scalability, rank-nondecreasingness, or capacity, and then scale back). By Theorem 3.1,
Lemma 4.2 shows the above inclusions and inequalities hold even when P or Q is singular.
The three sets must be the same; this completes the proof. □
Running Time of Algorithm 3
In order to use the guarantees from the previous subsection to bound the running time of Algorithm 3, we must bound the capacity below. For this we will need to use a nontrivial lower bound on capT from [12] . This is implicit in the proof of Theorem 2.21 in [12] , which gives the bound exp(−O(N 2 log(RN 4 )). One of the bounds used there has since been improved; we discuss this degree bound, since we will use it later. 
It is interesting that σ (N , R) even exists. The bound σ (N , R) ≤ (N + 1)! was used in [12] , but a better bound appeared afterwards. We now prove our lower bound. Using N ≤ 2 b and b ≥ r completes the proof. □
We also need to ensure that the capacity does not decrease too much after the first step of Algorithm 3. We omit the proof, which is straightforward. The bound in Theorem 4.17 can be improved to be dependent on only the bit-complexity of A 1 , . . . , A r by using Proposition 4.12any log-concave function on a convex polytope takes its minimum on a vertex. The extreme points of K(T , E • , F • ) are rational and have worst-case bit-complexity depending only on m and n; one runs the proof of Theorem 4.17 on the vertex where the minimum is attained. A further improvement can be made by assuming the number of Kraus operators is bounded by nm, which is without loss of generality, though we omit the proof.
GENERAL LINEAR SCALINGS
The proof of Theorem 2.10 is quite simple once we have the following lemma, which essentially says that if there are B and C such that T B,C is be (P, Q)-rank-nondecreasing, then T B,C is almost always (P, Q)-rank-nondecreasing.
Definition 5.1. The set of common zeroes of a collection of polynomials in C[x 1 , . . . , x n ] is called an affine variety in C d . We say a property holds for generic x ∈ S if it holds for all x in S \ V for some fixed affine variety V not containing S.
Lemma 5.2. The set of pairs (B † , C) ∈ Mat m×m (C) × Mat n×n (C) such that T B,C is (P, Q)-rank-nondecreasing is the complement of an affine variety V (T , P, Q). Further, if P and Q have integral spectra, then V (T , P, Q) is generated by finitely many polynomials of degree at most 2(Tr P) 2 .
Proof of Theorem 2.10
We first show how to prove Theorem 2.10, then we give a hint towards proving Lemma 5.2.
Proof of Theorem 2.10. We first prove 3 =⇒ 1. If T is approximately GL m (C) × GL n (C)-scalable to (I V → Q, I W → P), then by Corollary 4.11, there exists (д, h) ∈ GL m (C) × GL n (C) such that T д,h is (P, Q)-rank-nondecreasing. By Lemma 5.2,
is nonempty and the complement of an affine variety.
This showsT д,h is (P, Q)-rank-nondecreasing for generic (д † , h) ∈ GL m (C)×GL n (C). 1 =⇒ 2 follows from Theorem 2.9. Next we show 2 =⇒ 3. Suppose cap(T д,h , P, Q) > 0 for generic (д † , h) ∈ GL m (C)× GL n (C). In particular, there exists (д, h) ∈ GL m (C) × GL n (C) such that cap(T д,h , P, Q) > 0. By Theorem 2.9, T д,h is approximately
Though we do not have space for the full proof of Lemma 5.2, we outline it here.
Proof. If p and q are integral, one simply lets the polynomials be those in Definition 4.15 computed from the Kraus operators of trun P,Q T . Theorem 4.16 and Proposition 3.11 implies the degree bound. If p or q need not be rational, we must be more careful.
First one shows that for any fixed pair c, d of sequences of nonnegative integers, the set of tuples (B † , C, L † , R) in Mat m×m (C) × Mat n×n (C) × Mat k ×m (C) × Mat m×l (C) such that row L, row R is T -independent, and L and R are full-rank and satisfy dim row L ∩ E i ≥ d i and dim row R ∩ F i ≥ d i is an constructible set S(c, d), namely it is a union of sets of the form V \ E where E and V are affine varieties. 5 Next, take the map π : (B † , C, L † , R) → (B † , C). Chevalley's theorem (see [24] ) says S ′ (c, d) := πS(c, d) is also constructible. However, it's also not hard to see that S ′ (c, d) is closed in the Euclidean topology, so it is in fact an affine variety (see [22] ). If we now take D to be the set of (c, d) such that ∆p i c i + ∆q i d i > Tr P, then V (T , P, Q) = (c,d)∈D S ′ (c, d) is also an affine variety, and is precisely the set of (B † , C) such that T B,C is not (P, Q)-ranknondecreasing! □
The above proof outline also shows the following: Proof. Take D ′ to be the set of (c, d) in the previous proof such that S ′ c,d is all of Mat m×m (C) × Mat n×n (C). Since the union of the S ′ c,d for all the other constraints is a proper affine variety, D ′ are the constraints that generically arise for K(T д,h , E • , F • ). By Theorem 2.10, K(T ) is precisely the convex body
Correctness of Algorithm 2
Here we show that Algorithm 2 works in polynomially many steps. This essentially follows from the Schwarz-Zippel lemma combined with the Derksen's degree bound in Theorem 4.16.
Proposition 5.4. Suppose T , P, Q have bit-complexity at most b and that T is approximately GL m (C) × GL n (C)-scalable to (I m → Q, I n → P). If ϵ < 1 and T IME ≥ 336b 4 min{q m , p n } 2 ϵ 2 then Algorithm 2 outputs ERROR with probability at most 1/3.
Proof. Suppose
T is approximately GL m (C) × GL n (C)-scalable to (I n → Q, I m → P). By Theorem 2.10, T д 0 ,h 0 is (P, Q)-ranknondecreasing for generic (д † 0 , h 0 ) ∈ GL m (C) × GL n (C). Since P, Q have bit-complexity at most b, there is a number γ ≤ 2 b such that γ P, γQ have integral spectra. In particular, by Lemma 5.2,
is an affine algebraic variety in Mat m×m (C) × Mat n×n (C) generated by polynomials of degree at most max{2γ 2 , n, m} ≤ 2 · 2 2b that does not contain all of GL m (C) × GL n (C).
There must be some polynomial p : Mat m×m (C)×Mat n×n (C) → C of at degree at most 2 · 2 2b that vanishes on V ′ but not on all of Mat m×m (C) × Mat n×n (C). By the Schwarz-Zippel lemma, p vanishes on our random choice of (д 0 , h 0 ) ∈ Mat m×m (C) × Mat n×n (C) with entries in 6 · 2 2b with probability at most 1/3. With probability at least 2/3 we have found д 0 , h 0 such that T д 0 ,h 0 is (P, Q)-ranknondecreasing.
The bit-complexity of T д 0 ,h 0 is at most 4mnb 2 ≤ 4b 4 . The rest of the algorithm is the same as Algorithm 3, except we accept only when T д j ,h j is an ϵ-(P → I m , Q → I n )-scaling of T , rather than the less stringent requirement that ds P,Q T д j ,h j < ϵ. However, as we remarked in Definiton 4.3, if ds P,Q T д j ,h j < ϵ ′ = min{p n , q m }ϵ 2 then T д j ,h j is an ϵ-scaling of T . This gives the required upper bound on T I ME. □
EXTENSION AND SPECIAL CASES
Here we discuss a few of the questions in Section 1.2. First, we find that all of the special cases have a certain structure which resembles a blown-up version of matrix scaling.
Definition 6.1. Let n = (n 1 , . . . , n s ) be a sequence of positive integers summing to n, and m = (m 1 , . . . , m t ) a sequence of positive integers summing to m. Say T is (m, n)-block-diagonal if every Kraus operator T is of the form
and GL n (C) = s j=1 GL n j (C). For i ∈ [t], define E • (i) to be the standard flag on C m i , q(i) to be a nondecreasing sequence of m i nonnegative numbers, Q(i) = diag(q(i)), and Q = ⊕ t i=1 Q(i). Define F • (i), p(j), P(j), and P analogously.
We can phrase Question 1 in a more convenient way for the purpose of reduction. It is convenient to define a more restricted notion ofT -independence.
We omit the proof of the following theorem, which is tedious but straightforward linear algebra. 
The proofs of the next two theorems closely mirror the proofs of Theorems 2.9 and 2.10. The only difference is that the scalings must be taken in GL m (C) × GL n (C) -however, if T is (m, n)-blockdiagonal, it's easy to show this is always possible. One must also use that the reduction to the nonsingular case T → T of Lemma 4.2 preserves being block-diagonal but possibly decreases m i and n j . Theorem 6.4. If T is (m, n)-block-diagonal, then T is GL m (C) × GL n (C)-scalable to (I n → Q, I m → P) if and only if T g,h is (P, Q)rank-nondecreasing for generic (g † , h) ∈ GL m (C) × GL n (C).
Matrix Scaling
Say XAY is an ϵ-(r, c)-scaling of a nonnegative matrix A if X and Y are diagonal matrices and the and column sum vectors of XAY are at most ϵ from r and c, respectively, in (say) Euclidean distance and that A is approximately (r, c)-scalable if for every ϵ > 0 there exists an ϵ-(r, c)-scaling of A. Given A, r , c, the (r, c)-scaling problem consists of deciding the existence of and finding ϵ-(r, c)-scalings. The (r, c)-scaling problem has practical applications such as statistics, numerical analysis, engineering, and image reconstruction, and theoretical uses such as strongly polynomial time algorithms for approximating the permanent [26] , [25] , [21] .
There is a simple criterion for approximate (r, c)-scalability.
Theorem 6.5 (Rothblum and Schneider [25] ). A nonnegative matrix A is approximately (r, c) scalable if and only if i r i = j c j and for every zero submatrix L × R of A,
We can reduce this to an instance of Question 1 as follows:
, define e i j to be the m × n matrix with a one in the ij entry and zeros elsewhere. Let T A : Mat n×n (C) → Mat m×m (C) be the completely positive map with Kraus operators
If m = (1, . . . , 1) and n = (1, . . . , 1), then T A is (m, n)-blockdiagonal. The next proposition is easy to check. Proof of Theorem 6.5. By Proposition 6.7, it is enough to characterize (diag(r), → diag(c))-rank-nondecreasingness of T A . Since 
which is equivalent to the condition for approximate (r, c)-scalability in 6.5. □
Eigenvalues of Sums of Hermitian Matrices
Here is an old question in linear algebra, apparently originally due to Weyl. It is also sometimes called Horn's Problem. This question essentially asks for a complete list of inequalities satisfied by the eigenvalues of sums of Hermitian matrices. Klyachko showed a relationship between the eigenvalues of sums of Hermitian operators and certain constants known as the Littlewood-Richardson coefficients. The Littlewood-Richardson coefficient of the partitions λ, µ, and ν is a nonnegative integer denoted c λ µ,ν . Theorem 6.9 (Klyachko [19] ). The three nonincreasing sequences α, β, γ of length m are the spectra of some m × m Hermitian matrices A, B, C satisfying A + B = C if and only if m i=1 α i + β i − γ i = 0 and for all n < m,
Though computing c ν λ, µ is #P-hard, there exists an algorithm to decide if c ν λ, µ > 0 in strongly polynomial time [23] . Combined with Theorem 6.9, Knutson and Tao's answer to the Saturation conjecture in the positive [20] and a different result of Klyachko [19] show that the admissible spectra are described by a recursive system of inequalities originally conjectured by Alfred Horn [17] .
We show that Question 7 can be reduced to an instance of Question 1, after which Theorem 6.9 will be a corollary of our main theorem. This results in an algorithmic proof of Theorem 6.9. We can restate Question 7 for more than 3 matrices. We will instead search for tuples of matrices with given spectra that add to a multiple of the identity; this is equivalent because we may subtract the target matrix from both sides and then add suitable scalar multiples of the identity to left and right hand side. This also shows it is enough to find the matrices when all the spectra are positive. Klyachko answered Question 8 in terms of intersections of Schubert varieties with respect to generic flags, which can in turn be described by the combinatorially defined higher Littlewood-Richardson coefficients c λ µ 1 , ...µ r . Here is the statement we wish to reprove via operator scaling. We do not show that it is the same as Theorem 6.9, but instead refer the reader to [10] . Let n = (m, . . . , m), be a sequence of s many m ′ s. Let GL n (C) and F • (i), i ∈ [s] be as in Definition 6.1. Theorem 6.10 (Klyachko, [19] ). The answer to Question 8 is positive if and only if Tr P = m and for a generic tuple
holds for all R ⊂ C m .
We now reduce Question 8 to Question 6. Proof. Set T := T s m . First we prove the "only if" statement. Suppose there exist H 1 , . . . , H r with λ(H i ) = p(i) and i H i = I m . As H i ⪰ 0, we can write
so T is approximately GL m (C) × GL n (C) scalable to (P, I ). The "if" direction is also easy; suppose (g k , h k ) is a sequence of elements of G × H such that This and the correctness of Correctness of our Algorithm 2 implies, roughly, that Algorithm 1 is correct and can be made to run in polynomial time in ϵ −1 and the size of the input -we omit the details due to space constraints.
The proof of Theorem 6.10 is now immediate:
Proof of Theorem 6.10. By Theorem 6.4 and Proposition 6.12, the answer to Question 8 is positive if and only if (T s m ) g,h is (P, Q)rank-nondecreasing for generic (g † , h) ∈ GL m (C) × GL n (C). By Theorem 6.3, this is true if and only if for a generic (g † , h) ∈ GL m (C) × GL n (C), we have
for all R = (R 1 , . . . , R s ) and L = (L) such that (L, R) is (T s m ) g,hindependent. Equivalently, the tuples given by L ′ = (дL) and R ′ i = (h(i)R i : i ∈ [s]) are T s m -independent. Eq. 14 becomes
Finally, if (L ′ , R ′ ) is T -independent, we may replace R ′ i by R = i ∈[s] R i and L ′ by R ⊥ while only increasing Eq. 15 so that Eq. 15 becomes Eq. 13. □
Extensions of Theorems of Barthe and Schur-Horn
Let U = (u 1 , . . . , u n ) ∈ (C m ) n be an ordered tuple of complex mvectors, and p = (p 1 , . . . , p n ) ∈ R n >0 . Say a linear transformation B : C m → C m puts a collection of vectors U in radial isotropic position with respect to p if n i=1 p i Bu i (Bu i ) † ∥Bu i ∥ 2 = I .
Question 9. Given U and p, when is there a linear transformation B that puts U in isotropic position with respect to p?
Barthe showed Question 9 has a positive answer if p lies in a certain polytope, which we now describe. Further, if p is in the relative interior of B(U), then there are linear transformations B that put p in radial isotropic position with respect to p.
As a partial answer to Question 4, we prove a generalization of Barthe's Theorem. Definition 6.15. Say U can be approximately put in Q-isotropic position with respect to p if for every ϵ > 0 there exists an invertible linear transformation B such that
Theorem 6.16. Suppose Q is a positive-definite matrix with spectrum q = (q 1 , . . . , q m ). U can be approximately put in Q-isotropic position with respect to p if and only if p ∈ K q (U).
Due to space constraints, we do not prove Theorem 6.16 in this version of the paper. It goes by a fairly straightforward reduction to Question 6. The condition for rank-nondecreasingness under generic scalings turns out to be equivalent to membership in K q (U) by a theorem of Edmonds on polymatroids [6] .
It's not too hard to see that Theorem 6.16 implies the more difficult "if" direction of the classic Schur-Horn theorem relating the diagonal and spectra of a Hermitian matrix. Theorem 6.17 (Schur-Horn [16] ). There is a Hermitian n × n matrix with diagonal p 1 ≥ · · · ≥ p n and spectrum q 1 ≥ · · · ≥ q n if and only if q 1 , . . . , q n majorizes p 1 , . . . , p n . That is, for all i ≤ n,
To prove the Schur-Horn theorem, simply pick U to be in general position -note that K q (U) is then the permutohedron of the vector (q 1 , . . . , q m , 0, . . . , 0) ∈ R n , which is precisely the set of p that is majorized by (q 1 , . . . , q m , 0, . . . , 0)!
FUTURE WORK
We wonder if in this setting there is an algorithm to find approximate scalings in time polynomial in − log(ϵ) rather than ϵ −1 . As it is, our algorithm resembles alternating minimization; perhaps other optimization techniques could result in faster algorithms. The recent fast (r, c)-scaling algorithms [1] , [4] give hope that this is possible. It has been indicated to the author that such a speed-up does exist in the case P = Q = I n .
Finding a poly log(1/ϵ) algorithm has another benefit: the algorithms herein are not capable of deciding (P, Q)-rank-nondecreasingness in strongly polynomial time. By Corollary 4.11, in order to certify (P, Q)-rank-nondecreasingness one requires ϵ-(I m → Q, I n → P)-scalings for ϵ as small as a common denominator of all the entries of p and q. However, our algorithm depends polynomially on ϵ −1 . In fact, this decision problem was shown to be in NP ∩ coNP and is conjectured to be in P; at least for 3 there is a strongly polynomial time algorithm to decide if the reduction is (P, Q)-rank-nondecreasing that has nothing to do with operator scaling [23] .
