We report a first microscopic simulation for the diffusional kinetics of a reversible excited-state reaction, AϩB↔ AB, where A and AB have different lifetimes and the B-particles are in excess. When the excited species equilibrate fast compared with the excited-state lifetimes, one obtains the pre-equilibrium approximation. The full time-dependence in this case is approximated by a shifted infinite-lifetime expression, and this allows us to derive an analytic expression for the asymptotic exponent. Multiplying this exponential is a t Ϫ3/2 term. When the excited-state decay of AB is fast, we obtain the quasistationary approximation. Quantitative comparison between various theories and simulation is presented.
I. INTRODUCTION
Bimolecular reactivity in solution is more complex than most chemists care to admit. The chemical rate equations 1 describe a special limit when diffusion is very fast as compared with the intrinsic reactivity. For fast reactions, the effect of diffusion in shaping the spatial particle distribution cannot be neglected. When the reaction is reversible, manybody competition for rebinding can render the precise solution a real challenge.
This challenge has been met for the simplest kind of pseudo-unimolecular reversible reactions,
in which cϵ͓B͔ӷ ͓A͔ and both A and AB are static ͑the so-called ''target problem''͒. The theoretical endeavor has yielded a host of approximate theories, and an exact asymptotic solution 14, 16, 21, 22 for the probability, P(t,͉*), of observing the bound AB state, P͑t͉ * ͒ϳ cK eq 1ϩcK eq ϩ K eq ͑ 1ϩcK eq ͒ 3 ͑ 4Dt͒
͑1.1͒
given that A was initially bound ( * ). Here D is the relative A-B diffusion coefficient and K eq ϵk a /k d is the equilibrium constant. ͑The reaction is assumed to occur when the A-B separation reaches the ''contact'' distance, a.) The kinetics approach an equilibrium plateau, cK eq /(1ϩcK eq ), with a power-law asymptotics having a concentration-dependent amplitude.
The various analytical theories were initially tested against one-dimensional ͑1D͒ Brownian simulations, 24 -28 and more recently against three-dimensional ͑3D͒ simulations. [29] [30] [31] The simulations were indispensable in establishing the asymptotic behavior of Eq. ͑1.1͒. 27, 30 After repeated experimental efforts, [32] [33] [34] it was also possible to verify it experimentally, for excited-state ͑ES͒ proton transfer to solvent ͑PTTS͒ at varying pH values.
In Part I of this series, 31 we have extended the range of the 3D simulations and compared the results against various available theories. We found that the ''Multi-Particle Kernel 1'' ͑MPK1͒ theory of Sung and Lee 18 reproduces our calculations for all times and all kinetic parameters. Thus, for practical purposes the simplest reversible problem seems to be solved.
However, the situation for ES PTTS reactions is more complex, because they take place in an excited electronicstate, where A* and AB* have finite ES lifetimes, A*ϩB
A ϭ1/k 0 Ј and AB ϭ1/k 0 . The geminate limit of this problem (cϭ0) has been recently treated by Gopich et al. [35] [36] [37] In the absence of an interaction potential ͑between A and B͒ it is possible to obtain an exact solution for the probability of the bound and unbound states, P(t͉ * ) and S(t͉ * ) respectively, starting from an initially bound state ( * ).
For this kinetic scheme, three important combinations of rate parameters are the ES decay rate difference, ⌬k ϵk 0 Ϫk 0 Ј ,
͑1.2a͒
and the overall dissociation (k off ) and association (k on ) rate constants,
where k D ϭ4Da is the diffusion-control rate constant. For the geminate problem, a kinetic transition was found 35 
Here Z is the ultimate escape probability, Zϵk off /͑k off ϩ⌬k ͒.
͑1.5͒
When ⌬kϽϪk off , the effect of diffusion diminishes to the extent that the asymptotic behavior becomes purely exponential ͑''AB-regime''͒. This kinetic transition has been verified experimentally 38 for ES proton transfer from a photoacid, 5-͑methanesulfonyl͒-1-naphthol, 39 to various solvents. The pseudo-unimolecular case where both ⌬k 0 and cϾ0 was first studied by Kwac, Yang, and Shin 23 using the kinetic theory of Yang, Lee, and Shin ͑YLS͒.
17 This is sometimes called the ''Multi-Particle Kernel 2'' ͑MPK2͒ theory. 19, 20 Kwac et al. suggest that once cϾ0, a kinetic transition occurs at ⌬kϭ0: The equilibrium plateau in Eq. ͑1.1͒ and the t Ϫ3/2 behavior disappear, and the kinetics ultimately either decays (⌬kϾ0) or grows (⌬kϽ0) exponentially. They conclude that since in the PTTS experiments the lifetimes are never precisely equal, [32] [33] [34] these experiments have actually monitored an intermediate-time behavior. The present work will test these conclusions using accurate simulations.
To achieve this, we have extended our 3D Brownian dynamics algorithm, described in Part I, 31 to the case of different lifetimes. Some of our simulation results are presented below. For small ͉⌬k͉, we suggest a simple approximation motivated by the ''Pre-equilibrium Approximation'' ͑PA͒ of chemical kinetics. For large and positive ⌬k the reaction is equivalent to a two-step irreversible reaction, to which we apply the ''Quasistationary Approximation'' ͑QA͒. In both cases we are able to derive analytic expressions for the longtime behavior of the binding and survival probabilities, which are compared with the simulation results.
II. THEORY

A. General results
Our model for reversible binding in the ''target'' limit involves a static, spherical binding site of radius a ͑the excited molecule, A*͒ at the origin, surrounded initially by N noninteracting, identical point particles ͑the B-molecules͒ which are randomly distributed in a big sphere of radius R centered at the origin. They all have identical diffusion coefficients, D. Two initial conditions are considered for the trap: Either it is vacant ͑eq͒ or bound to one of the B-particles ͑ * ͒. In the first case, we denote the distances of the B-particles from the origin by rϭ(r 1 , . . . ,r N ), whereas if particle i is bound, we denote the coordinates of the remaining particles by r i ϭ(r 1 ,...,r iϪ1 ,r iϩ1 , . . . ,r N ). Given the volume of the big sphere, Vϵ4R 3 /3, the B-particle concentration is cϭN/V.
Whenever the site is vacant, a B-particle at distance r from it may bind with a rate coefficient W a (r). A bound B may, in turn, dissociate to a distance r with a rate coefficient W d (r). These sink terms are positive, integrable functions
and their integrals are the association and dissociation rate coefficients, respectively. In addition, AB* and A* may decay unimolecularly to the ground state with rate constants k 0 and k 0 Ј , respectively. Here we are interested in the case that
Denote by F A (r,t) the probability density for the site to be empty by time t after the initiation of the reaction, and by F AB i (r i ,t) to have particle B i bound to it, with the remaining NϪ1 particles at the distances specified by the vector r i . These density functions obey the Nϩ1 coupled manyparticle diffusion equations 11, 21, 22 
Here L i is the spherically-symmetric diffusion operator in three dimensions
The simplification of spherical symmetry arises because A is static for the target problem. As opposed to many of the approximate theories that are nonlinear, the exact many-particle Eqs. ͑2.2͒ are linear. As a result, the ''lifetime-corrected'' functions, 
where s is the Laplace variable adjoint to t. The denominator Q(s) is given by
The function F is the ''diffusion factor function,'' 19,31 containing the complexity of the many-particle problem. The simple chemical kinetic limit of these equations, solved 45 years ago by Weller, 40 corresponds to the case F ϭ1. Various levels of many-particle diffusion theories imply different approximations for F . 31 One may utilize the above expressions to eliminate F and obtain rigorous relations between the solutions for the various initial conditions. From Eqs. ͑2.6͒ we find sS Ј͑s͉eq͒ϩcK eq ͑ sϩ⌬k ͒ S Ј͑s͉ * ͒ϭ1,
͑2.8a͒
sS Ј͑s͉*͒ϩ͑sϩ⌬k͒ P Ј͑s͉ * ͒ϭ1.
͑2.8b͒
Also, P Ј(s͉eq)ϭcK eq S Ј(s͉ * ). In the special case that ⌬k ϭ0, Eq. ͑2.8a͒ reduces to Eq. ͑4.23͒ of Ref. where f * gϭ͐ 0 t f (t)g(tϪtЈ) dtЈ denotes the convolution of the functions f (t) and g(t). These exact relations can be used to obtain SЈ(t͉*) from SЈ(t͉eq) and, subsequently, PЈ(t͉*) from SЈ(t͉*).
While the many-body equations depicting reaction ͑2.5͒ cannot be solved exactly in the general case, one may hope to obtain approximate solutions valid in the limits of small and large ͉⌬k͉. We treat these two cases below.
B. The pre-equilibrium approximation
Consider the case where ͉⌬k͉ is small as compared with the reversible equilibration rate parameter,
͑2.10͒
In this limit, one expects to have rapid equilibration followed by ES decay occurring with an effective rate constant, k eff , given by the weighted average,
We term this the simplified ''Pre-equilibrium Approximation'' ͑PA͒. In this limit, the bound and free states are expected to decay at long times as
The observed asymptotic exponent, k 0 Јϩk eff , equals k 0 Ј in the geminate limit (cϭ0) and tends to k 0 as c→ϱ. When the ES decay rates are not infinitesimally small, this is still the asymptotic decay, albeit with corrected coefficients which we determine below. A more sophisticated version of the PA is obtained by arguing that, since the ES decay is nearly decoupled from the reversible reaction, for small ⌬k we may use F 0 ϵF ⌬kϭ0 , albeit with a shifted argument
Since k eff is the slowest time-scale of the system, s→Ϫk eff at long times, and the argument shift ensures that it would not become negative. In previous work 31 we have shown that the MKP1 theory of Sung and Lee 18 provides an excellent approximation for F 0 , which we denote by F MPK1 . In the Results we show that this indeed provides an excellent approximation for small ͉⌬k͉.
To find an analytic expression for the long-time behavior we can make use of the small s expansion for MPK1, obtained in the Appendix of Ref. 31 . In the limit that s→Ϫk eff , F MPK1 (sϩk eff )→F MPK1 (0)ϵv 0 , where the constant v 0 is
and S S (t;c)ϭexp͓Ϫc͐ 0 t k S (tЈ)dtЈ͔ is the survival probability from the Smoluchowski theory. 41 In the lowest order ap-
An improved estimate for k eff can be obtained from the smallest root of the denominator Q(s) of Eq. ͑2.7͒. By substituting there F (0)ϭv 0 , we obtain a quadratic equation, easily solved for k eff to give Figure 1 shows k eff as a function of ⌬k for several concentrations. It changes sign at ⌬kϭ0, so that exp(Ϫk eff t) is a decaying ͑rising͒ exponential for ⌬kϾ0 (Ͻ0), and this is the origin of the ''transition'' observed by Kwac et al. 23 The geminate transition at ⌬kϭϪk off is manifested in the abrupt change in slope of k eff vs ⌬k for small c ͑e.g., for c ϭ0.001 in Fig. 1͒ 
where the second equality comes from setting
.16͒ corresponds to the QA limit discussed in Sec. II C below. Thus Eq. ͑2.15a͒ appears to hold beyond the validity range of the PA. Let us consider next this validity range. Since Eq. ͑2.11͒ is obtained when v 0 ͉⌬k͉Ӷ, we suggest that the inequality,
is an approximate condition for the validity of the PA. In the geminate limit (c→0), v 0 ϭ1ϩk a /k D , and then the condition ͑2.17a͒ reduces to ͉⌬k͉рk off .
͑2.17b͒
Interestingly, ⌬kϭϪk off defines the transition between the AB-and the A-regimes, 35 see Eq. ͑1.3͒. The PA applicability range for cϭ0 lies, within the A-regime, symmetrically around ⌬kϭ0. This is shown by the vertical dotted lines in Fig. 1 . Within the A-regime k eff →0 as c→0. As c increases, k eff →⌬k and the range of applicability for the PA increases according to Eq. ͑2.17a͒. This is demonstrated by the ''phase-space'' diagram in Fig. 2 . The figure shows that somewhat better bounds on the PA regime are given by v 0 ͉⌬k͉рk d when cK eq Ͻ1 and v 0 ͉⌬k͉рck a when cK eq Ͼ1.
To get the prefactor in front of the exponential, we write Q(s) in terms of its two roots, 1 ϭϪk eff and 2 , as Q(s) ϭv 0 (sϪ 1 )(sϪ 2 ). Then,
Thus, from Eq. ͑2.6͒ we obtain the leading term in the asymptotic expansions,
In the reaction-control limit v 0 ϭ1, and these expressions reduce to the solution of the chemical rate equations. 40 We note that ck a уv 0 k eff , so that A in Eq. ͑2.19c͒ is never negative. If v 0 ⌬k can be neglected, these equations reduce further to the simplified result postulated in Eq. ͑2.12͒.
C. The quasistationary approximation
The other extreme limit in which one may obtain an analytic solution is when ⌬k is large and positive, so that one may apply the quasistationary approximation ͑QA͒ for the concentration of the intermediate, AB* in Eq. ͑2.5͒. This approximation is valid when AB* is small ͑and slowly varying͒, which occurs when its formation rate is negligible compared to the AB* depletion rates,
Under these conditions, a single steady-state rate constant,
depicts the irreversible depletion of A*. Thus the scheme in Eq. ͑2.5͒ is replaced by the simplified effective reaction scheme, A* ϩ B → k irr AB.
͑2.22͒
A proof for that, starting from the many-body equations ͑2.2͒, is given in the Appendix. It is argued there that, for the simple version of the QA applied herein, an additional restriction is ⌬k/k d Ͼ1. The approximate range of applicability for the QA is depicted in Fig. 2 . A more elaborate QA ͑with a larger applicability range͒ is given by Gopich. 42 It is interesting that the condition in Eq. ͑2.20͒ for the validity of the QA can be written in a weaker but more compact form. Equation ͑2.20͒ implies that (1ϩk a /k D )⌬kϩk d Ͼck a . Using the definitions of k off and Z in Eqs. ͑1.2b͒ and ͑1.5͒, one finds that cZK eq Ͻ1.
͑2.23͒
We make use of this inequality below.
Initially free trap
The exact solution for the irreversible kinetics in Eq. ͑2.22͒ for static A is given, in the pseudo-unimolecular limit, by the Smoluchowski theory. [41] [42] [43] [44] The survival probability for an unbound A*, surrounded initially by an equilibrium distribution of B's, is then
͑2.24͒
where k(t) is the time-dependent rate coefficient,
Here aϭ1ϩk irr /k D and the Smoluchowski rate constant is
The second equality follows for the special value of k irr obtained, in Eq. ͑2.21͒, for the 2-lifetime problem in the QA limit. Interestingly, it is identical to the limiting form of k eff /c in Eq. ͑2.16͒, obtained by imposing the QA validity condition, Eq. ͑2.20͒, on the PA expression in Eq. ͑2.15a͒.
The Smoluchowski theory provides a long-time asymptotics for the present problem,
Since, from Eq. ͑2.23͒ one finds that
ck S is the slowest rate constant for our system. Therefore we expect Eq. ͑2.27͒ to hold for tϾ1/⌬k, after the establishment of steady-state conditions. Note that in this solution, we may take the limits c→0 or ⌬k→ϱ. In the first limit S(t͉eq) →1, and in the second k S →k on ϵK eq k off . ͑However, we may not take the limit of ⌬k→0 at constant concentration.͒
Initially bound state
To obtain the solution for an initially bound state, we need to perform the convolution in Eq. ͑2.9͒. This may be done analytically when one applies the familiar long time approximation for k(t) in Eq. ͑2.25͒,
͑2.29͒
The survival probability for an initial equilibrium distribution of B's becomes 
͑2.32͒
To obtain the solution at asymptotically long times we make use of Eq. ͑2.28͒, that ␣Ͻ0, to eliminate the terms that decay as exp(Ϫ⌬k t). We also make use of the asymptotic expansion exp(z 2 )erfc(z)ϳ1/(ͱz), to write
ZK eq ⌬k 4D͑1ϪcZK eq ͒ 1 ͱDt ͪ .
͑2.33͒
The two leading terms in this asymptotic expansion arise from the second and third terms in Eq. ͑2.32͒, respectively. A similar result may be obtained directly from the Laplace transform in Eq. ͑2.8a͒, by setting s to Ϫck S in the term s ϩ⌬k. In the time domain
͑2.34͒
Inserting k(t) from Eq. ͑2.29͒ gives Eq. ͑2.33͒ with cZK eq neglected in comparison to unity in the second term. In the geminate limit (cϭ0) both results reduce to Eq. ͑1.4b͒. It is amusing that the exact geminate asymptotics can be obtained from S S (t;c) which reduces to unity in this limit. Extending the geminate result to small cϾ0, amounts to replacing Z by Z/(1ϪcZK eq ) and multiplying by the Smoluchowski survival probability, S S (t;c).
To get the long-time behavior of P(t͉*), one could use Eq. ͑2.32͒ in Eq. ͑2.9b͒. This route requires cumbersome algebra. Alternately, we can use an analogous approximation to Eq. ͑2.34͒ namely, PЈ(t͉*)ϳϪdSЈ(t͉*)/d(⌬kϪck S )t, to get an approximate long-time asymptotics directly from Eq.
͑2.33͒. This gives
P͑t͉* ͒ϳcK eq S͑t͉ * ͒ 2 S͑t͉eq͒ ϩ Z 2 K eq ͑ 1ϪcZK eq ͒ 3 S͑t͉eq͒ ͑ 4Dt͒ 3/2 .
͑2.35͒
The first term on the right-hand side comes from differentiating SЈ(t͉eq), whereas the second term comes from differentiating the t Ϫ1/2 term in Eq. ͑2.33͒. Inserting S(t͉*) from Eq. ͑2.33͒, it is seen that Eq. ͑2.35͒ gives P(t͉*)/S(t͉eq) as an asymptotic power series in t Ϫ1/2
, from which only the t Ϫ3/2 term survives in the geminate limit, where it reduces to Eq. ͑1.4a͒. Unlike the asymptotic survival probabilities, whose geminate form merely gets multiplied by S(t͉eq), the binding probability for an initial bound state shows a transition to the t Ϫ1/2 decay for cϾ0.
III. NUMERICS
The numerical algorithm for the two-lifetime problem is identical to the algorithm previously employed 31 for the case of infinite lifetimes, except that the ''Brownian propagator'' is the exact solution for the geminate problem with two lifetimes. 37 Briefly, N particles ͑B͒ are initially randomly distributed within a big sphere of radius R, in the center of which is located the excited, static ''target'' molecule A*. The B particles are moved one at time, keeping the others frozen. Each B moves using a large time-step and Gaussian random numbers when it is far from A*, and using a small time step and random numbers from the exact Brownian propagator if it is either bound or close to A* ͑within the ''reaction zone''͒. Doing so, it keeps its own ''internal'' time until it reaches the reaction zone, when it is delayed until it catches up with the ''real'' time.
The reaction zone is a small sphere of radius r 0 around A, which is chosen such that the average number of particles in the spherical shell between a and r 0 is about 0.1 ͓i.e., (r 0 3 Ϫa 3 )/R 3 ϭ0.1/N]. This ensures that the probability of having more than one B-particle in this zone is negligible. Then, a minimal time-step, 0 , is chosen from the relation r 0 ϭaϩbͱ2D 0 , with bϷ8. It is sufficiently small so that particles cannot hop across this zone in a single step. It also ensures that the frequency of encounters, ck D 0 , is very small (10 Ϫ5 -10 Ϫ3 ). The time-step outside this zone increases as described in Part I. 31 The difference from the previous algorithm 31 is that, as B-particles move, we need to decide whether A* or AB* have decayed into the ground electronic state. If A is bound, the Green function p(r, 0 ͉) for the geminate 2-lifetime problem 37 of an initially bound state (ϭ * ) allows to calculate the AB* decay probability as p decay ϭ1Ϫ͓ p( * , 0 ͉ * ) ϩ͐d 3 rp(r, 0 ͉ * )͔. Thus a single uniform random number in ͓0,1͔ determines whether the bound B-particle remains bound, dissociates to distance r or ͑if рp decay ) AB* decays to the ground state. When A is unbound, the situation is more complicated, 23 and we adopt the following strategy. If there is no B-particle in the reaction zone, decay to the ground-state during 0 occurs with probability 1Ϫexp(Ϫk 0 Ј 0 ) characteristic of a simple unimolecular reaction. If there is exactly one particle in this zone ͑with aϽϽr 0 ), its motion determines the decay probability which is
Here, again, we use the exact Green function for the geminate 2-lifetime problem. 37 In the rare cases that there happens to be an additional particle͑s͒ in this zone, the nearest particle determines the decay probability as above, whereas the next nearest particle moves with a scaled random number, (1Ϫ p decay ), with p decay calculated from its own value of .
As time proceeds, the outer sphere is gradually shrinked, so that the trajectory of any B-particle outside it is terminated. Thus N decreases with time. Also, the whole N-particle trajectory is terminated if, at a given time-step, either A* or A*B cross into the ground electronic state. Each multiparticle trajectory occupies one node in a 24-processor Pentium III PC-cluster, running under the Linux flavor of Unix. Typically, over 10 million trajectories are averaged to produce the binding and survival probabilities. Each calculation was performed for an initially free and an initially occupied trap.
IV. RESULTS
We have calculated both survival and binding probabilities, for both initial conditions, for the various parameters depicted in Fig. 2 . For clarity, we concentrate below on P(t͉ * ) for small concentrations and S(t͉eq) for large concentrations. ͑This choice corresponds to the larger change with time.͒ Parameters which were held constant throughout this study are Dϭ1, aϭ1, k a ϭ125, and k d ϭ5. Without loss of generality ͑see Sec. II A͒, either k 0 or k 0 Ј were set to zero.
Some derived parameters, which appear in the approximate theories, are given in Table I . Figures 3 and 4 show a series of computations for the binding probability, P(t͉ * ), for cϭ0.1 with small and positive ͑Fig. 3͒ or negative ͑Fig. 4͒ ⌬k. The upper panel in each figure shows our Brownian dynamics ͑BD͒ results for P(t͉ * )exp͓(k 0 Јϩk eff )t͔ as bold lines, where k eff is taken from Eq. ͑2.15a͒. For small ⌬k, we expect the PA to hold, Eq. ͑2.13͒. This approximation with F 0 ϭF MPK1 , is shown as the As can be seen, its quality decreases with increasing ͉⌬k͉, whereas the somewhat more involved MPK2 theory 17, 19, 20 describes well all three examples in each figure ͑full lines͒. Note also, that the results for ⌬kϾ0 (Ͻ0) lie below ͑above͒ the equal-lifetime case ͑dotted line͒.
The non-constancy of the long-time plateau ͓the quantity A in Eq. ͑2.19c͔͒ could be due to inaccuracies in the theoretical expression for k eff . We modify it slightly ͑4th digit͒ to get a flat plateau, which is then subtracted to produce the bottom panels. A t Ϫ3/2 behavior is observed for the BD data ͑but not for the PA͒, and it lies above ͑below͒ the equallifetime case ͑dotted curve͒ when ⌬kϾ0 (Ͻ0). This behavior contrasts with the claim of Kwac et al. 23 that the powerlaw behavior disappears when the lifetimes become unequal.
Results for a larger concentration (cϭ1) are shown in Figs. 5 (⌬kϾ0) and 6 (⌬kϽ0). These correspond to two of the points located along the line cK eq ϭ25 in Fig. 2 . Here k eff is much closer to k 0 than to k 0 Ј , and the plateau appears flatter. Both PA and MPK2 performs better for negative ⌬k ͑than for positive ⌬k), where the PA appears even better than MPK2. Subtraction of the plateau ͓B in Eq. ͑2.19a͔͒ shows that the approach to quasiequilibrium is characterized by a clear change of slope as the long-time t Ϫ3/2 behavior sets in ͑inset͒.
In the QA regime ͑Fig. 7͒, MPK2 breaks down at long times, whereas the QA becomes progressively better as ⌬k increases ͑long-dashed lines͒. When ⌬kϭ10, it is already indistinguishable from our simulation data. The QA ͑full͒ was calculated by inserting the Smoluchowski-type relation FIG. 3 . Binding probabilities for the reversible AϩB↔ AB reaction with different lifetimes, static A/AB and an initially bound state. Brownian dynamics simulations ͑bold lines͒ for ⌬kϾ0 are compared with two approximate theories, MPK2 and PA. The bottom panel shows, on a log-log scale, the approach to the plateau of the BD simulations shown in the upper panel. To obtain these data, the theoretical value of A ͑see Table I͒ Fig. 3 for a larger concentration, cϭ1, and ⌬kϾ0. Here the approach to the plateau, B, is shown in the inset.
for S(t͉eq), Eq. ͑2.27͒, into the convolution-relation ͑2.9b͒. It fits our simulations reasonably well also slightly outside the borders of the QA regime ͑gray circles in Fig. 2͒ . Its long-time asymptotic limit, QA ͑asy͒, calculated from Eq. ͑2.35͒, is shown by the dashed-dotted lines in Fig. 7 for the two largest ⌬k values. It is evident that this equation indeed gives the correct long-time asymptotics of the full QA.
Finally, Fig. 8 shows simulation results in a regime where neither the PA or QA are expected to work ͑large negative ⌬k and small c). To get a rough plateau at long times we multiply the data by exp(k eff Ј t), where k eff Ј is larger than k eff of Eq. ͑2.15a͒. The PA with k eff is bad ͑dashed curves͒, but if we replace it by a yet larger value, k eff Љ , we can get an improved approximation ͑PAЈ, dashed-dotted curves͒.
V. CONCLUSION
We presented first detailed microscopic simulations of a reversible excited-state reaction in 3D with different excitedstate lifetimes, using the enhanced algorithm developed in Part I. 31 This reaction shows unexpectedly rich behavior. We have investigated in detail two regimes ͑PA and QA͒, corresponding roughly to small and large ͑and positive͒ ⌬k values.
A fundamental quantity for which we have derived an approximate expression, Eq. ͑2.15a͒, is the effective longtime exponent, k eff ϩk 0 Ј . It was obtained for the PA, where we can use the ''diffusion factor function'' F (s) derived for equal lifetimes ͑e.g., via the MPK1 theory͒. Nevertheless, an appropriate limit of k eff is identical with the exponent ck S that we find in the QA regime. It thus appears that Eq. ͑2.15a͒ is approximately valid over a wide range of parameters, and differences in behavior arise from higher order terms.
Our k eff changes sign when ⌬kϭ0, and this appears to be the origin of the ''transition'' identified by Kwac et al. 23 In other words, the long time exponent is k 0 Ј only in the geminate limit, whereas it tends to k 0 as the concentration of B-particles increases. Because k eff and its derivatives vary smoothly with ⌬kϭ0, see Fig. 1 , we would not use the terminology ''kinetic transition'' here. Another claim by Kwac et al., 23 that the t Ϫ3/2 behavior disappears, was not substantiated. We do find a plateau with a t Ϫ3/2 approach to it within the PA regime. There is always the theoretical possibility that this constitutes some intermediate-time behavior. Yet practically, after identifying the correct long-time exponent, it is possible to observe the power-law behavior.
We checked to see in which regime the experimental data for ES proton-transfer from a photoacid such as hydroxypyrene-trisulfonate ͑HPTS͒ resides. This reaction has been used twice 32, 34 to search for the many-body asymptotics depicted by Eq. ͑1.1͒, by lowering the pH from 6 to 2. Although the ES lifetimes for acid and base are slightly different (k 0 ϭ0.20 ns Ϫ1 and k 0 Јϭ0.18 ns Ϫ1 , thus ⌬kϭ0.02 ns Ϫ1 ͒ these authors treated the reaction as if k 0 ϭk 0 Ј . According to Kwac et al., 23 the plateau in this case is only a transient feature.
Using the screened Debye-Hückel potential for these ionic solutions, we find from the parameters reported in the experimental work that in the pH range of 6 -2, varies from 8.0 to 9.0 ns Ϫ1 , whereas v 0 ⌬k varies from about 0.2 to 0.05 ns Ϫ1 . Hence the inequality in Eq. ͑2.17a͒ is fulfilled. This reaction lies deep in the PA regime, and more so with increasing proton concentration. Thus there should be no real problem with the analysis of the experimental data, except that the kinetic parameters derived subject to the assumption of equal lifetimes can be different from the correct ones. This is exemplified by the deviation of the curves in Figs. 3 and 4 from the equal-lifetime case. We hope to be able to utilize the results of the present study to correct the experimentally derived parameters.
A different behavior seems to hold in the QA regime ͑large and positive ⌬k). First, the asymptotic exponential term, exp͓Ϫc(k S ϩk 0 Ј)t͔, is multiplied by exp(Ϫ␤ͱt). The binding probability is then multiplied by an asymptotic series which begins with a t Ϫ1/2 rather than a t Ϫ3/2 term as in the PA regime ͓see Eq. ͑2.35͔͒. This asymptotics has been verified in Fig. 7 .
Finally, we have compared three approximate theories with the exact simulation results for the complete time dependence, finding that MPK2 agrees very well with the data for small concentrations and small or negative ⌬k. The PA works particularly well at high concentrations, and the QAfor large and positive ⌬k. Additional comparison of the simulations with various approximate theories will be presented in future work.
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APPENDIX: PROOF FOR THE SMOLUCHOWSKI LIMIT
We investigate the conditions under which the manybody equations for reversible binding, Eqs. ͑2.2͒, with two lifetimes (k 0 Јϭ0 and k 0 Ͼ0) obey the quasistationary approximation ͑QA͒ which reduces them to the Smoluchowskitype behavior in Eq. ͑2.24͒. Following Gopich and Agmon, 11, 21, 22 we take the Fourier-Laplace transform of Eqs. ͑2.2͒, obtaining
where we have defined the many-body Fourier variables, with (z)ϵsin z/z. The integration operator over the ith Fourier component is defined by
͑A4͒
We subsequently assume ''contact'' reactivities, for which 
͑A6͒
The survival probability is obtained by taking the limit →0.
We consider below the conditions under which this result simplifies to the corresponding QA result. The essence of the approximation is in assuming that the intermediate AB i -state becomes, after a short induction period, time independent: ‫ץ‬F AB Ј /‫ץ‬tϷ0. This sets the variable s in the Laplace transform ͑A1b͒ to zero. ͑A more elaborate QA is obtainable 42 by setting sϭϪk eff .) By substituting it into Eq. ͑A1a͒, one finds that Eq. ͑A6͒ reduces to
͑A7͒
Alternately, we can set sϷ0 in Eq. ͑A1b͒ if sӶk 0 ϩk d . But to have sϷ0 also in the right-hand side ͑rhs͒ of Eq. ͑A6͒ requires sӶk 0 , which follows from sӶk 0 ϩk d if also k d Ӷk 0 . Then the QA becomes exact at such long times that tϾ1/k 0 .
͑A8͒
In the limit →0, Eq. ͑A7͒ becomes equivalent to Eq. ͑A1a͒ with k d ϭ0 and k a replaced by k irr of Eq. ͑2.21͒. The exact solution of the latter is given by the Smoluchowski theory of irreversible diffusion-influenced reactions. [41] [42] [43] [44] Thus at long times,
͑A9͒
with k S given by Eq. ͑2.26͒.
To see the implication of this result, let us write Eq. ͑A1b͒ in the time-domain,
͑A10͒
The 
Hence we conclude that the QA is valid if
Summarizing, our QA should be valid when both k d and ck S are small as compared to k 0 , see Eq. ͑2.28͒, and then only for tϾ1/k 0 . However, if the Smoluchowski asymptotic limit in Eq. ͑A9͒ has not been established by this time, it is better to replace k S by k irr ͑note that k irr Ͼk S ). Then we get ck irr Ͻk 0 , and this is identical with the chemical kinetic condition for the QA, Eq. ͑2.20͒.
