The aim of this paper is to develop a Bayesian local influence method (Zhu et al. 2009, submitted) for assessing minor perturbations to the prior, the sampling distribution, and individual observations in survival analysis. We introduce a perturbation model to characterize simultaneous (or individual) perturbations to the data, the prior distribution, and the sampling distribution. We construct a Bayesian perturbation manifold to the perturbation model and calculate its associated geometric quantities including the metric tensor to characterize the intrinsic structure of the perturbation model (or perturbation scheme). We develop local influence measures based on several objective functions to quantify the degree of various perturbations to statistical models. We carry out several simulation studies and analyze two real data sets to illustrate our Bayesian local influence method in detecting influential observations, and for characterizing the sensitivity to the prior distribution and hazard function.
on developing various statistical models including parametric, semiparametric and nonparametric models for analyzing survival data. See the references in Anderson et al. (1993) , Fleming and Harrington (1991) , Kalbfleisch and Prentice (2002) , Lawless (2003) and Ibrahim et al. (2001) . For instance, frailty models are extensions of the proportional hazards model that allow us to model the association between individual survival times within clusters and for modeling multivariate survival data. In addition, cure rate models have been developed to model time-to-event data for various types of cancers, including breast cancer, non-Hodgkins lymphoma, leukemia, prostate cancer, and some other diseases, where for these diseases, a significant proportion of patients are "cured" (Chen et al. 1999) .
Recent advances in computation and prior elicitation have made Bayesian analysis of complex survival models feasible. For instance, nonparametric prior processes including the gamma process, the beta process, the Dirichlet process, mixtures of Dirichlet processes, nested Dirchlet processes, stick-breaking processes, and Polya tree processes have been developed in semiparametric Bayesian inference (Ibrahim et al. 2001; Sinha et al. 2003; Hanson and Johnson 2002; Hanson et al. 2009; Dunson and Park 2008; Rodriguez et al. 2008; De Iorio et al. 2009 ).
The literature on Bayesian survival analysis is enormous, and too numerous to list here. Ibrahim et al. (2001) (2005), and Chi and Ibrahim (2006, 2007) .
The literature on Bayesian diagnostics mainly addresses methods based on case deletion using the Conditional Predictive Ordinate (CPO) (Geisser 1993; Gelfand et al. 1992; Gelfand and Dey 1994) and the Kullback-Leibler (KL) divergence (Peng and Dey 1995) . Considerable research has been done for developing case influence diagnostics using the KL divergence under various parametric models (Johnson and Geisser 1983, 1985; Pettit 1986; Carlin and Polson 1991; Weiss and Cook 1992; Peng and Dey 1995; Weiss 1996; Christensen 1997; Sinha and Dey 1997; Weiss and Cho 1998) . Pettit (1986) suggested the use of the KL divergence in detecting influential
