Abstract. In order to estimate model parameters and circumvent possible dif-6 ficulties encountered with the likelihood function, we propose to replace the like- can be used to make frequentist inference and allows the reduction of analytical 12 calculations to get the limit variance matrix of the estimator. For specific con-13 trasts, the CB-posterior distribution directly approximates the limit distribution 14 of the estimator; the calculation of the limit variance matrix is then avoided.
Detailed information on minimum contrast estimation can be found in Dacunha-Castelle and Duflo (1982) . Here, we avoid the complete notations. Consider a family of parametric models {P α : α ∈ Θ} and samples of increasing sizes t ∈ T ⊂ AE, drawn from P θ .
A contrast for θ is a random function α → U t (α) defined over Θ, depending on a sample of size t, and such that {U t (α)} t converges in probability, as t → ∞, to a function α → K(α, θ) which has a strict minimum at α = θ. The minimum contrast estimator isθ t = argmin{U t (α), α ∈ Θ}.
Let us make the following classical assumptions: 1 H 1 : Θ ⊂ Ê p , p < ∞, is compact and θ is in the interior of Θ, 2 H 2 : α → K(α, θ) has a strict minimum at θ, 3 H 3 : α → U t (α) is C 2 (it has two continuous derivatives) over Θ,
4
H 4 : the normalized gradient vector √ tgradU t (θ) (first derivatives of U t (θ) with respect to θ) converges in law to the normal distribution N (0, Γ θ ):
H 5 : the Hessian matrix HU t (θ) (second derivatives of U t (θ) with respect to θ) converges in probability to an invertible matrix I θ :
HU t (θ) → I θ in probability as t → ∞, H 6 : sup ||β||<ǫ |H kl U t (θ + β) − H kl U t (θ)| → 0 in probability, where ǫ > 0 and H kl is 5 the component (k, l), 1 ≤ k, l ≤ p, of the Hessian operator.
6
Under these assumptions, the minimum contrast estimator is consistent and 7 asymptotically normal: as t → ∞,
8
•θ t converges in probability to θ and 
.). The likelihood function is
L n = 0≤i≤n p θ (X i ) and the corresponding contrast is U n (α) = − 1 n i≤n log p α (X i ).
The limit function K is the opposite of the Kullback information: K(α, θ) = −E θ {log p α (X i )}, the matrices I θ et Γ θ satisfy
and the convergence in law simplifies into √ n(θ n − θ) → N 0, I −1 θ .
3
Least squares. Here we present the least-square method as a contrast method 4 in the case of the estimation of a variogram. This case will be used as an illus-5 tration in the application section.
6
Consider a stationary Gaussian random field X over 2 with mean value zero and with parametric variogram
the distance between X i and X j (Chilès and Delfiner, 1999) . Assume that the sample is made on a square grid {i = (i 1 , i 2 ) : 0 ≤ i 1 , i 2 ≤ n} with size n 2 ; the sample is denoted by (X i ) 0≤i 1 ,i 2 ≤n where i = (i 1 , i 2 ) (here T = {n 2 : n ∈ AE}). The variogram can be estimated with the least square method (Chilès and Delfiner, 1999) . In practice, the sample variogramγ is computed at each possible distance
where C l is the set of pairs of points separated by h l and n l = #C l , and the contrast between the sample variogram and the theoretical variogram
is minimized. The limit function K of the contrast is K(α, θ) = 1 2
In this context, the sample variogram {γ(h l )} l≤k is unbiased with mean
} l≤k is asymptotically normal with variance
is the transpose of µ θ . field. This case will be used as an illustration in the application section.
Consider a stationary Markov random field X over 2 with state space {0, 1}.
Assume that the conditional probability of X i given X j , j = i, satisfies
where θ = (θ 1 , θ 2 ) is a pair of parameters and V (i) is the set of the four nearest neighbors of i (Guyon, 1985) . We assume in the following that the Markov field is α-mixing; this is satisfied if | θ 2 |≤ 1 for example. Moreover, the field is observed on the square grid I = {i = (i 1 , i 2 ) : 0 ≤ i 1 , i 2 ≤ n} with size n 2 (here T = {n 2 : n ∈ AE}). The likelihood cannot be analytically calculated. Therefore, a pseudo-likelihood was proposed to make the inference (Guyon, 1985) . The pseudo-likelihood is the product of the conditional probabilities i∈I P θ (X i | X j , j = i). The corresponding contrast is
Let W denote the set of possible states for the neighborhood of any point 0, then the limit function of the contrast is
3 Incorporating a contrast in the Bayesian for- In the Bayesian framework, a prior distribution denoted c(·) is defined over Θ. Let (X i ) i≤t be a sample of size t drawn from the distribution P θ , then the posterior distribution is
corresponding contrast (see the first example presented above).
For the estimation of θ, we propose to replace the contrast associated with the likelihood in the Bayesian formula written above by any contrast. We obtain a contrast-based (CB) posterior distribution denoted p t (α):
The CB-MAP estimator obtained by maximizing p t (·) is denoted
θ t is at the minimum of α → U t (α) − (1/t) log c(α), and does not coincide in the 7 general case with the classical minimum contrast estimatorθ t = argmin{U t (α), α ∈ 8 Θ}.
10
In what follows we investigate the behavior of the CB-MAP estimator and 11 the CB-posterior distribution. 3.2 Consistency and asymptotic normality of the CB-
13

MAP estimator
14
We noted above that the CB-MAP estimatorθ t is at the minimum of α → •θ t converges in probability to θ and
where I θ and Γ θ are the matrices which were introduced when the classical minimum contrast method was presented:
Asymptotic deviation betweenθ t andθ t 2
The asymptotic deviation between the classical minimum contrast estimator θ t and the CB-MAP estimatorθ t is given bỹ
where 1 p is the unit vector of size p (the dimension of Θ). Thus, the deviation 3 between the two estimators is of order 1/t.
4
Proof of (4). Asθ t satisfies gradp t (θ t ) = 0,
Then, applying a first order Taylor's expansion for gradU t (θ t ) aroundθ t yields
In this equation, gradU t (θ t ) = 0 becauseθ t is the maximizer of U t (·). Moreover, applying zero order Taylor's expansions for c(θ t ), HU t (θ t ) and gradc(θ t ) around
since lim t→∞ HU t (θ) = I θ in probability. Then equation (4) follows. The CB-posterior distribution p t (·) is asymptotically equivalent to the density function of the Gaussian distribution N θ t , (tI θ ) −1 :
See the end of the section for the proof. This result allows us to figure out what 7 is the CB-posterior distribution and how it can be used to make inference in the 8 frequentist and Bayesian ways.
9
In the contrast theory, the distribution N θ t , (tI)
is used to make 10 frequentist inference about θ: the point estimator isθ t , and confidence zones can be directly used to make fre-14 quentist inference about θ: the mode of p t (·) is the point estimator, and con-15 fidence zones can be directly determined from p t (·). This case is particularly 16 interesting since the calculation of the limit matrices I θ = lim t→∞ HU t (θ) and
Moreover, when the contrast which is considered satisfies I −1
we propose to use the CB-posterior distribution p t (·) to make inference in the Proof of (5). Let δ > 0. For any a such that sup 1≤i≤p |a i | < t δ , a third order Taylor's expansion yields
Given that gradU t (θ t ) = 0 (definition of the classical minimum contrast estimator θ t ) and thatθ t −θ t = o proba (t −1+δ )1 p (see eq. (4)), the previous equation becomes
Ensuring that δ < 1/2 (and not only δ > 0), then
Let us introduce g t : a → t −p/2 p t (θ t + a/ √ t) defined over Ê p . This density function satisfies, from the previous result,
Since g t (·) is a density function and given the form of the right-hand-side term of θ , then p t (·) can be used to make 6 inference in the Bayesian way or in the frequentist way. Otherwise, p t (·) can be 7 used to estimate the limit matrix I θ .
8
It has to be noted that building a contrast such that I −1
particularly interesting since the calculation of I θ and Γ θ is avoided. However,
10
we will see below that it is not always possible. This simulated case illustrates the application of the method for a real pa-14 rameter. Here, the CB-posterior distribution cannot be directly used to make 15 inference but can be used for estimating I θ .
16
We built a data set by simulating a centered Gaussian random field whose 
26
Estimation uncertainty was assessed by estimating the limit variance ofθ t 1 which is Γ θ /(nI θ ) 2 . The term Γ θ = lim t→∞ V θ ( √ tgradU t (θ)) (t = n 2 here) was The term I θ = lim t→∞ HU t (θ) was estimated in two ways: with the estimator Thus, the estimate of the limit variance Γ θ /(nI θ ) 2 ofθ t is 0.07 when I θ is 2 assessed by simulations and 0.12 when I θ is computed from the CB-posterior when the estimate of the limit variance is 0.07 and 0.12, respectively. The true value θ = 1 belongs to the 95%-confidence interval whatever the estimate of the 7 limit variance is. We see how the two versions of the limit density are different 8 from the CB-posterior density.
9
To assess the efficiency of the method, the coverage rate of the 95%-confidence make inference but can be used for estimating I θ .
20
We built a data set by simulating the spatial Markov field with two states, 0 21 and 1, specified in section 2.2. The field was simulated on a n × n square grid I 1 (n = 20). Figure 2 (left) shows a simulation of this field for θ 1 = 0 and θ 2 = 0.3.
2
To estimate θ 1 and θ 2 , we applied the estimation method proposed in this article 3 by using the pseudo-likelihood contrast introduced in section 2.2 (see eq. (2)) and 
Estimation of an autosimilar model using moments 4
This real study-case illustrates the application of the method for a bivariate 5 parameter. Here, the CB-posterior distribution can be directly use to make 6 inference.
7
In this section we aims to build and fit a model for soil roughness. Soil rough- Here, we aim to estimate the parameters of an autosimilar model based on random cylinders, each cylinder having same height and radius. For any x ∈ Ê 2 and r > 0, let f (x, r) = r1 {||x||<r} be the function describing the cylinder which is centered in x and whose radius and height are equal to r. In addition, let (X, R) be a marked Poisson point process defined over Ê 2 × Ê + * with intensity function µ(x, r) = α exp {−βr}. The random surface Y representing the soil surface is defined by
For such a process, it is difficult to calculate the joint distribution of the 2 heights whereas the moments can easily be written. The parameter vector θ = 3 (α, β) has two components and we propose to estimate it using the first two 
The estimation method is applied by using a uniform prior over [1,100]× [1, 5] and a contrast based on the weighted least squares of the first two moments:
For this contrast, the matrices I θ and Γ θ are equal and their component (i, j) is
Consequently, I The CBPD can be used to make frequentist inference and, in specific situations,
3
Bayesian inference. In case of frequentist inference, the use of the CBPD allows 4 the reduction of analytical calculations usually required to compute the limit 5 variance matrix of the estimator. In this article, the method has been applied 6 to spatial data sets, but can be applied to other cases where likelihood-based 7 procedures are not appropriate.
8
In the frequentist viewpoint, the CBPD can be used to provide a point es- were restricted to maximum likelihood estimation.
21
In the Bayesian viewpoint, the CBPD can be used as a classical posterior 
24
The CBPD has to be viewed as a posterior distribution based on the information 25 brought by the contrast which is used.
26
Even if the proposed procedure has advantages, it also faces two classical θ ; it has to be noted that the problem of dependence can be circum-
13
vented with coding techniques (Besag, 1975) 
