Bouncing jets are fascinating phenomenons occurring under certain conditions when a jet impinges on a free surface. This effect is observed when the fluid is Newtonian and the jet falls in a bath undergoing a solid motion. It occurs also for non-Newtonian fluids when the jets falls in a vessel at rest containing the same fluid. We investigate numerically the impact of the experimental setting and the rheological properties of the fluid on the onset of the bouncing phenomenon. Our investigations show that the occurrence of a thin lubricating layer of air separating the jet and the rest of the liquid is a key factor for the bouncing of the jet to happen. The numerical technique that is used consists of a projection method for the Navier-Stokes system coupled with a level set formulation for the representation of the interface. The space approximation is done with adaptive finite elements. Adaptive refinement is shown to be very important to capture the thin layer of air that is responsible for the bouncing.
Introduction
The ability of a jet of fluid to bounce on a free surface has been observed in different contexts. Thrasher et al. [31] designed an experiment where a jet of Newtonian fluid falls into a rotating vessel filled with the same fluid. The authors investigated the conditions under which the jet bounces: nature of the fluid, jet diameter, jet and bath velocities. We refer to Lockhart [26] for experimental movies illustrating this effect. Bouncing can also be observed in a stationary vessel provided the jet is composed of a non-newtonian fluid. During the pouring process, a small heap of fluid forms and the jet occasionally leaps upward from the heap; see Figure 1 . This is the so-called Kaye effect as first observed by Kaye [24] in 1963. About 13 years after this phenomenon was first mentioned in the literature, Collyer and Fischer [12] revisited the experiment and suggested that the ability for the fluid to exhibit shear-thinning viscosity and elastic Email addresses: bonito@math.tamu.edu (Andrea Bonito), guermond@math.tamu.edu (Jean-Luc Guermond), shlee@math.tamu.edu (Sanghyun Lee) 1 Partially supported by the NSF grant DMS-1254618 and by award KUS-C1-016-04 made by King Abdullah University of Science and Technology (KAUST) behavior are key ingredients for the bouncing to occur. Additional laboratory experiments performed by Versluis et al. [34] and Binder and Landig [5] lead the authors of each team to propose a list of properties that the fluid should have for the Kaye effect to occur. The conclusions of these two papers disagree on the requirement that the fluid be elastic and on the nature of the thin layer that separates the heap and the outgoing jet. It is argued in Versluis et al. [34] that elastic properties are not necessary and that the thin layer is a shear layer, whereas it is argued in Binder and Landig [5] that the fluid should have elastic properties and that the thin layer separating the heap from the bouncing jet is a layer of air. Recent experiments reported in Lee et al. [25] using a high speed camera unambiguously show that the jet slides on a lubricating layer of air. For completeness, we also refer to Ochoa et al. [27] for a thorough discussion on the "stable" Kaye effect, where the jet falls against an inclined surface.
The objective of the present paper is to numerically revisit the Kaye effect. Our key finding is that a thin air layer is always present between the bouncing jet and the rest of the fluid whether the fluid is Newtonian or not. Our numerical experiments suggest that the critical parameter for bouncing to occur is that the properties of fluid and the experimental conditions be such that a stable layer of air separating the jet and the ambiant fluid can appear. This condition is met by setting the bath in motion for Newtonian fluids; it can also be met if the bath is stationary provided the fluid is non-Newtonian and has shear-thinning viscosity. The numerical code that we use is based on a modeling the fluid flows by the incompressible Navier-Stokes equations supplemented with a surface tension mechanism. The shear-thinning viscosity of the non-Newtonian fluids is assumed to follow a model by Cross [13] . Elastic behaviors are not modeled. The numerical approximation of the resulting two-phase flow model is based on two solvers: one solving the Navier-Stokes equations assuming that the fluid/air distribution is given, the other keeping track of the motion of the interface assuming the transport velocity is given. The Navier-Stokes solver is based on projection method by Chorin [11] and Témam [30] using a second-order backward differentiation formula for the time discretization and finite elements for the space approximation. The transport solver is based on a level-set technique in the spirit of Osher and Sethian [28] to represent the liquid/air interface. The level set is approximated in space by using finite elements and the time stepping is done by using a third order explicit Runge-Kutta technique.
The paper is organized as follows. The mathematical model is presented in Section 2. The numerical techniques to solve the Navier-Stokes equations and the transport equation for the level set function are described in Section 3. Various validation tests of the numerical algorithms and comparisons with classical benchmark problems are reported in Section 4. Finally, we report numerical evidences of Newtonian and non-Newtonian bouncing jets in Section 5.
The Mathematical Model
This section presents the mathematical models adopted to describe non-mixing two phase fluid flows with capillary forces. Each fluid is assumed to be incompressible.
Two Phase Flow System
Let
be an open and bounded computational domain with Lipschitz boundary ∂Λ and let [0, T ] be the computational time interval, T > 0. The cavity Λ is filled with two non-mixing fluids undergoing some time-dependent motion, say fluid 1 and fluid 2. We denote by Ω + and Ω − the open subsets of the space-time domain Λ×[0, T ] occupied by fluid 1 and fluid 2, respectively. We denote by ρ + , µ + , ρ − , µ − the density and dynamical viscosity of each fluid, respectively. The interface between the two fluids in the space-time domain is denoted Σ := ∂Ω + ∩ ∂Ω − , and the normal to Σ, oriented from Ω + to Ω − , is denoted n Σ . The two space-time components of the vector field n Σ : Σ −→ R d ×R are denoted n and n τ , respectively. It is also useful to define Ω ± (t) := Ω ± ∩ (Λ×{t}); i.e., the sets Ω + (t) and Ω − (t) are the regions occupied by fluid 1 and fluid 2 at time t, respectively. We also introduce the interface Σ(t) = ∂Ω + (t) ∩ ∂Ω − (t); note that n, as defined above, is the unit normal of Σ(t) and it is oriented from Ω + (t) to Ω − (t). To facilitate the modeling, we define global density and dynamical viscosity functions ρ, µ : Λ×[0, T ] → R by setting ρ(x, t) = ρ ± and µ(x, t) = µ ± if (x, t) ∈ Ω ± . The fluid velocity field u : Λ×[0, T ] → R d , henceforth assumed to be continuous across Σ, and the pressure p : Λ×[0, T ] → R are defined globally and solve the incompressible Navier-Stokes equations in the distribution sense in the space-time domain
where
is the strain rate tensor, g is the gravity field, and δ Σ σκn is a singular measure modeling the surface tension acting on Σ(t). The distribution δ Σ is the Dirac measure supported on Σ, the function κ : Σ → R is the total curvature of Σ(t) (sum of the principal curvatures) and σ is the surface tension coefficient.
The system (1) is supplemented with initial and boundary conditions. The initial condition is u(x, 0) = u 0 (x) for all x ∈ Λ, where u 0 is assumed to be a smooth divergence-free velocity field. The boundary ∂Λ is decomposed into three non-overlapping components
Timedependent decomposition could be considered but are not described here to avoid unnecessary technicalities. Given
where ν is the outward pointing unit normal on ∂Λ and I is the d×d identity matrix. For simplicity, we assume that the (d − 1)-measures of Γ N ∪ Γ S and Γ D are each strictly positive; otherwise extra constraints either on the velocity or on the pressure must be enforced. Note that we could have formulated the conservation of momentum without invoking the singular measure modeling the surface tension by saying that (1a) holds in Ω + and Ω − (without the singular measure) and by additionally requiring that
[u] = 0 and 2µ∇
where [.] denotes the jump across
The interface Σ(t) is assumed to be transported by the fluid particles. More precisely, let ∂ − (Λ×[0, T ]) be the part of the boundary of the space-time domain where the characteristics generated by the field (u, 1) enter, i.e.,
We then define {x(P, t) ∈ Λ, t ∈ [t P , T ], (P, t P ) ∈ ∂ − (Λ×[0, T ])} to be the family of the characteristics generated by the velocity field u, i.e., ∂ ∂t x(P, t) = u(x(P, t), t) with x(P, t P ) = P, (P, t P ) ∈ ∂ − (Λ×[0, T ]) where t P is the time when the characteristics enters the space-time domain Λ×[0, T ] at P. Let us now denote by Σ 0 := Σ ∩ ∂ − (Λ×[0, T ]) the location of the interface at the inflow boundary of the space-time domain, then we are going to assume in the entire paper that the velocity field is smooth enough so that the following property holds
Eulerian Representation of the Free Boundary Interface
A level set technique is used to keep track of the position of the time-dependent interface Σ(t), see for instance Osher and Sethian [28] . This method is recalled in Section 2.2.1. A typical problem arising when using a level-set method to describe interfaces is to guarantee the non-degeneracy of the representation. We discuss a reinitialization technique overcoming this issue in Section 2.2.2.
Level-Set Representation
Let us define the so-called level function φ(x, t) :
where we assume that φ 0 is a smooth function satisfying the following properties:
Note that this definition implies that Σ 0 is the 0-level set of φ 0 . Upon introducing ψ(P, t) := φ(x(P, t), t) for all (P, t P ) ∈ ∂ − (Λ×[0, T ]), t ≥ t P , the definition of φ together with the definition of the characteristics implies that ∂ t ψ(P, t) = 0; thereby proving that φ(x(P, t), t) = ψ(P, t) = ψ(P, t p ) = φ(x(P, t P ), t P ) = φ(P, t P ) = φ 0 (P, t P ). This means that the value of φ(x(P, t), t) along the trajectory {x(P, t P ), t ∈ [t P , T ]} is constant; in particular the sign of φ(x(P, t), t) does not change. The leads us to adopt the following alternative definitions for Ω ± and Σ(t):
The above characterizations will be used in the rest of the paper.
To simplify the presentation we are going to assume in the rest of the paper that there is
e., the inflow boundary for the level-set equation is time-independent. We then set φ L (P, t) = φ 0 (P, t) for all P ∈ Γ L , t ∈ [0, T ], and we abuse the notation by setting φ 0 (P) = φ 0 (P, 0) for all p ∈ Λ.
Reinitialization and cut-off function
A typical issue when dealing with level-set representation of interfaces is to guarantee that the manifold {x ∈ Λ | φ(x, t) = 0} is (d − 1)-dimensional, i.e., we want to make sure that ∇φ 2 > 0 in every small neighborhood of the zero level-set, where · 2 is the Euclidean norm in R d . In order to achieve this objective, we implement an "on the fly" reinitialization algorithm proposed in Ville et al. [35] , which consists of replacing (6) by
where λ, β > 0 are parameters yet to be defined, and G(·), sign(·) are defined by
The rational for the new definition (10) is that the presence of the sign function in the right-hand side implies that the 0-level set of φ λ,β is the same as that of φ; i.e., the characterizations of Ω ± and Σ(t) are unchanged, see (9) . Moreover, assuming that u is locally the velocity of a solid motion and upon setting ψ(P, t) = φ λ,β (x(P, t)), we have
2 ) − |∇ψ|). Assuming that this eikonal equation has a steady state solution ψ ∞ and denoting by Σ ∞ the 0-level set of this steady state solution, the behavior of ψ ∞ in the vicinity of
, since the solution to the following ODE:
Note that ψ is close to ψ ∞ if λ is very large. In conclusion the solution of (10) is such that φ λ,
if λ is large enough, i.e., ∇φ 2 ∼ 1 in any small neighborhood of the zero level-set. We are going to abuse the notation in the rest of the paper by dropping the indices λ, β and by using φ instead of φ λ,β .
Numerical Method
We discuss the approximations of the level-set equation in Section 3.1 and that of the Navier-Stokes system in Section 3.2. We consider a mesh family, {T h } h>0 , and we assume that each mesh T h is a subdivision of Λ made of disjoint elements K, i.e., rectangles when d = 2 or cuboids when d = 3. We denote by E(T h ) the collection of interfaces and boundary faces (edge when d = 2 and faces when d = 3). Each subdivision is assumed to exactly approximate the computational domain, i.e., Λ = ∪ K∈T h K, and to be consistent with the decomposition of the boundary, i.e., there exists E I (T h ) ⊂ E(T h ) for I ∈ {D, N, S , L} such that Γ I = ∪ F∈E I (T ) F. The diameter of an element K ∈ T h is denoted by h K ; h K := max x,y∈K |x − y|. The mesh family {T h } h>0 is assumed to be shape regular in the sense of Ciarlet. For any integer k ≥ 1 and any K ∈ T h , we denote by Q k (K) the space of scalar-valued multivariate polynomials over K of partial degree at most k. The vector-valued version of
The index h is dropped in the rest of the paper and we write T instead of T h when the context is unambiguous.
Regarding the time discretization, given an integer N ≥ 2, we define a partition of the time interval 0 =: t 0 < t 1 < ... < t N := T and denote δt n := t n − t n−1 and t
Numerical Approximation of the Level-Set System
The continuous finite element method used for the space approximation of the level-set equation (10) is described in Section 3.1.1. We present in Sections 3.1.2 an entropy-residual technique that has the advantage of avoiding the spurious oscillations that would otherwise be generated by using an un-stabilized Galerkin technique. The time stepping is done by using an explicit strong stability preserving (SSP) Runge-Kutta 3 (RK3) scheme as explained in Section 3.1.3.
Approximation in Space
The space approximation of Φ(·, t) of the level set function φ(·, t) solution to (10) is done by using continuous, piecewise linear polynomials subordinate to the subdivision T . The associated finite element spaces are defined by
where Φ L (·, t) is a piecewise linear approximation of the inflow data φ L (·, t). Assuming that the velocity field u :
, the Galerkin approximation of (10) is formulated as follows: Given Φ L and Φ(·, 0) = Φ 0 , where
It is well known that the solution to the above system exhibit spurious oscillations in the regions where ∇Φ 2 is large. We address this issue in the next section.
Entropy Residual Stabilization
We describe in this section an entropy viscosity technique to stabilize the Galerkin formulation (16) . This method has been introduced in Guermond et al. [22] and we refer to Bonito et al. [8] for a mathematical discussion on its stability properties. To motivate the discussion, we refer to the panel (b) of Figure 2 showing the Galerkin approximation of the characteristic function of the unit disk, initially centered at ( 1 2 , 0), after one rotation about the origin. The spurious oscillations are avoided by augmenting (16) with an artificial viscosity term where the viscosity is localized and chosen to be proportional to an entropy residual. To describe the method and define an appropriate local "viscosity", we recall that the following holds in the distribution sense for any E ∈ C 1 (Λ; R):
Consequently, it is reasonable to expect that the semi-discrete entropy residual
is a reliable indicator of the regularity of φ. This quantity should be of the order of the consistency error in the regions where φ is smooth and it should be large in the region where the PDE is not well solved. In our computations, we have chosen The local so-called entropy viscosity is defined for any K ∈ T by
where C Ent is an absolute constant. In the regions where φ is discontinuous (or has a very sharp gradient), the entropy viscosity as defined above may be too large and thereby introduce too much diffusion, which in turn may severely limit the CFL number when using an explicit time stepping. In this case a linear first-order viscosity is turned on instead µ
where C Lin is an absolute constant. The justification for the definition of the local speed that is used to define the viscosity in (19) is that (10) can be re-written
. Combining the two viscosities yield the artificial viscosity µ Stab :
Going back to the space discretization, we modify (16) as follows:
for all W ∈ W 0 (T ) and Φ(·, 0) = Φ 0 .
Approximation in Time
Before introducing the time discretization we re-write (21) as follows:
. Then we approximate time in the above nonlinear system of ODES by using an explicit RK3 strong stability preserving (SSP) scheme, e.g. see Gottlieb et al. [18] , Shu and Osher [29] for more details on SSP methods. We denote by Φ k the approximation of Φ(·, t k ), 0 ≤ k ≤ N. Then, the time stepping proceeds as follows: Given Φ n , compute
and
Using (20) 
Remark 1 ("On the Fly" Stabilization). Notice that following Bonito et al. [8] , no viscosity is added in the computation of Φ (1) . In particular, the viscosities used within the time interval [t n , t n+1 ] only depend on the values of Φ and u on the same time interval.
Remark 2 (Stability and Convergence). We expect the scheme to be stable under the following Courant-FriedrichsLewy (CFL) condition:
for some sufficiently small but positive constant C CFL independent of λ, T , δt, Φ and u. Refer for instance to Bonito et al. [8] for further details on the CFL condition. Moreover, it seems reasonable to expect that only the entropy viscosity is active in the regions where φ is smooth; as a result, the CFL condition implies that the first-order approximation of the time derivative in the evaluation of the entropy residuals, (25)- (26), does not affect the overall third-order approximation thanks to the h 2 K factor present in the definition of the viscosity (18) . This conjecture is confirmed numerically in Section 4.2.
Numerical Approximation of The Navier-Stokes System
The space approximation of the velocity and pressure in the Navier-Stokes equations is done by using Taylor-Hood finite elements. The time discretization is done by using the second-order backward differentiation formula (BDF2). An incremental rotational pressure correction scheme is adopted to uncouple the velocity and the pressure. We refer to Guermond and Shen [20] for the convergence analysis of the metod and to Guermond et al. [21] for a review on projection methods.
The Space Discretization
Let F D be a continuous, piecewise quadratic approximation of f D on Γ D . The finite element discretization of the velocity and the pressure is done by using the following linear and affine spaces:
Upon setting U(0) = U 0 , where U 0 is a continuous, piecewise quadratic approximation of the initial velocity u 0 in V V V D (T ), the semi-discrete formulation of (1) consists of looking for U ∈ C 1 ([0, T ]; V V V D (T )) and P ∈ C 0 ([0, T ]; M(T ) such that the following holds for every t ∈ (0, T ]:
Time discretization
The time discretization of (31) is done by using the second-order backward differentiation formula (BDF2) and an incremental pressure correction scheme in rotational form introduced and studied in Guermond and Salgado [19] to decouple the velocity and the pressure. In addition to the approximation of the initial condition U 0 mentioned above, the algorithm requires an approximation P 0 ∈ M(T ) of the initial pressure p(0). We denote by U n , P n and Ψ n the approximations of U(·, t n ) and P(·, t n ) and the pressure correction, respectively. The initialization step consists of setting: U 0 = U 0 , P −1 = P 0 = P 0 and Ψ 0 = 0. Then, given a new time step δt n+1 , given U n ∈ V V V D (T ), Ψ n ∈ M(T ) and P n ∈ M(T ), and assuming for the time being that ρ(t n+1 ), µ(t n+1 ) and Σ(t n+1 ) are also known (see §3.4), the new fields U n+1 ∈ V V V D (T ), Ψ n+1 ∈ M(T ) and P n+1 ∈ M(T ) are computed in three steps:
• the BDF2 approximation of the time derivative with variable time stepping is given by
• as discussed in Bonito et al. [9] , the bilinear form S T : V(T )×V(T ) → R is added to control the divergence of the velocity and to cope with variable time stepping and open boundary conditions
where C stab is an absolute constant.
2 Pressure Correction
Step: The pressure increment Ψ n+1 ∈ M(T ) is determined by solving
3 Pressure Update: The pressure P n+1 ∈ M(T ) is obtained by solving
For stability purposes, we restrict the space and time discretization parameters to satisfy a CFL condition
where C CFL is the same constant appearing in (27) and 1 2 min K∈T h h K is the minimum distance between two Lagrange nodes using Q 2 elements.
The Surface Tension
This section describes the approximation of the curvature term Σ(t n+1 ) σκ n+1 (n n+1 ·V) appearing in the first step of the projection method (32) . We follow the method proposed by Bänsch [4] (see also Hysing et al. [23] ) using the work of Dziuk and Elliott [14] . This approach is based on the following representation of total curvature:
where Id Σ is the identity mapping on Σ and, given any extensionṽ of v in a neighborhood of Σ, the tangential gradient
, see e.g. Gilbarg and Trudinger [17] . Multipliying the above identity by a test function V and integrating by parts over Σ yields
where τ is the co-normal to Σ and ∂ τ is the derivative in the co-normal direction. In the present context the integral on ∂Σ vanishes since either Σ is a closed manifold or ∂ τ Id Σ = 0. This identity together with the first-order prediction
of the interface evolution (5) gives a semi-implicit representation of the total curvature
One key benefit of this representation comes from the additional stabilizing term Σ(t n+1 ) σ∇ Σ(t n+1 ) U n+1 :∇ Σ(t n+1 ) V, which we keep implicit in (32) . The technicalities regarding the approximation of this integral using the level set representation are detailed in section 3.4.2, see (45).
The Coupled System
The two solvers described in Sections 3.1 and 3.2 above are sequentially combined. The flowchart of the resulting free boundary flow solver is shown in Figure 3 . The remaining subsections of §3.4 detail the coupling between the two solvers and other implementation technicalities.
Initialization
Solve Level-set Solve Velocity Update Pressure
Refine Mesh Choose Time Step (24) Following (23), given Φ n , an approximation of φ(t n ), the approximation Φ n+1 of φ(t n+1 ) requires the velocities u(t n ), u(t n+   1 2 ) and u(t n+1 ). To avoid an implicit coupling between the level-set solver and the Navier-Stokes solver, these quantities are replaced by second-order extrapolations using U n and U n−1 :
δt n (U n − U n−1 ), and
The sign(.) function that is used in the right-hand side of (10) to make sure that ∇φ 2 is close to 1 in a small neighborhood of Σ (i.e., on the fly reinitialization, see discussion following (11)) is redefined and replaced by:
where C S is an absolute constant. The thresholding in the above definition of the approximate sign function gives sign h (φ(x, t)) = ±1 whenever
, which is compatible with the behavior
that is expected for the level-set function, see (12) .
The parameter λ ("reinitialization relative speed" in the language of Ville et al. [35] ) is defined for t ∈ (t n , t n+1 ] by
where C λ is an absolute constant. This definition is motivated by the CFL condition (27) . We refer to Ville et al. [35] for further details.
Data for the Navier-Stokes Solver
The definitions of the fields U n+1 and P n+1 in (32)- (35) invoke the values of the density field ρ n+1 and viscosity field µ n+1 . Once φ n+1 is computed, these quantities are evaluated by using the following definitions
where, ρ ± , µ ± are the density/viscosity in Ω ± , and H h (.) an approximation of the Heaviside function defined as follows:
where C H is an absolute constant, as suggested in Ville et al. [35] . Similarly to what we have done to approximate the sign function, the above regularization is compatible with the behavior
that is expected for the level-set function.
The approximation of the surface tension term in (32) is done by following Hysing et al. [23] . Let > 0, and consider the piecewise linear regularized Dirac measure supported on Σ(t n+1 ), say δ , defined by
To account for the fact that we do not have access to the distance to the interface Σ but rather to an approximation of β tanh( dist(Σ,x) β ), see Section 2.2.2, we rescale δ (x) as suggested in Engquist et al. [15] , Tornberg [33] and consider instead:
where · p is the p -norm in R d . In practice, we chose = β tanh(C H ) to be consistent with the approximation of the Heaviside function, see (42). Using this approximate Dirac measure, the approximation of the surface tension discussed in Section 3.3 becomes
where Id Λ is the identity mapping on Λ and
Note that the above definitions correspond to approximating the normal vector n on Σ(t n+1 ) by − ∇Φ n+1 ∇Φ n+1 2 .
Adaptive Mesh Refinement
The experiments reported in Thrasher et al. [31] , Binder and Landig [5] , Lee et al. [25] suggest that a critical feature of bouncing jets is the occurrence of a thin layer between the jet and the rest of the fluid. These observations have led us to adopt a mesh refinement technique to describe accurately this thin layer. The refinement strategy is designed to increase the mesh resolution around the zero-level set of Φ. More precisely, a cell K is refined if its generation count (the number of times a cell from the initial subdivision has been refined to produce the current cell) is smaller than a given number R max and if
where x K is the barycenter of K and C R is an absolute constant. The purpose of the parameter R max is to control the total number of cells. The parameter C R controls the distance to the interface below which refinement occurs. Note that (46) is compatible with (38) and (42). The subdivisions are done with at most one hanging node per face, see e.g. Bonito and Nochetto [6, Section 6.3] . A cell is coarsen if it satisfies the following three conditions: its generation count is positive;
where C C ≥ C R is an absolute constant; and if once coarsened, the resulting subdivision does not have more than one hanging node per face. We refer to the documentation of the deal.II library for further details, Bangerth et al. [2] .
Numerical Validations
The algorithm presented in the previous sections has been implemented using the deal.II finite element library described in Bangerth et al. [2, 3] . Parallelism is handled by using the MPI (Message Passing Interface) library, see Gabriel et al. [16] . The subdivision and mesh distribution is done by using the p4est library from Burstedde et al. [10] .
The rest of this section illustrates and evaluates the performance of the above algorithm. We start in Section 4.1 by specifying all the numerical constants required by the algorithm. The validation of the transport code for solving the level-set equation in done Section 4.2. The validation of the two-phase fluid system is done in Section 4.3.
Numerical Parameters
Our algorithm involves several numerical parameters. In this section, we briefly recall their meaning, where they appear, and we specify the value of each of them. Unless specified otherwise these values are fixed for this entire section. A complete list of all the parameter is shown in Table 1 . The parameter β determining the width of the hyperbolic tangent filter (12) is defined to be β = min K∈T h K . This definition is used in the expression of the hyperbolic tangent filter (12) , in the threshold of the approximate Heaviside function (42) and the approximate sign function (38), and in the refinement strategy (46)-(47). 
Transport of the Level-Set 4.2.1. Convergence Tests
The consistency of the algorithm for the approximation of the level-set equation (23)- (24) is a priori third-order in time and space. To evaluate whether this is indeed the case, we solve the linear transport equation in the unit square Λ = (0, 1) 2 using the velocity field u(x, y, t) := − sin 2 (πx) sin(2πy) cos(πt/0.1) sin 2 (πy) sin(2πx) cos(πt/0.1) .
This flow is time-periodic of period 1, wich implies that φ(x, 0.2) = φ 0 (x), for all x ∈ Λ. The initial level-set function is chosen to be the signed distance to the line of equation y = 0.5:
The errors are evaluated at t = 0.2. Three different scenarios are considered: (i) no stabilization and no reinitialization; (ii) entropy viscosity stabilization and no reinitialization; (iii) entropy viscosity and reinitialization, i.e., the complete algorithm. Except for β, the values of the numerical parameters are given in Table 1 . We consider four computations done on four uniform meshes with constant time steps. The mesh-size and the time step are divided by 2 each time.
The meshes are composed of 1089, 4225, 16641and 66049 Q 2 degree of freedoms. The space discretization is chosen fine enough not to influence the time error. We report in Table 2 , the errors Φ N − φ 0 L 2 (Λ) for the three scenarios and the observed rates of convergence. Note that the reinitialization is turned on in scenario (iii), which implies that the exact solution at t = 0.2 is not φ 0 anymore; we must instead compare Φ N with β tanh φ 0 (x,y) β
. In this particular case we keep β constant to ascertain the third-order consistency of the algorithm; we set β = 0.0203125. Table 2 : Single vortex test case: L 2 -norm of error and observed convergence rates for each scenario after one period for different time discretization resolutions. (i) RK3 Galerkin algorithm; (ii) RK3 algorithm with entropy viscosity; (iii) RK3 with entropy viscosity and reinitialization. Third-order convergence rate is observed in all scenarios.
Rotation of a circular level-set: Effect of Different Viscosities and Reinitialization
In this test case the initial data for the level set is the hyperbolic tangent filter applied to the distance to the circle centered at (0.5, 0) and of radius 0.25 Figure 4a . The level-set is transported by using the solid rotation velocity field:
The computation is done with the adaptive algorithm described in Section 3.5 using R max = 2. The initial mesh is uniform with h K = 0.015625 for all K ∈ T . The resulting time-dependent mesh is such that min T ∈T h K ≈ 0.00390625, i.e., we set β = 0.00390625. The values of the other numerical constants are provided in Table 1 . The time step δt is chosen to be uniform and equal to π×10 −3 . We compare the initial level-set with its approximation after one revolution. Figures 4b-4e illustrate the benefits of using the entropy stabilization and the reinitialization technique by comparing the graphs of the exact and approximate level-set functions along the line of equation x = 0.5 after one revolution. The numerical diffusion is minimized by turning on the entropy residual term. Finally, adding the reinitialization allows to nearly recover the exact profile.
3D Slotted Disk: Long Time Behavior
A typical benchmark for the transport of a level-set function is the so-called Zalesak disk documented in [36] . We consider in this section the three-dimensional version thereof. The computational domain is Λ := (0, 1) 3 . The initial level-set is the characteristic function of a slotted sphere centered at (0.5, 0.75, 0.5) with a radius of 0.15. The width, height and depth of the slot are 0.0375, 0.15, 0.3 respectively; see Figure 5a ). The initial profile is transported by using the following velocity field:
The time step is chosen to be uniform δt = π×10 −3 . The initial subdivision is composed of cells of diameter 0.015625. The adaptive mesh refinement technique described in Section 3.5 is used with R max = 2; the minimum mesh size is min K∈T h K = 0.00390625. The numerical constants are given in Table 1 . The computation is done until the slotted sphere has undergone 5 full revolutions. The iso-surface Φ = 0 is shown in Figure 5 after each of the 5 periods. Oscillations and numerical diffusion are controlled by the entropy viscosity and the reinitialization algorithm. A closer look at the slotted region is provided in Figure 6 . 
Single Vortex: Large Deformations
The Single Vortex problem consists of the deformation of a sphere by a time-periodic incompressible vortex-like flow. The computational domain is Λ = (0, 1) 3 , and the time-periodic velocity field is defined by
The initial level-set is given by
where S is the sphere centered at (0.5, 0.75, 0.5) of radius of 0.15. The field φ 0 is a regularized version of the distance function using the tanh cut-off filter (12) . The divergence-free velocity field severely deforms the level-set until t = 2 and returns it to its initial shape at t = 4. The time step is chosen to be uniform δt = 0.001 and the final time is t = 4 (1 cycle). The initial subdivision is made of uniform cells of diameter 0.015625; the minimum mesh size allowed in the adaptive mesh refinement is 0.00390625. The numerical constants are given in Table 1 . Figure 7 shows the iso-contour Φ = 0 at different times. The undeformed sphere is recovered after one cycle. We start the validation of the two phase flow system with the Rising bubble benchmark problem, wee e.g. Hysing et al. [23] . The computational domain is Λ = (0, 1)×(0, 2), the initial data φ 0 is the characteristic function of a circular bubble of radius 0.25 centered at (0.5, 0.5). Two different sets of physical constants are considered, see Table 3 ; σ is the surface tension coefficient and g is the magnitude of the non-dimensional gravitational force. The domains Ω + and Ω − are the domains inside and outside the bubble, respectively. The no-slip boundary condition is imposed at the top and bottom of the computational domain. The free slip condition (2c) Table 3 : Two different sets of physical constants for the rising bubble benchmark problems. The first test case consists of a density/viscosity ratio of 10 with a large surface tension coefficient. The density/viscosity ratio is equal to 100 in the second case and the surface tension coefficient is smaller.
initial subdivision is made of uniform cells of diameter 0.03125; the minimum mesh size allowed in the adaptive mesh refinement is 0.0078125. The time steps δt are chosen uniform according to the CFL restriction (27) and the values of the numerical constants are given in Table 1 . We compare in Figure 8 our results with those from three other methods. 
Buckling fluids
We now test the algorithm in the context of fluid buckling, see for instance Ville et al. [35] , Tome and McKee [32] , Bonito et al. [7] . The test consists of letting a free-falling jet of very viscous fluid impinge on a horizontal [35] . The no-slip boundary condition (u = 0) is imposed at the bottom boundary, and an inflow boundary condition is imposed where |x − 0.5| < 0.05 at the top boundary. The open boundary condition is enforced on all the other boundaries, i.e., (2µ∇ S u − pI)ν = 0. Surface tension is neglected for this test case (σ = 0). The numerical constants are given in Table 1 .
The initial subdivision is composed of cells of uniform diameter 0.015 625 m, and the minimum cell diameter reached during the mesh adaption process is 0.003 906 m. The time evolution of the fluid is shown in Figure 10 . Buckling occurs after the viscous fluid impacts the rigid bottom plate. We also show in Figure 11 a three-dimensional simulation. The computational domain is Λ = (0, 0.008 m) 3 , the initial diameter of the jet is 0.0004 m and the inflow velocity is 1.75 m s (27) and the numerical constants are given in Table 1 .
Numerical Simulations of Bouncing Jets
We now use our algorithm to predict the bouncing effect of jets of Newtonian (Section 5.1) and non-Newtonian (Section 5.2)fluids. In both cases, the formation of a thin layer of air between the jet and the bulk of the fluid is a critical ingredient to observe the bouncing effect. The adaptive mesh refinement strategy adopted in our algorithm allows to capture this thin layer with a reasonable number of degrees of freedom.
Two-dimensional Newtonian Bouncing Jets
We start with a Newtonian fluid falling into a translating bath as in the experiment proposed in Thrasher et al. [31] . . The radius of the incoming jet is 0.25 cm; its velocity is u = (0, −5 cm s −1 ) on {(x, y) ∈ ∂Λ : y = 4, |x − 0.01| < 0.0025}. The region {(x, y) ∈ Λ : 0 < y < 0.02} is filled by the same fluid, called the "bath", and it moves to the right with a horizontal velocity V B to be specified later. Slip boundary condition (2c) are imposed at the bottom of the cavity and the open boundary condition (2µ∇ S u − pI)ν = 0 is applied to the rest of the boundary
The values of the numerical constants are those given in Table 1 . The minimum cell diameter resulting from the adaptive mesh refinement strategy is 7.8125 × 10 −5 cm. The time steps are chosen to satisfy the CFL restriction (27) . As already noted in Thrasher et al. [31] , there is a range of velocities for which bouncing occurs, but the jet slides along the surface of the bath when the horizontal velocity of the bath is too high. This is illustrated in Figures 12a and  12b : the jet bounces when V B = 8 cm s −1 (see Figure 12a ) but it slides when V B = 25 cm s −1 (see Figure 12b ). Note that it is necessary to include the surface tension to keep the jet stable after impinging on the free surface as illustrated in Figure 12c where a simulation without surface tension is presented. Observe finally that all our numerical simulations show that a thin layer of air is formed between the jet and the bath each time the jet bounces.
Kaye Effect
The Kaye effect is the name given to the bouncing jet phenomenon when the bath is stationary. This effect has been observed to occur only with non-Newtonian fluids. It is now recognized that shear-thinning viscosity is a critical component of the Kaye effects, see e.g. Collyer and Fischer [12] , Versluis et al. [34] , Binder and Landig [5] . Following Versluis et al. [34] , we adopt the model of Cross [13] in the rest of the paper
where µ 0 is the viscosity at zero shear stress, µ ∞ is the limiting viscosity for large stresses, γ is the Frobenius norm of the rate-of-strain tensor
and γ c , n are two additional parameters. As a benchmark, we consider a commercial shampoo for which the shearthinning constants corresponding to the above model (53) have been identified experimentally in Lee et al. [25] . Recall that viscosities cannot be measured directly but are deduced from velocity and displacement measurements so as to 
We show in Figure 13 snapshots of experiments done with the shampoo poured at different flow rate. It was observed unambiguously in Lee et al. [25] that the jet slides on a lubricating air layer. In order to reproduce qualitatively the above experiments we consider the two-dimensional computational domain Λ = (0.496 m, 0.594 m)×(0, 0.016 m). The no-slip boundary condition (u = 0) is imposed at the bottom of the computational domain and an inflow boundary condition is imposed on the disk {(x, y) | |x − 0.5| < 0.00021875} on the top of the box. This correspond to a jet of radius 0.4375 mm. The inflow velocity is taken to be 1.75 m s −1 . The open boundary condition (2µ∇ S u − pI)ν = 0 is applied on all the other boundaries. The numerical constants used in the simulations are listed in Table 1 . The minimum mesh size attainable by adaptive mesh refinement is 3.125 × 10 −5 m, and time steps are chosen to comply with the CFL restriction (27) . The physical parameters chosen for the fluid are ρ + = 1020 kg m −3 , the shear-thinning viscosity constants are provided in (55). We take ρ − = 1.2 kg m −3 and Surface tension is applied at the fluid/air interface with the surface tension coefficient σ = 0.03 N m −1 . After many numerical experiments it turned out that the above physical parameters did not give any Kaye effect. Our interpretation is that the shear-thinning effect given by the set of parameters (54) is too strong; with these coefficients the fluid instantly becomes water-like when hitting the bottom of the cavity, see Figure 14a . Several explanations for this mismatch are plausible: (i) as mentioned above the parameters (54) are measured under the assumption that the shear-thinning law follows the Cross model; (ii) the shear is over-predicted by our algorithm; (iii) the air layer width for this range of parameters is too thin to be captured by the algorithm; (iv) a fundamental component is missing in our mathematical model. These observations have lead us to consider a different set of shear-thinning parameters requiring a larger shear for a notable reduction of the viscosity and a smoother transition from the maximum to the minimum values of the viscosity, see Figure 14b . The parameters that we now consider are the following: and n = 3.
This set of parameter produces the Kaye effect as shown in Figure 15 . Here again we notice that there is a very thin layer of air between the bouncing jet and the rest of the fluid, thereby adding to the large body of evidence pointing at the importance of air layers in bouncing jets. Let us finally mention that these computations show also that mesh adaptivity is critical to reproduce numerically the Kaye effect. . The first and last frames illustrate the adaptive subdivision generated by the adaptive strategy. An air layer appears in the last frame in the first row and is fully developed in the first frame of the second row. The apparition of the air layer coincides with the beginning of the bouncing phenomenon.
