T his review is an abbreviated but updated version of the GeoDa review included in Eck, Chainey, Cameron, Leitner, and Wilson (2005) . In contrast to Eck et al. (2005) , the data set used in this research is the burglary rate for Louisiana parishes in 2004. The burglary rate is expressed as the number of reported burglaries per 100,000 people and is referred to as BURGRATE throughout this review. The burglary rate was provided by the Louisiana Commission on Law Enforcement. Only data for Madison Parish, located in the northwest portion of the state, were not provided. Subsequent analysis and mapping are, therefore, based on the remaining 63 Louisiana parishes.
GeoDa is a Windows-based application. It is practically a reinvention of the original SpaceStat package and its ArcView extension, DynESDA. GeoDa is a freestanding software, it does not require a specific geographic information system (GIS), and it runs under any Microsoft Windows operating system. The current version (GeoDa 0.9.5-i) can "only" input Environmental Systems Research Institute (ESRI) shape files, and maps created with GeoDa can be exported in the BMP format. GeoDa can analyze objects characterized by their location in space as either points (point coordinates) or polygons (polygon boundary coordinates).
The program is available for free and can be downloaded from the following University of Illinois, Urbana-Champaign website: https://www.geoda.uiuc.edu. The same website includes tutorials and other useful information related to the software (Anselin, 2004 (Anselin, , 2005 Anselin et al., 2006) .
The functionality of GeoDa is invoked through either menu items or directly by clicking toolbar buttons, and can be classified into six categories:
• GeoDa was developed around the central concept of dynamically linked windows (graphics), with different "views" of the data represented as graphs, maps, or tables. The map and associated graphs are dynamically linked in the sense that when observations are highlighted in one view, the corresponding observations in the other views are highlighted as well. This can be combined with GeoDa's data-brushing capabilities, together referred to as brushing and linking. For example, the same observations that are selected in a scatter plot by means of a rectangle (brush) are also highlighted in a map or box plot that is dynamically linked to the scatter plot. Similarly, the brush can also be initiated in the map with corresponding observations being highlighted in the scatter plot or box plot. As you can imagine, both brushing and linking are powerful tools for interactive exploratory spatial data analysis.
GeoDa provides several statistical applications for doing both exploratory and confirmatory spatial data analysis. Exploratory spatial analysis tools include box plot maps and percentile maps for outlier analysis, global and local indicators of spatial association, local indicators of spatial association (LISA) local Moran maps, and Moran significance maps. Confirmatory spatial analysis tools include ordinary least squares (OLS) regression with diagnostics for spatial effects, spatial regression residual mapping, and a variety of spatial regression applications. In this review, we will examine only the exploratory spatial analysis applications provided with GeoDa. Such applications are especially useful for crime mapping and modeling.
After the program is launched, the initial (simplified) menu appears on the screen in addition to a toolbar with only two items active. The first active item opens a project (i.e., opens an ESRI shape file), and the second active item closes a project. After opening the project, a Windows dialog requests the file name of a shape file and the key variable. The key variable uniquely identifies each observation. It is typically an integer value like a Federal Information Processing Standards (FIPS) code, a census tract number, or a unique ID number. Next, a map window is opened, showing the base map for the analyses. Now, the complete menu and all toolbars are active.
The full menu bar contains 12 items. Four are standard Windows menus: File (open and close files), View (select which toolbars to show), Window (select or rearrange windows), and Help (not yet implemented). Specific to GeoDa are Edit (manipulate map windows and layers), Tools (spatial data manipulation), Table (data table manipulation) , Map (choropleth mapping and map smoothing), Explore (statistical graphics), Space (spatial autocorrelation analysis), Regress (spatial regression), and Options (application-specific options). The toolbar consists of six groups of icons, which from left to right are as follows: project open and close, add centroids and spatial weights construction, edit and copy functions, exploratory data analysis, spatial autocorrelation, and rate smoothing and mapping. Some functions can be executed either by clicking on one of the toolbar buttons or by selecting the matching item in the menu.
As an example for initial exploratory analysis, a box plot map can be used to describe the overall distribution of crime and to identify outliers (Figure 1 ). With the base map shown on the screen (see Figure 1) , a box plot map can be drawn by using Map (ρ) Box
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Map (ρ) Hinge ϭ1.5 and selecting the variable to be mapped (burglary rates) from the Windows dialog. In the box plot map, one parish with a very high burglary rate is shown in dark red. This parish is classified as a mild outlier because it lies more than 1.5 times the interquartile range (IQR, the difference in value between the 75% and 25% observation) above the 75th percentile.
For more rigorous analyses of hotspot and clustering patterns, GeoDa provides tools for constructing spatial weights and tests for the presence of global and local spatial autocorrelation. In using a global measure of spatial autocorrelation, the overall pattern of spatial dependence or clustering in the data is summarized with a single indicator such as Moran's I. As a global measure of spatial autocorrelation, Moran's I is positive when values for locations in spatial proximity tend to be more similar than what is normally expected based on randomness, negative when they tend to be more dissimilar than what is normally expected, and approximately zero when the attribute values are randomly spread over space.
In order to calculate the Moran's I indicator of spatial autocorrelation, a spatial weights matrix must first be constructed. Spatial weights can be defined either by contiguity (where neighbors are identified according to boundary relationships, in which 1ϭadjacent and 0 ϭ nonadjacent) or by distance (where neighbors are identified according to a distancebased metric around centroid locations which decreases with distance between locations).
Once the spatial weights matrix has been created, a spatially lagged variable can be computed. A spatially lagged variable (or spatial lag, for short) is derived as the spatially weighted average of its neighboring values. A spatial lag is an essential part of the computation of spatial autocorrelation tests and the specification of spatial regression models.
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Figure 1 Box Plot Map of Burglary Rates
Positive spatial autocorrelation would indicate cases where the original variable and the spatially lagged variable have similar values. This would point to clustering of high values (hotspots), low values (cold spots), and medium values. On the other hand, contrasting values between the original and its spatial lag indicate negative spatial autocorrelation, or the presence of spatial outliers. Locations of negative spatial association may indicate areas of high crime surrounded by low-crime neighbors or of low crime surrounded by high-crime neighbors.
As a measure of global spatial autocorrelation, the global Moran's I can be decomposed into four categories, corresponding with four quadrants in a Moran scatter plot (Figure 2) . A Moran scatter plot can be computed by selecting Space (ρ) Univariate Moran from the menu or by clicking on the matching toolbar button. In the first Windows dialog, choose the original variable (BURGRATE) as the first variable (Y). In the second dialog, select a spatial weights matrix.
The slope of the regression line in the scatter plot is the global Moran's I. In the present example, the global Moran's I shows a value of -0.0730, indicating almost complete spatial randomness. The four quadrants in a Moran scatter plot identify four types of spatial association between a location and its neighbors. Two of these categories imply positive spatial association: (upper-right quadrant) where a location with an above-average value is surrounded by neighbors whose values are also above average (high-high), or (lower-left quadrant) where a location with a below-average value is surrounded by neighbors whose values are also below average (low-low). The other two categories imply negative spatial association: (lower-right quadrant) where a location with an above-average value is surrounded by neighbors with (Figure 2 ). The observations from each quadrant could easily be selected and visualized using a GIS. The resulting Moran scatter plot map would provide a visual representation of spatial clustering (hotspots and cold spots) and the location of spatial outliers. Unfortunately, Moran scatter plot maps cannot be directly compiled within GeoDa.
With larger data sets, the assessment of global spatial autocorrelation needs to be supplemented by local measures of spatial dependence as well. According to Anselin (1995) , local indicators of spatial association (LISA) achieve two objectives: (a) They can be used to identify significant patterns of spatial association around individual locations, such as hotspots or spatial outliers; and (b) they can be used to assess the extent to which the global pattern of spatial association is spread uniformly throughout the data or whether there are significant types of locations affecting the computation of Moran's I.
Measures of local spatial autocorrelation can be visualized by means of LISA local Moran maps and Moran significance maps. Local Moran LISA statistics can be computed by selecting Space (ρ) Univariate LISA from the menu or by clicking on the matching toolbar button. In the first Windows dialog, choose the original variable (BURGRATE) as the first variable (Y). In the second dialog, select a spatial weights matrix; and in the third dialog, check the boxes next to The Significance Map and The Cluster Map.
The local Moran map in Figure 3 shows that a "local" cluster of high burglary rates (parish in red) is present in the northwestern part of Louisiana. The significance of this cluster is 0.05 Leitner, Brecht / Crime Analysis and Mapping with GeoDa 0.9.5-i 269 
