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ACCURATE ARRANGEMENTS
PAUL MU¨CKSCH AND GERHARD RO¨HRLE
Abstract. Let A be a Coxeter arrangement of rank ℓ. In 1987
Orlik, Solomon and Terao conjectured that for every 1 ≤ d ≤ ℓ,
the first d exponents of A – when listed in increasing order –
are realized as the exponents of a free restriction of A to some
intersection of reflecting hyperplanes of A of dimension d.
This conjecture does follow from rather extensive case-by-case
studies by Orlik and Terao from 1992 and 1993, where they show
that all restrictions of Coxeter arrangements are free.
We call a general free arrangements with this natural property
involving their free restrictions accurate. In this paper we initialize
their systematic study.
Our principal result shows that MAT-free arrangements, a no-
tion recently introduced by Cuntz and Mu¨cksch, are accurate.
This theorem in turn directly implies this special property for
all ideal subarrangements of Weyl arrangements. In particular,
this gives a new, simpler and uniform proof of the aforementioned
conjecture of Orlik, Solomon and Terao for Weyl arrangements
which is free of any case-by-case considerations.
Another application of a slightly more general formulation of
our main theorem shows that extended Catalan arrangements, ex-
tended Shi arrangements, and ideal-Shi arrangements share this
property as well.
We also study arrangements that satisfy a slightly weaker con-
dition, called almost accurate arrangements, where we simply dis-
regard the ordering of the exponents involved. This property in
turn is implied by many well established concepts of freeness such
as supersolvability and divisional freeness.
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1. Introduction
The Coxeter arrangement A (W ) of a Coxeter group W is the hy-
perplane arrangement in the reflection representation of W which con-
sists of the reflecting hyperplanes associated with the reflections in W .
Coxeter arrangements are pivotal to the theory of hyperplane arrange-
ments. In the late 1970s Arnold [Arn76], [Arn79] and Saito [Sai75],
[Sai81] showed independently that every Coxeter arrangement is free
and that its exponents are given by the exponents of the underlying
Coxeter group.
In [OS83], Orlik and Solomon computed the characteristic polyno-
mial of every restriction A (W )X of each Coxeter arrangement A (W )
to some intersection X of reflecting hyperplanes of A (W ) in long and
intricate computations. They showed that each such factors over Z.
Moreover, they observed that for each 1 ≤ d ≤ ℓ, where ℓ is the dimen-
sion of the reflection representation ofW , there exists such a restriction
A (W )X such that the roots of the characteristic polynomial of A (W )X
are the first d exponents of A (W ) when ordered by size.
In view of this fact, owing to [OST87, Thm. 1.12] (see Theorem
1.5), and Terao’s Factorization Theorem for free arrangements [Ter81]
(cf. [OT92, Thm. 4.137]), Orlik, Solomon and Terao conjectured in
[OST87, Conj. 1.14] that an even stronger property might hold. Namely
that the first d exponents of A (W ) when ordered by size are realized
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as the exponents of some free restriction A (W )X of A (W ) for every
1 ≤ d ≤ ℓ (Theorem 1.6), where ℓ is as above.
In long and intricate case-by-case studies, Orlik and Terao showed
in [OT92, §6.4] and [OT93] that indeed all the restricted arrangements
A (W )X are free. In caseW is a Weyl group, Douglass [Dou99, Cor. 6.1]
gave a uniform proof of this fact by means of an elegant, conceptual Lie
theoretic argument. But the latter does not provide any information
on the exponents of the restrictions at hand.
From the numerical data obtained in [OS83] and the results from
[OT92, §6.4] and [OT93] along with [OST87, Thm. 1.12] one can readily
confirm the aforementioned conjecture [OST87, Conj. 1.14] simply by
checking all instances – the only known proof of this conjecture to
date. As a consequence of our results, we give a new proof of this
fact in the case of Weyl arrangements which is uniform and free of any
case-by-case considerations.
The goal of this paper is to initialize a systematic study of this
natural property in general.
Definition 1.1. An arrangement A is said to be accurate if A is free
with exponents exp(A ) = (e1 ≤ e2 ≤ . . . ≤ eℓ) and for every 1 ≤ d ≤ ℓ
there exists an intersection X of hyperplanes from A of dimension d
such that A X is free with exp(A X) = (e1 ≤ e2 ≤ . . . ≤ ed).
In [ABC+16], Abe, Barakat, Cuntz, Hoge and Terao proved the so-
called Multiple Addition Theorem (MAT) (Theorem 2.10) which is a
variation of the addition part of Terao’s seminal Addition-Deletion
Theorem [Ter80a] ([OT92, Thm. 4.51]). Using this theorem, they
went on to uniformly derive the freeness of ideal subarrangements of
Weyl arrangements (Definition 4.1 and Theorem 4.2). As a special
case of this result, they obtained a new uniform proof of the classical
Kostant-Macdonald-Shapiro-Steinberg formula for the exponents of a
Weyl group.
In [CM20], Cuntz and Mu¨cksch introduced the notion of MAT-
freeness (Definition 2.14) to investigate arrangements whose freeness
can be derived using an iterative application of the Multiple Addition
Theorem (Theorem 2.10), similar to the class of ideal arrangements.
Our principal result asserts that MAT-freeness is sufficient for accu-
racy from Definition 1.1.
Theorem 1.2. MAT-free arrangements are accurate.
Indeed, we prove a more detailed result in Theorem 3.9 as follows.
Firstly, we determine which restrictions A X of an MAT-free arrange-
ment A realize the subsequences of the exponents of A . They are the
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intersections of hyperplanes contained in one of the blocks of a cer-
tain partition associated to every MAT-free arrangement, a so called
MAT-partition (Definition 2.14).
Secondly, we delineate bases of the derivation module of an MAT-
free arrangement A which restrict to bases of the derivation modules
of the relevant restricted arrangements A X . For details see Theorem
3.9.
The methods we use to derive our results are inspired in part by
arguments employed in the proof of Theorem 2.10 from [ABC+16].
As ideal subarrangements of Weyl arrangements are MAT-free, by
[ABC+16], Theorem 1.2 readily yields our next key result.
Theorem 1.3. Ideal arrangements are accurate.
The blocks of the associated MAT-partition are realized by roots of
the same height in the given ideal. Hence in the case of ideal arrange-
ments the intersections of hyperplanes realizing the particular expo-
nents are given by antichains in the root poset consisting of roots of
the same height. For further details see Section 4.1.
We record the following special case from Theorem 1.3.
Corollary 1.4. Let A = A (W ) be an irreducible Weyl arrangement
with exp(A ) = (e1 ≤ e2 ≤ . . . ≤ eℓ) and let H ∈ A be the hyperplane
corresponding to the highest root of an irreducible root system associated
to W . Then A H is free with exp(A H) = (e1 ≤ e2 ≤ . . . ≤ eℓ−1).
The highest root of an irreducible root system associated to the Weyl
groupW is always long (cf. [Bou68, Ch. VI, Prop. 25]) and roots of the
same length are conjugate under the action of W (cf. [Bou68, Ch. VI,
Prop. 11]). Further, as the linear transformation mapping a root sys-
tem to its dual, interchanging long and short roots, fixes the ambient
Weyl arrangement (cf. [Bou68, Ch. VI, Prop. 1 ff.]), we recover the
following classical result already mentioned above for the case of Weyl
arrangements from Corollary 1.4.
Theorem 1.5 ([OST87, Thm. 1.12]). Let A = A (W ) be an irreducible
Coxeter arrangement with exp(A ) = (e1 ≤ e2 ≤ . . . ≤ eℓ) and H ∈ A .
Then A H is free with exp(A H) = (e1 ≤ e2 ≤ . . . ≤ eℓ−1).
Because all Coxeter arrangements are MAT-free, owing to [ABC+16]
and [CM20], we obtain our third chief result as a consequence of The-
orem 1.2.
Theorem 1.6 ([OST87, Conj. 1.14]). Coxeter arrangements are accu-
rate.
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Remarks 1.7. (i) In [ABC+16], MAT-freeness is derived uniformly
for the Weyl arrangement case. So our methods give a new uniform
proof of Theorem 1.6 for this case which is considerably simpler than
the original one indicated above, and most importantly it does not
require the classification of the Weyl arrangements nor that of their
restrictions.
(ii) The converse of Theorem 1.2 is false. The rank 3 supersolvable
simplicial arrangement A (10, 1) with 10 hyperplanes (cf. [Gru¨09]) is
accurate but it is not MAT-free, by [CM20, Ex. 3.10].
(iii) In general an accurate arrangement A may admit a free restric-
tion whose exponents fail to be a subset of the exponents of A , e.g. the
lattice of the reflection arrangement of the Coxeter group of type E6
admits several such instances.
It even might be the case that an accurate arrangement admits a
restriction which is not free at all. For instance, there are examples
of ideal subarrangements in the Weyl arrangements of type Dn which
admit rank 3 restrictions which fail to be free, cf. [AMR18, Rem. 3.6].
In particular, accuracy is not hereditary in general. See also Example
5.6 for such an instance in a graphic arrangement.
(iv) Also accuracy is not preserved under taking localizations, see
Examples 5.6 and 5.14.
(v) A product of arrangements is accurate if and only if each factor
is accurate, cf. [OT92, Prop. 2.14, Prop. 4.28].
Our methods actually apply in a slightly more general setting. In-
stead of considering only MAT-free arrangements, i.e. arrangements
build up from the empty arrangement using Theorem 2.10, we can in-
stead start with a suitable free arrangement (which need not be empty)
and add hyperplanes successively by means of Theorem 2.10 (Theorem
3.11).
Utilizing this fact together with a recent observation by Abe and
Terao from [AT19], and a special case of a result by the same authors
from [AT16] gives our fourth main theorem, demonstrating that yet
another prominent class of arrangements is accurate, namely the so
called ideal-Shi arrangements ShikI and the extended Catalan arrange-
ments Catk (Definition 4.5). For details, see Section 4.2.
Theorem 1.8. Extended Shi arrangements Shik, ideal-Shi arrange-
ments ShikI and extended Catalan arrangements Cat
k are accurate.
In Section 5.1, we study arrangements that satisfy a slightly weaker
property, so called almost accurate arrangements, see Definition 5.1,
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where compared to accurate arrangements, we simply disregard the
ordering of the exponents involved. This property in turn is easily seen
to be implied by many well established concepts of freeness such as
supersolvability or divisional freeness, for instance.
However, in contrast it turns out that in general, accuracy is not
implied by supersolvability (so neither by inductive freeness nor by
divisional freeness), see Example 5.4.
On the other hand there are accurate arrangements which are not
divisionally free, see Example 5.5. So in particular, accuracy is not im-
plied by divisional freeness in general. Consequently, the recent result
by Cuntz, Ro¨hrle and Schauenburg [CRS19], asserting that all ideal
arrangements are divisionally free does not imply Theorem 1.3.
In Section 5.2, we consider free graphic arrangements under the
aspect of accuracy. In Example 5.6, we present a non-accurate free
graphic arrangement which admits an extension by one vertex which
gives an accurate graphic arrangement. This example also shows that
accuracy is neither preserved under localizations nor under restrictions.
In view of the original theme of Orlik, Solomon and Terao for Cox-
eter arrangements (Theorem 1.6), we consider complex reflection ar-
rangements and their restrictions in our final Section 5.3, and deter-
mine all accurate members among them (see Theorems 5.7 and 5.11).
Along the way we show that accuracy from our motivating case of Cox-
eter arrangements (Theorem 1.6) descends to restrictions of the latter
(Corollary 5.13).
For general information about arrangements, Weyl groups and root
systems, we refer the reader to [Bou68] and [OT92].
2. Preliminaries
2.1. Hyperplane arrangements. Let A = (A , V ) be a hyperplane
arrangement in V ∼= Kℓ where K = R or K = C. If we want to
emphasize the dimension ℓ of the ambient vector space we say that
A is an ℓ-arrangement. The intersection lattice of A is L(A ) =
{∩H∈BH | B ⊆ A }.
Associated with X ∈ L(A ) we have two canonical arrangements,
the localization AX of A at X , given by
AX := {H ∈ A | H ⊇ X},
and the restriction A X of A to X , defined by
A
X := {H ∩X | H ∈ A \AX}.
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The rank of X ∈ L(A ) is defined as rk(X) := ℓ − dim(X) and the
rank of A as rk(A ) = rk(∩H∈A H).
Let S = S(V ∗) be the symmetric algebra of the dual space V ∗. We
fix a basis x1, . . . , xℓ for V
∗ and identify S with the polynomial ring
K[x1, . . . , xℓ]. The algebra S is equipped with the grading by polyno-
mial degree: S =
⊕
p∈Z Sp, where Sp is the K-space of homogeneous
polynomials of degree p (along with 0), where Sp = {0} for p < 0.
2.2. Free arrangements. A K-linear map θ : S → S which satis-
fies θ(fg) = θ(f)g + fθ(g) is called a K-derivation. Let Der(S) be
the S-module of K-derivations of S. It is a free S-module with basis
∂/∂x1, . . . , ∂/∂xℓ. We say that θ ∈ Der(S) is homogeneous of degree p
provided θ =
∑ℓ
i=1 fi∂/∂xi with fi ∈ Sp for each 1 ≤ i ≤ ℓ. In this case
we write deg θ = p. We obtain a Z-grading Der(S) =
⊕
p∈ZDer(S)p of
the S-module Der(S).
Definition 2.1. For H ∈ A we fix αH ∈ V
∗ with H = ker(αH). The
module of A -derivations is defined by
D(A ) := {θ ∈ Der(S) | θ(αH) ∈ αHS for all H ∈ A }.
In particular, if B ⊆ A , then D(A ) ⊆ D(B).
We say that A is free if the module of A -derivations is a free S-
module.
Let X ∈ L(A ) be of rank q and let PX := 〈αH | H ∈ AX〉S
be the prime ideal generated by the defining linear forms of the lo-
calization AX . After a possible base change we may assume that
X = ker(xℓ−q+1) ∩ . . . ∩ ker(xℓ). Hence PX = 〈xℓ−q+1, . . . , xℓ〉S and
then SX := S/PX ∼= K[x1, . . . , xℓ−q]. The module D(A X) is naturally
an SX-submodule of Der(SX). For θ ∈ D(A ) we have θ(PX) ⊆ PX
and hence we get a restriction map
D(A )→ D(A X), θ 7→ θX by θX(f + PX) = θ(f) + PX .
The derivation θX ∈ D(A X) is the restriction of θ to X , cf. [OT92,
§ 4.3]. Moreover, if θ is homogeneous of degree deg θ = d and θX 6= 0
then deg(θX) = d.
If A is a free arrangement we may choose a homogeneous basis
θ1, . . . , θℓ of D(A ). Then the degrees of the θi are called the exponents
of A . They are uniquely determined by A , [OT92, Def. 4.25]. In that
case we write
exp(A ) := (deg θ1, . . . , deg θℓ)
for the exponents of A .
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Note that the empty arrangement ∅ℓ in V is free with D(∅ℓ) =
Der(S) so that exp(∅ℓ) = (0, . . . , 0) ∈ Zℓ.
If θ1, . . . , θℓ ∈ Der(S) then
M(θ1, . . . , θℓ) := (θj(xi))1≤i,j≤ℓ
denotes the coefficient matrix of the θi, i.e. the matrix of coefficients
with respect to the standard basis ∂/∂x1, . . . , ∂/∂xℓ of Der(S).
Let {αH | H ∈ A } be defining linear forms for the hyperplanes in
A . Then
Q(A ) =
∏
H∈A
αH ∈ S
is the defining polynomial of A . It is uniquely determined by A up to
a non-zero constant factor.
Next we recall Saito’s criterion, cf. [OT92, Thm. 4.19].
Theorem 2.2. For θ1, . . . , θℓ ∈ D(A ), the following are equivalent:
(1) det(M(θ1, . . . , θℓ)) ∈ K×Q(A ),
(2) θ1, . . . , θℓ is a basis of D(A ).
The corollary to the following result from [OT92, §4] provides a
convenient degree criterion to determine when a derivation of a deletion
A \ {H} of A does belong to the smaller S-module D(A ).
Proposition 2.3 ([OT92, Prop. 4.41]). Let H = ker(α) ∈ A , A ′ =
A \ {H} and A ′′ = A H . Then there is a homogeneous polynomial b
in S of degree |A ′| − |A ′′| such that
θ(α) ∈ αS + bS
for all θ ∈ D(A ′).
Corollary 2.4. With the notation as in Proposition 2.3, if θ ∈ D(A ′)
with deg(θ) < deg(b) = |A ′| − |A ′′| then θ ∈ D(A ).
We require a construction from [OT92, §4] that allows us to extend
S-independent members from D(A ) to a basis of D(A ) in case A is
free. Here and later on we write (e1, . . . , eℓ)≤ for (e1 ≤ e2 ≤ . . . ≤ eℓ).
Proposition 2.5 ([OT92, Thm. 4.42]). Let A be a free arrangement
with exp(A ) = (e1, . . . , eℓ)≤, and let θ1, . . . , θk ∈ D(A ) be homoge-
neous elements such that
(1) deg(θi) = ei,
(2) θi /∈ Sθ1 + . . .+ Sθi−1.
Then θ1, . . . , θk may be extended to a basis of D(A ).
We finally recall the restriction part of Terao’s seminal Addition-
Deletion Theorem [Ter80a].
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Proposition 2.6 ([OT92, Cor. 4.47]). Let H ∈ A and A ′ = A \ {H}
such that both A and A ′ are free. Then A H is free and we have
exp(A ) = (e1, . . . , eℓ−1, eℓ),
exp(A ′) = (e1, . . . , eℓ−1, eℓ − 1),
exp(A H) = (e1, . . . , eℓ−1).
2.3. Topological incarnation of the module of A -derivations.
The complement of A = (A , V ) is denoted by
M(A ) := V \
⋃
H∈A
H.
For z ∈ V let TV,z be the tangent space of V at z; it is a K-vector space
with basis ∂/∂x1, . . . , ∂/∂xℓ. The K-linear evaluation map
ρz : D(A )→ TV,z
is defined as follows, cf. [OT92, §5.1]. For θ =
∑ℓ
i=1 fi∂/∂xi ∈ D(A ),
let
ρz(θ) :=
ℓ∑
i=1
fi(z)∂/∂xi.
Proposition 2.7 ([OT92, Prop. 5.17]). For z ∈ M(A X), we have
ρz(D(A )) = TX,z which is isomorphic to X as a K-vector space.
Corollary 2.8. If A is free, θ1, . . . , θℓ is a basis of D(A ), and z ∈
M(A ), then
ρz(D(A )) = TV,z = 〈ρz(θ1), . . . , ρz(θℓ)〉K,
i.e. ρz(θ1), . . . , ρz(θℓ) is a K-vector space basis of TV,z.
Proof. Note that for θ =
∑ℓ
i=1 fiθi we have ρz(θ) =
∑ℓ
i=1 fi(z)ρz(θi).
By Proposition 2.7, the K-linear map ρz is onto TV,z and since θ1, . . . , θℓ
is a basis of D(A ), for every v ∈ TV,z there are f1, . . . , fℓ ∈ S such that
v = ρz(
∑ℓ
i=1 fiθi) =
∑ℓ
i=1 fi(z)ρz(θi). Consequently, ρz(θ1), . . . , ρz(θℓ)
is a basis of the vector space TV,z. 
The next fact provides a central part in the proof of Theorem 1.2.
Proposition 2.9. Let B ⊆ A be free arrangements. Assume that
θ1, . . . , θℓ is a basis of D(B) such that θi ∈ D(A ) for 1 ≤ i ≤ ℓ − q.
Suppose X ∈ L(A ) such that AX ∩B = ∅. Then rk(X) ≤ q.
Proof. Since AX ∩B = ∅, we see that M(A X)∩M(B) 6= ∅. Let z ∈
M(A X)∩M(B). Then thanks to Proposition 2.7, we have ρz(D(A )) =
TX,z. But also the tangent vectors ρz(θ1), . . . , ρz(θℓ) form a vector space
10 P. MU¨CKSCH AND G. RO¨HRLE
basis of TV,z, by Corollary 2.8. By our assumption the θi belong to
D(A ) for 1 ≤ i ≤ ℓ − q. So ρz(θ1), . . . , ρz(θℓ−q) ∈ TX,z and they
are linearly independent. Hence dim(X) = dim(TX,z) ≥ ℓ − q, i.e.,
rk(X) ≤ q. 
2.4. MAT-free arrangements. We begin by recalling the core result
from [ABC+16], the so-called Multiple Addition Theorem (MAT).
Theorem 2.10 ([ABC+16, Thm. 3.1]). Let A ′ = (A ′, V ) be a free
arrangement with exp(A ′) = (e1, . . . , eℓ)≤ and let 1 ≤ p ≤ ℓ be the
multiplicity of the highest exponent, i.e.
eℓ−p < eℓ−p+1 = · · · = eℓ =: e.
Let H1, . . . , Hq be hyperplanes in V with Hi 6∈ A
′ for i = 1, . . . , q.
Define
A
′′
j := (A
′ ∪ {Hj})
Hj = {H ∩Hj | H ∈ A
′}, for j = 1, . . . , q.
Assume that the following conditions are satisfied:
(1) X := H1 ∩ · · · ∩Hq is q-codimensional.
(2) X 6⊆
⋃
H∈A ′ H.
(3) |A ′| − |A ′′j | = e for 1 ≤ j ≤ q.
Then q ≤ p and A := A ′ ∪ {H1, . . . , Hq} is free with
exp(A ) = (e1, . . . , eℓ−q, e+ 1, . . . , e+ 1)≤.
We often consider the addition of several hyperplanes using Theorem
2.10. This motivates the next terminology.
Definition 2.11. Let A ′ and {H1, . . . , Hq} be as in Theorem 2.10 such
that conditions (1)–(3) are satisfied. Then the addition of {H1, . . . , Hq}
to A ′ resulting in A = A ′ ∪ {H1, . . . , Hq} is called an MAT-step.
The following lemma about a certain basis of the derivation module
across an MAT-step follows directly from the last lines of the proof of
Theorem 2.10 (cf. [ABC+16, Thm. 3.1]).
Lemma 2.12. Let A ′ be free with exp(A ′) = (e1, . . . , eℓ−p, e, . . . , e)≤
and let A = A ′∪˙{H1 = ker(α1), . . . , Hp = ker(αp)} be an MAT-step.
Then there is a basis θ1, . . . , θℓ−p, η1, . . . , ηp of D(A
′) with deg(θi) =
ei for 1 ≤ i ≤ ℓ − p and deg(ηj) = e for 1 ≤ j ≤ p, such that for any
subset N ⊆ {1, . . . , p} and its complement N = {1, . . . , p} \N , there is
a basis of D(A ′ ∪ {Hj | j ∈ N}) of the form
θ1, . . . , θℓ−p, {αjηj}j∈N , {ηi}i∈N .
In particular, A ′ ∪ {Hj | j ∈ N} is free.
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As a consequence of Lemma 2.12 and a successive application of
Proposition 2.6 we obtain the following.
Corollary 2.13. Let A ′ be free, A = A ′∪˙{H1, . . . , Hp} an MAT-step
and C ⊆ {H1, . . . , Hp}. Suppose that exp(A ) = (e1, . . . , eℓ)≤ and let
X := ∩H∈CH. Then A
X is free with exp(A X) = (e1, . . . , eℓ−|C |)≤.
An iterative application of Theorem 2.10 motivates the following
natural concept.
Definition 2.14 ([CM20, Def. 3.2, Lem. 3.8]). An arrangement A is
called MAT-free if there exists an ordered partition
π = (π1| · · · |πn)
of A such that the following hold. Set A0 := ∅ℓ and
Ak :=
k⋃
i=1
πi for 1 ≤ k ≤ n.
Then for every 0 ≤ k ≤ n− 1 suppose that
(1) rk(πk+1) = |πk+1|,
(2) ∩H∈πk+1H *
⋃
H′∈Ak
H ′,
(3) |Ak| − |(Ak ∪ {H})
H| = k for each H ∈ πk+1,
i.e. Ak+1 = Ak ∪ πk+1 is an MAT-step.
An ordered partition π with these properties is called an MAT-
partition for A .
Note that in [CM20] MAT-freeness was defined differently. However,
for our purpose its characterization in [CM20, Lem. 3.8] is sufficient.
Hence we take the latter here for our definition.
Remark 2.15. Suppose that A is MAT-free with MAT-partition π =
(π1| · · · |πn). Then we have:
(a) for each 1 ≤ k ≤ n, Ak is MAT-free with MAT-partition (π1| · · · |πk),
(b) A is free and the exponents exp(A ) = (e1, . . . , eℓ)≤ of A are given
by the block sizes of the dual partition of π:
ei := |{k | |πk| ≥ ℓ− i+ 1}|,
(c) |π1| > |π2| ≥ · · · ≥ |πn|.
Proof. Statement (a) is clear by Definition 2.14. Statements (b) and
(c) follow readily from Theorem 2.10 and a simple induction. 
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3. Proof of Theorem 1.2
We begin with a closer investigation of MAT-free arrangements. The
idea of our proof is to control a basis of the module of A -derivations
through MAT-steps and to apply Proposition 2.9.
This in turn leads to the identification of a restricted subarrange-
ment with a restriction of the whole arrangement. Since the former
is free with the right exponents, by Corollary 2.13, the freeness of the
restriction of the entire arrangement follows.
3.1. Basis derivations across MAT-steps. First, we recall a tech-
nical result which also provided a key step in the proof of Theorem
2.10 (cf. [ABC+16, p. 1343]).
Lemma 3.1. Let A ′ be free with exp(A ′) = (e1, . . . , eℓ−p, e, . . . , e)≤,
eℓ−p < e, and A = A
′∪˙{H1 = ker(α1), . . . , Hr = ker(αr)} be an MAT-
step. Let θ1, . . . , θℓ−p, ϕ1, . . . , ϕp be a homogeneous basis of D(A
′) with
deg(θi) = ei for 1 ≤ i ≤ ℓ− p and deg(ϕi) = e for 1 ≤ i ≤ p.
Then there are a matrix C = (cij) ∈ Kp×r of rank r and homogeneous
polynomials bj of degree e, for 1 ≤ j ≤ r, such that
ϕi(αj) ≡ cijbj mod αjS for 1 ≤ i ≤ p, 1 ≤ j ≤ r.
With this lemma we are able to maintain a certain part of a given
basis of the derivation modules while performing MAT-steps.
Lemma 3.2. Suppose that A ′ is free with exp(A ′) = (e1, . . . , eℓ−p,
e, . . . , e)≤, eℓ−p < e, and that A = A
′∪˙{H1, . . . , Hr} is an MAT-
step. Let θ1, . . . , θℓ−p, ϕ1, . . . , ϕp be a homogeneous basis of D(A
′)
with deg(θi) = ei for 1 ≤ i ≤ ℓ− p and deg(ϕi) = e for 1 ≤ i ≤ p.
Then for each r ≤ q ≤ p there are a subset N ⊆ {1, . . . , p} with
|N | = q and ψj ∈ D(A ), for j ∈ N = {1, . . . , p} \N , such that
θ1, . . . , θℓ−p, {ψj}j∈N , {ϕi}i∈N
form a basis of D(A ′).
Proof. By Lemma 3.1 there are a matrix C = (cij) ∈ Kp×r of rank r
and homogeneous polynomials bj of degree e, for 1 ≤ j ≤ q, such that
ϕi(αj) ≡ cijbj mod αjS for 1 ≤ i ≤ p, 1 ≤ j ≤ r.
So for r ≤ q ≤ p there is a subset N = {i1, . . . , iq} ⊆ {1, . . . , p} such
that the q rows (ci1, . . . , cir), for i ∈ N of the matrix C contain a basis
of the whole row space of C. Now, by elementary row operations there
is a regular matrix T ∈ GLp(K) such that the transformation of the
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basis given by T fixes the derivations ϕi for i ∈ N :
(ϕ1, . . . , ϕp) · T
= (ψ1, . . . , ψi1−1, ϕi1 , ψi1+1, . . . , ψiq−1, ϕiq , ψiq+1, . . . , ψp),
and
ψi(αj) ≡ 0 mod αjS for all i ∈ N, 1 ≤ j ≤ r,
i.e. ψi ∈ D(A ) for all i ∈ N . We further have
det
(
M(θ1, . . . , θℓ−p, {ψj}j∈N , {ϕi}i∈N)
)
= det(T ) det (M(θ1, . . . , θℓ−p, ϕ1, . . . , ϕp)) .
Since θ1, . . . , θℓ−p, ϕ1, . . . , ϕp form a basis of D(A
′) and det(T ) ∈ K×,
by Theorem 2.2, θ1, . . . , θℓ−p, {ψj}j∈N , {ϕi}i∈N is again a basis ofD(A
′),
as claimed. 
The following technical proposition provides a crucial step in the
proof of Theorem 1.2.
Proposition 3.3. Let B′ be free with exp(B′) = (e1, . . . , eℓ−p, e, . . . , e)≤.
Suppose that
(a) A ′ = B′∪˙{H1, . . . , Hp} is an MAT-step such that
exp(A ′) = (e1, . . . , eℓ−p, e+ 1, . . . , e+ 1)≤,
(b) A = A ′∪˙{K1, . . . , Kr} is an MAT-step such that
exp(A ) = (e1, . . . , eℓ−p, e+ 1, . . . , e+ 1, e+ 2, . . . , e+ 2)≤.
Then for each r ≤ q ≤ p there are a C ⊆ {H1, . . . , Hp} with |C | = q
and a basis θ1, . . . , θℓ of D(B), where B = A
′\C , such that θi ∈ D(A )
for 1 ≤ i ≤ ℓ− q, deg(θi) = ei for 1 ≤ i ≤ ℓ− p, and deg(θj) = e + 1
for ℓ− p+ 1 ≤ j ≤ ℓ− q.
Proof. Let H1 = ker(α1), . . . , Hp = ker(αp). By Lemma 2.12 applied to
the first MAT-step A ′ = B′∪˙{H1, . . . , Hp}, there exists a homogeneous
basis θ1, . . . , θℓ−p, η1, . . . , ηp of D(B
′) with deg(θi) = ei, 1 ≤ i ≤ ℓ − p
and deg(ηj) = e, 1 ≤ j ≤ p such that θ1, . . . , θℓ−p, α1η1, . . . , αpηp form
a homogeneous basis of D(A ′).
Note that, since deg θi < e+1 = |A
′|−|(A ′∪{Kj})
Kj | (by condition
(3) of Theorem 2.10 within the second MAT-step), we have θi ∈ D(A )
for 1 ≤ i ≤ ℓ− p, by Corollary 2.4.
Thanks to Lemma 3.2, applied to the second MAT-step, for each
r ≤ q ≤ p, there are a subset N ⊆ {1, . . . , p} with |N | = q and deriva-
tions ψj ∈ D(A ), for j ∈ N = {1, . . . , p} \ N such that θ1, . . . , θℓ−p,
{ψj}j∈N , {αiηi}i∈N form a basis of D(A
′).
14 P. MU¨CKSCH AND G. RO¨HRLE
Next we define
C := {Hi | i ∈ N} and B := A
′ \ C ,
and we set
{θℓ−p+1, . . . , θℓ−q} := {ψj | j ∈ N}, and
{θℓ−q+1, . . . , θℓ} := {ηi | i ∈ N}.
According to Lemma 2.12 applied to the first MAT-step, we observe
that θ1, . . . , θℓ−p, {αjηj}j∈N , {ηi}i∈N form a basis of D(B). In particu-
lar, we have ηi ∈ D(B) for i ∈ N .
Then, since Q(C ) =
∏
i∈N αi, and by the multilinearity of the deter-
minant and Theorem 2.2, we conclude
det(M(θ1, . . . , θℓ)) =
det(M(θ1, . . . , θℓ−p, {ψj}j∈N , {αiηi}i∈N))
Q(C )
∈ K×
Q(A ′)
Q(C )
= K×Q(B).
Consequently, since ψj ∈ D(A ) ⊆ D(B), for j ∈ N , all derivations
θ1, . . . , θℓ do belong to D(B) and thus they provide the desired basis
of D(B), again by Theorem 2.2. 
From the proof of Proposition 3.3 we record the following:
Corollary 3.4. Let A ′, A , B, and q be as in Proposition 3.3. Let C =
{ker(β1), . . . , ker(βq)}. Then there is a basis θ1, . . . , θℓ−q, η1, . . . , ηq of
D(B) such that θ1, . . . , θℓ−q, β1η1, . . . , βqηq is a basis of D(A
′), deg θi =
ei, and θi ∈ D(A ) for 1 ≤ i ≤ ℓ− q.
3.2. Restrictions of MAT-free arrangements. For this subsec-
tion, let A be an MAT-free arrangement with MAT-partition π =
(π1| · · · |πn). Recall from Definition 2.14 that for k ∈ {1, . . . , n} we set
Ak :=
⋃k
i=1 πi and also set pk := |πk| and pn+1 := 0.
Our next result is used to maintain a certain part of a basis of the
module of derivations of a subarrangement and also later to construct
a particular basis of D(A ).
Lemma 3.5. Fix k ∈ {1, . . . , n}. If θ ∈ D(Ak) is homogeneous with
deg(θ) < k, then θ ∈ D(A ).
Proof. For each of the MAT-steps As+1 = As ∪ πs+1, k ≤ s ≤ n − 1,
we have deg(θ) < k ≤ s = |As| − |(As ∪ {H})
H | for each H ∈ πs+1 (by
condition (3) of Theorem 2.10). Hence θ ∈ D(As+1), by Corollary 2.4,
and ultimately we get θ ∈ D(A ). 
Our next result provides the right setting to apply Proposition 2.9.
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Proposition 3.6. Fix k ∈ {1, . . . , n}. For each pk+1 ≤ q ≤ pk there
are a C ⊆ πk with |C | = q and a basis θ1, . . . , θℓ of D(Ak \ C ) such
that θ1, . . . , θℓ−q ∈ D(A ).
Proof. First let k = n. Then by Lemma 2.12 applied to the MAT-step
A = An−1 ∪ πn, there is a basis θ1, . . . , θℓ−pn, η1, . . . , ηpn of D(An−1)
such that the derivations θ1, . . . , θℓ−pn, α1η1, . . . , αpnηpn form a ba-
sis of D(A ). Further, for each pn+1 = 0 ≤ q ≤ pn, set C :=
{ker(αpn−q+1), . . . , ker(αpn)} ⊆ πn, and define
θℓ−pn+1 := α1η1, . . . , θℓ−q := αpn−qηpn−q ∈ D(A ),
and θℓ−q+1 := ηpn−q+1, . . . , θℓ := ηpn. Then by yet another application
of Lemma 2.12, we get that θ1, . . . , θℓ form a basis of D(An \ C ) such
that θ1, . . . , θℓ−q ∈ D(A ).
Now suppose k < n. Then for the two MAT-steps Ak = Ak−1 ∪ πk
and Ak+1 = Ak ∪ πk+1 we are precisely in the situation of Proposition
3.3. Suppose that exp(Ak) = (e1, . . . , eℓ−pk , k, . . . , k)≤. So by the state-
ment of the lemma, for each pk+1 ≤ q ≤ pk there exists a C ⊆ πk with
|C | = q and a basis θ1, . . . , θℓ of D(Ak \C ) such that θi ∈ D(Ak+1) for
1 ≤ i ≤ ℓ− q, deg(θi) = ei ≤ k for 1 ≤ i ≤ ℓ− pk, and deg(θj) = k for
ℓ− pk + 1 ≤ j ≤ ℓ− q.
Finally, since deg(θi) < k + 1 for 1 ≤ i ≤ ℓ − q, we also have
θi ∈ D(A ) for 1 ≤ i ≤ ℓ− q, by Lemma 3.5. 
The following corollary to the preceding proposition is the key to the
proof of Theorem 1.2.
Corollary 3.7. Let k, q and C be as in Proposition 3.6. Let X ∈ L(A )
with AX ∩ (Ak \ C ) = ∅. Then rk(X) ≤ q.
Proof. Owing to Proposition 3.6, there is a basis θ1, . . . , θℓ of D(Ak\C )
such that θ1, . . . , θℓ−q ∈ D(A ). Since X ∈ L(A ) with AX ∩ (Ak \C ) =
∅, we readily obtain rk(X) ≤ q, according to Proposition 2.9. 
Next we define a surjective map from a subarrangement to the re-
striction of the ambient arrangement.
Lemma 3.8. Let k, q and C be as in Proposition 3.6. Set X :=
∩H∈CH. Then the map
Ak \ C → A
X
H ′ 7→ H ′ ∩X
is surjective. In particular, (Ak)
X = A X .
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Proof. Set B := Ak \ C . Let Y = H˜ ∩X ∈ A
X for some H˜ ∈ A . In
particular, rk(Y ) = rk(X)+1 = q+1 > q. Thus we have AY ∩B 6= ∅,
by Corollary 3.7. Further, by the conditions (1) and (2) of Theorem
2.10, we have BX = ∅. So there is an H ′ ∈ (AY \AX) ∩B such that
Y = H ′ ∩X . 
Armed with the various results about MAT-steps from above, we are
finally in a position to attack Theorem 1.2.
Theorem 3.9. Let A be an MAT-free arrangement with MAT-partition
π = (π1| · · · |πn) and exponents exp(A ) = (e1, . . . , eℓ)≤. Then for each
1 ≤ k ≤ n and each pk+1 ≤ q ≤ pk there is a C ⊆ πk with |C | = q such
that for X := ∩H∈CH the restriction A
X is free with exponents
exp
(
A
X
)
= (e1, . . . , eℓ−q)≤.
Furthermore, there is a basis θ1, . . . , θℓ of D(A ) such that θ
X
1 , . . . , θ
X
ℓ−q
is a basis of D(A X).
Proof. First note that Ak = Ak−1 ∪ πk is an MAT-step. Thanks
to Corollary 2.13 the restriction (Ak)
X is free with exp
(
(Ak)
X
)
=
(e1, . . . , eℓ−q)≤. Now we also have A
X = (Ak)
X , by Lemma 3.8, and
so the first statement follows.
Now suppose C = {ker(β1), . . . , ker(βq)}. To derive the existence
of the particular basis compatible with restriction, observe that there
is a basis θ1, . . . , θℓ−q, η1, . . . , ηq of D(Ak \ C ) with deg(θi) = ei, θi ∈
D(Ak+1) for 1 ≤ i ≤ ℓ − q so that θ1, . . . , θℓ−q, β1η1, . . . , βqηq form
a basis of D(Ak), owing to Corollary 3.4. Thanks to condition (1)
in Theorem 2.10 the linear forms β1, . . . , βq are linearly independent.
Using the same arguments as the ones in the proof of [OT92, Thm. 4.46]
successively along with a simple induction on q, the restrictions θXi of
the θi to X for 1 ≤ i ≤ ℓ− q yield a basis of D(A
X
k ) = D(A
X).
Considering the degrees of the θi, we have θ1, . . . , θℓ−q ∈ D(A ), by
Lemma 3.5. Now thanks to Proposition 2.5, we may extend θ1, . . . , θℓ−q
to a complete basis θ1, . . . , θℓ−q, θℓ−q+1, . . . , θℓ of D(A ). This finishes
the proof. 
Corollary 3.10 (Theorem 1.2). MAT-free arrangements are accurate.
3.3. A generalization of Theorem 1.2. In this section, we record an
extension of Theorem 3.9. Instead of considering MAT-free arrange-
ments which are build up from the empty arrangement using MAT-
steps, we can more generally study arrangements which are build up
from some suitable free arrangement (which need not be empty) via
MAT-steps. We formalize this in the following manner.
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Let A ′ = (A ′, V ) be a free arrangement with exponents exp(A ′) =
(e1, . . . , eℓ−p, e, . . . , e)≤ ∈ Zℓ. Let B = (B, V ) be an arrangement in
V disjoint from A and partitioned by π = (π1| · · · |πn). Set A0 := A
′,
Ak := A
′∪˙(∪ki=1πi),
pk := |πk|, for 1 ≤ k ≤ n, and pn+1 := 0. Suppose that Ak ∪ πk+1
is an MAT-step for 0 ≤ k ≤ n − 1. Then A = A ′ ∪ B is free by a
successive application of Theorem 2.10. In this setting, all arguments
from Sections 3.1 and 3.2 apply and Theorem 3.9 directly generalizes
in the following fashion.
Theorem 3.11. Let A = A ′∪˙B be a free arrangement obtained from
the free arrangement A ′ through MAT-steps with exponents exp(A ) =
(e1, . . . , eℓ)≤. Suppose that π = (π1| · · · |πn) is the corresponding or-
dered partition of B.
Then for each 1 ≤ k ≤ n and each pk+1 ≤ q ≤ pk there is a C ⊆ πk
with |C | = q such that for X := ∩H∈CH the restriction A
X is free with
exponents
exp
(
A
X
)
= (e1, . . . , eℓ−q)≤.
Furthermore, there is a basis θ1, . . . , θℓ of D(A ) such that θ
X
1 , . . . , θ
X
ℓ−q
is a basis of D(A X).
4. Applications
In this section we apply our main Theorem 3.9 and its generaliza-
tion, Theorem 3.11 to Weyl arrangements, their ideal subarrangements,
extended Catalan arrangements and ideal-Shi arrangements.
4.1. Weyl and Ideal arrangements. For general information about
Weyl groups and their root systems, see [Bou68].
Let W be a Weyl group acting as a reflection group on the real
vector space V = Rℓ. Let Φ := Φ(W ) ⊆ V ∗ be a (reduced) root
system for W , Φ+ ⊆ Φ a positive systems with simple roots ∆ ⊆ Φ+.
The rank of W respectively Φ is rk(W ) := rk(Φ) := dimRΦ. We have
Φ+ = (
∑
α∈∆ Z≥0α)∩Φ, i.e. if β ∈ Φ
+ then there are integers nα ∈ Z≥0
such that β =
∑
α∈∆ nαα. Then the height of β is defined by
ht(β) :=
∑
α∈∆
nα.
The partial order ≤ on Φ+ is defined by
β ≤ γ :⇐⇒ γ − β ∈
∑
α∈∆
Z≥0α.
18 P. MU¨CKSCH AND G. RO¨HRLE
A subset I ⊆ Φ+ is an ideal if it is a (lower) order ideal in the poset
(Φ+,≤), i.e. for α ∈ I and β ∈ Φ+ with β ≤ α, we have β ∈ I.
The Weyl arrangement A (W ) is the hyperplane arrangement in V
defined by
A (W ) := {ker(β) | β ∈ Φ+}.
Definition 4.1 ([ABC+16]). If I ⊆ Φ+ is an order ideal then
AI := {ker(β) | β ∈ I} ⊆ A (W )
is called an ideal (sub)arrangement.
We denote bymI the maximal height of a root in I. For 1 ≤ k ≤ mI ,
let
πk,I := {ker(α) | α ∈ I, ht(α) = k}
and let
πI := (π1,I | · · · |πmI ,I),
be the root-height partition of AI . Set
pk,I := |πk,I|
for 1 ≤ k ≤ mI and pmI+1,I := 0.
Next we recall the principal result from [ABC+16, Thm. 1.1] (Ideal-
free Theorem) in our terminology, using the notation above.
Theorem 4.2. Let AI ⊆ A (W ) be an ideal subarrangement of the
Weyl arrangement A (W ) for the order ideal I ⊆ Φ+. Then AI is
MAT-free with MAT-partition πI = (π1,I| · · · |πmI ,I) and exponents
exp (AI) = (e
I
1 , . . . , e
I
ℓ ),
where
eIr = |{j | pj,I ≥ ℓ− r + 1}|.
Combining Theorems 3.9 and 4.2 and using the notation from above,
we immediately obtain the following.
Theorem 4.3. Let A = AI ⊆ A (W ) be an ideal subarrangement of
the Weyl arrangement A (W ) for the order ideal I ⊆ Φ+.
Then for each 1 ≤ k ≤ mI and pk+1,I ≤ q ≤ pk,I there is a C ⊆ πk,I
with |C | = q such that for X := ∩H∈CH the restriction A
X is free with
exponents
exp
(
A
X
)
= (eI1 , . . . , e
I
ℓ−q),
where
eIr = |{j | pj,I ≥ ℓ− r + 1}|.
Corollary 4.4 (Theorem 1.3). Ideal arrangements are accurate.
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4.2. Ideal-Shi and extended Catalan arrangements. Let W , V
and ∆ ⊆ Φ+ ⊆ Φ ⊆ V ∗ be as in Section 4.1. Let
h := mΦ+ + 1
be the Coxeter number of W . Embed V ⊆ V ′ = Rℓ+1 and let z ∈
(V ′)∗ \ {0} such that V = ker(z) =: Hz, i.e. z corresponds to the
(ℓ+ 1)st coordinate. For j ∈ Z define
Hjα := ker(α− jz).
The combinatorics of deformations of Weyl arrangements was first
studied by Athanasiadis in [Ath96], among them the so called extended
Shi arrangements. We are interested in the following generalization,
investigated by Abe and Terao in [AT16], the so called ideal-Shi ar-
rangements.
Definition 4.5. For k ∈ Z>0 the extended Shi arrangements are de-
fined as
Shik := {Hjα | −k + 1 ≤ j ≤ k} ∪ {Hz}.
For I ⊆ Φ+ an ideal, the ideal-Shi arrangements are defined as
ShikI := Shi
k ∪{H−kβ | β ∈ I}.
In the special case when I = Φ+ we obtain the extended Catalan
arrangements
Catk := ShikΦ+ .
In [Yos04], Yoshinaga proved the following remarkable theorem, con-
firming a conjecture by Edelman and Reiner [ER96, Conj. 3.3].
Theorem 4.6 ([Yos04, Thm. 1.2]). Let k ∈ Z>0. Then the extended
Shi arrangement Shik is free with exponents
exp
(
Shik
)
= (1, hk, . . . , hk) ∈ Zℓ+1,
and the extended Catalan arrangement Catk is free with exponents
exp
(
Catk
)
= (1, hk + e1, . . . , hk + eℓ),
where (e1, . . . , eℓ) = exp(A (W )).
We need the following special case of a result by Abe and Terao
(cf. [AT16, Thm. 1.6]).
Proposition 4.7. Let Σ ⊆ ∆ be a subset of the simple roots of Φ+.
Then the arrangement
Shik−Σ := Shi
k \{Hkα | α ∈ Σ}
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is free with
exp
(
Shik−Σ
)
= (1, hk − 1, . . . , hk − 1, hk, . . . , hk),
where the multiplicity of the exponent hk − 1 is |Σ|.
Next we observe that in the case Σ = ∆, rejoining the hyperplanes
Hkα for α ∈ ∆ to Shi
k
−∆ is an MAT-step.
Lemma 4.8. The addition Shik = Shik−∆ ∪˙{H
k
α | α ∈ ∆} is an MAT-
step.
Proof. We have to verify conditions (1)–(3) from Theorem 2.10. Con-
dition (1) is clear, since the simple roots ∆ are linearly independent
and so are the linear forms α − kz for α ∈ ∆. Condition (3) follows
from Propositions 2.6 and 4.7 and the fact that the sum of the expo-
nents of a free arrangement coincides with its cardinality, cf. [OT92,
Thm. 4.23].
Finally, we need to show condition (2), i.e. that X = ∩α∈∆H
k
α * H
for any H = Hjβ ∈ Shi
k
−∆. For a contradiction, we assume the contrary.
That is, there are an index −k+1 ≤ j ≤ k and a positive root β ∈ Φ+
such that
β − jz =
∑
α∈∆
nα(α− kz)
for suitable nα. But then β =
∑
α∈∆ nαα, so nα ∈ Z≥0 for all α ∈ ∆
and nα ≥ 1 for some α ∈ ∆ since β is a positive root. Therefore,
j =
∑
α∈∆
nαk ≥ k.
Hence we must have j = k and thus β belongs to Φ+\∆. Consequently,
in the expression β =
∑
α∈∆ nαα at least two coefficients must be
positive. But then k = j ≥ 2k, which is absurd, as k > 0 in Definition
4.5. 
In [AT19, Sec. 5], Abe and Terao showed that an ideal-Shi arrange-
ment and in particular an extended Catalan arrangement can be con-
structed via MAT-steps starting from the corresponding extended Shi
arrangement. Hence we are exactly in the setting of Theorem 3.11 with
A ′ = Shik−∆, B = {H
k
α | α ∈ ∆} ∪ {H
−k
β | β ∈ I} and
π = πkI :=
(
πk1,I | · · · |π
k
mI+1,I
)
,
where
πk1,I = {H
k
α | α ∈ ∆}, and
πkt+1,I := {H
−k
β | β ∈ I, ht(β) = t},
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for 1 ≤ t ≤ mI . Set pt,I := |π
k
t,I | for 1 ≤ t ≤ mI + 1 and pmI+2,I := 0.
Then the arguments from the proofs in [AT19, Sec. 5], together with
Lemma 4.8 and Theorem 3.11 readily imply the following.
Theorem 4.9. Let ShikI be an ideal-Shi arrangement for the order ideal
I ⊆ Φ+. Then for each 1 ≤ t ≤ mI+1 and each pt+1,I ≤ q ≤ pt,I there
is a C ⊆ πkt,I with |C | = q such that for X := ∩H∈CH the restriction(
ShikI
)X
is free with exponents
exp
((
ShikI
)X)
=
(
1, hk + eI1 , . . . , hk + e
I
ℓ−q
)
≤
,
where
eIr = |{j | pj+1,I ≥ ℓ− r + 1}|.
We close this section with the following special case of Theorem 4.9.
Corollary 4.10 (Theorem 1.8). Extended Shi arrangements Shik and
ideal-Shi arrangements ShikI are accurate. In particular, extended Cata-
lan arrangements Catk are accurate.
5. Complements and Examples
In our final section we discuss other notions of freeness in relation to
accuracy.
Further we also study accurate graphic arrangements. Here we show
that accuracy is neither preserved under taking localizations nor under
restrictions.
Finally, in view of Theorem 1.6, we consider accuracy among complex
reflection arrangements and their restrictions.
5.1. Almost accurate arrangements. We begin by weakening the
property from Definition 1.1 by dropping the condition that the expo-
nents of the free restriction A X match those of A ordered by size.
Definition 5.1. An arrangement A is said to be almost accurate if A
is free with exponents exp(A ) = (e1, e2, . . . , eℓ) and for every 1 ≤ d ≤ ℓ
there exists an intersection X of hyperplanes from A of dimension d
such that A X is free with exp(A X) ⊆ exp(A ).
Clearly, if A is accurate then it is almost accurate. In particular, by
Theorem 1.2, MAT-free arrangements are almost accurate. However,
the converse is false, see Example 5.4.
Note that a product of arrangements is almost accurate if and only
if each factor is almost accurate, by [OT92, Prop. 2.14, Prop. 4.28].
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Next we indicate that there are several natural classes of free ar-
rangements that are almost accurate.
For an arrangement A we denote its characteristic polynomial by
χ(A , t), see [OT92, Sec. 2.3]. Next we recall the key result from
[Abe16].
Theorem 5.2 ([Abe16, Thm. 1.1]). Suppose there is a hyperplane H
in A such that the restriction A H is free and that χ(A H , t) divides
χ(A , t). Then A is free.
Theorem 5.2 can be viewed as a strengthening of the addition part
of Terao’s Theorem [Ter80a] ([OT92, Thm. 4.51]). An iterative appli-
cation leads to the class of divisionally free arrangements:
Definition 5.3 ([Abe16, Def. 1.5]). An arrangement A is called divi-
sionally free if either ℓ ≤ 2, A = ∅ℓ, or else there is a flag of subspaces
Xi of rank i in L(A )
X0 = V ⊃ X1 ⊃ X2 ⊃ · · · ⊃ Xℓ−2
so that χ(A Xi, t) divides χ(A Xi−1 , t), for i = 1, . . . , ℓ− 2.
It is clear from Theorem 5.2, Definition 5.3, and the fact that rank
2 arrangements are free, that divisionally free arrangements are almost
accurate. However, the converse is false, see Example 5.5. Never-
theless, since supersolvable arrangements are inductively free ([OT92,
Thm. 4.58]) and the latter are divisionally free ([Abe16, Thm. 1.6]),
there is an abundance of arrangements that are almost accurate.
It was already observed in [CM20] that MAT-freeness and divisional
freeness are closely related. Thus, in view of Theorem 1.2, it is natu-
ral to investigate the relation between divisional freeness and accuracy.
However, Examples 5.4 and 5.5 below do show that there are super-
solvable (whence divisionally free) arrangements that are not accurate
and vice versa.
Example 5.4. Let A = A (14, 1) be the supersolvable simplicial ar-
rangement of rank 3 with 14 hyperplanes, cf. [Gru¨09], [CM19]. We have
A = {H1, . . . , H7, K1, . . . , K7}, X = ∩
7
i=1Hi is modular of rank 2, and
X * Kj for all 1 ≤ j ≤ 7. Consider B := A \ {K1, K2}. Since B
is obtained from A by removing hyperplanes away from the modular
element X , B is still supersolvable and, thanks to [OT92, Thm. 4.58],
B is also free with exponents exp(B) = (1, 5, 6). Using the explicit
description of A from [CM19], one easily checks that exp(BH) belongs
to {(1, 3), (1, 4), (1, 6)} for H ∈ B. Consequently, B is not accurate.
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Example 5.5. In [HR19] a free arrangement D is constructed within
a rank 5 restriction of the Weyl arrangement of type E7 which is not
divisionally free with exponents (1, 5, 5, 5, 5) and defining polynomial
Q(D) = x2(x1 + x3 − x5)(2x1 + x2 + x3)(2x1 + x2 + 2x3 + x4 − x5)
x5(x1 + x3)(x2 + x5)(2x1 + x2 + 2x3 + x4)(2x1 + x3 − x5)
(2x1 + 2x2 + 2x3 + x4)(x2 + x3 + x4)(x1 + x2 + x3 + x4)
(x3 + x4)(x1 + x2 + x3)x1(x1 + x3 + x4)(2x1 + x2 + x3 − x5)
(x2 + x3 + x4 + x5)(x1 − x5)(x1 − x4 − x5)x4.
One can check that D is still accurate: Only the restriction to H =
ker(x4) has exponents (1, 5, 5, 5) and only the restrictions to
X1 = ker(2x1 + x2 + x3) ∩ ker(2x1 + x2 + 2x3 + x4 − x5),
X2 = ker(x2 + x5) ∩ ker(x2 + x3 + x4)
are free with exponents exp(DX1) = exp(DX2) = (1, 5, 5). However,
neither of those flats is contained in H = ker(x4). Note further that
Y1 = X1 ∩H and also Y2 = X2 ∩H are rank 3 flats with exp(D
Y1) =
exp(DY2) = (1, 5). In particular, the lack of a suitable rank 2 flat lying
between Y1 (or Y2) and H prevents D from being divisionally free.
It is also easily seen that the free but non-divisionally free rank 7
arrangement B constructed in [HR19] as a certain subarrangement of
the Weyl arrangement of type E7 is also still accurate.
In [CM20, §6], Cuntz and Mu¨cksch checked that both D and B fail
to be MAT-free.
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v
Figure 1. A chordal graph G giving rise to a graphic
arrangement which is free, but not accurate, and an ex-
tension G ′ by one vertex v resulting in a graphic arrange-
ment which is accurate.
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5.2. Graphic arrangements. In this section we examine accuracy
among free graphic arrangements. For basics on the latter, we refer to
[OT92, Sec. 2.4].
Our next example shows that also free graphic arrangements which
are always supersolvable and come from chordal graphs (cf. [ER94,
Sec. 3]) may fail to be accurate in general.
Example 5.6. Let G = (V, E) be the graph with vertex set V =
{1, . . . , 10} and 18 edges E , as shown in Figure 1. It is easily seen that
(2, 4, 6, 7, 8, 9, 1, 3, 5, 10) is a vertex elimination order for G (cf. [ER94,
Sec. 3]). Then by [ER94, Thm. 3.3], the graphic arrangement A =
A (G) = {ker(xi − xj) | (i, j) ∈ E} is free with exponents exp(A ) =
(0, 1, 2, . . . , 2, 3) ∈ Z10. From Figure 1 it is evident that up to symmetry
there are only two different kinds of hyperplanes in A . The hyperplane
H = ker(x1−x2) is a representative of the first type and the hyperplane
K = ker(x1 − x3) is a representative of the second type. We easily see
that
exp(A H) = (0, 1, 2, . . . , 2, 3) ∈ Z9,
exp(A K) = (0, 1, 1, 2, . . . , 2) ∈ Z9.
Consequently, the graphic arrangement A is not accurate, in particu-
lar, it is not MAT-free, by Theorem 1.2. Of course, A is still almost
accurate since it is supersolvable.
Further, from G we can construct a new graph, illustrating the be-
havior of accuracy with respect to restrictions and localizations, as
follows. Extending G by one additional vertex v and the edges in-
dicated by the dashed lines in Figure 1 yields a new chordal graph
G ′. The corresponding graphic arrangement B := A (G ′) has expo-
nents exp(B) = (0, 1, 2, . . . , 2, 3, 3, 3) ∈ Z11. It is not hard to see,
by contracting the appropriate edges, that B is accurate. But for
H ′ = ker(x1−xv) ∈ B (the hyperplane corresponding to the new edge
(1, v) of G ′), we have BH
′
= A . Moreover, for
X =
⋂
1≤i<j≤10
ker(xi − xj)
we also obtain BX ∼= A . This shows that in general, accuracy is
neither inherited by restrictions (even if they are supersolvable), nor
by localizations.
Lastly, one can show that every free graphic arrangement with fewer
than 18 edges is still accurate. Thus our chordal arrangement A is the
smallest one that fails to be accurate.
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5.3. Complex reflection arrangements and their restrictions.
Let G ⊆ GL(V ) be a finite, complex reflection group acting on the
complex vector space V = Cℓ. The reflection arrangement of G in
V is the hyperplane arrangement A (G) consisting of the reflecting
hyperplanes of the elements in G acting as reflections on V .
Terao [Ter80b] has shown that every reflection arrangement A (G)
is free and that the exponents of A (G) coincide with the coexponents
of G, cf. [OT92, Prop. 6.59 and Thm. 6.60].
In view of Theorem 1.6, it is natural to examine accuracy for the
larger class of complex reflection arrangements. Thanks to Remark
1.7(v) and [Ro¨18, Prop. 2.12], accuracy and divisional freeness are com-
patible with products.
Theorem 5.7. Let G be a complex reflection group with reflection ar-
rangement A = A (G). Then A is accurate if and only if it is divi-
sionally free. This is the case if and only if G has no irreducible factor
isomorphic to one of the monomial groups G(r, r, ℓ), r > 2, ℓ > 2, or
G24, G27, G29, G33, G34.
Proof. The result follows readily from Definition 1.1, the classification
of the divisionally free reflection arrangements from [Abe16, Cor. 4.7],
and the exponents of the complex reflection arrangements and their
restrictions, e.g. see [OT92, §6.4, App. C]. 
In view of Theorem 5.7 and the fact that all restrictions of com-
plex reflection arrangements are free (thanks to [OT92, §6.4, App. D],
[OT93], and [HR13]), it is natural to investigate accuracy among re-
strictions of complex reflection arrangements, not all of which are re-
flection arrangements again.
In order to derive our results, we require some further notation. Or-
lik and Solomon defined intermediate arrangements A kℓ (r) in [OS83,
§2] (cf. [OT92, §6.4]) which interpolate between the reflection arrange-
ments of the monomial groups G(r, r, ℓ) and G(r, 1, ℓ). They show up
as restrictions of the reflection arrangement of G(r, r, ℓ′), for some ℓ′,
[OS83, Prop. 2.14] (cf. [OT92, Prop. 6.84]).
For ℓ, r ≥ 2 and 0 ≤ k ≤ ℓ the defining polynomial of A kℓ (r) is given
by
Q(A kℓ (r)) = x1 · · ·xk
∏
1≤i<j≤ℓ
0≤n<r
(xi − ζ
nxj),
where ζ is a primitive r-th root of unity, so that A ℓℓ (r) = A (G(r, 1, ℓ))
and A 0ℓ (r) = A (G(r, r, ℓ)). For k 6= 0, ℓ, these are not reflection
arrangements themselves.
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Next we recall [OS83, Props. 2.11, 2.13] (cf. [OT92, Props. 6.82,
6.85]).
Proposition 5.8. Let A = A kℓ (r) for ℓ, r ≥ 2 and 0 ≤ k ≤ ℓ. Then
(i) A is free with
expA = (1, r + 1, . . . , (ℓ− 2)r + 1, (ℓ− 1)r − ℓ+ k + 1),
(ii) for H ∈ A , the type of A H is given in Table 1.
k αH Type of A
H
0 arbitrary A 1ℓ−1(r)
1, . . . , ℓ− 1 xi − ζxj 1 ≤ i < j ≤ k < ℓ A
k−1
ℓ−1 (r)
1, . . . , ℓ− 1 xi − ζxj 1 ≤ i ≤ k < j ≤ ℓ A
k
ℓ−1(r)
1, . . . , ℓ− 1 xi − ζxj 1 ≤ k < i < j ≤ ℓ A
k+1
ℓ−1 (r)
1, . . . , ℓ− 1 xi 1 ≤ i ≤ ℓ A
ℓ−1
ℓ−1 (r)
ℓ arbitrary A ℓ−1ℓ−1 (r)
Table 1. Restriction types of A kℓ (r)
Lemma 5.9. Let A = A kℓ (r) for ℓ, r ≥ 2 and 1 ≤ k ≤ ℓ− 1. Then
(i) for r = 2, A is accurate;
(ii) for r > 2, A is accurate if and only if r + k ≥ ℓ.
Proof. Thanks to Proposition 5.8(ii), the restriction of an intermediate
arrangement is again of this kind. So we only need to consider the
restriction A H to a hyperplane. It follows from Proposition 5.8 that
firstly, if r + k ≥ ℓ, then for H = ker xi, the exponents of A
H are all
but the largest one of A . Secondly, if r > 2 and r + k < ℓ, then there
is no restriction A H with this property. So A is not accurate in this
instance.
Finally, for r = 2 and 1 ≤ k < ℓ − 2, if we take H to be as in the
fourth row of Table 1, then once again the exponents of A H are all but
the largest one of A . 
Thanks to Lemma 5.9, the following is the smallest example of a
non-accurate member among the intermediate arrangements A kℓ (r).
Example 5.10. By Proposition 5.8, exp(A 15 (3)) = (1, 4, 7, 9, 10), and
the possible exponents of restrictions are (1, 4, 7, 7), (1, 4, 7, 8), and
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(1, 4, 7, 10). In particular, there is no hyperplane in A 15 (3) whose re-
striction has got exponents (1, 4, 7, 9). Consequently, A 15 (3) is not ac-
curate.
Again thanks to Remark 1.7(v) and [Ro¨18, Prop. 2.12], accuracy and
divisional freeness are compatible with products. So we can reduce to
the case of irreducible G when considering restrictions of reflection
arrangements.
Theorem 5.11. Let G be an irreducible complex reflection group with
reflection arrangement A (G). Let A = A (G)Y , for Y ∈ L(A ) \ {V }.
Then A is accurate if and only if one of the following holds:
(i) G 6= G(r, r, ℓ);
(ii) G = G(r, r, ℓ) and either r = 2 or else A = A kℓ (r) with r+ k ≥ ℓ
for r > 2.
Proof. This follows readily from Definition 1.1, Lemma 5.9, and the
exponents of the restrictions of the irreducible reflection arrangements,
e.g. see [OT92, §6.4, App. C]. 
Remark 5.12. It follows from Theorem 5.11 that in contrast to the
case of complex reflection arrangements from Theorem 5.7, there are
divisionally free restrictions of the latter that are not accurate. For,
thanks to [Abe16, Thm. 5.6], all A kℓ (r) are divisionally free for ℓ, r ≥ 3
and k ≥ 1.
Nevertheless, from the classification of the divisionally free restric-
tions of reflection arrangements from [Ro¨18, Thm. 3.3] and the expo-
nents of the restrictions of the reflection arrangements, e.g. see [OT92,
§6.4, App. C], it follows from Theorem 5.11 that if G 6= G(r, r, ℓ), then
A (G)Y is accurate if and only if it is divisionally free.
Note that G(2, 2, ℓ) is the Coxeter group of type Dℓ and thus the
arrangements A kℓ (2) are restrictions of Coxeter arrangements of type
D. As a consequence of Lemma 5.9, all such are accurate.
The following consequence of Theorem 5.11 shows that accuracy for
Coxeter arrangements (Theorem 1.6) extends to their restrictions.
Corollary 5.13. Restrictions of Coxeter arrangements are accurate.
Observe that accuracy of Coxeter arrangements, Theorem 1.6, is
a consequence of Theorem 1.2 and the fact that all such are MAT-
free, [CM20]. In contrast, restrictions of Coxeter arrangements are not
MAT-free in general, see [CM20, Ex. 22]. So Corollary 5.13 does not
follow from Theorem 1.2 and is independent from Theorem 1.6.
Finally, we present an example among the intermediate arrangements
which shows that accuracy is not compatible with taking localizations.
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Example 5.14. Let A = A 1ℓ (r) for ℓ ≥ 4 and r ≥ ℓ− 1. Let
X =
⋂
2≤i<j≤ℓ
0≤n<r
ker(xi − ζ
nxj),
where ζ is a primitive r-th root of unity. Then AX ∼= A
0
ℓ−1(r). By
Theorems 5.7 and 5.11, A is accurate but AX ∼= A (G(r, r, ℓ − 1)) is
not.
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