In this paper, we introduce naive Gabor Networks or Gabor-Nets which, for the first time in the literature, design and learn convolutional kernels strictly in the form of Gabor filters, aiming to reduce the number of parameters and constrain the solution space for convolutional neural networks (CNNs). In comparison with other Gabor-based methods, Gabor-Nets exploit the phase offset of the sinusoid harmonic to control the frequency characteristics of Gabor kernels, being able to adjust the convolutional kernels in accordance with the data from a frequency perspective. Furthermore, a fast 1-D decomposition of the Gabor kernel is implemented, bringing the original quadratic computational complexity of 2-D convolutions to a linear one. We evaluated our newly developed Gabor-Nets on two remotely sensed hyperspectral benchmarks, showing that our model architecture can significantly improve the convergence speed and the performance of CNNs, particularly when very limited training samples are available.
Introduction
CNNs have been widely employed for two important computer vision tasks, i.e., feature extraction and classification. Different from traditional methods, which cope with the two aforementioned tasks individually (e.g., using handcrafted features and classifiers with predefined hyperparameters), CNNs -as a typical deep learning model-jointly learn the two parts in a data-driven context. On the one hand, CNNs are capable to capture high-level features, and the learned feature representations are more robust and expressive than the hand-crafted ones, thus enhancing the subsequent classification. On the other hand, the parameters can be optimized in accordance with the data characteristics, leading to more effective models. However, deep learning methods suffer from a challenging demand for training samples in order to avoid overfitting, due to the huge number of parameters involved. Also, the black-box property of CNNs often leads to a lack of interpretability. Furthermore, finding optimal weights for CNNs is a non-convex problem, affected by many local minima and flat regions [2] . In fact, the gradient descend back-propagation is a local search algorithm, which easily converges to bad/spurious local minima when using a random initialization scheme [5] .
To tackle these issues, a recent trend is to embed a priori knowledge into deep methods to refine model architectures. For example, Shamir [28] and Tian [31] showed that the adoption of Gaussian assumptions on the input distribution can assist the successful training of neural networks. Chen et al. [36, 37] overcame the contradiction between a small training size and a large parameter space through the integration of Bayesian modeling into neural networks. These previous works reveal that a priori knowledge exhibits good potential in increasing the reliability and improving the generalization of deep models. Concerning CNNs, as the random initialization and training of convolutional kernels are two major sources of instability in the architectures, a priori knowledge, such as harmonics, has been adopted to con-strain convolutional kernels for achieving more robust models. For instance, circular harmonics are employed to equip CNNs with both translation and rotation equivariant kernels [32, 33] . The circular harmonics are steerable filters, which means that a filter of arbitrary orientation can be represented by a linear combination of a set of filter bases.
Apart from circular harmonics, Gabor harmonics are also widely used. Studies on the cat striate cortex show that the Gabor harmonic could provide a reasonably accurate modeling for the receptive fields of simple cells [9, 13, 23] . While CNNs are inspired by the structure of the mammalian visual system, it is plausible to constrain the convolutional kernels in shallow layers with the form of Gabor harmonics. Furthermore, as a powerful tool for feature extraction, Gabor filters are able to achieve optimal joint resolution in both space and frequency domains. Thus, it is very likely that they can work in deep layers present in CNNs using multi-layer Gabor features.
In this paper, we introduce naive Gabor Networks, or, Gabor-Nets, where naive refers to the fact that we straightforwardly replace standard convolutional kernels by Gabor filters. This is in fact the main difference between our proposed Gabor-Nets and standard CNNs, and also the main difference between the proposed Gabor-Nets and other Gabor-based CNNs. To the best of our knowledge, this is the first attempt in the literature to both design and learn the CNN convolutions strictly in the form of Gabor kernels. The main contributions of our newly developed Gabor-Nets can be summarized as follows:
• Gabor-Nets use Gabor filters as convolutional kernels to construct feed forward CNNs. Accordingly, in the back propagation stage, Gabor kernels are tuned in terms of Gabor parameters, i.e., the ones used to generate Gabor kernels, leading to a reduction of parameters that benefits the training process of CNNs, requiring less training samples and converging faster.
• Gabor-Nets exploit the phase offsets of the sinusoid harmonics, which are generally disregarded by other Gabor-based methods, aimed at tuning the frequency response characteristics of filters. This leads to a more computationally efficient network structure.
• A final contribution is a fast decomposition implementation of the Gabor convolutions that brings the original quadratic computational complexity of 2-D convolutions to a linear one, significantly reducing the computational complexity for the networks implemented with our decomposed Gabor convolutions.
Related work
Here we first review some works focusing on traditional Gabor filters and then discuss CNNs with Gabor integrated.
Hand-crafted Gabor filters
From a signal processing perspective, Gabor harmonics maximize joint time/frequency or space/frequency resolutions [6] , making them ideal for computer vision tasks. Hand-crafted Gabor filters have achieved great success in many applications, such as texture classification [10, 24] , face and facial expression recognition [19, 27] , palmprint recognition [35] , edge detection [20] , remote sensing image classification [7, 11] , and so on [30] . Specifically, they utilize a bank of Gabor filters to extract features under selected orientations and scales. That is, hand-crafted Gabor features are just single-layer features with predefined parameters.
Gabor-based CNNs
Multiple approaches have tried to incorporate Gabor harmonics into CNNs, aiming at reducing parameters or equipping CNNs with orientation selectivity. Existing works can be categorized into two main groups, i.e., those using Gabor feature representations and those using Gabor filters.
On the one hand, hand-crafted Gabor features were used to mitigate the negative effects introduced by the lack of training samples in CNNs. For example, Hosseini et al. [8] utilized the Gabor features combined with original images as inputs for CNN-based age and gender classification. Yao et al. [34] used Gabor features to pre-train CNNs before fine-tuning. In [4] , Gabor features extracted on PCA features derived from hyperspectral images were fed into CNNs for classification purposes. Furthermore, Shi et al. [29] also achieved good performance by integrating CNN features and Gabor-based features for SVM-based ship classification, where Gabor based features could make up for the loss of rotation information in CNNs. Similar works can be found in [17, 25] .
On the other hand, a recent trend is to manipulate certain layers or kernels of CNNs with Gabor filters, since many kernels in shallow layers of the CNN are similar to Gabor filters. Jiang et al. [12] replaced the first layer of a CNN with a bank of Gabor filters predefined with different orientations and shapes. The first layer Gabor filters can be fixed, as explained in [1] , or tuned in the back propagation process, as indicated in [3] where, in fact, Gabor filters were used for initialization purposes. Moreover, to reduce the training complexity, Sarwar et al., [26] replaced some kernels in the intermediate layers with fixed Gabor filters and achieved better results than original CNNs. More recently, Luan et al. [18] incorporated Gabor filters into the convolutional kernels as a modulation process. Gabor convolutional networks (GCNs), based on Gabor orientation filters which are generated using hand-crafted Gabor filters to modulate the learnable convolutional kernels, are capable to capture more robust output features to orientation and scale changes with less parameters. However, GCNs still manipulate hand-crafted Gabor filters to design the convolutional kernels. That is, GCNs only use Gabor-like kernels.
Preliminaries
Let (x, y) denote the space domain of an image. A general 2-D Gabor filter in this context can be mathematically formulated by using a Gaussian envelope modulated sinusoid harmonic, as follows:
where σ x and σ y are the scales along the two axes of the Gaussian envelope, x r = x cos φ + y sin φ and y r = −x sin φ + y cos φ are the rotated coordinates of x and y, with a given angle φ, ω x = |ω| cos θ and ω y = |ω| sin θ are the projections of a given angular frequency ω onto x and y-directions, respectively, θ is the angle between ω and the x-direction, |ω| = (ω 2 x + ω 2 y ) 1 2 is the magnitude of ω (hereinafter replaced by ω) and j is the imaginary unit.
For designing biologically inspired Gabor filters, we set φ = θ [13] . To simplify the gradient calculation of θ, we set σ x = σ y = σ, so that the Gaussian envelope is invariant to rotation. With Euler's relation, let M = xω x + yω y hereinafter, we can rewrite the 2-D Gabor filter in the following complex form:
where K = 1 2πσ 2 exp {− x 2 +y 2 2σ 2 } is the rotation-invariant Gaussian envelope. The Gabor filter in (2) , which focuses on orientations and frequencies, is the general form used in most methods. However, there is an important term missing, namely, the phase offset of the sinusoid harmonic, P , which determines the symmetry of Gabor filters. Taking P into account, the general 2-D Gabor filter becomes
Accordingly, its complex form is as follows,
Specifically, for the real part ℜ{G(x, y)}, if P = 0 or π, it is symmetric with respect to the filter center; if P = (π/2) or (3π/2), it is antisymmetric, and all other cases are asymmetric. It is believed that a cell with a symmetric receptive field will react strongly to the bars coinciding in direction, width and polarity, with the central lobe of the receptive field [22] . Based on this observation, it generally uses the real part of (2) with P = 0 to construct orientation-selective and frequency-specific filters for feature extraction. Quite opposite, in the following we argue that the phase offset P has a close relationship with the frequency characteristics of Gabor filters, playing a dominant role in Gabor-Nets.
Proposed method
In this section, we present Gabor-Nets in detail. Before introducing Gabor-Nets, we first present the 2-D Gabor kernel, followed by a 1-D fast decomposition implementation.
Gabor kernel
Considering the imagery part of the 2-D Gabor filter with a phase offset P , we have,
that is,
As shown in (6), the imagery part with P is the same as the real counterpart yet with a phase offset of (P − π/2). The one-to-one correspondence between the real and imaginary parts is illustrated in Figure 1 .
Re Im Figure 1 . Real and imaginary parts of complex Gabor filters for a simple example with θ = π/4, ω = π/100, σ = 30, and different phase offsets. Note that the imagery part with a certain phase offset P is just the corresponding real one with (P − π/2).
Therefore, in Gabor-Nets, we only employ the real parts for the construction of Gabor kernels, namely,
Obviously, without complex-valued operators, the Gabor kernels in (7) are featured with higher computational efficiency, yet little information loss, than those of (4).
Gabor kernel decomposition
Through a detailed inspection of (7), we can find out that the cosine harmonic used by the 2-D Gabor kernel is formed by the coupling of x, y, and P . If we separate the Gaussian envelope K along the x and y-directions, (7) turns to (details in Supplementary Material):
where
with a = x or y. As indicated in (8), a 2-D Gabor kernel is virtually formed by the weighted superposition of four subfilters, each of which is constituted by the separable tensor product of two 1-D filters along the xand y-directions, respectively. That means, under the decomposition form in (8) , the original quadratic computational complexity of 2-D convolutions using (7) can be reduced to a linear one, in which case, with k being the kernel size, the complexity, associated with the kernels, is changed from O(k 2 ) to O(k). Furthermore, it has been proven in [7] that, g (a)
c and g (a) s are low-frequency pass and low-frequency resistant filters, respectively. Therefore, we can conclude that the four subfilters are different in terms of frequency characteristics, whereas the phase offset term P dominates the proportion of them in a 2-D Gabor kernel via cos P and sin P .
Gabor-Nets
In Gabor-Nets, the convolutional kernels are designed in the form of (8) in each layer, where the learned parameters are those used for Gabor kernel construction, {θ, ω, σ, P }, i.e, the phase offset P , the scale σ, the magnitude of the angular frequency ω, and the angle between the angular frequency and the x-direction θ. For simplicity, we utilize G in place of G(x, y), and {θ 0 , ω 0 , σ 0 , P 0 } to represent the initialization of Gabor paramters hereinafter. As illustrated in Figure 2 , unlike standard CNNs, in Gabor-Nets the number of output features in the lth convolutional layer is determined as N o = N t × N m , where N t and N m are the predefined number of θs and ωs, respectively. Then, with N i input features, the kernels in the lth layer are defined as
where G
o,Ni }, o = 1, 2, · · · , N o is a set of N i Gabor kernels corresponding to the N i input features, which are used to generate the oth output feature. Notice that, within a set, the N i kernels are initialized with the same θ 0 and ω 0 , and then are fine-tuned separately in a data-driven context during the training. As a result, we can obtain the output features as follows,
where O
Ni } are the input features of the lth layer. For the first layer, I (l) are the initial input features of the network, otherwise
Notice that the key difference between the proposed Gabor-Nets and standard CNNs is the design of convolutional kernels. Therefore, it is very easy to incorporate other CNN elements or tricks into Gabor-Nets, such as pooling, batch normalization, activation functions, etc.
Initialization of Gabor kernels
In order to guarantee the effectiveness of Gabor kernels, we provide a general reliable initialization. Following the empirical settings for hand-crafted Gabor feature extraction, in order to cover as many orientations as possible, the θ 0 s are predefined as an evenly spaced sequence of [0, π) based on N t . Furthermore, the ω 0 s are set as a geometric sequence with an initial value of (π/2) and a geometric progression of (1/2) as in [7] . For example, as shown in Figure 2 , to construct a Gabor convolutional layer using N t = 4 and N m = 2, we set θ 0 s to be 0, (π/4), (π/2), (3π/4), and ω 0 s to be (π/2), (π/4), respectively. While, the σ 0 s are set to be one quarter of the kernel size. With respect to the phase offset P , we randomly initialize P 0 s within [0, 2π), i.e., both sin P 0 and cos P 0 within [−1, 1] in each layer. As discussed before, P dominates the frequency characteristics of Gabor kernels via cos P and sin P . Therefore, such initialization scheme for P can increase the diversity of Gabor kernels, thus promoting the robustness of Gabor-Nets.
Updating of Gabor kernels
In the back propagation of Gabor-Nets, we update the convolutional kernels as a whole by adjusting the aforementioned Gabor parameters, rather than directly updating each element. Therefore, the gradients of the Gabor parameters are aggregated from all the elements in the kernels as follows:
where δ G is the gradient of the training loss L w.r.t. G, • is the Hadamard product, and 
Adaptive frequency response property
Based on the kernel decomposition strategy introduced in Section 4.2, taking the real part of (2) into account, i.e., the real part of a general 2-D Gabor filter without P , we have,
For simplicity, here we use G ′ to denote the real part of the Gabor filter without P . As observed in (16) , the real part of the Gabor filter without P , which is widely used in hand-crafted Gabor feature extraction, is composed of two 2-D sub-filters, each of which is associated with two 1-D filters. Recall that, g s is low-frequency resistant. Therefore, it can be inferred that the two 2-D sub-filters are low-frequency pass and lowfrequency resistant, respectively. If such Gabor filters are integrated into CNNs, the fundamental properties of kernels, i.e., the frequency response characteristics, would be changed slightly during the parameter tuning.
Then, we rewrite the decomposition form of (7) using the trigonometric formula as follows 1 ,
and
1 It is identical to allocate the phase offset P with x or y.
Comparing (17) with (16), we can find out that, with P added, the 1-D Gaussian-modulated cosine or sine harmonics along the x-direction become g . Then we can obtain the corresponding squared magnitudes of frequency as follows,
Set ω in (22) and (23) to be zero, we have
and, As shown in (24) and (25), when cos(2P ) is approaching −1, | g c,p (0)| 2 and | g s,p (0)| 2 are decreasing to and increasing away from 0, respectively (which implies that the lowfrequency resistance of g
c,p is being enforced, while g (x) s,p behaves more like a low-pass filter). The situation is opposite when cos(2P ) is approaching 1. Figure 3 shows the appearance of the squared magnitudes in the frequency domain with varying values of P . Clearly, the frequency response characteristics of g s,p at cos(2P ) = 1. Therefore, taking P into consideration, Gabor-Nets can effectively adapt the frequency properties of Gabor kernels in a data-driven context.
Experiments
In this section, we first evaluate the proposed Gabor-Nets on two remotely sensed hyperspectral datasets for pixelwise classification purposes. After that, we investigate some of the properties of Gabor-Nets.
Classification results
Classification is one of the most important tasks in hyperspectral image processing. To conduct pixel-wise classification using CNNs, a general implementation scheme is to utilize squared patches centered on the given samples as the input features for CNNs. (947). For the input patches, we set the size to be 15, and used the images of each band as initial input features.
Pavia University Scene
We used two convolutional blocks and a fully connected block to construct the network architecture of Gabor-Nets (details in Supplementary Material). Each convolutional block contains two Gabor convolutional layers with a kernel size of 5, a ReLU nonlinearity layer, and a Batch Normalization layer. We set N t , N m as 4, 4 for the first block, and 8, 4 for the second one, respectively. The fully connected block contains two layers, the last one of which is used for classification. We used the cross-entropy loss as the objective function and Adam as the optimizer. For comparison, we also implemented the corresponding versions of standard CNNs, i.e., those with the same architecture as Gabor-Nets yet using standard convolutional kernels, and the traditional supervised methods on the hand-crafted Gabor features using a multinomial logistic regression (MLR) classifier and a support vector machine (SVM) classifier, respectively. Table 1 lists the results obtained after averaging 5 Monte Carlo runs, and some others by existing state-ofthe-art CNN based hyperspectral classification methods. It can be seen that our Gabor-Nets obtained very competitive results when compared to the others. The improvements are quite significant, especially when the training samples are limited. This is expected since Gabor kernels are parametereconomic. As shown in Table 2 , the number of parameters in Gabor-Nets is much smaller than that in standard CNNs.
Method
Test Accuracy ( Figure 4 plots the training accuracies and losses of the first 50 epochs from CNNs and Gabor-Nets. It can be seen that Gabor-Nets initially exhibit higher training accuracies and smaller losses, and then converge faster than the standard ones, which verifies the effectiveness of Gabor kernels. Method   ♯params  /kernel  Pavia  Indian  CNNs  25  86k  125k  Gabor-Nets  4  14k  20k   Table 2 . Number of parameters, where the convolutional kernel size is set to 5 in both cases. Indian Pines dataset collected by the Airborne Visible Infrared Imaging Spectrometer (AVIRIS) sensor in 1992. This scene is composed of 220 spectral bands with wavelength varying from 0.4 to 2.5 µm, and 145×145 pixels with a spatial coverage of 20m×20m. In our experiments, we removed 20 bands due to noises and water absorption and the classes containing less than 200 samples in the groundtruth, resulting in 200 bands and 9345 labeled samples within 9 classes (see Figure 5 ). This scene is challenging for CNN based classification due to the small data size. Thus, the purpose here is to evaluate the capability of Gabor-Nets to cope with the cases of limited training samples. For this scene, we utilized a similar network architecture to the previous one, except for the number of initial input features as 200. Tables 2 and 3 list the number of parameters, and the test accuracies obtained with different numbers of training samples, respectively. Obviously, Gabor-Nets, with less parameters, outperform others in all the cases, specially when the training samples are very limited. The excellent performance of Gabor-Nets can also be observed in Figure 5 , where the classification map obtained by Gabor-Nets is smoother than the one provided by CNNs.
Indian Pines Scene The second scene is the well-known

Method
Test 
Model Insight
To analyze the mechanism behind Gabor-Nets, we investigate some of the properties of Gabor-Nets in terms of Gabor parameters. Specifically, the following takes for example the Gabor-Nets trained on the Pavia University scene using 100 training samples per class. the one that we proposed (red), the one with P s initialized as 0, i.e., P0 = 0 (blue), and the one without P , i.e., P = 0 (black). The dashed lines indicate their test accuracies after 100 epochs.
Phase offsets As stated above, in Gabor-Nets, the phase offset P is an important parameter which controls the frequency characteristics of Gabor kernels. To verify the effectiveness of P , we implemented two variants of Gabor-Nets, i.e., the one with all P s initialized as 0, that is P 0 = 0; and the one without P , that is P = 0. Figure 6 shows the training accuracies and losses as functions of the number of epochs. Impressively, by constructing Gabor kernels with P s randomly initialized in [0, 2π), the performance of Gabor-Nets is significantly boosted when compared to the other two cases, where Gabor-Nets show around 35% and 75% improvements on them, respectively. Quite opposite, without P a slight improvement can be obtained during the training, although the other parameters, like θ, ω, and σ can be adjusted in a data-driven context. We argue that this is because the Gabor kernels are restricted to only two 2-D components, i.e., the low-pass one and the band-pass one, thus leading to a severe loss of information. Furthermore, the performance of the case with P 0 = 0 is limited, despite outperforming the one without P . Recall that the gradi- The Learned σ ent descend back-propagation is a local search algorithm, in which a fixed initialization of P s would lead to a fixed local minimum. It can be anticipated that, for Gabor-Nets, more components are required to generate more discriminative features, since an initialization considering only two components leads to a bad local minimum. Another interesting experiment explores the learned angular frequencies in each case. Figure 7 shows the final learned frequencies of Gabor kernels in the first layer in terms of their angles and magnitudes 3 . Noticeably, the learned frequencies of Gabor-Nets almost cover the whole semicircle region, while those in the other cases are only distributed at some local narrow regions, especially in the case without P , which reveals that Gabor-Nets have potential in the task of extracting features with any orientation and varying frequencies, instead of only some of their combinations. It can be inferred that the variety of P s in Gabor-Nets can benefit the learning of angular frequencies to some degree.
Parameters in traditional Gabor filters Here we analyze other parameters used in hand-crafted Gabor filter construction, i.e, the frequency angle θ, the frequency magnitude 3 Those in the other layers can be seen in Supplementary Material. ω, and the scale σ in Gabor-Nets. Figure 8 demonstrates the learned angular frequencies determined by θs and ωs, and the histograms of the learned σs of the Gabor kernels in the first layer, where each color in each column corresponds to a kernel bank used to generate an output feature, i.e., G (1) o . As shown in the first row, almost all the points gather in a θ 0 -centric sector region with an angle range of (π/4), where those marked with different colors are well distributed around the arc corresponding to their ω 0 s. Namely, although the points in Figure 7 (b) almost cover the whole semicircle region, the points representing different kernel banks little overlap with each other. This means that, around θ 0 and ω 0 , the Gabor kernel banks can extract the features with varying θs and ωs, rather than those intended for a single predetermined frequency as the handcrafted Gabor filters do, thus making Gabor filters more powerful in Gabor-Nets. Furthermore, as shown in the second row, σs are also adjusted during the training.
Conclusions and future lines
We presented naive Gabor Networks, i.e., Gabor-Nets, which, for the first time, design and learn convolutional kernels strictly in the form of Gabor filters, with much less pa-rameters in comparison with traditional CNNs. By exploiting the phase offsets of sinusoid harmonics, Gabor-Nets are capable to tune the convolutional kernels for data-driven frequency responses. Furthermore, we propose a fast 1-D decomposition implementation of the Gabor convolutional kernel, leading to high efficiency in terms of computational complexity. Another important aspect is that, since we have only manipulated the way of kernel generation, Gabor-Nets can be easily implemented with other CNN tricks or structures. Our experiments on two real hyperspectral datasets show that Gabor kernels can significantly improve the convergence speed and the performance of CNNs, particularly in cases of very limited training samples. In the future, we will use Gabor-Nets for object detection and processing of natural images.
