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We consider the asymptotic behavior of the bounded solutions of a non- 
linear Volterra integrodifferential equation with a positive definite convolution 
kernel. Our main result states that (under appropriate assumptions) the 
asymptotic spectra of the solutions are contained in the set where the real part 
of the Fourier transform of the kernel vanishes. We also give a new asymptotic 
stability theorem, and present a new proof of a known result on the asymptotic 
behavior of the bounded solutions of a nonlinear, nondifferentiated Volterra 
equation. 
INTRODUCTION 
We investigate the asymptotic behavior of the bounded solutions of the 
nonlinear Volterra integrodifferential equation 
x’(t) +1, t, gw - a 44s) = f(t) (t E R+); x(0) = x, . (1) 
Our basic hypothesis consists of the following assumptions (the notations are 
explained in the beginning of Section 1; in particular, BM stands for (finite) 
Bore1 measures): 
444 = d4) + tW4 ~1) & a, S E BMW+), RR+) b 0, 
Re{B(w) + (iw)-l fl(w)> >, 0 (w E R -a # 0); 
Wl) 
g E C(R), f E LYR+), W) 
x cLm(R+) n LAG’@+) satisfies (1) a.e. on Ii+. (H3) 
Although it is not immediately obvious, condition (Hl) implies that p is 
positive definite in the sense of [22, Definition 1.21 (see Lemma 1.1). It is 
therefore possible to apply [23, Proposition 7.11, and the results presented here 
can be considered as extensions of [23, Proposition 7.11. 
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This work as well as [23] relies heavily on the notion of the limit set of a 
bounded function. For an arbitrary 9, E BUC(R+) we define (cf. [23, Corollary2.11) 
r(q) = (# E BUC(R) 1 there exists a sequence t, + co such that 
rtit~ -+ # uniformly on compact subsets of R), 
where ~(9)) = p)(t + h) (t, h E R). Proposition 7.1 in [23] deals with the properties 
of the limit set r(g 0 x), where x satisfies (H3). Here we refine [23, Proposition 
7.11 by also studying the limit set r(x). 
In Section 2 we prove that every y E r(x) satisfies a limit equation (Theorems 
2.1-2.2). This result differs slightly from earlier versions because our assumptions 
on the kernel ~1 and the perturbation term f in (1) are not quite the standard 
ones; we allow a nonzero p in (Hl), and replace the standard f (t) -+ 0 (t --+ co) 
by f E U(R+) (cf. [9, 1 I]). However, the proofs do not change much (first one 
integrates, then passes to the limit, and finally differentiates). 
Our main results are found in Section 3. There we combine [23, Proposition 
7.11 with the fact that every y E r(x) satisfies a limit equation to get an a priori 
bound on the spectrum of the functions in r(x) (Theorem 3.1). Simplifying the 
situation slightly the theorem can be stated as follows. The spectrum of every 
y E r(x) is contained in the set where the real part of the Fourier transform of 
the kernel p vanishes. This result is unique in the sense that it is the first time 
(if one excepts [23, Proposition 7.11) a nontrivial asymptotic spectrum of a 
bounded solution x of the nonlinear equation (1) has been related to the Fourier 
transform of the kernel; earlier results of a similar type apply only to the linear 
equation 
x’(t) + k Lo t, 4 - 4 444 = f (4 (t E R+); x(0) = x0 . (2) 
In (2) the use of harmonic analysis to study the limit equation, and that way 
obtain an a priori bound on the asymptotic spectrum of a solution x of (2), 
becomes quite natural, and this has been done in [ll]. Our method, which 
applies to the nonlinear equation (I) (but essentially requires more on f and p), 
is quite different; one uses harmonic analysis to study a quadratic integral and 
gets an a priori bound on the asymptotic spectrum of g 0 x (this we did in [23]), 
which together with the limit equation yields a bound on the asymptotic spectrum 
of x. 
As a corollary to Theorem 3.1 one finds sufficient conditions on the kernel 
which imply that every y E r(x) is periodic (Corollary 3.1). This corollary is 
especially interesting because it can be compared to some earlier results on a 
particular delay equation first studied by Levin and Nohel [lo]. Specializing 
to that equation we find that our asssumptions on f and g are essentially weaker 
than earlier ones, but our conclusion is also somewhat weaker. A more detailed 
discussion follows Proposition 3.1. 
Section 3 moreover contains a new set of sufficient conditions implying 
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&(t)) --+ 0 (t + co) (Theorem 3.2). To simplify the discussion, let us suppose 
that /3 = 0 in (HI) (this assumption is not made in Theorem 3.2). Then the 
“zero set” Z(p) is defined as Z(cL) = (w E R 1 Rep(w) = O}. Theorem 3.2 
states that if (Hl)-(H3) hold, 201) is countable, 0 4 Z(p) and Imp(w) = 0 
(w E .&4), then g(W -+ 0 0 + 00). The remarkable feature in this result is 
that here we replace a condition on Re p in countably many points by a condition 
on Im $, that is Im fi = 0 (W E ,701)). This is not the first time the imaginary 
part of the Fourier transform of the kernel has been used to get g(.$t)) + 0 
(t-+ co), see, e.g., [l, Proposition 1; 15, Theorem 1; 18, Theorem 41, but this 
has not been done previously for the nonlinear equation (1) without the condition 
&g(t) 2 0 (5 E RI. Th e sufficient conditions given here are quite close to the 
best possible as one notices from the last theorem in Section 3, Theorem 3.3, 
which can be considered as a partial converse to Theorem 3.2. 
Apart from serving as a partial converse to Theorem 3.2, Theorem 3.3 also 
illustrates how stronger Fourier or Laplace transform conditions are needed 
for the nonlinear equation (1) to get g(z(t)) + 0 (t --+ co) than for the linear 
equation (2) to get x(t) -+ 0 (t -+ 03). When the equation is linear one generally 
uses both the real and the imaginary part of the Fourier (or Laplace) transform 
of the kernel (cf. [3, Definition 2.31, and the definition of S,(A) in [ll]), but 
in the nonlinear case only the real part or a certain linear combination of the 
real and the imaginary part (see [l, p. 35641 and [18, Theorem 41) is used. 
We have the impression that ,the imaginary part of the transform is rather 
useless in the nonlinear case, at least if one omits the condition (g(f) >, 0 
(6 E R). This is due to the fact that Eq. (1) covers infinitely many equations of 
the form (2), one for each real value of the parameter K. We argue heuristically 
as follows. Suppose that not only x(t) -+ 0 (t -+ co) in (2), but in addition 
x EU(R+) for all possible ~EU(R+) (also let /3 = 0 in (HI)). Then one can 
take Fourier transforms in (2) and get 
(iw + &l(w)) i(w) = x0 +&) (w E R). 
For this to make sense for an arbitraryfell one must require iw + KF(w)#O 
(W E R). However, choosing the free parameter K properly one can obtain 
Im{iw + k@(w)} = 0 (provided Im$(W) # 0) in any given point W. Therefore 
we must have Re{iw + K&(W)} # 0 (w E R), or equivalently Re P(W) # 0 (W E R), 
with possible exceptions for the points where Im P(W) = 0. The preceding 
argument is made precise in Theorem 3.3. 
In Section 4 we use Theorem 3.2 to deduce Theorem 4.1, which is a slightly 
weakened form of [12, Theorem 11, and concerns the asymptotic behavior of 
the solutions of the integrated version 
x(t) + It g(x(t - s)) a(s) ds = h(t) (t E Rf) (3) 
0 
of (1). The proof of Theorem 4.1 is not long, but it is not a trivial consequence 
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of [23, Proposition 7.11, because one needs Theorem 3.2 to take care of the 
case when a is a certain step function. 
Our last result, Theorem 4.2 below, is a nonlinear, “one-point” version of 
[ll, Corollary 5a, p. 591 (see also [7]). Under the hypothesis of Theorem 4.2 
one will in general not have g(x(t)) + 0 (t + co), but instead g(x(t)) tending to 
a nonzero limit (provided the equation 
Y + g(y) JR+ 4K-A 4 ds = xo + j- R+ f (4 ds 
has a unique solution y). Theorem 4.2 is more restricted than [I 1, Corollary 5a] 
in the sense that we can allow only one specific point, i.e., zero, in the spectrum 
of a function y E r(x), whereas [l 1, Corollary 5a] covers a finite number of 
points. On the other hand, our Eq. (1) is of course more general than the linear 
equation (2) treated in [l 1, Corollary 5a]. 
Throughout this paper we assume that the function f in (1) satisfies f E Ll(R+), 
or that the function h in (3) satisfies h ELAC(R+) n BV(R+). Some recent 
results do exist where this has been replaced by f eLm(R+), f(t) --f 0 (t + co) 
(see [9, 13, 20]), or h EL"(R+), h(t) --f h(a) (t + co) (see [14]), respectively, 
but then additional conditions are required on the kernel, and mostly also on 
the nonlinear function g. 
1. PRELIMINARIES 
We use the following special symbols throughout: 
R = (-co, co), R' = [0, co), N = (1, 2,...},Z = (0, fl, f2,...); 
x, = the characteristic function of the interval I; 
r(v) : see Definition 1.1; 
4d : see Definition 1.2; 
Z(P) : see Definition 1.3. 
The following list covers the function, measure, and distribution spaces we 
need (for simplicity we here omit the interval of definition, which is either R 
or R+): 
L1 : Lebesgue integrable functions; 
L* : essentially bounded, measurable functions; 
C : continuous functions; 
BUG’ : bounded, uniformly continuous functions; 
B UC1 : B UC functions with a B UC derivative; 
LAC : locally absolutely continuous functions; 
BV : functions of bounded variation; 
Y : rapidly decreasing test functions; 
Y’ : tempered distributions; 
BM : (finite) Bore1 measures. 
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We also use certain aoperators, operating on functions, measures, or distribu- 
tions (the integrals are over R, and ds stands for Lebesgue measure): 
’ (prime) : differentiation (except in the symbol 9’); 
7h : (up) = ~(t + h) (“translation”); 
0 : (g 0 p))(t) = g(v(t)) (“composition”); 
* : “convolution”, with two different meanings: 
(9’ * 4(t) = j dt - 4 a4 (9’ E BUC, X E BM), 
6~ * h)(t) = j dt - 4 h(s) ds (9’ EL”, h E U); 
h : “Fourier transform”, defined as 
A(W) = j e-iws dh(s) (A E BW, 
/Z(W) = j eciwsh(s) ds (h ELI), 
22: zqp)) = u(q) (p E 9, 24 E Y’); 
1 h / : total variation measure of h E BM. 
All functions, measures and distributions defined on R+ are extended to R 
by zero outside R+. In general we consider Fourier transforms as complex 
valued, but all other functions and measures are real. 
Our first lemma concerns the positive definiteness of p: 
LEMMA 1.1. Let (Hl) hold. Then p is positive definite in the sense of [22, 
DeJinition 1.21, and Re ,G = ?r/3(R+) 6, + u, where 8, is the Dirac measure at 
zero and u is the locally integrable function u(w) = Re{B(w) + (iw)-‘6(w)} 
(w~R,wfO). 
Remark 1.1. Lemma 1.1 does not follow trivially from [22, Theorem 4.11, 
because (Hl) is weaker at the points 0 and co than condition (iii) in 
[22, Theorem 4.11. 
Proof of Lemma 1.1. Define b(t) = /3([0, t]) (t E R+). Then by (Hl) $ = 
B + 6. Pick some real and even function 9) E Y such that + < 1 and Q(0) = 1 
(e.g., take p)(t) = r-1/2e-ta (t E R)). Define b, = b - b * pn , where p),(t) = 
(l/n) p)(t/n) (t E R, n E N). Using Lebesgue’s dominated convergence theorem, 
the evenness of p, and the fact that G(O) = 1, one can show that (b * vn)(t) + 
@(co) (t E R, n -+ 00). These convolutions are also bounded, uniformly in 12 
and t, and so by Lebesgue’s dominated convergence theorem b * v,n + @(co) 
in Y’ as n + co. Thus, employing also the identity $ = & + 6, we conclude that 
p = a + nb( co) 6, + ;-% 6, ) U-1) 
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where 6, is the Dirac measure at zero, and the limit is taken in Y’. Integrating 
by parts one can write b, as b, = I,$, * /?, where 
I 
m 
= ~4s) 6 t > 0. 
t 
This function is integrable, and so by the fact that the Fourier transform maps 
convolution into pointwise multiplication we get 6, = &I. To calculate Jn 
one integrates by parts, obtaining J,(w) = (AU-l (1 - &(w)) (w E R, w # 0, 
and I& defined by continuity at zero). Hence, using also (l.l), [19, Theorem 
7.19(c)], and the fact that v,, * a! -+ 0 in Y’ as tl--+ cc (actually v,, * 01-+ 0 
in L*), we find that 
where q,(w) = (1 - +,(w))(&(w) + (i~)-~&w)) (w E R, w # 0), and the limit 
is in Y’. It follows from the definition of yn that Q,,(w) = @(a~) (w E R, n E N) 
(see [19, Theorem 7.2(d)]). Th us in particular $,, < 1 because Q satisfies the 
same inequality, and hence by (Hl) Re qn 3 0. Passing to the limit one concludes 
that Re $ > 0, and an application of [22, Corollary 1. l] then shows that p is 
positive definite. 
It still remains to show that Rep = T&R+) 6, + u, with U(W) = Re{dZ(w) + 
(~uJ)-~~(w)} (w~R,w # 0), and th a IL is integrable in a neighborhood of zero. t 
Pick a nonnegative function 5 E Y such that ,$ = 1 in (-1, 1). Then 
where the last inequality follows from Fatou’s lemma. This yields u E L1( - 1, l), 
and using Lebesgue’s dominated convergence theorem one then finds that 
Re $ = +?(R+) 6, + u. This completes the proof of Lemma 1.1. 
Remurk 1.2. The condition (Hl) f orces Re $ to be of order zero and, the 
function u in the statement of Lemma 1 .l to be locally integrable, as we 
have just seen in the preceding proof. In general Im /Z is not of order zero. 
LEMMA 1.2. Let (Hl)-(H3) hold. Then x E BUC(R+). 
This follows from Lemma 1 .l combined with [22, Proposition 6.1 and 
Theorem 6.31. 
By Lemma 1.2 one can now apply the following definition to get the limit 
set r(x): 
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DEFINITION 1.1. Let 9 E BUC(R+). Then the limit set I’(F) is giwen by 
JW = Oh E BUC(W I Ttkp + # tk -+ co) uniformly on compact 
subsets of R for some sequence tK -+ co}. 
Note that by [23, Corollary 2.11 this definition of the limit set r(v) is equivalent 
to the definition used in [23] in the particular case considered here, where 
ql E BUC(R+). 
We recall the following consequence of [23, Lemmas 2.1-2.21: 
LEMMA 1.3. Let v E BUC(R+), and let t, be any sequence satisfying t, -+ co 
(k ---f CD). Then there exists a sequence tjle E I’(v) such that rtlv - I,& -+ 0 (k -+ co) 
uniformly on compact subsets of R. 
This lemma is closely related to [l 1, line (4. l)]. 
The following lemma is completely elementary: 
LEMMA 1.4. Let g E C(R), h E BM(R+). Then the mappings ‘p +g 0 ‘p and 
v + q~ * h take BUC(R) into itself, and BUC(R+) into itself. 
Combining Lemmas 1.2 and 1.4 with (H2) we find that g 0 x E BUC(R+), 
and hence one can apply Definition 1.1 to get I’(g 0 x). The relation between 
r(x) and r(g 0 x) is: 
LEMMA 1.5. Let ge C(R), xeBUC(R+). Then goyEI’(go x) for every 
y ET(X). Conversely, every z~r(g 0 x) is of the form x = g 0 y fm some 
Y E w* 
Proof of Lemma 1.5. That g 0 y E r(g 0 x) for every y E r(x) is not hard to 
show (the mapping p -+g o 9) is continuous in BUC with the topology of 
uniform convergence on compact sets), so we concentrate on the converse part. 
.Let z E r(g 0 x), and take a sequence t, + CO such that Ttk(g 0 x) -+ z uniformly 
on compact subsets of R. It follows from [23, Lemmas 2.1-2.21 (and also from 
[l 1, Lemma 3.21) that one can find a subsequence t, and a function y E r(x) 
such that the corresponding translates of x converge ti y uniformly on compact 
sets as n -+ co. Then clearly z = g o y, and we have obtained the desired 
representation of z. 
Our main results use [23, Proposition 7.11, which characterizes the spectrum 
of r(g o x), as a starting point. To apply this theorem we need two more 
definitions: 
DEFINITION 1.2. The spectrum U(F) of a bounded function v is the support 
of the (distribution) Fourier transform 4. 
505/24/3-5 
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DEFINITION 1.3. The zero set Z(p) of Re @ (with to as in (Hl)) is given by 
Z(P) = {w E R I liy+inf Re[B(f) + (2-l fl(()] = O}. 
Note that by Lemma 1.1 this is the same as the definition of Z(V) in [23, 
Definition 1.51, provided v is the “even extension” to R of p (v(E) = p(E A R+) + 
p(--E n R+) for every bounded Bore1 set E; cf. [22, Theorem 1.11). 
Combining Lemmas 1.1 and 1.5 with [23, Proposition 7.11 (the part referring 
to [23, Theorem 3.11) and [22, Theorem 1 .I] we now get 
LEMMA 1.6. Let (Hl)-(H3) hold. Then u(g o y) C Z(p) for every y E r(x). 
Remark 1.3. In Lemma 1.6, as well as in all following lemmas and theorems 
where Z(p) is used, one could remove certain points form Z(p) by referring to a 
different part of [23, Proposition 7.11. This we do in the proof of Theorem 4.1 
below, but for simplicity we otherwise only use [23, Proposition 7.11 in the 
form given by Lemma 1.6. 
The remaining part of this section contains a list on results from harmonic 
analysis, all well known. We state them only in the generality we need, and 
most of them are of course valid under much weaker assumptions. However, 
in the standard textbooks on harmonic analysis the corresponding results are 
usually given not for finite measures but for integrable functions. For the readers 
convenience we therefore include either short proofs or references to proofs. 
The first lemma is a simple consequence of Fubini’s theorem: 
LEMMA 1.7. Let 7 E 9, v E BUC(R), and h E BM(R+). Then 
(9’ * 7)) * h = (p * A) * 7) = p * (7 * A). 
The following lemma is essentially a restatement of [23, line (l.l)]: 
LEMMA 1.8. Let p E BUG’(R), w E R. Then w E u(p) z$ there exists no 7 E Y 
such that f(w) # 0, and -p * q = 0. 
This lemma is closely related to Wiener’s tauberian theorem. The necessity 
part of Lemma 1.8 is contained in [19, Theorem 9.31, and the proof of the 
sufficiency part is trivial (see the parenthetical remark following [23, line (1. l)]). 
LEMMA 1.9. For eaery q~ E: BUC(R) and h E BM(R+) olte hes u(p) * A) C o(v). 
Proof. Take w $ u(v). Then by Lemma 1.8 there exists 7 E Y such that 
$0) # 0 and 9) * 7 = 0. Hence also (v * 7) x h = 0. Now use Lemma 1.7 
to get (9’ * A) * 7 = 0, and then Lemma 1.8 to conclude that w 4 u(p) * A). 
LEMMA 1.10. Let p E BUCi(R). Then U(T) C u(p)‘) u {O}. 
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Proof. Take w # 0, w +! u(v’). Then by Lemma 1.8 there exists 7 E Y such 
that q(w) # 0 and v’ * 7 = 0. Integrating by parts one gets ‘p c 7’ = 0, where 
7’ E Y and (q’)“(w) = &j(w) # 0. Th us one can conclude from Lemma 1.8 
that w $ u(p)). 
The following lemma is an immediate consequence of the definition of 
a(v) as the support of C$ 
LEMMA 1.11. Let v, # E BUG’(R). Then U(F + 4) C u(p)) u u(4). 
The last result we need is somewhat deeper: 
LEMMA 1.12. Let q E BUG’(R) with U(F) countable, and let h EBM(R+) 
satisfy h(w) = 0 (W E u(p))). Then y * h = 0. 
One could prove Lemma 1.12 using the fact that the function y must be 
uniformly almost periodic. However, we prefer not to rely on spectral properties 
of uniformly almost periodic functions. 
Proof of Lemma 1.12. Pick 7 E Y with q(O) = 1, and define v,(t) = q(nt) 
(tER,nEN).Thenasn+co,(p,*h)*v, + (‘p *h) in Y’(the convergence takes 
in fact place in L”), so it suffices to show that (v c h) * vn = 0 for every fixed n. 
The function rln * h is integrable, and (vn * h)” = 7j,& vanishes on u(p) since i 
vanishes on u(p)). It then follows from a theorem essentially due to Agmon and 
Mandelbrodt (see [2, p. 2321) that u(p, c (TV * h)) is a perfect subset of (the 
boundary of) u(p)). But every nonempty, perfect set has more than countably 
many points, and thus u(p) * (rln * X)) = ,0. Since every nonzero distribution 
has a nonempty support this shows that v * (rln * /\) = (v * h) * qn = 0, which 
is exactly what we wanted to prove. 
2. THE LIMIT EQUATION 
We next develop the limit equation associated with (1). The result looks 
slightly different depending on whether j? = 0 or not. 
THEOREM 2.1. Let (Hl)-(H3) hold. In addition suppose that p = 0. Then 
every y E r(x) satisfies y E BUCl(R), and 
y’+(goy)*cx=o. (2.1) 
Remark 2.1. Theorem 2.1 is essentially the same as Levin’s [9, line (2.1211, 
although we have replaced his requirement f(t) -+ 0 (t + a) by f ELM. 
Proof of Theorem 2.1. Take y E I’(x), and t, -+ co such that rtLx -+ y 
uniformly on compact sets. Fix t E R. Integrating (1) we get 
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s &it Ik = f(u) du, tk Ja = [rt jtu m) &(u - s)) da(s) du. 
By (H2) & --f 0 (K + co). That also Jlc ---f 0 (k --f co) follows from (Hl), together 
withthebound/J,/dItIIIgoxII,IocI((t,- /t1,00)),whereIlgoxjl,isthe 
supremum of g 0 x. Thus, changing the integration variable in (2.2) and passing 
to the limit one finds that 
where we have also used Lebesgue’s bounded convergence theorem. It follows 
from Lemma 1.4 that (g 0 y) * 01 E BUC(R), and differentiating (2.3) one gets 
(2.1), which in turn implies y’ E BUG’(R). Th is completes the proof of Theorem 
2.1. 
When /I # 0 then the limit equation becomes somewhat more complicated: 
THEOREM 2.2. Let (Hl)-(H3) hold. Then every y E F(x) satisfies y E BUf?(R), 
y’ + (g o y) * a E BUC’(R), and 
(Y’+(g~Y)*~)‘+(g~Y)*~==. (2.4) 
Remark 2.2. In the special case when /3 = 0 one can of course get (2.4) 
from (2.1). However, it is not possible to go in the other direction, since (2.4) 
(with /I = 0) only implies that (2.1) holds with the right-hand side replaced 
by a constant. 
Proof of Theorem 2.2. Picky E r(x) and t, -+ cc such that rtbx --t y (k + co) 
uniformly on compact sets. Fix t, h E R, and define @t,h = ~[~,~+~l - x[,,J 
(h 3 O), @t,a = -x[t+h,tl + xta,ol (h -=c 0). Multiply (1) by T-tk@t,a ad integrate. 
This yields 
x(&c + t + h) - x&c + t) - 4, + 4 + x(h) 
+ J @t.a(U) J g(x(tlc + u - s)) da(s) du = Ik - L - K, 7 (2.5) 
R R+ 
where 
Ia = R @t,a(U - tdf (u) du, I 
I = S, @t.a(U - tk) J, m) &(u - ~1) d4s) & 
Kk = 1, @t.a(u - tk) Jo” g(x(u - s)) B([O, ~1) d’ d’* 
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In the same way as in the proof of Theorem 2.1 one shows that Ik + 0, Jk ---f 0 
(A - ~0). Writing B([O, 4 = .fm @( w an using Fubini’s theorem, a change > d 
of variables, and Fubini’s theorem again one can verify the identity 
Substituting this into the expression for Kk one obtains 
Since JR Dtsh(s) ds = 0 one can write this as 
where 
-L = j, %h4 jou j(,,+,,,, Ld44c + v - 4) 4%) dzJ df4 
4 
(2.6) 
Passing to the limit in (2.5) using also (Hl), (2.6) Lebesgue’s dominated 
convergence theorem, and the fact that Ik + 0, Jk -+ 0, L, + 0 (k --+ co) we get 
YO + 4 - y(t) - Y(h) + Y(O) + jR @mWNg oY> * a4 du 
+ j @t.nW j” Kg 0 Y> * Pl31(4 dvdu = 0 (t, h E R). 
R 0 
Differentiate in the distribution sense with respect to t, divide by h, and let 
h --+ 0. This gives (2.4), provided one interprets the differentiations in the 
distribution sense. However, Lemma 1.4 together with the uniform continuity 
of y then yields (2.4) in the classical sense, or pointwise. Combining (2.4) with 
Lemma 1.4 we see that the only thing remaining to prove is that y’ E BUC(R). 
To do this one first observes that by (2.4) and the boundedness of (g 0 y) JE /3 
one has y’ + (g 0 y) JF 01 uniformly continuous on R. Lemma 1.4 then implies 
that y’ is uniformly continuous on R. However, this together with the bounded- 
ness of y forces y’ to be bounded. This completes the proof of Theorem 2.2. 
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3. ON THE SPECTRA OF P(x) AND r(g0x) 
The following theorem is basically a consequence of Theorem 2.2 and [23, 
Proposition 7.11 (in the version given by Lemma 1.6): 
THEOREM 3.1. Let (HI)-(H3) hold. Then mery y E r(x) satisjes u(y) C 
u(g o ?I) u {Oj, and g(g o y) C Z(p) (cf. Definitions 1 .l-1.3). 
Proof of Theorem 3. I. That 4~ 0 Y) C Z(P) is exactly the content of 
Lemma 1.6, so we only have to show that o(y) C u(g 0 y) u {O}. By Lemma 1.9 
u((g 0 Y) * B) C 4~ 0 Y). Th us, using Theorem 2.2 and Lemma 1.10 one gets 
u(y’ + (g o y) * a) C u(g o y) u (0). It then follows from Lemmas 1.9 and 1.11 
that I C u(g 0 y) u (O}, and so by Lemma 1 .lO u(y) C u(g 0 y) u {O>. 
COROLLARY 3.1. Let (HI)-(H3) hold. In addition suppose that Z(p) C {rq, 1 
n E Zj, where w0 is some positive constant. Then every y E r(x) is a periodic solution 
of (2.4), with period 257/w,, 
To prove the corollary, using the fact that u(y) C Z(p) u (O}, one argues exactly 
as in the lines following [23, Corollary 3.31. 
This corollary can be compared to some earlier results by Hale [4,pp. 464-4661, 
Hannsgen [6, pp. 366-3681, Levin and Nohel [lo, p. 331, Levin and Shea [ll, 
p. 611, and Miller [17, pp. 301-3041. They treat a particular case where cy = 0, 
and the function /3([0, t]) (t E R+) is nonnegative, nonincreasing, convex, and 
linear in successive intervals of length T > 0, but not linear in all the intervals 
[(n - l)T, , nT,] (n E N) for any Tl > T (in all but [6] the function j?([O, t]) is 
in addition required to vanish outside [0, T]). The Fourier transform of the 
kernel is computed in [5], and from there one can conclude that 
Z(p) = [nwO j n = &l, f2,...}, where w0 = 2njT (note in particular that 
0 6 Z(p)). It follows from the description above of p that fi has a positive 
point mass at zero, say /3({0}) I= S > 0, and that j3 is absolutely continuous on 
(0, DJ) and satisfies 
d/l(t) = -S, dt (t E ((k - l)T, kT), k E N) 
for some nonnegative, nonincreasing sequence 6,. Sustituting this into (2.4) 
we get 
However, by the periodicity of g 0 y and the fact that the mean value of g o y 
is zero (this is true because u(g 0 y) C Z(p) and 06 Z&)) this givesy” + Sg 0 y =O, 
i.e., the same limit equation as in the references cited above. Corollary 3.1 
applied to this particular situation thus gives: 
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PROPOSITION 3.1. Let (H2) hold, and let x E Lm(R+) n LAC@+) satisfy 
x’(t) + jot g(x(t - ~1) 4s) ds = f(t) (3.1) 
a.e. on R+, where u(t) = /3([0, t]) is a nonnegative, nonincreasing, and convex 
function on R+, which is linear in successive intervals of length T > 0 but not 
linear in all the intervals [(h - 1)Ti , hT,] (R E IV) for any TI > T. Then every 
y E I’(x) is a periodic solution of the second order diSferentia1 equation 
y” + a(O)g o y = 0, with period T. 
Compared to [4, 6, 10, 11, 171 our assumptions on f and g are weaker, except 
that Hannsgen [6j allows an additional perturbation term of bounded variation, 
the size of which is bounded in terms of the size of the kernel a. Proposition 3.1 
does not contain any statement on existence and boundedness of solutions, but 
this could be included if one applies [22, Theorems 6. l] and adds the appropriate 
growth condition on g. The conclusion of Proposition 3.1 is comparable to the 
conclusion of the first part of [6, Theorem l(iii)] (up to and including line (1.25)). 
In the second part of [6, Theorem l(iii)], as well as in the other cited references, 
additional growth restrictions are imposed on a (and f ), and then a somewhat 
stronger conclusion is obtained than the one of Proposition 3.1; i.e., that the set 
r(x) consists of translates of a single periodic solution y of y” + a(O)g 0 y = 0 
(and that the appropriate translates of x’ converge to y’). Levin and Shea [1 l] 
treat only the case when the function g is linear, but then they can in addition 
show (with an extra moment off and the function a vanishing outside the 
interval [0, T]) that every solution x of (3.1) has an asymptotic phase. 
A slightly modified version of the proof of Theorem 3.1 gives: 
THEOREM 3.2. Let (Hl)-(H3) hold. In addition suppose that Z(p) is countable, 
and that a(~) = B(W) = 0 ( w E Z(p)). Then every y E I’(x) is a constant. If 
moreover 0 @Z(p), then g(x(t)) + 0 (t + CQ). 
The statement that r(x) contains nothing but constants basically means that x 
varies slower and slower as t + co. 
Proof of Theorem 3.2. Pick some y E r(x). Using Lemmas 1.6 and 1.12 one 
findsthat(goy)*a:=(goy)*/3=O.H ence by Theorem 2.2 and Lemma 1.10, 
applied twice, one gets u(y) C (0). Thus y is a constant (apply, e.g., [23, Lemma 
5.2]), and we have proved the first claim. To prove the second claim, take any 
z E r(g 0 x). Then by Lemma 1.5 one has z = g 0 y for some y E r(x), and 
hence x is a constant. This means that g(z) C (0). But on the other hand u(z) C 
Z(p), so if in addition 0 6 Z&) then u(z) = D ; i.e., z = 0. This is true for 
every x E r(g 0 x), and thus F(g 0 x) = (0). It then follows from Lemma 1.3 
that g(x(t)) ---f 0 (t + co). This completes the proof of Theorem 3.2. 
Theorem 3.2 becomes especially interesting when one realizes that it has a 
partial converse: 
378 OLOF J. STAF’FANS 
THEOREM 3.3. Let (Hl) hold with /3 = 0 and $? 1 OL 1 ((t, a~)) dt < co. Then: 
(i) Ifg E C(R), g f: 0, and 0 E Z(p), then there existsf, x such that (H2)- 
(H3) hold, but g(x(t)) jt 0 (t + co). 
(ii) If for some q, # 0, w,, E Z(p) one has &(w,J # 0, then there exists f, 
g, and x satisfying (H2)-(H3), szcch that F(x) contains no co&ants (and is nonempty). 
Note that if 0 E Z(p) then necessarily a(O) = 0, because 01 is a real measure. 
Proof of Theorem 3.3. (i) Take x0 E R such that g(xe) # 0, and define 
x(t) = x0 , f(t) = g(x,,) 01([0, t]) (t E R+). Since 0 E Z(p) we have ol(R+) = 0, 
and thus f is also given by f (t) = -g(xJ a((t, co)) (t E R+). It is then obvious 
that (H2)-(H3) hold, and clearly g(x(t)) ft 0 (t -+ co). 
(ii) Since w,, E Z&) and &(a,,) # 0 the number B(ws) must be purely 
imaginary, say &(w,) = ir for some y E R, y # 0. Define g(f) = --~,,3/-~6 
(6 E R), x(r) = cos(w,r), f(t) = x’(t) + jro.tl g(x(t - 4) da.(s) (t E It+>. Then 
clearly (H3) holds. It is also true that r(x) contains no constants because by 
[23, Remark 1.11 one has a(y) C u(x) = {f~s) for any y E L’(x). It thus only 
remains to show that f EU(R+). But using the fact that JR+ e-iwos dor(s) = iy 
one can rewrite f in the form f(t) = q,y-l Jtt,m) cos[w,(t - s)] da(s), and this 
together with the condition JR+ 1 a 1 ((t, co)) dt < co gives f ELl(R+). This 
completes the proof of Theorem 3.3. 
Remark 3.1. It is evident from the preceding proof that if one replaces 
f ELl(R+) in (H2) by f ELm(R+), f(t) -+ 0 (t -+ 00) then Theorem 3.3 remains 
true without the extra condition JR+ 1 01 I ((t, CO)) dt < co. 
4. ON A NONDIFFERENTIATED EQUATION 
We use Theorem 3.2 together with [23,Proposition 7.11 to deduce the following 
theorem, which is a slightly weakened form of [12, Theorem 11, and concerns 
Eq. (3): 
THEOREM 4.1 (Londen). Let a be a bounded, nonnegative and nonincreasing 
function on R+. Let g E C(R), 
h E LAC(R+) n BV(R+), (4.1) 
and Let x be a bounded solution of (3) on R+. Then 
$+E [x(t) + g(x(t)) j-+ 4s) ds] = h(a), ;f a ELYR+), 
py(“(tN = 0, ;f a # Ll(R+). (4.2) 
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Theorem 4.1 is weaker than [12, Theorem 1] since we assume (4.1) instead of 
h~c(R+)n BV(R+). (4.3) 
This we do in order to make Theorem 4.1 fit smoothly into the framework 
developed above. However, it is not difficult to replace (4.1) by (4.3) (the proof 
of Theorem 2.1 can easily be rewritten to cover this case, and one can replace 
[23, Lemma 7.11 by the argument used in [12] to get [12, lines (2.6) (2.1 l)]). 
Londen [16] has recently given a new, simplified proof of [12, Theorem 11. 
That proof is independent of ours. 
Proof of Theorem 4.1. Let a! be the measure induced by a; i.e., 01[0, t]) = a(t) 
for all but countably many t E R+. Differentiating (3) one gets (1) with f = h’ 
and ~1 = (II. It follows from the hypothesis of Theorem 4.1 that (H2)-(H3) are 
satisfied. That also (Hl) holds (with j3 = 0) f o 11 ows easily from the monotonicity 
of a because 
a a(0) -S(o*m) d 1 a 1 (t) = u(o0) >0. (4.4) 
In particular we see that if u(c0) > 0 then Z(p) = o , and (4.2) follows trivially 
from Theorem 3.2 (or Theorem 3.1 combined with Lemma 1.3). Thus we can 
restrict our attention to the case when u(co) = 0. We can also trivially exclude 
the case CL = 0. In the remaining case, i.e., when u(O) > 0, u(co) = 0, we use 
Theorem 3.2 to prove that everyy E P(X) is a constant. Note that u(a) = u(O) + 
jc,,,,) da(t) = 0, so from (4.4) one obtains 
w # 0 ] 01 vanishes in u 
?ZEN ( 
Thus in particular, Z(p) is countable. Moreover, one immediately gets 
a(w) = j e+Jt da(t) = 0 bJ E Z(P))* 
lt+ 
Hence Theorem 3.2 applies, and we find that every y E r(x) is a constant (which 
is essentially the conclusion of [12, Lemma 11). 
This is how far Theorem 3.2 takes us, and we must now use a separate 
argument to show that (4.2) holds. First consider the case a $U(R+). As we 
mentioned in Remark 1.3 we can remove the only remaining point, i.e., zero, from 
u(z) for any z E r(g 0 x), provided [23, line (4.1)] is satisfied with ws = 0, or 
sut j-R {[l - cos(wT)]/w2} R&S(w)> dw = cc 
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(this follows from the version of [23, Proposition 7.11 which refers to [23, 
Theorem 4.11). However, by [23, Remark 4.21 this is equivalent to 
1 
sup II T>O o [O,tl da dt = s,+ 44 ds = Q 
which is satisfied because a $Ll(R+). Thus in this case I’(g 0 x) = (01, and the 
second part of (4.2) follows from Lemma 1.3. 
We have separated the remaining part of the proof; i.e., how to get the first 
part of (4.2) when one knows that every y E r(x) is a constant, into Theorem 4.2 
below. The motivation for this procedure is that Theorem 4.2 itself is quite 
interesting, and that we in this way can treat more general kernels than the one 
in Theorem 4.1. 
THEOREM 4.2. Let (Hl)-(H3) hold. In addition, suppose that /3 = 0, that 
.r R+ I 40, 41 dt < 00, (4.5) 
and that every y E I’(x) is a constant. Then 
v+z [x(t) + g(W) j 
Rf 
40,4 ds] = xo + j,+ fb> ds. 
Proof of Theorem 4.2. Define 
a(t) = 4[0, tl) (t E R+), A= s 4s) ds, R’ 
F = x0 + j f(s) ds. 
R+ 
These definitions make sense because of (H2) and (4.5), and in particular 
a EU(R+). One can integrate (1) using Fubini’s theorem, a change of variables, 
and Fubini’s theorem once more to get 
x(t) + jot g(x(t - 4) Q(S) ds = xo + jot f (4 A 
By Lemma 1.3 it clearly suffices to show that r(x + Ag 0 x) only contains the 
constant function F. Pick any z E I’(x + Ag o x). Then, using an almost identical 
argument to the one in the proof of Lemma 1.5, one can find a function y E r(x) 
such that x = y + Ag 0 y. By the assumption of Theorem 4.2 we know that y 
is a constant function. Thus also z is a constant. Take a sequence tk ---f 00 
such that 7tg~ + y uniformly on compact sets. Substitute t = t, in (4.6), and 
let t, + co. Then it follows from Lebesgue’s dominated convergence theorem 
that z = y + Ag(y) = F. This completes the proof of Theorem 4.2. 
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Theorem 4.2 can be considered as a nonlinear version of [l 1, Corollary 5a], 
restricted to the particular case when n = 1, and wr = 0 in that corollary. The 
growth conditions needed there on OL and f are essentially the same as ours (the 
moment condition on the kernel in [l 1, Corollary 5a] can in this particular case 
be weakened to (4.5) without any difficulties). Also the proofs are remarkably 
similar. With this in mind one could try to generalize Theorem 4.2 to the case 
when every .a E F(g 0 x) has a finite spectrum (and hence by Theorem 3.1 also 
every y E r(x) has a finite spectrum), but we have not been able to do this. 
However, in this situation one can instead apply a completely different result, 
which has no counterpart in the linear theory: The compactness of a(y) and 
“(g 0 y) for y E I’(x) puts a very strong restriction on the behavior of the 
nonlinear function g, provided F(x) contains nonconstant functions. We shall 
return to this question elsewhere [24]. 
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