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ABSTRACT 
We introduce the concepts of shape identity and level for nonassociative algebras 
and establish some properties in the setting of genetic algebras. 
1. PRELIMINARIES 
There exist several classes of nonassociative algebras (Bernstein, train, 
stochastic, etc.), whose investigation has provided a number of significant 
contributions to theoretical population genetics. Such classes have been 
defined at different times by several authors, and all algebras belonging to 
these classes are generally called “genetic.” A good account of the known 
results up to 1980 can be found in [8]. In recent years many authors have 
tried to investigate the difficult problem of classification of these algebras. In 
this paper we investigate those genetic algebras which satisfy some multilin- 
ear identities. As a by-product, a numerical invariant, the level, is defined. 
The study of these identities in the context of genetic algebra theory seems to 
be fruitful. 
0 E-mail: rcosta@ime.usp.br 
LINEAR ALGEBRA AND ITS APPLICATlONS 214:119-131(1995) 
0 Elsevier Science Inc., 1995 0024-3795/95/$9.50 
655 Avenue of the Americas, New York, NY 10010 SSDI 0021-3795(93)00060-D 
120 ROBERTO COSTA 
2. SHAPE IDENTITIES 
For the sake of motivation, we assume that A is a commutative stochastic 
algebra over the real field Iw. This means A has a basis {a,, a,, . . . , a,} such 
that the constants of multiplication yijk E [w, defined by a,uj = C;=03/ijk uk 
satisfy the following relations: 
ogyijk<i (i,j,k=O,l,..., n) and 
e Yijk = 1 (i,j = O,l)...) n). (I) 
k=O 
These algebras are close to the genetic models. We may think of the ui as 
representatives of the genotypes of the population and the element x = 
Cy==, aiui, with 0 Q oi Q 1 and Cy==, oi = 1, as a representative of a distribu- 
tion of genotypes. Moreover the product xy of two such elements, when 
expressed in the basis {a,, a,, . . . , a,}, represents the distribution of frequen- 
cies of genotypes in the filial generation, obtained by random mating among 
the individuals in x and y. See [s] for more details. 
With this in mind, suppose x, y, z, and u are four distributions of 
frequencies, and consider the following five filial generations, where the 
order x, y, z, u is preserved: 
CL4 = x(( y++ P5 = r(y(4). 
If there are real numbers (Y, /3, y, 6, E, not all zero, such 




this will mean that the five distributions of frequencies are linearly depen- 
dent: one of them can be obtained algebraically from the remaining four. We 
can think also of a similar problem involving k distributions xi,. . . , xk and 
algebraic relations involving all the possibilities for the filial generations. We 
introduce this problem more precisely, in the general setting of nonassocia- 
tive algebras. Suppose xi,. . . , x,,, . . . are nonassociative variables, and con- 
sider the free nonassociative algebra generated by this set of variables over 
some field F of characteristic 0. For a fixed k, consider all monomials 
involving xi,. . . , xk, obtained by different arrangements of parentheses in 
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the word xi,. . . , xk. The number k’ of these multilinear monomials is given 
bY 
which is also the dimension of the vector space S,(F) generated by these 
monomials in the above algebra. For instance, S,(F) is generated by the five 
monomials in (2). In general, every element of S,(F) will be called a shape 
polynomial in k variables. Every monomial p = /.L( xi,. . . , x,) E S,(F) can 
be decomposed uniquely in the form 
for some 1 < s < k, where pi and kZ are also multilinear. The k’ monomi- 
als which form a basis for S,(F) can be totally ordered inductively in the 
following way: If 
then p < $ if s < r. If r = s then p < E*, when p., < ~1. In the case 
r=sandpi= p:, then p < CL’ when p2 < CL;. 
Given a nonassociative algebra A over F and S = S( xi, . . . , xk) E 
S,(F), S # 0, if S(a,, . . . , a,) = 0 for all ai E A, then S will be called a 
shape identity in A. The set of all shape identities in k variables on A (plus 
the zero polynomial) is a vector subspace of S,(F). The level of A is the 
number of variables in a shape identity satisfied by A, with the smallest 
number of variables. The meaning of shape identities and the level for 
algebras representing genetic models is clear from the above motivation. 
From the general theory of nonassociative algebras, as it appears for 
instance in [4], it is well known that, given S = S(x,, . . . , xk) E S,(F), 
S # 0, the class of all algebras A over F satisfying the identity S = 
S(a i>“‘> a,) = 0, for all ai E A, is a variety. So, by Birkhoffs theorem, this 
class is closed under the operations of forming direct products, homomorphic 
images, and subalgebras. In particular, the level of subalgebras and that of 
homomorphic images is not greater than the level of a given algebra. 
PROPOSITION 1. Let A be a nonussociutive algebra over F, and B a 
subalgebra of A such that, for SOWE subspace X of A, A = B @ X and 
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AX = 0. Then A and B satisfy the same homogeneous polynomial identities of 
degree > 2. In particular, A and B satisfy the same shape identities, and 
hence they have the same level. 
Proof. It is enough to observe that if a = b + x and a’ = b’ + x’, where 
a, a’ E A, b, b’ E B, and x, X’ E X, then aa’ = bb’. ??
When a nonassociative algebra A has a nonzero idempotent e and 
satisfies a shape identity S = S(x,,..., x,) = C,oP~ E S,(F), then C,crP 
= 0. It is enough to replace (xi,. . . , x,) by (e, . . . , e) and observe that 
j-de,. . . , e) = e. We assume, from now on, that S = S(x,, . . . , xk) = 
C,cu, p E S,(F) belongs, in fact, to the hyperplane of S,(F) defined by 
C,cu, = 0. This assumption is due to the importance of idempotents in 
genetic algebra theory. 
PROPOSITION 2. For a baric algebra (A, u) to satisfy a shape identity 
s = S(r,, . . . , xk) it is enough that S(a,, . . . , a,) = 0 for all a, such that 
w(a,) = 1. 
Proof. It is a consequence of the multilinearity of S. Take any elements 
b 1,. . . , b, E A. If w(bi) # 0, then ai = [l/w(b,)]bi has weight 1. If w(bi) 
= 0, write bi as a difference of two elements of weight 1. ??
Suppose we have a family ( Ai, oi) of baric algebras over the field F, all of 
them satisfying the same shape identity S = S( xi, . . . , xk). Then their direct 
product l-Ii Ai, also satisfies this identity. The subset of Fli Ai, consisting of 
all families (a,) such that w&a,> is constant relative to i is clearly a 
subalgebra of lJi Ai (so also satisfies S) and moreover, it has a weight 
function w given by w((a,)) = q(a,). This baric algebra is called the direct 
product of the family ( Ai, q). It is easily seen to be the direct product of the 
( Ai, q), in the categorical sense, in the category of all baric algebras and 
baric homomorphisms. This is summarized in the 
PROPOSITION 3. The direct product of any family of baric algebras 
satisfying a shape identity also satisfies this identity. 
THEOREM 1. Every baric algebra (A, u) such that ker o is nilpotent of 
index k satisfies at least 
linearly independent shape identities in 3k variables. 
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Proof. For a nonassociative algebra A, denote by a = a(x, y, z) the 
associator of x, y, and z, that is, a = a(~, y, z> = (xy)z - x(yz), so 
w(u(x, y, z)) = 0 when A is baric. Consider the formal product of the k 
associators in the free nonassociative algebra F{ x i, . . . , x,, . . . }: 
There are k’ different arrangements of parentheses in this product, thus 
resulting in k’ different multilinear polynomials S,, . . . , Sk, in xi,. . . , xgk, 
such that, when each Si is expressed as a linear combination of the monomi- 
als in xi,..., xgk, these variables appear always in natural order. So each Si 
(i = 1, . . . , k’) is a shape polynomial in 3k variables, that is Si E S,,(F). As 
ker w is nilpotent of index k, we have Si(ui, . . . , ask> = 0 for all a,, . . . , u3k 
in A and i = 1,. .., k’. The linear independence of the shape polynomials 
S I,“‘> S,, can be deduced from the fact that each Si is expressed as a linear 
combination of a set of 2k monomials of degree 3k in the variables xi,. . . , xsk 
(with coefficients 1 or - 1) and the fact that two different shape polynomials, 
say Si and Sj, are expressed as linear combinations of two disjoint sets of the 
monomials. This property implies that S,, . . . , Sk? are linearly independent. 
This theorem ensures the existence of shape identities (unfortunately, 
with a large number of variables) for several classes of genetic algebras. Every 
special train algebra satisfies shape identities, as the kernel of the weight 
function is nilpotent by definition. Nuclear Bernstein algebras have also a 
nilpotent kernel, a remarkable result of Grishkov [3]. Train algebras which are 
also Jordan algebras have a nilpotent kernel, due to a classical theorem of A. 
A. Albert. Hence they satisfy shape identities. All genetic algebras in Gon- 
shor’s sense also satisfy shape identities. Recently, S. Walcher [7] studied 
baric algebras which satisfy the equation (x2j2 = w(x>~x. They have nilpo- 
tent kernels, and so the above theorem applies. Finally we observe that train 
algebras of rank 3 are special train, so they satisfy shape identities. Some 
other examples can be found in the literature. 
The question of existence of shape identities for wider classes of genetic 
algebras is left open. 
3. SHAPE IDENTITIES FOR THE GAMETIC ALGEBRAS 
It is possible to calculate all shape identities satisfied by these algebras, 
denoted here by G(n + 1,2>, d ue to their extremely simple algebraic struc- 
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ture. The product of x and y is given by 
2xy = w(r)y + w(y)x. (5) 
In particular, if w(x) = w( 9) = I then 
2xy = y + X. (6) 
There do not exist shape identities in three variables, as this would mean 
associativity for G(n + 1,2). Let p = ~(xi, . . . , xk) be a multilinear mono- 
mial in S,(F), and take elements a,, . . . , uk E G(n + 1,2) with ~(a,) = 1. 
The value of /..L on (a,, . . . , ak> is given by the following generalization of (6): 
P(U,,..., ‘k) = i Pi( CL)‘i, (7) 
i=l 
where Pi( /.L) are suitable elements in the filed F, which depend essentially 
on the arrangement of parentheses in /.L The precise description of these 
elements is the following. Given the monomial p, we construct a (3n - 4)- 
tuple of integers as follows: replace in /.L each right parenthesis by 1, each of 
the variables by 0, and each left paranthesis by - 1. By summing up the 
coordinates of the above (3n - 4)-tuple, from left to right, until we reach the 
ith zero, we get a nonnegative integer si. Then Pi( /J) is the multiplicative 
inverse in the field F of 2Qf1. In particular, pi(p) is never 1. It is also clear 
that C:= i pi( /_L) = 1 for every monomial /L E Sk(F). For this, it is enough to 
apply w to (7). As an example of the above description, if we take p = 
(xi x,x( xa x,)x,> E S,(F), the corresponding ll-tuple is (1, 0, 0, - 1, 1, 1, 0, 
0, -1, 0, -1,) and (&(p), &(,d, P&p), P4(p>, k&(p)) = ($, a, $, $, 
f> = i(2, 2, 1, 1, 2). 
We construct a matrix B, over the field F, of size k’ X k, where the ith 
row is the sequence ( &( /_L), . . . , &(/A)> and where p is the ith monomial in 
the ordering described in Section 2, of the set of all monomials in k 
variables. Then B,, B,, B,, and B, are given by 
Bl = (1) (by convention), 






























In order to describe B, in block form, as suggested by B,, we introduce 
some ad hoc notation. If X is any r X s matrix over F, and p is a 
nonnegative integer, then X ’ is the following pr X s matrix: 
‘X 
X xp= . ) .A 
where we have p copies of X. Then X: will denote the matrix obtained 
from Xp by the following permutation of rows: collect in Xp all the p copies 
of the first row of X which appear in rows 1, r + 1,2r + 1, . . . of Xp, and 
consider them as the first p rows of X,‘. Repeat the same procedure with the 
p copies of the second row of X which appear in rows 2, r + 2,2r + 2,. . . 
of Xp, considering them as rows p + 1,. . . ,2p of X,‘, and so on with the 
remaining rows of X. The fact that each monomial I_L in the variables 
xi,**-> rk can be uniquely expressed as a product of two monomials 
ru,(r1,..., r,)&,+ i> -. . > xk), for some r will produce the following block 
form for 2B,: 
2B, = 
B:‘, ( Bl)ik-')' 
B,2:, ( B2);k-2Y 
Bf-, ( B3)jk-3Y 
Bik-“’ (B,:,):’ 
Bik-')' (B,_,): 
LEMMA 1. If k > 4, the rank of 2 B, (and hence that of Bk) is k. 
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Proof. Let us denote by C,k, . . . , C,k the columns of 2 B, and prove, by 
induction on k, that they are linearly independent. First, we observe that 
Cf= i &( /..L) = 1 for all monomials p implies 
(8) 
We prove first that C,k, . . . , Ci_ i are independent, by induction on k. 
Suppose ffi,. . . , q-I E F and oiC,k + *** +ok_iCk_i = 0. When this rela- 
tion on columns is restricted to the block Bl_,(= Bk_l) we get ~~ic,k-’ 
+ *** +(~~_iCi:f = 0 and so, but the induction hypothesis, oi = *a- = 
ak-l = 0. If now Ck i, . . . , Ci were linearly dependent, then for some 
h i, . . . , hk_l in F we would have Ck = h,C,k + **a + hk_iC[_i. By restrict- 
ing this relation to the submatrix (of 2B,) 
Bf__, ( B,);k-lY) 
we get 
($1 = A ck-1 + . . . 
1 1 
+A _ @I’ 
k 1 k 1' 
But this is possible only for A, = **. = A,_ i = 1, according to the indepen- 
dence of CkP1 
C,k = C,k fl... 
, . . . , C,kI: and the above relation (8). But the possibility that 
+C,k_i holds must also be ruled out by the following argu- 
ment. Restrict this equality to the (last) submatrix of 2 Bk: 
B$k - 1)’ ( Bk-l):), 
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+ckl’ = c,kr;. k 2 




1 *** +c,k:; + c,k:: = : 
,i, 
we obtain, by difference, 
ck-l + 1 . . . +q; = 0 and so C;:; = 1; , 
,i, 
a contradiction. This is the final step in the proof that C:, . . . , Cz are linearly 
independent. ??
We have proved, in fact, that the block matrix 
has rank k, which ensures that the rank of B, is k. 
THEOREM 2. The subspace of all elements S = C,CY,, p E S,(F) which 
vanish on G(n + 1,2) has dimension k’ - k when k > 4. In particular, there 
is, up to a scalar factor, just one shape identity in fmr variables in 
G(n + 1,2>, namely 
s = -2/$ + /.Lp + 2P3 + p4 - 2P.5, (9) 
where pl,. . . , kLs are given by (2). As a consequence, the level of G(n + 1,2> 
is 4 for every n > 1. 
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Proof. Suppose S = C, op p E S,(F) is a shape identity for G(n -t 1,2). 
Then for arbitrary elements a,, . . . , uk of weight 1 in G(n + 1,2) we have 
0 = qa,,..., Uk) = Cal,/+,,..., %I = cap i Pi(P)% 
CL CL i=l 
This implies that C,CZ~ /3,(p) = 0, i = 1,. . , , k. By our lemma, this system 
of k linear equations in k” unknowns ofi has rank k, so k’ - k of the total 
number of unknowns will be free, proving the statement. When k = 4, 
k’ = 5, so we are left with just one identity, up to a scalar factor; a direct 
calculation, omitted here, shows that S = - 2~~ + p2 + 2~s + p4 - 2~s 
vanishes in G(n + 1,2> for every n. ??
The following corollary covers the case of independent loci. 
COROLLARY. The direct product of any family of gumetic algebras for 
simple Mendeliun inheritance at one locus satisfies the shape identity (9). 
Proof. Apply Proposition 3. ??
We exhibit now a class, containing properly all algebras G(n + 1,2>, of 
commutative nonassociative baric algebras with an idempotent of weight 1, 
which satisfy the shape identity - 2~~ + pu, + 2~~ + pq - 2~s = 0. Con- 
sider a fKed vector space X over the field F, endowed with the zero 
multiplication: xy = 0 for all x, y E X. Let h, : X -+ X be the homothetic 
mapping x E X c, kx E X, where k E F. Denote by X, the F-algebra 
F @ X where the multiplication is given by 
(-WW =(d%k(ab+pu)) 
for (Y, p E F, a, b E X. Then X, is commutative, w : (a, a) +-+ a is a 
nonzero homomorphism, and e = (1,O) satisfies e2 = e and eu = ku, a E X. 
Suppose now A, B, and C are arbitrary vector spaces over F, and construct 
A,, 4/z, Cr. Then A, and C, are clearly associative, so they satisfy (9). But 
B 1,2 is a gametic algebra, which also satisfies this identity by Theorem 2. Let 
now A, X B,,, x C, be the direct product of these baric algebras, which 
satisfies (91, by Proposition 3. 
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REMARK. The vector of coordinates of the shape identity S given by (91, 
namely S* = (-2, 1,2,1, -2), is orth o g onal in F5 (with the usual bilinear 
form) to the vectors c1 = (1,2,2,4,4), c2 = (1, 1,2,1,2), cs = (2,1,2,1,1>, 
cq = (4,4,2,2,1>. Th ese vectors are, up to the factor 8, the four columns of 
the matrix B,, which are 
Ci = +( pi( PI)7 Pi( P2)> Pi( /43), Pi( P4), Pi( E.L5)) (i = 1,...,4). 
More generally, we can describe geometrically the shape identities in k 
variables in G(n + 1,2) as follows. Let S* = (a,, . . . , q) be the vector of 
coordinates of S. Then S” is orthogonal to the column vectors cl, . . . , ck E Fk’ 
of the above matrix B,. The converse is also true. So the vector space of 
shape identities in k variables in G(n + 1,2) can be identified with the 
orthogonal subspace of {ci, . . . , ck) in Fk’. 
4. DUPLICATION 
The concept of duplicate algebra was introduced by I. M. H. Etherington 
in order to obtain an algebraic model for zygotes once the corresponding 
model for gametes is known. See [2] and [B]. 
Let (A, w) be a commutative baric algebra and AD its commutative 
duplicate. As in [5], we consider the exact sequence 
O+N(A) +AD~A2+0 
where p is the unique homomorphism sending a generator x.y of AD to 
xy E A2. If 77 : A2 + AD 
rp:A2xA2+A 
is a linear mapping such that p 0 77 = idA2, let 
D be defined by ~(x, y) = q(x)r)( y) - 71(xy). Then every 
element of AD can be represented by an ordered pair (x, y) where x E A2 
and y E N(A) and the product in AD can be represented by 
(X> y)(x’, y’) = (xx’,cp(x, x’)). (10) 
This means AD is a semidirect product of A2 and N(A), denoted 
A2 X,,,,N(A). 
THEOREM 3. Let ( A, o> be a commutative batic algebra and suppose A2 
satisfies a polynomial identity f = j-(x1, . . . , x,) = 0. Then AD satisfies the 
polynomial identity f’ = f( x1, . . . , x~)x~+~ = 0. In particular, if A2 satisfies 
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a shape identity S = S( x1, . . . , x,), then AD satisfies the shape identity 
S’ = SCX,, . . . , x,Jxk+l, and so the level of AD is 1 plus the level of A2. 
Proof. We give the proof for the particular case of shape identities, but 
obviously the same argument works for arbitrary polynomial identities. 
Proof. If p = /Lu(x,,..., x,) is a monomial of S,(F), and P = 
/-+i>. * *, 4/-&+~, -. * > xk), then for .zi = (xi, yi> E A2 X,,,,N( A), we 
have the following equality, which generalizes (IO): 
E”(q,..., Zk) = (~(xi,...,xk),~p(JIL1(x1,...~x,),~2(~,+1,...~xk)))~ 
If S = C,ol,p E S,(F), then 
S(z l,“‘, Q) = (S(x,,..., Xk), 2) 
where z is a rather complicated element in N(A) depending on the 
coefficients aP and of the factorizations of p. But if S is an identity in A2, 
we have 
and so S(z,, . . . , zk)zk+i = 0, for every zk+i E AD because ADN(A) = 0. 
??
COROLLARY 1. The zygotic and copular algebras for simple Mendelian 
inheritance at one locus with an arbitrary number of alleles satisfy respec- 
tively the shape identities in five and six variables 
( -2~~ + t..~~ + 2t.~ + p4 - 24~ = 0 and 
((-2/-Q + p2 + 2P3 + P4 - %u,)%)% = 0 
Proof. It is enough to apply Theorem 3 twice. W 
COROLLARY 2. The direct product of a family of zygotic (or copular) 
algebras for simple Mendelian inheritance at one locus with an arbitrary 
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number of alleles satisfies the shape i&ntity 
(of- ((-2~~ + pz + 2 CL3 + P4 - 2P5b5)% = 0). 
I thank the referee for valuable comments and suggestions, which 1 have 
tried to follow when preparing the revision of the paper. I would like to 
dedicate this paper to the memory of Professor Philip Holgate who died April 
1993. 
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