CPS is potential application in various fields, such as medical, healthcare, energy, transportation, and defense, as well as Industry 4.0 in Germany. Although studies on the equipment aging and prediction of problem have been done by combining CPS with Industry 4.0, such studies were based on small numbers and majority of the papers focused primarily on CPS methodology. Therefore, it is necessary to study active self-protection to enable self-management functions, such as self-healing by applying CPS in shop-floor. In this paper, we have proposed modeling of shop-floor and a dynamic reconfigurable CPS scheme that can predict the occurrence of anomalies and self-protection in the model. For this purpose, SVM was used as a machine learning technology and it was possible to restrain overloading in manufacturing process. In addition, we design CPS framework based on machine learning for Industry 4.0, simulate it, and perform. Simulation results show the simulation model autonomously detects the abnormal situation and it is dynamically reconfigured through self-healing.
Introduction
The term Industry 4.0 refers to a strategy of German manufacturing industries in which strategy copes with a change such as social, technological, economic, ecological, and political using Information Communication Technology (ICT). The aim of Industry 4.0 is to primarily create a smart factory that will use ICT technologies actively, such as Internet of Things (IoT), enterprise software, location information, security, cloud, big data, and virtual reality. The Cyber-Physical System (CPS) plays a critical role in realizing Industry 4.0. CPS acts as a medium to link physical world, such as sensors, actuators, and mobile devices, with Internet service and also to mirror what happens in the real world to a cyber space to process preinspection, real-time management, and postmortem. Europe, Sweden, US, China, and South Korea use CPS in an attempt to realize Industry 4.0 [1, 2] . Recently, manufacturing countries in an industrially advanced nation are rapidly shrinking production populations, and the rate of elderly dependency is soaring. This decrease in production population is affecting the labor productivity, which is the foundation of a manufacturing industry. In this regard, Industry 4.0 emerged so that manufacturing evolution can complement future competitiveness.
The manufacturing facility is generally operated by a preset program under existing factory automation system. On the other hand, the manufacturing facility must decide how to operate autonomously in Industry 4.0. Smart manufacturing by a smart factory involves facilities and processing of an individual factory and shares and uses all production information by combining ICT with traditional manufacturing, thereby making it possible to achieve optimal production and operation. At the same time, it also connects related factories to establish a production system which will allow continued collaboration through extension of the smart manufacturing concept [3] .
CPS refers to a computer-based component and system that closely connects various complicated processes and information of real space with the cyber space that provides data access and processing services through Internet. The smart factory CPS helps making optimal decision for the network connecting the manufacturing equipment as well as their design and operation through intelligent context awareness, decision making, and execution [4, 5] . In spite of being old itself, CPS can be used to develop a new technology by interfacing it with existing technologies, such as multiagent systems (MASs), service-oriented architectures (SOAs), wireless sensor networks (WSNs) [6] , Internet of Things (IoT) [7, 8] , cloud computing [9] [10] [11] [12] [13] [14] , augmented reality, big data [15] , machine-to-machine (M2M), and mobile Internet [16] . Still, there are important tasks such as safety, security, and interoperability that need to be considered [17] .
In the past decade, research on CPS concept, modeling method, and application method was broadly divided into studies on the integration of CPS technology with other ICT technologies or existing systems for application in manufacturing. The most commonly used keywords are cyber model, digital twin, real-time modeling, and analysis [18] . Studies on the application in manufacturing primarily involved problems such as aging of equipment and prediction of problems, and they were solved by using machine learning and artificial intelligence. Prior reports showed that a few actual manufacturing cases were solved, but such papers are a few in number and most of them focused on CPS methodology. In the early stage, the conceptual approach of the whole system or presentation of design methodology and partial application of elemental technology are mainstream, and more specifically, integrated and empirical research is needed.
In this paper, CPS was applied to shop-floor as a part of CPS research. The overall goal was to use machine learning to enable self-management functions, such as self-healing, and to prevent the system from further degradation, thereby, providing active self-protection and self-healing. To achieve this, we executed shop-floor modeling and applied self-healing in the modeling. For this purpose, 5C's CPS architecture model of Lee et al. was used. The 5C's CPS architecture model consists of Connection, Conversion, Cyber, Cognition, and Configuration. We have reconstructed the manufacturing process based on this. The manufacturing site modeled the conveyor belt manufacturing system using the M/D/1 queue, and the parameters used were , , and . SVM, a machine learning method, was used to predict the occurrence of abnormal conditions, and an abnormal situation was detected through the change of . These concepts and researches can serve as reference models for building CPS and can be useful in the design step before starting the application. Section 2 will describe a related architecture research and basic research for implementing CPS. A framework for dynamically reconfiguring CPS-based shop-floor will be introduced in Section 3. Section 4 will explain the proposed system and its results. Finally, Section 5 will complete this with conclusions.
Related Research Work
In Section 2, we will describe three related studies for CPS implementation. Section 2.1 describes the architecture underlying the dynamic reconfiguration framework, Section 2.2 describes the Queuing Theory on which the simulation model is based, and Section 2.3 deals with related machine learning that is the basis for self-healing. Figure 1 shows the results of Lee et al., who proposed CPS architecture of an Industry 4.0 based manufacturing system [19] . The architecture comprises 5 levels, which is "connection," "conversion," "cyber," "cognition," "configuration." It consists of methodologies and guidelines for CPS deployment for manufacturing from stepby-step design and data collection for analysis and final value creation. The paragraphs below explain the function of each level in detail.
Cyber-Physical System.

Connection Level.
Acquiring accurate and reliable data from machines and their components is the first step in developing a Cyber-Physical System application. The data might be directly measured by sensors or obtained from controller or enterprise manufacturing systems, such as ERP, MES, SCM, and CMM.
Conversion Level.
Meaningful information needs to be inferred from the data. Currently, there are several tools and methodologies available to draw inference from the data in the information conversion level.
Cyber Level.
The cyber level acts as central information hub in this architecture. Information is being pushed to it from every connected machine to form a machines network. Having massive information gathered, specific analytics have to be used to extract additional information that provides better insight on the status of individual machines among the fleet.
Cognition Level.
Implementing CPS in this level generates a thorough knowledge of the monitored system. Proper presentation of the acquired knowledge to expert users supports leads to correct decision of the users. Since comparative information as well as individual machine status is available, decisions based on priority of tasks can be made taken to sustain optimal maintaining process.
Configuration Level.
The configuration level is the feedback from cyber space to physical space and acts as a supervisory control to make machines self-configuring and self-adaptive. This stage acts as resilience control system (RCS) to apply the corrective and preventive decisions, which have been made in cognition level, to the monitored systems.
Lee et al. proposed a 5C's CPS architecture to achieve the goal of resilient, intelligent, and self-adaptable system. CPS in a manufacture and automation environments can be applied to diverse processes including simulation, design, control, and verification. In manufacturing, CPS can improve quality and productivity through smart presymptom and diagnosis using big data from different machines, network sensors, and systems. In addition to this, various related studies have been carried out, but the focus was primarily on the role of the CPS in methods for applications connected with technologies, such as manufacturing, application scenarios, conceptual or architectural design, and big data, analysis, IoT, and humanmachine interface (HMI) [20, 21] . Additionally, the degree of CPS implementation in the enterprises is still low. These concepts and studies can act collectively as reference models for building CPS and can be useful in the design phase before starting an application. However, they dealt with issues such as cyber model which is essential for more practical implementation of CPS. In the present work, the production site of the manufacturing process was implemented through CPS. This can help to reduce the technology gap in the stage of technological innovation.
Queuing Theory.
The Queuing Theory creates models (consequent insights) that are useful in predicting behavior of systems which provide services to randomly generate demand. It is also important to consider the statistical distribution of production operations (ex, process time, process cycle, and production mix) that allow for a description of the complex environment. When actually modeling a production system, the main benefits of Queuing Theory are the probability, average time of the system, average service time, average work time, work time, average number of customers in the system, and the probability of number of customers who will be in the system. The use of Queuing Theory allows rapid modeling of a production system even when there are certain uncertainties in the environment. These uncertainties can be managed by statistical distribution of parameters, such as arrival and service rate of the queuing model. Figure 2 shows a typical Queuing Theory, comprising input, output, queue, and service time of a production. Table 1 shows the parameters associated with the adopted notation. The most commonly used parameters are , , and
. is an important parameter that describes how busy a server is during a period of time.
This Queuing Theory is used in systems such as logistics service, AGV, Less Than Truckload (LTT), conveyor belt for assembling parts, airports with a queue for runway access, elevators of banks, and warehouses. The stochastic of transport routes, arrivals, and service times is mainly studied. However, there are a few studies on of server. In this paper, we used a utilization of server to change the manufacturing process efficiently.
Machine Learning in CPS.
Artificial intelligence techniques, such as artificial neural networks, inductive learning methods, case-based reasoning, and genetic algorithms, have been applied to the prediction field to recognize, predict, and reconstruct the present situation. Odom and Sharda were the first to apply artificial neural networks to predictions [22] . They compared prediction rates by applying discriminant analysis and artificial neural network model, between which the artificial neural network model showed better results than the discriminant analysis. Tam and Kiang applied artificial neural networks and compared the results with those of discriminant analysis, Logit, -nearest neighbor, and inductive reasoning. As a result, the model based on artificial neural network showed better results in prediction and adaptability than other methods. Despite the excellent predictive accuracy of the artificial neural networks, the main limitation is that it is difficult to explain the cause of the prediction results and the possibility of generalization is also reduced. Furthermore, another disadvantage is that a lot of time and effort are required to design an artificial neural network structure and excessive suitability problem in constructing an artificial neural network model.
In this paper, we have proposed a solution to the abovementioned problems by recognizing the present situation using support vector machine (SVM).
SVM proposed by Vapnik in 1995 is a learning algorithm that first divides input data into two groups and then analyzes them [23] . Figure 3 shows a typical SVM. To separate the data, the support vector which is the farthest away from the opposite group of data is found, the hyperplane, which is the criterion for dividing into two groups, is determined, and the margin is then calculated. There can be multiple hyperplanes, but there is one hyperplane that maximizes the margins and the distance between the support vector and the hyperplane. In our study, we found the hyperplanes and separated the data.
We give a brief mathematical summary of the classical SVM for binary-class classification. Assume there is a group of independent training samples, as shown in the following equation [24] :
Given that the adopted classification method of the samples is proposed as shown in the following equation:
so, SVM line subclassification can convert a quadratic regression which can be recorded as
where stands for the penalty factor, the greater its experience error value is, the greater the penalty will be. By the application of Lagrange's multiplier method, (3) can be changed into a Wolfe Dual Planning shown as
and stand for Lagrange multipliers. In this way, after the adoption of dual planning, the research separates the SVM and the input sample dimensions, thus to avoid the appearance of so-called "Dimension Disasters." The final liner function for SVM can be shown as in the following equation:
For nonlinear problems, substituting the kernel function ( , ) into (6), one can obtain a final nonlinear function for SVM as shown in the following equation:
The most important part of CPS is self-healing. There are various ways to solve problems when they occur, and selfhealing using machine learning is becoming more popular these days [25, 26] . However, they are limited to realtime monitoring, as they do not only detect and diagnose machine failures, defective products, or training and test predefined dataset. Therefore, it is necessary to study the dynamic reconfiguration of manufacturing process based on CPS when an abnormal situation occurs.
Machine Learning Based Self-Aware Machines
Smart Factory is a manufacturing CPS that integrates physical objects, such as machines, conveyors, and products with information systems to enable flexible and agile production.
In this section, a framework and shop-floor modeling for smart factory will be proposed. Discrete event simulation will be used to evaluate the proposed model.
3.1.
Framework. The concept of smart manufacturing is actually based on the integration of IoT and CPS concepts. IoT's vision is to interconnect millions of devices and interconnect them with enterprise systems. The combination of IoT and CPS is essential to provide users with the data provided by the millions of devices in the shop-floor. Applying the general concept of CPS to the manufacturing system is called cyberphysical production system (CPPS). CPPS is the factor that enables IoT in the manufacturing process. Thus, the CPPS concept allows for high level integration and interoperability of manufacturing applications and systems by improving autonomy and flexibility in industrial environments. As the network communication technology developed, the virtual world that emerged as IoT and the real world have a vision to harmonize with each other. This indicates that it ensures a smooth data flow between real-time data on the shop-floor and information of the management system. Figure 4 shows the work type of shop-floor. In the manufacturing system, conveyor belt, AGV, warehouse, and machine exist. In order to obtain data of each equipment, data should be provided to users through wired/wireless communication networks based on smart object. Figure 5 shows that a smart factory framework consists of physical layer and cyber layer. The physical layer transmits the actual data generated at the shop-floor to the cyber layer through an industrial network [27] . Shop-floor based real data is collected in real time on all elements in the factory layout, from automation facilities to equipment operated by the operator, work performed by the operator, warehouse, buffer, conveyor, and logistics facilities such as AGV. Data must be collected through smart objects such as sensors, devices, actuators, and tags. A smart object is an intelligent electronic device that has built-in Internet access control function which makes it easy to access online anytime and anywhere, thereby enabling data collection by equipment in the cyber layer. The cyber layer collects all the data from the industrial site and converts it into meaningful information [28] . Actually, the data generated in the physical layer is diverse and very large. Thus, it is necessary to reduce and convert the data to make it suitable for techniques such as machine learning and big data analysis [29] . The transformed information is trained through machine learning technology to generate a model and the generated model is then tested. The output data may be used for monitoring or GUI provided for user's service. The output data is also kept for future knowledge improvement. Figure 6 shows a virtual model of the conveyor belt shop-floor. There are three products in the model, each product is manufactured and transported to the next line. If the process time of a particular device is long or short, there may be a change in the input quantity, which may indicate out of order of the machine. In such a case, it is necessary to stop the machine or change the order of operations with other equipment. The path of the model is changed through the diverter. Figure 7 shows the open queuing network model. This shows the conveyor belt in Figure 6 as a queuing model. We will assume that a single server, and all nodes operate according to a FIFO queuing discipline. It is assumed that the data of all nodes are transmitted by wireless communication. The following assumptions are followed for modeling implementation and testing.
Shop-Floor Modeling.
(1) Input product arrives at the system following a Poisson distribution.
(2) The machine's queue and server follow the M/D/1 standby queue. The Poisson distribution is a discrete probability distribution that represents how many events occur within a unit of time. If the probability is sufficiently large or the probability is small enough, the Poisson distribution can approximate the problem. The M/D/1 queue is a model used when the service time is deterministic rather than random. It is a single server which sets the machine's working time constant in the production system and the number of machines as one. Table 2 = .
(7) If = 1, it means that the server is operating 100 percentages, and if > , the service of the equipment is blocked. In this paper, we do not consider the ratio of the server over 100 percentages and since is set to 1 at maximum, is specified as 0.1∼0.9, according to (7) . Figure 8 shows the correlation of three parameters through (7) . In order to verify the quality of the manufacturing process using SVM, a machine learning technology, the input data needs to be divided into two groups. The input parameter is required to divide into two groups, , , where is the percentage of time that the server works on all of the time. The results of obtained according to the ratio of and the obtained by changing during the manufacturing process are placed in two groups. Then, test is done through the newly modified . Figure 9 shows the SVM-based dynamic reconfiguration CPS flowchart. When the shop-floor shown in Figure 5 was initially constructed, the process proceeded to the M/D/1 queue and the data ( , , and ) of the generated queues was input to the SVM training module. The SVM training module finds a support vector for the input data, divides the input vector into two groups, and calculates hyperplanes and margins. The data in the queue which will be processed in future is input to the SVM test module so that it belongs to one of the two groups "class 1" and "class 2" generated in the SVM training module. Then if the SVM test result belongs to "class 1," it decided that there is no abnormality in the equipment, whereas if it belongs to "class 2," it decided that the equipment is abnormal. If an abnormality is decided, it needs to be checked whether the average of the equipment is out of the range of " ± threshold" and then change the path after confirming whether the state of the peripheral equipment is normal.
Simulation and Results
In this paper, we implemented the model through Matlab SimEvent of Mathworks, discrete event simulation software [31] [32] [33] [34] . The remainder of this section describes the verification and validation of the simulation model and some preliminary results. In order to implement CPS-based environment, a network system capable of systematically managing collected data using smart objects, such as sensors and actuators and industrial networks, is needed. However, in this study, simulation software is used to collect data because there is no environment that can obtain data from factories through sensors [35, 36] . Figure 10 shows implementation of a conveyor belt at the shop-floor. The production time of the initial product and the process time of each equipment can be adjusted, and the number of production of the product can be confirmed. Exponential Arrival Time (EAT) can be generated with a Poisson distribution of 0.1 to 0.9, and Stamp Entity (SE) can cause an event to change during the manufacturing process. Figure 11 shows the inside of each machine block. After fixing the machine service based on the M/D/1 system, is changed according to the event occurrence. If one needs to change the conveyor path by changing in the machine, the path can be changed through the entity output switch, which acts as a diverter. This signifies transportation of product to another line.
SVM is a machine learning algorithm that analyzes and classifies various input variables, as mentioned above. In this problem, and are used as input variables. As shown in Figure 7 , training was performed through a predetermined and was changed in the manufacturing process.
Based on the input/output variables defined in Table 3 , proceed according to the process represented in Figure 9 . As mentioned above, if the machine shows no change in service time, it is assumed that it is under normal condition. On the other hand, if there is a change, it is assumed that it is an abnormal situation. Therefore, the output data is set as training and test output values before and after the change of . Figure 12 shows the training results, where the -axis represents and the -axis represents the mean value of from 0.1 to 0.9. The value of was obtained by repeated experiment from 0.1 to 0.9 after fixing and . In this paper, "class 1" was used when there was no abnormal situation of the machine, and "class 2" referred to when the value of was changed. To note, the newly input data has been classified as "class 2" because the new data is located below the hyperplane. In SVM modeling, property selection and parameter setting are important. These two have a decisive influence on the efficiency and accuracy of SVM classification. We used the Grid-search (GS) algorithm for parameter optimization. The Grid-search method is a method of finding optimal parameters by attempting a discrete value of a suitable interval within a predetermined range. Two parameters ( , ) are required to execute the SVM using the Radial Basis Function (RBF) kernel. is the penalty parameter of the SVM, and is the kernel parameter. In the GS, basically, ( , ) pair with the highest cross-validation accuracy is chosen. Thus exponentially increasing ( , ) values finds the optimal parameter. In this paper, and were obtained using GS during training.
Box 1 shows the model result obtained after training. From the output, obj is optimal objective value of the dual SVM problem. The value is -in the decision function. nSV and nBSV are number of support vectors and bounded support vectors, respectively.
In order to verify the performance of the SVM-based dynamic reconfiguration production system proposed, we compared the server before and after the abnormal situation occurred and then proceeded with the reconfiguration process of the production system. Abnormal situation means that the process rate of the machine is overloaded or the rate of service is changed due to decrease in speed. The processing time was 10,000 sec and the time and place of occurrence of the abnormal situation occurred randomly. Figure 13 shows the server of machines #1-3 and #2-3 when no abnormalities occur. The of each machine were 0.7 and 0.8. It was observed that was similar to when no abnormal situation occurred. The average value of were classified as "class 1" in Figure 12 . Figure 14 shows the variation of after (a) and (b) occurred at t = 3,000 and 4,000. Abnormal situations indicate situations such as overloading or slowing down of the machine, which lowers . The average value of this has been classified as "class 2" in Figure 12 . Figure 15 shows the after the change of the production route after the abnormal situation occurs. After the abnormal situation occurred at t = 3,000 on machine #1-3, the average was out of the range of ± threshold, and the production route was changed at t = 8,000 to the surrounding machine. On machine #2-3, the production route has not changed after the abnormal situation occurred at t = 4,000, because has not exceeded threshold. The product of machine #1-3 flow into machine #2-3 and increased at t = 8000. This indicates that the simulation model has been reconstructed by recognizing machine #1-3 as an error in the model test. Figure 16 shows a number of products produced after an abnormal situation has occurred and the production route has changed. (a) shows that machine #1-3 is stopped at t = 8,000, and (b) shows that the number of products increases because the products have flowed from machine #1-3 to machine #2-3. This indicates that the simulation model has been reconstructed.
Conclusions
In this paper, for development of CPS, we modeled and simulated conveyor belt manufacturing system based on M/D/1 queue and decided the occurrence of abnormal situation due to equipment overload at shop-floor using SVM. SVM is trained by using , , and of M/D/1 queue as input parameters. As a result, it was possible to decide whether the condition was normal or abnormal. For any abnormality, the situation was solved by reconfiguring the manufacturing system. This enabled a flexible system even if an abnormal situation occurred in a CPS-based manufacturing system. Future research will explore ways to use multiple decisions by adding different types of decision making. It is expected that CPS will be useful for further research and development Figure 16 : A number of entities after the change of the production route after the abnormal situation occurs: (a) event occurrence in machine #1-3; (b) a number of entities changed due to abnormal situation recognition (t = 8,000).
because it is a technology applicable to various fields as well as Industry 4.0 and is indispensable in fields requiring prediction and self-healing.
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