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JOHNSON HOMOMORPHISMS AND ACTIONS OF
HIGHER-RANK LATTICES ON RIGHT-ANGLED ARTIN
GROUPS
RICHARD D. WADE
Abstract. Let G be a real semisimple Lie group with no compact factors and
finite centre, and let Λ be an irreducible lattice in G. Suppose that there exists
a homomorphism from Λ to the outer automorphism group of a right-angled
Artin group AΓ with infinite image. We give a strict upper bound to the real
rank ofG that is determined by the structure of cliques in Γ. An essential tool is
the Andreadakis–Johnson filtration of the Torelli subgroup T (AΓ) of Aut(AΓ).
We answer a question of Day relating to the abelianisation of T (AΓ), and show
that T (AΓ) and its image in Out(AΓ) are residually torsion-free nilpotent.
1. Introduction
Right-angled Artin groups have delivered considerable applications to geometric
group theory (two examples are the association with special cube complexes [18] and
Bestvina–Brady groups [2]). Another recent area of progress has been the extension
of rigidity properties held by irreducible lattices in semisimple Lie groups to involve
mapping class groups and automorphism groups of free groups [17, 5, 6]. In this
paper we look to what extent this phenomenon extends to the automorphism group
of a right-angled Artin group AΓ, where Γ is the defining graph. If Γ is discrete
then AΓ is the free group Fn, and if Γ is complete then AΓ is the free abelian group
Z
n. One therefore expects traits shared by both Zn and Fn to be shared by an
arbitrary RAAG. Similarly, one optimistically hopes that properties shared by both
GLn(Z) and Out(Fn) will also by shared by Out(AΓ) for an arbitrary right-angled
Artin group. For instance, there is a Nielsen-type generating set of Out(AΓ) given
by the work of Laurence [23] and Servatius [30], and Out(AΓ) has finite virtual
cohomological dimension [9]. Out(AΓ) is residually finite [10, 26], and for a large
class of graphs, Out(AΓ) satisfies the Tits alternative [10].
Bridson and the author recently showed that any homomorphism from an irre-
ducible lattice Λ in a higher-rank semisimple Lie group to Out(Fn) has finite image
[6]. A direct translation of this result cannot hold for an arbitrary RAAG, as Zn
is a RAAG and Out(Zn) = GLn(Z). However, Margulis’ superrigidity implies that
if Λ → GLn(Z) is a map with infinite image, then the real rank of the Lie group
containing Λ must be less than or equal to n − 1, the real rank of SLn(R). The
aim of this paper is to show that we may effectively bound the rank of an irre-
ducible lattice acting on AΓ, and that this bound is determined by obvious copies
of SLm(Z) in Out(AΓ). We will describe these copies now. Suppose that Γ
′ is a
subgraph of Γ which is a clique (i.e. any two vertices of Γ′ are connected by an
edge). A free abelian subgroup of rank m in AΓ does not imply there exists a copy
of SLm(Z) in Out(AΓ), however if every vertex of Γ
′ has the same star then the
natural embedding Z|V (Γ
′)| → AΓ induces an injection SL|V (Γ′)|(Z) → Out(AΓ).
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Define the SL–dimension of Γ, written dSL(Γ), to be the number of vertices in the
largest such subgraph Γ′.
Theorem 7.6. Let G be a real semisimple Lie group with finite centre, no compact
factors, and rankRG ≥ 2. Let Λ be an irreducible lattice in G. If rankRG ≥ dSL(Γ),
then every homomorphism f : Λ→ Out(AΓ) has finite image.
A motivating example is the irreducible lattice SLn(Z) in the real semisimple Lie
group SLn(R) of real rank rankR SLn(R) = n− 1. The theory of discrete subgroups
of Lie groups is mostly used in a black-box fashion in this paper, so if one wishes
this paper can be read with only this example in mind. Witte-Morris [27] has
written a geometrically flavoured introduction to lattices where the reader may
find definitions for the terms in Theorem 7.6.
Our previous observation that Out(AΓ) contains a copy of SLm(Z) for m =
dSL(Γ) tells us that the bound on rankRG given in Theorem 7.6 is the best that one
can provide. The above theorem is deduced from the previously mentioned results
of Bridson and the author for Out(Fn) and of Margulis for SLn(Z), combined with
the following general algebraic criteria:
(A special case of) Theorem 6.3. Suppose that dSL(Γ) = m. Let
F (Γ′) = max{|V (Γ′)| : Γ′ ⊂ Γ and AΓ′ ≤ AΓ is a free group}.
Let Λ be a group. Suppose that for each finite index subgroup Λ′ ≤ Λ, we have:
• Every homomorphism Λ′ → SLm(Z) has finite image,
• For all N ≤ F (Γ), every homomorphism Λ′ → Out(FN ) has finite image.
Then every homomorphism f : Λ→ Out(AΓ) has finite image.
The more general version of Theorem 6.3 in the body of the paper concerns ho-
momorphisms to subgroups of Out(AΓ) generated by subsets of a natural generating
set.
In the free group case, the rigidity result for lattices was deduced from a more
general result that showed that Z–averse groups, that is, groups for which no finite
index subgroup contains a normal subgroup mapping onto Z, have no interesting
maps to Out(Fn). To do this, one requires some deep geometric results on the
behaviour of fully irreducible elements of Out(Fn) [20, 11, 3], and algebraic results
about the structure of the Torelli subgroup of Out(Fn) (the subgroup consisting
of automorphisms that act trivially on H1(Fn)). The results for Out(AΓ) in [9,
10] come from looking at projection homomorphisms which, when Γ is connected,
allow us to understand Out(AΓ) in terms of automorphisms of smaller RAAGs.
This allows for inductive arguments. Our approach is to combine the projection
homomorphisms alluded to above with algebraic results concerning the structure
of the Torelli subgroup of Out(AΓ). After the background material in the following
section, the paper is organised like so: Section 3 uses Lie methods pioneered by
Magnus [24] to study the lower central series of AΓ; in particular we study the
consecutive quotients Lc = γc(AΓ)/γc+1(AΓ), and the Lie Z–algebra L formed by
taking the direct sum L = ⊕∞c=1Lc, where the Lie bracket is induced by taking
commutators in AΓ. Let Z( ) denote the centre of a group or Lie algebra, and pL
be the ideal of L consisting of elements which are pth multiples in L. The main
technical result concerning L is:
Theorem 3.11. If Z(AΓ) = {1} then Z(L) = Z(L/pL) = 0 and Z(L/(⊕∞i=c+1Li)) =
Lc/(⊕∞i=c+1Li).
We obtain this by looking at the enveloping algebra of L, which we call U . This
has a particularly nice description as a free Z–module with a basis consisting of
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positive elements of AΓ. This allows us to reduce questions about commutation in
L to questions about commutation in AΓ.
Given a group G, let T (G) be the Torelli subgroup of Aut(G) – the subgroup
of Aut(G) consisting of automorphisms that act trivially on H1(G) (the name here
comes from the analogous situation in mapping class groups). In Section 4 we
describe a central filtration T (AΓ) = G1 D G2 D G3 . . . of T (AΓ) analogous to the
Andreadakis–Johnson filtration of T (Fn). We have Johnson homomorphisms
τc : Gc → Hom(L1, Lc+1)
for which ker τc = Gc+1. Day [12] has shown that T (AΓ) is finitely generated by a
set MΓ, which we describe in Section 2.5. We show that τ1 maps the elements of
MΓ to linearly independent elements in Hom(L1, L2), thereforeH1(T (AΓ)) is a free
abelian group with a basis given by the image ofMΓ. This answers Question 5.4 of
[12]. In particular, MΓ is a minimal generating set of T (AΓ). The above filtration
is separating, so that ∩∞c=1Gc = {1}, and the groups Lc are free abelian, so each
consecutive quotient Gc/Gc+1 is free abelian.
Let T (AΓ) be the image of T (AΓ) in Out(AΓ). In the final part of Section 4
we combine Theorem 3.11 with results of Minasyan [26] and Toinet [31] to show
that the image H1, H2, H3, . . . of the series G1, G2, G3, . . . in Out(AΓ) is separating
and that each consecutive quotient Hc/Hc+1 is also free abelian. (This roughly
follows methods designed by Bass and Lubotzky [1] for studying central series.) In
particular, we attain the following result:
Theorem 4.9. For any graph Γ, the group T (AΓ) is residually torsion-free nilpo-
tent.
This was also discovered independently by Toinet [31]. This is a key part in the
proof of Theorem 6.3. In particular we use it to deal with the inductive step when
the underlying graph Γ is disconnected.
A problem arises that projection homomorphisms are not generally surjective;
consequently they may raise SL–dimension. This is confronted in Section 5, where
we study the image of Out(AΓ) under a projection map. As such subgroups appear
naturally when working with projections, we feel that the methods here may be
of independent interest. In particular, we define a notion of SL–dimension for an
arbitrary subgroup G ≤ Out(AΓ), and show that if we only study the image of
Out(AΓ) under a projection map, SL–dimension does not increase. This prepares
us to complete the proof of Theorem 6.3. We describe applications in Section 7.
The author would like to thank his supervisor Martin Bridson for his encour-
agement and advice, the referee for feedback which has considerably improved this
paper, and Andrew Sale for a series of enthusiastic and helpful conversations.
2. Background
Most of this section is standard, however there are some ideas here that are new.
In Section 2.2 we extend the usual generating set of Out(AΓ) to include extended
partial conjugations, which are products of partial conjugations that conjugate by
the same element of AΓ. We also order the vertices of Γ in a useful way in Sections
2.3 and 2.4, which will be used later in the paper to give a block decomposition of
the action of subgroups of Out(AΓ) on H1(AΓ).
We should first define AΓ. Let Γ be a graph with vertex and edge sets E(Γ)
and V (Γ) respectively. If ι, τ : E(Γ)→ V (Γ) are the maps that take an edge to its
initial and terminal vertices, then AΓ has the presentation:
AΓ = 〈v : v ∈ V (Γ)|[ι(e), τ(e)] : e ∈ E(Γ)〉.
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Our commutator convention is [g, h] = ghg−1h−1. Throughout we assume that Γ
has n vertices labelled {v1, . . . , vn}. Given a vertex v in Γ, the link of v, or lk(v),
is the set of vertices of Γ adjacent to v. The star of v, or st(v), is defined by
st(v) = lk(v) ∪ {v}.
2.1. Words in AΓ. At times we will need to discuss words and word length in AΓ.
The support, supp(w), of a word w on V (Γ) ∪ V (Γ)−1 is the full subgraph of Γ
spanned by the generators (or their inverses) occurring in w. We say that a word
w representing g ∈ AΓ is reduced if there is no sub-word of the form v±1w′v∓1
with supp(w′) ⊂ st(v). We may pass between two reduced words by repeatedly
switching consecutive letters that commute (see [7]) – it follows that we may define
supp(g) to be the support of any reduced word representing g. Similarly the length
of g is the length of any reduced word representing g.
2.2. A generating set of Aut(AΓ). Laurence [23] proved a conjecture of Servatius
[30] that Aut(AΓ) has a finite generating set consisting of the following automor-
phisms:
Graph symmetries: If a permutation of the vertices comes from an isomor-
phism of the graph, then this permutation induces an automorphism of AΓ.
These automorphisms form a finite subgroup of Aut(AΓ) called Sym(AΓ).
Inversions: These are automorphisms that come from inverting one of the
generators of AΓ, so that:
si(vk) =
{
v−1i i = k
vk i 6= k.
Partial conjugations: Suppose [vi, vj ] 6= 0. Let Γij be the connected com-
ponent of Γ − st(vj) containing vi. Then the partial conjugation Kij con-
jugates every vertex of Γij by vj , and fixes the remaining vertices, so that:
Kij(vk) =
{
vjvkv
−1
j vk ∈ Γij
vk vk 6∈ Γij .
Note that if lk(vi) ⊂ st(vj) then Γij = {vi}, so in this case Kij fixes every
basis element except vi.
Transvections: If lk(vi) ⊂ st(vj), then there is an automorphism ρij which
acts on the generators of AΓ as follows:
ρij(vk) =
{
vivj i = k
vk i 6= k.
There are two important finite index normal subgroups of Aut(AΓ) that we
obtain from this classification. The first is the subgroup generated by inversions,
partial conjugations, and transvections and is denoted Aut0(AΓ). The second is the
smaller subgroup generated by only partial conjugations and transvections. Denote
this group PTAut0(AΓ). In some cases we will need to look at groups generated by
(outer) automorphisms that conjugate more than one component of Γ − st(vj) by
vj . Let T be a subset of Γ − st(vj) such that no two vertices of T lie in the same
connected component of Γ−st(vj). We define an extended partial conjugation to be
an automorphism of the form
∏
t∈T Ktj . We will abuse notation by describing the
images of the above elements in Out(AΓ) by the same names, so that the groups
Out0(AΓ) and PTOut
0(AΓ) are defined in the same manner. If φ ∈ Aut(AΓ), we
use [φ] to denote the equivalence class of φ in Out(AΓ).
Definition 2.1. Let SΓ be the enlarged generating set of Out(AΓ) given by graph
symmetries, inversions, extended partial conjugations, and transvections.
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We shall be studying subgroups of Out(AΓ) generated by subsets of SΓ, however
some of these groups are not generated by subsets of the standard generating set.
This is because under the restriction, exclusion and projection maps defined in
Section 2.6, partial conjugations are not always mapped to partial conjugations,
but are always mapped to extended partial conjugations. Throughout this paper,
we will assume Aut(AΓ) and Out(AΓ) act on AΓ on the left.
2.3. Ordering the vertices of Γ. Extending the definition of the link and star
of a vertex, given any full subgraph Γ′ of Γ, the subgraph lk(Γ′) is defined to be
the intersection of the links of the vertices of Γ′, and we define st(Γ′) = Γ′ ∪ lk(Γ′).
Given any full subgraph Γ′, the right-angled Artin group AΓ′ injects into AΓ, so
can be viewed as a subgroup. We shall only consider full subgraphs of Γ, so will
sometimes blur the distinction between a subset of the vertices of Γ and the full
subgraph spanned by these vertices.
Definition 2.2 (Standard ordering). The standard order on V (Γ) is the binary
relation on V (Γ) defined by u ≤ v if lk(u) ⊂ st(v).
This ordering was first introduced in [21], where it was shown that this relation
is transitive as well as reflexive, so defines a preorder on the vertices. This induces
an equivalence relation by letting u ∼ v if u ≤ v and v ≤ u. Let [v] denote the
equivalence class of the vertex v. We will abuse notation by also using [v] to denote
the full subgraph of Γ spanned by the vertices in this equivalence class. The preorder
descends to a partial order of the equivalence classes. We say that [v] ismaximal if it
is maximal with respect to this ordering. The vertices of [v] are all either at distance
one from each other in Γ, or generate a free subgroup of AΓ, therefore A[v] is either a
free abelian, or a free non-abelian subgroup of AΓ ([9], Lemma 2.3). We say that the
equivalence class [v] is abelian or non-abelian respectively. Suppose that there are r
equivalence classes of vertices in Γ. We may choose an enumeration of the vertices
so that there exists 1 = m1 < m2 < . . . < mr < n such that the equivalence classes
are the sets {v1 = vm1 , . . . , vm2−1}, . . . , {vmr , . . . , vn}. With further rearrangement
we may assume that vmi ≤ vmj only if i ≤ j. We formally define mr+1 = n+ 1 so
that for all i, the equivalence class of [vmi ] contains mi+1 −mi vertices.
2.4. G–ordering vertices. Let G be a subgroup of Out(AΓ).
Definition 2.3 (G–order). The G–order on V (Γ) is the binary relation on V (Γ)
defined by vi ≤G vj if either i = j or [ρij ] ∈ G.
As ρij is defined if and only if lk(vi) ⊂ st(vj), when G = Out(AΓ) the G–order
is simply the standard order defined above. In general, the G–order is a subset
of the standard order defined on the vertices. Furthermore, ≤G is reflexive by
definition and transitive as ρil = ρ
−1
jl ρ
−1
ij ρjlρij . Hence ≤G is a preorder on V (Γ).
As with the standard order, ≤G induces an equivalence relation ∼G on the vertices,
and induces a partial ordering of the equivalence classes of ∼G. Let [vi]G be the
equivalence class of the vertex vi. As ≤G is a subset of ≤, each equivalence class
[vi]G is a subset of the equivalence class [vi]. In particular the subgroup A[vi]G
is either free abelian or free and non-abelian, so [vi]G may also be described as
abelian or non-abelian. Suppose that there are r′ ≥ r equivalence classes of vertices
in ∼G. We may further refine the enumeration of the vertices given previously so
that there exists 1 = l1 < l2 < . . . < lr′ < n such that the equivalence classes of ∼G
are the sets {v1 = vl1 , . . . , vl2−1}, . . . , {vlr′ , . . . , vn}, and vli ≤G vlj only if i ≤ j.
Define lr′+1 = n+1 so that for all i, the equivalence class of [vli ]G contains li+1− li
vertices.
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2.5. The Torelli subgroups of Aut(AΓ) and Out(AΓ). The abelianisation of AΓ,
given by H1(AΓ) = AΓ/[AΓ, AΓ], is a free abelian group generated by the images
of the vertices under the abelianisation map AΓ → AΓ/[AΓ, AΓ]. This induces a
natural map
Φ : Aut(AΓ)→ Aut(H1(AΓ)).
Once and for all we fix the basis of H1(AΓ) to be the image of V (Γ) under the
abelianisation map. This allows us to identify Aut(H1(AΓ)) with GLn(Z). This is
the viewpoint which we will take for the rest of the paper. We say that kerΦ =
T (AΓ) is the Torelli subgroup of Aut(AΓ). Every partial conjugation lies in T (AΓ).
If vi, vj and vk are distinct vertices, with lk(vi) ⊂ st(vj) ∩ st(vk) and [vj , vk] 6= 0,
then the mapping
Kijk(vl) =
{
vi[vj , vk] l = i
vl l 6= i,
defines a nontrivial element of T (AΓ).
Definition 2.4. Let MΓ be the subset of Aut(AΓ) consisting of:
(1) Partial conjugations.
(2) Elements of the form Kijk, where [vj , vk] 6= 1, lk(vi) ⊂ st(vj) ∩ st(vk), and
j < k.
We add the restriction that j < k in the above definition as Kijk = K
−1
ikj . In
[12], Day proves the following theorem:
Theorem 2.5 ([12], Theorem B). MΓ is a generating set of T (AΓ).
Let Inn(AΓ) denote the set of inner automorphisms of AΓ. As Φ sends every
element of Inn(AΓ) to the identity, we can factor out Inn(AΓ) to obtain a map
Φ : Out(AΓ)→ GLn(Z).
We define T (AΓ) = kerΦ, and call this group the Torelli subgroup of Out(AΓ).
2.6. Restriction, exclusion, and projection homomorphisms. Suppose that
Γ′ is a full subgraph of Γ, so that AΓ′ can be viewed as a subgroup of AΓ in the
natural way. We say that the conjugacy class of AΓ′ is preserved by G < Out(AΓ)
if for every element [φ] ∈ G there exists a representative ψ ∈ [φ] such that ψ(AΓ′) =
AΓ′ .
Proposition 2.6. If G preserves the conjugacy class of AΓ′ then there is a homo-
morphism RΓ′ : G→ Out(AΓ′ ).
Proof. Let [φ] ∈ G. Let ψ and ψ′ be two representatives of [φ] such that ψ|AΓ′ and
ψ′|AΓ′ are automorphisms of AΓ′ . Then ψ and ψ
′ differ by an inner automorphism
adg with gAΓ′g
−1 = AΓ′ . By Proposition 2.2 of [8] there exists g1 ∈ AΓ′ and g2 in
the centraliser of AΓ′ such that g = g1g2. It follows that ψ|AΓ′ and ψ|AΓ′ differ by
adg1 and represent the same elements of Out(AΓ′ ). Hence [φ] 7→ [ψ|AΓ′ ] gives the
required homomorphism. 
We say that RΓ′ is a restriction map. Rather than asking that G preserves
the conjugacy class of AΓ′ we may impose the weaker requirement that the normal
closure 〈〈AΓ′ 〉〉 of AΓ′ is fixed setwise by a (equivalently, any) representative of each
element of G. In this case, we say that G preserves the normal closure of AΓ′ , and
one can show the following:
Proposition 2.7. Suppose that the normal closure of AΓ′ is preserved by a subgroup
G < Out(AΓ). Then there is a homomorphism
EΓ′ : G→ Out(AΓ/〈〈AΓ′〉〉) ∼= Out(AΓ−Γ′),
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which we call the exclusion map.
Example 2.8. If Γ is connected and v is a maximal vertex with respect to the
standard ordering then the conjugacy classes of A[v] and Ast[v] are preserved by
Out0(AΓ) ([9], Proposition 3.2). Therefore there is a restriction map
Rv : Out
0(AΓ)→ Out
0(Ast[v]),
an exclusion map
Ev : Out
0(AΓ)→ Out
0(AΓ−[v]),
and a projection map
Pv : Out
0(AΓ)→ Out
0(Alk[v])
obtained by combining the restriction and exclusion maps. We can take the direct
sum of these projection maps over all maximal equivalence classes [v] to obtain the
amalgamated projection homomorphism:
P : Out0(AΓ)→
⊕
[v] maximal
Out0(Alk[v])
Example 2.9. If Γ is not connected, then there exists a finite set {Γi}ki=1 of
connected graphs containing at least two vertices and an integer N such that AΓ ∼=
FN∗ki=1AΓi . Each generator of Out
0(AΓ) sendsAΓi to a conjugate of itself, therefore
the conjugacy class of AΓi is preserved by Out
0(AΓ), and for each i we obtain a
restriction map
Ri : Out
0(AΓ)→ Out
0(AΓi).
Furthermore, the normal closure of ∗i∈IAΓi is preserved by Out(AΓ) and there is
an exclusion map
E : Out(AΓ)→ Out(FN ).
Charney and Vogtmann have shown that when Γ is connected the maps in Ex-
ample 2.8 describe Out(AΓ) almost completely. There are two cases: when the
centre of AΓ, which we write as Z(AΓ), is trivial, and when Z(AΓ) is nontrivial. In
the first case, they show the following:
Theorem 2.10 ([9], Theorem 4.2). If Γ is connected and Z(AΓ) is trivial, then
kerP is a finitely generated free abelian group.
When Z(AΓ) is nontrivial there is a unique maximal abelian equivalence class
[v]. Also A[v] = Z(AΓ) and we are in the following situation:
Proposition 2.11 ([9], Proposition 4.4). If Z(AΓ) = A[v] is nontrivial, then
Out(AΓ) ∼= Tr⋊ (GL(A[v])×Out(Alk[v])),
where Tr is the free abelian group generated by the transvections [ρij ] such that
vi ∈ lk[v] and vj ∈ [v]. The map to GL(A[v]) is given by the restriction map Rv,
and the map to Out(Alk[v]) is given by the projection map Pv. The subgroup Tr is
the kernel of the product map Rv × Pv.
In the above proposition we do not need to restrict Rv and Pv to Out
0(AΓ), as
every automorphism of AΓ preserves Z(AΓ) = A[v]. When Γ is disconnected, the
restriction and exclusion maps of Example 2.9 give us less information. As above,
we may amalgamate the restriction maps Ri and the exclusion map E, however in
this situation the kernel of the amalgamated map is more complicated.
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3. The lower central series of AΓ
In this section we shall gather some results on the lower central series of AΓ and
its associated Lie algebra that we require in the rest of the paper. In Proposition 3.8
we give a basis for the free abelian group γ2(AΓ)/γ3(AΓ) and in Theorem 3.11 we
give information about the structure of the Lie algebra L = ⊕∞i=1γi(AΓ)/γi+1(AΓ).
From Magnus’ work, most of the results are well known in the free group case (see,
for example, Chapter 5 of [24] or Chapter 2 of [4]). The extension to right-angled
Artin groups originally appeared in Droms’ thesis [13] and in papers of Duchamp
and Krob [15, 16]. Right-angled Artin groups are known as graph groups and
partially commutative groups respectively in these works. See [32] for a survey of
some of the key results in this area.
3.1. The Lie algebra L and its enveloping algebra U . Let γc(AΓ) be the
cth term in the lower central series of AΓ, so that γ1(AΓ) = AΓ and γc+1(AΓ) =
[γc(AΓ), AΓ]. As we are keeping AΓ fixed throughout we shall often shorten γc(AΓ)
to simply γc. Let Lc = γc/γc+1. Let L = ⊕
∞
i=1Li. An element of L is of the form∑∞
i=1 gi.γi+1 with gi ∈ γi, and all but finitely many gi are equal to the identity.
As [γc, γd] ⊂ γc+d, the Z–module L inherits a graded Z–Lie algebra structure by
taking commutators in AΓ as follows:
[
∞∑
i=1
gi.γi+1,
∞∑
i=1
hi.γi+1] =
∞∑
c=2
∑
i+j=c
[gi, hj ].γc+1.
L is generated by the images of v1, . . . , vn in L1.
Definition 3.1. We say that an element g ∈ AΓ is positive if it is represented by
a positive word in V (Γ) (without using letters of the form v−1).
The set of positive elements in AΓ forms a monoid M . Let Mi be the subset
of M consisting of positive words of length i. Then M0 is the set containing the
identity element (the only word of length 0).
Definition 3.2. Let U be the free Z–module with a basis given by elements of M.
Let Ui be the submodule of U spanned byMi. Then U = ⊕∞i=0Ui, and multiplication
in AΓ gives U the structure of a graded Z–algebra.
We will distinguish elements of U from AΓ by writing positive elements in
{v1, . . . ,vn} rather than {v1, . . . , vn}. Let U∞ be the algebra extending U by
allowing infinitely many coefficients of a sequence of positive elements to be non-
zero. Any element of U∞ can be written uniquely as a power series a =
∑∞
i=0 ai,
where ai is an element of Ui. We say that ai is the homogeneous part of a of de-
gree i. Each ai is a linear sum of positive elements of length i, so is of the form
ai =
∑m
k=1 λkgk, where gk is a positive element in AΓ of length i and λk ∈ Z \ {0}.
Let U∗ be the group of units in U∞. If a is of the form a = 1 +
∑∞
i=1 ai, then
a ∈ U∗ and
a−1 = 1− (a1 + a2 + · · · ) + (a1 + a2 + · · · )
2 − . . . = 1 +
∞∑
i=1
bi,
where b1 = −a1 and bj = −aj −
∑j−1
i=1 biaj−i recursively. We have abused notation
slightly in the above by writing 1 as the leading coefficient rather than 1.1AΓ . We
may use U∞ to study AΓ via the following theorem:
Theorem 3.3 (Droms [13], Duchamp and Krob [16, Theorem 1.2]). The mapping
vi 7→ 1 + vi induces an injective homomorphism µ : AΓ → U∗.
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µ is sometimes called the Magnus map or Magnus morphism. There is a central
series D1 ≥ D2 ≥ D3 . . . of U∗ defined by letting a ∈ Dc if and only if ai = 0 when
0 < i < c. It is related to the lower central series of AΓ by the following theorem:
Theorem 3.4 ([16], Theorem 2.2). For all c we have µ−1(Dc) = γc.
As ∩∞c=1Dc = {±1}, it follows that ∩
∞
c=1γc = {1}, hence AΓ is residually nilpo-
tent. This gives one an effective way of studying the lower central series of AΓ.
Let µ(g)i be the ith homogeneous part of µ(g). Let L(U) be U endowed with
the Lie bracket defined by [u1, u2] = u1.u2 − u2.u1. Then U and L are related by
the following theorem:
Theorem 3.5. L is a free Z–module, and therefore each Li = γi/γi+1 is a free
abelian group. There is a homomorphism αi : Li → Ui given by g.γi+1 7→ µ(g)i
which induces an injective Lie algebra homomorphism α : L→ L(U), so that α(L)
is the Lie subalgebra of L(U) generated by {v1, . . . ,vn}.
Proof. Duchamp and Krob showed that L is isomorphic to a free partially commu-
tative Lie Z–algebra [16, Theorem 2.1] and that this algebra is free as a Z–module
[15, Corollary II.16]. They also show that L(U) is its enveloping algebra [15, Corol-
lary I.2], and as L is free as a Z–module, the natural map from L into its enveloping
algebra is injective by the Poincare´–Birkhoff–Witt Theorem [4, I.2.7 Corollary 2].
It only remains to check that α is this natural map. This is described in Section 6
of [32]. 
It is helpful to get get a clear picture of a basis for L (or equivalently, of α(L)).
We use the basis consisting of Lyndon heaps, or Lyndon elements, introduced by
Lalonde [22]. We do not need a complete description of a basis, but will make use
of the following theorem:
Theorem 3.6 (Lalonde, [22]). There is a total ordering <M of M and a basis
B = {β(g)}g∈LH of L indexed by a subset LH ⊂M such that:
(1) Each α(β(g)) ∈ U is a homogeneous element of degree |g|.
(2) The coefficient of g in α(β(g)) ∈ U|g| is equal to 1.
(3) If the coefficient of h is non-zero in α(β(g)) then g ≤M h.
The element β(g) ∈ L is obtained from g by an appropriate bracketing operation.
Theorem 3.6 has the following useful corollary:
Corollary 3.7. Let pL and pU be the ideals consisting of pth multiples of elements
in L and U respectively. Let x ∈ L. Then x ∈ pL if and only if α(x) ∈ pU .
Proof. As α is a homomorphism, if x ∈ pL then α(x) ∈ pU . Conversely, suppose
that α(x) ∈ pU , so that the coefficient of every term in α(x) is divisible by p. By
Theorem 3.6, there exist g1, . . . , gm ∈ LH and i1, . . . , im ∈ Z such that
α(x) = i1α(β(g1)) + i2α(β(g2)) + · · ·+ imα(β(gm)).
We may also assume that g1 <M g2 <M · · · <M gm. By Parts 2 and 3 of Theo-
rem 3.6, the element g1 is minimal in the decomposition of α(x) and has coefficient
i1. Hence i1 = pj1 for some j1 ∈ Z. Then α(x − pj1β(g1)) ∈ pU and
α(x− pj1β(g1)) = i2α(β(g2)) + · · ·+ imα(β(gm)).
By the same argument as above p divides i2, and continuing by induction we find
that p divides ik for all k. Hence x ∈ pL. 
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3.2. More information on the structure of L. We now use our associative
algebra to give us information about the the structure of L.
Proposition 3.8. Let S = {[vi, vj ] : i < j, [vi, vj ] 6= 0}. The set S.γ3 is a basis of
the free abelian group L2 = γ2/γ3.
Proof. The group γ2 = [AΓ, AΓ] is the normal closure of S, therefore any element
g ∈ γ2 is of the form g = g1s
e1
1 g
−1
1 · · · gks
ek
k g
−1
k , where si ∈ S and gi ∈ AΓ. However,
[gi, si] ∈ γ3 for all i, therefore the image of g in γ2/γ3 is equal to s
e1
1 · · · s
ek
k .γ3 and
L2 is generated by the set S.γ3. We have
µ([vi, vj ]) = (1 + vi)(1 + vj)(1 + vj)
−1(1 + vi)
−1
= (1 + vi)(1 + vj)(1 − vi + vi
2 − · · · )(1− vj + vj
2 − · · · )
= 1 + vivj − vjvi + · · ·
Under the homomorphism α2 : L2 → U2 given in Theorem 3.5 we have
α2([vi, vj ].γ3) = µ([vi, vj ])2 = vivj − vjvi.
The free abelian group (or free Z–module) U2 has a basis consisting of positive
elements of length 2 in AΓ, the set:
{v2i : vi ∈ V (Γ)} ∪ {vivj : vi, vj ∈ V (Γ) and i < j or [vi, vj ] 6= 0}.
The image of S.γ3 under α2 is linearly independent in U2, and therefore forms a
basis of L2. 
We shall use Proposition 3.8 in Section 4 to describe the abelianisation of T (AΓ).
Next, we look at the bracket operation in U . Let Z( ) denote the centre of a group
or Lie algebra.
Proposition 3.9. Suppose that Z(AΓ) = {1}. Let a =
∑m
k=1 λkgk be a (not
necessarily homogeneous) element of U . Then for each k there exists v ∈ V (Γ)
such that the coefficient of gkv in [a,v] is λk.
Proof. As we can move between any two reduced words representing gk by a se-
quence of swaps of consecutive commuting letters the set of vertices that can occur
at the start of reduced word representing gk forms a clique in Γ – all such vertices
commute. Call this set init(gk). Pick w ∈ init(gk). As Z(AΓ) = {1} there ex-
ists v ∈ V (Γ) such that [v, w] 6= 1. Hence v 6∈ init(gk). We want to look at the
coefficient of gkv in
[a,v] =
m∑
k=1
λkgkv −
m∑
k=1
λkvgk.
Clearly gkv = glv if and only if k = l. Also, w ∈ init(gkv) so v 6∈ init(gkv). As
v ∈ init(vgl) for all l we have gkv 6= vgl. Hence the coefficient of gkv in [a,v] is
λk. 
The above lets us control the centre of L, as well as the centre of its quotient by
the ideal pL consisting of pth multiples of elements in L, and its quotient by the
ideal ⊕∞i=c+1Li. We first frame this in terms of elements of AΓ:
Proposition 3.10. Suppose that Z(AΓ) = {1} and g ∈ γc. Then
• If [g, v] ∈ γc+2 for all v ∈ V (Γ) then g ∈ γc+1.
• If for each v ∈ V (Γ) there exists w ∈ γc+1 such that [g, v].γc+2 = wp.γc+2
then there exists h ∈ γc such that g.γc+1 = hp.γc+1.
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Proof. Suppose that g 6∈ γc+1, and let α(g.γc+1) =
∑k
i=1 λkgk with λk 6= 0 for all
k. For every v ∈ V (Γ), we have:
α([g, v].γc+2) = α([g.γc+1, v.γ2])
= [α(g.γc+1), α(v.γ2)]
= [α(g.γc+1),v].
By Proposition 3.9, for all k there exists v ∈ V (Γ) such that the coefficient of gkv
in α([g, v].γc+2) is equal to λk. In particular [g, v].γc+2 6= 0 and [g, v] 6∈ γc+2. This
completes the first part of this proposition. For the second part, assume further
that g.γc+1 is not a pth power in γc/γc+1. Then g.γc+1 does not lie in pL, and
α(g.γc+1) does not lie in pU by Corollary 3.7. Therefore we can choose λk and v as
above so that p does not divide λk, and so that α([g, v].γc+2) is not a pth multiple
in U . Hence there does not exist w such that [g, v].γc+2 = w
p.γc+2. 
Given x ∈ Lr {0} the above proposition tells us that we can find v ∈ V (Γ) such
that [x, v.γ2] 6= 0. If x 6∈ ⊕
∞
i=cLi we can choose v such that [x, v.γ2] 6∈ ⊕
∞
i=c+1Li.
Finally, if x 6∈ pL we can choose v such that [x, v.γ2] 6∈ pL. Hence:
Theorem 3.11. If Z(AΓ) = {1} then Z(L) = Z(L/pL) = 0 and Z(L/(⊕∞i=c+1Li)) =
Lc/(⊕∞i=c+1Li).
4. The Andreadakis–Johnson Filtration of T (AΓ)
In this section we follow the methods of Bass and Lubotzky [1] to extend the
notion of higher Johnson homomorphisms from the free group setting to general
right-angled Artin groups. Coupled with the work in the previous sections of the
paper, these allow us to describe the abelianisation of T (AΓ), and show that T (AΓ)
has a separating central series G1, G2, G3, . . . where each quotient Gi/Gi+1 is a
finitely generated free abelian group. This was first studied in the case of free
groups by Andreadakis. We show that the image of this series in Out(AΓ) satisfies
the same results.
4.1. Definition and application to H1(T (AΓ)). As γc is characteristic, there is
a natural map Aut(AΓ)→ Aut(AΓ/γc). Let Gc−1 be the kernel of this map. Then
G0 = Aut(AΓ) and G1 = T (AΓ). Let g¯ denote the image of g in H1(AΓ). The
following proposition is proved in the same way as Proposition 2.2 of [6].
Proposition 4.1. Let φ ∈ Gc, where c ≥ 1. There is a homomorphism τc(φ) :
L1 → Lc+1 defined by τc(φ)(g¯) = φ(g)g−1.γc+2. The map
τc : Gc → Hom(L1, Lc+1)
is also homomorphism with ker(τc) = Gc+1.
As ∩∞c=1γc = {1} (from Theorem 3.4), it follows that ∩
∞
c=1Gc = {1}. As L1 and
Lc+1 are free abelian (Theorem 3.5), Hom(L1, Lc+1) is free abelian, and therefore
Gc/Gc+1 is free abelian. One can check that [Gc, Gd] ⊂ Gc+d, so that G1, G2, G3, . . .
is a central series of T (AΓ). The rank of each Lc has been calculated in [16],
although more work is needed to calculate the ranks of the quotients Gc/Gc+1.
In the free group case G1/G2, G2/G3 and G3/G4 are known [28, 29] but as yet
there is no general formula. In this paper we restrict ourselves to studying the
abelianisation of T (AΓ), using the generating set MΓ defined in Section 2.5.
Theorem 4.2. The first Johnson homomorphism τ1 maps MΓ to a free generating
set of a subgroup of Hom(L1, L2). The abelianisation of T (AΓ) is isomorphic to the
free abelian group on the set MΓ, and G2 is the commutator subgroup of T (AΓ).
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Proof. By Proposition 3.8, the free abelian group L2 has a basis consisting of the
set {[vi, vj ].γ3 : i < j, [vi, vj ] 6= 0}. This allows us to obtain an explicit description
of the images of elements of MΓ:
τ1(Kij)(vl) =
{
1.γ3 if vl 6∈ Γij
[vj , vl].γ3 if vl ∈ Γij
τ1(Kijk)(vl) =
{
1.γ3 if l 6= i
[vj , vk].γ3 if l = i
These elements are linearly independent in Hom(L1, L2). The second statement
follows immediately, and the third follows as G2 = ker(τ1). 
Corollary 4.3. MΓ is a minimal generating set of T (AΓ).
4.2. Example: the pentagon. Suppose that Γ is the pentagon shown in Figure 1.
In this case, if vi ≤ vj then vi = vj , therefore no elements of the form Kijk exist in
Figure 1. The pentagon graph.
T (AΓ). Removing st(vi) from Γ leaves exactly one connected component consisting
of the two vertices opposite vi, therefore
MΓ = {K13,K24,K35,K41,K52}.
Hence H1(T (AΓ)) = G1/G2 ∼= Z5. Also, {[v1, v3], [v1, v4], [v2, v4], [v2, v5], [v3, v5]} is
a set of coset representatives of γ2 in γ3, therefore Hom(L1, L2) ∼= Z25. In particular
τ1 is not surjective (in contrast to the free group situation — see [28]).
4.3. Extension to Out(AΓ). We’d now like to move our attention to the images
of G1, G2, . . . in Out(AΓ), which we will label H1, H2, . . . respectively. Let π be the
natural projection Aut(AΓ)→ Out(AΓ). The action of an element of AΓ on AΓ by
conjugation induces a homomorphism ad : AΓ → Aut(AΓ).
Lemma 4.4. If Z(AΓ) = {1}, then g ∈ γc if and only if ad(g) ∈ Gc.
Proof. If g ∈ γc then ghg−1.γc+1 = h.γc+1 for all h ∈ AΓ. Hence ad(g) ∈ Gc.
Conversely, suppose that g 6∈ γc. Then there exists a unique integer d < c with
g ∈ γd and g 6∈ γd+1. By Proposition 3.10, there exists v ∈ V (Γ) such that
[g, v] 6∈ γd+2. As γc+1 ⊂ γd+2 we have gvg−1.γc+1 6= v.γc+1. Hence ad(g) 6∈ Gc. 
Proposition 4.5. When Z(AΓ) = {1} we have an exact sequence of abelian groups:
0→ γc/γc+1
α
−→ Gc/Gc+1
β
−→ Hc/Hc+1 → 0,
where α and β are induced by ad and π respectively.
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Proof. By Lemma 4.4, the map α is injective. The sequence H1, H2, . . . , is defined
to be the image of G1, G2, . . . in Out(AΓ), so the map β is surjective. Furthermore,
π(ad(AΓ)) = {1}, so that im(α) ⊂ ker(β). It remains to check that ker(β) ⊂ im(α).
Suppose that φ ∈ Gc and [φ] ∈ Hc+1. Then there exists g ∈ AΓ and ψ ∈ Gc+1
such that φ = ad(g)ψ. Then ad(g) = φψ−1 ∈ Gc, so by Lemma 4.4 we have g ∈ γc.
Hence φ.Gc+1 = ad(g).Gc+1 and φ.Gc+1 is in the image of γc/γc+1. 
Theorem 4.6. If Z(AΓ) = {1} and c ≥ 1 then the group Hc/Hc+1 is torsion-free.
Proof. Let [φ] ∈ Hc with φ ∈ Gc and suppose that [φ]p.Hc+1 = 0. Then φp.Gc+1
lies in kerβ and by the exact sequence in Proposition 4.5 there exists g ∈ γc such
that φp.Gc+1 = ad(g).Gc+1. As φ ∈ Gc, for every v ∈ V (Γ) there exists w ∈ γc+1
such that φ(v) = vw. Hence τc(φ)(v) = φ(v)v
−1.γc+2 = w.γc+2. Therefore
[g, v].γc+2 = ad(g)(v)v
−1.γc+2
= τc(ad(g))(v) (definition of τc)
= τc(φ
p)(v) (ad(g).Gc+1 = φ
p.Gc+1)
= τc(φ)
p(v) (τc is a homomorphism)
= wp.γc+2.
From Proposition 3.10 it follows that there exists h ∈ γc such that h
p.γc+1 = g.γc+1,
and applying ad gives ad(h)p.Gc+1 = ad(g).Gc+1 = φ
p.Gc+1. As Gc/Gc+1 is a
free abelian group, it has unique roots, so that ad(h).Gc+1 = φ.Gc+1. Hence
[φ].Hc+1 = 0, and Hc/Hc+1 is torsion-free. 
We now adapt a well-known fact about Out(Fn) to Out(AΓ).
Proposition 4.7. The intersection ∩∞c=1Hc is trivial.
Proof. Let φ ∈ Aut(AΓ), and suppose that [φ] ∈ Hc for all c. Then for every
element g ∈ AΓ, we know that φ(g) is conjugate to g in AΓ/γc for all c. Toinet
has shown that RAAGs are conjugacy separable in finite p–group, (and therefore
nilpotent) quotients [31]; this tells us that φ(g) is conjugate to g. Furthermore,
Minasyan ([26], Proposition 6.9) has shown that if φ takes every element of AΓ to
a conjugate, then φ itself is an inner automorphism. Hence ∩∞c=1Hc = {1}. 
Therefore if Z(AΓ) is trivial then H1, H2, H3 . . . is central series of T (AΓ), with
trivial intersection, such that the consecutive quotients Hc/Hc+1 are free abelian.
Corollary 4.8. If Z(AΓ) is trivial then T (AΓ) is residually torsion-free nilpotent.
4.4. The situation when Z(AΓ) is nontrivial. Suppose that Z(AΓ) is nontriv-
ial. Let [v] be the unique maximal equivalence class of vertices in Γ. By Proposi-
tion 2.11, there is a restriction map Rv and a projection map Pv like so:
Rv : Out(AΓ)→ GL(Z(AΓ)) ∼= GL(A[v])
Pv : Out(AΓ)→ Out(AΓ/Z(AΓ)) ∼= Out(Alk[v]).
The kernel of the map Rv × Pv is the free abelian subgroup Tr generated by the
transvections [ρij ] such that vi ∈ lk[v] and vj ∈ [v]. Elements of Out(AΓ) that
lie in Tr act non-trivially on H1(AΓ), as do elements that are nontrivial under Rv.
It follows that T (AΓ) is mapped isomorphically under Pv onto T (Alk[v]). As the
centre of Alk[v] is trivial, this lets us promote the above work to any right-angled
Artin group:
Theorem 4.9. For any graph Γ, the group T (AΓ) is residually torsion-free nilpo-
tent.
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5. SL–dimension and projection homomorphisms for subgroups of
Out(AΓ).
In Section 6 we will restrict the actions of certain groups on RAAGs of bounded
SL–dimension by using an induction argument based on the number of vertices
in Γ, combined with projection homomorphisms. Unfortunately our definition of
SL–dimension described in the introduction can behave badly under projection,
restriction, and inclusion homomorphisms. In particular, if, v is a maximal vertex
in a connected graph Γ, then it is not always true that dSL(lk[v]) ≤ dSL(Γ). To get
round this problem, we define the SL–dimension dSL(G) of an arbitrary subgroup
G ≤ Out(AΓ) and show that if instead we look at the image of Out(AΓ) under
such homomorphisms, then the SL–dimension will not increase (for instance, it will
always be the case that dSL(Pv(Out(AΓ))) ≤ dSL(Out(AΓ))).
Proposition 5.1. Let G ≤ Out(AΓ) be generated by the subset T = G ∩ SΓ of
our standard generating set SΓ of Out(AΓ). Let G0 be the subgroup of G generated
by the extended partial conjugations, inversions, and transvections in T and let
PTG0 be the subgroup of G generated solely by the extended partial conjugations
and transvections in T . Then G0 and PTG0 are finite-index normal subgroups of
G.
Proof. Suppose α is a graph symmetry that moves the vertices according to the
permutation σ. We find that αKijα
−1 = Kσ(i)σ(j), αρijα
−1 = ρσ(i)σ(j) and
αsiα
−1 = ασ(i). As T = G ∩ SΓ, if [φ] and [α] belong to T , then so does [αφα
−1].
Therefore if W is a word in T ∪ T−1 one may shuffle graph symmetries along so
that they all occur at the beginning of W . As the group of graph symmetries is
finite, this shows that G0 is finite index in G, and the above computations verify
that G0 is normal in G. Similarly, with inversions one verifies that:
ρklsi =


siρkl i 6= k, l
siρ
−1
ki i = l
siK
−1
il ρ
−1
il i = k, [vi, vl] 6= 0
siρ
−1
il i = k, [vi, vl] = 0
and Kklsi =
{
siKkl i 6= l
siK
−1
kl i = l
.
These show that PTG0 is normal in G0, and we may write any element of G0 in
the form [sǫ11 . . . s
ǫn
n φ
′], where ǫi ∈ {0, 1} and φ′ is a product of extended partial
conjugations and transvections. Therefore PTG0 is of index at most 2n in G0. 
Now lets look at the generators of Aut(AΓ) (respectively Out(AΓ)) under the
map Φ : Aut(AΓ)→ GLn(Z) (respectively Φ : Out(AΓ)→ GLn(Z)). If α is a graph
symmetry, then Φ(α) is the appropriate permutation matrix corresponding to the
permutation α induces on the vertices. For a partial conjugation Kij we see that
Φ(Kij) is the identity matrix I; Φ sends the inversion si to the matrix Si which
has 1 everywhere on the diagonal except for −1 at the (i, i)th position, and zeroes
everywhere else, and Φ sends the transvection ρij to the matrix Tji = I+Eji, where
Eji is the elementary matrix with 1 in the (i, j)th position, and zeroes everywhere
else. The swapping between ρij and Tji may seem a little unnatural, but occurs as
a choice of having Aut(AΓ) act on the left. It follows that the image of PTAut
0(AΓ)
under Φ is the subgroup of GLn(Z) generated by matrices of the form Tij , where
vj ≤ vi. After restricting our attention to G0 and PTG0 our main tool for studying
the image of Out(AΓ) and its subgroups under Φ will be by ordering the vertices
of Γ in the manner described in Sections 2.3 and 2.4. If we order the vertices as in
Section 2.3, then [ρij ] ∈ Out(AΓ) only if either vi and vj are in the same equivalence
class of vertices, or i ≤ j. It follows that a matrix in the image of Φ|Out0(AΓ) has a
JOHNSON HOMOMORPHISMS AND ACTIONS OF LATTICES ON RAAGS 15
block decomposition of the form:
M =


M1 0 . . . 0
∗ M2 . . . 0
. . . . . . . . . . . . . . . . . . .
∗ ∗ . . . Mr

 ,
where the ∗ in the (i, j)th entry in the block decomposition may be non-zero if
[vmj ] ≤ [vmi ], but zero otherwise.
Similarly, given a subgroup G ≤ Out(AΓ) generated by a subset of SΓ, if we
order the vertices by the method given in Section 2.4, a matrix in the image of
Φ|G0 has a block decomposition of the form:
M =


N1 0 . . . 0
∗ N2 . . . 0
. . . . . . . . . . . . . . . . . . .
∗ ∗ . . . Nr′

 ,
where the ∗ in the (i, j)th entry in the block decomposition may be non-zero if
[vlj ]G ≤ [vli ]G, but zero otherwise. If [v]G is an abelian equivalence class of vertices,
then G contains a copy SL(A[v]G) generated by the [ρij ] with vi, vj ∈ [v]. This fact
lends itself to the following definition:
Definition 5.2. For any (not necessarily finitely generated) subgroupG ≤ Out(AΓ),
the SL–dimension of G, written dSL(G), is defined to be the size of the largest
abelian equivalence class under ∼G. If there are no abelian equivalence classes
under ∼G, define dSL(G) = 1.
Remark 5.3. A result of Droms [14] tells us that Γ is determined by AΓ, however
Γ is not determined by Out(AΓ). Hence the definition of dSL(G) depends on our
choice of Γ and the embedding G ≤ Out(AΓ), as the definition of the equivalence
relation ∼G relies on our chosen generating set SΓ. This should not cause confusion
in the work that follows – we will only study subgroups G ≤ Out(AΓ) generated
by subsets of SΓ.
Roughly speaking, dSL(G) is the largest integer such that G contains an obvious
copy of SLdSL(G)(Z). Note that dSL(Out(AΓ)) is simply the size of the largest
abelian equivalence class under the relation ≤ defined on the vertices, so is equal
to dSL(Γ). As each abelian equivalence class of vertices is a clique in Γ, the SL–
dimension of Out(AΓ) is less than or equal to the size of a maximal clique in Γ (this
is known as the dimension of AΓ). We can now look at how G and its SL–dimension
behave under restriction, exclusion, and projection maps.
Lemma 5.4. Let G ≤ Out(AΓ) be generated by T = G ∩ SΓ. Suppose that Γ′ is
a full subgraph of Γ and the conjugacy class of AΓ′ in AΓ is preserved by G. Then
under the restriction map RΓ′ , the group RΓ′(G) ≤ Out(AΓ′) is generated by a
subset of SΓ′ , and dSL(RΓ′(G)) ≤ dSL(G).
Proof. One first checks that for an element [φ] ∈ T , either RΓ′([φ]) is trivial or
RΓ′([φ]) ∈ SΓ′ . This is obvious in the case of graph symmetries, inversions, and
transvections. In the case of partial conjugations if vj is not in Γ
′, or if Γij ∩Γ′ = ∅,
then RΓ′([Kij ]) is trivial. Otherwise, Γij ∩ Γ′ is a union of connected components
of Γ′ − st(vj), so that RΓ′([Kij ]) is an extended partial conjugation of AΓ′ . This
proves the first part of the lemma. To prove the second part of the lemma, we
first give an alternate definition of dSL(G) when G is generated by T = G ∩ SΓ.
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Elements in the image of G0 under Φ are of the form:
(1) M =


N1 0 . . . 0
∗ N2 . . . 0
. . . . . . . . . . . . . . . . . . .
∗ ∗ . . . Nr′

 ,
where each Ni is an invertible matrix of size li+1 − li. Each of the blocks is associ-
ated to either an abelian or non-abelian equivalence class in ∼G, so dSL(G) is the
size of the largest diagonal block in this decomposition associated to an abelian
equivalence class (or equal to 1 if there are no abelian equivalence classes). The
action of RΓ′(G)
0 on H1(AΓ′) is obtained by removing rows and columns from the
decomposition given in Equation (1), and this gives the block decomposition asso-
ciated to ∼RΓ′(G). It follows that the equivalence classes of ∼RΓ′ (G) are subsets of
the equivalence classes of ∼G. Any abelian equivalence class in ∼RΓ′ (G) containing
at least two vertices will then be a subset of an abelian equivalence class in ∼G.
Hence dSL(RΓ′(G)) ≤ dSL(G). 
The following lemma is shown in the same way:
Lemma 5.5. Let G ≤ Out(AΓ) be generated by T = G ∩ SΓ. Let Γ′ be a full
subgraph of Γ. Suppose that the normal subgroup generated by AΓ′ in AΓ is preserved
by G. Then under the exclusion map EΓ′ , the group EΓ′(G) ≤ Out(AΓ−Γ′ ) is
generated by a subset of SΓ−Γ′ , and dSL(EΓ′(G)) ≤ dSL(G).
As projection maps are obtained by the concatenation of a restriction and an
exclusion map, combining the previous two lemmas gives the following:
Proposition 5.6. Let G ≤ Out(AΓ) be generated by T = G∩SΓ. Suppose that Γ is
connected and v is a maximal vertex of Γ. Under the projection homomorphism Pv
of Example 2.8, the group Pv(G
0) ≤ Out(Alk[v]) is generated by a subset of Slk[v]
and dSL(Pv(G
0)) ≤ dSL(G) = dSL(G0).
6. Proof of Theorem 6.3
Suppose that a group Λ admits no surjective homomorphisms to Z, so that
Hom(Λ,Z) = 0. If a group H satisfies the property:
(∗) For every nontrivial subgroup H ′ ≤ H there exists a surjective
homomorphism H ′ → Z.
Then Hom(Λ, H) = 0, also. For instance, a simple induction argument on nilpo-
tency class gives the following:
Proposition 6.1. Suppose that Hom(Λ,Z) = 0 and H is a finitely generated
torsion-free nilpotent group. Then every homomorphism f : Λ→ H is trivial.
By Theorem 4.9 we know that T (AΓ) is residually torsion-free nilpotent. Com-
bining this with Proposition 6.1 gives:
Proposition 6.2. Suppose that Hom(Λ,Z) = 0 and f : Λ → T (AΓ) is a homo-
morphism. Then f is trivial.
Proof. Suppose that f : Λ → T (AΓ) is nontrivial. Pick x ∈ Λ with f(x) 6= 1. As
T (AΓ) is residually torsion-free nilpotent there exists a homomorphism g : T (AΓ)→
H onto a torsion-free nilpotent group H with g(f(x)) 6= 1. As T (AΓ) is finitely
generated, so is H . Then gf : Λ → H is nontrivial, contradicting Proposition 6.1.

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The overriding theme here is that we may build homomorphism rigidity results
from weaker criteria by carefully studying a group’s subgroups and quotients. This
is also the flavour of our main theorem:
Theorem 6.3. Suppose that G is a subgroup of Out(AΓ) generated by a subset
T ⊂ SΓ and dSL(G) ≤ m. Let
F (Γ′) = max{|V (Γ′)| : Γ′ ⊂ Γ and AΓ′ ≤ AΓ is a free group}.
Let Λ be a group. Suppose that for each finite index subgroup Λ′ ≤ Λ, we have:
• Every homomorphism Λ′ → SLm(Z) has finite image,
• For all N ≤ F (Γ), every homomorphism Λ′ → Out(FN ) has finite image.
• Hom(Λ′,Z) = 0.
Then every homomorphism f : Λ→ G has finite image.
The remainder of this section will be dedicated to a proof of Theorem 6.3. We
proceed by induction on the number of vertices in Γ. If Γ contains only one vertex,
then Out(AΓ) ∼= Z/2Z, so there is no work to do. As the conditions on Λ are
also satisfied by finite index subgroups, we shall allow ourselves to pass to such
subgroups without further comment.
Remark 6.4. If either m ≥ 2 or F (Γ) ≥ 2, then as there exist no homomorphisms
from Λ′ to SLm(Z) or Out(FF (Γ)) with infinite image, it follows that Hom(Λ
′,Z) = 0
also. This is always the case when G = Out(AΓ) and |V (Γ)| ≥ 2. Hence the above
statement of Theorem 6.3 is a strengthening of the version given in the introduction.
Let f : Λ → G be such a homomorphism. There are three cases to consider: Γ
is disconnected, Γ is connected and Z(AΓ) is trivial, or Γ is connected and Z(AΓ)
is nontrivial.
6.1. Γ is disconnected. In this case AΓ ∼= FN ∗ki=1 AΓi , where each Γi is a
connected graph containing at least two vertices. Let Λ′ = f−1(Out0(AΓ)). As
Out0(AΓ) is finite index in Out(AΓ), this means Λ
′ is finite index in Λ. As in
Example 2.9, for each Γi there is a restriction homomorphism:
Ri : Out
0(AΓ)→ Out
0(AΓi).
By Lemma 5.4, Ri(G) is generated by a subset Ti ⊂ SΓi , and dSL(Ri(G)) ≤ dSL(G).
As Γi is a proper subgraph of Γ, we have F (Γi) ≤ F (Γ) and |V (Γi)| < |V (Γ)|.
Hence, by induction Rif(Λ
′) is finite for each i, and there exists a finite index
subgroup Λi of Λ
′ such that Rif(Λi) is trivial. We may also consider the exclusion
homomorphism:
E : Out(AΓ)→ Out(FN ).
As N ≤ F (Γ), the group ker(Ef) is a finite index subgroup of Λ. Let
Λ′′ = ∩ki=1Λi ∩ ker(Ef).
As Λ′′ is the intersection of a finite number of finite index subgroups, it is also
finite index in Λ. We now study the action of Λ′′ on H1(AΓ). The transvection
[ρij ] belongs to Out
0(AΓ) only if either vi and vj belong to the same connected
component of Γ, or if vi is an isolated vertex of Γ. Therefore the action of Out
0(AΓ)
on H1(AΓ) has a block decomposition of the following form:

M1 0 . . . 0 ∗
0 M2 . . . 0 ∗
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . Mk ∗
0 0 . . . 0 Mk+1

 ,
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where Mi corresponds to the action on AΓi , and Mk+1 corresponds to the action
on FN . Moreover, as Rif(Λ
′′) is trivial for each i, and Ef(Λ′′) is trivial, the action
of Λ′′ on H1(AΓ) is of the form:

I 0 . . . 0 ∗
0 I . . . 0 ∗
. . . . . . . . . . . . . . . . .
0 0 . . . I ∗
0 0 . . . 0 I

 .
This means there is a homomorphism from Λ′′ to an abelian subgroup of GLn(Z).
As Hom(Λ′′,Z) = 0, this homomorphism must be trivial. Hence f(Λ′′) ⊂ T (AΓ).
By Proposition 6.2, this shows that f(Λ′′) is trivial. Hence f(Λ) is finite.
6.2. Γ is connected and Z(AΓ) is trivial. Let Λ
′ = f−1(Out0(AΓ)) = f
−1(G0).
For each maximal vertex v of Γ we have a projection homomorphism:
Pv : Out
0(AΓ)→ Out
0(Alk[v]).
By Proposition 5.6, Pv(G
0) is generated by a subset Tv ⊂ Slk[v] and dSL(Pv(G
0)) ≤
dSL(G
0) = dSL(G). As lk[v] is a proper subgraph of Γ, we have F (lk[v]) ≤ F (Γ)
and |V (lk[v])| < |V (Γ)|. Therefore by induction Pvf(Λ′) is finite. Let
Λ′′ =
⋂
[v] max.
ker(Pvf).
Then Λ′′ is a finite index subgroup of Λ and lies in the kernel of the amalgamated
projection homomorphism:
P : Out0(AΓ)→
⊕
[v] max.
Out0(Alk[v]).
By Theorem 2.10, kerP is a finitely generated free-abelian group. As Hom(Λ′′,Z) =
0, a homomorphism from Λ′′ to kerP must be trivial. Therefore f(Λ′′) is trivial
and f(Λ) is finite.
6.3. Γ is connected and Z(AΓ) is nontrivial. Suppose that Z(AΓ) is nontrivial.
Let [v] be the unique maximal equivalence class in Γ, so that Z(AΓ) = A[v]. Let Pv
and Rv be the restriction and projection maps given in Proposition 2.11 so that:
Rv : Out(AΓ)→ Out(A[v]) ∼= GL(A[v])
Pv : Out(AΓ)→ Out(Alk[v])
If [v] is not equal to the whole of Γ then by induction Pvf(Λ) and Rvf(Λ) are both
finite, and there exists a finite index subgroup Λ′ of Λ such that f(Λ′) is contained
in the kernel of Pv × Rv. By Proposition 2.11 this is the free abelian group Tr, so
the image of Λ′ in Tr is trivial, and f(Λ) is finite.
We may then assume that Γ = [v]. We now look at the ∼G equivalence classes
in Γ. As AΓ is free abelian, each [vi]G ⊂ [v] is abelian, and as dSL(G) ≤ m, every
such [vi]G contains at most m vertices. Therefore matrices in (the image of) G
0
(under Φ) are of the form:
M =


N1 0 . . . 0
∗ N2 . . . 0
. . . . . . . . . . . . . . . . . . .
∗ ∗ . . . Nr′

 ,
where the ∗ in the (i, j)th block is possibly non-zero if [vlj ] ≤ [vli ]. For each i,
we can look at the projection M 7→ Ni to obtain a homomorphism gi : PTG0 →
SLli+1−li(Z). As li+1 − li ≤ m, our hypothesis on Λ implies that gif(f
−1(PTG0))
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is finite for all i. Let Λi be the kernel of each map gif restricted to f
−1(PTG0).
Each Λi is finite index in Λ. Let Λ
′ = ∩ki=1Λi. Then matrices in the image of Λ
′
under f are of the form:
M =


I 0 . . . 0
∗ I . . . 0
. . . . . . . . . . . . .
∗ ∗ . . . I

 ,
and f(Λ′) is a torsion-free nilpotent group. By Proposition 6.1 this implies that
f(Λ′) is trivial, so f(Λ) is finite and this finishes the final case of the theorem.
7. Consequences of Theorem 6.3
We say that a group Λ is Z–averse if no finite index subgroup of Λ contains a
normal subgroup that maps surjectively to Z. This restriction gives a large class of
groups to which Λ cannot map. For instance, in [6] Bridson and the author prove
the following theorem:
Theorem 7.1. Suppose that Λ is a finitely generated Z–averse group and f : Λ→
Out(Fn) is a homomorphism. Then f(Λ) is finite.
In [6] the theorem is incorrectly stated as being true for infinitely generated
groups. The proof uses the fact that every finitely generated fully irreducible sub-
group of Out(Fn) contains a fully irreducible element [20]. Finite generation was
missing from the statement of this result in [20], but corrected in [19].
Note that if Λ is Z–averse, then every finite index subgroup of Λ is also Z–
averse. As there are no homomorphisms from a Z–averse group to SL2(Z) with
infinite image (as SL2(Z) is virtually free), combining the above with Theorem 6.3
we obtain:
Corollary 7.2. If Λ is a finitely generated Z–averse group, and Γ is a finite graph
that satisfies dSL(Γ) ≤ 2, then every homomorphism f : Λ → Out(AΓ) has finite
image.
We would like to apply Theorem 6.3 to irreducible lattices in higher-rank Lie
groups. For the remainder of this section Λ will be an irreducible lattice in a
semisimple real Lie group G with real rank rankRG ≥ 2, finite centre, and no
compact factors. Such lattices are Z-averse by Margulis’ normal subgroup theorem,
which states that if Λ′ is a normal subgroup of Λ then either Λ/Λ′ is finite, or
Λ′ ⊂ Z(G), so Λ′ is finite. The work of Margulis also lets us restrict the linear
representations of such lattices:
Proposition 7.3. If rankRG ≥ k then every homomorphism f : Λ → SLk(Z) has
finite image.
To prove this we appeal to Margulis superrigidity. The following two theorems
follow from [25], Chapter IX, Theorems 6.15 and 6.16 and the remarks in 6.17:
Theorem 7.4. Let H be a real algebraic group and f : Λ → H a homomorphism.
The Zariski closure of the image of f , denoted f(Λ), is semisimple.
Theorem 7.5 (Margulis’ Superrigidity Theorem). Let H be a connected, semisim-
ple, real algebraic group and f : Λ→ H a homomorphism. If
• H is adjoint (equivalently Z(H) = 1) and has no compact factors, and
• f(Λ) is Zariski dense in H,
then f extends uniquely to a continuous homomorphism f˜ : G→ H. Furthermore,
if Z(G) = 1 and f(Λ) is nontrivial and discrete, then f˜ is an isomorphism.
We may combine these to prove Proposition 7.3:
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Proof of Proposition 7.3. Let f : Λ → SLk(Z) be a homomorphism. By Theo-
rem 7.4, the Zariski closure of the image f(Λ) ⊂ SLk(R) is semisimple. Also, f(Λ)
has finitely many connected components — let f(Λ)0 be the connected compo-
nent containing the identity. Decompose f(Λ)0 = H1 ×K, where K is a maximal
compact factor. Then H1 is a connected semisimple real algebraic group with no
compact factors. We look at the finite index subgroup Λ1 = f
−1(H1) of Λ, so that
f(Λ1) = H1. As the centre of a subgroup of an algebraic group is contained in the
centre of its Zariski closure, f(Z(Λ1)) ⊂ Z(H1). This allows us to factor out cen-
tres in the groups involved. Let G2 = G/Z(G), Λ2 = Λ1/Z(Λ1) = Λ1/(Λ1 ∩ Z(G))
and H2 = H1/Z(H1). Then there is an induced map f2 : Λ2 → H2 satisfying
the conditions of Theorem 7.5. Therefore if f2(Λ2) 6= 1 there is an isomorphism
f˜2 : G2 → H2. However
rankRG2 = rankRG ≥ k
rankRH2 = rankRH1 ≤ rankR SLk(R) = k − 1.
This contradicts the isomorphism between H2 and G2. Therefore f2(Λ2) = 1. As
Z(Λ1) is finite, and Λ1 is finite index in Λ, this show that the image of Λ under f
is finite. 
Combining Proposition 7.3 with Theorems 7.1 and 6.3, this gives:
Theorem 7.6. Let G be a real semisimple Lie group with finite centre, no compact
factors, and rankRG ≥ 2. Let Λ be an irreducible lattice in G. If rankRG ≥ dSL(Γ),
then every homomorphism f : Λ→ Out(AΓ) has finite image.
The following corollary justifies our definition of SL–dimension, and shows that
you can’t hide any larger copies of SLn(Z) inside Out(AΓ):
Corollary 7.7. For k ≥ 3, the group Out(AΓ) contains a subgroup isomorphic to
SLk(Z) if and only if k ≤ dSL(Γ).
We can’t expect to have such a nice description of when Out(AΓ) contains a
copy of SL2(Z). As SL2(Z) is virtually free, it is easier to embed in other groups
than its higher-rank cousins.
Question 1. What properties does Γ require in order for SL2(Z) ≤ Out(AΓ)?
Having dSL(Γ) ≥ 2 is a sufficient condition, but as Out(F2) ∼= GL2(Z) it is
certainly not necessary.
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