This paper is devoted to the numerical resolution of a class of linear partial differential equations with an inhomogeneous Neumann boundary condition. A first order quadrilateral finite element method is used, together with a one-point integration formula. The resulting scheme is simple and widely used but its theory is not classical, in a sense described as "nonelliptic".
given in ¿2(Í2) and g is given in ¿2(f), and where cos(n, x) and cos(n, y) denote the direction cosines of the exterior normal to r. d
We propose to approximate this problem by an isoparametric quadrilateral finite element method of order one, coupled with a one-point integration formula. This method gives rise to a very simple scheme which, originally, was derived by several authors as a generalization of finite differences on irregular networks. Since then, it has been widely and successfully applied in practice to a variety of problems (cf. for instance, Hirt, Amsden & Cook [5] ). In a previous work, we have studied its application to a Dirichlet boundary value problem (cf. Girault [4] ).
The main originality of our method is that it violates Strang's ellipticity condition (cf. Strang & Fix [10] ), and for this reason, we shall call it nonelliptic. Because of the nonellipticity, this method cannot be studied by the now classical theory of finite element methods and numerical integration (cf. Ciarlet & Raviart [3] ). Therefore, its theory must be carried out through an entirely different approach. In order to explain why Strang's condition does not hold, let us recall very briefly the main steps of isoparametric finite element methods. It is now well known that isoparametric finite element methods are very well adapted to the resolution of second order boundary value problems on domains with curved boundaries. However, such methods require the evaluation of a great many integrals which are often difficult, if not impossible, to calculate exactly. As an illustration, in problem (1.1), (1.2), quadrilateral finite elements involve the integration of rational functions over rectangles, and the Neumann boundary condition leads to line integrals taken over curves which practically never coincide with sides of quadrilaterals.
None of these integrals can be calculated exactly. Therefore, for all practical purposes, finite element methods are nearly always coupled with one or more adequate integration formulas. Hence, a third step is added to the preceding two.
(3°). The integrals occurring in (1.5) are computed with suitable integration formulas, and (1.5) is approximated by: Find a function un in Vh such that (1.6) aniuh,vh) = Lhivh) WvnGVh. Now, if the quadrature formula uses enough integration points, then ah(vn, vh)
is uniformly equivalent to a(vh, vh) on Vh and Strang's ellipticity condition is satisfied. Otherwise, if the quadrature formula, however precise, has too few points then this equivalence is practically never uniform; and, therefore, scheme (1.6) is nonelliptic. Our approximation falls into the last category because a one-point integration formula does not have enough points to make the resulting scheme elliptic. As mentioned above, this is sufficient to break down the existing theory of finite element approximation. The major effort of this paper is to show that, nevertheless, the error in our method is of the order of h. A new theory is introduced, but the variational framework is maintained. Because of the Neumann condition, this requires, in particular, a careful analysis of the approximation near the boundary.
The next section states precisely what is meant by nonelliptic approximation in general and sets problem (1.1), (1.2) in a variational frame. Sections 3 and 4 are devoted to the approximation of the resulting problem. Section 5 gives an important discrete boundary value theorem. The results of these sections are used, in Section 6, to derive an error estimate for our approximation.
The presentation of this paper differs from that of our previous one (cf. Girault [4] ) in that we follow here more closely the finite element formalism. Although the two papers are independent, we have tried, as much as possible, to use the same notation. (cf. Lions [6] ). We assume that u belongs to some subspace 1/ of V; this amounts in fact to making a regularity hypothesis on u.
Let h he a positive parameter intended to tend to zero, and for each h, let Vh be a finite-dimensional subspace of V. Let vn I-► l|uftllA be a mapping defined on 1/ + Vn such that ||-||A is a norm on Vh. Let ah{uh, vn) be a bilinear form defined on (1/ + Vn)
x (1/ + Vh) satisfying conditions similar to (i) and (ii): (2.2) There exists a constant M, independent of h, such that !«!,(«*. «fc)l < MIMftlMft VWft G 1/ + Vh and Vu, G V". (2°) Although property (2.4) is not one of the hypotheses of Theorem 2.1, it is included here since it is obviously necessary to the consistency of (2.5) with (2.1). D 2.2. Variational Formulation. In order to apply the preceding approximation to problem (1.1), (1.2), we must first write it in a weakly equivalent variational form (cf. Lions [8] Let us make the following assumption on the coefficients:
Hypothesis HI iellipticity). There exists a constant y > 0 such that 2 2 Z «/A >0t, %j>lZ $ V(S,, £2) e tf2 and
a.e. in £2.
With the above assumptions, it can be shown (cf. Lions [7] ) that form L defined by (2.8) belongs to the dual space of //'(ii); if, moreover, llö,llLoo(nj, i -1,2, are small enough, then form a defined by (2.7) satisfies (i) and (ii). This can be summarized as follows: Proposition 2.1. If F is sufficiently smooth, a¡j, b¡ and d G Z,°°(í2),/6 ¿2(Í2), g G L2(T) and Hypothesis HI is satisfied, then problem (2.1) (2.7) (2.8) has a unique solution, provided \\b¡\\ oo(n. are sufficiently small. D
We shall take 1/ = //2(£2) D C'(Í2). Finally, in order to study properly the error estimate (2.6), it will be convenient to strengthen the regularity of the coefficients and boundary. We shall add the following hypotheses: Moreover, we assume that: Thus, there exists a compact set Ú containing both Í2 and ilfi.
Hypothesis (3.1) implies that each FK is invertible and we define space Vh as follows:
Finally, for each real function w defined at the vertices of Vh, let rhu be the function of Vh which takes the same value as u at the vertices of Qh. Remark 3.1. The situation here differs slightly from that of Section 2 since in general Vh Ç //1(Í2). In practice, this "variational crime" is not very important because Í2 and £2£ are fairly alike. Theoretically, the difficulty may be overcome by replacing Hl(£l) by H*(Ù) and extending functions atj, b¡, d and / to obtain functions, still denoted by a¡j, b¡, d and /, belonging, respectively, to C2(Í2) and C'fíí). We still denote by \1 the space //2(Í2) f~i Cl(Sl), and we extend continuously all functions of Vn to ñ, so that Vh C Hl(ñ). 
Vv e C°(K').
Here, F[ and F2 are exact for all polynomials of degree one. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Moreover, it is obvious that there exists a constant C0, independent of h, such that sup" JKix, y) < C0h2 VK*G£".
(x,y)<EK Thus we have the important bounds (3) (4) (5) (6) c0h2 < S* < C0h2 VK*Gdh, only be used when a K belongs to T. However, according to (3.5) , there exists at least one point a K on T such that dist(a K, a K) = OQi2). We then agree to use tôpq.K)™ F'\-(2°) It will be shown in Section 6 that the use of (3.9') instead of (3.9) does not change the error estimate. Similarly, un I-► lwj,lrft is « norm on V'h. D It can be shown by counterexample (cf. Girault [4] ) that the norm defined above, \\-\\h, is not uniformly equivalent on Vh to norm ||-||; hence our approximation is nonelliptic.
The following notation will be useful: let ¿er Lh(vn) be defined by (3.9) or (3.9'). 77zere exist two constants Xj and X2, independent of h, such that \Lh(Vh)\<\K\h+h\"h\ Vu, G V, Proof. Let, for instance, Ln(vn) be defined by (3.9). Then it follows from (3.10), (3.11) and H2 that M«fc)l < ^llco(ñ)^mes àt\vn\h + ll^llco(r)(mes OXliy D
We have thus shown that ah satisfies (2.2) and (2.3). However, Lemma 3.5 does not suffice to prove that Lh satisfies (2.4). To achieve this, we must find an estimate for \vh\rh in terms of ¡|uftllft. This is the object of Section 5. where c is another constant independent of u and A. As there is no loss of generality in having considered derivatives with respect to the first variable, (3.12) follows from these last inequalities, (3.14) and (3.6). The proof of (3.13) is much the same as that of (3.12). D Hence, if Qft is locally regular, then, for fixed u in f:
where C is a constant independent of h.
Remark 3.5. When K* is a parallelogram, the coefficient of |«|2 2 K, in the right-hand side of (3.15) vanishes, and if K* deviates slightly from a parallelogram, this coefficient is small. More precisely, if The proof is omitted since it is rather long and technical.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Lemma 5.4. Let C be one of the arcs of T. There exist a finite covering cf C, {Fj, r2, . . . , r"}, a set of directions, {d,, d2, . . . , dv}, and two positive numbers, t and T? such that, for 1 < i < v.
(1°) the cylinder of length t borne by T¡ in direction d¡ is contained in £2; (2°) r,-n ri+, ^ 0 (i^v) and the length of the chord to r¡ n T/+, is greater than r¡. A direction <ifc will be associated with each interval [Tk_1, Tk], 1 < k < v. Let ifk(T) denote the angle between dk and f'(f) on [ffc_j, rfc]. The covering and set of directions will be chosen so that (5.5) X < ifk(T) < 7T -X on [ffc_,, Tk] for 1 < * < P.
Let the first direction cfj (respectively, last direction dv) he that of the interior bisector to the angle between the tangents at the intersection of arc C and its preceding arc (respectively, following arc). Then ■^ <if,(a)<n--f and -f <^>p(b)<it-^.
Therefore, X<^j(a)<7t-X and X < (¿>j(ft) < 7r -X. t\ -a > 2At and b -b'> 2At.
• If r'j < b' + At, we take t, = t\ ,f1 = t, -At, and we choose for a2 the direction of the interior normal to C at t.. Then (5.5) certainly holds at Ti (since f2(j,) = tt/2), and we can repeat the process with starting point Tt and direction <i2. Since the length of each interval is greater than 2Ar, we reach b' + At after a finite number of steps.
• Figure 4) . In particular, v = 2 when C is a straight line. D Figure 4 Since T consists of a finite number of arcs, we derive the next theorem immediately from Lemma 5.4.
Theorem 5.1. There exist a finite covering ofT, fTj, T2, . . . , r"}, a set of directions, {d1, H2, . . . , ?n}, and two positive numbers I and h0 such that, for 1 < i <«:
(1°) the cylinder of length I borne by T¡ in direction d¡ is contained in £2; (2°) T,. n ri+ j ^ 0 and, except at the angular points of F, the length of the chord to T¡ Pi r/+ j is greater than h0. O From now on, we shall assume that h is sufficiently small for Corollary 5.1 to hold. Note that, for most domains, this is not a severe restriction.
Lemma 5.5. Let M and P be two adjacent nodes of th such that (for example) MP is oriented in the positive direction of integration. Let TM denote the parallelogram of Corollary 5.1. There exists an elementary path VM of length N and origin M such that:
• each cell of the string associated with VM cuts TM;
Proof. We only sketch the proof. It proceeds in two steps: (1°) We construct a string K0K1 • ■ • Kp of cells such that each K¡ cuts TM, K¡ and Ki+ j share a common side, PM is a side of K0 and finally, the distance from M to the center of K is greater than 1/2. Denote by Kp the side of K opposite to the common side of K and K' ,. In order to derive an upper bound for \on\rh, the last inequality must be summed over all M of th. In doing so, one must evaluate the maximum number of paths, corresponding to the different nodes of fft, that can cross a given cell. Now, to each M, there corresponds a different path PM and a different parallelogram TM such that each cell crossed by VM cuts TM. Hence, it suffices to evaluate the maximum number of parallelograms that can be cut by a given cell. The width of a cell is always smaller than 2/2, and, according to (4.4) and (5.5), the width of a parallelogram TM is always greater than a0h sin X. Therefore, a cell can intersect at most 2/a0 sin X parallelograms in one direction. As there are n directions, it follows that a cell can be crossed at most by 2n/a0 sin X different paths. This constant is independent of h. Therefore, Hence, if Lh is defined by (3.9) and h is sufficiently small, v^Ä*° ^Jh^W^-a^Wn)\<C3h, where C3 is a constant independent of A. Similarly, it can be shown that the same inequality holds, with a different constant, when Lh is defined by (3.9'). Hence, the theorem is proved. D When the solution and coefficients do not satisfy the regularity hypotheses included in n°2, we cannot show the error estimate (6.1). However, if we replace these by: u G H\Çl), a¡j, b¡, dandfG C°(S2) and g G C°(r), it can be shown, by a finite-difference approach, that ,. ( duh duh . \ ( bu bu \ in appropriate discrete L2 norms.
All the regularity hypotheses on Qn have already been encountered and discussed in our previous paper (cf. Girault [4] ). Nevertheless, the following points are worth stressing. The two conditions, global regularity and mean regularity, do not occur in the classical finite element theory. They are an inevitable consequence of the nonellipticity of our approximation. In other words, failure to satisfy Strang's ellipticity condition must be compensated by additional regularity on the quadrangulation. It is interesting to note that these two hypotheses are satisfied when the cells of Qh are nearly parallelograms, but this condition is not necessary. 6.2. Conclusion. From a practical point of view, the method we have studied in this paper is, by far, the simplest that can be derived in using quadrilateral finite elements: it leads to a nine-point scheme whose coefficients can be computed directly by a simple formula. Provided the quadrangulation is not too distorted, this method is of order one, a precision which is adequate in many applications. The important point of this paper has been to show that such a method could handle problems involving surface integrals without loss of accuracy.
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