The magnetohydrodynamic (MHD) equations of incompressible viscous fluids with finite electrical conductivity describe the motion of viscous electrically conducting fluids in a magnetic field. In this paper, we find twelve families of solutions of these equations by Xu's asymmetric and moving frame methods. A family of singular solutions may reflect basic characteristics of vortices. The other solutions are globally analytic with respect to the spacial variables. In particular, Bernoulli equation and Wronskian determinants play important roles in our approaches. Our solutions may also help engineers to develop more effective algorithms to find physical numeric solutions to practical models.
Introduction
In physics, magnetohydrodynamic (MHD) studies the motion of electrically conducting fluids in a magnetic field. Examples are astrophysical plasma, solar atmosphere, magnetosphere, thermonuclear fusion and liquid metal etc. Their motion described by the MHD equations (see [1] for the details), which coupled the Navier-Stokes equations and the Maxwell's equations.
There are many different approaches to the MHD equations. The wellposedness of these equations has been well studied (e.g., cf. [2, 3, 4, 5, 6, 7] ). Numerical methods for compressible case were developed in [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18] , etc. One can also find similar results for the incompressible case in [1, 19, 20, 21, 22, 23] . The Lagrange invariance of a generalized ion magnetic helicity was established for Hall MHD in [24] . Vodák [25] proved the existence of a weak, local in time solution to the compressible case on the whole space under special assumptions on pressure and entropy. For the historic introduction of the MHD equations, we refer the Section 1 of [26] .
In this paper, we investigate an incompressible case, that is, the MHD equations of incompressible viscous fluids with finite electrical conductivity (e.g., cf. [27] ):
(1.1)
2)
∇ · H = 0, (
3)
Here v = (u, v, w) t is the velocity vector, H = (H 1 , H 2 , H 3 ) t is the magnetic field vector, ν is the viscosity coefficient, µ 0 is the magnetic permeability and η is the magnetic viscosity. The superscript "t" denotes the transpose of a matrix or a vector.
Nucci [28] found the Lie point symmetries of these equations. Popovych [29, 30, 31 ] reduced (1.1)-(1.4) to ordinary differential equations and to partial differential equations in two and in three independent variables by means of Lie symmetries. Then he constructed some classes of similarity solutions.
In order to solve the three-dimensional Navier-Stokes equations, Xu [32] introduced a method of imposing asymmetric conditions on the velocity vector with respect to independent variables and a method of moving frame which reflect the rotation nature of flow. By these methods, he found seven families of non-steady rotating asymmetric solutions with multiple parameter functions. In particular, a family of singular solutions may reflect important features of vortices. The other solutions are globally analytic with respect to spacial variables. The goal of this work is to find similar solutions for the MHD equations (1.1)-(1.4).
Note that when H = 0, the MHD equations (1.1)-(1.4) become the three-dimensional NavierStokes equations. The factor of magnetic field makes the MHD equations much more complicated than the Navier-Stokes equations. For instance, Xu [32] reduced the Navier-Stokes equations under certain conditions to a linear differential equation, and we can only reduce the MHD equations to a system of linear differential equations. In particular, we have to use Wronskian determinants to solve such systems. Moreover, the magnetic field also naturally leads the appearance of Bernoulli equation in our reductions.
Since the system of MHD equations is a coupled system of Navier-Stokes equations and the Maxwell's equations, Xu's methods and exact solutions of the Navier-Stokes equations do give us hints of how to solve the MHD equations exactly. We find twelve families of solutions of the equations with multiple parameter functions. One of them is a family of singular solutions that may reflect important characteristics of vortices. The other solutions are globally analytic with respect to the spacial variables, related to polynomials, exponential functions or trigonometric functions. Our solutions may help mathematicians to develop the method of proving the well known regularity of the equations. They may also help engineers to develop more effective algorithms to find physical numeric solutions to practical models. Below we give more technical details.
For convenience, we always assume that all the involved partial derivatives of related functions always exist and we can change the order of taking partial derivatives. We also use prime ′ to denote the derivative of any one-variable function.
According to [28] , the MHD equations are invariant under the following transformations: 1. Time translation:
where a is an arbitrary real constant.
Scale transformation:
T 2 : (t, x, v, H, p) → (λ 2 t, λx, λv, λ −1 H, λ −2 p), (1.6) where λ is any nonzero real constant and x = (x, y, z) t . 3. Rotations: T 3 : (t, x, v, H, p) → (t, Rx, Rv, RH, p) (1.7)
for any R ∈ SO(3).
Moving coordinates:
T 4 : (t, x, v, H, p) → (t, x + F(t), v + F ′ (t), H, p − ρx · F ′′ ), (1.8) where F(t) = (f (t), g(t), h(t)) t is an arbitrary vector valued functions.
Pressure changes:
T 5 : (t, x, v, H, p) → (t, x, v, H, p + θ(t)) (1.9)
for any function θ of t.
The above transformations transform a solution of the MHD equations into other solutions. So we only need to find exact solutions modulo these transformations.
Assuming for some functions α and β of t, and two-variable functions φ, ψ, ξ, σ, we obtain the following solution:
(1.11) and p is given by (3.86), where n is any given positive integer,
with constants k and l is obtained by solving a related Bernoulli equation, b is an arbitrary real constant, and a m (t), c m (t), f m (t), g m (t) are determined via various Wronskian determinants (cf. (3.76)-(3.85)). This is an example of asymmetric approach. By Xu's moving-frame approach, we obtain the following solution of the MHD equations (1.1)-(1.4):
To solve (1.2), we first deal with the compatibility equations
and then find p. The equations (1.4) can be written as: 8) where A = (a i,j (t)) 3×3 and B = (b i,j (t)) 3×3 are 3 × 3 matrices whose entries are functions in t.
Then by (1.1) and (1.3), tr(A) = tr(B) = 0. Now the equations (2.4) become
Moreover, the equations (1.4) are equivalent to the following system of ordinary differential equations: We consider the following special cases:
Easily see that the system (2.9) holds naturally. By (2.10)-(2.12), we find that B is a constant matrix and A is determined by following equation:
Note that above system has nontrivial solutions. They span a linear space. Since
one gets
a 2j a 3j )yz), (2.15) modulo the transformation in (1.9).
Proposition 2.1. Let B be any 3 × 3 constant symmetric matrix with zero trace and let A be a symmetric matrix function with zero trace determined by (2.13). Then we have the following solutions of the MHD equations (1.1)-(1.4):
and p is given by (2.15). 
where g is an arbitrary function of t.
Moreover, 
and p is given by (2.19).
One shows that A is constant and
by (2.9)-(2.12), where c is any five-dimensional constant vector and 
and p is given by (2.23). 
Asymmetric Approaches
In this section, we will solve the MHD equations (1.1)-(1.4) by imposing asymmetric assumptions on v and H, following [32] . Firstly, we set
where f and g are functions of t, y and z; ϕ and ψ are functions of t and z; β and γ are functions of t. By (2.1)-(2.3),
2)
and
According to (1.4) and (2.4), we find that γ = b/2 is a constant and
One shows that the system (3.6) is implied by
We assume that
by (3.5) 1 , where a is a constant and h, l are functions of t. Hence the equations (3.5)-(3.7) can be written as
(3.11) Now we solve above equations. Firstly we suppose that l is a constant and then use the method of separation of variables. Set
where s and q are functions of t. Substituting (3.12) into (3.11), one gets that s is a constant and
where c is a constant. Furthermore,
modulo the transformations in (1.8) and in (1.9).
Theorem 3.1. For any functions h(t), β(t) and constants a, b, c, and s, we have the following solutions of the MHD equations (1.1)-(1.4):
and p is given by (3.14).
Now we give another solutions of (3.11). Motivated from (3.12), we assume that
where C, D, E, F , G, H, I, J, K, L, M and N are functions of t. Substituting (3.17) into (3.11), we get that
Thus we have that
where
To write down the solutions of above systems explicitly, we assume
where q is a constant. Under this condition, the equations (3.20) 2 , (3.21) 2 , (3.23) 2 and (3.24) 2 can be written as the following form via certain changing of variables:
Here k is a constant. We will explain this by solving (3.20) 2 in detail. Since the other equations are similar, we will only write down the solutions but omit the solving procedure.
We write λ C = q 2 − ( 
where l C 1 and l C 2 are real constants. Similarly, we set
where l D 1 and l D 2 are real constants. Given functions r(t) and s(t), we denote their Wronskian determinant by
For notational convenience, we write
where l F 1 and l F 2 are real constants. In this expression, we have use the fact:
where k and E are real constant.
where l G 1 and l G 2 are real constants.
where E, l H 1 and l H 2 are real constants, C, G and M are given by (3.35), (3.51) and (3.52). Furthermore, by (2.14), one has
modulo the transformation in (1.9).
Theorem 3.2. For any functions β(t), l(t) and real constants a, b, q, E, we have the following solutions of the MHD equations
and p is given by (3.57). We denote
and assume
(3.62) Substituting (3.61) into (3.62) 1 , one gets that β = b is a constant and
One shows that (3.62) 2 is equivalent to (3.63), and (3.62) 3 implies that
Moreover, by (2.4), we have and
These systems are similar to (3.20) . If we set
for any constants k and l, then we can transform them into certain second order ordinary differential equations with constant coefficients, as we did in (3.20) .
Observe that
Substituting (3.70) into (3.67), one has
Then we can get a m and c m by the following recursive formulae
78)
the solutions of system (3.68) can be written down similarly as those of (3.78) and (3.79). Set
and denote
where q m 1 and q m,2 are real constants. The function p can be written as
Theorem 3.3. Given any constant b, positive integer n and the function
with constants k and l, we have the following solutions of the MHD equations (1.1)-(1.4):
and p is given by (3.86) . Here the functions a m , c m , f m and g m are given by (3.78), (3.79), (3.84) and (3.85), respectively.
In this section, we use the moving-frame method to find six families exact solutions of the MHD equations (1.1)-(1.4). Let α and β be two functions in t. We denote
Following section 3 of [32] , we define the moving-frames:
Then we have Lemma 4.1. We have the following equations:
Proof. It follows from straightforward calculation.
We write
8)
10)
11)
(4.14)
Then the MHD equations (1.1)-(1.4) become
Instead of solving (4.15), we will first deal with the compatibility conditions:
Then we find p via (4.15). 19) where φ, ψ, σ and h are functions in X and t, and g, γ and ξ are functions in t.
Now we suppose that
     U = −2γX − αY − Zβ ′ sin α, V = φ + γY, W = ψ + γZ, and      H 1 = g − 2ξX , H 2 = σ + ξY, H 3 = h + ξZ,(4.
Substituting (4.19) into (4.16)-(4.18), we get that
where θ 1 and θ 2 are any functions of t. Set ϕ = β ′ cos αdt and µ = exp(4 γdt). 
where 
(4.26)
Let n be a positive integer. We writê
Substituting above expressions into (4.24), we obtain that 
(4.34)
In addition, we denote
Then we get the following recursive formulae:
where q m,1 and q m,2 are real constants.
Theorem 4.2. Let α and β be arbitrary functions of t, and let c and ξ be arbitrary real constants. The functions ϕ, µ,φ,σ,ψ andĥ are given in (4.22), (4.32), (4.27) and (4.36)-(4.39), respectively. Then we have the following solutions of the MHD equations (1.1)-(1.4):
((cos α cos β cos ϕ + sin β sin ϕ)φ + (cos α cos β sin ϕ − sin β cos ϕ)ψ),
((cos α cos β cos ϕ + sin β sin ϕ)σ + (cos α cos β sin ϕ − sin β cos ϕ)ĥ),
((cos α sin β cos ϕ − cos β sin ϕ)σ + (cos α sin β sin ϕ + cos β cos ϕ)ĥ),
where φ, ψ, σ and h are given by (4.23). Hence, one gets 
)(x cos α + y sin α)(−x sin α + y cos α)
−12να
′ −x sin α + y cos α x cos α + y sin α + 12ν 2 (x cos α + y sin α) 2 .
(4.54)
Let α 1 , β 1 and γ be functions of t and a, b be real constants. Set
where A = (a i,j ) 3×3 and B = (b i,j ) 3×3 are 3 × 3 matrices whose entries are functions of t; the functions σ, τ , σ 1 and τ 1 are also functions of t; the numbers r and s may be 0 or 1. Now
62)
64)
We assume that α 1 σ 1 + β 1 τ 1 = 0 and
For simplicity, we consider the special case in which
Furthermore, the nonlinear terms in Φ 1Y , Φ 1Z , Φ 2X , Φ 2Z , Φ 3X and Φ 3Y hint us that it is convenient to suppose
Thus the coefficients of ξ r ψ s in Φ 2Y and Φ 2Z suggest that
Hence we can write
As Xu did in [32] , we get that
for some functions ϕ and µ. Moreover,
72)
The coefficients of ζ r ψ s and Y in Ψ 1 = 0 show that
Substituting (4.67)-(4.75) into (4.16), one gets that 
for some constants d 0 and d > 1. Moreover, the system (4.79) says that
Substituting (4.83) into (4.78), one finds that g(
) is a constant. We write
with k 1 ∈ R. Together with (4.76), one gets
with k 2 ∈ R. Hence
Theorem 4.4. Let α and g be arbitrary functions of t. The functions β, Q, ϕ, a 22 , a 33 , a 23 , µ, ξ r , ψ r , φ s and ψ s are given by (4.82), (4.84), (4.72), (4.73), (4.74), (4.86), (4.87), (4.55), (4.56) and (4.57), respectively. Then we have the following solutions of the MHD equations (1.1)-(1.4):
where c is an arbitrary constant.
where γ 1 and γ 2 are functions of t, and b, c are real constants.
where A = (a i,j ) 3×3 and B = (b i,j ) 3×3 are 3 × 3 matrices whose entries are functions of t; the functions f j , q j , s j , σ, τ ,σ 1 and τ 1 are also functions of t to be determined. The equations (4.16) become
The coefficients of ξ r ζ r and ξ 2 r say that
Moreover, the coefficients of ξ r ζ r in Φ 1Z = Φ 3X yield
The above two equations suggest that 
The coefficients of ξ r in Φ 1Y = Φ 2X and the coefficients of Y in (4.96) show that
The coefficients of ξ r and ζ r in (4.96)-(4.98) yield
107)
108)
By (4.18), we have that The coefficients of ζ r in Φ 1y = Φ 2x say that
But the coefficients of ξ in (4.96) yield and γ
Again by (4.18), we have that
comparing with (4.96), we get
Furthermore, by (4.100) and (4.119), we can write
for some functions ϕ and µ. From (4.96)-(4.98), we have that The system (4.118) says that Hence we have 
