This paper proposes a new method, called linear grouping algorithm (LGA), to detect different linear structures in a data set.
Raftery 1993, Scott 1992 , Silverman 1986 , Murtagh 1983 , data mining (Ng and Han 1994 , Zhang, Ramakrishnan and Livny 1997 , Bradley, Fayyad and Reina 1998 , Murtagh 2002 , machine learning (Fisher 1987) , and pattern recognition (Duda and Hart 1973, Fukunaga 1990 ). Not all patterns causing different groups can be recognized by identifying sparse and crowded places. For example, in allometry studies considered in Section 4, some types of animal species form one linear relationship between their body weight and brain weight while some other types have another linear relationship. Standard clustering techniques are not able to find these linear patterns.
Clustering and linear grouping are often used in the context of unsupervised learning where there are not specified input and output variables. Indeed, in many situations calling for clustering or linear grouping it is not likely to have a naturally defined response variable available. On the other hand, many methods for linear grouping proposed in the literature -including Späth (1982 Späth ( ,1985 , Desarbo and Cron (1988) , Desarbo, Oliver and Rangaswamy (1989) , Wedel and Kistemaker (1989) and Kamgar-Parsi, Kamgar-Parsi and Wechsler (1990) , Gawrysiak, Okoniewski and Rybiński (2000) -assume that an output variable is available.
To illustrate the problem we use the artificial example in Figure 1 . This example consists of two equally sized groups each generated from a different linear structure. One group (marked •) follows the model y = 10x + ε while the other group (marked ) follows the model y = −x+ε. For both groups x and ε come from a Gaussian distribution with standard deviations respectively 5 and 15. The third dimension is a Gaussian variable, z, with mean zero and standard deviation 10. One method (Späth 1982) to successfully separate the groups in Figure 1 is the following. First designate one of the three variables as response.
Split the groups in two sets and find the ordinary least squares regression planes for each set. Now form two new groups by assigning each point to the closest plane and compute two new planes by applying least squares to each group. These steps are iterated to convergence.
If we apply the method based on least squares outlined above and specify y as the response variable, then we obtain the good result in Figure 1a . On the other hand, if we select z as response, then the method yields the groups in Figure 1b where the linear structures have been completely lost.
This shows that in general we would have to consider each variable as a possible output variable. To get around the problem of choosing the output variable, we instead search directly for different groups around d − 1 dimensional hyperplanes. The hyperplane for each group is simply a translation of the subspace orthogonal to the smallest principal component of that group. More precisely, the hyperplane is defined by the equation a t x = b where a is Note that although the groups follow different patterns, they may overlap (see Figure 1 ).
Our technique can detect linear groups even in situations with heavily overlapping regions.
Related methods applicable to 2 dimensional problems in this context are given by Murtagh and Raftery (1984) and Phillips and Rosenfeld (1888) . Banfield and Raftery (1993) proposed a flexible clustering procedure (MCLUST) based on a mixture of normal distributions with covariance matrices of the same shape but different orientation and sizes. This method is capable of identifying some linear groups but the algorithm still searches for clusters of points around a common center and therefore can miss some linear patterns. The (x, y) panel in Figure 2 reveals a clear linear grouping.
Variable z is random noise. The grouping found by MCLUST -the top panel in Figure 3 does not reflect the linear structures in the data. The groups were obtained using the Splus implementation of MCLUST with method=S * and shape equal to c (1, .01, .01 ) to favor linear structures. On the other hand the LGA solution -the bottom panel in Figure 3 -reveals well the two linear patterns from which the data were generated.
In practice the number of different linear groups is often unknown. Therefore, we propose procedures to determine the number of linear groups and compare them in several simulations. A related problem is to determine the strength of the linear grouping once it has been found. For solving this problem we extend the notion of silhouette values (Rousseeuw 1987) to the linear grouping setting. Alternatively, Bayesian factors can be used to measure strength of group membership.
LGA is explained in Section 2. We discuss the problem of determining the number of groups in Section 3. In Section 4 we analyze some applications of LGA while Section 5 introduces the diagnostic procedures to investigate the strength of the structure detected by
LGA. In Section 6 we propose a procedure based on LGA to detect groups concentrated around lower dimensional hyperplanes. Section 7 concludes with a discussion. 
Linear Grouping Algorithm (LGA)
We now present an algorithm capable of detecting different linear structures in a dataset.
LGA uses orthogonal regression to identify the linear relationships and iterative optimization similar to K-means (Hartigan and Wong 1979) to converge to a local minimum. To increase the performance of the algorithm these steps are repeated a large number of times with different random starting values obtained by resampling. Finally, LGA reports the optimal solution in terms of the aggregated sum of squares of orthogonal residuals.
Consider a data set of size n in d dimensions.
LGA is described in detail by the following steps:
1. Scaling of the variables. Each of the variables is divided by its standard deviation such that they have unit variance.
Generation of the starting values.
Starting values are generated by randomly LGA algorithms for k = 2 groups.
selecting k mutually exclusive subsets of d points (d-subsets). For each of these d-subsets we then compute the orthogonal regression hyperplane through these d points. This is a simple calculation exploiting the well-known connection between orthogonal regression and principal components. By using d-subsets to compute starting values we obtain intial solutions that the optimal solution (see also Rousseeuw and Van Driessen 1999) .
Resampling.
Repeat Steps 2 to 4 a number of times (e.g. 100 times) and select the solution which has the lowest value of the objective function, given by the aggregated sum of the squared distances between the data points and their closest hyperplane. This solution can then even be iterated further (as in step 4) until no improvement is obtained anymore.
The iterative refinement in step 4 will converge to a good solution if the initial random start is already of high quality, that is when each of the initial hyperplanes is based on a majority of points from one of the groups. For random starts of low quality the iterative refinement will less fequently lead to a good solution. Hence, it is important to take enough random starts to have a high enough probability of having at least one start of higher quality. Therefore we proposed in
Step 2 to compute random starts from d-subsets which is more likely to produce random starts of high quality than entire random selection of initial hyperplanes.
To get some guidance regarding the choice of m in Step 5, we calculate the minimal number of starting values, m, needed to have 95% probability of obtaining at least one sample with d points from each group. The probability of getting such sample is
and therefore m satisfies the equation 1 Table 1 shows that the value of m depends on the the number of groups, the relative size of the groups, and the dimension of the data, in that order. Fortunately, m doesn't depend much on the data size, n. Table 1 gives the values of m for n = 300 observations, k = 2, 3, 4 groups and d = 2, 3, 4 dimensions. We also considered two different situations regarding the Table 1 : Number of random starts for 95% probability of at least one good subset. (280) 3446 (3207) degree of unbalance in the group sizes (e.g. 1:1:1:1 for four groups of equal sizes and 1:2:3 for three groups in the relation 1 to 2 and to 3). The number in parenthesis correspond to the limiting case approximated by taking n = 100000.
Our current implementation of LGA uses the values of m corresponding to equal group sizes as default. A higher number of random starts yields a higher chance of obtaining the optimal solution but is less time efficient. In our experience, when a strong grouping structure exists in the data, a moderate number of random starts (say between 10 and 50) suffices to find it.
Determining the number of groups
The number k of groups is a required input of LGA. In some applications k is suggested by background information such as gender, location, etc. However, in cases when such features are not available we need tools to determine the number of groups. Moreover, finding k may be a primary research interest.
Scatterplots provide visual information regarding the number of groups. As an illustration we consider a small dataset consisting of 31 measurements of the height and mass volume of trees (Ryan et al. 1976) . Figure 4 show the results of LGA for one, two and three groups. We see that volume increases with height, but the measurements become scattered for taller trees. Clearly, one group doesn't suffice for these data and three are too many.
On the other hand, the picture with two groups is visually appealing and has biological interpretation. Namely, the first group (labeled 2 in the picture) corresponds to older trees which tend to have larger girth, so their volume increases faster with height. The second group corresponds to younger, thinner trees. Unfortunately, scatterplots are mainly helpful To determine the optimal number of groups we propose several criteria similar to methods that are available for clustering. Recently, Tibshirani, Walther and Hastie (2001) proposed the GAP statistic as a very flexible method to estimate the optimal number of clusters in a data set. The GAP statistic compares the pooled within-cluster sum of squares around the cluster means with its expectation under a null reference distribution. To detect linear groups, LGA uses the orthogonal distance between a point and its associated hyperplane to measure how far the point lies from this hyperplane. Hence, the GAP statistic can easily be adapted for estimating the number of linear groups by replacing the pooled withincluster sum of squares with the aggregated sum of the squared orthogonal distances. To generate data from the reference distribution the variables are generated from a uniform distribution over a box aligned with the principal components. This corresponds with choice b of Tibshirani, Walther and Hastie (2001, p. 414) who show that this option gives the best results. In detail, the GAP statistic is given by
where SSR k is the aggregated sum of the squared orthogonal distances for the original data sets split into k groups. Similarly, SSR k (b); b = 1, . . . , B is the aggregated sum of the squared orthogonal distances for a data set generated from the reference distribution and split into k groups. Following Tibshirani, Walther and Hastie (2001) we select the optimal number of groupsk as followŝ
where s k+1 = sd k+1 1 + 1/B with sd k+1 the standard deviation of the SSR k+1 (b) values.
An advantage of the GAP statistic is that it is also defined for k = 1 group and hence can indicate whether the data contains several groups or not.
Alternatively, we consider criteria based on the log-likelihood of the data with a penalty term for the number of parameters. The penalty term ρ(m, n) can depend on the sample size n and the number of parameters in the model m. To compute the likelihood, we use the following model for the j th group (j = 1, 2, . . . , k) where the a i are the eigenvectors corresponding to the d − 1 largest eigenvalues of the group
The corresponding log likelihood is given by
Now combining the k groups and taking into account that the group sizes are unknown, we obtain the log likelihood
Note that the number of parameters in this model equals
. Following Smith and Spiegelhalter (1980) we used the following penalties:
For each of these methods we determine the optimal number of groups by selecting the valuek for which the penalized likelihood is maximal. Since the penalized likelihoods are defined for k = 1, also these methods can indicate whether data contain several groups or not.
We conducted a simulation study to compare the GAP statistic and the seven penalty methods described above. We considered the following designs.
1. 2-dimensional data of size n = 300 consisting of 3 separated groups of equal size in 2 dimensions. Figure 5a shows an example dataset and the LGA solution for k = 3.
2. Normal data. The 5-dimensional data of size n = 100 are multivariate normal with covariance matrix Σ = diag(5, 4, 3, 2, 1), hence k = 1.
3. 2-dimensional data sets generated according to two crossing lines yielding overlapping groups of size 100. See Figure 5b for an example with the LGA solution for k = 2.
4. 2-dimensional data containing two groups of size 100 that overlap at the left but are more separated at the right side as can been seen from Figure 5c.
5. 2-dimensional data of size 50 with 2 groups, one close above the other, so the groups are not well separated. See Figure 5d for an example of the generated data with the
LGA solution for k = 2.
6. 2-dimensional data of size 75 with 3 groups closely on top of each other as shown in Figure 5e .
Note that for each of the simulation setups LGA applied with the correct number of groups detects the true groups corresponding to the data generating process as shown by the examples in Figure 5 . This shows the capability of LGA to detect linear structures even when the different groups are heavily overlapping or not well separated.
The results of our simulation are reported in Table 2 . The first row for each simulation setup gives the number of times the correct number of groups was selected by the method (out of 100). In the second row for each simulation setup we consider the wrong number of groups most frequently selected by the method. The wrong number of groups is shown in brackets and the value in the table is the number of times this wrong number was selected
From Table 2 we clearly see that the GAP statistic outperforms the likelihood based methods. Moreover, the GAP statistic can be expected to give the correct answer except in difficult situations with not well separated groups where only subject matter can give you guidance on the number of groups. The GAP statistic also behaves conservatively, that is, it never overestimates the number of groups contrary to the other methods that tend to overestimate the number of groups in some settings.
Applications
In this section, we apply LGA to real problems in allometry and sports. These applications illustrate how LGA can be used as an exploratory tool in the analysis of real data. (4) 15 (4) 14 (4) 14 (4) 15 (4) 13 (4) (1) 48 (1) 39 (1) 44 (3) 46 (1) 80(1) 68(1) Simu 5 (k=2) 97 2 6 10 15 10 2 4
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Allometry data
In allometry studies biologists investigate the relationships between sizes of organs for different species. It often occurs in nature that if the size of one organ is large, then the size of other organs is also large because their biological functions are coordinated. For example, a larger body also requires a larger brain. These relations are driven by the evolution process.
Typically, for certain species, say mammals, there exists a linear association between the (transformed) sizes, measured in weight or volume, of two organs. However, across different classes of species, the linear associations are not the same because of different living habits, environment, food sources, etc. Hence, grouping according to different linear patterns is necessary. In the past, assignments were done manually by biologists according to their scientific experience (see e.g. Jerison 1973 ). This manual work of course is tedious and requires a lot of time to check each individual species. Here, we apply LGA to two allometry datasets to investigate whether LGA can match the results obtained by manual assignment.
In the first example the relationship between olfactory bulb volume and brain weight is investigated. Figure 6 shows the scatterplot of log 10 -olfactory bulb volume against log 10 -brain weight for 83 mammal species. (The data are courtesy of Prof. Jerison.) Roughly speaking, olfactory bulb volume increases with brain weight. However, also the variation of the log-olfactory bulb volume increases. For example, some species of monkeys have roughly the same brain weight as horses, but the latter has much larger olfactory bulb volume. During the evolution process, different mammal species have developed their smell senses according to their living environment, food searching and danger identifying needs, etc. Thus, the observed heteroscedasticity is due to the combination of different types of mammal species.
Based on biological knowledge, Jerison (1973) divided the mammals into three groups: one including insectivores, carnivores and horses, one including prosimians (primitive primates characterized by nocturnal habits), and one including anthropoids (monkeys, apes, human).
Then he fitted three separate regression lines to these groups, each exhibiting reasonable homoscedasticity. This suggests that there are three linear patterns among these species. Now we use LGA to see if it captures the three linear patterns. The result in Figure 6b shows that the majority of each group matches the division based on biological knowledge in the top panel.
From Figure 6a we see that the three groups are not well separated, so it will be difficult to detect the correct number of groups by the automatic procedures in the previous section.
Indeed, all methods underestimate the number of groups in this data set and yield 2 groups as the optimal number. Hence, without using biological knowledge we would choose k = 2 groups as displayed in Figure 6c . This grouping is very reasonable. With few exceptions, the first group (labeled 1) includes insectivores, prosemians, carnivores and horses while the second (labeled 2) includes apes, monkeys, and humans. On the other hand, using the biological knowledge we would determine three groups. In this case, the grouping is very close to the manual biological solution with prosimians forming a separate group as discussed above.
The second allometry example studies the relationship between the brain and body weight for n = 282 vertebrates obtained from Crile and Quiring (1940) . The scatterplots of log 10 -brain weight against log 10 -body weight in Figure 7 resembles that in Jerison (1973, page 43) , but with more species. The scatterplots in Figure 7 show an increasing relation between brain and body weight. However, a closer look reveals that there may be different linear groups. Jerison (1973) argued that this data consists of four groups that could as well be merged into two groups. The two main groups are the higher vertebrates consisting of birds and mammals (such as bat, crow, baboon, chimpanzee, lion, dolphin, elephant, whale, etc) and the lower vertebrates consisting of fish, reptiles and amphibians (like goldfish, eel, latimeria, alligator, etc). With k = 2, LGA gives the result in Figure 7 (a). Although there are a few assignment errors in the top and right region, the majority of each group matches the biological division.
Both the higher and lower vertebrates have been split further into finer subgroups. The higher vertebrates can be divided into a subgroup of birds and a subgroup of mammals (including primates), while the lower vertebrates can be separated into a subgroup of fish and a subgroup of reptiles. However, from the scatterplot we can not see these finer patterns because they highly overlap each other within the higher and lower vertebrates. Thus, based on graphical representation of the data without scientific knowledge we cannot detect these finer partitions. With k = 4, LGA gives the result in Figure 7 (c) where as expected, each main group has been split into two subgroups. With very few exceptions the four groups match the existing biological division. This confirms that LGA is capable of revealing linear groups even if the linear patterns lie close together.
Finally, without biological knowledge we would need to rely on the automatic procedures to determine the 'appropriate' number of groups. The GAP statistic applied for these data yields k = 1. This conservative result is not surprising since the groups are not well separated.
The likelihood based methods all give k = 3 as the optimal number of groups. This could be seen as an overestimation of the appropriate number of groups (k = 2), but also this grouping seems to make biological sense as shown in Figure 6 (b): The higher vertebrates are separated (as in Figure 6 (c)) and the lower vertebrates form the third group.
Hockey data
We now analyze a dataset containing information on the performance of players in the 2   2  2  2  2  2 2 2  2 2  2  2   2   2   2   2   2  2 2   2  2 2 2  2 2  2   2  2  2 2 2 2 2   2  2  2 2 2  2 obvious for a hockey expert, we will use LGA to identify potential groups among the players without using any knowledge of each player and his team.
Note that in this case there is no obvious response variable, but LGA doesn't require one.
Moreover, we don't know which variables are useful to separate the players in different linear groups. Fortunately, LGA is capable of uncovering important grouping variables as will be discussed further in section 7. Since there is no previous knowledge about the number of groups, we apply our procedure to identify k. The GAP statistic behaves conservative and selects k = 1, meaning that there are no groups. On the other hand, the likelihood based methods all select k = 3. However, the latter solution may be overly optimistic, so let us investigate further the LGA solution for k = 3 to see whether this grouping makes sense.
The coefficients of the three hyperplanes are given in Table 3 . We see that for all hyperplanes the coefficients of the variables P/M and PIM are very small compared to the coefficients of PTS and PP. Note that all variables are standardized by LGA so these coefficients can be compared directly. Thus, the two variables PTS and PP seem to be more useful for our purposes. This demonstrates the capability of LGA to identify informative variables as will be investigated further in section 7. might represent the 'sharp shooters' who score many goals and often play in power play situations. Finally, the middle group are second choice shooters for power play situations.
The statements are based on the average performance of the players through the season.
The fact that a player belongs to the upper group does not necessarily mean that he should always be put on the ice when a power play is immediate. Since hockey game is a team sport we should not draw any naive conclusions from the data such as who should be playing at what occasion. Any valid conclusion would require a detailed and more careful analysis.
However, LGA does provide a very good starting point for such analysis.
Measuring strength of group membership
Wrongly assigned objects are inevitable with any grouping method. In the case of different linear groups, it is especially obvious that assignments are difficult in the intersection regions between two (or more) hyperplanes. Consider for example the intersections in Figure 9 (a).
Also when two (or more) groups heavily overlap (as in Figure 7 (c)) errors will be made.
Points in these 'intermediate' regions will be close to more than one hyperplane and could be given double or multiple membership.
For partitioning methods in clustering, Rousseeuw (1987) introduced the silhouette width of an object to measure how strongly an object belongs to the cluster it has been assigned to.
We adapt the definition of silhouette width of an object for the case of linear groups. Recall that each group is characterized by a hyperplane and each object is assigned to the closest hyperplane. Apart from the assigned group, for each object we can also define its neighbor which is the second closest hyperplane. The silhouette width of an object compares the distance to the assigned group with the distance to its neighbor. Denote s(i, j), the squared distance between object i (i = 1, 2, . . . , n) and hyperplane j (j = 1, 2, . . . , k). Denote the two smallest values of s(i, j) by s 1 (i) and s 2 (i), respectively. Then the silhouette width for object i is defined as
can equally well be assigned to its neighbor) then w(i) = 1 − 1 = 0, the lower bound. If s 1 (i)/s 2 (i) → 0 (that is, object i are much closer to the assigned group than to its neighbor) then w(i) → 1, the upper bound. Thus, the silhouette width measures how strongly each object belongs to its assigned group. The larger the silhouette width of an object, the more confident one can be about the correctness of its assignment. On the other hand, objects with smaller silhouette widths are more likely to be assigned incorrectly.
Suppose that LGA splits the dataset into k groups denoted by C j with number of objects 1, 2, . . . , k) . Then the average silhouette width for Group j, given bȳ
measures the strength of that group, that is, how well this group is separated from the other groups. A high average width means that a well defined group has been found while a low average width means that not much structure has been detected. Finally, the average silhouette width of all objectsw
measures the strength of the grouping when the number of groups equals k. A high overall average corresponds to a strong structure while a low average corresponds to a weak structure. Hence, the overall average silhouette widthw(k) can be used as a diagnostic to evaluate whether an LGA solution yields a reasonable structure or not. (Rouseeuw, 1987) for k = 3 groups in Figure 10(a) shows the silhouette widths for the points in each of the three groups (going from smallest to largest silhouette value within each group). Most of the points have a silhouette value above 0.50 meaning that the distance to their neighbor is at least twice the distance to their group. This strong structure is confirmed by the group averages which arew 1 = 0.70,w 2 = 0.82, andw 3 = 0.82, showing that the three groups are well separated. As expected, also the overall averagew(3) = 0.78 is high.
Figure 10(b) shows the three groups and the points with silhouette widths less than 0.25
(that is, the distance to their neighbor is at least 3/4 of the distance to their group). We clearly see that these points all lie in the intersection regions. Figure 11 shows the silhouette plot for the tree data with k = 2 groups as in Figure 4 (b).
The average group silhouette widths arew 1 = 0.78 andw 2 = 0.85. The groups are well separated since no points have silhouette width below 0.25 and all but three points have silhouette width above 0.5. This plot thus confirms that a strong structure is detected.
For each group, the points with high silhouette width (e.g. ≥ 0.50) best represent the group. Comparing these points among and between groups can often help to find one or several common features that are on the one hand shared by the points in a group and on the other hand distinguish this group from the other groups in the dataset.
Silhouette values have a nice and easy interpretation in terms of distances for the respective hyperplanes but are computationally expensive for large data sets. As an alternative the strength of group membership can be determined using posterior distributions. For each observation x i we can determine the Bayes factor based on the model (1)
wheref 1 (x i ) is the density of x i for the group it is assigned to, andf 2 (x i ) is the density of x i for its neighbor. The neighboring group of an observation x i is determined as the group for whichπ jfj (x i ) is maximal among all groups not containing x i . If x i clearly belongs to its assigned group, then the denominator in the Bayes factor will be much larger than the numerator yielding a large negative value. On the other hand, if x i is an intermediate point,
such that the Bayes factor is close to 0. Note that the Bayes factors take the group sizes into account. Similarly as for silhouette widths we can define the average Bayes factor for each group as
which measures the strength of each group. The overall average Bayes factor of all objects is given by
and measures the strength of the grouping when using k groups. Bayes factor larger than log(3/4).
where the dimension may vary from group to group.
We now describe a procedure to find (A 1 , B 1 ) , ..., (A k , B k ) using the basic LGA algorithm as a building block. Our procedure is then illustrated by a synthetic example.
Step 1. Finding homogenous groups. Step 2 
Under 
In general, a i is the eigenvector associated withλ i . Otherwise, we reduce the dimension of the hyperplane by one, by adding one row to A:
   in the case j = 1, and To illustrate this procedure we generated the example data set shown in Figure 13 . In the first step we applied LGA combined with the GAP statistic to the full data set. We obtained k = 2 as optimal number of groups and the LGA solution consisted of a plane formed by the top group (marked ) and a plane formed by the 2 other groups. We projected both groups onto their respective central hyperplanes and applied LGA (with the GAP statistic again) to the projected datasets. For the top group we foundk = 1 so no further splits were necessary. For the bottom group we foundk = 2 and LGA split the group into a subgroup containing the points around the line (marked (+)) and a subgroup consisting of the points marked (o). No further splits were necessary after we found the given three homogeneous groups. Then we proceeded to the second step and used the likelihood ratio test to compare eigenvalues. For the top group the p-value was zero, indicating that this group is indeed a 2-dimensional linear group. For the bottom group, the p-value was 0.38 when comparing λ 2 with λ 3 , indicating that the spread in these two directions are not significantly different.
Therefore, we reduced the dimension of this group by 1. To determine whether this group was concentrated around a line (dimension 1) or around a point (dimension 0) we compared λ 1 with λ 2 which yielded a p-value of zero, so we concluded that the bottom group was concentrated around a line. Finally, we compared the eigenvalues for the middle group.
Comparing λ 2 with λ 3 gave a p-value equal to 0.164, so we reduced the dimension by 1.
Comparing λ 1 with λ 2 gave a p-value of 0.85, so we again reduced the dimension by 1 and concluded that this group is concentrated around a single point.
Discussion
Clustering focuses on finding groups in data that are concentrated around different centers.
We extend clustering to find groups in data that follow different linear relationships. Contrary to most of the existing literature, LGA aims at detecting functional linear relationships by using orthogonal regression. Hence, LGA has the advantage that a response variable is not needed. Moreover, we have illustrated that LGA also works well in the presence of nuisance variables that do not contribute to the linear grouping. The strengths of LGA makes it a useful tool in statistics and exploratory data analysis for finding interesting linear patterns.
The Hockey data set in Section 4 illustrates the capability of LGA to reveal linear patterns in the presence of nuisance variables. To further investigate this property of LGA we performed a small simulation study. We generated two-dimensional data sets of size 100 consisting of two equally sized groups. The first group concentrates around the line 5X 1 − X 2 = 0 while the second group lies around the line X 1 − X 2 = 50. We generated Comparing with the standardized coefficients above, we see from Table 4 When more noise variables (m ≥ 4) are added, the behavior of LGA becomes less stable which indicates that LGA now misses the patterns in some of the data sets due to the added variability in the data. We conducted a small simulation study to give an indication of the computation time needed by LGA. For dimension d = 2, 3, 5, and 10 and number of groups k going from 2 to 4 we generated 100 data sets with 25 points in each group and measured the average computation time needed by LGA applied with the true number of groups. The number of random starts for LGA was chosen as given in Table 1 which assures that we have a clean start with 95% probability. The resulting computation times in seconds are shown in Table 5 . These computation times were measured on a 1GHz Pentium using a MATLAB implementation of the LGA algorithm. Comparing these results with Table 1 we see that larger increases in computation time correspond to increases in the required number of The LGA algorithm proposed in this paper is not directly applicable to large data sets in high dimensions because similarly to K-means it does not scale well with the dimension.
However, several improvements to K-means for data mining applications have been proposed (Bradley, Fayyard and Reina, 1998) . In future work we will investigate how LGA can be adapted for data mining applications.
Heteroscedasticity in a data set can be caused by the presence of more than one linear structure close together. Such linear structures can be identified by LGA. However, heteroscedasticity can have several other causes. In such cases, LGA combined with one of the selection criteria for the number of groups can be overly optimistic. A number of groups exceeding one may be selected which leads to identification of spurious groups. If the cause of heteroscedasticity is not clear, we suggest to apply LGA with the GAP statistic which has the most conservative behavior and thus is least likely to overestimate the number of groups.
Another problem is handling outliers. It may occur that some part of the data does not follow any of the structures. Such data points could then be considered to be outliers for the method. However, like classical linear regression, orthogonal regression is very sensitive to outliers. This problem can be solved by using a robust orthogonal regression method (Zamar, 1989) . In future work we will consider several robust proposals for orthogonal regression to determine how the problem can be solved most efficiently.
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