A Markov evolution of a system of point particles in R d is described at micro-and mesoscopic levels. The particles reproduce themselves at distant points (dispersal) and die, independently and under the effect of each other (competition). The microscopic description is based on an infinite chain of equations for correlation functions, similar to the BBGKY hierarchy used in the Hamiltonian dynamics of continuum particle systems. The mesoscopic description is based on a Vlasov-type kinetic equation for the particle's density obtained from the mentioned chain via a scaling procedure. The main conclusion of the microscopic theory is that the competition can prevent the system from clustering, which makes its description in terms of densities reasonable. A possible homogenization of the solutions to the kinetic equation in the long-time limit is also discussed.
Introduction
Phenomenological physical theories of substances like gases, liquids, etc., are based on macroscopic observations and thus consider these substances as continuous media. However, already in the times of L. Boltzmann and M. Smoluchowski, the researchers understood the importance of microscopic structure of such and other similar substances. Since then, a challenging problem of theoretical and mathematical physics has been to derive the rules of a collective behavior of large systems of interacting particles from their microscopic theory, based on the so-called "first principles". Achievements in this direction laid the fundamentals of modern statistical physics; see, e.g., [10] . In the Hamiltonian mechanics, the motion of N physical particles in R d a e-mail: fdl@imath.kiev.ua b e-mail: kondrat@math.uni-bielefeld.de c e-mail: jkozi@hektor.umcs.lublin.pl d e-mail: kutoviy@math.uni-bielefeld.de
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The European Physical Journal Special Topics is described by a system of 2dN differential equations, subject to initial conditions. For N 1, the abundance of equations, and hence of the initial conditions, makes the point-wise description meaningless since no observation could indicate at which point of the phase space the system actually is. Moreover, the point-wise description would be 'too detailed' for understanding the collective behavior of a system. The statistical approach can be an alternative which provides the possibility to link micro-and macroscopic descriptions to each other. In this approach, one deals with the probabilities with which such points lie in certain subsets of the phase space. Then, instead of 'point-wise evolution' one studies the evolution of probability measures, considered now as the states of a system. In [1] , N. N. Bogoliubov suggested another approach, which later became popular, especially in the physical literature. Here, the evolution of probability measures is described indirectly as the evolution of the so-called moment or correlation functions. The latter evolution is obtained from a hierarchy of equations, called now Bogoliubov or BBGKY hierarchy or chain, that couples correlation functions of different order with each other, see [10] . The description at this level is microscopic since one deals with coordinates of individual particles; cf. the Introduction in [18] . More coarse-grained levels are meso-and macroscopic ones. They are attained by choosing appropriate scales for space and time, see [18, 19] . Of course, certain details of the system's behavior are lost due to such coarse-graining. Kinetic equations provide a space-dependent mean-field-like approximate 1 description of the evolution of large particle systems. Such equations are deduced from the BBGKY chain by means of various types of scaling, cf. Section 6 in [10] and also [18, 19] .
Along with physics, in modern life sciences one also deals with systems consisting of a large number of interacting entities distributed in a continuous habitat and evolving in time. Their collective behavior is observed at a macro-scale, and thus the corresponding mathematical theories which explain this behavior traditionally describe their dynamics by means of phenomenologically (or heuristically) deduced nonlinear equations, mostly differential or integro-differential, involving macroscopic characteristics like density, mobility, etc. However, this kind of macroscopic phenomenology may often be insufficient also in life sciences, as they can collect massive experimental data of high precision characterizing individual behavior of constituting entities. For instance, technical advances in animal tracking and genotyping allow for obtaining rich individual-level data on population dynamics, population genetics, and evolutionary biology. However, there are no mathematical methods that would enable one to derive the population-level consequences of such individual-level observations. From this and many other examples one may see how important it is to elaborate a general mathematical theory in which the rules of the collective behavior of a large number of interacting entities can be deduced from the information about their individual behavior and the interactions. This article is aimed at announcing some of our recent achievements in this field based on the concepts of statistical physics mentioned above. The main principles which we follow in our study are: -The objects are large systems of entities distributed over a continuous habitat (part of R d , d ≥ 1) and evolving in continuous time. -The phase space of the model is the collection Γ of possibly infinite sets of identical points -configurations γ ⊂ R d . -In the microscopic theory, the states are probability measures on the phase space Γ, the evolution of which is assumed to be Markovian, described by Kolmogorovtype equations. The main acts of the evolution are particle's birth, death, and spatial motion -jumps or diffusion. -The evolution of states is described indirectly as the evolution of the corresponding correlation functions obeying the equations similar to the BBGKY chains.
