Abstract-The Compact Genetic Algorithm (cGA) has a distinct characteristic that it requires almost minimal memory to store candidate solutions. It represents a population structure as a probability distribution over the set of solutions. Although cGA offers many advantages, it has a limitation that hinges on an assumption of the independency between each individual bit. For example, cGA fails to solve a deceptive function or the so called trap function, which is a standard difficult test problem for genetic algorithm. This paper proposes applying a moving average technique to update a probability vector in the compact genetic algorithm. This method requires fewer evaluations and achieves a higher solution quality. The results are compared with the original cGA, sGA, persistent elitist cGA (pe-cGA) and nonpersistent elitist cGA (ne-cGA). The compared results illustrate that the proposed methodology can successfully improve the solution quality by modifying the updating strategy of cGA.
INTRODUCTION
The genetic algorithm (GA) [1, 2] is an optimization algorithm inspired by natural evolution [3] . The GA is performed by creating a population of solutions and uses genetic operators, e.g. reproduction, crossover and mutation to produce offsprings. The solutions are gradually improved by a selection scheme which selects the survivors by their fitness values defined by users. Contrary to the GA, the compact genetic algorithm (cGA) proposed by Harik, Lobo and Goldberg [4] represents the population as a probability distribution over the set of solutions; thus, the whole population needs not to be stored. At each generation, cGA samples individuals according to the probabilities specified in the probability vector. The individuals are evaluated and the probability vector is updated towards the better individual. The cGA mimics the order-one behavior of simple genetic algorithm (sGA) with uniform crossover using a small amount of memory and achieves comparable quality with approximately the same number of fitness evaluations as the sGA. The cGA reduces the size and power requirements of the system by representing the population as a probability vector rather than a collection of bitstrings. Thus, these advantages translate into a flexible hardware implementation. There are several research works that apply cGA to hardware implementation [5] [6] [7] because it is easy to implement cGA using common VLSI techniques. Although it has many advantages, the cGA does not provide acceptable solutions to difficult problems such as a deceptive problem or so called trap function, which is a standard difficult test problem for GA. To improve the cGA, Zhou, Meng and Qiu [8] presented an improved cGA using mutation, named mutated by bit compact genetic algorithm (MBBCGA). At each generation, MBBCGA generates only one individual and then mutates this individual bit by bit. Ahn and Ramakrishna [9] proposed persistent elitist compact genetic algorithm (pe-cGA) and nonpersistent elitist compact genetic algorithm (ne-cGA) for solving difficult optimization problems. The pe-cGA keeps the current best solution until a better solution is found. The ne-cGA relaxes selection pressure of the pe-cGA by restricting the length of elite chromosome's inheritance, thereby mitigating the possibility of premature convergence. The ne-cGA further improves the performance of the pe-cGA by avoiding strong elitism that may lead to premature convergence.
In order to improve the ability of cGA, we propose using a moving average technique to modify the updating strategy of cGA. This technique is simple to understand and implement. The concept behind this method is to wait for more information in order to reduce of incorrect decision. The moving average approach can help slowing down the increasing or decreasing of the probability vector. The algorithm implicitly waits to see the trend, which could lead to a better decision strategy.
The paper is organized as follows: Section II reviews the compact genetic algorithm. Section III describes the solution technique using a moving average approach. Section IV contains the test problem and the experiment setup. Experiment results and analysis are provided in Section V. A conclusion is drawn in Section VI.
II. THE COMPACT GENETIC ALGORITHM
The Compact Genetic Algorithm (cGA), proposed by Harik, Lobo and Goldberg [4] , is a special class of genetic algorithms. It represents the population as a probability distribution over the set of solutions; thus, the whole population needs not to be stored. At each generation, cGA samples individuals according to the probabilities specified in the probability vector. The individuals are evaluated and the probability vector is updated towards the better individual. Hence, its limitation hinges on the assumption of the independency between each individual bit.
The cGA has an advantage of using a small amount of memory and achieves comparable quality with approximately the same number of fitness evaluations as sGA. The pseudocode of cGA is shown in Fig. 1 . The parameters are a population size(n) and a chromosome length(l). First, the probability vector p is initialized to 0.5. Next, the individuals a and b are generated from p. The fitness values are then assigned to a and b. The probability vector is updated towards the better individual. In the population of size n, the updating step size is 1/n; the probability vector is increased or decreased by this size. The loop is repeated until the vector converges.
Harik, Lobo and Goldberg [4] also propose a modification of the compact genetic algorithm with a higher selection pressure. It simulates a tournament size s. This paper proposes applying a moving average technique to update the probability vector in compact genetic algorithm.
A moving average approach is one of the oldest and most popular technical analysis tools for trend identification in financial application. A simple moving average is calculated by adding together the closing prices of a financial instrument over a certain number of days and then dividing the sum by the number of days involved. For example, the five-day average for a stock price would be calculated by taking five days' worth of data, adding them together, and dividing by five. Assume that the following table is the closing prices for the last seven days of market. To calculate the moving average: take the first five days worth of data and calculate the average value. Then add the prices for day 2-6 together and divide by five. Continue doing this for day 3-7 and so on. From table I, the moving average for day 1-5 is (1311 + 1284 + 1271 + 1307 + 1388) / 5 and the moving average for day 2-6 is (1284 + 1271 + 1307 + 1388 + 1304) / 5 respectively.
We apply the moving average approach to update the probability vector by adding the circular array size M that is a window size of the moving average. This modification replaces a step 4) of the standard cGA shown in Fig. 1 . The new step 4) is described in the following pseudocode.
4.1) calculate the updating rate (q[i])
for
4.2) calculate the moving average (movavg) In the experiments, we test the algorithms using two test problems: 100 bit one-max problem and 3x10-bit trap problem.
The data are averaged over 50 runs. All runs end when the vector fully converges, that is all positions are zero or one.
One-max problem is a simple test problem for GA. This problem finds a maximum value in which all bits are one. The fitness value is assigned according to the number of bits that are one in the chromosome. Thus, the maximum value is equal to the chromosome length.
The trap function [10] We test the algorithm on these two problems using a moving average window size of 2, 3, 4, 5, 10 and 15. The results are compared with the original cGA, sGA, pe-cGA and ne-cGA. 
V. EXPERIMENT RESULTS AND ANALYSIS
In the experiments, we test the algorithms using two problems: one-max and trap problems. This section presents the experiment results and compares the proposed technique with the cGA, sGA, pe-cGA and ne-cGA in terms of the solution quality and the number of function evaluations. The results of cGA and sGA are from the original paper of cGA [4] , and the pe-cGA and ne-cGA results are from [9] . First, the results from the one-max problem are shown. Fig.  4 shows the solution quality, and Fig. 5 shows the number of function evaluations needed to converge. The results from the moving-average cGA (mcGA) are comparable to sGA and cGA in terms of performance and solution quality. From Fig. 4 and Fig. 5 , it can be seen that using the same number of function evaluations, the moving-average cGA obtains higher solution quality than the cGA and sGA. Second, the results from the trap problem are illustrated. Fig. 6 shows the comparison of sGA, cGA, pe-cGA, ne-cGA and cGA with a moving average (mcGA). The graphs illustrate that the moving average cGA outperforms the original cGA in all cases in terms of solution quality and the number of function evaluations. Table III shows the details of window size variations versus the average number of correct building blocks and the average number of function evaluations taken to converge. Figure 6 . The plots illustrate the comparison of sGA, cGA, pe-cGA, ne-cGA and mcGA. The test problem is ten copies of 3-bit trap function, using selection rate of two (top), four (middle) and eight (bottom). The algorithms were run for population sizes of 8, 500, 1000, 1500, 2000, 2500 and 3000. On the left side, the graphs show the number of correct building blocks (Correct BBs). On the right side, the graphs show the number of function evaluations taken to converge.
We also compare the results with the pe-cGA and ne-cGA. From Fig. 6 , the pe-cGA and ne-cGA outperform the others methods in terms of the number of function evaluations (the right side of Fig. 6 ). Considering the solution quality (the left side of Fig. 6 ), pe-cGA and ne-cGA also achieve a higher solution quality than the others in case of the tournament size of two (the top left). For more selection pressure, when tournament size are four and eight, (the middle and the bottom graphs on the left side of Fig. 6 ), the proposed method achieves a higher solution quality than the pe-cGA and ne-cGA, although it requires a higher number of function evaluations.
Finally, we analyze the results form the two test problems. In the one-max problem, the moving average method obtains the result that is comparable to the sGA and the original cGA in terms of solution quality and the number of function evaluations. In the trap problem, the moving average method outperforms the original cGA in all cases. The results emphasize the merit of updating the probability vector at a slower pace, namely using a moving average which normally produces a more moderate update than the original cGA. A minor adjustment to vector updating technique allows the algorithm to achieve a higher solution quality.
The moving average window size (M) has minimal effect on the solution quality and the number of function evaluations. Nonetheless, we observe that a larger window size generally leads to a slightly higher solution quality, except when the population size is large. Overall, the performance will not be improved significantly by varying the window size. However, choosing a suitable window size can lead to a smooth increase in solution quality, as the probability vector is updated with a smooth sequence of values. From the experiments, it can be observed that a suitable moving average window size for the 3x10 trap problem is 10. As may be expected, the solution quality increases when the tournament size increases. We also notice that the number of function evaluations needed to converge decreases as the tournament size increases regardless of the window size.
VI. CONCLUSIONS
This paper proposes using a moving average approach to modify the updating strategy of cGA. The technique is simple to understand and implement. A minor adjustment to the vector updating process allows the algorithm to achieve a higher solution quality. The experiment results show that the proposed method can improve the solution quality with a smaller number of function evaluations than the original cGA. The study yields an insight that waiting for more information in order to better capture the probability trend can help the algorithm make a better decision. For future extension, we will model the lookahead decision strategy that can assist the algorithm in deciding whether to increase or decrease the probability vector under the uncertainty of possible trap.
