The aim of this research study is to test the effectiveness of the single-sectional integrated model, in which a neural network is applied to support a regression, as a consistent tool for short-term forecasting of hourly demand (in sec.) for telecommunications services. The theoretical part of the paper involves the idea of the single-sectional integrated model and differences between this model and a multi-sectional integrated model. Moreover, the research methodology is described, i.e. the elements used in the constructed model (the feedforward neural model and the regression with dichotomous explanatory variables), and the manner of their integration are discussed. In the empirical part of this work, the results of the carried out experiments are included. The comparison of the obtained effectiveness (in terms of approximation and prediction) of the explored single-sectional integrated model with the effectiveness of the non-supported regression model and the multi-sectional integrated model are conducted. In this research work, it is proved that the single-sectional integrated model enables better results in comparison to the non-integrated regression and the mutli-sectional integrated model. The originality of this paper is based on: the created single-sectional integrated model in terms of the analysed phenomenon, the verification of the model effectiveness, and the comparison of the constructed model with other models and assessment.
Introduction
The problem of models fit and forecasting accuracy of demand for telecommunications services is becoming increasingly important. This results from the fact that the level of competition in the telecommunications market is steadily growing. This in turn is associated with achieving the objectives which were contained in the Lisbon Strategy (Presidency Conclusions, 2000) and they are currently in the Europe 2020 Strategy (Begg, 2010, pp. 146-151; European Commission, 2010) . According to the both strategies, the process of eliminating all barriers of competition development has been conducted. Therefore, telecommunications operators are looking for more and more effective tools for modelling and forecasting the demand for electronic connection services.
Sales forecasting is connected with the planning system of enterprises, because this forecasting enables operational planning. The operational planning is based on achieving short and medium-term objectives by the use of defined means (Griffin, 2015, pp. 65-97) . In the case of a telecommunications operator, operational planning means making decisions in terms of price calculation and network management by the use of effective analytical tools (for example forecasting models). The analytical tools which are dedicated to forecasting are called Prediction System (PS). In addition to the obvious element -forecasting methods -PS consists of other several components (e.g. prognostic database or statistical data preprocessing methods).
Effective operational management which involves the usage of effective PS can contribute to the increase of an enterprise value.
The problems of modelling and forecasting the demand for telecommunications services within the framework of short-term and medium-term prediction
The forecasting horizon has a diametrical impact on the approach to modelling and forecasting the demand for telecommunication services. Due to the fact that the research study is related to the short-term forecasting, the theoretical basis of the problems of modelling and forecasting the demand for telecommunications services are limited in particular to the shortterm prediction (in the case of an enterprise this is usually from 1 to 3 months). Therefore, if the forecaster assumes short-term prediction, then the quantity changes should be taken into account exclusively. The quantity changes consist in the use of a particular fixed forecasting model of the phenomenon, so the quantity changes can be expressed by a linear trend model, power trend model, multiple regression model, etc. In short-term forecasting, one does not consider the quality changes of the phenomenon, i.e. the changes of the essential features of the phenomenon, which are associated with the changes of parameters estimates, type of model, or explanatory variables. In the case of medium-term horizon, the quality changes can be noticed, but they are of marginal importance (Dittmann, Szabela-Pasierbińska, Dittmann, Szpulak, 2011, p. 22 ).
In the conducted experiment, the quantity changes are understood as a course of the phenomenon in accordance with the regression, in which factors (having an impact on the demand) from the calendar should be considered. Therefore, when a model is created for short and mid forecast horizon, the following factors can be considered: the type of day (typical working day, Saturday, Sunday, high days, and holidays), hour of the day, and remaining factors (category of connection, the type of subscribers, and various promotions). Within the framework of the remaining factors, a particular category of connection should be specified (for example calls to the same network, calls to a mobile network). In relation to subscribers, business subscribers or individual subscribers can be included. Therefore, in short-and midterm forecasting, the mentioned factors can be divided into factors from the calendar and other.
Due to the fact that telecommunications operators regard their data mining techniques as a competitive advantage, they do not share their experience in this context. In other words, there is no transfer of knowledge in the field of telecommunications data mining. The reluctance of practitioners to share their experiences results in the fact that forecasting systems, which are applied by them, are not widely described in the literature on the subject.
In the literature, there are descriptions of non-linear trend models of the telecommunications market in the long-term (Nadolny, 2011, pp. 70-108) , whereas models of the demand for telecommunications services for short-term forecasting are described as integrated models (Kaczmarczyk, 2016, pp. 72-83; Kaczmarczyk, 2017, pp. 41-57) . In the quoted conceptions of the short-term forecasting, a linear multiple regression model is integrated with a neural network, and also a linear multiple regression model with a SARIMA model. In both cases, the linear multiple regression model is used as a filter of the modelled variability of the demand for telecommunications operator services. The neural model or the SARIMA model is applied to model the remaining (smaller) variability, i.e. after filtering the original variability of the modelled demand. In both cases, the tests are carried out within the framework of multi-sectional models which are non-integrated or integrated. The test consists in modelling the demand for many analytical sections simultaneously. Using one model, the hourly demand is modelled in various types of 24 hours, within different types of connections, and in two subscribers groups.
The analysed effectiveness of the mentioned integrated multi-sectional model (which involved the neural model or the SARIMA model) is significantly higher than in the case of the nonintegrated model.
The aim of this study is to check the effectiveness of the single-sectional integrated model in short-term forecasting the demand for fixed telephone services. However, the results of the analyses will be useful also for mobile telephone services. The data is for two years.
The research methodology
The approach to the modelling and forecasting the hourly demand for electronic connection which is analysed in this research study refers to the one chosen analytical section, i.e. the analysis is carried out exclusively within the framework of a particular subscribers group, a particular type of 24 hours, and a studied category of connection. In order to approximate and forecast the demand, the regression model is integrated with the neural network model, so the singlesectional integrated model is tested. The idea of such integration results from the fact that the regression model is a filter of the explored variability. So, the role of the regression model is to capture the typical demand for telecommunication services in terms of one observed analytical section. On the other hand, the neural network serves to reflect the remaining variability (the regression model residuals).
In the literature, it is emphasised that neural networks should not be used to reflect a high variability of the phenomenon. It is much better to use a neural network to model a small variability. Moreover, the forecaster should construct one neural model for a chosen (fixed) point into the future, e.g. 1 point ahead (Masters, 1993, pp. 47-66) . This approach enables the concentration of neural network capability on a subtle and single non-linear variability.
If the original variability is high, then a filtration process should be conducted with the use of another technique. The elimination of deterministic components is broadly described by many researchers (Box, Jenkins, Reinsel, 1994; Makridakis, Wheelwright, 1989; Makridakis, Wheelwright, Hyndman, 1998; and Kufel, 2010) . The problem of deterministic components is very important because it is significantly connected with the goodness of fit to data, and with the accuracy of forecasts.
In the equals presented below, the following denotations are used: 
In the constructed single-sectional integrated model, five following modules can be specified: 
The method of prediction is realised in accordance with Figure 1.
Input layer with 24 neurons
Hidden layer with a certain number of neurons Output layer with one neuron z t Figure 1 . Forecasting the regression residuals by means of the neural network Source: author's own coverage on the basis of Rojas (2013), p. 258.
Results aggregation and forecast accuracy assessment (module 5):
* * * .
The above equations relate to the overall approach because the model is created for the estimation and prediction of any single analytical section (one category of connection, one type of 24 hours, and one subscribers group). Therefore, the assumption, that the use of the above modules is universal, is adopted by the Author. In this research study, the model is estimated and tested on the basis of the data which includes hourly counted seconds of outgoing calls to mobile networks generated by business subscribers during working 24 hours (all Wednesdays from the period of a year), so the dependent variable (y t ) is understood in that way. So, in the tested model, the specific assumptions for the numbers of observations and the numbers of forecasts are adopted (Table 1) : The error backpropagation algorithm is applied as a learning method. Some research results show that the gradients method (involving the error backpropagation algorithm) is characterised by high efficiency of the learning process (Lula, 1993, pp. 101-112; Tiliouine, 2007, pp. 117-121) . Weights are updated after each application of the pattern from the training data set. In the learning process, a bias coefficient is used, because of a higher stability of this process and the improvement of the neural network results. A decrease of the probability of the learning process stopping in a local minimum of error function is achieved by means of the learning patterns mixing in each epoch, the momentum coefficient, and the multistart method. The momentum coefficient is set at 0.7. The multistart method is based on a tenfold repetition of the learning process for each tested neural network. Eleven different neural networks (characterised by different architecture) are the subject of the research.
The numeric values of the tested neural networks (e.g. the learning coefficient, the learning tolerance, the testing tolerance, or the number of neurons in a hidden layer) are more broadly presented in the empirical part of this research study (Section 3).
A success in the network learning process has been achieved. Of all the experiments carried out for all the tested networks, the network with the architecture 24-14-1 is characterized by the lowest and satisfactory learning and testing error. The results indicate a good network fit and a satisfactory generalization capacity.
Regarding the size of the training set, 1,224 training patterns are used in the network learning process. If we have n inputs and m hidden neurons, then we have (n + 1)m weights.
The minimum number of samples in the training set should be twice as large as the number of network weights. Thus, for even the most extensive network of all the tested neural networks, i.e. networks 24-24-1, the number of training samples is more than twice as large as network weights (600). In the case of the least developed network (24-4-1), the number of training samples is more than twelve times greater than the number of network weights. If the network learning process is carried out again (for the next horizon of the forecast), then this process should be conducted very carefully. If the network successfully passes the learning and the testing process, then the residuals of the model will not significantly differ from the residuals of the regression model.
The two first modules (1 and 2) can be realised only in accordance with the sequence of their numbers (module 2 after module 1). In order to formulate the forecasts, the results of module 3 and module 4 are integrated in the fifth module. Modules 3 and 4 can function collaterally.
The effectiveness of the integrated model for all the analytical sections has been extensively described in P. Kaczmarczyk (2016, pp. 72-83) . According to the quoted work, in this model, all the analytical sections are taken into account, so seven categories of connection, three types of 24 hours (working 24 hours, Saturday, and Sunday), and two groups of subscribers (business and individual subscribers) are included in the mentioned model. In the quoted research paper (Kaczmarczyk, 2016, pp. 72-83) In consideration of the effectiveness of the tested models, special attention is paid to the coefficients which enable the comparison of the models (fit coefficients, autocorrelation coefficients, partial autocorrelation coefficients, and the average errors of expired forecasts ex-post).
The results of testing the models and discussion
The experiments described in this section of the research study are realised on the basis of the data provided by one of telecommunications network operators. The data consists of hourly counted seconds of outgoing calls generated by subscribers of the selected telecommunications network. The data comes from the selected telecommunications operator (corporate group).
As the empirical material, hourly demand for outgoing calls (time in seconds) to mobile networks during working 24 hours within the group of business subscribers is used.
The course of the demand for electronic connections services within the framework of the modelled single analytical section (i.e. outgoing connections to mobile networks during selected working 24 hours -Wednesdays, and generated by the group of business subscribers) in the period of one year is presented in Figure 2 Therefore, the analysed distribution of the variable is statistically significantly different from the normal distribution (χ 2 = 1,482.496 on 7 df, p < 0.01). This is connected with the fact that the arithmetic mean (AM = 44,641.3317) is evidently higher than the median value (Me = 17,903) and also than the mode value (Mo = 0). Thus, the distribution is asymmetrical. More specifically, it is noticed that the distribution is right-skewed (AM > Me > Mo). The skewness coefficient is 0.6925. The response variable is characterised by a high dispersion (upper right panel in Figure 3 ). The standard deviation is 49,121.8542 and the interquartile range is 94,433, so the coefficient of variation (both the coefficient based on the mean and based on the median) is definitely higher than one. Taking into account the distribution of the variable within the framework of individual hours (in the same intervals), one can state that the categorised distribution in most of the 24 levels of the classification factor, i.e. hour during 24 hours, also differs from the normal distribution (bottom left panel in Figure 3 ). The analysed variable is also characterised by statistically significant relative dispersion in the most hours during 24 hours (bottom right panel in Figure 3) . Therefore, the obtained results can be treated as an impediment to modelling and forecasting such a phenomenon.
Overall histogram plot Overall box plot
Categorised histogram plot Categorised box plot Figure 3 . The distribution and the descriptive statistics (sec.) of hourly demand for outgoing calls to mobile networks during working 24 hours within the group of business subscribers
The research of the integrated model is started from the process of estimating the regression model with dichotomous explanatory variables (module 1 of the integrated model).
The dependent variable is the hourly combined demand for connection services in the single analytic section, which is presented above. As the factors affecting the dependent variable, hours within 24 hours are adopted. The statistically significant impact of hours during the day is confirmed using ANOVA (F = 1,928.3254 on 23 and 1,224 df, p < 0.01). Therefore, the regression model includes 24 dichotomous explanatory variables which represent hours during the day (from variable 12AM -00:00:00-01:00:00 to variable 11PM -23:00:00-00:00:00).
Due to the ill-conditioned R matrix, the ridge regression is applied. In connection with this, the parameter λ is optimised. The estimation procedure (standard estimation) is carried out on the basis of the data for all Wednesdays (52 days) from the period of a year. It means, that regression is estimated from the data, which consists of 1,248 cases. The best fitted model is selected.
The coefficients of the fit of this model are the following: λ = 0.004; R square = 0.9694; std.
error of the estimate = 8,672.8438; calculated F statistic = 1,615.8351 on 24 and 1,223 df, p < 0.05. In this regression model only one structural parameter, which stands by the variable 07 AM, is statistically insignificant (Table 2) . In order to obtain the broader assessment of the regression model fit, the autocorrelation function and the partial autocorrelation function of the regression residuals are considered.
The autocorrelations are detected. It is shown in Figure 4 .
The autocorrelation function
The partial autocorrelation function Due to the fact that repetitions of the regression residuals in 24-hour cycles are identified, the model fit can be improved. The residuals do not represent the white noise and it is possible to model and forecast them. The autocorrelation in error term is caused by too low possibilities of the regression to approximate such a high variability of the modelled phenomenon.
Furthermore, the analysis of the calculated Cook's distances and the standardised residuals indicate that there are unusual observations, i.e. influence observations or outliers ( Figure 5 ).
The unusual observations are neither eliminated nor replaced by their estimates because it is connected with the risk of effacing the real patterns (Dittmann et al., 2011, pp. 41-73) .
Scatter plot of the regression residuals Normal probability plot of the residuals Figure 5 . Analysis of the regression model residuals Source: author's own calculation.
The highest values of the residuals are noticed in the peak hours (left panel in Figure 5 ).
It should be stressed that the residuals are characterised by relatively high values (coefficient of variation for regression model is 0.1943). From the analysis of normal probability of the regression residuals (right panel in Figure 5 ), it also results that there is evidently a difference between the residuals distribution and the normal distribution.
The forecasting effectiveness is verified by means of two average forecasting errors, namely the mean absolute error (MAE) and the root mean square error (RMSE). The forecasting period is from 1 st January to 31 st March of the next year. Therefore, the forecasts accuracy is checked for all Wednesdays from the period of three months, namely for 312 cases (13 days).
In the case of the regression model, the accuracy of the forecast is as follows: MAE = 7,244.1437
and RMSE = 10,774.7406.
Then, the object of the research is the neural network. The value of coefficient, relating to the learning and testing process of the neural model, are set (the learning coefficient = 0.9; the momentum coefficient = 0.7; the learning tolerance = 0.15; the testing tolerance = 0.25).
The assessment criterion of neural network fit to the data is RMSE value of testing set, so using this method, the optimal neural network architecture and optimal weights values are chosen. The presentation of every learning epoch is followed by the calculation of RMSE value of the testing set. The testing set constitutes 15% of the training set. During the neural network learning, the threshold of RMSE value is gradually lowered to the lowest possible value. The learning process is stopped after reaching the threshold of RMSE value, and then the learning process is continued for a lower threshold of RMSE. The empirical method is used to select the right network topology, i.e. eleven experiments are realised. Every experiment is based on the decuple estimation of the neural model, which includes the determined number of neurons in the hidden layer. The tested neural models are characterised by the following architecture: 24-24-1, 24-22-1, 24-20-1, 24-18-1, 24-16-1, 24-14-1, 24-12-1, 24-10-1, 24-8-1, 24-6-1, and 24-4-1. Eleven of the best fitted models (one model from each experiment) are chosen for the next level of the comparison. In the last level of selection, the best fitted neural model from all the tested neural models is selected. The best results are achieved by the neural model which has the following structure: 24-14-1. The learning of this model is as shown in Table 3 . The goodness of the multi-sectional integrated model fit (Kaczmarczyk, 2016, pp. 72-83) is evidently lower than in the case of the single-sectional integrated model. This conclusion can be formulated due to the criterion of: R-square as well as Q Box and Ljung coefficients and partial correlation coefficients.
Then, the object of consideration is the forecast accuracy of the single-sectional integrated model. The MAE value for all Wednesdays for the forecast period from 1 st January to 31 st March of next year (for the same period as in the case of forecasting by the use of regression) equals 4,351.2512, and the RMSE value is 6,308.5154. The comparison of the forecast accuracy for the non-integrated and integrated model indicates that the latter is characterised by evidently higher effectiveness in this field. The average forecasting errors, computed according to MAE and RMSE formulae, is 39.9% lower and 41.5% lower respectively (than in the case of the non-integrated model). Furthermore, the single-sectional integrated model also provides higher forecasts accuracy than in the case of the multi-sectional integrated model (Kaczmarczyk, 2016, pp. 72-83) . The ratio of RMSE to the average level of the phenomenon in the forecast period is 16.6%, and is significantly lower than in the case of the multi-sectional integrated model.
Conclusions
The conducted calculation enables to confirm the following hypotheses: 1) the fusion of the considered tools, i.e. the regression and the neural network, enables better results in comparison to the non-integrated linear regression models; 2) the prepared single-sectional integrated model is characterised by higher fit and forecasts accuracy in comparison to the multi-sectional integrated model (which relates to all the analytical sections of the demand for electronic communication services).
Despite the fact that still existing autocorrelation in error term can be noticed in the proposed single-sectional integrated model, the obtained results are significantly better than in the case of the non-integrated model and the multi-sectional integrated model, which are used as benchmarks. The improvement can be achieved by further research consisting of other approaches to the statistical data pre-processing, statistical data analysis method, and neural modelling.
