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ABSTRACT
IMPROVING VISUAL RECOGNITION WITH
UNLABELED DATA
MAY 2020
ARUNI ROYCHOWDHURY
B.Tech., WEST BENGAL UNIVERSITY OF TECHNOLOGY
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Erik Learned-Miller
The success of deep neural networks has resulted in computer vision systems that
obtain high accuracy on a wide variety of tasks such as image classification, object
detection, semantic segmentation, etc. However, most state-of-the-art vision systems
are dependent upon large amounts of labeled training data, which is not a scalable
solution in the long run. This work focuses on improving existing models for visual
object recognition and detection without being dependent on such large-scale human-
annotated data.
We first show how large numbers of hard examples (cases where an existing model
makes a mistake) can be obtained automatically from unlabeled video sequences by
exploiting temporal consistency cues in the output of a pre-trained object detector.
These examples can strongly influence a model’s parameters when the network is re-
trained to correct them, resulting in improved performance on several object detection
vi
tasks. Further, such hard examples from unlabeled videos can be used to address the
problem of unsupervised domain adaptation. We focus on the automatic adaptation
of an existing object detector to a new domain with no labeled data, assuming that a
large number of unlabeled videos are readily available. Our approach is evaluated on
challenging face and pedestrian detection tasks involving large domain shifts, showing
improved performance with minimal dependence on hyper-parameters.
Finally, we address the problem of face recognition, which has achieved high ac-
curacy by employing deep neural networks trained on massive labeled datasets. Fur-
ther improvements through supervised learning require significantly larger datasets
and hence massive annotation efforts. We improve upon the performance of face
recognition models trained on large-scale labeled datasets by using unlabeled faces
as additional training data. We present insights and recipes for training deep face
recognition models with labeled and unlabeled data at scale, addressing real-world
challenges such as overlapping identities between the labeled and unlabeled datasets,
as well as label noise introduced by clustering errors.
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CHAPTER 1
INTRODUCTION
This chapter starts off with several motivating examples of how humans can learn
efficiently from the world around us, without requiring explicit supervision or “train-
ing” at every step. Each of our research goals are presented within the larger context
of learning efficiently with minimum supervision. This serves to give an overall flavour
of the research problems we aim to address here, while the detailed methodology and
experimental results are left for subsequent chapters.
1.1 Motivation
We are motivated by the sheer data-efficiency of the human learning system, and
trying to develop techniques that will bring machines closer to this goal of data-
efficient learning in an unsupervised fashion. Usually, most state-of-the-art computer
vision systems are dependent upon massive amounts of labeled data in order to obtain
high accuracy in their task, which is not a scalable solution in the long run. Therefore,
exploring ways and means to exploit unlabeled data for training deep networks has
become an attractive alternative.
Broadly, we will expand upon the following major themes here – (1) the ability to
automatically adapt to novel scenarios; (2) using large amounts of unlabeled video
and temporal consistency cues to improve object detection; (3) improving existing
face recognition models, trained on millions of labeled faces, by augmenting their
training set with large amounts of clustered faces from unlabeled data sources.
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Figure 1.1: An example of domain change – images on the left (with labeled pedes-
trians shown in green boxes) depict city streets in sunny, daytime conditions, while
images on the right are under other conditions like night-time, dusk, foggy, rainy. An
object detector can be originally trained to detect pedestrians using labeled training
data from clear, sunny city streets (left) and subsequently be able to generalize to
a variety of novel scenarios as depicted on the right, without requiring additional
human-labeled training data.
1.2 Automatic adaptation to novel domains
Humans adapt to new domains fairly easily — for example, if a person learned
driving in the US, then he or she can drive in European cities without needing to go
through an intensive training programme. Similarly, even if we are normally taught
driving during the daytime, after a few attempts we can usually adapt to night-time
driving without too much difficulty. We show an illustrative example of domain
changes in Figure 1.1.
Machine learning systems however require massive amounts of labeled data to
learn. Motivated by the elegant way we as humans learn to leverage existing knowl-
edge and adapt to new scenarios, one thrust of this thesis is to explore ways to let
machines have this same ability in an automatic and efficient manner. Indeed, the
field of label-efficient domain adaptation (either completely unsupervised, or depend-
ing upon a small amount of labeled data) is an active area of current research in
both the computer vision and the machine learning communities, and we place our
contributions within this context in the later chapters.
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“Off”	flicker
Figure 1.2: A face detector is run on consecutive video frames. The detection outputs
are marked by green boxes. Missed detections, where the detector’s predictions are
“flickering off”, can be picked up by leveraging the temporal continuity between video
frames.
1.3 Temporal consistency cues from video
The first type of context we hope to leverage is temporal consistency. Indeed,
videos may be closer to how humans perceive the world, as opposed to tempo-
rally isolated snapshots, resulting in a strong temporal association being involved
with the representation and recognition of objects (Li and DiCarlo [107], Wallis and
Bu¨lthoff [186]). As a concrete example in computer vision, let us assume that an
object detector for still images is run on a video one frame at a time. Missed ob-
jects can be picked up by exploiting temporal context – if an object was detected in
preceding and succeeding frames, then it is likely that this object is present in the
current frame as well1. Some subtle change in the image – a challenging angle or blur
for example – might have caused the object detector to fail momentarily. Similarly,
if some spurious artifact is detected mistakenly as an object, but happens only in
one isolated video frame, then it can be rejected based on the same hypothesis of
temporal label stability or smoothness.
1Barring cases like occlusions, shot-boundaries, etc.
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Given access to large amounts of unlabeled video data, temporal consistency cues
in videos provide a method for automatically collecting the mistakes or challenging
cases for a model. This shows us a simple way to improve existing object detectors –
by re-training on challenging examples automatically mined from videos. Since these
videos do not need to be labeled, we essentially have an unlimited source of training
data from websites like YouTube, for almost any set of object categories. We use
this idea of leveraging temporal consistency as a corrective signal in the following
applications:
• Re-training on challenging examples for improving the performance of existing
object detectors (Chapter 3)
• Automatically adapting an existing object detector to novel domains (Chap-
ter 4)
Note that both the above applications involve improving or adapting an existing
object detector by re-training on additional training samples automatically obtained
using temporal context. This is distinct from an orthogonal line of work in video object
recognition which incorporates information from multiple frames into deep neural
networks through architectural innovations [44, 92, 190].
1.4 Learning from unlabeled faces
The earlier applications illustrated the use of temporal continuity cues from unla-
beled videos to improve fully-supervised detection systems. We now focus on improv-
ing face recognition systems in the same fashion – using large amounts of unlabeled
data. There are of course notable differences in this setting. Primarily, instead of
unlabeled videos, we now have to deal with still images as our data, and therefore
can no longer take advantage of temporal cues. The problem setting also shifts to
4
Labeled faces Clustered	faces
George	W	Bush
Elton	John
JK	Rowling
Training	
data
LossCNN
Incorrect	
clustering
Figure 1.3: Given a face recognition model trained on labeled faces, we wish to ex-
ploit clustering on unlabeled data for additional training samples to further improve
recognition performance. Key challenges include overlapping identities between la-
beled and unlabeled data (circled in red) as well as noisy training labels arising from
incorrect cluster assignments (a picture of George Bush Sr. is erroneously assigned
to a cluster of George W Bush images).
that of large-scale face recognition from the earlier object detection domain, serving
to show that learning from unlabeled data can help even in this regime.
With the end-goal of improving recognition performance, we may consider two
broad axes along which research has been directed. One involves the design of better
losses and architectures, which indeed has given significant benefits over the years.
The initial VGG-based deep networks [162] were gradually replaced by ResNet [67]
and later by more high-performing architectures such as SE-Net [75] – models that
push the state-of-the-art in general object recognition on benchmarks like Imagenet
also tend to do well in face recognition. Similarly, the standard softmax-based cross-
entropy training loss was initially replaced by learning embeddings via pairwise and
triplet losses [150], followed by variants of large-margin losses that constrain embed-
dings to lie on a hypersphere (e.g. ArcFace [32], CosFace [189], SphereFace [117],
etc.).
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The other direction to pursue (which is in line with the focus of this thesis) is
providing larger amounts of training data to a model, especially in a label-efficient
manner via unsupervised or semi-supervised approaches. These two axes lead to or-
thogonal developments – more data is likely to improve the next generation of better
network architectures and training losses. Moreover, tasks such as automatic adapta-
tion of a model to a new scene or condition will benefit from being able to learn from
unlabeled faces. There are several use cases for such adaptation: e.g. a particular
ethnicity may not have a large labeled dataset but have many unlabeled faces avail-
able and it would be advantageous to be able to re-train an existing model on this
new ethnicity without a laborious and time-consuming data-annotation process. In
general, deployed models would be able to leverage a continuous stream of unlabeled
data to adapt to specific operational conditions.
Our experiments show that it is indeed possible to further improve the recogni-
tion performance of fully-supervised models trained on large-scale labeled datasets
by exploiting clustering to obtain pseudo-labeled additional data (Chapter 5). An
overview of this setting is shown in Figure 1.3.
1.5 Reading roadmap
The following chapters are organized as follows: a survey of the background ma-
terial is presented in Chapter 2. An overview and related work sections accompany
each contribution being described in Chapters 3, 4 and 5, such that they may be
perused in a fairly stand-alone fashion. Concluding remarks and directions of future
work are discussed in Chapter 6.
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CHAPTER 2
BACKGROUND
This chapter reviews relevant literature pertaining to the research directions ex-
plored in this thesis. Please note, each chapter contains its own review of related
work, and can thus be read in a fairly stand-alone fashion, while the current review
of the background materials is aimed at providing an overall view.
Deep learning and convolutional neural networks form the basis of many com-
puter vision architectures, and Sec. 2.1 gives a brief introduction to these models.
Modern object detectors use deep networks as their backbones, and we next provide
an overview of detectors in Sec. 2.2. Learning from hard examples with a focus on
object detectors is covered in Sec. 2.3 and Sec. 2.4 addresses unsupervised domain
adaptation, again with a focus on object detector models. These two sections are
particularly relevant for Chapters 3 and 4, which deal with mining hard examples
and unsupervised domain adaptation of object detectors, respectively. The goal of
learning with limited or no labeled data has a rich body of work in the machine
learning literature. We review two such approaches most relevant to our research –
semi-supervised learning (Sec. 2.5) and self-supervised learning (Sec. 2.6). Learning
with noisy labels is relevant to our approaches, since pseudo-labeled data will in-
evitably contain some incorrect labels, and we conclude with a brief introduction and
overview of prominent methods from this area (Sec. 2.7).
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Figure 2.1: The AlexNet model [97] won the 2012 ImageNet LSVRC competition by
a large margin – 15.3% versus 26.2% (second place) error rates. The success of this
model led to end-to-end solutions using deep neural networks being applied to a wide
range of tasks. (Image source: [97]).
2.1 Convolutional neural networks
Convolutional neural networks (CNNs) are composed of a hierarchy of units con-
taining a convolutional, pooling (e.g. max or sum) and non-linear layer (e.g. ReLU
max(0, x)). Since the breakthrough of the AlexNet model on the ImageNet classi-
fication performance drew the attention of the Computer Vision community, deep
convolutional neural networks have been widely adopted by researchers. We show
the basic framework of the AlexNet model in Figure 2.1. In recent years deep CNNs
typically consisting of the order of 10 or more such units and trained on massive
labelled datasets such as ImageNet have yielded generic features that are applica-
ble in a number of recognition tasks ranging from image classification [97], object
detection [56], semantic segmentation [64], texture recognition [26] and face recogni-
tion [177, 150]. Since then, the architectures and training strategies of deep networks
have been improved in several ways, resulting in even higher performance. e.g. resid-
ual networks [67], inception networks [175, 174], etc.
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Figure 2.2: The Faster R-CNN object detection model. (Image source: [143]).
2.2 Object detectors
Convolutional neural networks have recently been applied to achieve state-of-the-
art results in object detection [56, 55, 66, 143, 140, 116, 15, 111]. Many of these
object detectors have been re-purposed for other tasks such as face detection [139,
104, 202, 43, 109, 211, 207, 83, 194, 76, 216] and pedestrian detection [212, 40, 15],
[16, 73, 105, 215], achieving impressive results [81, 203, 35].
2.2.1 Faster R-CNN
The training data for the Faster R-CNN (FRCNN) consists of a set of images
and a set of annotated bounding-boxes denoting the objects in each image. In the
first stage of FRCNN, a Region Proposal Network (RPN) proposes a set of regions in
an image that are likely to contain an object as region proposals (also called regions
of interest or ROIs). These ROIs are typically represented as a 4-tuple (x, y, w, h),
defining an axis-aligned bounding box for a region in the image. In the second stage,
region proposals are passed to the Fast R-CNN network, which has a classification
branch predicting an object class label and a regression branch that regresses bound-
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ing box co-ordinates for each region proposal. As a further optimization, instead of
directly regressing co-ordinates, the network is trained to predict offsets from a set of
“canonical” object bounding boxes at various scales and aspect ratios, called anchor
boxes. This architecture is illustrated in Figure 2.2.
During the training process, in the simplest setting, a single image is loaded and
the RPN is run on it. Mini-batches are formed by sampling the region proposals
obtained from the RPN in the forward pass. Region proposals that have a large
overlap with a ground-truth object annotation are considered as positive training
samples. Region proposals over the rest of the image are sampled as negative training
samples. Usually a 1:3 ratio is maintained between positive and negative samples in
a mini-batch.
2.2.2 Single-stage detectors
Some approaches [116] seek to do away with the separate region-proposal module,
and directly predict object bounds and category labels from a single-stage network,
applied densely over the image in a sliding window fashion. Single-stage models like
SSD [116] and YOLO [140] report impressive gains in speed, but have lower accuracy
compared to the two-stage approach.
2.2.3 Multi-scale architectures
Several deep-learning methods have tried to incorporate a multi-scale architecture
into their approach. SSD [116] and Multi-Scale CNN [15] detect objects at multiple
scales, exploiting the fact that different layers have different receptive field sizes, and
ensuring that each layer predicts objects at the scale corresponding to its receptive
field size. The SPP-Net [66] pools features at coarse-to-fine spatial grids and con-
catenates them. The Feature Pyramid Network (FPN) [111] aggregates features from
various layers of the network, along with top-down connections from higher-level lay-
ers, to make predictions at each level of the scale pyramid.
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2.3 Learning with hard examples
The idea of using hard examples to train models is a relatively mature line of
work in active learning [157]. Many discriminative methods are more influenced
by challenging examples near the boundary of a classifier than easy examples that
have low loss. In fact, some classifiers such as support vector machines (SVMs), are
completely determined by examples that lie on a margin around the classifier boundary
(the “support vectors”) [149]. Active learning methods [50] select training samples for
stochastic gradient descent based on their gradient magnitude, while Chang et al. [21]
emphasize training on “uncertain” samples, i.e. having high variance in the predicted
posteriors over training iterations.
Specific to object detection, massive class imbalance is an issue with sliding-
window-style detectors — being densely applied over an image, such models see far
more “easy” negative samples from background regions than positive samples from
regions containing an object. Some form of hard negative mining is used by most
successful object detectors to account for this imbalance [29, 34, 45, 56, 55, 66, 160,
212, 112, 187, 171]. Early approaches include bootstrapping [172] originally used
with a multi-layer perceptron, and thereafter for training SVM-based object detec-
tors [29, 45], where false positive detections were added to the set of background
training samples in an incremental fashion. Other methods [146, 34] apply a pre-
trained detector on a larger dataset to mine false positives and then re-train the
model. Hard negative mining has also improved the performance of deep learning
based models [161, 119, 55, 160, 212, 187, 112].
The Fast R-CNN [55] heuristically addresses the class imbalance issue by main-
taining a 1:3 ratio between positive and negative (i.e. background) region proposals
during training. It also selects negative region proposals that have low but non-zero
intersection-over-union with ground-truth object bounding-boxes — this acts as an
approximate hard negative selection [55] by not considering region proposals that
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Figure 2.3: Online Hard Example Mining (OHEM) for the Fast R-CNN detector.
The losses from all the regions of interest (ROIs) are computed during a forward
pass. The regions with high loss are selected and gradients computed only for these
selected hard examples. (Image source: slides from [160]).
have no overlap at all with the objects in an image. Shrivastava et al. [160] proposed
an Online Hard Example Mining (OHEM) procedure (see Figure 2.3), training us-
ing only high-loss region proposals. This technique, originally applied to the Fast
R-CNN detector [55], yielded significant gains on the PASCAL [42] and MS-COCO
benchmarks [113]. Lin et al. [112] propose the Focal Loss to down-weight the con-
tribution of easy examples and train a single-stage, multi-scale network [111]. The
A-Fast-RCNN [193] does adversarial generation of hard examples using occlusions
and deformations. Zhang et al. [212] show that effective bootstrapping of hard neg-
atives, using a boosted decision forest [47, 3], significantly improves over a Faster
R-CNN baseline for pedestrian detection. Recent face detection methods, such as
Wan et al. [187] and Sun et al. [171], have also used the bootstrapping of hard neg-
atives to improve the performance of CNN-based detectors — a pre-trained Faster
R-CNN is used to mine hard negatives; then the model is re-trained. However, these
methods require a human-annotated dataset of suitable size to provide these hard
negatives.
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2.4 Unsupervised domain adaptation
There has been extensive work in addressing the shift between source and tar-
get domains [60, 10, 168]. Some approaches try to minimize the Maximum Mean
Discrepancy [60, 184, 118] or the CORAL metric [170] between the distribution of
features from the two domains. Another popular direction is an adversarial setup,
explored by recent works such as ADDA [183], CyCADA [72], gradient reversal layer
(ReverseGrad or DANN) [49, 48], wherein the discriminator tries to predict the do-
main from which a training sample is drawn, and the model attains domain invariance
by trying to fool this discriminator, while also learning from labeled source samples.
In particular, the work of Tzeng et al. [182] obtains soft-labels from model posteriors
on source domain images, aiming to transfer inter-category correlation information
across domains. We point the reader to Csurka [28] for a recent survey.
2.4.1 Cross-domain object detection
The domain shift [91] of detectors trained on still images and applied to video
frames has been addressed in several works, mostly relying on some form of weak
supervision on the target domain and selecting target samples based on the baseline
detector confidence score [63, 178, 158, 37, 98, 20]. Several approaches have used
weakly-labeled video data for re-training object detectors [89, 163, 178]. Our work
on domain adaptation of object detectors in Chapter 4 is motivated in particular by
Tang et al. [178], who use tracking information to get pseudo-labels on weakly-labeled
video frames and adopt a curriculum-based approach, introducing easy examples (i.e.
having low loss) from the target video domain into the re-training of the baseline
detector. Beyond still-image to video-frames adaptation, Jamal et al. [1] address
the domain shift between various face detection datasets by re-calibrating the final
classification layer of face detectors using a residual-style layer in a low-shot learning
setting.
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Figure 2.4: The domain-adaptive Faster R-CNN object detection model [25]. A
domain classifier is built at the image and the instance (region) level, trained in
an adversarial manner. A consistency regularizer is incorporated within these two
classifiers to learn a domain-invariant RPN for the Faster R-CNN model. (Image
source: [25]).
Two recent methods [79, 25] for domain-adaptive object detection are particularly
relevant to our problem. The weakly-supervised method of Inoue et al. [79] first
transforms the labeled source (natural) images to resemble the target images (water-
colors) using the CycleGAN [217], fine-tunes the baseline (pre-trained) detector on
this “transformed source” data, and then obtains pseudo-labels on the target domain
using this domain-adapted model. The task of image generation is fairly difficult,
and we posit that it may be possible to address domain adaptation without requir-
ing a generative model as an intermediate step. The fully unsupervised method of
Chen et al. [25] learns a domain-invariant representation by using an adversarial loss
from a domain discriminator [48, 49] at various levels of the Faster R-CNN architec-
ture, showing significant improvements when adapting to challenging domain shifts
such as clear to foggy city scenes, simulated to real driving videos, etc. While a pow-
erful approach, the design of new discriminator layers and adversarial training are
both challenging in practice, especially without a labeled validation set on the target
domain (as is the case in an unsupervised setting).
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Figure 2.5: Intuition behind semi-supervised learning – Left: given just one labeled
sample of each class, the shown linear separator is a reasonable choice of classification
boundary. Right: additional unlabeled samples provide more information on the
distribution of the data P (x), leading to an updated decision boundary (Image source:
Belkin et al. [9]).
2.5 Semi-supervised learning
Label-efficient semi-supervised methods of training object recognition models, us-
ing mixtures of labeled and unlabeled data, have a long history in computer vi-
sion [12, 22, 196, 145, 195, 8, 155, 103, 46]. We touch upon a few of the topics that
are most relevant to this thesis, largely following Chapelle et al. [22]; please refer to
[22] for a detailed survey of the field.
Semi-supervised learning is concerned with the scenario when part of the data
contains labels or targets, while another part is unlabeled. Formally, the samples
X = {xi}i∈[n] are divided into two parts: X L and X U of sizes l and u respectively.
Now X L := {x1, ...,xl} is provided with labels YL := {y1, ..., yl}, while we do not
know the labels for X U := {xl+1, ...,xl+u}. Semi-supervised learning is expected to
yield an improvement over a fully-supervised model trained on only the labeled data
if the distribution of unlabeled examples carries information about P (x) that is useful
in the inference of the predictive posterior P (y|x). A smoothness assumption is made
for semi-supervised learning to be useful – if two points x1 and x2 are close in a
high-density region (i.e. P (x) is high in that region of the input space), then their
corresponding labels y1 and y2 are also close. Conversely, if two points are separated
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Figure 2.6: Transductive SVM example — positive and negative examples are marked
as + and − while unlabeled data points are shown as dark circles. The dashed line is
the solution of a regular (inductive) SVM, which finds the hyperplane that separates
the labeled training data with largest margin, but ignores the unlabeled samples.
The solid line shows the hard-margin transductive classification, which aims for zero
training error and the largest margin w.r.t. both the labeled and unlabeled samples,
aligning the labeling with the cluster structure in the samples. The unlabeled samples
provide additional information about P (x) which the transductive SVM can leverage
to find a separating hyperplane that respects the distribution of the data (Image
source: Chapelle et al. [22]).
by a low-density region, then their labels need not be close (often referred to in the
literature as low density separation). The cluster assumption is a special case of the
above 1, which states that if points are in the same cluster, then they are likely to
have the same label.
Figure 2.5 illustrates an example showing how unlabeled data can update prior
beliefs on classifier decision boundaries. Semi-supervised learning encourages a deci-
sion boundary separating classes that optimizes not just the training loss, but also
uses the unlabeled samples to ensure that the decision boundary does not cut through
regions of high data density.
1Noting the definition of clusters as sets of points which are connected by short curves through
high-density regions[22].
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Certain methods, such as the transductive SVM (TSVM) [88] directly aim to
implement the low-density separation assumption by maximizing the margin of the
decision boundary from both labeled and unlabeled points (shown in Figure 2.6).
Entropy minimization [59] penalizes the entropy of the predictive posteriors, thus
encouraging P (y|x) to be close to either 0 or 1. Data-dependent regularization or
information regularization [176, 27] enforces a penalty if P (y|x) varies within a region,
with preference given for samples from within the same region to have similar label
distributions.
For a survey and empirical comparison of various semi-supervised learning meth-
ods applied to deep learning, we refer the reader to Odena et al. [130]. The work in this
thesis is most closely related to the self-training approach [153, 22, 12, 196, 101],
which involves creating an initial baseline model on fully labeled data and then us-
ing this model to estimate labels on a novel weakly-labeled or unlabeled dataset.
A subset of these estimated labels that are most likely to be correct are selected
and used to re-train the baseline model, and the process continues in an incremental
fashion [127, 106, 123, 85, 197].
In the context of object detection, Rosenberg et al. [145] used the detections
from a pre-trained object detector on unlabeled data as pseudo-labels and then
trained on a subset of this noisy labeled data in an incremental re-training proce-
dure. In Kalal et al. [89], constraints based on video object trajectories are used
to correct patch labels of a random forest classifier; these corrected samples are
used for re-training. Tang et al. [178] adapt still-image object detectors to video
by selecting training samples from unlabeled videos, based on the consistency be-
tween detections and tracklets, and then follow an iterative procedure that selects
the easy examples from videos and hard examples from images to re-train the detec-
tor. Singh et al. [163] gather discriminative regions from weakly-labeled images and
then refine their bounding-boxes by incorporating tracking information from weakly-
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labeled videos. Recently, the data distillation approach [138] aimed to improve the
performance of fully-supervised state-of-the-art detectors by augmenting the training
set with massive amounts of pseudo-labeled data. In their case, the unlabeled data
was from the same domain as the labeled data, and pseudo-labeling was done by
selecting the predictions from the baseline model using test-time data augmentation.
2.6 Self-supervised learning
Self-supervised learning is another way to learn useful representations from unla-
beled data that has gained prominence as a way to pre-train deep neural networks
without requiring massive human-annotated datasets. In many cases, the unlabeled
image or video itself contains useful information, which can be leveraged to provide
a training loss to learn representations. Self-supervised learning explores this line
of work. Usually, a network is first trained on a proxy or pretext task, which pro-
vides a discriminative training loss without requiring human annotations. Thereafter,
the network is used as a feature extractor and this visual representation is used in
downstream tasks such as classficiation, semantic segmentation, etc.
Learning to colorize grayscale images was among the first approaches to training
modern deep neural networks in a self-supervised fashion [99, 213, 214]. Being able
to predict the correct color for an image requires some understanding of a pixel’s
semantic meaning (e.g. skies are blue, grass is green etc.), leading to learning rep-
resentations useful in downstream tasks like classification. There is of course an
inherent ambiguity in color – apples can be green or red and a grayscale image does
not contain enough information to predict this accurately. The ability to track ob-
jects was induced by training a network to accurately “copy” colored pixels from a
colored frame to a grayscale version of the next frame in Vondrick et al. [185].
The contextual information in an image also lends itself to the design of proxy
tasks – learning to predict the relative positions of cropped image patches as in
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Doersch et al. [33], similarity of patches tracked across videos [191, 192], inpainting a
missing patch in an image by leveraging the context from the rest of the image [136,
181].
Motion from unlabeled videos also provides a useful pre-training signal, as shown
in Pathak et al. [135] using motion segmentation, and Jiang et al. [82] who predict
relative depth as a proxy task for downstream scene understanding tasks.
Other approaches include predicting data transformations [128, 53, 129] or clus-
tering [18, 19], solving jigsaw puzzles with permuted image patches [128], training a
generative adversarial model [38]. An empirical comparison of various self-supervised
tasks may be found in [58, 96]. In the case of limited samples i.e. the few-shot
classification setting, including self-supervised losses along with the usual supervised
training is shown to be beneficial in Su et al. [167].
Contrastive learning approaches have recently shown promising results in self-
supervision. Consider an encoded query sample and a set of other encoded samples as
keys. The representation learning is formulated as minimizing a constrastive loss [62]
between a query sample and a matching key, and maximizing this loss between the
query and non-matching keys. The encoder networks are instantiated as CNNs.
The concept of “matching” depends on the particular method – a simple proxy task
following this approach is instance discrimination [199], where a query and a key
vector are matching if they originate from the same image. Two different “views”
of the same image under random data augmentations may also be taken to form a
positive or matching pair, as done in [7, 204].
2.7 Learning with noisy labels
Learning from data where the labels may be corrupted is very relevant to this thesis
– the pseudo-labeling strategies adopted for object detection and face recognition will
not provide perfect labels on unlabeled datasets. Therefore, a certain amount of train-
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ing samples will be assigned incorrect labels, and re-training of the visual recognition
models will take place using such noisy labels. In particular, label-noise [126] has a
significant effect on the performance of the face embeddings obtained from face recog-
nition models trained on large datasets, as extensively studied in Wang et al. [188].
Indeed, even large scale human-annotated face datasets such as the well-known MS 1
Million (MS-1M) are shown to have some incorrect labeling, and gains in recognition
performance can be attained by cleaning up the labeling [188].
Formally, let us consider the usual supervised learning paradigm, where we are
provided with data X := {x1, ...,xN} and labels Y := {y1, ..., yN}. For the case
where each sample belongs to one of C classes, i.e. the C-way classification problem,
the label space would be the integers 1, 2, ..., C, denoted as [C]. A training dataset
is sampled as pairs (xi, yi) drawn from the distribution P (x, y) = P (y|x)P (x) over
X × Y .
Label noise can be considered as randomly flipping the label of each sample from
yi to y˜i ∈ [C], with y˜i 6= yi. Some common types of noise that may corrupt the labels
of a training dataset are described next:
• Uniform noise: a label may be randomly flipped from a class y to another y˜,
without any dependence on the original label y or the sample x. In other words,
the dataset is drawn from P (x, y˜) = P (y˜)P (x). This is a case of completely
random label noise, and has been the focus of recent analyses on the learn-
ing capabilities of deep neural networks – such models are able to completely
memorize arbitrarily labeled datasets [175], however, they tend to fit correctly
labeled samples before fitting to the random labeled samples in the training
data [5].
• Label-dependent noise: the class-conditional noise setting, where each label y
in the training dataset may be flipped to y˜ with probability P (y˜|y). To make
this dependence explicit, we can consider the training dataset being formed by
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sampling from the distribution P (x, y˜) =
∫
y
P (y˜|y)P (y|x)P (x)dy. The label
noise can be modeled as a label-transition matrix T ∈ [0, 1]C×C where each
entry in the matrix specifies the label transition probability between a pair
of classes. This type of noise captures cases of label corruption that may arise
naturally in the real world – a human annotator asked to label images with their
categories may be more likely to mix up two species of seagulls than mistake a
seagull for, say, a dog. Label-dependent noise was addressed in early works such
as co-training [12], and more recently a theoretical analysis (confined to binary
labels) was done by Natarajan et al. [126] and Scott et al. [152]. A standard
assumption in such two-class analyses is that the total amount of label noise is
bounded : P (1|0) + P (0|1) < 1, ensuring that there is always some useful signal
to learn from the training samples.
• Instance-dependent noise: in this setting, we consider label flips that are de-
pendent on both the original or true class label y as well as the specific data
sample or instance x. The training samples are drawn from the distribution
P (x, y˜) =
∫
y
P (y˜|y,x)P (y|x)P (x)dy. This is a more challenging setting than
only class-dependent label noise, and also arises naturally in the real world –
we may expect a blurred or low-resolution image to be labeled incorrectly by
a human annotator more often than a high-resolution clear image. A pseudo-
labeling approach that uses some automated procedure to assign labels to un-
labeled samples would also suffer from this type of label noise. This general
scenario has been theoretically analysed by comparatively fewer works, in par-
ticular Ghosh et al. [52] and Menon et al. [122].
We now briefly go over some works, generally of a more applied nature and closer
in spirit to our approach, that have addressed the problem of training deep neural
networks on noisy labels. Bootstrapping [141] combines noisy labels with the model’s
own prediction from a previous iteration during training. Sukhbaatar et al. [169]
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model the label noise with a separate layer trained jointly with the network. Pa-
trini et al. [137] estimate the label noise rates and use that post-hoc as a corrective
factor in the loss. Li et al. [108] use a teacher network or a knowledge base, via
distillation. A mixture of beta distributions was used to model the training loss of
noisy labels in [4], along with mixup regularization [210]. [84, 142] learn a training
curriculum for a student model that is robust to noisy labels.
The approaches developed in this thesis rely on pseudo-labeling approaches to
automatically assign labels to unlabeled samples. As such, these pseudo-labeled sam-
ples suffer from a non-trivial amount of label noise. We explicitly model the noise
in pseudo-labeled samples in the chapter on face recognition (Chapter 5) – we note
that this is a fairly application-specific approach, and a rigorous analysis of label
noise in a general setting is beyond the scope of this work. Applying label-noise
modeling [141, 169, 137, 108, 4, 84, 142] to large-scale face recognition has its own
set of challenges – the labeled and unlabeled datasets are class-disjoint, a situation
not considered by earlier methods [137, 108, 69]; having ∼100k identities, typically
long-tailed, make learning a label-transition matrix challenging [137, 69]; label-noise
from clustering pseudo-labels is typically structured and quickly memorized by a deep
network, unlike the uniform-noise experiments in [4, 210, 179].
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CHAPTER 3
IMPROVING OBJECT DETECTORS USING HARD
EXAMPLES
3.1 Overview
Detection is a core computer vision problem that has seen major advances in the
last few years due to larger training sets, improved architectures, end-to-end training,
and improved loss functions [144, 143, 36, 218]. In this work, we consider another
direction for improving detectors – by dramatically expanding the number of hard
examples available to the learner. We apply the method to several different detection
problems (including face and pedestrian), a variety of architectures, and multiple data
sets, showing significant gains in a variety of settings.
Many discriminative methods are more influenced by challenging examples near
the boundary of a classifier than easy examples that have low loss. Some classifiers,
such as support vector machines, are completely determined by examples that lie on
a margin around the classifier boundary (the “support vectors”) [149]. More recent
techniques that emphasize examples near the boundary include general methods such
as active bias [21], which re-weights examples according to the variance of their pos-
teriors during training. In the context of class imbalance in training object detectors,
on-line hard example mining (OHEM) [160] and the focal loss [112] were designed to
emphasize hard examples.
In this paper, we introduce simple methods for automatically mining both hard
negatives and hard positives from videos using a previously trained detector. To
illustrate, Figure 3.1 shows a sequence of consecutive video frames from two videos
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Figure 3.1: Detector flicker in videos. Three consecutive frames from a video
are shown for face and pedestrian detection. On the top row, the boxes show face
detections from the Faster R-CNN [144] (trained on WIDER face) [203, 83]. On the
bottom row are detections from the same detector trained on the Caltech pedestrian
dataset [35]. Yellow boxes show true positives and red boxes show false positives.
For the true positives, the same object is detected in all three frames whereas for the
false positives, the detection is isolated – it occurs neither in the previous nor the
subsequent frame. These detections that are “isolated in time” frequently turn out
to be false positives, and hence provide important sources of hard negative training
data for detectors.
containing a face and a pedestrian respectively. The results of the Faster R-CNN
detector (trained for each class) run on each frame are marked as rectangles, with
true positives as yellow boxes and false positives as red boxes. Notice that false
positives are neither preceded nor followed by a detection. We refer to such isolated-
in-time detections as detector flickers and postulate that these are usually caused
by false positives rather than true positives.1 This hypothesis stems from the idea
that a false positive, caused by something that usually does not look like a face (or
other target object), such as a hand, only momentarily causes a detector network to
1Note we are not claiming that most false positives will be isolated, but only that flickers are
likely to be false positives, a very different statement.
24
respond positively, but that small deviations from these hard negatives will likely not
register as positives. Similar observations can be found in the literature on adversarial
examples, where many adversarial examples have been shown to be “unstable” with
respect to minute perturbations of the image [120, 121, 6]. In addition, leveraging the
continuity of labelling across space and time has a long history in computer vision.
Spatial label dependencies are widely modeled by Markov random fields [51] and
conditional random fields [173], while the smoothness of labels across time is a staple
of tracking methods and other video processing algorithms [166, 95, 200].
As our experiments show, a large percentage of detector flickers are indeed false
positives, and more importantly, they are hard negatives, since they were identified
incorrectly as positives by the detector. Such an automatically generated training
set of hard negatives can be used to fine-tune a detector, often leading to improved
performance. Similar benefits are gained from fine-tuning with hard positives, which
are obtained in an analogous fashion from cases where a consistently detected object
“flickers off” in an isolated frame. While these flickers are relatively rare, it is inexpen-
sive to run a modern detector on many hours of unlabeled video, generating essentially
unlimited numbers of hard examples. Being an unsupervised process, training sets
gathered automatically in this fashion do include some noise. Nevertheless, our ex-
periments show that significant improvements can be gleaned by retraining detectors
using these noisy hard examples. An alternative to gathering such hard examples
automatically is, of course, to obtain them manually. However, the rarity of false
positives for modern detectors makes this process extremely expensive. Doing this
manually requires that every positive detection be examined for validity. With typical
false positive rates around one per 1000 images, this process requires the examination
of 1000 images per false positive, making it prohibitively expensive.
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3.2 Related Work
Convolutional neural networks have recently been applied to achieve state-of-the-
art results in object detection [56, 55, 66, 143, 140, 116, 15, 111]. Many of these
object detectors have been re-purposed for other tasks such as face detection [139,
104, 202, 43, 109, 211, 207, 83, 194, 76, 216] and pedestrian detection [212, 40, 15],
[16, 73, 105, 215], achieving impressive results [81, 203, 35].
3.2.1 Hard negatives in detection
Massive class imbalance is an issue with sliding-window-style object detectors
— being densely applied over an image, such models see far more “easy” negative
samples from background regions than positive samples from regions containing an
object. Some form of hard negative mining is used by most successful object detectors
to account for this imbalance [29, 34, 45, 56, 55, 66, 160, 212, 112, 187, 171]. Early
approaches include bootstrapping [172] for training SVM-based object detectors [29,
45], where false positive detections were added to the set of background training
samples in an incremental fashion. Other methods [146, 34] apply a pre-trained
detector on a larger dataset to mine false positives and then re-train.
Hard negative mining has also improved the performance of deep learning based
models [161, 119, 55, 160, 212, 187, 112]. Shrivastava et al. [160] proposed an Online
Hard Example Mining (OHEM) procedure,training using only high-loss region pro-
posals. This technique, originally applied to the Fast R-CNN detector [55], yielded
significant gains on the PASCAL and MS-COCO benchmarks. Lin et al. [112] propose
the focal loss to down-weight the contribution of easy examples and train a single-
stage, multi-scale network [111]. The A-Fast-RCNN [193] does adversarial generation
of hard examples using occlusions and deformations. While similar to our work, our
model is trained with hard examples from real images and variations are not limited to
occlusion and spatial deformations. Zhang et al. [212] show that effective bootstrap-
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ping of hard negatives, using a boosted decision forest [47, 3], significantly improves
over a Faster R-CNN baseline for pedestrian detection. Recent face detection meth-
ods, such as Wan et al. [187] and Sun et al. [171], have also used the bootstrapping of
hard negatives to improve the performance of CNN-based detectors — a pre-trained
Faster R-CNN is used to mine hard negatives; then the model is re-trained. However,
these methods require a human-annotated dataset of suitable size. Our unsupervised
approach does not rely upon bounding-box annotations and thus can be trained upon
potentially unlimited data.
3.2.2 Semi-supervised learning
Using mixtures of labeled and unlabeled data is known as semi-supervised learn-
ing [12, 22, 196]. Rosenberg et al. [145] ran a trained object detector on unlabeled
data and then trained on a subset of this noisy labeled data in an incremental re-
training procedure. In Kalal et al. [89], constraints based on video object trajectories
are used to correct patch labels of a random forest classifier; these corrected samples
are used for re-training. Tang et al. [178] adapt still-image object detectors to video
by selecting training samples from unlabeled videos, based on the consistency between
detections and tracklets, and then follow an iterative procedure that selects the easy
examples from videos and hard examples from images to re-train the detector. Rather
than adapting to the video domain, we seek to improve detector performance on the
source domain by selecting hard examples from videos. Singh et al. [163] gather dis-
criminative regions from weakly-labeled images and then refine their bounding-boxes
by incorporating tracking information from weakly-labeled videos.
3.3 Mining Hard Examples from Videos
This section discusses methods for automatically mining hard examples from
videos, including data collection (Sec. 3.3.1), our hard negative mining algorithm
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(a)
(b)
frame f -1 frame f frame f+1
Figure 3.2: Mining hard negatives from detector-flicker. The solid boxes de-
note detections, and the dashed boxes are associated with the tracking algorithm.
(a,b) Each row shows three consecutive frames from a video clip. Given all of the
high-confidence face detections in a video ( yellow boxes), the proposed algorithm
generates a tracklet ( blue dashed boxes) for the current detection ( red box in
frame f ) by applying template matching within the search regions of the adjacent
frames ( cyan dashed boxes). As there are no matching detections in adjacent frames
for the current detection (i.e. no yellow box matches the blue dashed boxes in frames
f -1 or f+1), it is correctly considered to be an “isolated detection” and added to the
set of hard negatives. The remaining detections in frame f , which are temporally
consistent, are added to the set of pseudo-positives .
(Sec. 3.3.2), statistics of recovered hard negatives (Sec. 3.3.3) and extension to hard
positives (Sec. 3.3.4). Details of re-training the detector on these new samples are in
the Experiments section (Sec. 3.4.1).
3.3.1 Video Collection
To mine hard examples for face detection, we used 101 videos from sitcoms, each
with a duration of 21-25 minutes and a full-length movie of 1 hour 47 minutes, “Han-
nah and her sisters” [133]. Further, we performed YouTube searches with keywords
based on: public address, debate society, orchestra performance, choir practice and
courtroom, downloading 89 videos of durations ranging from 10 to 25 minutes. We
obtained videos that were expected to feature a large number of human faces in var-
ious scenes, reflecting the everyday settings of our face benchmarks. Similarly, for
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pedestrian detection, we collected videos from YouTube by searching with the two
key phrases: driving cam videos and walking videos. We obtained 40 videos with an
average duration of about 30 minutes.
3.3.2 Hard Negative Mining
Running a pre-trained face detector on every frame of a video gives us a large set
of detections with noisy labels. We crucially differ here from recent bootstrapping
approaches [187, 171] by (a) using large amounts of unlabeled data available on the
web instead of relying only on the limited fully-supervised training data from WIDER
Face [203] or Caltech Pedestrians [35], and (b) having a novel filtering criterion on
the noisy labels obtained from the detector that retains the hard negative examples
and minimizes noise in the obtained labels.
The raw detections from a video were thresholded at a relatively high confidence
score of 0.8, based on visual inspection of a small subset of the data. For every
detection in a frame, we formed a short tracklet by performing template matching
in adjacent frames, within a window of ±5 frames — the bounding box of the cur-
rent detection was enlarged by 100 pixels and this region was searched in adjacent
frames for the best match using normalized cross correlation (NCC). To account for
occlusions, we put a threshold on the NCC similarity score (set as 0.5) to reject cases
where there was a lot of appearance-change between frames. Now in each frame,
if the maximum intersection-over-union (IoU) between the tracklet prediction and
detections in the adjacent frames was below 0.2, we considered it to be an isolated
detection resulting from detector flicker. These isolated detections were taken as
hard negatives. The detections that were found to be consistent with adjacent
frames were considered to have a high probability of being true predictions and were
termed pseudo-positives . For the purpose of creating the re-training set, we kept
only those frames that had at least one pseudo-positive detection in addition to one or
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more hard negatives. Illustrative examples of this procedure are shown in Figure 3.2,
where we visualize only the previous and next frames for simplicity.
3.3.3 Results of Automatic Hard Negative Mining
Our initial mining experiments were performed using a standard Faster R-CNN
detector trained on WIDER Face [203] for faces and Caltech [35] for pedestrians.
We collected 13,888 video frames for faces, where each frame contains at least one
pseudo-positive and one hard negative (detector flicker). To verify the quality of our
automatically mined hard negatives, we randomly sampled 511 hard negatives for
inspection. 453 of them are true negatives, while 16 samples are true positives, and
42 samples are categorized as ambiguous, which correspond extreme head pose or
severe occlusions. The precision for true negatives is 88.65% and precision for true
negatives plus ambiguous is 96.87%.
For pedestrians, we collected 14,967 video frames. We manually checked 328
automatically mined hard negatives, where 244 of them are true negatives and 21
belong to ambiguous. The precision for true negatives is 74.48% and precision for
true negatives plus ambiguous is 82.18%.
To further validate our method on an existing fully-annotated video dataset, we
used the Hannah dataset [133], which has every frame annotated with face bounding
boxes. Here, out of 234 mined hard negatives, 187 were true negatives, resulting in
a precision of 79.91%. We note that the annotations on the Hannah movie are not
always consistent and involve a significant domain shift from WIDER. Considering the
fact no human supervision is provided, the mined face hard negatives are consistently
of high quality across various domains.
3.3.4 Extension to Hard Positive Mining
In principle, the same concept for using detector flickers can be directly applied
to obtaining hard positives . The idea is to look for “off-flickers” of a detector in a
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frame f -2 frame f -1 frame f frame f+1 frame f+2
Figure 3.3: Hard positive samples. Given a sequence of video frames, we notice
that the face of the actor is consistently detected, except at frame f . Such isolated
“off-flickers” can be harvested in an unsupervised fashion to form a set of hard posi-
tives.
video tracklet – given a series of detections of an object in a video, such as a face, we
can search for single frames that have no detections but are surrounded by detections
on either side. Of course, these could be caused by short-duration occlusions, for ex-
ample, but a large percentages of these “off-flickers” are hard positives, as in Fig. 3.3.
We generate tracklets using the method from [87] and show results incorporating hard
positives on pedestrian and face detection in the experiments section. The manually
calculated purity over 300 randomly sampled frames was 94.46% for faces and 83.13%
for pedestrians.
3.4 Experiments
We evaluate our method on face and pedestrian detection and perform ablation
studies analyzing the effect of the hard examples.For pedestrians, we show results on
the Caltech dataset [35], while for face detection, we show results on the WIDER
Face [203] dataset.
The Caltech Pedestrian Dataset [35] consists of videos taken from a vehicle driving
through urban traffic, with about 350k annotated bounding-boxes from 250k video
frames.
31
The WIDER dataset consists of 32,203 images having 393,703 labeled faces in
challenging situations of scale, pose and occlusion. The evaluation set of WIDER is
divided into easy, medium, and hard sets according to the detection scores of object
proposals from EdgeBox [218]. From easy to hard, the faces get smaller and more
crowded. We show results on all three sets of WIDER.
3.4.1 Retraining Detectors with Mined Hard Examples
We experimented with two ways to leverage our mined hard negative samples. In
our initial experiments, a single mini-batch is formed by including one image from the
original labeled training dataset and another image sampled from our automatically-
mined hard negative video frames. In this way, positive region proposals are sampled
from the original training dataset image, based on manual annotation, while negative
region proposals are sampled from both the original dataset image and the mined
hard negative video frame. Thus, we can explicitly force the network to focus on the
hard negatives from the mined video frame. However, this method did not produce
better results in our initial experiments. An alternate approach was found to be more
effective – we simply provided the pseudo-positives in the mined video frames as true
object annotations during training and implicitly allowed the network to pick the
hard-negatives. The inclusion of video frames with hard positives is more straight-
forward – we can simply treat them as additional images with object annotations at
training time. The models were fine-tuned with and without OHEM, and we consis-
tently chose the setting that gave the best validation results. While OHEM would
increase the likelihood of hard negatives being selected in a mini-batch, it would also
place extra emphasis on any mislabels in the hard examples. This would magnify
the effect of a small amount of label noise and can in some cases decrease the overall
performance.
32
3.4.2 Ablation Settings
In addition to the comparisons to the baseline Faster R-CNN detectors, we conduct
various ablation studies on the Caltech Pedestrian and WIDER Face datasets to
address the effectiveness of hard example mining.
• Effect of training iterations. To account for the possible situation where
simply training the baseline model longer may result in a gain in performance,
we create another baseline by fine-tuning the original model for additional it-
erations with a lower learning rate, matching the number of training iterations
used in our hard example trained models. We refer to this model as “w/ more
iterations”.
• Effect of additional video frames. Unlike the baseline detector, our fine-
tuned models use additional video frames for training. Although this additional
data is unlabeled, it is possible that just using the high-confidence detection
results on unlabeled video frames as pseudo-groundtruths during training is
sufficient to boost performance, without correcting the wrong detections (hard
negatives) using our detector flicker approach. Therefore we train another detec-
tor, “Flickers as Positives”, starting from the baseline model, that takes
exactly the same training set as our hard negative model, but where all the
high-confidence detections on the video frames are used as positive labels.
• Effect of automatically mined hard examples. We include the results from
our proposed method of considering detector flickers as hard negatives and hard
positives separately – “Flickers as HN” and “Flickers as HP”. Finally, we
report results from fine-tuning the detector on the union of both types of hard
examples (Flickers as HN + HP).
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3.4.3 Pedestrian Detection
For our baseline model, we train the VGG16-based Faster R-CNN object
detector [144] with OHEM [160] for 150K iterations on the Caltech Pedestrian
training dataset [35]. We used all the frames from set00-set05 (which constitute
the training set), irrespective of whether they are flagged as “reasonable” or not by
the Caltech meta-data. Following Zhang et al. [212], we set the IoU ratio for RPN
training to 0.5, while all the other experimental settings are identical to [144]. The
number of labeled Caltech images is 128,419 and our mining provides 14,967 hard
negative and 42,914 hard positive frames. We fine-tune the baseline model with hard
examples and the annotated examples from the Caltech Pedestrian training dataset,
with a fixed learning rate of 0.0001 for 60K iterations, using OHEM. We evaluate our
model on the Caltech Pedestrian testing dataset under the reasonable condition.
The ROC curves of various settings of our models are shown in Fig. 3.4(a). Fine-
tuning the existing detector for more iterations gives a modest reduction in log average
miss rate, from 23.83% to 22.4%. Using all detections without correcting the hard
negatives (Flickers as Pos) also gives a small improvement – the extra training
data, although noisy, still has some positive contribution during fine-tuning. Our
proposed model, fine-tuned with the mined hard negatives (Flickers as HN), has a
log average miss rate of 18.78%, which outperforms the baseline model by 5.05%.
Fine-tuning with hard positives (Flickers as HP) also shows an improvement of
4.39% over the baseline. Combining both hard positives and hard negatives results
in the best performance of 18.72% log average miss rate.
In Figure 3.4(b) we report results using the state-of-the-art SDS-RCNN [14]
pedestrian detector 2. Every 3rd frame is sampled from the Caltech dataset for
training the original detector [14], and we keep this setting in our experiments. For
2Running the authors’ released code from https://github.com/garrickbrazil/SDS-RCNN
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(a) (b)
Figure 3.4: Results on the Caltech Pedestrian dataset [35] in reasonable condition
(lower is better). (a) Faster R-CNN results: using hard negative samples (Flickers
as HN) and hard positive samples (Flickers as HP) improve the performance over
the baseline in; using a combination of both gives the best performance. (b) State-
of-the-art SDS-RCNN results: Flickers as HN improves the original SDS-RCNN
results only in the low false positive regime, while Flickers as HP gives the best
results.
SDS-RCNN, there are 42,782 labeled training images while the mining gives us 42,782
hard negative and 177,562 hard positive frames. The inclusion of hard negatives in
training (Flickers as HN) improves the performance of SDS-RCNN in the low False
Positives regime compared to the baseline – the detector learns to eliminate a number
of false detections, thereby increasing precision, but it also ends up hurting the recall.
Including mined hard positives (Flickers as HP) we get the best performance of
8.71% log average miss rate, outperforming the model using both the mined hard
negative and positive samples (Flickers as HP + HN), which gets 9.12%.
3.4.4 Face Detection
We adopt the Faster R-CNN framework, using VGG16 as the backbone network.
We first train a baseline detector starting from an ImageNet pre-trained model, with
a fixed learning rate of 0.001 for 80K iterations using the SGD optimizer, where
the momentum is 0.9 and weight decay is 0.0005. For hard negatives, the model
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is fine-tuned for 50k iterations with learning rate 0.0001. For hard positives, and
the combination of both types of hard examples, we train longer for 150k iterations.
Following the WIDER Face protocol, we report Average Precision (AP) values in
Table 3.1 on the three splits – ‘Easy’, ‘Medium’ and ‘Hard’. OHEM is not used as it
was empirically observed to decrease performance.
Fine-tuning the baseline model for more iterations improves performance slightly
on the Easy and Medium splits. Naively considering all the high confidence detec-
tions as true positives (Flickers as Positives) degrades performance substantially
across all splits. Hard negative mining, Flickers as HN, slightly outperforms the
baseline Faster R-CNN detector (w/ more iterations) on the Medium and Hard
splits, retaining the same performance of 0.907 AP on the Easy split. Using the
mined hard positives, Flickers as HP, we observe a significant gain in performance
on all three splits. Using both hard positives and hard negatives jointly (Flickers as
HP + HN) improves over using hard negatives and the baseline, but the improvement
is lesser than the gains from Flickers as HP.
Table 3.1: Average precision (AP) on the validation set of the WIDER Face [203]
benchmark. Including hard examples improves performance over the baseline, with
HP and HP+HN giving the best results.
Easy Medium Hard
Faster R-CNN
Baseline 0.907 0.850 0.492
w/ more iterations 0.910 0.852 0.493
Flickers as Positives 0.829 0.790 0.434
Ours: Flickers as HN 0.909 0.853 0.494
Ours: Flickers as HP 0.921 0.864 0.492
Ours: Flickers as HP + HN 0.921 0.864 0.497
3.5 Discussion
In this section, we discuss some further applications and extensions to our pro-
posed hard example mining method.
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Figure 3.5: Examples of hard negatives. Visualization of automatically mined
hard negatives for faces (left column) and pedestrians (right column). Red boxes de-
note the “detection-flicker cases” among the high confidence detections (green boxes).
3.5.1 On the Entropy of the False Positive Distribution
In mining thousands of hard negatives from unlabeled video, we noticed a striking
pattern in the hard negatives of face detectors. A large percentage of false positives
were generated by a few types of objects. Specifically, a large percentage of hard
negatives in face detectors seem to stem from human hands, ears, and the torso/chest
area. Since it appears that a large percentage of the false positives in face detection
are the result of a relatively small number phenomena, this could explain the sig-
nificant gains realized by modeling hard negatives. In particular, characterizing the
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Figure 3.6: Qualitative comparison. Faster R-CNN detections for faces (F1-4)
and pedestrians (P1-4).The detector fine-tuned with hard negatives (HN) reduces
false positives compared to the Baseline (F-1,3,4; P-1,2,3), but can sometimes lower
the recall (P4). Hard positives (HP) increases recall (F2, P4) but can also introduce
false positives (F4). Using both (HP+HN) the detector is usually able to achieve a
good balance.
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distribution of hard negatives, and learning to avoid them, may involve a relatively
small set of hard negatives.
3.5.2 Effect of Domain Shift on FDDB
The FDDB dataset [81] is comprised of 5,171 annotated faces in a set of 2,845
images taken from a subset of the Face in the Wild dataset. The images and the
annotation style of FDDB have a significant domain shift from WIDER Face, which
are discussed in Jamal et al. [2]. Fig. 3.7 compares our method with the Faster R-
CNN baseline on FDDB, using the trained models from our experiments on WIDER
Face (Sec. 3.4.4). Although hard negatives reduce false positives (Fig. 3.7(b)) and
hard positives increase recall (Fig. 3.7(c)), the performance does not consistently
improve over the baseline on FDDB. We hypothesize that the advantages from our
unsupervised hard examples are counteracted by the effects of domain shift – the
large amounts of new training data result in shifting the original detector further
away from the target FDDB domain, leading to an overall loss in performance. This
may not have hurt our performance as much on WIDER Face because the domain shift
between the relatively unconstrained WIDER images and our videos downloaded from
YouTube was not severe enough to subsume the advantages from the hard examples.
(a) (b) (c)
Figure 3.7: Results on FDDB. (a) ROC curves comparing our hard example methods
with the baseline Faster R-CNN detector; (b-c) separate plots showing False Positives
and True Positive Rate with varying thresholds on detector confidence score (best seen
in color and with zoom).
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3.5.3 Extension to Other Classes
The simplicity of our approach makes it easily extensible to other categories in
a one-versus-rest setting. YouTube is a promising source of videos for various MS-
COCO or PASCAL categories; mining hard negatives after that is fully automatic.
To demonstrate this, we selected categories from MS-COCO and ran experiments to
check if inclusion of hard negatives improves the baseline performance of a Faster
R-CNN detector. We used the training method deployed by Sonntag et al.[165],
which allows for a convenient fine-tuning of the VGG16-based Faster R-CNN model
on specific object classes of the MS-COCO dataset. The method was used to train a
Faster R-CNN detector for a specific class vs background, starting from a multi-class
VGG16 classifier pre-trained on Image-Net categories. This baseline detector was
then used to mine hard negatives from downloaded YouTube videos of that category
and then re-trained on the union of the new data and the original labeled training
data. We show results for two categories: dogs and trains. A held out subset of the
MS-COCO validation set was used for validating training hyper-parameters and the
remainder of the validation data was used for evaluation.
For the dog category, the labeled data was divided into train/val/test splits of
3041/177/1521 images. We manually selected and downloaded about 22 hours of
dog videos from YouTube. The videos were primarily logs of dog racing and agility
championships with about 95% of the frames containing dogs. We used the baseline
dog detector to obtain detections on about 15 hours (1,296,000 frames at 24 fps) of
dog videos. The hard negative mining algorithm was then run at a detector confidence
threshold of 0.8. This yielded 2611 frames with at least one hard negative and one
positive detection. The baseline model was then fine-tuned for 30k iterations on the
union of the labeled MS-COCO data and the hard negatives. The hyper-parameters
and best model were selected using a validation set. Similar experiments with trains
were performed, with train/val/test splits of 2464/157/1281 images. The results are
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summarized in the Table 3.2, where inclusion of hard negatives is observed to improve
the baseline detector in both cases.
Table 3.2: Results on augmenting Faster R-CNN detectors with hard negatives for
‘dog ’ and ‘train’ categories on MS-COCO.
Category Model
Training
iterations
Training
hyperparams
Validation
set AP
Test
set AP
Dog
Baseline 29000
LR : 1e-3 for 10k,
1e-4 for 10k-20k,
1e-5 for 20k-29k
26.9 25.3
Flickers as HN 22000
LR : 1e-4 for 15k,
1e-5 for 15k-22k
28.1 26.4
Train
Baseline 26000
LR : 1e-3,
stepsize: 10k,
lr-decay: 0.1
33.9 33.2
Flickers as HN 24000
LR : 1e-3,
stepsize: 10k,
lr-decay: 0.1
35.4 33.7
3.5.4 Comparison to semi-supervised learning baseline
There is a strong connection between our work and semi-supervised learning, and
we report comparative results on the pedestrian detection task. Most recent work on
semi-supervised object detection use weak supervision [163, 134], thus are not directly
comparable to our method which is completely unsupervised in the hard negative
mining phase. As a simple yet competitive baseline, we use “pseudo-labels” [101,
130], which involves treating the high confidence predictions of a model on unlabeled
data as ground-truth. We fine-tuned the pedestrian detector on 5 random subsets
(with the same number of images as the number of mined hard negatives) – this
method improves the original detector’s performance, but is worse on average than
our proposed Flicker as HN. This shows that randomly selecting high-confidence
detections for re-training is on average worse than selecting the challenging examples
through our automatic hard negative mining method.
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Figure 3.8: Semi-supervised baseline. Five runs of the semi-supervised “pseudo-
label” procedure on random subsets of unlabeled data are shown as the pink curves
(lower is better). On average, our proposed Flicker as HN (green) outperforms the
semi-supervised method as well as the baseline pre-trained model (blue). Results are
from the Caltech ‘reasonable’ benchmark.
3.5.5 Additional Applications
Our method is particularly suited to detection problems since they are well-known
for having vast numbers of easy negative examples, which provide little benefit to
training. The introduction of large numbers of hard negatives intuitively will help.
However, there is no reason the same ideas cannot be applied to the generation of
extra training data for regular recognition problems, which can be a promising future
direction.
3.6 Summary
This work leverages an existing phenomenon – detector flicker in videos – to mine
hard negatives and hard positives at scale in an unsupervised manner. The useful-
ness of this method for improving an object detector is demonstrated on standard
42
benchmarks for two well-known tasks – face and pedestrian detection, supported by
several ablation studies. The simplicity of our hard example mining approach makes
it widely applicable to a variety of practical scenarios – YouTube is a promising
source of videos for almost any category and mining hard examples after that is a
fully automatic procedure.
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CHAPTER 4
UNSUPERVISED DOMAIN ADAPTATION BY
SELF-TRAINING
4.1 Overview
The success of deep neural networks has resulted in state-of-the-art object detec-
tors that obtain high accuracy on standard vision benchmarks (e.g. MS-COCO [113],
PASCAL VOC [42], etc.), and are readily available for download as out-of-the-box
detection models [54, 78]. However, it is unrealistic to expect a single detector to
generalize to every domain. Due to the data-hungry nature of supervised training
of deep networks, it would require a lot of labeling efforts to re-train a detector in a
completely supervised manner for a new scenario.
This chapter considers the following problem: Given an off-the-shelf detector, can
we let it automatically improve itself simply by observing massive amounts of unla-
beled video? We hope to find a new algorithm based on unsupervised self-training
that leverages large amounts of readily-available unlabeled video data, so that it can
relieve the requirement of labeling effort for the new domain, which is tedious, ex-
pensive, and difficult to scale up. Such a solution may be very useful to generalize
existing models to new domains without supervision, e.g. a pedestrian detection sys-
tem trained on imagery of US streets can adapt to cities in Europe or Asia, or help
an off-the-shelf face detector improve its performance on video footage. Such an algo-
rithm would be a label efficient solution for large-scale domain adaptation, obviating
the need for costly bounding-box annotations when faced with a new domain.
Recent approaches to unsupervised domain adaptation in deep networks have
attempted to learn domain invariant features through an adversarial domain dis-
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Face	detection:	WIDER	à CS6
Pedestrian	detection:	BDD(clear,daytime)	à BDD(rest)
Figure 4.1: Unsupervised cross-domain object detection. Top: adapting a face
detector trained on labeled high-quality web images from WIDER-Face [203] to unla-
beled CS6/IJB-S [90] video frames. Bottom: adapting a pedestrian detector trained
on labeled images from the (clear, daytime) split of the BDD-100k dataset [206] to
unlabeled videos from all the other conditions (e.g. night-time, foggy, rainy, etc.).
criminator [25, 48, 49, 183, 72], or by transforming labeled source images to resem-
ble the target domain using a generative adversarial network (GAN) [79, 217, 13].
Self-training is a comparatively simpler alternate strategy, where the off-the-shelf
model’s predictions on the new domain are regarded as “pseudo-labeled” training
samples [101, 22, 12, 196]; however this approach would involve re-training using sig-
nificantly noisy labels. It becomes even more challenging when we consider object
detectors in particular, as the model may consider a wrongly-labeled instance as a
hard example [160] during training, and expend a lot of efforts trying to learn it.
In this work, we leverage two types of information that is useful for object detec-
tion. First, object detectors can benefit from learning the temporal consistency in
videos. Some hard cases missed by the detector could be recognized if the object is
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detected in neighboring frames. We combine both tracking and detection into one
framework, and automatically refine the labels based on detection and tracking re-
sults. Second, there are examples of varying difficulty in the new domain, and we
propose a distillation-based loss function to accommodate this relative ordering in a
flexible fashion. We design several schemes to assign soft-labels to the target domain
samples, with minimal dependence on hyper-parameters. We evaluate our methods
for improving single-image detection performance without labels on challenging face
and pedestrian detection tasks, where the target domain contains a large number of
unlabeled videos. Our results show that training with soft labels improves over the
usual hard (i.e. 0 or 1) labels, and reaches comparable to better performance relative
to adversarial methods without extra parameters. The chapter is organized as fol-
lows – relevant literature is reviewed in Sec. 5.2, the proposed approach is described
in Sec 5.3 and experimental results are presented in Sec 5.4.
4.2 Related Work
4.2.1 Semi-supervised learning.
Label-efficient semi-supervised methods of training object recognition models have
a long history in computer vision [145, 195, 8, 155, 103, 46]. For a survey and
empirical comparison of various semi-supervised learning methods applied to deep
learning, we refer the reader to Odena et al. [130]. We focus on the self-training
approach [22, 12, 196, 101], which involves creating an initial baseline model on fully
labeled data and then using this model to estimate labels on a novel weakly-labeled
or unlabeled dataset. A subset of these estimated labels that are most likely to be
correct are selected and used to re-train the baseline model, and the process continues
in an incremental fashion [127, 106, 123, 85, 197]. In the context of object detection,
Rosenberg et al. [145] used the detections from a pre-trained object detector on unla-
beled data as pseudo-labels and then trained on a subset of this noisy labeled data in
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an incremental re-training procedure. Recently, the data distillation approach [138]
aimed to improve the performance of fully-supervised state-of-the-art detectors by
augmenting the training set with massive amounts of pseudo-labeled data. In their
case, the unlabeled data was from the same domain as the labeled data, and pseudo-
labeling was done by selecting the predictions from the baseline model using test-time
data augmentation. Similarly, Jin et al. [86] use tracking in videos to gather hard ex-
amples – i.e. objects that fail to be detected by an object detector (false negatives);
then they re-train using this extra data to improve the object detector on still im-
ages. Our work shares the latter’s strategy of exploiting temporal relationships to
automatically obtain training data for object detection, but our goal is fundamen-
tally different – we seek to adapt to a new target domain, while Jin et al.use the
target domain to mine extra training samples to improve performance back in the
source domain. We note that improvements in network architecture specific to video
object recognition [44, 190] are orthogonal to our current motivation.
4.2.2 Unsupervised domain adaptation.
There has been extensive work in addressing the shift between source and tar-
get domains [60, 10, 168]. Some approaches try to minimize the Maximum Mean
Discrepancy [60, 184, 118] or the CORAL metric [170] between the distribution of
features from the two domains. Another popular direction is an adversarial setup,
explored by recent works such as ADDA [183], CyCADA [72], gradient reversal layer
(ReverseGrad) [49, 48], wherein the discriminator tries to predict the domain from
which a training sample is drawn, and the model attains domain invariance by trying
to fool this discriminator, while also learning from labeled source samples. In particu-
lar, the work of Tzeng et al. [182] obtains soft-labels from model posteriors on source
domain images, aiming to transfer inter-category correlations information across do-
mains. Our soft-labels, on the other hand, are obtained on the target domain, have
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only a single category (therefore inter-class information is not applicable), and aims at
preserving information on the relative difficulty of training examples across domains.
We point the reader to Csurka [28] for a recent survey.
4.2.3 Cross-domain object detection.
The domain shift [91] of detectors trained on still images and applied to video
frames has been addressed in several works, mostly relying on some form of weak
supervision on the target domain and selecting target samples based on the base-
line detector confidence score [63, 178, 158, 37, 98, 20]. Several approaches have
used weakly-labeled video data for re-training object detectors [89, 163, 178]. Our
work is motivated in particular by Tang et al. [178], who use tracking information
to get pseudo-labels on weakly-labeled video frames and adopt a curriculum-based
approach, introducing easy examples (i.e. having low loss) from the target video do-
main into the re-training of the baseline detector. Despite the common motivation,
our work differs on two major points – (a) we show the usefulness of combining both
hard and easy examples from the target domain when re-training the baseline model,
and (b) using the knowledge distillation loss to counter the effect of label noise. Be-
yond still-image to video-frames adaptation, Jamal et al. [1] address the domain shift
between various face detection datasets by re-calibrating the final classification layer
of face detectors using a residual-style layer in a low-shot learning setting. Two re-
cent methods [79, 25] for domain-adaptive object detection are particularly relevant
to our problem. The weakly-supervised method of Inoue et al. [79] first transforms
the labeled source (natural) images to resemble the target images (watercolors) using
the CycleGAN [217], fine-tunes the baseline (pre-trained) detector on this “trans-
formed source” data, and then obtains pseudo-labels on the target domain using this
domain-adapted model. The task of image generation is fairly difficult, and we posit
that it may be possible to address domain adaptation without requiring a generative
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model as an intermediate step. The fully unsupervised method of Chen et al. [25]
learns a domain-invariant representation by using an adversarial loss from a domain
discriminator [48, 49] at various levels of the Faster R-CNN architecture, showing
significant improvements when adapting to challenging domain shifts such as clear to
foggy city scenes, simulated to real driving videos, etc.. While a powerful approach,
the design of new discriminator layers and adversarial training are both challenging
in practice, especially without a labeled validation set on the target domain (as is the
case in an unsupervised setting).
4.2.4 Deep learning with noisy labels.
Several recent techniques to explicitly handle label noise have been proposed, usu-
ally evaluated by artificially adding noise to labeled datasets [141, 169, 137]. Boot-
strapping [141] combines noisy labels with the model’s own prediction from a previous
iteration during training. Sukhbataar et al. [169] model the label noise with a sepa-
rate layer trained jointly with the network. Patrini et al. [137] estimate the label noise
rates and use that post-hoc as a corrective factor in the loss. Li et al. [108] propose
to learn from noisy labels with the help of a teacher network or a knowledge base,
using a distillation loss. Their methods are for image classification problems but not
detection. Moreover, they could not explore the temporal consistency information
from videos as our work. A natural application of noise-robust techniques would be
to handle the mistakes in pseudo-labels on an unlabeled dataset in the context of self-
training, as we show in our current work. Lifelong learning is yet another possible
application area, where noisy annotations gathered automatically from the web are
used to incrementally train models [23].
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4.3 Proposed Approach
Automatically labeling the target domain is described in Sec. 4.3.1, re-training
using these pseudo-labels in Sec. 4.3.5 and creating soft-labels in Sec. 4.3.6.
4.3.1 Automatic Labeling of the Target Domain
Self-labeling [180] or pseudo-labeling [101] adapts a pre-existing or baseline model,
trained on a labeled source domain S, to a novel unlabeled target domain T , by
treating the model’s own predictions on the new dataset as training labels. In our
case, we obtain target domain pseudo-labels by selecting high-confidence predictions
of the baseline detector, followed by a refinement step using a tracker.
4.3.2 Pseudo-labels from detections.
The baseline detector is run on every frame of the unlabeled videos in the target
domain and if the (normalized) detector confidence score for the i-th prediction (i.e.
the model’s posterior), di, is higher than some threshold θ, then this prediction is
added to the set of pseudo-labels. In practice, we select 0.5 for θ for face detection
and 0.8 for person detection. Note that such a threshold is easily selected by visually
inspecting a small number of unlabeled videos from T (5 videos); we compare with a
fully-automated solution in the experiments section.
4.3.3 Refined labels from tracking.
Exploiting the temporal continuity between frames in a video, we can enlarge our
set of pseudo-labels with objects missed by the baseline detector. To link multiple
object detections across video frames into temporally consistent tracklets, we use the
algorithm from Jin et al.(Sec. 3 of [87]) with the MD-Net tracker [125]. Now, given a
tracklet that consistently follows an object through a video sequence, when the object
detector did not fire (i.e. di < θ) in some difficult frames, the tracker can still correctly
predict an object (see Fig. 4.2(a)). We expand the set of pseudo-labels to include these
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Figure 4.2: Pseudo-labels from detection and tracking. In three consecutive
video frames, high-confidence predictions from the baseline detector are marked in
green, and faces missed by the detector (i.e. low detector confidence score) but picked
up by the tracker are marked in yellow.
“tracker-only” bounding-boxes that were missed by the baseline detector, since these
hard samples are expected to have a larger influence on the model’s decision boundary
upon retraining [172, 160, 86]. Further, we prune out extremely short tracklets (less
than 10 frames) to remove the effects caused by spurious detections.
4.3.4 Recap – Faster R-CNN
We use the popular Faster R-CNN (FRCNN) [144, 143] as our detector. For com-
pleteness we briefly summarize the training process as follows —
The labeled data for FRCNN training consists of a set of images and a set of
annotated bounding-boxes denoting the objects in each image. In the first stage of
FRCNN, a Region Proposal Network (RPN) proposes a set of regions in an image
that are likely to contain an object as region proposals (also called regions of interest
or ROIs). These ROIs are typically represented as a 4-tuple (x, y, w, h), defining an
axis-aligned bounding box for a region in the image. In the second stage, region
proposals are passed to the Fast R-CNN network, which has a classification branch
predicting an object class label and a regression branch that regresses bounding box
co-ordinates for each region proposal.
During the training process, in the simplest setting a single image is loaded and the
RPN is run on it. Mini-batches are formed by sampling the region proposals obtained
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from the RPN in the forward pass. Region proposals that have a large overlap with
a ground-truth object annotation are considered as positive training samples. Region
proposals over the rest of the image are sampled as negative training samples. Usually
a 1:3 ratio is maintained between positive and negative samples in a mini-batch.
4.3.5 Training on pseudo-labels
In a naive setting, we would treat both labeled source-domain data and pseudo-labeled
target-domain data identically in terms of the loss. We give a label of 1 to all the
target domain pseudo-labeled samples, irrespective of whether it originated from the
baseline detector or the tracker – i.e. for Xi, the i-th training sample drawn from T ,
the label yi is defined as
yi =

1, if Xi is a pos. sample (from detector or tracker).
0, if Xi is a neg. sample.
(4.1)
Note that here Xi is not an image, but a region in an image. For training the
classification branch, we use a binary cross-entropy loss on the i-th training sample:
Li(yi, pi) = −[yi log(pi) + (1− yi) log(1− pi)] (4.2)
where “hard” label yi ∈ {0, 1} and the model’s predicted posterior pi ∈ [0, 1]. This is
similar to the method of Jin et al. [86], which assigns a label of 1 for both easy and
hard positive examples during re-training.
4.3.6 Distillation loss with soft labels
For training data coming from T , many of the yis can be noisy, so a “soft” version of
the earlier {0, 1} labels could help mitigate the risk from mislabeled target data. Label
smoothing in this fashion has been shown to be useful in generalization [175, 71], in
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d_1	=	0.78
s_1	=	0.78
d_2	=	0.83
s_2	=	0.83
d_3	=	0.32
s_3	=	0.50
Figure 4.3: Soft-labeling example. baseline detector confidences are d1 = 0.78,
d2 = 0.83, d3 = 0.32; confidence threshold θ = 0.5. Following Eqn 4.3, high-confidence
detections (green) are assigned soft-scores si = di, i.e. s1 = 0.78 and s2 = 0.83. The
tracker-only sample (yellow) has detector score below the threshold: d3 = 0.32 < θ.
It gets soft-score s3 = θ = 0.5.
reducing the negative impact of incorrect training labels [108] and is more informative
about the distribution of labels than one-hot encodings [182]. In our case, each target-
domain positive label can have two possible origins – (i) high-confidence predictions
from the baseline detector or (ii) the tracklet-formation process.
We assign a soft score si to each positive target-domain sample Xi ∈ T as
follows:
si =

di, if Xi originates from detector.
θ, if Xi originates from tracker.
(4.3)
For a pseudo-label originating from the baseline detector, a high detector confi-
dence score di is a reasonable measure of reliability. Tracker-only pseudo-labels, which
could be objects missed by the baseline model, are emphasized during training – their
soft score is raised up to the threshold θ, although the baseline’s confidence on them
had fallen below this threshold. An illustrative example is shown in Fig. 4.3.
4.3.6.1 Label interpolation
A soft label y˜i is formed by a linear interpolation between the earlier hard labels
yi and soft scores si, with λ ∈ [0, 1] as a tunable hyper-parameter.
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y˜i = λsi + (1− λ)yi (4.4)
The loss for the i-th positive sample now looks like
Ldistilli =

Li(yi, pi), if Xi ∈ S.
Li(y˜i, pi), if Xi ∈ T .
(4.5)
The parameter λ controls the interpolation between 1 (hard label) and soft-score si
when assigning labels for target domain samples. Setting a high value of λ creates
softer labels y˜i, trusting the baseline source model’s prediction si more than than
the riskier target pseudo-labels yi. In this conservative setting, the softer labels will
decrease the overall training signal from target data, but also reduces the chance of
incorrect pseudo-labels having a large detrimental effect on the model parameters.
We now describe two schemes to avoid explicitly depending on the λ hyper-parameter
–
4.3.6.2 Constrained hard examples
Assigning a label of 1 to both “easy” and “hard” examples (i.e. high-confidence
detections and tracker-only samples), as in Sec. 4.3.5, gives equal importance to both.
Training with just the hard examples can be sub-optimal – it might decrease the
model’s posteriors on instances it was getting correct initially. Ideally, we would
like to emphasize the hard examples, while simultaneously constraining the model to
maintain its posteriors on the other (easy) samples. We can achieve this by setting
θ = 1 in Eq. 4.3 and λ = 1 in Eq. 4.4, which would create a label of 1 for tracker-only
“hard” examples, and a label equal to baseline detector score for the high-confidence
detections, i.e. “easy” examples.
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4.3.6.3 Cross-domain score mapping
Let us hypothetically consider what the distribution of detection scores on T would
be like, had the model been trained on labeled target domain data. With minimal
information on T , it is reasonable to assume this distribution of scores to be similar
to that on S. The latter is an “ideal” operating condition of training on labeled
data and running inference on within-domain images. Let the actual distribution of
baseline detector scores on T have p.d.f. f(x), and the distribution of scores on S
have p.d.f. g(x). Let their cumulative distributions be F (x) and G(x), respectively.
As a parameter-free method of creating soft-labels for our pseudo-labels on T , we can
use histogram specification [57] to map the baseline detector scores on T to match the
distribution of scores on images from S, i.e. replace each target domain score x with
G−1(F (x)). The inverse mapping is done through linear interpolation. Fig. 4.4(a)
shows the distribution of scores for a model trained on labeled WIDER-Face [203]
and run on images from the validation split of the same dataset. In Fig. 4.4(b), due
to the domain shift, there is a visible difference when this model is run on unlabeled
images from CS6 surveillance videos [90]. Fig. 4.4(c) shows the effect of histogram
matching. Concretely, detector samples get soft-label G−1(F (di)), while tracker-only
samples get soft-label θ.
4.3.6.4 Histogram specification
We provide a brief review or refresher, mostly adapted from Gonzales and Woods [57],
of the histogram specification method used to map between the distribution of scores
in source and target domains. The terms original and desired is used to denote the
two distributions we want to map between, to reduce ambiguity with source-domain
and target-domain.
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Figure 4.4: Cross-domain score mapping. Distribution of high-confidence de-
tection scores of a face detector trained on labeled images from WIDER-Face [203];
samples are from (a) WIDER-validation and (b) CS6 surveillance videos [90]; (c)
remapping the scores on CS6 to resemble WIDER.
Assuming continuous values for ease of exposition, let the original distribution
have probability density function (p.d.f.) pr(r), with 0 ≤ r ≤ 1. Let the desired
distribution have p.d.f. pz(z), with 0 ≤ z ≤ 1.
Let us consider the cumulative distribution functions (c.d.f.) as two transforma-
tions F and G, acting on the original and desired distributions, respectively.
s = F (r) =
∫ r
0
pr(w)dw (4.6)
v = G(z) =
∫ z
0
pz(u)du (4.7)
From Eq. 4.7, z = G−1(v), will give back the values z of the desired distribution
pz(z). Instead of v, if the values of s in Eq. 4.6 are used, we can re-map values r from
the original distribution pr(r) to values in the desired distribution:
z = G−1(s) = G−1[F (r)] (4.8)
T → S score mapping. This involves making the distribution of detector scores
on the target domain T resemble the distribution of scores on the source domain
56
S. The score values are binned between 0 and 1 with step-size of 0.01. The inverse
mapping is done using linear interpolation.
S → T score threshold. This involves the reverse of the previous process –
we choose a threshold based on labeled source data, and then “transfer” this to the
target domain via histogram specification, as above.
4.4 Experiments
The datasets are introduced in Sec. 4.4.1, followed by describing various baselines
(Sec. 4.4.4) and implementation details (Sec. 4.4.5). Results are shown on faces
(Sec. 4.4.6) and pedestrians (Sec. 4.4.9).
4.4.1 Datasets
Experiments are performed on two challenging scenarios – pedestrian detection from
driving videos and face detection from surveillance videos, both of which fit neatly
into our paradigm of self-training from large amounts of unlabeled videos and where
there exists a significant domain shift between source and target. Several example
images are shown in Fig. 4.1. We select single-category detection tasks like face and
pedestrian to avoid the engineering and computational burden of handling multiple
categories, and focus on the unsupervised domain adaptation aspect.
4.4.2 Face: WIDER → CS6
The WIDER dataset [203] is the the source domain, consisting of labeled faces in
still images downloaded from the internet with a wide variety of scale, pose and oc-
clusion. The baseline detector is trained on the WIDER Train split, which has 12,880
images and 159,424 annotated faces. The target domain consists of 179 surveillance
videos from CS6, which is a subset of the IJB-S benchmark [90]. CS6 provides a
considerable shift from WIDER, with faces being mostly low-resolution and often
occluded, and the imagery being of low picture quality, suffering from camera shake
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Table 4.1: Dataset summary. Details of the source and target datasets for face and
pedestrian detection tasks are summarized here. N.B.– for the unlabeled target train
sets, the #images and #annotations are unknown.
Dataset # images # annots # videos
WIDER 12,880 159,424 -
CS6-Train - - 86
CS6-Test 70,022 217,827 80
BDD-Source 12,477 16,784 12,477
BDD-Target-Train - - 18,000
BDD-Target-Test 8,236 10,814 8,236
and motion blurs. The video clips are on average of 5 minutes at 30 fps, with some
exceptionally long clips running for over an hour. We selected 86 videos to form the
unlabeled target train set (CS6-Train). A test set of 80 labeled videos, containing
about 70,022 images and 217,827 face annotations, is used to evaluate the performance
of the methods (CS6-Test).
4.4.3 Pedestrian: BDD(clear,daytime) → BDD(rest)
The Berkeley Deep Drive 100k (BDD-100k) dataset [206] consists of 100,000 driv-
ing videos from a wide variety of scenes, weather conditions and time of day, creating
a challenging and realistic scenario for domain adaptation. Each video clip is of
40 seconds duration at 30 fps; one frame out of every video is manually annotated.
The source domain consists of clear, daytime conditions (BDD(clear,daytime)) and
the target domain consists of all other conditions including night-time, rainy, cloudy,
etc.(BDD(rest)). There are 12,477 labeled images forming BDD-Source-Train, con-
taining 217k pedestrian annotations. We use 18k videos as the unlabeled BDD-
Target-Train set, having approximately 21.6 million video frames (not all of which
would contain pedestrians, naturally). The BDD-Target-Test set is comprised of 8,236
labeled images with 16,784 pedestrian annotations from BDD(rest).
A summary of the datasets and splits is given in Table 4.1.
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4.4.4 Baselines and Ablations
We consider the following methods as our baselines:
• Baseline source. Detector trained on only the labeled source data – WIDER
for faces and BDD(clear,daytime) for pedestrians.
• Pseudo-labels from detections. High-confidence detections on the target
training set are considered as training labels, followed by joint re-training of the
baseline source detector. This is the naive baseline for acquiring pseudo-labels,
denoted as Det in the results tables.
• Pseudo-labels from tracking. Incorporating temporal consistency using a
tracker and adding them into the set of pseudo-labels was referred to as “Hard
Positives” by Jin et al. [86]; we adopt their nomenclature and refer to this as
HP. As an ablation, we exclude detector results and keep just the tracker-only
pseudo-labels for training (Track). Table 4.2 summarizes the details of the
automatically gathered pseudo-labels. Note that using temporal constraints
(HP) removes spurious isolated detections in addition to adding missed objects,
resulting in an overall decrease in data when compared to Det for CS6.
• Soft labels for distillation. The distillation method as detailed in Sec. 4.3.6
is denoted as distill, and we show the effect of varying λ on the validation
set. Cross-domain score distribution mapping is referred to as score-remap and
constrained hard examples as HP-cons in the results tables.
• Domain adversarial Faster-RCNN. While there are several domain adver-
sarial methods such as ADDA [183] and CyCADA [72] for object recognition,
we select Chen et al. [25] as the only method, to our knowledge, that has been
integrated into the Faster R-CNN detector. Chen et al. [25] formulate the ad-
versarial domain discriminator [48] with three separate losses – (i) predicting
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Table 4.2: Pseudo-labels summary. Listing the number of images and object
annotations obtained on the unlabeled CS6-Train and BDD-Target-Train videos. All
the pseudo-labels obtained from the CS6 videos are used in re-training. For BDD,
due to the massive number of videos, 100K frames were sub-sampled to form the
training set.
Method # images # annots
CS6-Det 38,514 109,314
CS6-HP 15,092 84,662
CS6-Track 15,092 32,711
BDD-Det 100,001 205,336
BDD-Track 100,001 222,755
BDD-HP 100,001 362,936
the domain label from the convolutional features (pre-ROI-pooling) of the entire
image; (ii) predicting the domain label from the feature-representation of each
proposed ROI; (iii) a consistency term between the image-level and ROI-level
predictions. The region-proposals for the ROI-level loss are obtained from the
Region Proposal Network (RPN) branch of the Faster R-CNN. In our experi-
ments, we denote these models as – DA-im which applies the domain discrimina-
tor at the image level and DA-im-roi, which additionally has the instance-level
discriminator and consistency term.
4.4.5 Training and Evaluation
We use the standard Faster R-CNN detector [144] for all our experiments, from a
PyTorch implementation of the Detectron framework [54]. An ImageNet-pre-trained
ResNet-50 network is used as a backbone, with ROI-Align region pooling. For faces,
the baseline is trained for 80k iterations, starting from a learning rate of 0.001, drop-
ping to 0.0001 at 50k, using 4 GPUs and a batch-size of 512. For pedestrians, the
baseline was trained for 70k iterations, starting with a learning rate of 0.001 and drop-
ping to 0.0001 at 50k. During training, face images were resized to be 800 pixels and
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pedestrian images were resized to be 500 pixels on the smaller side. Re-training for
the target domain is always done jointly, using a single GPU – a training mini-batch
is formed with samples from a labeled source image and a pseudo-labeled target im-
age. In practice, we sample images alternately from source and target, fix 64 regions
to be sampled from each image, and accumulate gradients over the two images be-
fore updating the model parameters. Domain adversarial models were implemented
following Chen et al. [25], keeping their default hyper-parameter values. We note
that the adversarial training was fairly unstable when dealing with a complex target
domain such as BDD-Target, while on CS6 the default settings worked out-of-the-box
(further details in Results section).
Since unsupervised learning considers no labels at all on the target domain, we cannot
set hyper-parameters or do best model selection based on a labeled validation set. The
re-training for all the face models were stopped at the 10k iteration, while all the
pedestrian models were stopped at the 30k iteration. For evaluating performance,
to account for stochasticity in the training procedure, we do 5 rounds of training
and evaluate each model on the labeled images from the test set. We use the MS-
COCO toolkit as a consistent evaluation metric for both face and pedestrian detection,
reporting Average Precision (AP) at an IoU threshold of 0.5.
4.4.6 Face detection results
The results on adapting from labeled WIDER Faces still-images to unlabeled CS6
surveillance video imagery are shown in Table 4.3.
4.4.6.1 Effect of pseudo-labels
The baseline detector, trained on WIDER Face, gets an AP of 15.66 on CS6-
Test, which underscores the domain shift between WIDER and the surveillance video
domain. Using only the high-confidence detections (θ=0.5) as training samples, CS6-
Det, boosts performance to 17.29 AP. Using only samples from the tracker and ignor-
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Figure 4.5: Qualitative results(best zoomed-in). (a) Baseline; (b) HP [86]; (c)
Ours (HP-constrained); (d) DA[25]. The domain adapted methods pick up prominent
objects missed by the baseline (cols 1,3-5 ). On pedestrians (cols 3-5 ) the detection
scores from DA is usually lower than our models’, leading to lower overall performance
despite correct localization.
ing all pseudo-labels from the detector, CS6-Track, brings down the performance to
11.73 AP. This can be partly attributed to the fact that we may miss a lot of actual
faces in an image if we choose to train only on faces picked up by tracking alone.
The combination of both tracking and detection results for training, CS6-HP, gives
slightly better performance of 17.31 AP. This is a significant boost over the model
trained on WIDER-Face: 15.66→ 17.31.
4.4.7 Effect of soft-labels
Incorporating soft target labels gives a consistent gain over the default hard labels,
as seen in the “distill” numbers in Table 4.3. The effect of varying the distillation
weight λ results in some fluctuation in performance – APλ=0.3 is 19.89, APλ=0.5 is 19.56
and APλ=0.7 is 20.80. Using the completely parameter-free methods we get 19.12 from
score histogram remapping (CS6-score-remap) and a slightly higher number, 20.65,
from HP-cons. Both are comparable to distillation with hyper-parameter λ = 0.7.
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4.4.8 Comparison to domain discriminator
The domain adversarial method (DA) gives a high performance on CS6 Test with
an AP of 21.02 at the image-level (DA-im) and 22.18 with the instance-level adapta-
tion included (DA-im-roi). Our best numbers (20.80, 20.65) are comparable to this,
given the variance over 5 rounds of training.
Table 4.3: WIDER → CS6. Average precision (AP) on of the CS6 surveillance
videos, reported as mean and standard deviation over 5 rounds of training.
Method AP (mean ± std)
Baseline: WIDER 15.66 ± 0.00
CS6-Det 17.29 ± 0.85
CS6-Track 11.73 ± 0.77
CS6-HP [86] 17.31 ± 0.60
CS6-distill(λ = 0.3) 19.89 ± 0.92
CS6-distill(λ = 0.5) 19.56 ± 1.53
CS6-distill(λ = 0.7) 20.80 ± 1.34
CS6-score-remap 19.12 ± 1.29
CS6-HP-cons 20.65 ± 1.62
CS6-DA-im [25] 21.02 ± 0.96
CS6-DA-im-roi [25] 22.18 ± 1.20
4.4.9 Pedestrian detection results
The results on adapting from BDD-Source images from clear, daytime videos to un-
constrained settings in BDD-Target are shown in Table 4.4. In addition to a new
task, the target domain of BDD-Pedestrians provides a more challenging situation
than CS6. The target domain now consists of multiple modes of appearance – snowy,
rainy, cloudy, night-time, dusk, etc.; and various combinations thereof.
4.4.9.1 Effect of pseudo-labels.
The baseline model gets a fairly low AP of 15.21, which is reasonable given the
large domain shift from source to target. BDD-Det, which involves training with only
the high-confidence detections (threshold θ = 0.8), improves significantly over the
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baseline with an AP of 26.16. Using only the tracker results as pseudo-labels, BDD-
Track, gives similar performance (26.28). BDD-HP, which combines pseudo-labels
from both detection and tracking, gives the best performance among these (27.11).
This is a significant boost over the baseline performance: 15.21 → 27.11.
4.4.9.2 Effect of soft-labels.
Using soft labels via the distillation loss improves results further (27.11→ 28.59),
with performance fluctuating slightly with different values of the λ hyper-parameter –
APλ=0.3 is 28.59, APλ=0.5 is 28.38 and APλ=0.7 is 28.47. Creating soft-labels via score
histogram matching (score-remap), we get an AP of 28.02. Emphasizing tracker-
only samples while constraining identical behaviour on detector training samples (HP-
cons) gives 28.43. Again, both the latter methods are consistently comparable in
performance to using distillation, with the advantage of not having to set the λ
hyper-parameter.
4.4.9.3 Comparison to domain discriminator.
Adapting to the BDD-Target domain was challenging for the domain adversarial
(DA) models [25], most likely due to the multiple complex appearance changes, unlike
the WIDER→CS6 shift which has a more homogeneous target domain. The image-
level adaptation (DA-im) models gave 23.65 AP – a significant improvement over the
baseline AP of 15.21. We had difficulties getting the DA-im-roi model to converge
during training. Using the pseudo-labels from BDD-HP for sampling the ROIs during
training had a stabilizing effect (we denote this as BDD-DA-im-roi*). This is likely
due to the balanced positive and negative samples in a training mini-batch when
pseudo-labels are used to sample positive regions. This gives 23.69 AP, the latter
being a small improvement over the DA-im AP of 23.65. Overall our results from
training with soft pseudo-labels are better than [25] on this dataset by ∼5 AP points.
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Table 4.4: BDD(clear,daytime) → BDD(rest). Average precision (AP) on the
evaluation set of the BDD pedestrian videos, reported as mean and standard deviation
over 5 rounds of training.
Method AP (mean ± std)
Baseline: BDD(clear,daytime) 15.21 ± 0.00
BDD-Det 26.16 ± 0.24
BDD-Track 26.28 ± 0.35
BDD-HP [86] 27.11 ± 0.54
BDD-distill(λ = 0.3) 28.59 ± 0.67
BDD-distill(λ = 0.5) 28.38 ± 0.62
BDD-distill(λ = 0.7) 28.47 ± 0.41
BDD-score-remap 28.02 ± 0.32
BDD-HP-cons 28.43 ± 0.51
BDD-DA-im [25] 23.65 ± 0.57
BDD-DA-im-roi* 23.69 ± 0.93
4.4.9.4 Results on sub-domains.
The BDD-Target domain implicitly contains a large number of sub-domains such
as rainy, foggy, night-time, dusk, etc.. We compare the performance of three repre-
sentative models – baseline, domain adversarial (DA-im) and our distillation method
(we pick distill-0.5 as representative) on a set of such implicit sub-domains in BDD-
Target-Test for a fine-grained performance analysis (Fig. 4.6). Night-time images
clearly degrade performance for all the models. Overall both domain adaptive meth-
ods improve significantly over the baseline, with distill-0.5 consistently outperforming
DA.
4.4.10 Automatic threshold selection.
The hyper-parameter θ that thresholds the high-confidence detections can be set
without manual inspection of the target domain. We can pick a threshold θS on
labeled source data for a desired level of precision, say 0.95. Using score histogram
mapping S → T (Sec 4.3.6.3, Fig. 4.4), we can map θS to the unlabeled target domain
as θT . These results are shown in Table 4.5. The thresholds selected based on visual
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Figure 4.6: BDD(rest) sub-domains. Performance of the baseline model, domain
adversarial model (DA) and our distillation method with λ = 0.5 (distill). The
number of images in each sub-domain is written in parentheses below.
inspection of 5 videos are 0.5 for faces (17.31 AP) and 0.8 for pedestrians (27.11 AP),
as described in Sec. 4.3.1. The performance from automatically set θS→T is very close
– AP of 16.71 on CS6 and 27.11 on BDD.
Table 4.5: Sensitivity to detector confidence threshold for target-domain pseudo-
labels, evaluated for the HP model. The automatically selected thresholds θS→T are
0.66 for CS6 and 0.81 for BDD.
θ → 0.5 0.6 0.7 0.8 0.9 θS→T
CS6-Test 17.31 15.91 14.93 15.63 11.69 16.71
BDD-Test 27.23 27.68 27.30 27.11 25.85 27.11
4.4.11 Comparison to full supervision
The main motivation for using unsupervised domain adaptation is the assump-
tion that we can achieve reasonably high performance without having to expend
human resources in manual labeling of the target domain. However, it is pertinent
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to ask how much do we stand to gain when human-annotated “perfect” target labels
are made available? In fact, if fully-supervised training on a small quantity of clean
ground-truth labels can give us higher performance than the most intricate and ele-
gant unsupervised method, then from a practitioner’s point of view it makes sense to
spend resources in obtaining that small set of perfect (albeit costly) labeled data.
To this end, we re-train the baseline models with joint batches alternating between
the labeled Source and labeled Target domains, for the BDD pedestrian detection
task. The amounts of labeled Target images are varied as percentages of the total
number of labeled training images – 1%, 5%, 10%, 25%, 50%, 75%, 100%. The
subsets are all formed multiple times and the average performance is reported to
account for randomness in sampling (except naturally for the 100% number which
uses all available labeled data). The results are summarized in Figure 4.7. After
labeling about 10k images for BDD pedestrians the performance of using ground-
truth labels begins to exceed the gains from our unsupervised approach, BDD-HP-cons,
which required 100k images. We also note from the figure that training on too few
samples from the target domain can cause severe overfitting and drastically lower the
performance, as shown in the steep downward trend in the left portion of each plot.
On the sample efficiency of hard example mining. The empirical comparison
between human-labeled and automatically-labeled training data indicates a promis-
ing trade-off – in terms of the number of images, we appear to need 10× more un-
labeled images than labeled to reach comparable performance. However, in terms of
the number of actual training annotations, this approximately corresponds to 13.5k
human-annotated labels versus 350k automatically-obtained examples. There is a
further point to be noted here – while the proposed BDD-HP-cons model is trained
on 100k images containing hard examples, a far greater number of images had to be
processed in order to mine out these 100k images (roughly 21.6 million video frames
were fed through the unsupervised “baseline detector + tracklet formation” pipeline
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Figure 4.7: Effect of ground-truth labels on BDD-100K. The plot shows the
performance as AP along the Y-axis as we increase the number of training images
with ground-truth labels along the X-axis. The numbers show AP averaged over 5
rounds of random sampling to form each subset of ground-truth training data. There
is on average number about 1.35 annotations per image for the ground-truth labels,
and 3.5 annotations per image for the pseudo-labeled hard examples.
to select the 100k images containing hard samples). Therefore, while our results
demonstrate the usefulness of unsupervised domain adaptation via self-training as a
viable alternative to the fully-supervised approach, we note that it is far from perfect
in terms of sample efficiency – even though we avoid human labeling effort, far larger
amounts of unlabeled data need to be processed to reach similar levels of performance
as a model trained on manually-/annotated training data.
4.5 Summary
Our empirical analysis shows self-training with soft-labels to be at par with or bet-
ter than the recent domain adversarial approach [25] on two challenging tasks. Our
method also avoids the extra layers and hyper-parameters of adversarial methods,
which are difficult to tune for novel domains in a fully unsupervised scenario. Our
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Figure 4.8: More qualitative results(best zoomed-in). (a) Baseline; (b) HP [86];
(c) Ours – HP-constrained ; (d) DA[25]. The domain adapted methods (HP, Ours,
DA) pick up prominent objects missed by the baseline detector, along with a few
false positives (rows 1,4,7 ). Row 2: Ours and HP get the prominent pedestrian on
the right, while DA misses it. Row 3: the HP method detects a motorcycle rider as
a pedestrian, while our method gets this subtle difference correctly. Failure modes:
part of the wheel detected as a pedestrian by all the domain adapted methods (row
5); rider detected as pedestrian (row 6 ).
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Figure 4.9: More qualitative results(best zoomed-in). (a) Baseline; (b) HP [86];
(c)Ours – HP-constrained ; (d) DA[25]. Rows 1,2: the domain adversarial method
(DA) detects false positives, which are avoided by our our method. Pedestrians that
are challenging for the baseline detector are picked up after domain adaptation in rows
3,4,7,8. Row 5: when conditions are well-lit and clear – similar to the training set of
the Baseline mode, there is not much difference with the domain adapted models.
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method significantly boosts the performance of pre-trained models on the target do-
main and gives a consistent improvement over assigning hard labels to pseudo-labeled
target domain samples, the latter being prevalent in recent works [86, 138]. With
minimal dependence on hyper-parameters, we believe our approach to be a readily
applicable method for large-scale domain adaptation of object detectors.
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CHAPTER 5
LEARNING FROM UNLABELED FACES BY
CLUSTERING
5.1 Overview
Deep face recognition has achieved significantly high performance, benefitting
from large-scale labeled data, e.g. DeepFace [177] uses 4M labeled faces for training
and FaceNet [150] is trained on 200M labeled faces. Further improvement in recog-
nition performance requires tremendous annotation efforts in increasing the labeled
dataset volume, which is impractical, labor intensive and does not scale well. There-
fore, exploring ways and means to exploit unlabeled data has become an attractive
alternative.
Labeled faces Clustered	faces
George	W	Bush
Elton	John
JK	Rowling
Training	
data
LossCNN
Incorrect	
clustering
Figure 5.1: Given a face recognition model trained on labeled faces, we wish to ex-
ploit clustering on unlabeled data for additional training samples to further improve
recognition performance. Key challenges include overlapping identities between la-
beled and unlabeled data (circled in red) as well as noisy training labels arising from
incorrect cluster assignments (a picture of George Bush Sr. is erroneously assigned
to a cluster of George W Bush images).
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(III)	Cluster	unlabeled	faces
(I)	Train	on	labeled	faces
Labeled	
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(IV)	Estimate	clustering	uncertainty
(II)	Separate	unlabeled	faces
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Figure 5.2: (I) A deep neural network [189] is trained on labeled faces in a fully-
supervised fashion as a baseline. (II) Unlabeled faces may contain identities already
existing in the labeled dataset – we separate these out using a mixture of Weibulls
(Sec. 5.3.2). (III) Clustering the unlabeled faces using Face-GCN (Sec. 5.3.1).
(IV) Estimating incorrect cluster assignments (Sec. 5.3.3). (V) Re-training the face
recognition model using both labeled and unlabeled (clustered) data, treating the
cluster assignments as identity labels; the training loss is attenuated by an estimate
of clustering uncertainty.
Self-supervised learning utilizes unlabeled data to train deep networks by solv-
ing proxy tasks, such as predicting data transformations [128, 53, 129] or cluster-
ing [18, 19]. Narrowing the scope to deep face recognition, some preliminary works
on generating pseudo-labels from clustering unlabeled faces have been shown to be
effective in improving performance [164, 208, 201]. However, these methods only
consider the cases of newly introduced identities in the unlabeled data, whereas in
practice, part of the unlabeled images could share the same identity as existing im-
ages in the labeled dataset (Fig. 5.1). If these overlapping identity images from the
unlabeled data are not accounted for, clusters with these images would be considered
as new identities, introducing significant label noise into the subsequent re-training
of the recognition model.
In this chapter, we present recipes for exploiting unlabeled data to improve the
performance of face recognition models trained on large-scale labeled datasets, re-
solving two important practical challenges – accounting for overlapping identities
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between labeled and unlabeled data, and attenuating the effect of noisy labels when
training on pseudo-labeled data. We begin with Face-GCN [201], a graph convolu-
tional neural network (GCN) based face clustering method, to obtain pseudo-labels
on unlabeled faces. To deal with the overlapping identity problem, we observe that
the distribution of classification confidence on overlapping and disjoint identities is
different – since our initial face feature is provided by a recognition engine trained
on known identities, the confidence score of the overlapping identity images are likely
to be higher than those of non-overlapping identity images, as visualized in Fig. 5.3.
Based on this observation, we approach the problem as “out-of-distribution” detec-
tion [68, 110, 102], and propose to parameterize the distribution of confidence scores
as a mixture of Weibulls, motivated by extreme value theory. This results in an un-
supervised procedure to separate overlapping identity samples from unlabeled data
on-the-fly.
After resolving the overlapping id problem, the systematic label noise from the
clustering algorithm remains, which is a prime cause for deteriorating performance in
face recognition [188]. Instead of an additional complicated pruning step to discard
noisy samples, e.g. as done in [201], we deal with the label noise during the re-training
of the deep network. Specifically, we introduce a simple clustering uncertainty based
weighting on the training loss to reduce the effect of erroneous gradients caused by
the noisy labeled data 1. This effectively smooths the re-training procedure and has
shown clear performance gains in our experiments.
Our contributions are summarized as follows:
• To our knowledge, we are the first to tackle the practical issue of overlapping
identities between labeled and unlabeled faces while clustering, formulated as
out-of-distribution detection.
1We adopt a conservative strategy where we down-weight possibly noisy examples, at the risk of
also discarding some useful hard examples.
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• We propose a simple and scalable uncertainty weighted identification loss for
face recognition re-training, designed to compensate for the label noise intro-
duced by the clustering procedure.
• Extensive experiments on controlled and real-world settings provide useful in-
sights for the practical usage of unlabeled faces and demonstrate that with the
proposed clustering and re-training strategies, substantial performance gains
over a fully-supervised model are achieved across multiple public face recogni-
tion benchmarks, i.e. LFW [77], YTF [198], CFP [156] and IJB-A [90].
5.2 Related Work
5.2.1 Face Clustering
Jain [80] provides a survey on classic clustering techniques. Most recent ap-
proaches [132, 115, 159, 114, 87] work on face features extracted from supervisedly
trained recognition engines. “Consensus-driven propagation” (CDP) [208] assigns
pseudo-labels to unlabeled faces by forming a graph over the unlabeled samples.
An ensemble of various network architectures provides multiple views of the unla-
beled data, and an aggregation module decides on positive and negative pairs. Face-
GCN [201] formulates the face clustering problem into a regression for cluster pro-
posal purity, which can be fully supervised. Re-training the recognition engine with
the clustered “pseudo-identities” and the original data improves the performance.
However, CDP [208] and Face-GCN re-training assumes the “pseudo-identities” and
the original identities have no overlap, which does not always hold true. Meanwhile,
their investigation stays in a controlled within-distribution setting using the MS-
Celeb-1M dataset [61], which is far from realistic. In contrast, we demonstrate that
these considerations are crucial to achieving gains for practical face recognition with
truly large-scale labeled and unlabeled datasets.
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5.2.2 Out-Of-Distribution Detection
Extreme value distributions have been used in calibrating classification scores in
previous work [148, 147]. Recent approaches to out-of-distribution detection utilize
the confidence of the predicted posteriors [68, 110], while Lee et al. [102] use Maha-
lanobis distance-based classification along with gradient-based input perturbations.
[102] outperforms the others, but does not scale to our setting – estimating per-subject
covariance matrices is not feasible for the typical long-tailed class distribution in face
recognition datasets.
5.2.3 Learning with Label Noise
Label-noise [126] has a significant effect on the performance of the face embed-
dings obtained from face recognition models trained on large datasets, as extensively
studied in Wang et al. [188]. Indeed, even large scale human-annotated face datasets
such as the well-known MS 1 Million (MS-1M) are shown to have some incorrect
labeling, and gains in recognition performance can be attained by cleaning up the
labeling [188]. Applying label-noise modeling [141, 169, 137, 108, 4, 84, 142] to large-
scale face recognition has its own set of challenges – the labeled and unlabeled datasets
are class-disjoint, a situation not considered by earlier methods [137, 108, 69]; hav-
ing ∼100k identities, typically long-tailed, make learning a label-transition matrix
challenging [137, 69]; label-noise from clustering pseudo-labels is typically structured
and quickly memorized by a deep network, unlike the uniform-noise experiments in
[4, 210, 179]. Our unsupervised label-noise estimation does not require a clean la-
beled dataset to learn a training curriculum unlike [84, 142], and can thus be applied
out-of-the-box.
76
5.3 Learning from Unlabeled Faces
Our approach aims to improve the performance of a supervised face recognition
model by firstly introducing pseudo labels from clustering unlabeled faces. Then
re-training on both labeled and unlabeled faces, using the cluster assignments as
pseudo-labels on the additional unlabeled data leads to updated performance. The
steps are as follows (Fig. 5.2 provides a visual summary) – (I) train a supervised face
recognition model on a labeled face dataset; (II) separate unlabeled samples having
overlapping identities with the labeled training set using face recognition feature;
(III) cluster the disjoint-identity unlabeled faces; (IV) learn an unsupervised model
for the likelihood of incorrect cluster assignments on the pseudo-labeled data; (V) re-
train the face recognition model on labeled and pseudo-labeled faces, attenuating the
training loss for pseudo-labeled samples using the estimated clustering uncertainty.
In this section, we first give an overview of the face clustering procedure (Sec. 5.3.1),
followed by overlapping identity separation (Sec. 5.3.2) and finally re-training the
recognition model with an estimate of clustering uncertainty (Sec. 5.3.3).
5.3.1 Clustering Faces with GCN
We use Face-GCN [201] to assign pseudo-labels for unlabeled faces, which leverages
a graph convolutional network (GCN) [93] for large-scale face clustering. We provide
a brief overview of the approach for completeness. Based on features extracted from
a pre-trained face recognition engine, a nearest-neighbor graph is constructed over
all samples. By setting various thresholds on the edge weights of this graph, a set of
connected components or cluster proposals are generated. During training, the aim is
to regress the precision and recall of the cluster proposals arising from a single ground
truth identity, motivated by object detection frameworks [65]. Since the proposals are
generated based on labeled data, the Face-GCN is trained in a fully supervised way,
unlike regular GCN training, which are typically trained with a classification loss,
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Figure 5.3: Empirical distribution of the max-logit score for overlapping and disjoint
identities between labeled and unlabeled sets (shown on controlled splits of the MS-
Celeb-1M dataset [61]). The two-component Weibull and Normal (Gaussian) models
are shown in solid lines.
either for each node or an input graph as a whole. During testing, a “de-overlap”
procedure uses predicted GCN scores for the proposals to partition an unlabeled
dataset into a set of clusters. Please see [201] for further details.
5.3.2 Separating Overlapping Identities
5.3.2.1 Overlapping identities.
We typically have no control over the gathering of unlabeled data, so the same
subject S may exist in labeled data (thus, be a class on which the baseline face
recognition engine is trained) and also within our unlabeled dataset (Fig. 5.1). By
default, the clustering will assign images of subject S in the unlabeled data as a
new category. In this case, upon re-training with the additional pseudo-labeled data,
the network will incorrectly learn to classify images of subject S into two categories.
This is an important issue, since overlapping subjects can occur naturally in datasets
collected from the Internet or recorded through passively mounted cameras, which
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to our knowledge has not been directly addressed by most recent pseudo-labeling
methods [208, 164, 201].
5.3.2.2 Out-of-distribution detection.
The problem of separating unlabeled data into samples of disjoint and overlap-
ping classes (w.r.t. the classes in the labeled data) can be regarded as an “out-
of-distribution” detection problem. The intuition is that unlabeled samples with
overlapping identities will have higher confidence scores from a face recognition en-
gine [68], as the same labeled data is used to train the recognition engine. Since the
softmax operation over several thousand categories can result in small values due to
normalization, we use the maximum logit for each sample as its confidence score,
termed max-logits for the rest of this paper. Therefore, we search for the thresholds
of the confidence scores that can separate disjoint and overlapping identity samples
(see Fig. 5.3).
Since we deal with the maxima over a large number of classes, we can draw upon
results from extreme value theory (EVT) which state that the limiting distribution of
the maxima of i.i.d random variables belongs to either the Gumbel, Fre´chet or Weibull
family [30]. Specifically, we model the max-logits using the Weibull distribution,
f(x;λ, k) =

k
λ
(
x
λ
)k−1
e−(x/λ)
k
x ≥ 0,
0 x < 0,
(5.1)
where k > 0 and λ > 0 denote the shape and scale parameters, respectively. We use
Otsu’s method [131] to obtain an initial threshold on the max-logit values, then fit a
two-component mixture of Weibulls, initialized to the upper and lower parts of the
distribution – modeling the overlapping and disjoint classes, respectively. Selecting
values corresponding to the 95% confidence under each Weibull model provides two
thresholds – for disjoint and overlapping samples separately with high confidence; we
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reject samples that fall outside of this interval. This approach does not require setting
any hyper-parameters a priori, and can be applied to any new unlabeled dataset.
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Figure 5.4: Clustering uncertainty. (a) Examples of incorrect pseudo-labels – an
image of George Bush Sr. is included in a cluster of George W Bush images (outlier
circled in blue); some George W Bush images are spread across multiple clusters
(“split ID” circled in red). (b) Precision-recall curves showing Average Precision
(AP) of predicting if a cluster assignment is correct using class-margin, max-logit
and entropy. (c) Distribution of class-margin with a Weibull fit to the left mode
(orange curve). (d) An importance weight is assigned to each pseudo-labeled sample
based on its likelihood under the Weibull.
5.3.3 Re-training with Cluster Uncertainty
We seek to incorporate the uncertainty of whether a pseudo-labeled (i.e. clustered)
sample was correctly labeled into the face recognition model re-training. Let a face
drawn from the unlabeled dataset X U be xi ∈ X U . The feature representation for that
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face using the baseline supervised model is denoted as Φ(xi). Let cluster assignments
obtained on X U be {C1, C2, ..., CK}, for K clusters. We train a logistic regression
classifier to estimate P (Ck | Φ(xi)), for k = 1, 2, ...K,
P (Ck | Φ(xi)) = exp(ω
T
k Φ(xi))∑
j exp(ω
T
j Φ(xi))
(5.2)
where ωk are the classifier weights for the k-th cluster. Intuitively, we wish to deter-
mine how well a simple linear classifier on top of discriminative face descriptors can
fit the cluster assignments.
We compare three uncertainty metrics on the classifier outputs: (1) Entropy of
the posteriors across the K clusters, i.e.
∑
k P (Ck | Φ(xi)) logP (Ck | Φ(xi)); (2) Max-
logit: the largest logit value over the K clusters, (3) Classification margin: difference
between the max and the second-max logit, indicating how easily a sample can flip
between two clusters.
We consider two kinds of incorrect clustering corresponding to notions of precision
and recall: (1) Outliers, samples whose identity does not belong to the identity of
the cluster; (2) Split-ID, where samples from the same identity are spread over
several clusters (Fig. 5.4(a) illustrates this via a toy example). More visualizations of
these clustering errors may be found in Sec. 5.4.11.
In a controlled setting with known ground-truth identities, we validate our hy-
pothesis that the uncertainty measures can distinguish between correct and incorrect
cluster assignments (Fig. 5.4(b)). In particular, the classification margin is observed
to have the highest Average Precision (AP), closely followed by the max-logit score.
Note that Split-ID makes up the bulk of incorrectly-clustered samples, while outliers
are about 10%.
Fig. 5.4 (c) shows the distribution of class-margin on pseudo-labeled data on one
split of the MS-1M dataset. Intuitively, samples that do not have a large classification
margin are likely to be incorrect pseudo-labels, resulting in a bi-modal distribution,
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i.e. noisily labeled samples in one mode, and correctly labeled samples in the other.
Notice that similar to overlapping v.s. disjoint identity, this is another distribution
separation problem. A Weibull is fit to the lower portion of the distribution (orange
curve), with an initial mode-separating threshold obtained from Otsu’s method (black
vertical line). Note that this is not related to the earlier two-component Weibull used
in separating overlapped identities between labeled and unlabeled datasets. The
probability of sample xi being incorrectly clustered is estimated by:
p−(xi) = P (g(xi) | θ−Wb), (5.3)
where θ−Wb are the parameters of the learned Weibull model, g(.) denotes the measure
of uncertainty, e.g. class-margin. Note, ground-truth labels are not required for this
estimation. We propose to associate the above uncertainty with the pseudo-labeled
samples and set up a probabilistic face recognition loss.
The large margin cosine loss [189] is used for training:
L(xi) = − log
exp(α(wTj fi −m))
exp(α(wTj fi −m)) +
∑
k 6=j exp(αw
T
k fi)
(5.4)
where fi is the deep feature representation of the i-th training sample xi, wj is the
learned classifier weight for the j-th class, m ∈ [0, 1] is an additive margin and α is a
scaling factor. Note that ‖fi‖ and ‖wj‖ are set to 1. For xi ∈ X U , we associate the
incorrect labeling probability p−(xi) to compensate the penalty:
Lp(xi) = (1− p−(xi))γL(xi), (5.5)
where γ controls the weighting curve shape (Fig. 5.4(d)).
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5.3.3.1 On the choice of linear separability.
Our intuition for using linear separability to estimate label noise is as follows
– assuming that effective features have been learned by the baseline model on a
large labeled dataset, we trust only those cluster assignments that can be fitted by a
simple linear classifier on top of these discriminative features. While this does reduce
the opportunity of the deep network to learn from some challenging examples (i.e.
complicated clusters which are not modeled by a simple linear model would have a
high loss that may benefit the network), it also reduces the chance of the high losses
from incorrectly-clustered samples from destabilizing the network training.
5.3.3.2 Connections to existing work.
We note that the label noise from clustering is well-structured, very much unlike
the uniform noise (i.e. all categories are equally likely to have their correct label
flipped) well-studied in the literature on neural network generalization [209, 5, 179].
Zhang et al. [209] show that deep neural networks are able to perfectly memorize
random labels assigned to the training samples. This would indicate that a net-
work of sufficient expressivity would be able to memorize the incorrect labels in our
pseudo-labeled dataset, leading to sub-optimal performance upon re-training with the
extra data. Arpit et al. [5] however observe that despite the ability to memorize ran-
dom patterns, deep neural networks tend to learn easy or correctly-labeled patterns
first, and then start fitting to the incorrectly labeled examples in subsequent train-
ing epochs. [4] report that the training loss of a network on noisy labeled samples
is higher than correctly labeled training samples, and this difference can be used to
separate out the noisy labels. However, we observe in our initial experiments that
at least on our face datasets, the highly-structured labeled noise from clustering as-
signments behaves differently – even shallower neural networks were learning to fit
to both incorrect and correctly labeled samples at almost concurrent rates, and thus
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there was no clear separation by looking at the empirical distribution of the training
loss. Mixup [210] shows that encouraging deep neural networks to behave linearly in
between samples improves generalization and tolerance to noise, and [4] report mixup
regularization to be useful in their label noise robustness experiments.
5.4 Experiments
We augment supervised models trained on labeled data with additional pseudo-
labeled data under various scenarios. We summarize the main findings first —
(i) the baseline supervised model benefits from additional pseudo-labeled training
data; (ii) re-training on clustering without handling overlapping IDs can hurt perfor-
mance, and our approach of separating overlaps is shown to be effective empirically;
(iii) increasing diversity of training data by using unlabeled data from outside the dis-
tribution of the labeled set helps more than comparable amounts of within-domain
unlabeled data; (iv) scaling up to using the entire MS-Celeb-1M [61] dataset (or
MS1M for short) as labeled training set, as typically done by most deep face models,
we see significant gains in performance only when the volume of unlabeled samples
is comparable to the size of MS1M itself.
5.4.1 Experimental setup
Table 5.1 summarizes the training data sources. The cleaned version of MS1M
dataset contains 84,247 identities and 4,758,734 samples in total. Partitioning on
the identities, the full MS1M dataset is split into 10 parts with approximately 8.4k
identities and 470k samples per split. We create the following settings:
• Controlled disjoint (Sec. 5.4.7): Both labeled and unlabeled data are drawn
from splits of MS1M (Table 5.1 MS1M splits 1 and 2, respectively). Thus, they
have the same distribution and have no overlapping identities by construction,
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Table 5.1: Statistics on the datasets used for training.
Dataset Identities Images
MS-Celeb-1M-full 84,247 4,758,734
MS-Celeb-1M-split-1 8425 505,351
MS-Celeb-1M-split-2 8423 467,735
MS-Celeb-1M-split-1-O 16,839 729,500
MS-Celeb-1M-split-2-O 16,848 705,479
VGGFace2 [17] 8,631 3,130,047
CASIA-WebFace [205] 10,575 455,594
IMDB-SenseTime [188] 50,917 1,022,477
GlintAsian [31] 93,979 2,830,146
similar to the setting in [201]. We compare baseline clustering methods and the
effect of clustering uncertainty on re-training the face recognition model.
• Controlled overlap (Sec. 5.4.8): we introduce simulated identity overlap
between the two datasets (Table 5.1 MS-Celeb-1M splits 1-O and 2-O), showing
the detrimental effect of na¨ıvely clustering and re-training in this case, and the
efficacy of our proposed approach.
• Semi-controlled (Sec. 5.4.9): we have limited labeled data (split-1 of MS1M)
with unlabeled data from another dataset, VGGFace2 [17], containing 8.6k iden-
tities and 3.1 million images. This is closer to the realistic scenario, with po-
tential identity overlaps and distribution shift between data sources.
• Uncontrolled (Sec. 5.4.10): close to the real-world setting, we use all the
labeled data at our disposal (entire MS-Celeb-1M) and try to improve perfor-
mance further by including unlabeled data from other datasets – VGGFace2 [17],
IMDB-SenseTime [188], CASIA [205] & GlintAsian [31]. Note, this setting is
not addressed in prior art on pseudo-labeling faces [208, 201].
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5.4.2 Face recognition evaluation
Face recognition is typically evaluated by using the deep network’s activations
from the second-last fully-connected layer (i.e. just before the classifier layer) as a
face representation, and then using this representation in downstream tasks such as
face verification (whether a pair of face images belong to the same person or not) or
identification (categorize a face image into a set of given identities). Note, the face
identities in the evaluation datasets are disjoint by construction from the identities
used to train the deep network. We report results on the following:
• Labeled Faces in the Wild (LFW) [77, 100]: consists of 13,233 images and
5749 people, reporting verification accuracy across 10 folds of 300 matching and
300 non-matching face pairs.
• Celebrity Frontal to Profile (CFP) [156]: consists of 500 people, each with
10 frontal and 4 profile images. There are two verification protocols – frontal
to frontal (ff ) and frontal to profile (fp) images. Each protocol consists of 10
folds with 350 same-identity and mismatched-identity pairs.
• IJB-A [94]: part of the challenging IARPA Janus benchmark, it has 500 sub-
jects with 5,397 images and 2,042 videos. Identification performance is reported
as retrieval rate at ranks 1 and 5, using 10 splits each with 112 gallery templates
and 1763 probe templates (i.e. 1,187 genuine queries and 576 impostor queries
whose identities are not in the gallery). Verification performance is reported
as True Accept Rate (TAR) at False Accept Rates (FAR) ranging from 1e-1 to
1e-4, evaluated on 10 splits with 11,748 pairs of templates (1,756 positive and
9,992 negative pairs); we report performance at the two most strict settings:
FAR@1e-3,1e-4 respectively.
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5.4.3 Face clustering evaluation
Clustering is evaluated in terms of precision, recall and f-score, the latter being
the harmonic mean of the earlier two values. Clustering metrics adopt the pairwise
protocol used in [201] 2. Precision is defined as the fraction of face pairs that are
correctly clustered together out of the total number of pairs that belong to the same
identity. Recall is defined as the fraction of pairs that are correctly clustered together
out of the total number of pairs in the same cluster. Using ground-truth labels of
all pairs in a test dataset, we can calculate the number of True Positive Pairs (TP),
False Positive Pairs (FP) and False Negative Pairs (FN). Then, the expressions for
precision and recall are TP
TP+FP
and TP
TP+FN
, respectively.
5.4.4 Face recognition training
The CosFace model [189] is used as our face recognition engine, which is one
of the top performance methods on standard face recognition benchmarks. A 118-
layer ResNet is used as the backbone network. The baseline model on labeled data
is trained for 30 epochs using SGD with momentum 0.95, with a batch size of 512
across 8 GPUs in parallel, starting from a learning rate of 0.1, with the learning rate
dropping by a factor of 1/10 at the 16th and 23rd epochs. When used as a feature
extractor, this model yields vectors of 512 dimensions. When training with pseudo-
labeled data, we re-train the entire model from scratch on the union of the labeled
and pseudo-labeled data, with the same training settings.
5.4.5 Clustering model training
The Face-GCN implementation uses the publicly available code 3 of GCN-D from
[201]. An initial k-nearest neighbor graph is formed over the unlabeled samples with
2We experimented with the other popular protocol, b-cubed, and found that the relative ordering
of the performance remains consistent.
3https://github.com/yl-1993/learn-to-cluster
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k = 80, using the FAISS library for efficient similarity computation over large sample
sizes. Cluster proposals are generated from this by setting various thresholds – we
find optimal settings on a held-out set of MS-Celeb-1M and continue to use these
consistently on all the other datasets. The GCN-D model from Face-GCN is trained to
predict the precision and/or recall for each cluster proposal. We use a simple 3-layer
architecture, with feature sizes: 512→ 256→ 64, following by a global max-pooling.
Following [201], the model is trained with a regression loss.
5.4.6 Re-training on pseudo-labels
Following the final clustering output from Face-GCN, we discard clusters with
fewer than 10 samples as a simple heuristic. The remaining cluster assignments on
the remaining samples are treated as category labels and merged with the labeled
training set. To control for different optimization settings and validation sets, we
simply re-train the face recognition model, from scratch, with the same number of
epochs and learning rate schedule as the baseline model trained on labeled data –
therefore, the only change between the baseline model and the re-trained model is
the extra pseudo-labeled training data.
5.4.7 Controlled Disjoint: MS-Celeb-1M splits
Split-1 of MS-Celeb-1M is used as the labeled dataset to train the face recognition
model in a fully supervised fashion. The face clustering module is also trained in a
supervised fashion on the labeled Split-1 data. The unlabeled data is from Split-2:
ground truth labels are ignored, features are extracted on all the samples and the
trained GCN model provides the cluster assignments.
5.4.7.1 Clustering
The performance of various clustering methods are summarized in Table 5.2, i.e.,
K-means [154], FastHAC [124] and DBSCAN [41, 151] are reported, with optimal
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hyper-parameter settings 4. The GCN is clearly better than the baseline clustering
approaches. GCN typically gives an over-clustering of the actual number of identities
present – the precision is comparably higher than the recall (95.87% versus 79.43%),
indicating high purity per cluster, but samples from the same identity end up being
spread out across multiple clusters (“split ID”).
5.4.7.2 Re-training
The results are summarized in Table 5.3. Re-training CosFace on labeled Split-1
and pseudo-labeled Split-2 data (+GCN ) improves over training on just the labeled
Split-1 (Baseline GT-1 ) across the benchmarks. The performance is upper-bounded
when perfect labels are available on Split-2 (+GT-2 ). Note that re-training on cluster
assignments from simpler methods like K-Means and HAC also improve over the
baseline.
5.4.7.3 Re-train w/ iterative clustering
We perform a second iteration of clustering, using the re-trained CosFace model
as feature extractor. The re-trained CosFace model has more discriminative features,
resulting in better clustering (Table 5.2 GCN-iter2 versus GCN ). However, another
round of re-training CosFace on these cluster-assignments yields smaller gains (Ta-
ble 5.3 +GCN-iter2 v.s. +GCN ).
5.4.7.4 Re-train w/ cluster uncertainty
The model is re-trained with our proposed weighted cosine loss (Sec. 5.3.3) on
the pseudo-labeled samples (+GCN-soft in Table 5.3). We set γ = 1 (ablation in
Sec. 5.4.12). This improves on the challenging IJB-A protocols: 77.67% → 79.43%
(vrf.), 94.11% → 94.76% (idt.), and stay the same level on LFW and CFP.
4K-means: K=5k, FastHAC: dist=0.85, DBSCAN: minsize=2, eps=0.8
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Table 5.2: Controlled: Face clustering baselines. GCN trained on MS-Celeb-1M
split 1, tested on split 2.
Method Prec Rec F-score #Clusters
K-means 55.77 87.56 68.14 5,000
FastHAC 99.32 64.66 78.32 117,392
DBSCAN 99.62 46.83 63.71 352,385
GCN 95.87 79.43 86.88 45,187
GCN-iter2 97.94 87.28 92.30 32,695
Table 5.3: Controlled disjoint: Re-training CosFace on the union of labeled and
pseudo-labeled data (+GCN ), pseudo-label on second iteration (+GCN-iter-2 ), with
proposed weighted cosine loss (GCN-soft) and upper bound with ground truth (GT-
2 ).
Model LFW CFP-fp IJBA-idt. IJBA-vrf.
Rank-1, 5 FAR@1e-3,-4
Baseline GT-1 99.20 92.37 92.66, 96.42 80.23, 69.64
+ K-means 99.47 94.11 93.80, 96.79 87.03, 78.00
+ FastHAC 99.42 93.56 93.84, 96.81 84.78, 75.21
+ GCN 99.48 95.51 94.11, 96.55 87.60, 77.67
+ GCN-iter-2 99.57 94.14 94.46, 96.40 88.00, 78.78
+ GCN-soft 99.50 94.71 94.76, 97.10 87.97, 79.43
+ GT-2 (bound) 99.58 95.56 95.24, 97.24 89.45, 81.02
5.4.7.5 Insights
With limited labeled data, training on clustered faces significantly improves recog-
nition performance. Simpler clustering methods like K-means are also shown to im-
prove recognition performance – if training Face-GCN is not practical, off-the-shelf
clustering algorithms can also provide pseudo-labels. A second iteration gives small
gains, indicating diminishing returns. Incorporating label uncertainty into the train-
ing loss generally improves results.
5.4.8 Controlled Overlap: Overlapping Identities
We simulate the real-world overlapping-identity scenario mentioned in Sec. 5.3.2
to empirically observe its impact on the “pseudo-labeling by clustering” pipeline.
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Table 5.4: Controlled overlaps: Re-training with overlapping identities in unla-
beled data.
Model LFW CFP-fp IJBA-idt. IJBA-vrf.
Rank-1, 5 FAR@1e-3,-4
Baseline 99.45 95.17 94.52, 96.60 87.36, 75.06
+ GCN(naive) 99.37 93.17 93.72, 96.65 87.02, 79.39
+ GCN(disjoint) 99.57 95.01 94.83, 96.98 89.29, 82.64
+ GCN(overlap) 99.58 94.30 94.47, 96.64 86.93, 78.42
+ GCN(both) 99.58 95.36 94.81, 97.05 89.43, 82.86
Table 5.5: Disjoint/overlap clustering. Showing the results of “Naively” clus-
tering the unlabeled “Split-2-O” and clustering the estimated “disjoint” portion of
“Split-2-O”.
Measure Prec. Rec. F Score #True class #Clusters #Samples
Naive 98.70 84.76 91.20 16,844 60,683 693,144
Disjoint 98.79 85.17 91.47 11,771 39,194 464,638
We create two subsets of MS1M with around 16k identities each, having about 8.5k
overlapping identities (suffix “O” for overlaps in Table 5.1). The labeled subset
contains around 720k samples (Split-1-O). The unlabeled subset, Split-2-O, contains
approximately 467k disjoint-identity and 224k overlapping-identity samples.
Table 5.6: Separating overlapped identities. Results on detecting samples in the
unlabeled data whose identity overlaps with classes in the labeled training set.
Method False Positives False Negatives SSE
Naive Otsu 6.2% 0.69% -
Gaussian-95% 2.01% 0.51% 0.245
Weibull-95% 2.33% 0.50% 0.228
5.4.8.1 Disjoint/Overlap
We show the results of modeling the disjoint/overlapping identity separation as an
out-of-distribution problem in Table 5.6. A simple Otsu’s threshold provides accept-
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ably low error rates, i.e., 6.2% false positive rate and 0.69% false negative rate. This
shows that our choice of the max-logit score as the feature for OOD is an effective
approach. We quantify the error in fitting the actual data by the sum-of-squared-
errors (SSE) between empirical and theoretical PDFs, shown in the last column of
Table 5.6. The Gaussian model has a slighly higher SSE, indicating a worse fit over-
all. This justifies the decision to fit the maxima using the Weibull family. Using
95% confidence intervals from Weibulls, we achieve much lower error rates than the
simple Otsu’s threshold: 2.3% FPR and 0.50% FNR. Using Gaussians to threshold
the max-logits gives almost equivalent results for overlap separation (slightly better
in FP and worse in FN), although the Weibulls fit the skewed distributions better.
5.4.8.2 Clustering
Table 5.5 shows the results from clustering all the unlabeled data (Naive) versus
separating out the identity disjoint portion of the unlabeled data and then clustering
(Disjoint). On both sets of unlabeled samples, the GCN clustering achieves high
precision and fairly high recall, indicating that the clusters we use in re-training the
face recognition engine are of good quality.
5.4.8.3 Re-training
The results are shown in Table 5.4. Naively re-training on the additional pseudo-
labels clearly hurts performance (Baseline v.s. GCN(naive)). Adding pseudo-labels
from the disjoint data improves over the baseline across the benchmarks. Merging
the overlapping samples with their estimated identities in the labeled data causes
improvements in some cases (e.g. LFW and IJBA verification) but degrades perfor-
mance in others (e.g. IJBA identification and YTF). Merging overlapping identities
as well as clustering disjoint identities also shows improvements over the baseline
across several benchmarks.
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Table 5.7: Semi-controlled: Clustering on MS-Celeb-1M and VGGFace2.
Comparison with clustering results on MS1M-split-2 (first row), which is an easier
within-distribution setting by construction. MS-Celeb-1M is abbreviated as MS1M.
Train Data Test Data Prec Rec F-score #clusters
MS1M-split-1 MS1M-split-2 95.87 79.43 86.88 45,187
MS1M-split-1 VGGFace-2 97.65 59.62 74.04 614,057
MS1M-full VGGFace-2 98.88 72.76 83.83 224,466
Table 5.8: Semi-controlled: MS-Celeb-1M split 1 and VGGFace2. . Note that
similar volume of pseudo-labeled data from MS-Celeb-1M split 2 (+MS1M-GCN-2 )
gives lower benefits compared to data from VGGFace2 (+VGG-GCN ) in challenging
settings like IJB-A verification at FAR=1e-4, IJB-A identification Rank-1.
Model LFW CFP-fp IJBA-idt. IJBA-vrf.
Rank-1, 5 FAR@1e-3,-4
MS1M-GT-1 99.20 92.37 92.66, 96.42 80.23, 69.64
+ MS1M-GCN-2 99.48 95.51 94.11, 96.55 87.60, 77.67
+ VGG-GCN 99.55 94.60 94.72, 96.97 88.12, 82.48
+ VGG-GT(subset) 99.62 97.11 96.06, 97.97 90.82, 79.17
+ VGG-GT(all) 99.70 97.81 96.93, 98.25 93.20, 84.67
5.4.8.4 Insights
Overlapping identities with the labeled training set clearly has a detrimental effect
when retraining and must be accounted for when merging unlabeled data sources –
the choice of modeling max-logit scores for this separation is shown to be simple and
effective. Overall, discarding overlapping samples from re-training, and clustering
only the disjoint samples, appears to be a better strategy. Adding pseudo-labeled
data for classes that exist in the labeled set seems to have limited benefits, versus
augmenting the training data with more identities.
5.4.9 Semi-controlled
MS-Celeb-1M Split 1 forms the labeled data, while the unlabeled data is from VG-
GFace2 (Table 5.1). We simply discard VGGFace2 samples estimated to have over-
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lapping identities with MS-Celeb-1M Split-1. Out of the total 3.1M samples, about
2.9M were estimated to be identity-disjoint with MS-Celeb-1M Split-1.
5.4.9.1 Clustering
The same GCN model trained on Split-1 of MS-Celeb-1M in Sec. 5.4.7 is used
to obtain cluster assignments on VGGFace2. Table 5.7 compares the clustering on
MS-Celeb-1M Split2 (controlled) v.s. the current setting. The F-score on VGGFace2
is reasonable – 74.04%, but lower than the F-score on Split-2 MS-Celeb-1M (86.88%);
note that we are no longer dealing with within-dataset unlabeled data.
5.4.9.2 Re-training
To keep similar volumes of labeled and pseudo-labeled data we randomly select
50 images per cluster from the largest 8.5k clusters of VGGFace2. Re-training results
are in Table 5.8. We generally see benefits from VGGFace2 data over both baseline
and MS1M-split-2 : YTF: 93.82% → 94.64% → 95.14%, IJBA idnt. rank-1: 92.66%
→ 94.11% → 94.72%, IJBA verif. at FAR 1e-4: 69.635% → 77.665% → 82.484%.
For upper bound performance with human-annotated training labels, we train two
models. The VGG-GT(subset) is trained on a similar amount of data as the VGG-
GCN variant, so that we can control for the volume of data and only focus on the
effect of ground-truth labels v.s. the GCN pseudo-labels. We note improved perfor-
mance across most of the benchmarks when using GT(subset), as expected. When
the full VGGFace2 labeled dataset is used to augment MS1M-split-1, VGG-GT(all),
we naturally get the upper bound on performance across the benchmarks.
5.4.9.3 Insights
Ensuring the diversity of unlabeled data is important, in addition to other concerns
like clustering accuracy and volume of extra data – the pseudo-labels from VGGFace2
give greater benefits in general than simply using more data from within MS1M.
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Table 5.9: Uncontrolled: pseudo-labels. Showing the clusters and samples in the
uncontrolled setting with full-MS1M and unlabeled data of increasingly larger volume
– (1) VGG2 [17]; (2) merging CASIA [205] & IMDB-SenseTime [188] with VGG2;
(3) merging GlintAsian [31] with all the above.
Dataset: VGG2 +(CASIA, IMDB) +Glint
True classes 8631 57,271 149,824
Clusters 224,466 452,598 719,722
Samples 1,257,667 2,133,286 3,673,517
Prec. 98.88 91.35 88.16
Rec. 72.76 77.53 66.93
F-score 83.83 83.88 76.09
Table 5.10: Uncontrolled: re-training. Merging unlabeled training samples with
the entire MS-Celeb-1M labeled data surpasses the fully-supervised MS1M-GT-full,
which has been trained on the entire labeled MS-Celeb-1M dataset. The last row
shows the effect of soft-labels based on clustering uncertainty, VGG-GCN-soft – it
improves in most cases over VGG-GCN.
Model LFW CFP-fp IJBA-idt. IJBA-vrf.
Rank-1, 5 FAR@1e-3,-4
MS1M-GT-full 99.70 98.10 95.47, 97.04 92.82, 80.68
+ VGG-GCN 99.73 97.63 95.87, 97.45 93.88, 81.85
+ CASIA-IMDB 99.73 97.81 96.66, 97.89 93.79, 89.58
+ GlintAsian 99.73 98.24 96.94, 98.21 94.89, 92.29
+ VGG-GCN-soft 99.75 97.57 96.37, 97.70 93.94, 90.16
5.4.10 Uncontrolled
The earlier cases either had limited labeled data, unlabeled data from an identical
distribution as the labeled data by construction, or both aspects together. Now, the
entire MS-Celeb-1M is used as labeled training data for training the baseline CosFace
model as well as the GCN. We gradually add several well-known face recognition
datasets (ignoring their labels) to MS-Celeb-1M labeled samples during re-training
(Table 5.9). In addition to more data, these datasets also bring in more varied or
diverse samples – Fig. 5.5 shows the Fre´chet distance [39, 70] between splits of MS-
Celeb-1M and with other datasets.
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Figure 5.5: Fre´chet distance [39, 70] between MS-Celeb-1M and the other datasets
used as sources of unlabeled data (Sec. 5.4.10). These datasets cover different parts of
the feature space than MS1M, and thus along with increasing the amount of training
data, they also introduce diverse samples.
5.4.10.1 Re-training
The re-training results are shown in Table 5.10. As expected, we get limited ben-
efits from adding moderate amounts of unlabeled data when the baseline model is
trained on a large labeled dataset like MS-Celeb-1M. When incorporating data from
only VGGFace2, there are improvements on LFW (99.7% → 99.73%), and on IJBA,
ident. (95.47% → 95.87%) and verif. (80.68% → 81.85%). There are however some
instances of decreased performance on the smaller scale dataset CFP-fp. When the
volume of unlabeled data is of comparable magnitude (4.7M labeled versus 3.6M un-
labeled) by merging all the other datasets (VGGFace2, CASIA, IMDB-SenseTime
and GlintAsian), we get a clear advantage on the challenging IJBA benchmarks
(rank-1 identification: 95.47% → 96.94%, verification TAR at FAR 1e-4: 80.68%
→ 92.29%). We see small but consistent gains on smaller-scale benchmarks as well.
The last row of Table 5.10 shows that the re-training with a weighted loss on pseudo-
labels, VGG-GCN-soft, usually improves over +VGG-GCN.
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5.4.10.2 Insights
The crucial factors in improving face recognition when we have access to all avail-
able labeled data from MS1M appear to be both diversity and volume – it is only
when we merged unlabeled data from all the other data sources, reaching comparable
number of samples to MS1M, that we could improve over the performance attained
from training on just the ground-truth labels of MS1M. Thus, the amount of unla-
beled or clustered data has to be comparable to the labeled set to observe significant
gains. The results suggest that current high-performing face recognition models can
benefit from even larger training datasets. While acquiring datasets of such scale
purely through manual annotation is prohibitively expensive and labor-intensive, us-
ing pseudo-labels is shown to be a feasible alternative.
5.4.11 Visualization of clustering errors
Here, we describe in detail the types of errors that occur in cluster assignments,
provide illustrative examples for each type of error and qualitatively show that our
learned clustering uncertainty model is effective in predicting incorrect cluster assign-
ments.
• Outliers: Using ground-truth labels, we first find the modal or most frequent
identity in a cluster. Samples corresponding to this identity are inliers. The
others are outliers. This type of error affects the precision of the clustering
algorithm. Some illustrative examples from the MS-1M splits are shown in
Fig. 5.6, where each row depicts a cluster. The clustering algorithm confuses
matching attributes like facial hair, sunglasses, heavy eyebrows etc.for identity,
and ends up putting different people into the same cluster.
• Split-identity: This type of error occurs when samples from the same identity
as split across different clusters, which impacts the recall metric of a clustering
algorithm. For a ground-truth identity, we find all clusters that contain samples
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belonging to this identity. A perfect clustering would assign all samples of a
person to a single cluster, but this is generally not the case – samples of a person
can be scattered or split over several clusters 5. We find the cluster with the
highest number of samples for a particular identity, regarding it as the “true
cluster”, and the other clusters as having incorrectly split the identity (this is a
rough heuristic that we empirically found to be feasible). Some examples of this
scenario are shown in Fig. 5.7. E.g. the first row shows various images of the
Swedish actor Max von Sydow. Most of his middle-aged and older images form
the largest or “true” cluster, shown on the left. Several images that exhibit
other attributes like facial hair or a much younger age end up forming separate
clusters, as shown on the right.
5.4.12 Effect of the hyper-parameter γ
Setting various values of γ in the clustering-uncertainty weighted loss can change
the steepness of the weighting curve following a power law:
Lp(xi) = (1− p−(xi))γL(xi)
The behaviour is somewhat like the “focusing parameter” in methods like the
focal-loss [112]. However, despite some similarities, the motivation and the imple-
mentations are quite different – focal loss seeks to emphasize high-loss samples in a
training batch, as a means of hard-example mining; we seek to discount the effect
of samples which we suspect are incorrectly pseudo-labeled. Moreover, the focal loss
uses the deep network’s softmax output as the posteriors, while we have a separate
parametric model to estimate the probability of an incorrect label. We show the
5Note that Face-GCN typically has very high precision, but comparatively lower recall, which is
why this type of error is more common in our experiments.
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0.02± 0.02 0.11± 0.17
0.02± 0.02 0.23± 0.07
0.02± 0.03 0.27± 0.28
0.07± 0.03 0.90± 0.06
0.01± 0.01 0.63± 0.26
Figure 5.6: Cluster outliers. The left column shows inlier samples from 5 clusters.
The right column shows faces of different identity being assigned to the same cluster
as on the left (outlier samples). The numbers below show the mean and standard
deviation of the likelihood of being a noisy label (p−). Note that the outlier samples
on the right on average have significantly higher likelihood under this noise model.
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0.09± 0.12 0.74± 0.30
0.01± 0.01 0.20± 0.06
0.07± 0.06 0.68± 0.27
0.05± 0.11 0.43± 0.24
0.00± 0.01 0.10± 0.07
Figure 5.7: Split-identity clustering. The left column shows samples from 5
clusters. The right column shows faces that share the same identity as on the left,
but have been assigned to different clusters. The numbers below show the mean and
standard deviation of the likelihood of being a noisy label (p−). Note that the “split
identity” samples on the right, that have been separated from the “true cluster” of
that identity, have higher values under this noise model.
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Table 5.11: Effect of attenuating function on the training loss. Re-training
performance results from varying the hyper-parameter γ to modify the shape of the
uncertainty weighted loss.
Model LFW CFP-fp IJBA-idt. IJBA-vrf.
Rank-1, 5 FAR@1e-3,-4
Baseline GT-1 99.20 92.37 92.66, 96.42 80.23, 69.64
+ GCN 99.48 95.51 94.11, 96.55 87.60, 77.67
+ GCN γ = 13 99.60 94.66 94.73, 96.93 87.93, 81.16
+ GCN γ = 12 99.45 92.86 93.47, 96.44 84.13, 75.26
+ GCN γ = 1 99.50 94.71 94.76, 97.10 87.97, 79.43
+ GCN γ = 2 99.48 94.71 95.05, 97.26 88.43, 79.87
+ GCN γ = 3 99.55 94.47 94.88, 97.24 88.12, 78.74
+ GT-2 (bound) 99.58 95.56 95.24, 97.24 89.45, 81.02
re-training performance at different values of γ in the uncertainty-weighted loss in
Table 5.11. The parametric Weibull model on the classification-margin appears to be
a good estimate of this uncertainty, and changing the shape of the curve gives limited
benefits. The focusing parameter is observed to have limited effect in practice – the
improvements are not consistent across datasets, and therefore we simply use γ = 1
in all further experiments. We note that other choices than Weibull, e.g. Laplace or
beta [4], may be used to parameterize this distribution – our choice was based on the
observed skewness of the empirical distribution, which precluded the more common
Gaussian.
5.5 Summary
The pseudo-labeling approach described in this chapter provides a recipe for im-
proving fully supervised face recognition, leveraging large unlabeled sources of data
to augment an existing labeled dataset. The experimental results show consistent
performance gains across various scenarios and provide insights into the practice of
large-scale face recognition with unlabeled data – (1) we require comparable volumes
of labeled and unlabeled data to see significant performance gains, especially when
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several million labeled samples are available; (2) overlapped identities between la-
beled and unlabeled data is a major concern and needs to be handled in real-world
scenarios; (3) along with large amounts of unlabeled data, greater gains are observed
if the new data is diverse w.r.t. the labeled training set; (4) incorporating scalable
measures of clustering uncertainty on the pseudo-labels is helpful in dealing with label
noise. Overall, learning from unlabeled faces is shown to be an effective approach to
further improve face recognition performance.
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CHAPTER 6
CONCLUSION
Learning efficiently with minimal supervision and improving existing high-performing
models on various tasks have been the two main thrusts of this dissertation. In order
to address these challenges, we have used methods from related areas such as learning
from noisily labeled datasets and semi-supervised learning approaches on large-scale
datasets, demonstrating improved performance on fundamental visual recognition
tasks like object classification and detection. The following section (Sec. 6.1) summa-
rizes the contributions of this thesis. We discuss some open research questions and
promising directions in Sec. 6.2.
6.1 Summary of contributions
At a high level, this thesis explores methods of using unlabeled data to augment
the labeled data used in training fully-supervised models. The unlabeled data are
automatically assigned pseudo-labels using various methods – for unlabeled videos we
use tracking with detection to take advantage of temporal continuity cues, while for
unlabeled still images of faces we rely upon clustering. This general approach is used
to improve the performance of existing fully-supervised face and pedestrian detectors
in Chapter 3, by mining hard (mis-classified) examples from unlabeled videos and
re-training the detector models on these hard examples.
In Chapter 4, we show that this self-training approach can also be applied to the
problem of unsupervised domain adaptation when videos are available on the target
domain – shifting from one domain to another can lower the performance of an object
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detector, and temporal continuity cues may again be used to identify mistakes and
re-train the detector model to correct them. Further, this improves upon the general
re-training on hard examples idea in Chapter 3 by using soft-labels during re-training
to incorporate a measure of uncertainty associated with the pseudo-labeled examples.
The methods described in Chapters 3 and 4 rely on the availability of large
amounts of unlabeled video in the domain of interest to provide automatically-labeled
examples. In Chapter 5 we shift focus to face recognition in images, which is a clas-
sification task. The unlabeled data in this scenario is in the form of still images,
therefore one has to look beyond temporal continuity to provide us useful informa-
tion on unlabeled data. Moreover, deep face recognition generally relies on massive
labeled face datasets and recent models have reached extremely high accuracy on
most standard benchmarks 1. We show that such high-performing models do benefit
from additional pseudo-labeled training data, and that clustering is a straight-forward
and effective way of assigning pseudo-labels on unlabeled faces. The work provides
insights on several of the challenges encountered with unlabeled faces in practice, such
as overlapping identities, errors in cluster assignments etc.
Expanding on the broad idea of improving existing supervised models without
relying on even more labeled data, this thesis has addressed this problem across
multiple tasks, datasets and models. The experiments have provided insights into the
challenges of using unlabeled data in practice and have shown improved performance
on standard computer vision benchmarks.
6.2 Open research directions
The area of learning from unlabeled or weakly-labeled data is a rich topic of
research. We note some possible extensions here.
1We note that these benchmarks are usually heavily skewed towards particular ethnicities or
demographics and may not be an absolute measure of performance.
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6.2.1 Contextual cues for object detection
Temporal continuity in videos is just one type of context that may be exploited to
reason about objects, and it is interesting to explore other kinds of contextual cues
that may aid in object recognition. The presence or absence of certain objects in a
scene significantly raises or lowers our expectation of finding other objects in that
scene, a phenomenon known as priming or facilitation in cognitive science. Instead
of predicting each object individually, the global scene and inter-object coherency
or plausibility is believed to play an important role in correct identification of ob-
jects [11]. Regular object detectors usually make isolated predictions on regions in
an image, and do not have this “introspective” step of using the interrelationships
among predicted objects to modify their confidences. An interesting direction of work
would be to look at ways of incorporating this behaviour into object detectors in an
end-to-end fashion. Each detected object should be able to interact with other detec-
tions – an as illustration, consider an image with a suited man cutting a wedding cake
with a knife. If the man wearing a suit and the wedding cake are detected with high
confidence, we could reason about the scene as a whole (it likely to be a wedding).
We could also say with more confidence that the man is wielding a knife to cut the
cake, as opposed to something else like a spoon or hammer. There have been some
recent work in this direction – Relation Networks [74] model the relationships be-
tween detected objects through interaction between appearance and spatial geometry
(location) features while Chen and Gupta [24] propose a “Spatial Memory Network”
for modeling the object-to-object relationships. However, it is not yet clear how best
to model inter-object and object-scene relations using both visual appearance and
scene geometry in a deep architecture and this can be a promising direction of future
work.
105
6.2.2 Learning with structured label noise
Obtaining human annotations may not be feasible in several scenarios – either
due to extremely large scale datasets, or in order for a model to automatically learn
from a stream of data without human intervention. Leveraging training data with a
significant portion of incorrect labels is a promising direction of research, as explored
in MentorNet [84], Patrini et al. [137], etc.. The face recognition approach described
in Chapter 5 assumes that correct labels can be fit well by a simple logistic regres-
sion model. Naturally, real world data may not be modeled by a linear classifier –
resulting in a lot of hard examples being thrown away along with incorrect labels.
It is worthwhile to investigate ways of mining such hard examples while discarding
mislabeled samples.
6.2.3 Adapting face recognition models
Like all machine learning models, deep face recognition networks propagate the
biases in their training data. For example, if the training dataset contained almost no
faces of children, then the model is likely to perform poorly when trying to recognize
faces of children. Another example would be deploying a face recognition system in
a region whose distribution of ethnicity differs considerably from the training data,
e.g. a face recognition system trained primarily on Caucasian faces being deployed in
India. In the latter case, one natural solution is of course to annotate face images from
the target population and fine-tune the network. A more label-efficient solution would
be to apply the “cluster and retrain” strategy described in Chapter 5 on unlabeled
samples from the target population, which would not require any manual labeling
effort. Another option would be to fine-tune on a small set of labeled faces from the
target domain, while leveraging large amounts of additional pseudo-labeled training
data.
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