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We introduce a method for approximating the right and left de-
ﬂating subspaces of a regular matrix pencil corresponding to the
eigenvalues inside, on and outside the unit circle. The method ex-
tends the iteration used in the context of spectral dichotomy,where
the assumption on the absence of eigenvalues on the unit circle is
removed. It constructs twomatrix sequenceswhose null spaces and
the null space of their sum lead to approximations of the deﬂating
subspaces corresponding to the eigenvalues ofmodulus less than or
equal to 1, equal to 1 and larger than or equal to 1. An orthogonaliza-
tion process is then used to extract the desired delating subspaces.
The resulting algorithm is an inverse free, easy to implement, and
sufﬁciently fast. The derived convergence estimates reveal the key
parameters, which determine the rate of convergence. The method
is tested on several numerical examples.
© 2011 Published by Elsevier Inc.
1. Introduction
Given a regular matrix pencil λB − A, i.e., a pair of square matrices B and A such that det(λB − A)
is not identically zero for λ ∈ C, some algorithms can be used for computation of left and right
deﬂating subspaces corresponding to the eigenvalues of λB − A in a speciﬁed region of the com-
plex plane, i.e., linear subspaces L and R of equal dimension such that AR ⊂ L and BR ⊂ L [9].
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The algorithm developed in [7] starts with the generalized Schur decomposition of λB − A com-
puted by the QZ algorithm [10], followed by a reordering of the speciﬁed eigenvalues, and ﬁnally
determines the corresponding deﬂating subspaces. Another class of algorithms is based on the spec-
tral dichotomy method [8,2,4,5] which, assuming the pencil A − λB has no eigenvalues on the unit
circle, computes the spectral projections onto the deﬂating subspaces corresponding to the eigen-
values inside and outside the unit circle. The computation is accompanied with a criterion, a sort
of condition number to ascertain the degree of conﬁdence to be placed in the computed deﬂating
subspaces. A large condition number indicates the presence of eigenvalues of small perturbations of
λB − A on a neighborhood of the unit circle. The algorithm in [8], which is an inverse-free method,
is one of the ﬁrst in this category. Important improvements on [8] have been proposed in [2]. The
algorithm developed in [5] allows iterative updating of the spectral projection and a matrix se-
quence whose norm provides the above-mentioned condition number, at the price of solving linear
systems.
The present paper extends [8] by removing the assumption on the absence of eigenvalues on the
unit circle. The term circular trichotomy refers to situations where the pencil λB − A has at least one
eigenvalue on the unit circle. In fact, the pencil may have eigenvalues everywhere in the complex
plane, and we show that the main iteration in [8] can still be used to simultaneously approximate the
deﬂating subspaces of λB − A corresponding to the eigenvalues inside, outside and on the unit circle.
We recall that the main iteration in [8] is as follows:
Algorithm 1
1. Set A0 = A ∈ Cn×n and B0 = B ∈ Cn×n.
2. For k = 0, 1, . . .
– Compute Xk, Yk ∈ Cn×n such that
XkBk − YkAk = 0 and XkX∗k + YkY∗k = I.
– Set Ak+1 = XkAk and Bk+1 = YkBk .
End For k
The matrices Xk and Yk are usually extracted from the QR decomposition of
(
Bk−Ak
)
. See Section 3.
When the pencil λB − A has no eigenvalues on the unit circle, it is shown in [8] that Ak + Bk is
nonsingular for all k, and as k increases, the matrices (Ak + Bk)−1Bk and (Ak + Bk)−1Ak approximate
the right spectral projections of λB − A corresponding to the eigenvalues inside and outside the unit
circle, respectively. The left deﬂating subspaces are obtained by applying the same algorithm to the
conjugate transpose pencil λB∗ − A∗. In the case when λB − A has eigenvalues on the unit circle, the
matrix Ak + Bk becomes singular and the above approach cannot be used. Actually, we will show that,
as k → ∞, the null space of Ak + Bk is precisely the right deﬂating subspace of λB − A corresponding
to the eigenvalues on the unit circle. Also, as k → ∞, the null space of Ak (resp., of Bk) is the right
deﬂating subspace ofλB − A corresponding to the eigenvalues inside and on (resp., outside and on) the
unit circle. In an analogousway, the left deﬂating subspaces are obtainedwith the help of the conjugate
transpose pencil λB∗ − A∗. By using an orthogonalization process, we will show that this information
enables the extraction of the deﬂating subspaces of λB − A corresponding to the eigenvalues inside,
outside and on the unit circle.
Much efforts in this paper are devoted to estimates of convergence and determination of key
parameters, which are responsible for the rate of convergence.
The paper is organized as follows. In Section 1.1 we collect the notation used throughout the
paper. In Section 2, we present the main properties of the matrices Ak and Bk and show how these
properties allows us to develop a sufﬁciently fast and convergent algorithm for extracting the null
spaces of Ak, Bk and Ak + Bk and then the desired deﬂating subspaces. In Section 3, the algorithmic
aspect is discussed and numerical experiments are given to provide insight into the convergence
analysis.
A. Malyshev et al. / Linear Algebra and its Applications 435 (2011) 717–733 719
1.1. Notation
Weierstrass’s canonical form [3,11] of a regular matrix pencil λB − A can be rewritten in the
form
λB − A = Q−∗
⎛⎝λI − J0 λJ∞ − I
λI − J1
⎞⎠ Z−1, (1)
where Q and Z are nonsingular matrices, the square blocks J0 and J∞ have all eigenvalues inside the
unit circle, and the square block J1 has all eigenvalues on the unit circle.When partitioning Z into block
columns consistently with the sizes of blocks J0, J∞ and J1 as
Z = [Z0 Z∞ Z1] , (2)
the right deﬂating subspaces of λB − A corresponding to the eigenvalues inside, outside and on the
unit circle are, respectively,
Z0 = range(Z0), Z∞ = range(Z∞), and Z1 = range(Z1), (3)
whose dimensions will be denoted by
n0 = dimZ0, n∞ = dimZ∞, n1 = dimZ1. (4)
For convergence estimates we need the QR factorization of Z which we write as
Z = V
⎛⎝R11 R12 R13R22 R23
R33
⎞⎠ = V (W LW1
0 W1
)
, (5)
where V is unitary, W and W1 are nonsingular square matrices of orders n0 + n∞ = n − n1 and n1,
respectively, and L is an (n0 + n∞) × n1 matrix.
In what follows we also use the matrices
P+j = Z
⎛⎜⎝Jj0 0
0
⎞⎟⎠ Z−1, j = 0, 1, . . . (6)
P−j = Z
⎛⎜⎝0 Jj∞
0
⎞⎟⎠ Z−1, j = 0, 1, . . . (7)
Rj = Z
⎛⎜⎝0 0
J
j
1
⎞⎟⎠ Z−1, j = 0, 1, . . . (8)
Note that
P+0 = Z
⎛⎝I 0
0
⎞⎠ Z−1, P−0 = Z
⎛⎝0 I
0
⎞⎠ Z−1, and R0 = Z
⎛⎝0 0
I
⎞⎠ Z−1 (9)
are the spectral projections onto the right deﬂating subspaces Z0,Z∞ and Z1, respectively.
Throughout the paper ‖ · ‖ denotes the spectral norm. The conjugate transpose of a matrix M
is denoted by M∗. Its trace is denoted by tr(M). If M is nonsingular, its condition number equals
κ(M) = ‖M−1‖‖M‖ = σmax(M)/σmin(M), whereσmax andσmax are the largest and smallest singular
values. The singular values of a matrix are ordered non-increasingly, that is σmax = σ1  σ2  . . ..
The identity (resp., zero) matrix is denoted by I (resp., 0) whenever its order is clear from the
context.
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2. Properties of Algorithm 1
2.1. The algebraic structure of matrices Ak, Bk and Tk
Theorem 1. For k = 0, 1, . . ., the matrices Ak, Bk, Xk and Yk constructed by Algorithm 1 are represented in
the form
Ak = T−1k
(
P−0 + P+2k + R2k
)
, Bk = T−1k
(
P+0 + P−2k + R0
)
, (10)
Xk = T−1k+1
(
P−0 + P+2k + R2k
)
Tk, Yk = T−1k+1
(
P+0 + P−2k + R0
)
Tk, (11)
where the nonsingular matrix Tk satisﬁes the identity
TkT
∗
k =
2k−1∑
j=0
(
Pj + Pj−(2k−1) + Rj
)
T0T
∗
0
(
Pj + Pj−(2k−1) + Rj
)∗
, (12)
with Pj = P+0 for j = 0 and Pj−(2k−1) = P−0 for j = 2k − 1.
Proof. The proof is by induction on k. The Weierstrass canonical form (1) and Deﬁnitions (6)–(9) give
A0 = Q−∗Z−1(P−0 + P1 + R1) and B0 = Q−∗Z−1(P+0 + P−1 + R0)
so that (10) holds for k = 0 and T0 = ZQ∗. The identity (12) also holds for k = 0.
Nowwewill derive (11) from (10). The equation XkBk − YkAk = 0 is equivalent to the linear system
XkT
−1
k Z
⎛⎜⎝I J2k∞
I
⎞⎟⎠ = YkT−1k Z
⎛⎜⎝J2
k
0
I
J2
k
1
⎞⎟⎠ .
After consistent partitioning XkT
−1
k Z = (Xk,0 Xk,∞ Xk,1) and YkT−1k Z = (Yk,0 Yk,∞ Yk,1) we
arrive at the equalities
Xk,0 = Yk,0J2k0 , Xk,∞J2
k
∞ = Yk,∞ and Xk,1 = Yk,1J2
k
1 .
Hence
XkT
−1
k Z = Mk
⎛⎜⎝J2
k
0
I
J2
k
1
⎞⎟⎠ = MkZ−1 (P−0 + P2k + R2k ) Z
and
YkT
−1
k Z = Mk
⎛⎜⎝I J2k∞
I
⎞⎟⎠ = MkZ−1 (P+0 + P−2k + R0) Z
withMk = (Yk,0 Xk,∞ Yk,1). It follows that
Xk = MkZ−1 (P−0 + P2k + R2k ) Tk and Yk = MkZ−1 (P+0 + P−2k + R0) Tk.
The identity XkX
∗
k + YkY∗k = I ensures nonsingularity ofMk . Therefore, (11) is valid for Tk+1 = ZM−1k .
Assume that (12) holds for some k. To prove (12) for k + 1 we substitute representations (11) for
Xk and Yk into the identity XkX
∗
k + YkY∗k = I and obtain the equation
Tk+1T∗k+1=
(
P−0 + P2k + R2k
)
TkT
∗
k
(
P−0 + P2k + R2k
)∗
+
(
P+0 + P−2k + R0
)
TkT
∗
k
(
P+0 + P−2k + R0
)∗
.
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The assumption (12) on TkT
∗
k yields(
P−0 + P2k + R2k
)
TkT
∗
k
(
P−0 + P2k + R2k
)∗
=
(
P−0 + P2k + R2k
)⎧⎪⎨⎪⎩
2k−1∑
j=0
(
Pj + Pj−(2k−1) + Rj
)
T0T
∗
0
(
Pj + Pj−(2k−1) + Rj
)∗⎫⎪⎬⎪⎭
(
P−0 + P2k + R2k
)∗
=
2k−1∑
j=0
(
P
j+2k + Pj−(2k−1) + Rj+2k
)
T0T
∗
0
(
P
j+2k + Pj−(2k−1) + Rj+2k
)∗
and similarly(
P+0 + P−2k + R0
)
TkT
∗
k
(
P+0 + P−2k + R0
)∗
=
2k−1∑
j=0
(
Pj + Pj−(2k+1−1) + Rj
)
T0T
∗
0
(
Pj + Pj−(2k+1−1) + Rj
)∗
.
Thus
Tk+1T∗k+1 =
2k+1−1∑
j=0
(
Pj + Pj−(2k+1−1) + Rj
)
T0T
∗
0
(
Pj + Pj−(2k+1−1) + Rj
)∗
,
which means that (12) is valid for k + 1. 
2.2. Behavior of Ak and Bk for large k
Theorem 1 provides the representation
Ak = T−1k P−0 + T−1k P+2k + T−1k R2k , (13)
Bk = T−1k P+0 + T−1k P−2k + T−1k R0. (14)
By the aid of Propositions 1–4 we show that the terms T
−1
k P+2k , T
−1
k P−2k , T
−1
k R0 and T
−1
k R2k are tiny
for large k. In this case, the matrices Ak, Bk and Ak + Bk are close to the matrices T−1k P−0, T−1k P+0 and
T
−1
k (P+0 + P−0). We also prove that the smaller nonzero singular values σn∞(T−1k P−0), σn0(T−1k P+0)
andσn−n1(T−1k [P+0 + P−0]) arewell separated from0when k is largeprovided there is a sufﬁcient gap
between the unit circle and the eigenvalues inside/outside it. This means that the right null subspaces
of the matrices T
−1
k P−0, T
−1
k P+0 and T
−1
k (P+0 + P−0) approximate the subspaces Z1 + Z0,Z1 + Z∞
and Z1.
In contrast to the problem solved in [8], now the matrix T
−1
k gets almost singular for large k. To
cope with this difﬁculty, we represent the symmetric positive deﬁnite matrix TkT
∗
k in the form
TkT
∗
k = Z
(
W−1Fk W−1F2,k
0 F1,k
) [
Z
(
W−1Fk W−1F2,k
0 F1,k
)]∗
, (15)
which results from the Cholesky factorization
Z−1TkT∗k Z−∗ =
(
W−1Fk W−1F2,k
0 F1,k
)(
W−1Fk W−1F2,k
0 F1,k
)∗
,
where the blocks Fk and F1,k are nonsingular square matrices of orders n0 + n∞ = n − n1 and n1,
respectively. From (15) we deduce the existence of a unitary matrix Ûk such that
Tk = Z
(
W−1Fk W−1F2,k
0 F1,k
)
Û∗k (16)
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and
T
−1
k = Ûk
(
F
−1
k W −F−1k F2,kF−11,k
0 F
−1
1,k
)
Z−1. (17)
Proposition 1. The following bounds hold
σn−n1
(
T
−1
k [P+0 + P−0]
)

1
‖Fk‖ , (18)
σn0
(
T
−1
k P+0
)

1
‖Fk‖ , (19)
σn∞
(
T
−1
k P−0
)

1
‖Fk‖ . (20)
Proof. By the aid of (17) and (5):
T
−1
k (P+0 + P−0) = Ûk
(
F
−1
k −F−1k L
0 0
)
V∗.
Therefore,
σn−n1
(
T
−1
k [P+0 + P−0]
)
 σn−n1
(
F
−1
k
)
= 1‖Fk‖ .
Derivation of the bound (19) is as follows:
T
−1
k P+0 = Ûk
⎛⎝F−1k W [ I 00 0
]
W−1 −F−1k W
[
I 0
0 0
]
W−1L
0 0
⎞⎠ V∗,
σn0
(
T
−1
k P+0
)
 σn0
(
F
−1
k W
[
I 0
0 0
]
W−1
)
 σmin
(
F
−1
k
)
σn0
(
W
[
I 0
0 0
]
W−1
)
= 1‖Fk‖σn0
(
[I −R12R−122 ]
)

1
‖Fk‖ .
The bound (20) is derived analogously. 
Proposition 2. Let H be the Hermitian nonnegative deﬁnite matrix
H =
∞∑
j=0
PjT0T
∗
0 P
∗
j +
∞∑
j=0
P−jT0T∗0 P∗−j. (21)
Then
ρ = 1 − 1‖T−10 ‖2‖H‖
 0 (22)
and
αk = ‖(P+0 + P−0)TkT∗k (P+0 + P−0)∗ − H‖/‖H‖ 2
[
2kρ(2
k−1)/2 + ρ2k/(1 − ρ)
]
. (23)
The proof of (23) uses results of peripheral interest and is deferred to Appendix A.
The matrix H is of a special theoretical interest. If we split the spectrum of λB − A into two groups
such that the ﬁrst group consists of the eigenvalues on the unit circle and the second one containing
all other eigenvalues, then, roughly speaking, ‖H‖ is large when the eigenvalues of the second group
are situated far from the unit circle.
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Proposition 3. Let ρ and αk be as in Proposition 2. Then
‖Fk‖
√
‖H‖(1 + αk/2) (24)
and for sufﬁciently large k,∥∥∥(I F−1k F2,k)∥∥∥(‖A‖ + ‖B‖)√‖H‖ 1 + αk/2
1 − 2‖T−10 ‖
√‖H‖ρ2k−1 . (25)
Proof. From (15) and the equalities
(P+0 + P−0)TkT∗k (P+0 + P−0)∗=Z
(
W−1Fk W−1F2,k
0 0
)(
W−1Fk W−1F2,k
0 0
)∗
Z∗
=V
(
Fk F2,k
0 0
)(
Fk F2,k
0 0
)∗
V∗
it follows that
V∗(P+0 + P−0)TkT∗k (P+0 + P−0)∗V =
(
Fk F2,k
0 0
)(
Fk F2,k
0 0
)∗
and by Proposition 2
‖ (Fk F2,k) ‖2  ‖H‖(1 + αk).
Analogously,(
I F
−1
k F2,k
0 0
)(
I F
−1
k F2,k
0 0
)∗
= Û∗k (Ak + Bk)
(
I + P2k + P−2k
)−1
×(P+0 + P−0)TkT∗k (P+0 + P−0)∗
×
[
Û∗k (Ak + Bk)
(
I + P2k + P−2k
)−1]∗
.
Therefore,∥∥∥(I F−1k F2,k)∥∥∥2 (‖Ak‖ + ‖Bk‖)2‖(1 + P2k + P−2k)−1‖2‖H‖(1 + αk).
Since Ak+1 = XkAk, Bk+1 = YkBk, ‖Xk‖ 1 and ‖Yk‖ 1, we have ‖Ak‖ ‖A‖ and ‖Bk‖ ‖B‖. In ad-
dition, by Theorem 2 from the appendix, ‖P2k + P−2k‖ 2‖T−10 ‖
√‖H‖ρ2k−1 . Hence (25). 
Proposition 4. Assume that the block J1 in (1) is diagonalizable, i.e., there is an eigenvalue decomposition
J1 = W2ΣW−12 with a diagonal matrix Σ. The matrix Q in (1) is partitioned consistently with the sizes
of blocks J0, J∞ and J1 as
[
Q0 Q∞ Q1
]
. Then∥∥∥F−11,k W−11 ∥∥∥ 2−k/2C1 and ∥∥∥∥F−11,k J2k1 W−11 ∥∥∥∥ 2−k/2C1, (26)
where
C1 min
W2
1
σmin(W1W2)σmin(W
−1
2 Q
∗
1 )
, (27)
the minimum being sought for all W2 satisfying J1 = W2ΣW−12 .
Proof. From (12) we deduce that
R0TkT
∗
k R
∗
0 =
2k−1∑
j=0
RjT0T
∗
0 R
∗
j = Z
⎡⎣2k−1∑
j=0
(
0 0
0 J
j
1
)
Q∗Q
(
0 0
0 J
j
1
)∗⎤⎦ Z∗.
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On the other hand, (15) gives
R0TkT
∗
k R
∗
0 = Z
(
0 0
0 F1,k
)(
0 0
0 F1,k
)∗
Z∗.
Hence
W1F1,kF
∗
1,kW
∗
1 =
2k−1∑
j=0
W1J
j
1Q
∗
1 Q1(J
j
1)
∗W∗1 = W1W2
⎡⎣2k−1∑
j=0
Σ jW
−1
2 Q
∗
1 (Σ
jW
−1
2 Q
∗
1 )
∗
⎤⎦W∗2W∗1 .
It follows that
σmin(W1F1,k) = σmin
(
W1W2[I,Σ , . . . ,Σ2k−1] blockdiag(W−12 Q∗1 )
)
,
where blockdiag(W−12 Q∗1 ) is the block diagonal matrix with 2k diagonal blocks W−12 Q∗1 . As a result,
we obtain the estimate
σmin(W1F1,k) σmin(W1W2)
√
2kσmin(W
−1
2 Q
∗
1 ).
Estimate of σmin(W1J
−2k
1 F1,k) is derived analogously. 
Now we have all the ingredients to show that the terms T
−1
k P+2k , T
−1
k P−2k , T
−1
k R0 and T
−1
k R2k are
tiny for large k. Using representations
T
−1
k P+2k = (Ak + Bk)
(
I + P+2k + P−2k
)−1
P+2k , (28)
T
−1
k P−2k = (Ak + Bk)
(
I + P+2k + P−2k
)−1
P−2k , (29)
and Theorem 2 we derive the bound
max
(∥∥∥T−1k P+2k‖, ‖T−1k P−2k∥∥∥)(‖A‖ + ‖B‖) ‖T−10 ‖
√‖H‖ρ2k−1
1 − 2‖T−10 ‖
√‖H‖ρ2k−1 . (30)
The representations
T
−1
k R0 = Ûk
(
0 −F−1k F2,kF−11,k W−11
0 F
−1
1,k W
−1
1
)
V∗, (31)
T
−1
k R2k = Ûk
⎛⎝0 −F−1k F2,kF−11,k J2k1 W−11
0 F
−1
1,k J
2k
1 W
−1
1
⎞⎠ V∗ (32)
and Propositions 3 and 4 give the bound
max
(
‖T−1k R0‖, ‖T−1k R2k‖
)
 2−k/2C1(‖A‖ + ‖B‖)
√
‖H‖ 1 + αk/2
1 − 2‖T−10 ‖
√‖H‖ρ2k−1 . (33)
Finally, we can summarize the above estimates as follows:
max
(
‖Ak − T−1k P−0‖, ‖Bk − T−1k P+0‖
)

(‖A‖ + ‖B‖)√‖H‖
1 − 2‖T−10 ‖
√‖H‖ρ2k−1
[
‖T−10 ‖ρ2
k−1 + C1(1 + αk/2)2−k/2
]
. (34)
2.3. Bases of deﬂating subspaces and associated projectors
Assume that k is sufﬁciently large so that the estimate (34) ensures the relations
Ak ≈ T−1k P−0, Bk ≈ T−1k P+0, Ak + Bk ≈ T−1k (P+0 + P−0).
A. Malyshev et al. / Linear Algebra and its Applications 435 (2011) 717–733 725
If we denote by N1, N1,0 and N1,∞ the matrices whose columns are orthonormal bases of the right
null subspaces of Ak + Bk, Ak and Bk , respectively, then
range(N1) ≈ Z1, range(N1,0) ≈ Z1 + Z0, range(N1,∞) ≈ Z1 + Z∞. (35)
Using the singular value decompositionwe can compute amatrixN1,0,c with orthonormal columns,
whose range is the orthogonal complement of Z1 to Z1 + Z0. Analogously, we compute a matrix
N1,∞,c with orthonormal columns, whose range is the orthogonal complement of Z1 to Z1 + Z∞.
Nevertheless, the matrices N1,0,c and N1,∞,c do not provide the deﬂating subspaces Z0 and Z∞.
To extract the deﬂating subspaces Z0 and Z∞, we need to apply Algorithm 1 to the adjoint pencil
λB∗ − A∗. Note that the right deﬂating subspaces of λB∗ − A∗ are
Q0 = range(Q0), Q∞ = range(Q∞), Q1 = range(Q1).
Algorithm 1 applied to λB∗ − A∗ produces matrices N̂1, N̂1,0 and N̂1,∞ with orthonormal columns
satisfying the relations
range(N̂1) ≈ Q1, range(N̂1,0) ≈ Q1 + Q0, range(N̂1,∞) ≈ Q1 + Q∞.
Now we are able to construct the spectral projector onto Z1, which approximates R0 (see (9)):
P1 = N1 (N̂∗1BN1)−1 N̂∗1B. (36)
By the aid of P1 we obtain the matrices
N0 = (I − P1)N1,0,c , N∞ = (I − P1)N1,∞,c , (37)
such that
range(N0) ≈ Z0, range(N∞) ≈ Z∞.
In an analogous way, the spectral projector onto Q1 is
P̂1 = N̂1 (N∗1B∗N̂1)−1 N∗1B∗. (38)
and by the aid of Pˆ1 we obtain the matrices
N̂0 = (I − Pˆ1)N̂1,0,c , N̂∞ = (I − Pˆ1)N̂1,∞,c , (39)
such that
range(N̂0) ≈ Q0, range(N̂∞) ≈ Q∞.
The computed matrices N0, N∞, N1, N̂0, N̂∞ and N̂1 allow for a block diagonal reduction of λB − A
as follows:(
N̂0 N̂∞ N̂1
)∗
(λB − A) (N0 N∞ N1) . (40)
If necessary, other spectral projectors can be constructed for instance by the formulas
P0 = N0 (N̂∗0BN0)−1 N̂∗0B, P∞ = I − P1 − P0,
P̂0 = N̂0 (N∗0B∗N̂0)−1 N∗0B∗, P̂∞ = I − P̂1 − P̂0.
Finally note that P0 and P∞ and P1 are approximations of P+0 and P−0 and R0 and that for k =
0, 1,∞, Pˆk and Pk should satisfy approximately the standard properties of spectral projectors:
P2k = Pk, P̂2k = P̂k, tr(Pk) = tr(Pˆk) = nk, P̂∗k (λB − A) = (λB − A)Pk.
3. Algorithmic aspect and numerical tests
ThematricesXk and Yk fromAlgorithm1are usually computed as follows. From theQR factorization(
Bk−Ak
)
= Qk
(
Rk
0
)
,
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whereQk =
(
q11,k q12,k
q21,k q22,k
)
is unitary andRk upper triangular, we obtain Xk = q∗12,k and Yk = q∗22,k .
The extraction of matrices N1, N1,0, N1,∞, N1,0,c and N1,∞,c from Ak and Bk requires a few SVD
decompositions [6]. Namely, let UkSkV
∗
k = Ak + Bk be the SVD of Ak + Bk . The diagonal elements
s1,k  s2,k  . . . of Sk must have a gap between sn−n1 ,k and sn−n1+1,k . The last n1 columns of Vk form
the matrix N1.
Now consider the SVD of Ak,UkSkV
∗
k = Ak . The diagonal elements s1,k  s2,k  . . .must also have
a gap between sn∞ ,k and sn∞+1,k . The last n1 + n0 columns ofVk form thematrixN1,0. Finally consider
the SVD of N∗1,0N1,UkSkV∗k = N∗1,0N1, and denote the last n0 columns ofUk byU0,k . Then we obtain
N1,0,c = N1,0U0,k . The extraction of N1,∞,c from Bk is carried out similarly.
The algorithm was implemented in Matlab 7.4. We present numerical tests to illustrate the key
points crucial for the convergence of the algorithm.
Example 1. This example illustrates the convergence behavior when the eigenvalues inside, on and
outside the unit circle are well separated. The example has been used in [1] in the context of Toeplitz
systems. Let A0 and A1 be matrices of orderm. The matrix A0 has a0 = 15.1315 on its diagonal and 1s
elsewhere, and A1 is upper triangular with 1s on its upper triangular part. Form = 40, the pencil
λB − A = λ
(
I 0
0 AT1
)
−
(
0 I
−A1 −A0
)
has 38 (4) (38) eigenvalues inside (on) (outside) the unit circle. The distance of the nearest eigenvalue
from the unit circle equals 0.287. After 60 iterations, the computed projectors satisfy
tr(P1) = tr(P̂1) = 4, tr(P0) = tr(P̂0) = 38, tr(P∞) = tr(P̂∞) = 38,
‖P21 − P1‖ = 1.28 × 10−15, ‖P̂21 − P̂1‖ = 4.42 × 10−15,
‖P20 − P0‖ = 3.46 × 10−15, ‖P̂20 − P̂0‖ = 5.98 × 10−15,
‖P2∞ − P∞‖ = 3.70 × 10−15, ‖P̂2∞ − P̂∞‖ = 9.02 × 10−15,
‖P̂∗1A − AP1‖ = 1.73 × 10−13, ‖P̂∗1 B − BP1‖ = 4.82 × 10−15,
‖P̂∗0A − AP0‖ = 8.35 × 10−14, ‖P̂∗0 B − BP0‖ = 2.30 × 10−15,
‖wideP̂∗∞A − AP∞‖ = 1.80 × 10−13, ‖P̂∗∞B − BP∞‖ = 4.19 × 10−15.
Example 2. The pencil λB − A is of order n = 7 and is constructed as follows: A0 is bidiagonal of order
6 with 1/2, (1 + i)/2, 1, i, 2 + 3i and 3 + i on the main diagonal and 1s on the upper diagonal. The
vector a is of length 6 having all its components equal to 1, and
A =
(
A0 a
0 1
)
, B =
(
I6
0
)
, (41)
where I6 is the identity matrix of order 6. The eigenvalues of λB − A are∞ and the diagonal elements
of A0: there are two eigenvalues inside the unit circle, two on the unit circle and three outside it. With
this example, we would like to illustrate several points.
The ﬁrst point concerns the stopping criterion. In the case of spectral dichotomy, the function
(A, B) → d(A,B) = minθ σmin(A − eiθB) is a distance function on the set of matrices having no eigen-
values on the unit circle (see [2, Section 9]). This property is no longer valid in the case of spectral
trichotomy since Rk becomes singular. The null space of Rk is actually the intersection of the null
spaces of Ak and Bk . As a consequence, only the sequence {R∗kRk} is guaranteed to be convergent
to a positive semi-deﬁnite matrix. For this reason we use a stopping criterion based on R∗kRk . Fig. 1
illustrates behavior of the quantities
‖R∗k+1Rk+1 − R∗kRk‖/
∥∥R∗kRk∥∥ (42)
and
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Fig. 1. Comparison of the quantities (42) and (43). Solid line: quantity (42), dash-dot line: quantity (43) (Example 2).
‖Rk+1 − Rk‖/‖Rk‖, (43)
during iterations, where for (43),Rk has been chosen with nonnegative diagonal elements.
At iteration k = 50, the quantity (42) equals 5.13 × 10−16 while (43) equals 1.13 × 10−8.We have
computed the matrices Nj and N̂j , j = 0, 1,∞, and the spectral projectors as explained in Section 2.3.
The results are correct up to machine precision:(
N̂0 N̂∞ N̂1
)∗
B
(
N0 N∞ N1
) = blockdiag (B0, B∞, B1) + 	B,(
N̂0 N̂∞ N̂1
)∗
A
(
N0 N∞ N1
) = blockdiag (A0, A∞, A1) + 	A,
with ‖	B‖ = 2.18 × 10−14, ‖	A‖ = 1.35 × 10−14 and the computed eigenvalues of λB0 − A0,
λB∞ − A∞ andλB1 − A1 are, respectively, 0.5 + 0.5i, 0.5 − 3.015 × 10−16i and 2 + 3i, 3 + i,∞ and
9 × 10−17 + i, 1 + 4.07 × 10−17i. The computed projectors satisfy the relations
tr(P1) = tr(P̂1) = 2, tr(P0) = tr(P̂0) = 2, tr(P∞) = tr(P̂∞) = 3,
‖P21 − P1‖ = 1.04 × 10−15, ‖P̂21 − P̂1‖ = 1.70 × 10−15,
‖P20 − P0‖ = 9.86 × 10−16, ‖P̂20 − P̂0‖ = 1.32 × 10−15,
‖P2∞ − P∞‖ = 1.07 × 10−15, ‖P̂2∞ − P̂∞‖ = 1.53 × 10−15,
‖P̂∗1A − AP1‖ = 3.94 × 10−14, ‖P̂∗1 B − BP1‖ = 0,
‖P̂∗0A − AP0‖ = 3.91 × 10−14, ‖P̂∗0 B − BP0‖ = 0,
‖P̂∗∞A − AP∞‖ = 8.19 × 10−15, ‖P̂∗∞B − BP∞‖ = 0.
The second point concerns numerical computation of the null spaces of Ak, Bk and Ak + Bk from
which the deﬂating subspaces and spectral projectors are obtained. We have based the null space de-
termination on the singular value decomposition. As it was already explained above in such numerical
procedure the singular values σ1  · · · σr > σr+1  · · · σn are split into two groups: the smallest
n − r values σr+1, . . . , σn, which deﬁne the numerical null space spanned by the associated singular
vectors, and the other r values σ1, . . . , σr . The singular values deﬁning the null space must be small
and the gap (σr − σr+1)/σ1 between the groups must be sufﬁciently large.
Tables 1 and2give the singular values ofAk ,Bk andAk + Bk forA − λB in Example2 at iterations k =
50 and k = 100. The tables show that increasing the number of iterations does not really modify the
gapbetween the singular valuesdeﬁning thenull spaces and the larger singular values. In our computa-
tions,wehave considered the larger singular values as the ones that exceed 10−7. For example the right
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Table 1
Singular values at iteration k = 50 (Example 2).
svd(Ak) svd(Bk) svd(Ak + Bk)
3.8633 7.3692 × 10−1 3.8644
2.6910 2.4029 × 10−1 2.6941
9.2336 × 10−1 1.2265 × 10−8 9.3255 × 10−1
2.6218 × 10−8 4.8793 × 10−9 7.2210 × 10−1
1.3367 × 10−8 2.2280 × 10−17 2.3227 × 10−1
1.6711 × 10−16 9.0824 × 10−18 2.6332 × 10−9
3.966 × 10−33 0 2.6045 × 10−9
Table 2
Singular values at iteration k = 100 (Example 2).
svd(Ak) svd(Bk) svd(Ak + Bk)
3.8633 7.3692 × 10−1 3.8644
2.6910 2.4029 × 10−1 2.6941
9.2336 × 10−1 2.1536 × 10−9 9.3255 × 10−1
1.1918 × 10−8 6.0528 × 10−17 7.2210 × 10−1
2.4963 × 10−16 1.2062 × 10−17 2.3227 × 10−1
3.6713 × 10−17 2.7683 × 10−18 7.0615 × 10−9
2.4426 × 10−34 0 2.0452 × 10−9
singular subspace corresponding to the smaller singular values (<10−7) yields the right null subspace.
With this choice we have computed the matrices Nj,Pj , and N̂j , and P̂j , j = 0, 1,∞, given above.
The third point concerns the smallest singular values of Ak , Bk and Ak + Bk , which determine the
numerical null spaces. These singular values can be of order
√

machine. A detailed explanation will be
given in Section 3.1.
Example 3. This example shows that the eigenvalues on the unit circle slow down the convergence
speed. The matrices are ﬁxed to random with mean zeros and standard deviation one:
A = QT
(
A0/(ρ(A0) + 
) A0
0 (ρ(A0) + 
)A−10
)
Q, B = I,
where Q is 10 × 10 random orthogonal, A0 is 5 × 5 random in Example 3a and random orthogonal in
Example 3b, ρ(A0) is the spectral radius, and 
 is a parameter to be varied. Fig. 2 shows the behavior
of the quantity (42). The iteration proﬁle shows, for small 
, i.e., when the eigenvalues inside and
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Fig. 2. Convergence behavior for different values of 
 (Example 3a (left), 3b (right)).
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outside the unit circle are close, a plateau followed by a sharp drop. The larger number of eigenvalues
ofmodulus 1, the longer the plateau. It also shows that the larger 
, the shorter the plateau, with linear
rate of convergence at the beginning of iterations.
Example 4. This example shows that the diagonalizability requirement for J1 (see Proposition 4) is
necessary to isolate the null spaces. We consider two cases where the pencil λB − A is of order 7 and
B is the identity. In the ﬁrst case (Example 4a), the matrix A is orthogonal, constructed with Matlab
function orthog. In the second case (Example 4b), A is a Jordan block with eigenvalue 1.
For the ﬁrst (diagonalizable) case, the theory tells us that the null spaces of Ak, Bk and Ak + Bk
should be of dimension 7. Tables 3 and 4 show the singular values of Ak , Bk and Ak + Bk at iterations
50 and 100. At iteration 50, the computed projectors satisfy
P0 = P̂0 = P∞ = P̂∞ = 0,
‖P21 − P1‖ = ‖P̂21 − P̂1‖ = 2.25 × 10−16.
For the second (non-diagonalizable) case, Table 5 shows that the singular value distribution contains
no gap sufﬁcient to determine N1, N0, N∞. Moreover, increasing the number of iterations does not
change the results.
Table 3
Singular values at iteration k = 50 (Example 4a).
svd(Ak) svd(Bk) svd(Ak + Bk)
3.5502 × 10−8 3.9865 × 10−8 6.0630 × 10−8
3.4161 × 10−8 3.2499 × 10−8 5.9947 × 10−8
3.3293 × 10−8 3.0726 × 10−8 5.9782 × 10−8
2.9340 × 10−8 3.0267 × 10−8 5.9705 × 10−8
2.8888 × 10−8 2.6443 × 10−8 5.9665 × 10−8
2.7185 × 10−8 2.5647 × 10−8 5.9590 × 10−8
2.0777 × 10−8 2.4447 × 10−8 5.9583 × 10−8
Table 4
Singular values at iteration k = 100 (Example 4a).
svd(Ak) svd(Bk) svd(Ak + Bk)
2.5728 × 10−8 3.3882 × 10−8 3.4073 × 10−8
2.2413 × 10−8 1.7736 × 10−8 2.5736 × 10−8
1.9965 × 10−8 1.0086 × 10−8 2.2441 × 10−8
2.9648 × 10−24 7.5622 × 10−9 1.9989 × 10−9
2.0674 × 10−24 2.1696 × 10−24 1.7511 × 10−8
1.5505 × 10−24 1.5024 × 10−24 9.8049 × 10−9
4.0441 × 10−25 2.7802 × 10−25 7.4285 × 10−9
Table 5
Singular values at iteration k = 50 (Example 4b).
svd(Ak) svd(Bk) svd(Ak + Bk)
7.8344 × 10−2 7.8105 × 10−2 1.1063 × 10−1
1.4467 × 10−4 1.4423 × 10−4 3.9533 × 10−4
1.4340 × 10−7 1.4297 × 10−7 6.5698 × 10−7
2.4079 × 10−18 1.0849 × 10−10 7.5884 × 10−10
1.3033 × 10−21 3.1865 × 10−18 6.8963 × 10−13
1.4813 × 10−23 3.7680 × 10−21 5.3965 × 10−16
3.7687 × 10−34 3.4179 × 10−34 3.4908 × 10−19
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3.1. Numerical behavior of the singular values that determine the null spaces
Owing to the estimate (34)we expect that the singular values ofAk + Bk , which determine the right
null space, should be of order (‖A‖ + ‖B‖)O(
machine) for large k. However, Tables 1–4 show that they
are only of order (‖A‖ + ‖B‖)O(√
machine). A similar behavior is demonstrated by the singular values
of the matrices Ak and Bk deﬁning the right null spaces. The purpose of this subsection is to provide
an explanation of this effect, which does not happen when the pencil A − λB has no eigenvalues on
the unit circle, i.e., in case of the spectral dichotomy mentioned in the introduction.
The main observation in the case of spectral trichotomy under a ﬂoating point arithmetic is as
follows. During ﬁrst iterations of Algorithm 1 the eigenvalues of A − λB located on the unit circle
continue to lie on the unit circle in the sense that their distance from the unit circle is negligibly small.
And the convergence of the iteration is in full accordance with the estimate (34). However, after some
number, say after 50–100, of iterations the accumulated effect of rounding errors results in a matrix
pencil λBk − Ak with no eigenvalues on the unit circle, i.e., the eigenvalues “jump off” from the unit
circle. Then the algorithm switches to the pure spectral dichotomy by the unit circle, which is feasible
in spite of a large condition number.
The following proposition shows, in a particular but important case, how large is the norm of H
when there are eigenvalues of A − λB close to the unit circle.
Proposition 5. Suppose B is the identity matrix and A = ZDZ−1, where Z is well conditioned and D =
diag(λ1, . . . , λn) such that |λi| /= 1 for all i. If, for i = 1, . . . , n,
|λi| = 1 − O(
machine), (44)
then
‖H‖ = O(1/
machine). (45)
Proof. By a suitable permutation of columns and rows, the matrix D is recast as blockdiag(J0, J
−1∞ ),
where the eigenvalues of diagonal blocks J0 and J∞ lie inside the unit circle. Formula (21) implies that
H = GG∗, where G is the inﬁnite matrix [. . . Gj−1 Gj . . .]with the blocks Gj = Z
[
J
j
0 0
0 0
]
Z−1 for j 0
and Gj = Z
[
0 0
0 J
−j∞
]
Z−1 for j < 0. It follows that
σmax(G) ‖Z−1‖2‖Z‖2 max
⎛⎜⎝
√√√√√
∥∥∥∥∥∥
∞∑
j=0
J
j
0(J
∗
0 )
j
∥∥∥∥∥∥,
√√√√√
∥∥∥∥∥∥
∞∑
j=1
J
j∞(J∗∞)j
∥∥∥∥∥∥
⎞⎟⎠ = cond(Z)√
O(
machine)
.
In a similar way,
σmin(G)
1
cond(Z)
√
O(
machine)
.
As a consequence, ‖H‖ = O(1/
machine). 
Notice that when A is not diagonalizable, then Jordan blocks are present and ‖H‖ can be much
larger than O(1/
machine).
Since for large kwehaveH ≈ (Ak + Bk)−1(Ak + Bk)−∗, the smallest singular valuesσ(Ak + Bk) are
of order O(√
machine). This is in accordance with the singular values of Ak + Bk given in
Tables 1–4.
Let us look again at Table 2,which illustrates that after 100 iterations the two eigenvalues ofA − λB,
which originally were on the unit circle, moved out of the unit circle. One moved into the interior of
the unit circle and another to the exterior.
The same explanation applies to Example 4a. From Table 4 we see that after 100 iterations 3 of 7
eigenvalues originally located on the unit circle moved outside the unit circle and the other 4 moved
inside the unit circle.
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Finally wemention that the above discussion does not apply to Example 4b since the block J1 is not
diagonalizable. For this example, the singular values of Ak, Bk and Ak + Bk are given in Table 5 and it
is not evident how to determine a gap in the singular value distribution of Ak + Bk in order to isolate
the null space N1.
Appendix A. Properties of the matrix H
The following theorem is analogous to [8, Theorem 4].
Theorem 2. If H /= 0, then for j = 0,±1,±2, . . .
‖PjT0‖
√
‖H‖ ρ |j|2 , (46)
‖Pj‖ ‖T−10 ‖
√
‖H‖ρ |j|2 , (47)
where
ρ = 1 − 1‖T−10 ‖2‖H‖
 0. (48)
Proof. The nonnegative deﬁnite matrix H is the sum H = H+ + H− of the two nonnegative deﬁnite
matrices
H+ = P+0HP∗+0 = P+0T0T∗0 P∗+0 +
∞∑
j=1
PjT0T
∗
0 P
∗
j , (49)
H− = P−0HP∗−0 = P−0T0T∗0 P∗−0 +
∞∑
j=1
P−jT0T∗0 P∗−j. (50)
Below we take advantage of the identities
P+1H+P∗+1 = H+ − P+0T0T∗0 P∗+0,
P−1H−P∗−1 = H− − P−0T0T∗0 P∗−0.
The rate of decay of Pj at inﬁnity depends on parameters ν+  1 and ν−  1, which are determined as
follows:
if H+ /= 0, then ν+ = min
{
ν: (H+x, x) ν
(
P+0T0T∗0 P∗+0x, x
)
∀x ∈ Cn
}
, otherwise ν+ = 1;
if H− /= 0, then ν− = min
{
ν: (H−x, x) ν
(
P−0T0T∗0 P∗−0x, x
)
∀x ∈ Cn
}
, otherwise ν− = 1.
It is easy to see that ν+  ‖T−10 ‖2‖H+‖, when H+ /= 0, and ν−  ‖T−10 ‖2‖H−‖, when H− /= 0. The
following estimate always holds:
max(ν+, ν−) ‖T−10 ‖2‖H‖.
Now we assume that P+0 /= 0 and, for an arbitrary vector x ∈ Cn, introduce a vector sequence
x0, x1, . . .:
x0 = P∗0 x, x1 = P∗1 x = P∗1 x0, . . . , xk = P∗j x = (P∗1 )jx0.
Then (
H+xj+1, xj+1
)= (H+P∗+1xj, P∗+1xj) = (P+1H+P∗+1xj, xj) = ([H+ − P+0T0T∗0 P∗+0] xj, xj)
= (H+xj, xj)− (P+0T0T∗0 P∗+0xj, xj) (H+xj, xj) (1 − 1/ν+).
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The above inequality gives the estimate(
H+xj, xj
)
 (H+x0, x0) (1 − 1/ν+)j .
Since (
H+xj, xj
)

(
P+0T0T∗0 P∗+0xj, xj
)
=
(
T0T
∗
0 P
∗+jx, P∗+jx
)
,
(H+x0, x0) = (H+0x, x) ‖H+‖‖x‖2,
we arrive at the estimate ‖(P+jT0)∗x‖2  ‖H+‖(1 − 1/ν+)j‖x‖, which gives us the bound
‖P+jT0‖
√
‖H+‖ (1 − 1/ν+)j/2 . (51)
This bound implies the estimate
‖P+j‖
√‖H‖
σmin(T0)
(
1 − σ
2
min(T0)
‖H‖
)j/2
.
If P−0 /= 0, an analogous argument leads to the estimate
‖P−jT0‖
√
‖H−‖ (1 − 1/ν−)|j|/2 (52)
and its corollary
‖P−j‖
√‖H‖
σmin(T0)
(
1 − σ
2
min(T0)
‖H‖
)|j|/2
. 
Proof of Proposition 2. Using the representation of TkT
∗
k from Theorem 1 we derive that
(P+0 + P−0) TkT∗k (P+0 + P−0)∗ =
2k−1∑
j=0
(
Pj + Pj+1−2k
)
T0T
∗
0
(
Pj + Pj+1−2k
)∗
=
2k−1∑
j=0
(
PjT0T
∗
0 P
∗
j+1−2k + Pj+1−2k T0T∗0 P∗j
)
+ ∑
|j| 2k−1
PjT0T
∗
0 P
∗
j .
Hence
‖ (P+0 + P−0) TkT∗k (P+0 + P−0)∗ − H‖ 2
2k−1∑
j=0
‖PjT0‖‖Pj+1−2k T0‖ +
∑
|j| 2k
‖PjT0‖2,
and Theorem 2 gives
‖ (P+0 + P−0) TkT∗k (P+0 + P−0)∗ − H‖  2‖H‖
⎛⎝2k−1∑
j=0
ρ
2k−1
2 + ∑
j 2k
ρ j
⎞⎠
= 2‖H‖
⎛⎝2kρ 2k−12 + ρ2k
1 − ρ
⎞⎠ . 
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