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 Resumo 
 
Sistemas distribuídos são aqueles em que vários processos autônomos são executados 
em máquinas distintas de uma rede de computadores para a realização de uma tarefa 
conjunta, sendo que a comunicação entre eles é através de troca de mensagens. Uma das 
principais características, cada vez mais presente nesses sistemas, é o compartilhamento de 
informação. Isso implica que eles devem garantir que o valor dessa informação é 
consistente para todos os processos - podemos citar, por exemplo, a manutenção de réplicas 
de base de dados. Para garantir uma informação consistente, todos os processos devem 
convergir para um mesmo valor, obtendo um valor de consenso para a informação. Na 
presença de falhas, sejam elas provenientes de processo ou de comunicação, a literatura nos 
mostra que obter consenso torna-se um problema de solução não trivial. Dada a importância 
desse assunto nas aplicações atuais e a vasta literatura que dificulta o início de seu estudo, 
este trabalho tem como objetivo oferecer um material sucinto e didático que venha facilitar 
o estudo inicial sobre algoritmos distribuídos para o problema de consenso, tendo como 
foco principal os alunos de graduação. Para tanto, contextualizamos o problema de 
consenso em sistemas distribuídos; descrevemos alguns algoritmos com características 
semelhantes; propomos um estudo detalhado do algoritmo definido por Pease, Shostak e 
Lamport [1], que chamamos de Algoritmo Fundamental; e apresentamos uma arquitetura 
em Java como subsídio para a implementação desses algoritmos, juntamente com uma 
implementação exemplo do Algoritmo Fundamental. 
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 Abstract 
 
Distributed systems are those systems in which many autonomous processes are 
executed in different machines that belong to a computer network for the accomplishment 
of a cooperative task; the communication among them is carried out strictly through the 
exchange of messages. One of the main characteristics of these systems is replicated 
information sharing which means that they should guarantee that the value of this 
information is consistent for all the processes that have access to it. To guarantee 
consistency of information, all the processes should agree on the use of a same value for it. 
In the presence of partial failures, either caused by process or communication problems, the 
literature shows that reaching consensus becomes a problem of non-trivial solution. Due to 
its difficulty and practical importance consensus has gained momentus within the 
community of researchers and spawn a vast literature that makes it difficult for an 
undergraduate student to start its study. This research has the objective of offering some 
concise and didactic material to ease the initial studies of distributed consensus. In order to 
do that, we have contextualized the consensus problem in distributed systems; described 
some algorithms with similar characteristics; proposed a detailed study of the algorithm 
defined by Pease, Shostak e Lamport [1], which we call Fundamental Algorithm; and 
presented a Java based architecture as a subsidy for the implementation of these algorithms 
where the Fundamental Algorithm has been implemented. 
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Capítulo 1  
 
 
Introdução 
 
Esta monografia está organizada para facilitar o estudo de algoritmos distribuídos 
relacionados ao problema de consenso, tendo em vista o conteúdo de disciplinas da área 
de sistemas distribuídos para alunos de graduação.  Neste contexto, consenso é a 
concordância sobre um valor de uma informação numa aplicação distribuída. 
Nossa motivação é a importância do problema de consenso em aplicações 
distribuídas e a dificuldade de encontrar material sucinto e de fácil compreensão para 
introduzir esse assunto a estes alunos. A maior parte da literatura a esse respeito propõe 
estudo extenso e detalhado, exigindo uma formação que o aluno geralmente ainda não 
tem. Além disso, em geral a bibliografia disponível é em inglês. Embora vários alunos já 
dominem esse idioma, na graduação eles estão dando início à utilização de material em 
língua estrangeira para seus estudos acadêmicos.  
Então, optamos por selecionar apenas alguns algoritmos de consenso com 
características comuns e apresentá-los de uma forma simples – como podemos ver nas 
seções 3.3, 3.4 e 3.5. Elegemos um desses algoritmos, que chamamos de Algoritmo 
Fundamental, para detalhar o seu estudo e promover uma melhor fixação dos aspectos 
fundamentais de consenso. O Algoritmo Fundamental foi proposto por Pease, Shostak e 
Lamport [1] e é um dos principais (senão o principal) a serem considerados ao iniciarmos 
o estudo sobre consenso. Entretanto, este artigo não é descrito de forma que graduandos 
façam uma leitura rápida e de fácil compreensão. Assim, propomos nas seções 3.1, 3.2 e 
3.3 a transcrição desse artigo para uma linguagem mais didática.  Por exemplo, na seção 
3.3.1 reescrevemos a prova do algoritmo, de maneira que não alteramos a proposta dos 
autores, mas detalhamos alguns passos que não estão descritos no artigo.  
Entendemos que o estudo detalhado deste algoritmo é mais eficiente na fixação de 
conceitos do que cobrirmos vários algoritmos de consenso de maneira superficial. Neste 
sentido, fizemos uma implementação real, proporcionando ao aluno, além da melhor 
fixação, o contato com dificuldades que geralmente são transparentes na descrição teórica 
do algoritmo. Para essa implementação, construímos uma arquitetura que permite o 
reaproveitamento de código no intuito de facilitar a implementação de outros algoritmos 
com características similares ao Algoritmo Fundamental. A arquitetura e a 
implementação do algoritmo estão descritas no capítulo 4. 
Quanto antes o aluno se deparar com as dificuldades de implementação de um 
algoritmo de consenso e dominar os conceitos envolvidos, maior será a chance de termos 
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 importantes contribuições para o desenvolvimento de novas tecnologias neste contexto. 
Outro aspecto, não menos importante, justifica um estudo mais dedicado aos algoritmos 
de consenso ainda na graduação: domínio do assunto para a utilização das ferramentas já 
existentes. Existem pacotes de classes (ou bibliotecas) disponíveis no mercado que 
oferecem a implementação de alguns requisitos de sistemas distribuídos, permitindo, 
inclusive, a replicação de base de dados (e ou objetos e componentes) – que envolve o 
problema de consenso. Embora vários aspectos de implementação estejam encapsulados 
ou são transparentes a quem utiliza as classes, estes pacotes certamente serão 
subutilizados ou ainda utilizados de forma incorreta se o usuário não tiver o domínio dos 
conceitos neles embutidos. 
Sistemas distribuídos são aqueles em que vários processos autônomos executam em 
máquinas distintas de uma rede de computadores para a realização de uma tarefa 
conjunta, sendo que a comunicação entre eles é exclusivamente através de troca de 
mensagens. Para falarmos do problema de consenso em sistemas distribuídos vale a pena 
ressaltar alguns conceitos relacionados à definição desses sistemas. Algumas 
características chaves definem um sistema distribuído e sugerem quais questões devem 
ser consideradas na implementação de uma aplicação distribuída. Essas características 
chaves são: compartilhamento de recursos, concorrência, escala, portabilidade, 
transparência e tolerância à falhas e estão descritas na seção 2.1. A implementação de um 
sistema distribuído visa alcançar todas essas características e deve ser flexível o bastante 
para atenderem os requisitos de diferentes aplicações.  Alguns requisitos ou objetivos de 
uma aplicação distribuída são bastante comuns, como permitir escala, alcançar 
confiabilidade, segurança e consistência. No tocante às informações compartilhadas na 
aplicação podemos dizer que estabelecer a consistência sobre elas é um dos principais 
desafios da distribuição, pois requer um controle correto  da concorrência e do 
compartilhamento de recursos para prevenir e ou tolerar falha – seja a falha proveniente 
de hardware ou de software. Alguns exemplos de aplicação são bastante conhecidos e 
ilustram o compartilhamento de informação. É o caso do relógio lógico implementado 
para sincronizar uma aplicação distribuída. O sistema deve garantir que todos os 
processos utilizem o mesmo valor para o relógio.  Podemos citar também o caso da 
leitura de altitude num avião. Vários altímetros obtêm uma leitura e a aplicação deve 
convergir para uma única altitude. Ainda nesse tipo de exemplo, temos a leitura de sensor 
de temperatura. É comum que os processos obtenham leituras com pequenas diferenças e, 
então, a aplicação deve implementar mecanismos para que os processos considerem um 
mesmo valor. Outro exemplo é a implementação de réplicas de base de dados, sejam elas 
para prover melhor performance à aplicação ou para garantir uma cópia segura a ser 
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 utilizada no caso de falha da base principal. Em ambos os casos essas réplicas devem 
estar sempre consistentes.  
Aplicações como os exemplos citados requerem que uma informação 
compartilhada seja consistente. Entretanto, como garantir que todos os processos dessas 
aplicações contenham o mesmo valor da informação? E se o sistema conclui que há mais 
de um valor a ser utilizado, como a aplicação chega a um consenso sobre essa informação 
a fim de utilizar um único valor? Afinal, ainda que na presença de falha de alguns desses 
processos, a aplicação deve garantir a confiabilidade das informações compartilhadas 
entre os processos que a compõem. Questões como estas vêm norteando o estudo de 
soluções para o problema de consenso. Vários algoritmos já foram encontrados para 
tratar o compartilhamento de informação, sugerindo formas de se aplicar um consenso 
sobre o valor da informação, seja para assegurar consistência de atualização ou de 
replicação. Em geral, esses algoritmos apresentam uma demonstração convincente de que 
podem ajudar o sistema distribuído a convergir para um único valor sobre uma 
informação.   
Esses estudos são importantes tendo em vista a demanda crescente de aplicações 
que têm como requisito alta disponibilidade. Esse requisito implica, dentre outros 
aspectos, que a base de dados da aplicação tenha alta disponibilidade. Então, a replicação 
dessas bases é um dos principais desafios. A implementação e controle dessas réplicas  
têm sido feitos com hardware através da instalação de clusters, mas o controle poderia ser 
através de software. Embora as soluções em cluster não sejam necessariamente de baixo 
custo, controlar uma réplica de base de dados através de software com a aplicação de 
algoritmos de consenso ainda é uma solução muito cara se considerarmos, por exemplo, a 
alta capacidade de processamento que esses algoritmos requerem. Porém, uma vez que o 
desenvolvimento de tecnologias viabilize a escolha pela implementação de soluções em 
software, até mesmo aplicações que hoje não são distribuídas e não têm alta 
disponibilidade por restrições de custo, poderiam utilizar essas tecnologias e como 
resultado obter maior qualidade ao produto da aplicação. Nesse sentido, entendemos que 
o problema de consenso é um assunto de grande relevância na área de sistemas 
distribuídos e, portanto, justifica a elaboração deste material como base para o início do 
estudo sobre consenso. Haja vista que com o advento da Internet e mais recentemente a 
crescente implementação de componentes disponibilizados num ambiente distribuído, 
inclusive via web, podemos ver que o compartilhamento de informação é uma questão 
que deve ser tratada com bastante critério. 
A área de algoritmos distribuídos, da qual o problema de consenso faz parte, ainda 
é permeada por modelos computacionais bastante distintos. Na literatura cada autor 
expressa o seu algoritmo de forma diferente, utilizando notação e abstração própria. 
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 Apesar de esforços de homogeneização, ainda é difícil encontrarmos algoritmos 
distribuídos, para uma classe de problemas, enunciados dentro de um único modelo 
computacional, como é o caso do problema de consenso.  O estudo inicial dos algoritmos 
de consenso se torna muito amplo e, assim, na graduação esse problema geralmente é 
visto superficialmente. Esse trabalho quer auxiliar o estudo de consenso e permitir uma 
melhor compreensão por parte do aluno de graduação sobre as principais características 
envolvidas na implementação desses algoritmos. Além disso, a implementação deles é 
bastante trabalhosa. Assim, a arquitetura de classes implementada neste trabalho ressalta 
aspectos importantes que só são considerados numa aplicação real.  
Portanto, dada a importância tecnológica e a dificuldade de pesquisa na literatura 
atual sobre o problema de consenso, queremos com este trabalho resumir os principais 
algoritmos de consenso que são base para um estudo inicial, considerando principalmente 
um dos primeiros algoritmos propostos sobre o assunto que foi definido por Pease, 
Shostak e Lamport [1]. Para tanto, desenvolvemos uma arquitetura de classes para 
implementar esse algoritmo e auxiliar na implementação de outros, de forma que a 
codificação proporcione melhor fixação dos conceitos envolvidos.  
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 Capítulo 2  
 
 
Fundamentos 
 
Neste capítulo resumimos as definições de algumas características de sistemas 
distribuídos (mencionadas na introdução), descrevemos o modelo computacional 
considerado para este trabalho e apresentamos um breve histórico sobre consenso. 
 
2.1  Sistemas Distribuídos 
 
Na introdução mencionamos algumas características de sistemas distribuídos. Nesta 
seção fazemos um resumo delas para termos uma idéia básica sobre esses sistemas e 
assim, compreendermos melhor a inserção do problema de consenso neste contexto. 
Um sistema distribuído é uma coleção de computadores interligados por uma rede 
com um software construído para produzir e integrar facilidades computacionais dessa 
rede. Esse software realiza uma tarefa através da coordenação e compartilhamento dos 
recursos da rede, sejam eles de hardware, software ou dados, de maneira transparente ao 
usuário. As principais características de sistemas distribuídos são: 
 Compartilhamento de recursos: o sistema permite que o acesso aos recursos 
da rede seja compartilhado entre os componentes da rede ou da aplicação. Os 
recursos de hardware são, comumente, dispositivos como impressoras, discos e 
periféricos em geral. Já quanto aos recursos de software podemos considerar os 
arquivos, base de dados e outros objetos disponibilizados por uma aplicação 
distribuída. 
 Concorrência: caracteriza a taxa de acesso aos recursos e a simultaneidade de 
acesso. Num sistema distribuído mais de um processo pode ser executado 
simultaneamente. Através do compartilhamento de recursos, se tivermos n 
computadores numa rede com um processador cada, poderemos ter até n 
processos sendo executados em paralelo.   
 Escala: é a capacidade do sistema em aumentar seus recursos de hardware 
sem a necessidade de alterar o software ou mesmo a rede já instalada. É uma 
característica bastante difícil de ser implementada, pois requer boa previsão de 
quanto o sistema pode ser exigido no futuro, principalmente em termos de 
acesso de usuários e de processamento, para prever tanto a necessidade de 
alteração na configuração local dos computadores, quanto o aumento de 
componentes dessa rede. 
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  Portabilidade: caracteriza a capacidade do sistema de ser independente de 
plataforma de hardware e software para que a aplicação seja executada. Em 
outras palavras, sugere quanto o sistema é aberto - se a aplicação tem interfaces 
bem definidas independentemente da linguagem de programação utilizada ou 
sistema operacional no qual será executada. 
 Tolerância à falhas: num sistema distribuído um ou alguns de seus 
componentes são passíveis de falha, seja ela proveniente de hardware ou de 
software. Tolerância à falhas é a característica que o sistema implementa para 
que essas falhas não interfiram no êxito da aplicação distribuída. 
 Transparência: todas as características anteriores estão presentes em sistemas 
distribuídos. Entretanto, do ponto de vista do usuário desses sistemas elas não 
devem ser perceptíveis. Ou seja, o sistema deve implementá-las de forma 
transparente ao usuário. Portanto, transparência é a característica do sistema 
distribuído que faz com que o usuário o utilize como se fosse uma aplicação 
local. Num sistema ideal, o usuário não precisa conhecer as características até 
então descritas para utilizá-lo. 
Das características mencionadas, podemos observar que para consistir o valor de 
uma informação compartilhada numa aplicação distribuída, precisaremos considerar 
principalmente a tolerância à falhas e a transparência ao aplicarmos algoritmos de 
consenso.  Além disso, numa implementação real veremos que é difícil determinar um 
intervalo de tempo limite para a troca de mensagens entre os processos – definição de 
timeout – ao considerarmos a escala e concorrência do sistema. 
 
2.2  Modelo Computacional 
 
Os algoritmos apresentados neste trabalho têm o propósito de solucionar o 
problema de consenso em sistemas distribuídos. A definição deles considera as 
características descritas a seguir como modelo computacional. Primeiramente vamos 
considerar que cada processo da aplicação distribuída é executado em um ponto diferente 
da rede de computadores. O conjunto desses processos pode ser visto como um grafo, 
sendo o número total de processos, n, o tamanho do grafo. Os vértices do grafo, 
fortemente conexo, são os processos da aplicação e as arestas que os interligam são 
bidirecionais. A identificação desses vértices (processos) é dada por números de 1 até n. 
Entretanto, essa identificação não faz nenhuma relação com a disposição dos processos 
na rede. Assim, podemos considerar outros aspectos quanto à execução dos algoritmos: 
 Comunicação entre os processos: a comunicação entre os processos se dá 
através de mensagens e é ponto a ponto – os processos têm um canal com cada 
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 outro processo que os permitem enviar e receber mensagens diretamente a cada 
um deles. 
 Modelo temporal: a rede de comunicação é síncrona, ou seja, os processos 
consideram o mesmo tempo e a mesma velocidade de processamento de forma 
que é possível ordenar no tempo o envio e recebimento de mensagens. 
 Modelo de falhas: a falha nos processos pode ocorrer da seguinte forma: o 
processo pára, o processo deixa de enviar uma mensagem ou o processo envia 
uma mensagem inválida. 
   
2.3  Consenso – Visão Geral 
2.3.1   
Segundo Nancy Lynch [5] o problema de consenso vem sendo modelado com a 
motivação em problemas reais, como a distribuição de base de dados, sistemas de 
controle de tráfego aéreo, que exigem uma alta tolerância a falhas por parte da aplicação. 
As primeiras propostas consideram uma rede síncrona de comunicação e os processos  
são vértices de um grafo fortemente conexo. Além disso, a comunicação entre eles se 
estabelece com mensagens enviadas através das arestas. Para este modelo computacional, 
podemos considerar dois tipos de falhas: falha no canal de comunicação e falha de 
processo.   
Neste contexto, um dos primeiros modelos propostos ao problema de consenso 
considerou apenas a falha de comunicação e foi motivado pela execução de transações 
em base de dados distribuída, quando vários processos participam dessa execução. 
Nessas transações, depois que cada processo executa sua tarefa, deve dizer se a transação 
pode ser concluída ou não, ou seja, se a aplicação deve efetuar o commit na base ou 
abortar a operação dependendo do sucesso de cada processo ao realizar sua tarefa. Para 
tanto, os processos devem se comunicar e mostrar qual sua opinião (abortar ou concluir 
operação - efetuar commit). Portanto, para a base estar consistente, a operação só deve ser 
concluída se todos os processos optarem pelo commit, caso contrário, a operação deve ser 
abortada por todos. Entretanto, se houver falha na comunicação de um processo, não é 
possível concluir a operação assegurando que toda a base está consistente. O modelo 
proposto para essa situação é o Problema do Ataque Coordenado e mostra que não há 
solução completa (ou correta) para este problema. Esse modelo faz analogia com grupos 
de guerra localizados em pontos diferentes e comandados por generais. Uma operação de 
ataque só é bem sucedida se todos os grupos atacarem juntos. Para tomarem essa decisão, 
todos os generais mandam seus mensageiros para confirmar o ataque. Entretanto, se um 
mensageiro for interceptado pelo inimigo, a operação não será concluída com êxito. A 
falha de comunicação implica que os grupos devem recuar. 
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 Pease, Shostak e Lamport [1] e [2], consideraram apenas falhas de processos. Não 
há falha de comunicação, mas um processo pode parar ou ainda ter comportamento 
arbitrário, inesperado pela aplicação. O modelo proposto é conhecido por Modelo de 
Falhas Bizantinas. Esse modelo também faz analogia aos grupos de guerra e seu generais, 
mas os mensageiros de guerra sempre conseguem levar a mensagem. Além disso, dentre 
os generais bizantinos pode haver um traidor, que altera a mensagem a ser enviada aos 
outros generais. A formalização deste modelo permitiu demonstrar que só há solução que 
permite alcançar consenso se o total de generais traidores, m, e o total de generais, n, 
respeitarem a seguinte relação n > m+1. Além disso, os generais devem reenviar as 
mensagens que receberam em m+1 iterações. Esse modelo de falhas nos vértices ilustra a 
situação dos altímetros utilizados no sistema aéreo, quando na determinação da altitude 
do avião. A aplicação consegue obter o valor de todos eles, mas pode haver falha na 
leitura feita por esses altímetros.  
Outras propostas foram feitas e Nancy Lynch [5] relata que algumas aplicações não 
exigem que o consenso entre os processos resulte num único valor. O algoritmo de k-
consenso se caracteriza por determinar um domínio de valores possíveis que cada 
processo pode assumir. Outro algoritmo propõe uma aproximação de consenso. Um valor 
v é considerado, mas cada processo pode assumir v´, desde que v´ esteja dentro de uma 
margem de alteração L permitida, ou seja, v´=vL. Um exemplo real para esse 
algoritmo é a sincronização de relógio num sistema distribuído. Os relógios das máquinas 
devem estar sincronizados, mas pode haver uma pequena diferença entre eles que não 
interfere no êxito das aplicações  que estão sendo executadas. 
Até então os algoritmos propostos são síncronos. Ainda na última citação, a autora 
insere os algoritmos assíncronos com a utilização do compartilhamento de memória 
como forma de comunicação entre os processos. Neste modelo, além das falhas de 
paradas consideradas para os processos, devemos considerar falha de memória. 
Mencionamos anteriormente que o problema de falha nos processos pode ter solução 
quando limitamos o número de falhas. Alguns algoritmos puramente assíncronos não 
garantem consenso mesmo na presença de apenas um processo faltoso. A primeira prova 
de impossibilidade considerou a utilização de memória compartilhada de leitura-escrita 
(read/write shared memory). Porém, é possível obter consenso através de outros tipos de 
memória compartilhada, como a de leitura-alteração-escrita (read/modify/write). Para 
redes assíncronas também foram propostos algoritmos k-consenso – não apenas um valor 
como consenso – e o de aproximação – não apenas exatamente o valor de consenso é 
aceito. Em sistemas parcialmente síncronos vemos que a relação de m+1 iterações 
considerada nos algoritmos síncronos também é válida nesse modelo computacional. 
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Capítulo 3  
 
Consenso 
 
Neste capítulo agrupamos alguns conceitos e algoritmos relacionados ao problema 
de consenso que julgamos relevantes para quem inicia o estudo sobre este assunto.  
Dentre os algoritmos apresentados, damos um enfoque mais detalhado àquele que Pease, 
Shostak e Lamport [1] propuseram e que consideramos a origem das discussões que 
propõem solução ao problema.  Vale ressaltar que os algoritmos apresentados estão 
baseados no modelo de Consistência Iterativa (C.I.) proposto pelos mesmos autores (e 
que descrevemos posteriormente), de forma que podemos dizer que esses algoritmos 
possuem duas partes características: troca de mensagens entre os processos para envio do 
valor de uma informação compartilhada; e a aplicação de uma regra, comum aos 
processos, sobre os valores obtidos para estabelecer um único valor, um valor de 
consenso.  O consenso é, então, a concordância sobre um valor de uma dada informação 
numa aplicação distribuída. 
 
3.1  Consistência Iterativa - CI 
 
Vamos considerar uma aplicação distribuída que contém n processos. Cada 
processo p acessa uma variável local que foi iniciada com um valor V. Esse é o valor de 
uma informação compartilhada entre eles e deve ser igual para todos da aplicação. Em 
princípio, para conferir e garantir que todos tenham o mesmo valor V parece suficiente 
que cada processo p envie o seu valor Vp a todos os outros e, com os valores que recebeu, 
aplique uma média ou assuma o valor de maioria. Entretanto, alguns processos podem 
falhar, deixando de enviar alguma mensagem, enviando um valor inválido ou 
interceptando mensagens de outros processos. Assim, na presença de falhas arbitrárias, 
essa troca de mensagem fica comprometida e pode não permitir que cada processo 
conclua um valor comum mesmo que todos apliquem uma mesma regra – média ou valor 
da maioria, até porque, nem sempre é possível determinar se um processo é faltoso ou 
não. Pease, Shostak e Lamport [1] propõem o conceito de Consistência Iterativa e com 
ele mostram que é possível obter consenso na presença de processos faltosos.  
Basicamente, desde que todos os processos apliquem uma mesma regra para alcançar um 
consenso, basta que todos tenham a mesma entrada para obter um mesmo valor. No 
exemplo que ilustramos, o fato de um processo enviar seu próprio valor não garante que 
todos terão um mesmo conjunto de valores como entrada na presença de falha. A 
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 consistência iterativa vem propor que cada valor recebido seja reenviado aos outros 
processos de forma que a troca de mensagens seja suficiente para que todos os processos 
tenham a mesma entrada de valores. Essa entrada é o vetor de consistência iterativa, 
sendo que cada posição do vetor corresponde a um processo da aplicação e tem o valor 
correspondente ao processo. O texto a seguir descreve as características para um 
algoritmo que implementa consistência iterativa, tendo em vista o modelo computacional 
descrito na seção 2.2 e algumas considerações descritas a seguir. 
Para a aplicação de CI devemos considerar as seguintes hipóteses: 
H1: há comunicação ponto a ponto entre os processos e não há falha na 
comunicação, ou seja, toda mensagem enviada chega corretamente; 
H2: o tempo de espera para troca de mensagens é desprezável, portanto o processo 
pode detectar quando uma mensagem não foi enviada; 
H3: e o processo remetente sempre identifica qual processo enviou a mensagem.  
Vamos tomar a aplicação descrita anteriormente. Numa situação ideal todos os 
processos detêm um mesmo valor Vp obtido quando a aplicação é iniciada. Mas, para 
assegurar que um mesmo valor seja usado mesmo na presença de falhas, num momento 
conveniente, os processos devem se comunicar para conferir e atualizar seus valores. Os 
algoritmos para essa atualização que contemplam consistência iterativa devem garantir 
que ao final das iterações: 
CI1: processos não faltosos obtêm o mesmo vetor de consistência; 
CI2: cada posição do vetor correspondente a um processo não faltoso deve conter o 
valor privado daquele processo. 
Uma iteração simples entre os processos é feita da seguinte forma: 
• Na primeira iteração, cada processo envia seu próprio valor para todos os 
outros processos. Assim, para n processos na aplicação, um processo p terá 
recebido n-1 valores referentes aos outros processos existentes. No caso em que 
um processo não envie valor, então o processo p assume um valor nulo ou um 
valor de referência (default) àquele processo.  
 A primeira iteração parece suficiente se um valor de maioria dentre os 
recebidos fosse alcançado. Entretanto, das hipóteses descritas, um processo faltoso 
pode enviar valores diferentes para cada um dos outros. Assim, cada processo teria 
uma leitura diferente do processo faltoso e não poderíamos assegurar que todos os 
processos teriam o mesmo valor de maioria e que concluiriam o mesmo valor. Esse 
aspecto é melhor ilustrado no problema do consenso bizantino descrito 
posteriormente. 
• Depois da primeira troca de mensagens, cada valor recebido pelos processos 
deve ser reenviado, sendo que para um processo p reenviar o valor recebido de 
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 um processo q, basta que envie para todos os outros, exceto q. Em outras 
palavras, o processo p conta, a cada um dos outros, todos os valores que 
recebeu e de quem recebeu. Então, ao final da segunda iteração, o processo p 
armazenou dois valores recebidos referentes a cada processo q restante. 
 Sucessivas iterações são realizadas até garantir que todos os processos 
conheçam todos os valores que todos os outros receberam. De forma que um 
processo p possua um conjunto de valores para cada outro processo. A partir de 
cada conjunto, devemos assumir o valor de maioria para a posição correspondente 
no vetor de consistência iterativa. Como todos os processos não faltosos conhecem 
o que todos os outros não faltosos receberam, se cada conjunto possui um número 
de valores maior que o número de processos faltosos, o valor de cada posição do 
vetor irá satisfazer CI2. Conseqüentemente, o vetor formado será o mesmo para 
esses processos respeitando a condição CI1. Assim, p pode aplicar uma regra 
também conhecida por todos e concluir um valor Vp que será único na aplicação.   
 
Podemos verificar, que consistência iterativa é uma idéia simples e intuitiva. 
Entretanto, um algoritmo que satisfaça a Consistência Iterativa não é trivial. Ele deve 
garantir que todo processo não faltoso, ao final da iteração, terá um mesmo vetor de 
valores consistentes e, assim, utilizando uma mesma regra, todos obterão um valor de 
consenso. Deve, ainda, definir qual o mínimo de iterações necessárias para que um 
processo possa concluir o valor de cada um dos outros e formar o seu vetor de CI na 
presença de falhas. Aliás, o algoritmo deve prever qual o número máximo de processos 
faltosos permitido na aplicação para que não comprometa a obtenção de consenso.  
Veremos, posteriormente, que a implementação de fato de um algoritmo de consenso é 
ainda mais trabalhosa, tendo em vista que alguns fatores, como problemas de 
comunicação na rede e definição de timeouts, não são considerados por esses algoritmos, 
mas devem ser tratados para que o algoritmo seja implementado com êxito.  
De acordo com Pease, Shostak e Lamport [1], temos a formalização da relação 
entre o número total de processos na aplicação e o número máximo de faltosos permitidos 
numa consistência iterativa. Para uma aplicação de n processos, podemos ter, no máximo, 
m processos faltosos de forma que n ≥ 3m+1. Ou seja, dado um processo não faltoso, 
pelo menos dois terços do restante ainda estão sendo executados em concordância com 
este. Além disso, bastam m+1 iterações para garantir que cada processo tenha um vetor 
de valores consistentes. 
Das definições vistas até então, temos, a seguir, a ilustração do caso mais simples 
de aplicação de consistência iterativa, em que no máximo um processo é faltoso, e o total 
de processos é quatro. Vale acrescentar que, se pudéssemos supor que todo processo 
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 faltoso não fosse reenviar mensagens com dados incorretos e, no máximo, se recusasse a 
repassar a mensagem, então bastaria que n≥m≥0. Essa situação é possível através do uso 
de mensagens autenticadas. As mensagens autenticadas permitem que o processo que 
recebe a mensagem valide o remetente e principalmente o conteúdo, ignorando 
mensagens de processos faltosos.     
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 3.1.1  Ilustração do caso mais simples sem falha 
 
Sejam P1, P2, P3 e P4 quatro processos válidos com valores V1, V2, V3 e V4, 
respectivamente, e iguais a V. Com a previsão de até 1 processo falho, temos 2 iterações 
(m+1): 
• Iteração 1: cada processo envia seu valor privado (V1, V2, V3, V4) e 
recebe o valor dos outros três: o processo Px recebe o valor de Pq, sendo 
x, q ´ {1, 2, 3, 4}, como ilustramos na Figura 1. 
 
Figura 1 - Primeira Iteração – 4 processos
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 • Iteração 2: cada processo envia os valores que recebeu na primeira 
iteração e, portanto, cada processo Px recebe o valor de Pq mais n-2 
vezes. A iteração 2 é ilustrada na Figura 2, sendo que a expressão 
“Pq,Ps;V” é interpretada da seguinte forma: “o processo Pq enviou o 
valor V que recebeu de Ps” ou “o processo Pq contou que o processo Ps 
disse que tem valor V”.  
 
Figura 2 -  Segunda Iteração – 4 processos 
 
Ao final da segunda iteração, cada processo tem três valores para cada outro 
processo. Como a premissa é de que, no máximo, existe um processo faltoso, temos 
sempre dois valores que com certeza devem ser considerados, pois são provenientes 
de processos não faltosos. A relação n≥3m+1 e m+1 iterações garantem que o 
processo tem sempre a maioria dos valores recebidos vindos de um processo não 
faltoso. Assim, supondo que o processo P4 seja faltoso, cada processo restante tem 
ainda o mesmo vetor consistente de valores como é ilustrado a seguir. 
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 3.1.2  Ilustração do caso mais simples com o processo P4 faltoso 
 
A Figura 3 e a Figura 4 ilustram as iterações entre 4 processos, sendo P4 um 
processo faltoso. Nesse exemplo, P4 atribui um valor diferente a cada mensagem que 
envia.  
 
 
Figura 3 -  Primeira Iteração – 4 processos; P4 faltoso. 
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Figura 4 -  Segunda Iteração – 4 processos; P4 faltoso 
 
Embora P4 envie um valor diferente a cada mensagem, dois outros processos Px e 
Pq quaisquer conhecem o mesmo conjunto de valores para P4: V41, V42 e V43. Portanto, 
aplicando uma mesma regra devem concluir um mesmo valor para P4. O conjunto de 
valores obtido para um processo Ps não faltoso não é o mesmo para dois processos Px e 
Pq. Entretanto, dois terços dos valores são iguais, o que permite que tanto Px e Pq 
assumam o mesmo valor para Ps. Os processos não faltosos concluem um mesmo vetor 
de consistência e, assim, um mesmo valor V de consenso. 
 
As figuras apresentadas para o caso de um processo faltoso num total de quatro 
processos ilustram o que ocorre em uma iteração para todos eles. Para melhor 
compreensão desse exemplo, apresentamos a Figura 5, Figura 6 e Figura 7 que ilustram a 
consistência iterativa do ponto de vista do processo no formato de árvore. Neste caso, o 
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 número de iterações (m+1) define a profundidade da árvore.  Mais uma vez interpretamos 
de Px,Pq,Pz;V que o processo Px recebeu de Pq que recebeu de Pz o valor V de Pz; ou 
ainda Pq contou a Px que Pz contou que seu valor é V.
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Figura 5 -  Mensagens Recebidas por P1 – 4 processos; P4 faltoso 
 
 
 
Figura 6 -  Mensagens Recebidas por P2 – 4 processos; P4 faltoso 
  
 
 
Figura 7 -  Mensagens Recebidas por P3 – 4 processos; P4 faltoso 
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 3.2  Impossibilidade de consenso para n=3  
3.3  (Problema do General Bizantino) 
 
Até agora vimos que a aplicação de consistência iterativa em n processos, com m 
deles faltosos é possível desde que n≥3m+1. Então vamos analisar, através de um 
exemplo, porque não é possível obter consenso somente com as hipóteses H1, H2 e H3 
quando não temos mais que dois terços de processos válidos. O exemplo mais simples é 
uma aplicação distribuída com apenas três processos. Com base no trabalho de Raynal 
[3], faremos uma breve descrição desse exemplo. Depois ilustramos a analogia proposta 
por Pease, Shostak e Lamport  [2] com o problema do general bizantino.  
Sejam P1, P2 e P3 os processos de uma aplicação distribuída. Primeiramente, 
vamos supor que P3 seja faltoso e que P1 dispara a troca de mensagens para o algoritmo 
de consenso enviando mensagens para P2 e P3 com valor V. Na segunda iteração P2 e P3 
reenviam um para o outro o valor de P1. Entretanto, conforme a Figura 8, P3 reenvia um 
valor inválido para P2. 
 
 
Figura 8 -  Iterações entre 3 Processos – P3 faltoso 
 
Vemos nessa primeira situação que P2 tem dois valores diferentes para P1 e deve 
concluir que pelo menos um processo é faltoso. Entretanto, ele não tem como identificá-
los, nem mesmo afirmar se é apenas um. Nesse caso, as condições CI1 e CI2 só são 
satisfeitas se P2 escolher V, caso contrário, P2 não concluiria o valor privado de P1 na 
sua posição do vetor e os vetores de consistência iterativa de P1 e P2 não seriam 
idênticos.  
Vamos agora supor que P1 é o processo faltoso. Este deve enviar valores distintos 
na primeira iteração para P2 e P3 conforme a Figura 9. 
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Figura 9 -  Iterações entre 3 Processos – P1 faltoso 
 
Novamente, P2 não consegue saber qual processo é faltoso. Entretanto se P2 
assumir que V é o valor de P1 de forma similar à situação anterior e P3 também 
“acreditar” em P1, P2 e P3 terão vetores de inconsistência distintos na posição de P1, 
contradizendo a condição CI1. Ou seja, as duas situações perfazem um mesmo cenário de 
mensagens para P2 e nos mostra que elas não são suficientes para apontar qual o valor 
correto a ser assumido se não for possível identificar o processo faltoso. Embora os 
processos não faltosos sejam maioria, vemos a necessidade de pelo menos mais um 
destes processos para confirmar qual valor seria o correto. Vale ressaltar que realizar 
mais iterações não resolveria o impasse de P2, pois este só receberia informações já 
adquiridas. As m+1 iterações garantem que evitemos mensagens redundantes. 
Outra abordagem para exemplificar o caso mais simples de impossibilidade foi 
proposta por Pease, Shostak e Lamport [2] com o Problema do General Bizantino. Nela 
vemos o uso de uma analogia entre uma aplicação distribuída tolerante à falhas e seus 
componentes espalhados em diversos locais de processamento, e um exército bizantino 
em guerra composto de grupos sob o comando de seus generais espalhados em áreas 
diferentes da localidade inimiga. A aplicação deve prover algoritmos que previnam falhas 
de seus componentes. A inconsistência de informação de alguns de seus componentes 
não pode ser suficiente para interferir negativamente no seu desempenho e segurança. 
Analogamente, o exército deve prever que pode haver generais traidores e prevenir-se 
deles, para que estes traidores não possam abalar a integridade de todo o exército e nem o 
sucesso na execução de seus planos de ação. A rede de comunicação entre os 
componentes permite que toda mensagem sempre chegue ao destino, então, os 
mensageiros do exército também são exímios. Assim, as condições de consistência 
iterativa ficaram adaptadas da seguinte forma: 
CIb1: Todos os generais leais assumem um mesmo plano de ação; 
CIb2: Se o general comandante é leal, então todos devem acatar sua ordem. 
Novamente, podemos ver que, ao aplicarmos um algoritmo de consistência 
iterativa, se um general honesto não tem como garantir que a mensagem que enviou será 
reenviada sem ser alterada, o plano de ação só será adotado por todos se existirem pelo 
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 menos dois terços de generais honestos além dele.  Simplificando as possibilidades de 
plano de ação, vamos supor que os comandos sejam apenas atacar ou recuar.   
Na Figura 10, o general Comandante e o general G1 são honestos, enquanto que o 
general G2 é traidor.  Para satisfazer CIb2, G1 obedece ao comandante e executa o 
ataque. Entretanto, na Figura 11, G1 tem a mesma situação. O cenário de mensagens é o 
mesmo, mas o Comandante desta vez é o traidor. Como da primeira vez, G1 assume a 
ordem que recebeu do comandante. Da mesma forma, G2, agora honesto, assume 
também a ordem que recebeu do comandante. Neste caso CIb1 não é satisfeita, pois um 
general honesto executará o ataque e o outro recuará. Podemos ver, então, que não foi 
possível obter consenso a respeito do plano de ação. 
Logicamente, essas ilustrações de impossibilidade são intuitivas e não formais. No 
trabalho de Pease, Shostak e Lamport [1] há uma prova formal para a impossibilidade de 
consenso quando o número de processos válidos não ultrapassa dois terços do total. Essa 
demonstração é feita com base no algoritmo genérico para CI proposto nesse mesmo 
artigo e que está descrito neste trabalho. 
 
 
 
Figura 10 - Comandante Honesto Figura 11 - Comandante Traidor
 
 
3.4  Algoritmo Fundamental 
 
O algoritmo genérico de consistência iterativa proposto por Pease, Shostak e 
Lamport [1] é descrito a seguir. Para compreendê-lo, devemos observar algumas 
definições. Em seguida, discutimos brevemente alguns aspectos importantes desse 
algoritmo.  
 
Definições  
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Supondo que a aplicação tenha n processos, vamos identificar cada processo como 
p1, p2,  ..., pn e seus respectivos valores privados como v1, v2, ..., vn.  Sejam: 
9 P o conjunto de processos da aplicação. P = {p1, p2, ...,pn}; 
9  o conjunto de informações que todos os processos obtiveram com a troca de 
mensagens durante as iterações; 
9 w uma string que representa a ordem de processos que enviaram uma 
mensagem. Essa string é a concatenação das identificações dos processos 
separadas por vírgula. Por exemplo, de w = p1,p2,...,pn  interpretamos que p1 
recebeu a mensagem de p2 que recebeu de p3 .... que recebeu de pn o valor vn, ou 
então,  p2 disse a p1  que p4 disse a p3 ...  que pn  disse a pn-1 que tem o valor vn. O 
tamanho de w é a quantidade de processos concatenados. 
Vamos ainda definir uma função com base no conjunto de informações. Cada 
informação tem dois atributos: uma string w e um valor associado a essa string. Dada 
uma string w, (w) deve retornar o valor correspondente. Tomemos os exemplos 
seguintes para ilustrar essa função. 
9 (p2,p3) = v3, nesse exemplo, a informação é a seguinte: p3 disse a p2 que p3 
possui o valor v3. Essa informação tem string de tamanho igual a dois (tam(w) = 
2) e corresponde a uma mensagem que p2 recebeu na primeira iteração. 
9 para (p) = v, p é um dos processos da aplicação e v o seu valor privado. 
Nesse caso, a string w tem tamanho 1. A informação corresponde simplesmente 
ao valor privado que p já tem armazenado. 
Do conjunto de informações , podemos concluir algumas propriedades: 
9 Para uma mensagem recebida, o tamanho de uma string está diretamente 
relacionado com a iteração em que a mensagem foi enviada. A iteração i em 
que foi recebida é o tamanho de w menos um: i = tam(w)-1; 
9 as mensagens recebidas por um processo p são as informações em  que têm 
strings que começam com p. Assim, podemos dizer que o conjunto de 
informações de p é o subconjunto de , p da forma: p =(pw),  sendo w uma 
string qualquer em P, e w tem o tamanho da iteração a que corresponde;  
9 da propriedade anterior, podemos concluir que as informações que p tem 
sobre outro processo q possuem strings da forma pwq, sendo w uma string 
qualquer em P com tamanho igual à iteração menos 1.  Assim, p obtém o valor 
de q a partir das informações p(pwq).
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O algoritmo 
 
Lembrando que a relação entre o total de processos n e o total de processos faltosos 
m é da forma n ≥ 3m+1 e que m ≥ 0, temos: 
Inicio Algoritmo 
9 P = {p1, p2, ..., pn} – conjunto de processos; 
9 n = tamanho(P) - número total de processos; 
9 m = (n – 1)/3 - número máximo de processos faltosos; 
9 p  = (pw) o conjunto total de informações que p conhece; 
9 vq = valor de um processo q. 
-Para cada processo p da aplicação, obtenha seu vetor de 
consistência iterativa:    
Para cada outro processo q diferente de p, obtenha seu valor 
no vetor: 
  calcularValorProcesso(n, m, p, P, q, vq); 
 Fim de todos processos q diferentes de p. 
-Fim de todos processos p em P. 
 
calcularValorProcesso(n, m, , P, q, vq) 
Passo 1:  
-Obter todos os subconjuntos de P; 
-Enquanto houver subconjunto e vq não foi encontrado  
-Se tamanho(subconjunto)>(n+m)/2, então 
-Obter todas as informações sobre q,da forma (pwq), onde   
w só tenha processos do subconjunto em questão e w ≤ m; 
-Se todas as informações obtidas tiverem um mesmo valor 
v, então  
vq foi encontrado e e´ igual a v; 
-Fim se 
-Fim se 
-Fim enquanto 
Passo 2: 
-Se o valor vq não foi encontrado, então 
-retirar q da lista de processos P: P’=P–{q}; 
-retirar q da string de cada informação sobre q, de forma que 
´(pw)=(pwq); 
-das informações novas, retirar todas em que a string w ainda 
contemple q:’(pw), onde w não possui q; 
-como q foi retirado de P, então:n’=n–1, m’=m–1; 
-obter um vetor de resultados com os valores vt obtidos da 
seguinte forma: para cada processo t da nova lista P’ e m’≥0 
 calcularValorProcesso(n’, m’, ’, P’, t, vt); 
-Fim de todos processos da lista P’ 
-Se pelo menos [(n+m)/2] valores do vetor de resultado tiverem 
um mesmo valor v, então 
 vq = v; 
-Senão 
   vq é nulo; 
-Fim se 
-Fim se 
Fim calcularValorProcesso; 
Fim Algoritmo. 
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 Com o algoritmo apresentado, descrevemos a seguir algumas considerações sobre 
este que justificam algumas características descritas no decorrer de sua execução: 
• O fato de o algoritmo considerar todos os subconjuntos de P, garante que todas 
as informações em P serão avaliadas.  
• O tamanho de w ≤ m é justificado pelo número de iterações: 
Como são suficientes m+1 iterações de troca de mensagens entre os processos, um 
processo p recebe mensagens em que a string tem a combinação de, no máximo, m+1 
processos distintos. Assim, para uma string do tipo pwq, onde p e q são processos, a 
string w não pode ultrapassar a combinação de m processos, pois o tamanho de wq deve 
ser menor ou igual a m+1; 
• Para um processo q não faltoso, seu valor é obtido no Passo 1: 
Com informações da forma (pwq), para obtermos o valor vq devemos achar um 
subconjunto para w onde todos os processos não são faltosos. Como é premissa que pelo 
menos dois terços mais um processos não são faltosos, se p é não é faltoso, p recebeu dos 
outros dois terços valores reenviados a respeito de q. Então, sempre é possível achar um 
subconjunto de processos não faltosos para w de tamanho maior que (n+m)/2. Assim, vq 
só não é encontrado no Passo 1 quando o próprio processo q é faltoso.  Entretanto, vale 
ressaltar que o valor referente a um processo faltoso também pode ser obtido no Passo1 
para um processo qualquer p. 
• O Passo 2 é aplicado somente a um processo q faltoso. A recursividade no 
Passo 2 garante que todos os processos não faltosos tenham o mesmo valor para 
cada processo faltoso, satisfazendo a condição CI1. Pois, em última instância, 
quando m=0, retiramos todos os processos faltosos da lista de processos e então 
é possível ter um conjunto de processos P’ que só contemple os processos não 
faltosos. Assim, o valor vq será o mesmo para todos os processos. 
• Notamos que as várias possibilidades de subconjuntos fazem com que no 
Passo 1 o algoritmo analise uma mesma informação várias vezes.  
 
3.4.1  Prova do Algoritmo 
 
Provar que há consistência iterativa implica em demonstrar que, para cada processo 
q não faltoso, todos os outros processos não faltosos obtêm o mesmo valor Vq que q 
armazena (CI2); e para cada processo q faltoso, todos os outros processos não faltosos 
devem concluir um mesmo valor Vq para q e, assim, cada processo não faltoso tem o 
mesmo vetor de valores ao final (CI1). Podemos afirmar que o valor de um processo q 
não faltoso é sempre concluído no primeiro passo, enquanto que o de um processo faltoso 
pode ser concluído no primeiro ou no segundo. Essas afirmações ajudam a entender o 
 36 
 decorrer da demonstração desse algoritmo. Consideremos as afirmações i) e ii) 
demonstradas a seguir para, então, provarmos CI1 e CI2. 
i) Sempre há um subconjunto Q que contém apenas processos não faltosos. 
Primeiramente, vamos demonstrar que sempre há um subconjunto Q conforme é 
pedido no Passo 1 que contém apenas processos válidos (processos não faltosos). Para 
que nenhum processo em Q seja faltoso, devemos retirar todos os processos faltosos, ou 
seja, o maior conjunto Q deve ter, no máximo, n-m processos. Entretanto, para que Q seja 
válido, devemos ter tamanho(Q)>(n+m)/2 conforme o algoritmo. Basta, então, 
provarmos que esse tamanho máximo para Q, n-m, é maior que (n+m)/2: 
 - Sabemos que n > 3m+1, logo n > 3m; 
 - De n > 3m, temos: 
 n+n > 3m+ n => 
 2n > 3m+ n => 
 2n–2m > 3m+ n–2m =>  
 2n–2m > n+ m => 
 2(n – m) > n+ m =>  
 n – m > (n+ m)/2 c.q.d. 
 
ii) (pawpc)= (wpc), sendo w uma string de processos não faltosos. 
Podemos afirmar que: 
 (papc) = (pc), 
 (pbpc) = (pc), 
 (papbpc) = (pbpc) e 
 (papb ...pc) = (pb ... pc) 
se pa, pb, ...  pc são processos válidos.  
Da mesma forma, numa string qualquer w, a afirmação  
(papbwpc) = (pbwpc) é verdadeira se todos os processos em w são válidos.  
 Então, se incluirmos em w o processo pb, podemos concluir que: 
(pawpc)= (wpc) se w contém apenas processos válidos. 
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  Demonstração de CI2: um processo p válido assume para outro processo q 
válido o valor Vq de q. 
Conforme o Passo 1, devemos encontrar um subconjunto Q de forma que 
p(pwq)=Vq, sendo w uma string onde tamanho(w) ≤ m com processos do subconjunto de 
Q. De acordo com i) podemos assegurar um subconjunto Q somente com processos 
válidos e garantir, então, que w tenha somente processos válidos também. Então, se q é 
um processo válido, basta concluirmos que o valor Vq é o valor privado de q. De ii) 
podemos dizer que: 
p(pwq)= (wq), com w ≤ m e w pode ser vazia, inclusive. 
Quando w é vazia temos: 
p(pq)= (q) = Vq, ou seja, Vq é o valor privado de q, c.q.d. 
 
 Demonstração de CI1: vetor de consistência é o mesmo para todos os 
processos válidos. 
Para demonstrarmos que CI1 é satisfeita no algoritmo, devemos demonstrar que 
todos os processos válidos assumirão o mesmo valor para um processo faltoso. Sejam p e 
p’ dois processos válidos e q um processo faltoso. O valor de um processo faltoso pode 
ser obtido logo no Passo 1 ou então deve executar o Passo 2. Então, temos três situações 
possíveis para dois processos quaisquer p e p’ alcançarem o valor de q. Uma situação é 
aquela em que os dois obtêm o valor de q logo no Passo 1; em outra, apenas um deles 
passa pelo Passo 2; e ainda temos o caso em que tanto p quanto p’ passam pelo Passo 2. 
Assim, devemos demonstrar que p(pq)=p’(p’q) nas três situações.
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 9 Situação 1:  p e p’  terminam o processamento no Passo 1 
Primeiramente vamos considerar que p e p’ terminam o processamento do 
algoritmo no Passo 1 quando acham um Q e Q’ apropriados. Então, os processos em Q 
informam um valor Vq de q para p; e os processos em Q’ informam um valor Vq’ de q 
para p’. Devemos demonstrar que Vq = Vq’. Como todas as informações da forma 
p(pwq) e p’(p’wq) devem convergir para um mesmo valor Vq e Vq’ respectivamente, se 
pelo menos um processo t válido está presente em Q e Q’, podemos concluir que pelo 
menos uma mensagem em comum eles têm: p(ptq) = p’(p’tq), então Vq = Vq’. 
Portanto, devemos demonstrar que sempre há pelo menos um processo válido em 
comum para Q e Q’. A demonstração é dada a seguir: 
Seja |Q| o tamanho de Q, e |Q'| o tamanho de Q'.  
Conforme o Passo 1,  
 |Q| > (n + m)/2  e |Q'| > (n + m)/2 => 
 |Q| + |Q'| > 2 (n + m)/2 =>   
 |Q| + |Q'| > n + m 
Como o total de processos é, no máximo, o tamanho de P, ou seja,  
 |P| = n; 
Podemos afirmar que: 
 |Q| + |Q'| - |P| > n + m - n = >  
 |Q| + |Q'| - |P| > m => 
 |Q ∩ Q'| > m 
Observamos, assim, que, no mínimo m+1 processos são comuns entre Q e Q'. 
Como temos, no máximo, m processo faltosos, garantimos que pelo menos 
um processo é válido, c.q.d. 
9 Situação 2: p termina no Passo 1 e p’ termina no Passo 2 
Sejam Q e Q’ os conjuntos que resultaram em Vq e Vq’ respectivamente para p e p’. 
Como vimos anteriormente, sempre há um conjunto de processos válidos possível para 
definir Q. Portanto, se p’ entrou no passo 2 é porque q enviou um mesmo valor para os 
processos de Q e para p inclusive (p(pq)=Vq, ou seja, caso em que w é nula), mas enviou 
um valor diferente para p’. Desta forma p’ retira q do conjunto de processos conforme o 
algoritmo para as mensagens faltosas de q não interfiram na busca de um valor comum. 
Assim, na recursão, encontramos um conjunto tal que Q’ = Q – {q}. Como Q’ ainda 
assegura maioria (tamanho(Q’) > (n+m)/2), então temos pelo menos um processo em 
comum entre Q e Q’ e o valor encontrado será o mesmo, pois na recursão ’p(w) = 
p(wq).
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 9 Situação 3: p e p’ terminam no Passo 2 
Esta situação é análoga à situação 2. Podemos retirar sempre por recursão o 
processo que está mentindo. Em última instância, temos o caso onde um processo faltoso 
envia sempre um valor diferente para cada processo válido. Na recursão, os processos 
válidos conhecem tantos valores diferentes que não é possível aplicar a maioria. Por isso, 
assumem o valor nulo, mantendo um único valor assumido para o processo faltoso. 
 
3.4.2  Prova de Impossibilidade para n ≤ 3m 
 
Em princípio, vamos supor que seja possível obtermos um vetor de consistência 
igual para todos os processos válidos quando n ≤ 3m. Isso implica que qualquer cenário 
de mensagens resultante das iterações deve permitir que encontremos um vetor de 
consistência único para todos os processos.  
Podemos afirmar que quanto maior o número de processos válidos, maior a chance 
de encontrarmos um valor comum para cada processo ao aplicarmos maioria. Portanto, 
para provarmos que não é possível assegurar consenso quando n≤3m, basta encontrarmos 
uma situação em que seja impossível aplicar maioria para um determinado processo do 
vetor de consistência, mesmo quando temos o maior número de processos válidos, ou 
seja, n = 3m, ainda que consideremos o menor domínio de valores - apenas dois valores 
distintos, v e v’, sendo enviados. 
Seja a relação n = 3m, onde n é o total de processos da aplicação e m o número de 
processos faltosos. Primeiramente, vamos dividir os processos em três grupos, A, B e F, 
com m processos em cada grupo. Nossa prova se baseia na troca de mensagens entre 
esses três grupos. Então propomos a seguinte situação: 
9 Da distribuição dos processos 
i) Em A e B existem apenas processos válidos (os dois terços estão divididos 
nesses grupos): A = {a1, a2, ..., am} e B = {b1, b2 ..., bm}. 
ii) Em F estão os m processos faltosos: F = {f1, f2 ... fm} 
9 Dos valores enviados 
iii) cada processo em A e B conhece um mesmo valor v e, portanto, envia o valor 
v na primeira iteração; 
iv) cada processo em F envia o valor v para todo processo em A e “mente” um 
valor v’ para todo processo em B em todas as iterações. 
Para que o vetor de consistência iterativa seja válido os valores assumidos para um 
processo faltoso deve ser o mesmo. Entretanto, de iii) e iv) podemos perceber que  
9 dado um processo faltoso fx, para cada mensagem que um processo de A 
conhece a respeito de fx com um valor v, existe um processo em B que recebeu a 
mesma mensagem com um valor v’, quando essa mensagem vier de algum 
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 processo em F: a(afwfx) = v e b(bfwfx) = v’. 
9 essas mensagens são reenviadas por um processo de A para outro em B a 
respeito de fx com valor v, mas o processo em B vai conhecer as mesmas 
mensagens através dos processos em B com valor v’.  
Ao final, vemos que cada processo faltoso fx terá um valor v’ conhecido por um 
processo em B e um valor v para um processo em A. Portanto, encontramos dois 
processos válidos ax e bx que discordam a respeito do valor de um processo faltoso fx, 
contrariando a premissa para o vetor de consistência iterativa. 
Mesmo que efetuemos várias iterações, os processos faltosos em F seriam 
responsáveis por desempatar os valores a seu respeito quando algum processo em A e B 
fosse aplicar maioria e, de acordo com iv), esses valores seriam sempre distintos. 
 
3.5  Algoritmo Oral Message (OM) ou Unsigned Message 
(UM) 
 
Nesta seção mostraremos outro algoritmo de consistência iterativa. Ele também se 
baseia nas hipóteses H1, H2 e H3 descritas na seção 3.1 e é válido para a relação 
n≥3m+1, sendo n o total de processos na aplicação e m o total de processos faltosos. Esse 
algoritmo define a troca de mensagens entre os processos. Ele é conhecido como 
algoritmo de troca de mensagens não autenticadas - Unsigned Message(UM) ou Oral 
Message. Para iniciar o algoritmo passamos o número máximo de processos faltosos, m, 
para a rotina principal UM(m). Esse algoritmo deve ser executado recursivamente m+1 
vezes, para que as iterações mínimas sejam satisfeitas. 
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 Algoritmo UM(P, m, pq) 
9 P = {p1, p2, ..., pn} – conjunto de processos; 
9 n = tamanho(P) - número total de processos; 
9 m = (n – 1)/3 - número máximo de processos faltosos; 
1. Um processo pq em P inicia o algoritmo enviando seu valor para 
todos os outros processos de P; 
2. Cada processo pi diferente de pq recebe o valor de pq e o guarda; 
ou então, se não recebeu o valor, então armazena um valor vdef de 
referência (valor default) para o processo pq; 
3. Se ainda não terminaram as iterações, ou seja, m > 0, então 
P’ = P – {pq}; 
m’ = m – 1; 
3.1. Para cada processo pi diferente de pq, faça 
UM(P’, m’, pi);   
Fim para cada processo pi 
3.2. Cada processo pj diferente de pi recebe o valor enviado 
por pi no passo 3.1, ou se não receber, considera um valor vdef 
de referência (valor default). Então pj guarda o valor de 
maioria de (v1, v2, ..., vn-1) 
Fim Se 
Fim Algoritmo 
 
3.6  Algoritmo Signed Message (SM) 
 
Como mencionamos anteriormente, quando um processo não consegue garantir que 
seu valor não será reenviado por outro sem alterá-lo, a relação entre o total de processos n 
e o total de processos faltosos m deve ser da forma n ≥ 3m+1. Entretanto, se for possível 
atribuir uma assinatura vinculada ao valor, de forma que um processo faltoso não consiga 
alterar o conteúdo da mensagem ao reenviá-la, então a relação fica da forma n ≥ m. O 
algoritmo baseia-se, então, em mensagens autenticadas. As hipóteses H1, H2 e H3 
também são válidas para esse algoritmo e ainda consideramos outra: 
H4: a) a assinatura de um processo não faltoso não pode ser falsificada e qualquer 
alteração no conteúdo da mensagem pode ser detectada; b) qualquer processo pode 
verificar a autenticidade da assinatura de um outro processo. 
Embora a relação entre n e m permita mais processos faltosos que no modelo 
anterior, as m+1 iterações ainda são indispensáveis, como é demonstrado por Pease, 
Shostak e Lamport [1]. De maneira geral, um processo recebe uma mensagem, faz uma 
cópia dela e a assina antes de reenviar.  Esse algoritmo é bastante parecido com o 
UM(m). Entretanto, ao invés de assumir o valor de maioria, ao final da troca de 
mensagens no algoritmo SM aplicamos a função Escolher sobre os valores a fim de 
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 decidir qual será o valor de consenso. Como as mensagens não podem ser alteradas por 
processos faltosos, então um processo válido p pode considerar todas as mensagens de 
assinaturas corretas que recebeu para concluir um valor de consenso, sem, 
necessariamente, buscar um único valor a cada processo para obter um vetor de 
consistência iterativa. A função Escolher(V), onde V é um vetor de valores recebidos, 
pode ser a aplicação de uma média sobre os valores, por exemplo. 
Algoritmo SM(P, m, pq) 
9 P = {p1, p2, ..., pn} – conjunto de processos; 
9 n = tamanho(P) - número total de processos; 
9 m ≤ n - número máximo de processos faltosos; 
1. Início do primeiro estágio: um processo pq em P inicia o 
algoritmo enviando seu valor para todos os outros processos de P;  
2. Num estágio k, onde 1=< k =< m+1: Quando um processo pi diferente 
de pq recebe uma mensagem com valor v e assinatura do tamanho de k, 
então  pi guarda o valor v no vetor V; 
Se k < m+1 então 
- faz uma cópia da mensagem e a assina 
- envia sua mensagem assinada para todos os outros processos 
que ainda não assinaram a mensagem; 
Senão 
Executa o estágio 3 
Fim Se 
3. Final do estágio m+1: pi assume o valor de Escolher(V) como 
sendo o de consenso. 
Fim Algoritmo 
 
3.7  Hipóteses Consideradas em CI versus Aplicação Real 
 
Sistemas distribuídos confiáveis e seguros geralmente requerem replicação de 
componentes numa máquina, replicação das máquinas em locais diferentes e utilização de 
vários processos para assegurar e conferir o valor de uma informação. Nesse último caso 
vimos que podemos utilizar o valor de maioria desde que: 
i) todos os processos não faltosos utilizem o mesmo valor de entrada, assim 
produzem o mesmo valor de saída; 
ii) se a unidade de entrada não é falha, então todos os processos não faltosos 
usam o valor como entrada e produzem, então, a saída correta. 
Obviamente, sabemos que numa aplicação real é difícil garantir i) a partir dos 
componentes de entrada, como sensores, radares e até mesmo circuitos,  pois esses 
podem falhar e então os processos receberiam entradas diferentes. Até porque, um 
processo pode fazer uma leitura e outro ter feito no momento em que o componente muda 
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 seu valor, como no caso de um relógio. Portanto, não temos como garantir que as 
entradas serão sempre as mesmas. Mas, de acordo com o que vimos dos algoritmos de 
consenso, se os processos se comunicam entre si, é possível que assumam o mesmo valor 
como entrada ao final da comunicação. Entretanto, vimos também que, para que todos os 
processos não faltosos troquem mensagens para assumir um mesmo valor, algumas 
hipóteses foram assumidas para garantir i) e ii).  Numa aplicação real provavelmente não 
seja possível garanti-las, porém podemos contorná-las com alguns aspectos para que 
possamos considerá-las verdadeiras. 
H1: Não há falha na comunicação, ou seja, toda mensagem enviada chega 
corretamente. Numa aplicação real sabemos que dificilmente conseguimos garantir essa 
hipótese. Entretanto, uma falha de comunicação pode ser interpretada como o envio de 
uma mensagem vinda de um processo faltoso; 
H2: O processo pode detectar quando uma mensagem não foi enviada. Podemos 
assumir essa hipótese se implementarmos algum esquema de timeout na comunicação. 
Essa implementação é um dos principais desafios numa aplicação distribuída. Isso porque 
temos que considerar um tempo tal que possamos assumir que toda geração e envio de 
mensagem ocupará, no máximo, esse intervalo de tempo. Além disso, devemos 
considerar uma margem de erro suficiente para assumirmos que todos os relógios de 
todos os processos estão sincronizados e, portanto, respeitarão o mesmo timeout. 
H3: O processo remetente sempre identifica qual processo enviou a mensagem. 
Neste caso, devemos assegurar que um processo faltoso não se passe por um processo 
válido. Desde que a rede permita uma ligação ponto a ponto entre os processos, ou seja, 
não há necessidade de repasse (switching) essa hipótese pode ser assumida. Ou então, 
devemos implementar assinatura nas mensagens, garantindo H4. 
Na utilização de algoritmos com mensagens autenticadas devemos ainda considerar 
uma outra hipótese: 
H4: todo processo assina uma mensagem que vai enviar, de forma que outro 
processo não se passe por ele; além disso, qualquer processo consegue conferir se a 
assinatura corresponde ao processo que enviou. Já existem mecanismos de criptografia e 
assinatura digital que permitem uma margem de segurança suficiente para dizermos que 
H4 é satisfeita. Podemos perceber que com H4, H3 também é satisfeita. Numa aplicação, 
dificilmente sua implementação permitirá que um de seus processos se passe por outro. 
Portanto, as hipóteses H3 e H4 devem ser tratadas com cuidado se realmente há chance 
da aplicação ser sabotada. 
Em geral, podemos assumir as hipóteses impostas numa consistência iterativa se 
considerarmos que a não ocorrência delas pode ser vista como o comportamento de um 
processo faltoso. Assim, devemos considerar esses aspectos ao mensuramos o número 
 44 
 máximo de processos faltosos que a aplicação deve suportar para continuar consistente. 
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Capítulo 4  
 
 
Arquitetura de Software e Ambiente de 
Programação 
 
Em geral, o estudo de assunto relacionado à computação é melhor ilustrado e 
assimilado quando vemos sua implementação prática. O laboratório nos permite avaliar 
aspectos e dificuldades que não são considerados enquanto apenas na teoria. Contudo, se 
tomarmos como exemplo o estudo numa disciplina de graduação, vemos que essa 
avaliação prática nem sempre é possível ou abrange apenas alguns tópicos estudados, 
pois o tempo disponível não é suficiente. No que diz respeito a sistemas distribuídos, essa 
colocação se aplica e ainda podemos salientar que aspectos relacionados principalmente à 
rede de comunicação não são considerados na teoria, mas são uns dos principais 
obstáculos na implementação real da tecnologia.  Por isso, propomos uma arquitetura 
simples para ajudar na ilustração e compreensão de uma aplicação distribuída, 
enfatizando o problema de consenso - proposta deste trabalho, e estados globais 
consistentes como propõe Gustavo Vieira [4]. 
Neste capítulo descrevemos a arquitetura de software e o ambiente de programação 
propostos neste trabalho para o estudo prático inicial sobre o problema de consenso. Essa 
arquitetura contempla não só a aplicação de algoritmo de consenso, mas também permite 
a obtenção de Estado Global Consistente (EGC) de uma aplicação através da monitoração 
de checkpoints. Os módulos referentes ao problema de consenso estão focados no 
conceito de consistência iterativa (CI) e são uma ampliação da arquitetura já 
implementada no trabalho de Gustavo Vieira [4] para a obtenção de EGCs. A arquitetura 
permite que o aluno concentre seus estudos na análise e aplicação dos algoritmos 
propostos na literatura, pois ela disponibiliza a implementação da comunicação entre os 
processos e algumas funções básicas relacionadas aos dois assuntos, além de permitir 
bom reaproveitamento de código. 
 
4.1  Visão Geral do Sistema 
 
A organização do sistema é mostrada na Figura 12. As partes dessa organização 
envolvidas com a aplicação de algoritmo de consenso são descritas a seguir.  
 
 
 
E t dGerenciador de Consenso
Aplicação 
Monitor 
de 
Checkpoint 
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 Figura 12 - Arquitetura para Obtenção de Consenso e de EGC 
 
 Aplicação 
Esta parte do sistema diz respeito a cada processo de uma aplicação distribuída. 
Nela é implementada a tarefa a ser realizada por um processo na aplicação. Entretanto, 
para que seja possível aplicar um algoritmo de consenso, a aplicação deve ser definida de 
tal forma que haja um valor compartilhado entre os processos e deve disparar a obtenção 
do valor de consenso. Então, devemos definir nela uma política de disparo e fazê-la 
conhecer o gerenciador de CI, conforme mostra a Figura 12. Posteriormente, 
detalharemos como a arquitetura permite essa associação entre a aplicação e o 
gerenciador. Devemos ressaltar que a aplicação pode ser definida de tal forma que possa 
também aplicar a obtenção de Estados Globais Consistentes.  
 
 Gerenciador de Consenso com Consistência Iterativa 
O gerenciador de Consenso de Consistência Iterativa permite à aplicação atualizar o 
valor do seu objeto de consenso. Ele deve perceber quando um processo associado a ele 
quer atualizar seu valor. Nesse momento, deve sinalizar a todos os outros processos que o 
algoritmo de consenso será executado para que todos se atualizem. O gerenciador de CI 
está associado a um algoritmo de consistência iterativa. Assim, de acordo com o 
algoritmo, deve gerenciar o recebimento e envio de todas as mensagens durante as 
iterações e assegurar o cálculo do valor de consenso através do algoritmo.  
 
 Algoritmo de Consistência Iterativa 
Essa parte do sistema deve conter a implementação de um algoritmo de consenso 
que satisfaça as condições de consistência iterativa. Na arquitetura proposta o algoritmo 
escolhido foi o Algoritmo Fundamental descrito anteriormente. 
 
 Injetor de Falhas 
O Injetor de Falhas serve para implementarmos uma semântica que caracterize um 
processo faltoso. Desta forma, podemos empiricamente averiguar as pré-condições 
relacionadas à proporção entre o total de processos do sistema com o total de processos 
faltosos.  
  
 Suporte de Comunicação 
Nesse suporte de comunicação encontramos a implementação das primitivas 
essenciais para envio de mensagem numa rede de computadores. Além das primitivas de 
send e receive, o suporte disponibiliza a sendCheckPoint. Essa última serve para mandar 
um estado do processo ao monitor. É utilizada apenas quando a aplicação prevê a 
obtenção de ECGs. 
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 Gerenciador de Grupo 
O gerenciador de grupo permite reunir pontos da rede ou um grupo de processos  e 
realizar o envio de uma mensagem a todos eles. É a implementação de um broadcast 
simples utilizado durante as iterações dos algoritmos de consenso. 
 
Como vemos na arquitetura, cada processo do sistema conhece uma instância da 
camada de consenso e de rede. As partes do sistema mostradas na Figura 12 que não 
foram comentadas dizem respeito à obtenção de estados globais consistentes. A descrição 
de cada uma delas, bem como sua implementação, podemos ver na dissertação de 
Gustavo Vieira - [4].  
 
4.2  Arquitetura de Consenso e Ambiente de Programação 
 
O projeto da arquitetura para aplicação de algoritmos considerou o paradigma de 
orientação a objeto. O diagrama de classes resultante desse projeto pode ser visto na 
Figura 13 e a linguagem utilizada para a implementação foi Java. Isso porque atualmente 
é a linguagem orientada a objeto que nos permite grande reaproveitamento de código, alta 
portabilidade e, além disso, podemos encontrar vários pacotes de classes bastante 
utilizados que são oferecidos gratuitamente. Dentre eles, o pacote que fornece classes de 
comunicação (implementam sockets) foi bastante importante para esse trabalho.  
Neste capítulo apresentamos a descrição das classes, apontando em qual camada da 
arquitetura elas se localizam e ressaltando algumas características importantes de 
implementação que não são previstas enquanto temos apenas o algoritmo teórico. O 
pacote da arquitetura está disponível na internet através da página do Laboratório de 
Sistemas Distribuídos do Instituto de Computação da Unicamp: www.lsd.ic.unicamp.br.
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Figura 13 - Diagrama de Classes IC 
 
 
 
 
  
 
Figura 14 - Diagrama de Classes – Implementação Algoritmo Fundamental
 
 4.2.1  Classes de Consenso – Suporte de Comunicação 
 
ObjNetwork 
 
Essa classe representa uma interface com a rede de computadores que a aplicação 
deve enxergar. Ela deixa transparente a utilização de sockets. Vale ressaltar que a 
implementação de sockets disponível em Java foi escolhida devido à facilidade de 
utilização e também por encapsular algumas funcionalidades importantes na comunicação. 
Dentre elas, podemos destacar a implementação de uma lista de mensagens, de forma que 
não precisamos nos preocupar com perda de informação por acúmulo de mensagens 
recebidas. Outro fator é a possibilidade de enviarmos um objeto via rede sem a necessidade 
de estabelecer um protocolo de empacotamento para transformá-lo numa seqüência de 
bytes antes do envio. A única premissa exigida é que o objeto a ser transmitido seja 
serializável, ou seja, implemente a interface Serializable de Java.  Em nossa 
implementação, cada processo deve ter uma instância de ObjNetwork,  como um driver de 
comunicação com a rede. Como o nosso foco é a aplicação de consenso, essa classe é 
bastante enxuta, de forma que implementa apenas o suficiente para conseguirmos enviar 
um objeto de um processo para outro.  Portanto, como foi proposto no trabalho de Estados 
Globais Consistentes, utilizamos um arquivo de configuração da rede a fim de simplificar o 
conhecimento dos nós da mesma. O arquivo possui o seguinte formato: 
 na primeira linha temos o número total de processos; 
 as linhas seguintes, que somam o total de processos, possuem tuplas do tipo 
<host>:<porta>. Cada uma dessas linhas identifica o hardware e a porta onde 
um processo da aplicação está escutando.  O identificador do processo (pid) é um 
número inteiro dado pela posição que sua tupla correspondente aparece, 
desprezando a primeira linha e contando a partir de zero. 
 após a identificação dos processos da aplicação, temos uma última tupla 
<host>:<porta> com a identificação do processo monitor de checkpoint para 
EGCs. 
Exemplo do arquivo de configuração da rede: 
3 
iguacu 4210 
iguacu 4211 
iguacu 4212 
iguacu 4213 
 
 
 
O construtor utilizado pela aplicação exemplo é descrito como segue: 
 
 9 public ObjNetwork(int pid, String configFile) 
O parâmetro pid é o identificador do processo que está instanciando a ObjNetwork 
e configFile é o nome (e localização) do arquivo de configuração da rede. 
Os métodos para envio e recebimento de mensagens têm as seguintes assinaturas: 
9 public void sendMessage(int dest, Serializable 
clientMessage) 
O parâmetro dest é o identificador do processo destino e clientMessage é a 
mensagem a ser enviada. Com o identificador, ObjNetwork obtém o host e porta 
correspondente ao processo e então envia a mensagem. Entretanto, antes de enviá-la, esse 
método verifica se há algum injetor de falha associado à instância do objeto e, em caso 
afirmativo, ignora a mensagem e envia o objeto com falha que o injetor retornou. 
9 public Object receiveMessage() 
Esse método retorna um objeto que foi enviado pelo sendMessage como mensagem. 
Podemos observar que esse método não nos permite identificar quem enviou a mensagem. 
Entretanto, veremos que será possível saber quem enviou a mensagem pela string associada 
a cada uma conforme pede o algoritmo. 
Além das primitivas de comunicação, essa classe permite que seja associado um 
injetor de falhas que é considerado em cada envio de mensagens. Essa associação é feita 
através do seguinte método: 
9 public void setFaultInj(FaultInjector faultInj) 
Sendo faultInj a instância de uma classe que implementa o injetor de 
falhas. 
 
FaultInjector 
 
FaultInjector define uma interface que propõe a implementação da semântica de 
falha num objeto serializável. O método a seguir sugere o comportamento da inserção de 
falha. 
9 Serializable injectFault(Serializable msg) 
A classe que implementa essa interface deve definir esse método considerando que 
ele deve inserir uma falha em msg e, quando for o caso, retornar msg com a falha.  
 
FaultInjectorImpl 
 
Essa classe implementa a interface FaultInjector para o envio de mensagens. 
Além disso, ela possui um atributo de define qual o tipo de falha será considerada ao 
executar o método injectFault. Os tipos de falhas previstos pela classe são: falha por 
não envio de mensagem, falha por atraso e falha por alteração da mensagem; e são 
 
 identificados respectivamente pelas constantes estáticas FAULT_NOT_SENDING, 
FAULT_TIME_OUT e FAULT_CORRUPT_MSG. Para selecionar o tipo de falha temos 
o método: 
9 public void setFault(int fault) 
Neste método o argumento fault deve ser uma das constantes relacionadas 
anteriormente. Vale ressaltar que se for atribuído a fault um valor diferente de todas as 
constantes, não há inserção de falha e o objeto retornado por injectFault é o mesmo 
recebido no argumento desse método. 
 
GroupManager 
 
Essa classe auxilia o gerenciador de consenso durante as iterações, pois permite 
definir o grupo de processos que participa da aplicação do algoritmo de consenso, ou seja, 
que faz parte da aplicação distribuída que compartilha informação. Em nossa 
implementação, para simplificar a compreensão, o gerenciador de consenso assume que 
todos os processos relacionados no arquivo de configuração da rede fazem parte de uma 
mesma aplicação e compartilham uma mesma informação.  Entretanto, a GroupManager 
deve auxiliar em futuras implementações, onde poderíamos definir um grupo de processos 
para aplicarmos algoritmos de consenso e um grupo para aplicarmos algoritmos de EGC.  
Basicamente essa classe possui um vetor de identificadores dos processos, uma instância da 
ObjNetwork e um método para enviar uma mensagem a todos os processos do vetor.  
 
4.2.2  Classes de Consenso – Auxiliares 
 
ICMessage 
 
Essa classe representa uma mensagem trocada durante uma consistência iterativa. 
Portanto, deve possuir o valor da informação sob consenso, bem como a identificação do 
processo que a enviou e de todos aqueles que já a receberam. O valor é representado pela 
classe ICValue e a identificação pela classe ICString. Essa classe implementa a 
interface Serializable de Java para que o objeto que a instancie seja enviado pela rede 
de forma transparente à aplicação. 
 
ICString 
 
Os algoritmos descritos anteriormente sugerem que uma mensagem enviada durante 
uma iteração seja formada de duas partes: o valor da informação compartilhada e uma 
identificação da forma pwq, onde: 
9 p é o processo que recebeu a mensagem a respeito do valor do processo q e 
 
 9 w é uma string da forma abcd de forma que de pwq interpretamos: o processo a 
“contou” ao processo p que c “contou” ao processo b que q contou seu valor Vq ao 
processo d. 
Em princípio, poderíamos utilizar a classe String de Java, pois tem uma interface 
pública que permite a manipulação de uma string simples como requer o algoritmo. 
Entretanto, como a aplicação identifica seus processos por um número inteiro sem o uso de 
letras, a separação de um processo numa string w onde os identificadores estão 
concatenados, seria bastante difícil. Por exemplo, w = 210 poderia ser a concatenação dos 
processos 2, 1 e 0; mas também poderia representar a concatenação dos processos 2 e 10. 
Por isso, a classe ICString foi implementada e resume em sua interface os métodos de 
manipulação de strings exigidos pelo algoritmo fundamental. 
ICString possui um vetor de identificadores dos processos. A ordem desses 
identificadores no vetor determina a disposição dos processos na string. A string é 
visualizada através do método toString(), herdado da classe Object de Java, como uma 
seqüência de processos separados por ponto e vírgula.  
Como toda mensagem enviada durante o consenso envia uma string associada ao 
valor, essa classe também implementa a interface Serializable para que seja enviada 
via sockets de maneira transparente. 
 
ICValue 
 
Para ilustrar um valor compartilhado na arquitetura bastaria definirmos que o valor 
em questão fosse uma string na aplicação. Afinal, a classe String em Java oferece a 
interface pública necessária para aplicarmos consenso. Entretanto, a interface ICValue 
generaliza a representação do valor de uma informação compartilhada, assegurando que 
qualquer objeto definido como tal pode ser utilizado para aplicação de consenso. Essa 
implementação torna a arquitetura mais flexível, permitindo maior reaproveitamento de 
código para futuras implementações. Portanto, do ponto de vista de ensino, ICValue é 
mais didática que apenas utilizarmos a classe String. Desta forma, implementações de 
novas ICApplications podem definir um objeto mais complexo para ser avaliado no 
consenso. Um valor comum numa aplicação pode ser um objeto qualquer desde que 
apresente um comportamento (implemente uma interface) que o caracterize com um objeto 
sujeito a aplicação de consenso. Isso garante, por exemplo, que é possível aplicarmos a 
função de maioria e, como ICValue implementa Serializable, podemos enviar o valor 
numa mensagem de forma transparente.  
 
4.2.3  Classes de Consenso – Aplicação com Consistência Iterativa 
 
 (Interactive Consistency - IC) 
 
ICApplication e Receiver 
 
A camada Aplicação proposta na arquitetura representa um processo do sistema 
distribuído. A classe ICApplication implementa essa camada para um processo que  
compartilha informação e terá essa informação consistida através de algoritmos de 
consenso com consistência iterativa.  Algumas características dessa classe devem ser 
salientadas: possui uma informação compartilhada (ICValue); um valor de referência 
(default) para a informação compartilhada; uma identificação que a localiza como processo 
do sistema distribuído (essa identificação coincide com a posição no arquivo de 
configuração, como vimos na descrição da ObjNetwork); deve conhecer um gerenciador 
do consenso e definir uma política de utilização desse gerenciador. Como tem atributos que 
a caracterizam, não pode ser considerada uma interface, mas é definida como uma 
abstração de um processo numa aplicação distribuída com aplicação de consenso.  
 Essa classe é responsável por disparar o algoritmo de consenso e o método abstrato 
definido para a implementação dessa tarefa é o triggerIC().  Com isso, a instância 
dessa classe precisa se comunicar com os outros processos e, assim, deve conhecer o 
arquivo de configuração da rede para instanciar a ObjNetwork. O nome do arquivo de 
configuração poderia ser uma constante definida na classe ou o valor de uma variável de 
ambiente quando a classe não fosse chamada pelo método main. Mas, nesta implementação 
iniciamos cada um dos processos via comando de linha e passamos, então, o nome do 
arquivo e o identificador do processo como argumentos. Sem um nome de arquivo fixo em 
código, podemos atribuir um arquivo a cada processo e ter a possibilidade de simularmos 
falha de comunicação entre os processos para avaliarmos o algoritmo de consenso.  
Outra característica importante de ICApplication é a definição de uma classe 
privada chamada Receiver. Essa classe é uma thread da aplicação para receber e tratar 
todas as mensagens que estejam chegando através da ObjNetwork. Ela é definida de tal 
forma que as mensagens a respeito da consistência iterativa (ICMessage) sejam 
adicionadas à fila de mensagens que o gerenciador de consenso deve tratar. Neste caso,  
deve disparar o algoritmo de consenso (executar triggerIC()) caso o gerenciador não o 
esteja executando. As outras mensagens são adicionadas à lista de mensagens da aplicação 
(atributo receivedMsgList da classe). Desta forma, a aplicação pode receber outros tipos 
de mensagens durante a execução do algoritmo de consenso. Vemos, portanto, que essa 
classe deve se preocupar apenas com o pedido de atualização de seu valor compartilhado. O 
controle e execução do algoritmo de consenso ficam a cargo do gerenciador, liberando a 
aplicação para outras tarefas independentes da informação compartilhada. 
ICApplication implementa a interface Runnable de Java. Isso permite que, 
 
 posteriormente, possamos ativá-la através de outra classe, não somente através de linha de 
comando (pelo método main()). 
 
ICManager 
 
Essa classe é uma abstração do Gerenciador de Consenso da arquitetura apresentada 
na Figura 12. Essa classe implementa uma thread da Aplicação para monitorar a obtenção 
de consenso. Portanto, deve conhecer um algoritmo de consenso e gerenciar a troca de 
mensagens de acordo com esse algoritmo. Vemos, então, que deve conhecer a rede para o 
envio de mensagens. Entretanto, ICApplication e ICManager utilizam a mesma 
instância de ObjNetwork, pois as duas utilizam a mesma porta para comunicação.  
O gerenciador possui dois estados: executando o algoritmo de consenso ou não. Por 
isso, tem um atributo como indicador ou flag que informa seu estado através do método 
isStartedIC(). É tarefa do gerenciador atualizar o valor da aplicação sem impedir que a 
aplicação realize outras tarefas que não dependam do valor de consenso.  O pedido de 
atualização do valor da informação compartilhada deve ser feito através do método 
updateICValue(). Assim,  o gerenciador deve executar as tarefas de monitorar a troca de 
mensagens e, com as informações obtidas, solicitar o cálculo do valor de consenso através  
de ICAlgorithm. A troca de mensagens é feita através do método abstrato: 
9 protected abstract ICMessage[] startInformationExchange() 
Este método deve ser implementado de acordo com a troca de mensagem que o 
algoritmo associado ao gerenciador exige. Entretanto, vale ressaltar que o vetor 
ICMessage[] deve ser o conjunto de informações que o processo pôde computar durante 
as iterações. Com essas informações, o gerenciador as informa ao algoritmo de consenso e 
solicita o cálculo do valor de consenso através do método calculateICValue(ICValue 
defValue) presente em ICAlgorithm. 
  
 
 
ICAlgorithm 
 
Um algoritmo de consenso que implementa consistência iterativa deve conhecer as 
informações obtidas durante as iterações e quais processos pertencem à aplicação para 
realizar o cálculo do valor de consenso. Além disso, deve saber qual o total de iterações 
necessárias para o cálculo, bem como o número máximo de processos faltosos tolerados. 
Esse objeto está representado na classe abstrata ICAlgorithm. A tarefa de calcular o valor 
de consenso é particular a cada algoritmo. Portanto, é representada pelo método abstrato 
9 public abstract ICValue calculateICValue(ICValue 
 
 defValue); 
A classe que implementar ICAlgorithm deve acessar as informações e a lista de 
processos através dos métodos 
9 public ICMessage[] getAllMessages()  
e  
9 String[] getPidList()  
respectivamente. Desta forma, deve implementar o método abstrato considerando 
defValue o valor default e  retornando o valor de consenso num objeto ICValue. 
 
4.2.4  Classes de Consenso – Algoritmo Fundamental 
 
ICValueImpl 
 
Como vimos anteriormente, ICValue é uma interface utilizada na arquitetura da 
aplicação de consenso que representa o valor de uma informação compartilhada. Portanto, 
nesta implementação exemplo do Algoritmo Fundamental a classe ICValueImpl 
implementa essa interface. Para simplificarmos a compreensão desse algoritmo, 
implementamos o valor da informação compartilhada  apenas como a concatenação simples 
de caracteres (uma string). 
 
ICApplicationExample 
 
Esta classe é uma implementação simples de um processo numa aplicação distribuída 
que aplica algoritmo de consenso para garantir a consistência de uma informação 
compartilhada. Portanto,  ICApplicationExample herda ICApplication e implementa 
uma política simples de disparo do algoritmo através do método triggerIC(). Essa 
implementação verifica se o gerenciador está em execução do algoritmo de consenso. Em 
caso afirmativo, emite uma mensagem informando que o algoritmo já está sendo 
executado; caso contrário pede a atualização do valor de consenso ao gerenciador. Neste 
caso, o gerenciador de consenso é uma instância da classe 
ICManFundamentalAlgorithm. 
Uma vez que ICApplicationExample é executada, a aplicação em questão assume 
um valor default para a informação compartilhada dado pela constante privada 
STR_DEF_VALUE. Em seguida disponibiliza um menu com as seguintes opções:  
i) Atribuir um valor à informação compartilhada daquele processo – esta opção 
permite que o valor que o processo tem como referência seja alterado.  
ii) Iniciar a aplicação de consenso – nesta opção a aplicação executa o método 
triggerIC() que dispara o algoritmo de consenso.  
 
 iii) Inserir falha no envio de mensagens – permite escolher um tipo de falha 
previsto pelo injetor de falha FaultInjectorImpl descrito anteriormente. 
iv) Cancelar inserção de falha e finalizar o processo – impede que o injetor de 
falhas insira qualquer tipo de falha no envio de mensagens. 
v) Finalizar o processo – pára a execução do processo em questão. 
Em princípio todos os processos tem um valor base, ou valor default. Através da 
opção do menu, podemos alterá-lo e, assim, simularmos mais um tipo de falha. Esse tipo 
caracteriza, por exemplo, o caso onde os processos podem efetuar leituras diferentes de um 
mesmo sensor. 
A implementação da opção para iniciar a aplicação do algoritmo exigiu o tratamento 
de alguns aspectos não previstos na teoria, pois a literatura não trata a falta de sincronismo 
durante a consistência iterativa. Em geral, os algoritmos propostos sugerem que algum 
processo inicie o consenso, enquanto que os outros devem perceber pelo recebimento da 
primeira mensagem que é hora de aplicar consenso.  Mas como o recebimento da 
mensagem pode não obedecer à ordem de envio, devemos bloquear o início do consenso 
enquanto temos uma execução em curso. Embora esse controle pareça ser de 
responsabilidade do gerenciador, se houver pedidos consecutivos de consenso a ele pode 
ocorrer que uma mensagem pertencente a um pedido chegue mais rapidamente que outra 
pertencente àquele que foi pedido anteriormente. Nesse caso, o gerenciador não tem como 
distinguir a qual pedido pertence a mensagem, até porque, um timeout estaria sendo 
utilizado para os dois pedidos, já que há apenas uma thread para implementar a troca de 
mensagens. Portanto, vemos que a política proposta na aplicação para definir quando obter 
consenso é bastante importante para o bom andamento do sistema e sua consistência. É 
uma questão prática e transparente ao estudarmos o algoritmo teórico. Portanto, no exemplo 
implementado a aplicação emite uma mensagem quando alguém tenta disparar o algoritmo 
novamente. 
 
ICManFundamentalAlgorithm 
 
Esta classe implementa um gerenciador de consenso para o Algoritmo Fundamental 
descrito na seção 3.3. De acordo com a arquitetura proposta, 
ICManFundamentalAlgorithm herda as características da classe ICManager, 
implementando o método startInformationExchange() para efetuar a troca de 
mensagens de acordo com a consistência iterativa e o algoritmo proposto. 
 De acordo com o algoritmo, a troca de mensagem tem quatro tarefas básicas: 
armazenar mensagens recebidas, reenviar cada uma delas que não for da última iteração, 
monitorar quantas iterações já foram realizadas e quando a troca de mensagens terminou – 
todas as iterações foram realizadas. Essas tarefas parecem triviais ao analisarmos o 
 
 algoritmo. Entretanto, como a rede de comunicação não garante o sincronismo das 
iterações, elas se tornam mais trabalhosas na implementação real. 
A primeira tarefa é a mais simples, mas devemos ressaltar que, lembrando que cada 
mensagem tem a identificação de quais processos a receberam, devemos acrescentar o pid 
do processo nessa identificação, mesmo antes de reenviar a mensagem. Cada mensagem é 
reenviada a todos os processos, exceto para o processo que enviou, embora não fosse 
necessário o reenvio para processos que já conhecem a informação, ou seja, que constam na 
string da mensagem. Essa restrição não foi implementada para que tornemos mais didática 
e simples a compreensão do algoritmo de troca de mensagens.  
Para a segunda tarefa, o reenvio pode prejudicar o recebimento de mensagens. Por 
isso, o gerenciador possui uma lista de mensagens recebidas análoga à lista implementada 
para socket. Isto porque, durante a consistência iterativa, o gerenciador poderia perder uma 
mensagem recebida enquanto reenvia uma anterior.  
Realizar o controle das iterações é uma tarefa difícil pela falta de sincronismo. Desta 
forma, a implementação assume que uma iteração foi completamente realizada quando a 
quantidade de mensagens esperada para aquela iteração foi recebida, o que implica que 
devemos garantir que o cálculo aplicado para essa totalização esteja correto para não 
prejudicarmos o consenso. Entretanto, a contagem de mensagens não é suficiente se 
considerarmos que um processo pode falhar e não enviar alguma(s) mensagem(ns). Então, 
o gerenciador estabelece um tempo limite para a troca de mensagens – realiza a aplicação 
de  timeout para as iterações. 
 Garantir a hipótese H2 mencionada na seção 3.1 é um dos maiores desafios para a 
aplicação distribuída real. Em ICManFundamentalAlgorithm definimos um intervalo 
limite ou timeout para a execução de toda a troca de mensagem. Entretanto, numa execução 
pode ocorrer que o timeout seja insuficiente. Neste caso, a aplicação pode entrar em looping 
infinito em execuções sucessivas do algoritmo de consenso. Um processo p começa a 
aplicação de consenso e, com um timeout pequeno, logo assume que algumas mensagens 
não foram enviadas por outro processo q. Porém, o processo q envia a mensagem conforme 
p solicitou, mas ela chega para p como um pedido de nova aplicação de consenso e assim 
sucessivamente.  Por outro lado, se tivermos um intervalo de tempo muito grande, podemos 
prejudicar a performance do sistema significativamente na presença de falhas de 
comunicação. A definição do timeout deve considerar não só o tempo de envio de uma 
mensagem ponto a ponto, mas avaliar também a quantidade de processos. Pois, quanto 
maior o número de processos, maior o número de mensagens e, portanto, maior o tempo 
para a troca. Para simplificar, propomos uma função linear para a definição do timeout com 
relação ao número de processos.   
 
 
 FundamentalICAlgorithm 
 
De acordo com a arquitetura, esta classe herda a classe ICAlgorithm e implementa 
o método calculateICValue(ICValue defValue) para efetuar o cálculo do valor de 
consenso a partir da obtenção de um vetor de consistência iterativa, considerando defValue 
como valor de referência ou valor default.  
Essa classe representa o Algoritmo Fundamental apresentado em 3.3. Nela podemos 
destacar que a implementação real da manipulação das strings sugeridas no algoritmo, a 
manipulação do conjunto de processos e de mensagens é bastante trabalhosa. Portanto, 
propomos uma tradução do algoritmo contemplando algumas funções não previstas no 
modelo teórico. A maioria dessas funções é implementada por alguns métodos de 
FundamentalICAlgorithm, mas algumas auxiliares estão presentes em ICString.  
Podemos ver, também, que essa classe herda algumas premissas do algoritmo de consenso 
e vale lembrar que a relação do total de processos, n, com o total de processos faltosos, m, é 
da forma n ≥ 3m+1 e o total de iterações necessárias na consistência iterativa é de m+1 
iterações.  
FundamentalICAlgorithm recebe as informações que um processo conhece e 
então obtém o vetor de consistência. Consideramos que as informações de um processo são 
todas as mensagens que ele recebeu mais o seu valor privado. A seguir detalhamos o 
algoritmo para melhor compreensão da implementação. 
 
 
 
 Pseudo-código para o Algoritmo Fundamental 
Primeiramente, vamos definir algumas funções auxiliares. 
 
9 stringsTerminadasEm(msgList, pid) : pidMsgList 
Essa função é implementada no método stringsEndsWith. Ela retorna uma lista 
de mensagens, pidMsgList, a partir da lista msgList onde a string associada a cada 
mensagem termina com o processo identificado por pid. Em outras palavras, obtemos 
todas as informações a respeito do processo pid que constam na lista msgList.  
 
9 montarSubConjuntos(pidList) : listaSubConjuntos 
Esta função é implementada pelo método mountPidSubGroups. Trata-se de um 
algoritmo para a geração de todos os subconjuntos possíveis a partir de um conjunto dado 
pela lista de processos pidList. O total de subconjuntos dessa lista, onde cada um não 
tenha elementos repetidos e a ordem dos elementos é irrelevante, é dado pela combinação 
dos processos em grupos de tamanho que variam de 1 até o total de processos, n, de 
pidList: 
       i = n 
total de subconjuntos = Ëi = 0 C(n, i)  
sendo C(n, i) =  n! / ( i!(n-i)!) 
 
É importante salientar que a implementação do algoritmo para obtenção desses 
conjuntos não implica que devemos realizar o cálculo de totalização que acabamos de ver. 
Mas a compreensão dessa combinação nos permite conferir se o total de conjuntos gerados 
corresponde ao esperado. Aliás, esse algoritmo que parece simples ao simularmos 
manualmente alguns subconjuntos, não é tão trivial ao codificá-lo. O passo 1 do algoritmo 
teórico simplesmente nos indica que procuremos por um subconjunto satisfatório. 
Entretanto, pela codificação do método que obtém os subconjuntos, podemos identificar um 
aspecto do algoritmo que é bastante distante da implementação real.  
 
9 stringsSobreConjunto(msgList, pidSubconjunto) :  
msgSubconjunto 
Esta função é implementada pelo método stringsOnPidSubGroup. Nela 
selecionamos todas as mensagens da lista msgList onde cada string associada é da forma 
pwq, e w contemple apenas processos presentes no subconjunto pidSubconjunto. As 
mensagens resultantes da seleção são retornadas em msgSubconjunto.  O algoritmo dessa 
função também considera válidas as mensagens onde w é vazia (string associada é pq 
apenas).  
 
  
9 retirarProcesso(pidList, pid) : novaPidList 
Essa função é implementada no método takePidOut. Ela é utilizada no passo 2 do 
algoritmo, quando executamos a recursão. Nesse momento devemos retirar o processo 
faltoso da lista de processos antes de efetuar a chamada recursiva. O parâmetro pidList é 
a lista de processos atual e pid é a identificação do processo que deve ser retirado. A lista 
de processos resultante é dada em novaPidList. 
 
9 apagarProcesso(pidMsgList, pid) : novaMsgList 
Essa função é implementada no método deletePid. Assim como a 
retirarProcesso, ela é executada antes da chamada de recursão no passo 2 do 
algoritmo. Neste passo devemos ter ’(pw) = (pwq), ou seja, todas as mensagens a 
respeito de q devem ser mantidas. Entretanto, para que sejam computadas na recursão – já 
que são mensagens conhecidas pelos outros processos, devemos retirar o processo q do 
final da string daquela mensagem, pois q é retirado da nova lista de processos. Da 
implementação desse método, podemos notar ainda que o algoritmo não só redefine a string 
das mensagens a respeito de q, como exclui todas as mensagens que q tenha enviado. Das 
informações restantes com strings da forma pw, ele seleciona apenas aquelas em que o 
processo q não consta em w para gerar a lista resultante novaMsgList. Esse filtro 
realizado não é mencionado no algoritmo proposto por Pease, Shostak e Lamport [1]. De 
fato, quando retiramos o processo q da lista de processos, automaticamente as mensagens 
em que w contiver q serão ignoradas, pois a escolha de qualquer subconjunto Q no passo 1 
não contemplará q. Entretanto, a retirada dessas mensagens de maneira explícita, além de 
reduzir o conjunto de informações a serem pesquisadas,  reforça a idéia de que na chamada 
recursiva o processo q faltoso não deve interferir na decisão do valor, facilitando a 
compreensão de um dos aspectos do algoritmo.  
 
Com as principais funções auxiliares definidas, podemos descrever o pseudo-código 
do algoritmo fundamental. Essa codificação é a base do que foi implementado em 
FundamentalICAlgorithm para o cálculo do vetor de consistência. O algoritmo tem 
duas funções descritas como segue:
 
 Seja, 
9 n = total de processos na aplicação; 
9 m = total de processos faltosos; 
9 todasMsgs = a lista de todas as mensagens recebidas por um processo;  
9 pidList = a lista de todos os processos (ou lista dos identificadores de todos 
os processos); 
9 icVet = vetor de consistência iterativa; 
 
AlgoritmoFundamental 
{ 
for each pid in pidList  
{ 
icVet[pid] = calcularValorProcesso(n, m, todasMsgs, 
pidList, pid); 
}  
}// FIM AlgoritmoFundamental 
 
 
calcularValorProcesso(n, m, msgList, pidList, pid) : valorPid 
{ 
// variáveis auxiliares 
pidMsgList; 
listaSubConjuntos; 
subconjunto; 
msgSubconjunto; 
msgAux; 
valorAux; 
achouValorDiferente; //indica quando achou um valor diferente para 
pid 
novaPidList; 
novaMsgList; 
cont, subCont; //contadores 
resultVec;  //vetor resultante de uma chamada recursiva 
totalOcorrencias; 
totalOcorrenciasEsperadas; 
// selecionar apenas as mensagens a respeito de pid 
pidMsgList = stringsTerminadasEm(msgList, pid); 
// obtém todos os subconjuntos da lista de processos 
listaSubConjuntos = montarSubConjuntos(pidList);
 
 // PASSO 1 
achouValorDiferente = true; 
cont = 0; 
while(achouValorDiferente && cont < listaSubConjuntos.length) 
{ 
subconjunto = listaSubConjuntos[cont]; 
if (subconjunto.length > (n + m)/2) 
{ 
msgSubconjunto=stringsSobreConjunto(msgList, 
subconjunto); 
//verifica se todas as mensagens têm o mesmo valor 
subcont = 0; 
achouValorDiferente = false; 
msgAux = msgSubconjunto[subCount]; 
while(!achouValorDiferente)&& subcont < 
msgSubconjunto.length) 
{ 
valorAux = msgSubconjunto[subCont].valor; 
if(valorAux != null) 
{ 
if(msgAux.valor != valorAux) 
{ 
achouValorDiferente = true; 
} 
} 
subCont = subCont + 1; 
}  
} 
cont = cont + 1; 
}          
if(!achouValorDiferente) 
{ 
valorPid = msgAux.valor; 
}
 
 // PASSO 2 
else 
{ 
// se o passo 1 não foi suficiente, então aplica o passo 2     
// retira o processo pid faltoso da lista de processos 
novaPidList = retirarProcesso(pidList, pid);   
// obtém ’(pw) = (pwq) 
novaMsgList = apagarProcesso(pidMsgList, pid); 
//para cada processo da nova lista, obtém seu valor na recursão 
for each novoPid in novaPidList 
{ 
resultVec[novoPid] = calcularValorProcesso(n-1, m-1 , 
novaMsgList, novaPidList, novoPid); 
} 
//se pelo menos (n + m)/2 processos no vetor resultante  
// têm o mesmo valor, então encontrou um valor para  pid  
// senão o valor é nulo 
totalOcorrencias = 0; 
totalOcorrenciasEsperadas = (n + m)/2; 
cont = 0; 
while(totalOcorrencias < totalOcorrenciasEsperadas &&cont < 
resultVec.length) 
{ 
subCont = 0; 
totalOcorrencias = 0; 
valorAux = resultVec[cont]; 
while(totalOcorrencias < totalOcorrenciasEsperadas && 
subcont < resultVec.length) 
{ 
if(resultVec[subCont] = = valorAux) 
{ 
totalOcorrencias = totalOcorrencias + 1; 
}  
subcont = subcont + 1; 
} 
cont = cont + 1; 
} 
if(totalOcorrencias ≥ totalOcorrenciasEsperadas) 
{ 
valorPid = valorAux; 
}else{ 
valorPid = null; 
} 
} 
}//FIM calcularValorProcesso(n, m, msgList, pidList, pid) : valorPid 
 
  
Os testes realizados para esse ambiente de programação consideraram um total de 
processos que variou entre 3 e 10 processos. Desses testes pudemos avaliar alguns 
resultados e considerar melhor algumas questões práticas já mencionadas anteriormente.  
Como vimos, no passo 1 do algoritmo sempre é possível obtermos um conjunto Q de 
tamanho n-m que contenha apenas processos válidos. Isto talvez possa sugerir que então 
consideremos como candidatos a Q da lista de subconjuntos apenas aqueles com esse 
 
 tamanho. Essa consideração não é válida, pois para processos faltosos, pode ocorrer de 
acharmos um conjunto de mensagens de mesmo valor apenas sobre um conjunto de 
processos menor que n-m, mas que ainda garante a maioria de processos válidos.
 
  
Conclusão 
 
O desenvolvimento desse trabalho oferece um material escrito e uma arquitetura de 
classes simples para o estudo inicial do problema de consenso.  A pesquisa de alguns 
artigos a respeito dos principais algoritmos de consenso nos permitiu selecionar 
características similares dentre deles e concluir que para um estudo inicial a fixação dos 
conceitos se dá melhor ao focarmos no entendimento detalhado de um algoritmo, ao invés 
de tomarmos vários algoritmos com definições bastante distintas de maneira superficial. 
Com essas características pudemos definir um conjunto de classes que fosse de fácil 
reutilização, isso para que a implementação contribua para melhor compreensão a respeito 
desses algoritmos. De fato, ao implementarmos essa arquitetura e aplicarmos um dos 
algoritmos num exemplo de aplicação, consolidamos alguns conceitos a respeito de 
consenso, principalmente considerando a proposta de consistência iterativa de Pease, 
Shostak e Lamport [1], e constatamos que vários aspectos de implementação estão distantes 
da teoria do algoritmo. Por exemplo, na prática não temos uma rede síncrona como supõe o 
algoritmo. Então devemos utilizar a implementação de timeout no sistema real para 
obtermos um certo sincronismo. Entretanto, essa implementação se mal estimada, pode 
sugerir que o algoritmo é incorreto. Essa questão pôde ser ilustrada na utilização dessa 
arquitetura e, portanto, servirá como base aos estudos de quem utilizá-la.  
Como o objetivo do trabalho é oferecer um material como base para o estudo inicial 
de algoritmos de consenso na graduação, uma disciplina de graduação que utilizasse esse 
material, inclusive a arquitetura que implementamos, certamente contribuiria para avaliar e 
melhorar o resultado desse trabalho. Infelizmente, não nos foi possível realizar esse 
acompanhamento durante a realização dessa monografia. Entretanto, registramos aqui essa 
necessidade, pois deve tornar o resultado ainda mais útil.  
O pacote de classes implementado neste trabalho está disponível na página do 
Laboratório de Sistemas Distribuídos do Instituto de Computação da Unicamp: 
www.lsd.ic.unicamp.br.
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