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ABSTRACT. We study the weak KPZ universality problem by extending the KPZ universality results for weakly asymmetric exclusion
processes to non-simple variants under deterministic initial data with constant hydrodynamical limit. We study a random, micro-
scopic field known as the density fluctuation field developed at microscopic stationarity by Goncalves-Jara [18], Goncalves-Jara-
Sethuraman [19] and Gubinelli-Perkowski [20]. The particle dynamics of interest are of arbitrarily finite range, vastly improving
the result for range at most 3 obtained in [14]. The proof of this result is the following novel two-step approach to study deter-
ministic initial data. First, we construct pseudo-stationary approximations, whose KPZ limits are treated in aforementioned works,
to deterministic initial data in the sense of relative entropy. We then extend this to a global approximation in time, which could
be of independent interest for weakly asymmetric exclusion processes beyond the universality problem. Second, this mechanism
reduces the weak KPZ universality problem into a compactness problem for linear SPDE, which is directly treatable with classical
stochastic analytic techniques.
1. INTRODUCTION
Consider the following Kardar-Parisi-Zhang stochastic PDE driven by space-time white noise W˙•, otherwise known as
the KPZ equation for short:
∂tHt (x) = ∆Ht (x) + |∇Ht (x)|2 + W˙t (x), (t, x) ∈ R1+d . (1.1)
In this paper, we consider the (1+1)-dimensional equation. The KPZ equation is equivalent, upon choice of antiderivative,
to the stochastic Burgers equation, or s-Burgers equation for short, defined by ut = ∂xHt :
∂tut = ∆ut + ∇
 
u2
t

+ ∂xW˙t (x), (t, x) ∈ R1+1. (1.2)
Within statistical mechanics, the KPZ equation was derived in the seminal work [24] as a non-Gaussian universality class for
the fluctuations of many random interfaces, including height functions of weakly asymmetric interacting particle systems.
Roughly speaking, this is the weak KPZ universality conjecture.
The first rigorous mathematical result towards this universality problem was established in [3], in which Bertini and
Giacomin derive solutions to the KPZ equation for fluctuations of the height function associated to the asymmetric simple
exclusion process, or ASEP for short. As is well-known the KPZ equation (1.1) is a classically ill-posed PDE because of the
spatial roughness of the space-time white noise. To tackle this problem, the solution theory adopted in [3] is defined via
the following stochastic heat equation, or SHE for short:
∂tZt (x) = ∆Zt (x) + Zt (x)W˙t (x), (t, x) ∈ R1+d . (1.3)
As illustrated in Section 4, in (1+1)-dimensions, the SHE admits a classical solution as an integral equation via Ito calculus.
The Cole-Hopf solution to the KPZ equation is defined to be Ht (x) := logZt (x). In particular, the Cole-Hopf solution to
the stochastic Burgers equation (1.2) is given by ut = ∂x logZt . Briefly, this transform is well-defined as positive initial
data to (1.3) remain positive with probability 1 as consequence of a comparison theorem for the SHE of Mueller [29]. Like
[3], we focus on the weak KPZ universality conjecture for interacting particle systems, but unlike [3] from the perspective
of the s-Burgers equation.
1
Notational Preliminaries. For any a, b ∈ Z, we define Ja, bK := [a, b]∩Z.
Throughout, for u ∈ L1(R) we let uˆ(ξ) =
∫ +∞
−∞ e
−2πiξxu(x) dx denote its Fourier transform. We let Hs(R) denote the
Sobolev space of regularity s > 0, i.e.
Hs(R) :=

u ∈ L2(R) :
∫ +∞
−∞
(1+ |ξ|s)2|uˆ(ξ)|2dξ < +∞

. (1.4)
We let H∞(R) denote the space of Schwartz functions with its topological dual H−∞(R), the space of distributions:
H∞(R) =
⋂
s>0
Hs(R), H−∞(R) =
⋃
s>0
H−s(R). (1.5)
We recall that both of these spaces are metrizable, with the former a Frechet space and the latter equipped with the weak-∗
topology. Moreover, for any smooth, compactly supported function u ∈ C∞
c
(R), we let Uu ⊂ R denote its support.
Fix k ∈ Z>0 and α ∈ [0,1], and fix a domain Ω ⊆ R. We let Ck+α(Ω) denote the corresponding Holder space with norm
‖ f ‖Ck+α(Ω) := sup
x∈Ω
| f (x)|+ sup
x∈Ω
|∂ k
x
f (x)| + [∂ k
x
f ]C0+α(Ω), [g]C0+α(Ω) := sup
x 6=y∈Ω
|g(x)− g(y)|
|x − y |α . (1.6)
We let Ck+α
loc
(Ω) denote the space whose seminorms are given by ‖ · ‖Ck+α(CΩ) ranging over all compact subsets CΩ ⊆ Ω.
For any T > 0 and Polish space X , we let D([0, T ],X ) denote the space of cadlag trajectories on [0, T ] valued in X .
We always equip D([0, T ],X ) with the Skorohod topology. For a reference on this topological vector space, see [4].
For any finite set I , we let |I | denote the size of I . We also make the standing assumption that the hydrodynamical
parameter n ∈ Z>0 will always be chosen large enough so that statements make sense.
We adopt the big-Oh and little-Oh Landau notation, where subscripts without limits denote the dependence of the
implied constants. In particular, the notations Ou and ou indicate dependence on a test function u ∈ H∞(R) only through
some Sobolev norm ‖u‖Hs(R). Also, the notation . is synonymous with O(·).
Given a probability measure µ on some measure space Ω, we let Pµ the probability with respect to µ. Similarly, we let
Eµ denote an expectation with respect to µ.
1.1. Particle Dynamics. The interacting particle systems of interest in this paper will be of exclusion-type and thus have
state space equal to Ω := {0,1}Z. Throughout this paper, we use η to denote the states of the system, and for any lattice
site x ∈ Z we let ηx denote the corresponding occupation variable:
ηx =

1 particle located at x ∈ Z,0 no particle at x ∈ Z. (1.7)
For any t ∈ R>0, we let η(n)t denote the state of the particle system after running the Ln-dynamics below for time t > 0.
To specify the dynamics, we specify an interaction range m ∈ Z>0 and the following sets of interaction parameters:
R :=
¨
rk ∈ R>0 :
m∑
k=1
rk = 1
«m
k=1
, Γ (n) :=
¦
γ
(n)
k
∈ R>0
©m
k=1
. (1.8)
We now specify the local dynamics for the interacting particle system. First, for any particle state η ∈ Ω and lattice sites
x , y ∈ Z, we define the particle state ηx ,y
z
:= ησx ,y (z) for any z ∈ Z, where σx ,y : Z → Z is the transposition swapping
x , y ∈ Z. We now define a discrete gradient on Ω for any local function f : Ω→ R to be
 
∂x ,y f

(η) = f (ηx ,y).
The dynamics of the interacting particle system we will analyze in this paper are specified by the following generator:
(Ln f ) (η) = n
2
m∑
k=1
∑
x∈Z

rk +
γ
(n)
kp
n
Qx ,k(η)
 
∂x ,x+k f

(η), (1.9)
where Qx ,k(η) = ηx (1− ηx+k). For future notational convenience, we let {Ft}t>0 denote the filtration associated to the
Poisson clocks propagating the dynamics.
2
1.2. Main Theorem. We now introduce a basic stability assumption for the interacting particle dynamics, necessary even
for hydrodynamical limits of the system to exist.
Assumption 1.1. For any k ∈ J1,mK, there exists a deterministic interaction parameter γk ∈ R>0 such that γ(n)k → γk.
The next assumption comes from [14]. It is a technical condition required to linearize the dynamics of the interacting
particle system into a discrete version of the SHE.
Assumption 1.2. For any k ∈ J1,mK,
γ
(n)
k
=
2
rk
m∑
k′=k+1
k′ − k
k
rk′ + 1 + O(n
−1) (1.10)
uniformly in n ∈ Z>0.
We now introduce the most important observable attached to this particle system. For any ̺ ∈ (0,1), we define the
density fluctuation field, abbreviated DFF, to be the following space-time random field:
Y (n)t ,0 (u) =
1p
n
∑
x∈Z

η
(n)
t (x)−̺

u(n−1x), u ∈ H∞(R). (1.11)
The results of this paper concern deriving a stochastic Burgers equation limit, abbreviated s-Burgers limit, for the DFF with
certain classes of initial data which we make precise as follows.
Definition 1.3. We say a sequence of probability measures {µ(n)
0
}∞
n=1
on the state spaceΩ is̺-homogeneous if the following
conditions are satisfied:
(1) The measure µ
(n)
0 is deterministic.
(2) Under the probability measures {µ(n)
0
}∞
n=1
, the sequence of initial data {Y (n)
0,0
}∞
n=1
converges in H−s(R) to a random
field Y0,0 for some s ∈ R>0 fixed such that the function x 7→ Y (n)0,0 (Θx ) is well-defined and is uniformly continuous
with modulus of continuity independent of n ∈ Z>0.
We say µ
(n)
0
is flat if
lim
n→∞

sup
x0∈R
Y (n)0,0 (Θx0) = 0. (1.12)
In words, any ̺-homogeneous measure is flat if the corresponding particle-density converges to the hydrodynamical
limit at a scale faster than the functional CLT scaling. For example, any measure µ
(n)
0
satisfying the following microscopic
convergence to hydrodynamical limit is flat:
Pµ
(n)
0
 ∑
|x |6ℓ
ηx = ̺ℓ+ o(1)
!
= 1. (1.13)
An example of flat initial data is that discussed in [7].
A precise statement of our main result is the following s-Burgers equation limit for the DFF. We state the result for
̺ = 12 since previous literature important to the analysis of this paper take the value ̺ =
1
2 . However, as noted in [18],
this assumption may be removed with straightforward adaptation. Moreover, we assume the initial data is flat purely for
technical convenience and clarity of presentation. We will remark when appropriate on how to remove this assumption
with our methods, illustrating the required spatial regularity in the initial data x 7→ Y (n)
0,0
(Θx ). Lastly, we may assume µ
(n)
0
is invariant under the transformation η0,x 7→ 1−η0,x for all x ∈ Z, since the following theorem holds with probability 1.
Theorem 1.4. Fix a finite time horizon T ∈ R>0, and suppose {µ(n)0 }∞n=1 is a sequence of 12 -flat probability measures on Ω.
Then, under the initial data given by {µ(n)
0
}∞
n=1
, the sequence {Y (n)·,0 }∞n=1 is tight in the Skorohod space D([0, T ],H−∞(R)), and
any limit point is the unique Cole-Hopf solution to the s-Burgers equation (1.2) with initial data Y0,0.
3
1.3. Remarks on KPZ Limits. The work of Bertini and Giacomin introduces the Gartner transform for the height fluctua-
tion field associated to ASEP, which serves as a discrete version of this logarithmic transform. We will use this gadget later
in this paper and thus introduce the precise details later. Building on [3] and the Gartner transform method, papers such
as [5, 10, 11, 12] have derived KPZ limits for exactly solvable, i.e. integrable, particle systems.
In this paper, we are concerned with finite-range interacting systems, contrasting with the nearest-neighbor, or simple,
systems considered in the aforementioned papers. The first result of this category comes from [14] which also analyzes the
Gartner transform but not from the integrable-probability perspective. However, for purely technical reasons the systems
considered in [14] are subject to the limitation in interaction range, which is assumed to satisfy m 6 3. The upshot of
the analysis in [14] is its flexibility in the initial data for the dynamics of the interacting particle system, applying to both
near-stationary and wedge initial data. For a brief exposition on the initial data of interest for interacting particle systems
in context of the KPZ equation, we refer to [7]. This flexibility and analysis of the results in [14] will be crucial in this
paper.
The next significant breakthrough for systems with long-range interactions is the work of Goncalves-Jara in [18] and
Gubinelli-Perkowski in [20]. The first work adopts an entirely different approach to the weak KPZ universality conjecture
originating from hydrodynamical limits, namely via the theory of the Boltzmann-Gibbs principle introduced by Brox and
Rost in [6]. In this spirit, the solution theory used for this approach is a notion of energy solutions. A purely stochastic-
analytic argument developed in [20] by Gubinelli and Perkowski shows that energy solutions agree with Cole-Hopf so-
lutions; see Theorem 2.3 of [20]. Combining these two papers, the following s-Burgers limit was demonstrated for the
long-range dynamics defined above of particular interest for this paper.
Theorem 1.5 (Theorem 2.3 in [18], Theorem 2.3 in [20]). Fix a finite time horizon T ∈ R>0. Then, under the stationary
measures {ν̺}̺∈(0,1) defined below in Section 2.1, the sequence {Y (n)·,0 }∞n=1 in the Skorohod space D([0, T ],H−∞(R)) is tight,
and any limit point is the unique Cole-Hopf solution to the s-Burgers equation (1.2) with stationary initial data.
Moreover, the result in Theorem 1.4 holds if, instead of ̺-flatness, the sequence of probability measures {µ(n)0 }∞n=1 satisfies
the following uniform bound in relative entropy with respect to ν̺ for any ̺ ∈ (0,1):
sup
n∈Z>0
H

µ
(n)
0
ν̺ < +∞, (1.14)
and the sequence of initial data {Y (n)
0,0
}∞
n=1
converges to some random field Y0,0 in H
−s(R) for some s ∈ R>0.
We explicitly state Theorem 1.5 because it will be important for our proof of Theorem 1.4. We also remark briefly that
the statement concerning bounded relative entropy measures on the state space Ω was first observed in [19] for a wider
class of nearest-neighbor interacting particle dynamics, though the proof of the extension also holds for the particle systems
with long-range interactions introduced in both [18] and this paper. Moreover, the bounded relative entropy assumption,
by topological and contraction properties of the relative entropy functional, extends to a relative entropy inequality for
the limiting path-space measure of the s-Burgers limit with respect to the stationary solution to the s-Burgers equation.
That this a priori relative entropy bound is sufficient for the analysis of [20] to apply to bounded entropy solutions of the
s-Burgers equation was observed in the short note [21] of Gubinelli and Perkowski, originally written as a review of [20].
We conclude this introduction with the following brief remark concerning extensions of Theorem 1.4 to other classes of
models. The analysis in this paper relies heavily on tightness and moment estimates established in [14], which assumes,
for example, constant interaction rates and finite-range dynamics. However, as illustrated in [17], [19], [18] and various
other papers such as those concerning integrable systems, the KPZ equation should describe large-system fluctuations of
height functions for systems with random, space-time independent noise, and this includes infinite-range dynamics. To
the author’s knowledge, this extension should be within reach via rather minor adaptations of [14], [18], and this paper.
Acknowledgements. The author would like to thank Amir Dembo for suggesting the problem, and both A. Dembo and
Li-Cheng Tsai and for helpful conversations. The author would also like to thank Martin Hairer for helpful advice commu-
nicated via A. Dembo. Lastly, the author would like to thank Alexander Dunlap and Jimmy He for interesting discussions.
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2. THE BROWNIAN ENVELOPES
2.1. Invariant Measures. The interacting particle dynamics with generators {Ln}∞n=1 exhibit a common family of invariant
measures given by flat product Bernoulli measures:
ν̺ :=
⊗
x∈Z
Bern(̺), ̺ ∈ [0,1]. (2.1)
As noted before, we reduce to ̺ = 12 .
2.2. Random Walks and Height Functions. The Brownian envelope obtained in this section will be constructed through
a functional CLT for a discrete-type envelope, naturally built through random walks catered to the ̺-flat measure. We first
introduce the following exhaustion of the lattice by macroscopic blocks:
Z =
∞⋃
j=0
 
I j ∪I− j

, I j = Jnj, n( j + 1)K. (2.2)
We also let ΠΛ : {0,1}Z → {0,1}Λ be the canonical projection for any sub-lattice Λ ⊂ Z, and we let (ΠΛ)∗ denote the
associated pushforward map on probability measures.
The following construction gives the associated height function for the interacting particle system, and will also appear
in constructing the solution to the KPZ equation.
• Given η ∈ {0,1}I j , we define a random walk

X
η
t
	
t∈I j by the formula
X
η
t − Xηt−1 =

1 η(t) = 1,−1 η(t) = 0, Xη0 = 0. (2.3)
Lastly, by gluing together the intervals {I± j}∞j=1, to any global particle configuration η ∈ Ω we may associate an infinite-
time random walk.
We begin to define an auxiliary measure serving as a “Brownian envelope" of a ̺-flat measure. To this end, we define
the following collection of random walks for any j ∈ Z:
RW
(n), j
δ,̺
:=

{Yt}t∈I j :

Y0 = 0,supt∈I j |Yt | < ( j + 1)δpn.

 . (2.4)
Fixing this reference measure, for any ̺ ∈ (0,1) and δ ∈ (0,1] we define the following measure on Ω:
µ
(n)
0,δ
∼
∞⊗
j=1
µ
(n), j
0,δ
, µ
(n), j
0,δ
∼ P(ΠI j )∗ν̺

·
 η ∈ RW(n), jδ,̺  . (2.5)
Remark 2.1. For context, note the pushforward (ΠI j )∗ν̺ gives the simple random walk measure on trajectories with time
in I j with drift 2̺ − 1. Moreover, for ̺ = 12 both the product Bernoulli measure (ΠI j )∗ν 12 and the Brownian envelopes
µ
(n), j
0,δ
are simply uniform measures on their supports.
The following entropy estimate gives a first yet important reason for studying this Brownian envelope. In particular,
the family of Brownian envelopes {µ(n)
0,δ
}δ∈(0,1] will provide the sequence of energy solutions used to analyze the singular
̺-flat initial data.
Lemma 2.2. For any ̺ ∈ (0,1) and any δ ∈ (0,1), we have
sup
n∈Z>0
H

µ
(n)
0,δ
ν̺ = Oδ(1). (2.6)
Proof. Both the invariant measure ν̺ and the Brownian envelope µ
(n)
0,δ
are product measures of independent probability
measures on I± j . Thus, by the martingale decomposition of the relative entropy, i.e. the chain rule, we have
H

µ
(n)
0,δ
ν̺ = ∑
j∈Z
H

µ
(n), j
0,δ
(ΠI j )∗ν̺ . (2.7)
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By the reflection principle for simple random walks, there exists some N = N(̺) ∈ Z>0 and a universal constant α ∈ R>0
such that, uniformly over δ ∈ (0,1),
inf
n>N
inf
j∈Z>0
P

{Yt}t∈I j 6∈ RW
(n), j
δ,̺

6 e−α( j+1)
2δ2 . (2.8)
Combining (2.7) and (2.8), we deduce
H

µ
(n)
0,δ
ν̺ .̺ ∑
j∈Z
log
1
1− e−α( j+1)2δ2 (2.9)
. Oδ,̺(1) +
∑
| j|&δ1
log

1− e
−α j2δ2
1 − e−α j2δ2

(2.10)
. Oδ,̺(1) +
∑
| j|&δ1
e−α j
2δ2 . (2.11)
This last estimate is a consequence of the concavity of the logarithm function. This completes the proof. 
Via the proof of Lemma 2.2 and the functional CLT for Brownian motion, realizing {µ(n)
0,δ
}∞
n=1
as both measures on the
space of infinite-time random walks and the space of particle configurations, we also have the following weak-convergence
result. Classically, this continuum limit of the random walk envelopes is the functional CLT for these envelopes, hence
giving us a “Brownian envelope".
Lemma 2.3. For any fixed δ > 0, the sequence of measures {µ(n)
0,δ
}∞
n=1
converges weakly along subsequences on the configuration
space Ω. In particular, the sequence of random fields {Y (n)
0,δ
}∞
n=1
converges weakly in H−∞(R).
Proof. We cite [25] for preliminaries on the weak topology for probability measures on {0,1}Z. In particular, given the
relative entropy estimates in Lemma 2.2 it suffices to show that the DFFs under microscopic stationarity ν1/2 are tight.
This is a direct calculation for the Fourier transform of the probability law of the DFF; see [18]. 
We now combine the entropy estimate in Lemma 2.2, the weak convergence of the Brownian envelope in Lemma 2.3,
Theorem 2.3 in [19] and Theorem 2.13 in [20] to deduce the following convergence of the DFFs towards solutions of the
s-Burgers equation.
Corollary 2.4. Fix δ > 0. Under µ
(n)
0
= µ
(n)
0,δ
, the DFF dynamics {Y (n)·,δ }∞n=1 is tight in D([0, T ],H−∞(R)). Moreover, any limit
point is the unique energy solution to the stochastic Burgers equation with initial data the weak limit
Y0,δ = lim
n→∞
Y (n)
0,δ
, (2.12)
which may depend on the particular subsequence chosen.
We now discuss this construction of bounded entropy random walk measures for arbitrary ̺-homogeneous initial data.
To this end, we recall the following classical result in stochastic analysis which asserts a stochastic approximation result for
Brownian motion. The proof of this result is a straightforward application of the Ito’s existence and uniqueness theorem
for strong solutions to SDEs and the Girsanov theorem.
Lemma 2.5. Given a finite time horizon T ∈ R>0, consider any continuous function F ∈ C0([0, T ],R) such that F(0) = 0.
Let B· denote a standard one-dimensional Brownian motion with its associated Wiener measure. Then for any ǫ
(1) > 0,
P

sup
t∈[0,T ]
|F(t)− Bt | < ǫ(1)

> 0. (2.13)
Thus, if we replace the vanishing drift of the height function for flat initial data with the trajectory associated to any
̺-homogeneous initial data µ
(n)
0
, the collection of random walks RW
(n), j
δ,̺
has density uniformly positive in the limit n→∞
inside the space of all random walks, so long as a suitable regularity and growth estimate is satisfied. Because the trajectory
associated toµ
(n)
0
is sub-quadratic by assumption, wemay adapt the arguments in Lemma 2.2 to prove Corollary 2.4 beyond
flat data.
6
We conclude this preliminary discussion concerning these Brownian envelopes by obtaining a height function estimate
associated to µ
(n)
0,δ
. This estimate is stable in the continuum limit giving us the energy solution Y·,δ ∈ C0([0, T ],H−∞(R))
from Corollary 2.4, which is its main utility.
Lemma 2.6. There exists a universal constant κ > 0 such that for any δ > 0 and x ∈ R,H (n)
0,δ
(x) − H (n)
0
(x)
 6 κδ|x |2, (2.14)
Z0,δ(x) = Z0(x)e
O(δ|x |2). (2.15)
Proof. For any x ∈ R let Jx ∈ Z>0 be the integer such that x ∈ (Jx , Jx + 1]. Under the Brownian envelope µ(n)0,δ for n ∈ Z>0
sufficiently large, we have the following maximal inequality with implied constants universal: 1pn

[nx]∑
τ=1
η
(n)
0 (τ)−̺τ
 . δ
Jx∑
j=1
j . δ|x |2. (2.16)
This completes the proof. 
2.3. Weak-Type Comparison. The role of the Brownian envelopes is made explicit in the following weak-type comparison
theorem for the DFFs.
Proposition 2.7. Fix any finite time horizon T > 0. For any time t ∈ [0, T ], for any ǫ > 0, and for any u ∈ C∞
c
(R), we have
E
Y (n)
t ,δ
(u) − Y (n)
t ,0
(u)
2 .T,u Cǫǫ(0)δ + Cǫǫ(0)n + ǫ (2.17)
for n ∈ Z>0 sufficiently large. The implied constant depends only on T and a Sobolev norm of the test function. Moreover, the
constant Cǫ > 0 depends only on ǫ > 0. Lastly, ǫ
(0)
δ
→δ→0 0 and ǫ(0)n →n→∞ 0.
Moreover, the sequence {Y (n)t ,0 (u)}∞n=1 is tight in the Skorohod space D([0, T ],R) for any u ∈ H∞(R), and its limit points
are uniquely determined by its values on u ∈ C∞
c
(R). In particular,
E
Yt ,δ(u) − Yt ,0(u)2 .T,u Cǫǫ(0)δ + ǫ. (2.18)
By Mitoma’s Criterion in [28] it implies tightness of {Y (n)
t ,0
}∞
n=1
as cadlag H−∞(R)-valued processes, and the proof of
Proposition 2.7 will show that trajectories are H−s-valued with probability 1 for some s > 0. As an immediate upshot of
this result, Theorem 1.4 is a consequence of the following proposition, whose proof is the aim of Section 4.
Remark 2.8. Before we proceed, note Proposition 2.7 may be viewed as a coupling-type result. We briefly introduce the
work [26] on coupling exclusion processes. However, [26] focuses on simple exclusion processes, and is thus quite far
from the systems of interest in this paper.
Proposition 2.9. Let Z δ· (·) denote the solution to the SHE (1.3) with initial data eH0,δ(x), for any δ > 0. Then the sequence
{Z δ· (·)}δ→0 is weakly compact in the Banach space of space-time functions C0loc([0, T ] × R,R), and any limit point is the
solution Z 0· (·) to the SHE with initial data eH0(x).
Moreover, for any t ∈ [0, T ], we have convergence in probability ∂x logZ δt (u)→δ→0 ∂x logZ 0t (u) for any u ∈ C∞c (R).
Indeed, taking a subsequence of {Y·,δ}δ→0, we deduce from Proposition 2.7 and Proposition 2.9 that Yt ,0 = ∂x logZt ,0
with probability 1 for any t ∈ [0, T ] when applied to any compactly supported test function u ∈ C∞
c
(R). By a union bound,
we deduce
P
 
Yt ,0(u) = ∂x logZt ,0(u), t ∈ [0, T ]∩Q

= 1. (2.19)
As both trajectories are continuous in time with finite H−s-norm for some s > 0, this completes the proof of Theorem 1.4.
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3. DISCRETE SHE ANALYSIS: WEAK-TYPE COMPARISON
The aim of this section is to prove Proposition 2.7. Namely, the tightness claim will follow from standard methods in
stochastic analysis as in [14]; see Corollary 3.3. The weak-type energy estimate/comparison result is of more interest. To
this end, we first prove an energy estimate for the following Gartner transform, which gives a discrete-type analog of the
SHE; see [14], for example:
Z (n),λ,v
t ,δ
(x) = exp
¦
−λH (n)t ,γ (x) + ν(n)λ t
©
, (t, x) ∈ R>0 ×R, λ= ±1, δ > 0. (3.1)
The superscript v is purely formal for now, and its appearance will be explained shortly after Lemma 3.2 below.
The parameter ν
(n)
λ
is a functional of the parameters of the underlying interacting particle system and is thus determin-
istic. Citing [14], it is strictly positive uniformly in n ∈ Z>0, which will be important later.
Proposition 3.1. Fix any finite-time horizon T > 0. For any time (t, x) ∈ [0, T ]×R and for any ǫ > 0, we have
E
Z (n),+,vt ,δ −Z (n),+,vt ,0 2 .T Cǫǫ(0)δ + Cǫǫ(0)n + ǫ. (3.2)
The implied constant is uniform over compact space-time domains and independent of n ∈ Z>0. The constant Cǫ > 0 depends
only on ǫ > 0. Lastly, ǫ
(0)
δ
→δ→0 0 and ǫ(0)n →n→∞ 0.
Proposition 2.7 will follow from Proposition 3.1 above, combined with tightness of the Gartner transforms {Z (n),±,v•,δ }∞n=1
for all δ > 0 as well as space-time regularity of the limiting transforms following from Corollary 3.3 below. We make this
precise at the end of this section.
3.1. Derivation of Approximate SHE. In this section, unlike [14]we work exclusively in macroscopic coordinates. More-
over, we fix δ > 0, and γ will be a generic index with values in {0,δ}.
We begin with an adaptation of [14], namely a rewriting of the system of SDEs satisfied by Z (n),λ,v•,γ .
Lemma 3.2. We let ∆
(n)
k
denote the normalized range-k discrete Laplacian on n−1Z:
∆
(n)
k
F

(x) := n2
 
F(n−1(x + k)) + F(n−1(x − k))− 2F(n−1x)

, x ∈ Z, F : n−1Z→ R. (3.3)
We similarly let ∇(n),±
k
denote the normalized range-k gradient on n−1Z:
∇(n),±
k
F

(x) = n
 
F(n1(x ± k))− F(n−1x)

, x ∈ Z. (3.4)
Then we have the following system of SDEs for x ∈ Z, for λ= ±, and for γ ∈ {0,δ},
dZ (n),λ,vt ,γ =

1
2
m∑
k=1
(er(n)
k
+ v
(n)
k
)∆
(n)
k
Z (n),λ,vt ,γ

dt + Z (n),λ,vt ,γ, dB
(n),λ
t ,γ (3.5)
+

β
(n)
t ,γ (η
(n)
t )Z
(n),λ,v
t ,γ

dt + W (n)t ,γ (η
(n)
t ,Z
(n),λ,v
t ,γ )dt + O(n
−1/2)
Z (n),λ,v•,γ 
L∞t
dt.
Here, {er(n)
k
}∞
n=1
is a sequence of converging deterministic parameters independent of γ, and |v(n)
k
|. n−1 are local functions of the
particle system independent of λ = ±. The system {B(n),λ·,δ }x∈Z are individually L2-cadlag martingales, and as a system exhibit
correlation length m. The term β
(n)
t ,γ (η
(n)
t ) is a uniformly bounded local functional of the particle system that is independent of
the sign λ= ±. The term W (n)t ,γ =W (n)t ,γ (η(n)t ,Z (n),λ,vt ,γ ) is of the form
W (n)t ,γ (η
(n)
t ,Z
(n),λ,v
t ,γ ) =
∑
ki6m
∇(n)
ki

fki (η
(n)
t )Z
(n),λ,v
t ,γ

, (3.6)
where { fki}ki are local functionals of the occupation variables that areweakly vanishing in the sense of Definition 2.5 in [14].
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Proof. To fix ideas, we let λ= +. Proposition 2.3 in [14] gives the following expansion for the discrete Laplacian:

1
2
m∑
k=1
er(n)
k
∆kZ
(n),λ,v
t ,γ

dt =
 (
n
3
2
m∑
j=1
 
A(n),λer(n)
j

η
(n)
t ,x− j −η
(n)
t ,x+ j
)
Z (n),λt ,γ
!
dt (3.7)
+
 (
n
m∑
j=1
 
B(n)er(n)
j
∑
y1<x<y2: y2−y1= j

η
(n)
t ,y1
η
(n)
t ,y2
)
Z (n),λ,vt ,γ
!
dt
+

n
1
2 eC (n),λt ,γ (η(n)t )Z (n),λ,vt ,γ dt + eν(n)λ Z (n),λ,vt ,γ dt + W (n)t ,γ (η(n)t ,Z (n),λ,vt ,γ )dt
+
Z (n),λ,v•,γ 
L∞t
n−1/2dt.
The term eC (n),λt ,γ (η(n)t ) admits a sign change when λ= −, and it is a sum of Om(1)-many cubic polynomials in the occupation
variables {η(n)t ,x}x∈Z. The term eν(n)λ depends only on the parameters of the dynamics of the underlying particle system, and
is invariant under sign change λ −. Lastly, A(n),λ changes sign upon the sign change λ = ±, and B(n) is invariant under
this sign change.
Explicitly, the cubic term is equal to
eC (n),λt ,γ (η(n)t ) = ∑
0<i< j<k<m
αi, j,k

η
(n)
t ,x+i
η
(n)
t ,x+ j
η
(n)
t ,x+k
− η(n)
t ,x−iη
(n)
t ,x− jη
(n)
t ,x−k

. (3.8)
Consider a suitable triple (i, j, k), and denote the corresponding term by ec(n)t ,γ (x; i, j, k) = ec(n)t ,γ . Observe ec(n)t ,γ vanishes if and
only if η
(n)
t ,x−α = η
(n)
t ,x+α for all α ∈ {i, j, k}. If this term does not vanish, suppose that η(n)t ,x− j 6= η
(n)
t ,x+ j
. Then we may write
n
3
2
 
A(n),λer(n)
j

η
(n)
t ,x− j −η
(n)
t ,x+ j

+ n
1
2ec(n)t ,γ = n 32
 
A(n),λer(n) + n−11ηt,x− j 6=ηx+ j ec(n)t ,γ
η
(n)
t ,x− j −η
(n)
t ,x+ j
!
j
(3.9)
= n
3
2
 
A(n),λer(n) + A(n),λv(n) , (3.10)
where
v(n) = (A(n),λ)−1
 
n−11ηt,x− j 6=ηx+ j
ec(n)
t ,δ
η
(n)
t ,x− j −η
(n)
t ,x+ j
!m
j=1
. (3.11)
Observe that ‖v(n)‖ . n−1. This is a consequence of the uniform lower bound on the matrix A(n),λ, the uniform boundec(n)
γ
. 1, and the discrete-valued nature of the occupation variables. Moreover, both A(n) and ec(n)
γ
admit sign change when
λ −. This implies that v(n) is invariant under this sign-change. Thus, following the proof of Proposition 2.3 in [14],
1
2
m∑
k=1
er(n)
k
∆kZ
(n),λ,v
t ,γ

dt =

1
2
m∑
k=1
er(n)
k
+ v
(n)
k

∆kZ
(n),λ,v
t ,γ

dt (3.12)
+
 (
n
m∑
j=1
 
B(n)v(n)

j
∑
y1<x<y2:y2−y1= j

η
(n)
t ,y1
η
(n)
t ,y2
)
Z (n),λ,vt ,γ
!
dt
+

β
(n)
t ,γ (η
(n)
t )Z
(n),λ,v
t ,γ

dt + W (n)t ,γ (η
(n)
t ,Z
(n),λ,v
t ,γ )dt.
Because B(n) is also invariant under the switch λ −, the second term on the RHS is invariant under λ −. Because
‖v(n)‖. n−1, the second term on the RHS is trivially O(1) with implied constant universal. Upon redefining the coefficient
β
(n)
t ,γ , this completes the proof. 
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We rewrite the system of SDEs (3.5) via the heat kernel p(n),v• associated to
1
2
∑m
k=1
er(n)
k
+ v
(n)
k

∆
(n)
k
:
Z (n),λ,vt ,γ = p
(n),v
t ∗Z (n),λ,v0,γ +
∫ t
0
p
(n),v
t−s ∗Z (n),λ,vs,γ dB(n),λs,γ (3.13)
+
∫ t
0
¦
p
(n),v
t−s ∗

β (n)
s,γ
(η(n)
s
)Z (n),λ,v
s,γ
©
ds +
∫ t
0
¦
p
(n),v
t−s ∗W (n)s,γ
©
ds
+ n−1/2
Z (n),λ,v•,γ 
L∞t
t.
With this heat kernel expansion, we proceed as in the proof of Proposition 3.2 and Corollary 3.3 of [14] to deduce tightness
and moment estimates for the Gartner transforms, using Lemma A.1 and Lemma A.2 below for the necessary heat kernel
estimates. Recall that we have already assumed diffusive scaling in our dynamics.
Corollary 3.3. For γ ∈ {0,δ}, the sequence {Z (n),λ,vt ,γ }∞n=1 of cadlag trajectories is tight in the Skorohod spaceD([0, T ],C0loc(R)).
Furthermore, any limit point is concentrated on C0([0, T ],C0
loc
(R)). Lastly, for any p > 0,
sup
n∈Z>0
sup
λ=±
sup
γ=0,δ
E
 sup
t∈[0,T ]
Z (n),λ,vt ,γ
p .T,p 1, (3.14)
sup
n∈Z>0
sup
λ=±
sup
γ=0,δ

sup
t∈[0,T ]
sup
x∈Z
e−n
−1 |x | E
Z (n),λ,vt ,γ p .T,p 1, (3.15)
where the implied constant is uniform over compact space-time domains.
3.2. Replacement Lemma. We consider an auxiliary flow to (3.5), which effectively eliminates the presence of the sto-
chastic diffusion coefficients {v(n)
k
}m
k=1
. Namely, for γ ∈ {0,δ} and λ = ±, we define {Z (n),λ•,γ }x∈Z to be the solution to the
following integral equation:
Z (n),λt ,γ = p
(n)
t ∗Z (n),λ0,γ +
∫ t
0
p
(n),v
t−s ∗Z (n),λs,γ dB(n),λs,γ (3.16)
+
∫ t
0
¦
p
(n),v
t−s ∗

β (n)
s,γ
(η(n)
s
)Z (n),λ
s,γ
©
ds +
∫ t
0
¦
p
(n)
t−s ∗W (n)s,γ (η(n)s ,Z (n),λs,γ )
©
ds,
where p(n)• denotes the heat kernel corresponding to the operator
1
2
∑m
k=1
er(n)
k
∆
(n)
k
. Note that, using now the heat kernel
estimates in Proposition A.1 of [14], the results of Corollary 3.3 apply to Z (n),λ•,γ as well. Moreover, Z
(n),λ,v
0,γ =Z
(n),λ
0,γ purely
by assumption.
The following replacement lemma serves as a comparison-type result between Z (n),λ,v•,γ and Z
(n),λ
•,γ . To prove this result,
we appeal to the following lemma.
Lemma 3.4. For any t ∈ [0, T ] and any continuous, compactly supported function F ∈ C(0)
c
(R), we havep(n),vt ∗ F − p(n)t ∗ F  .F,T ǫ(0)n , (3.17)
where the implied constant depends only on the modulus of continuity of F and the time horizon T > 0, and ǫ(0)
n
→n→∞ 0.
Proof. Let X(n),v• be the n
−1Z-valued random walk with the heat kernel p(n),v• , and let X
(n)
• denote the n
−1Z-valued random
walk with the heat kernel p(n),v• . Observe that X
(n),v
• and X
(n)
• are both continuous-time, cadlag martingales with predictable
brackets equal to


X(n),v•

t
=
¨
1
2
m∑
k=1
k2
er(n)
k
+ v
(n)
k
2« t, t ∈ R>0, (3.18)


X(n)•

t
=
¨
1
2
m∑
k=1
k2
er(n)k 2
«
t, t ∈ R>0. (3.19)
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Given that the lattice n−1Z itself is shrinking in size as n→∞, in this same limit the maximal jump sizes of X(n),v• and X(n)•
vanish as well. Thus, the martingale processes X(n),v• and X
(n)
• have uniformly bounded predictable brackets in C([0, T ],R),
and consequentially are tight in D([0, T ],R) with continuous martingale limits, denoted by Xv• and X• respectively. Note

Xv•

t
= 〈X•〉t =
¨
1
2
m∑
k=1
k2 lim
n→∞
er(n)k 2
«
t, t ∈ R>0. (3.20)
This implies that both Xv• and X• have Brownian limits with the same bracket processes. This completes the proof. 
We may now state the comparison-type result which will allow us to replace Z (n),λ,v•,γ with Z
(n),λ
•,γ in the proof of Propo-
sition 3.1.
Lemma 3.5. Fix any T > 0 and any ǫ > 0. Then, uniformly on compact space-time domains, we have
E

sup
t∈[0,T ]
Z (n),λ,vt ,γ −Z (n),λt ,γ 2 . Cǫǫ(0)n + ǫ. (3.21)
Proof. We first assume T > 0 is sufficiently small. By definition, we have
Z (n),λ,vt ,γ −Z (n),λt ,γ =
¦
p
(n),v
t − p(n)t
©
∗Z (n),λ
0,γ +
∫ t
0

p
(n),v
t−s ∗Z (n),λ,vs,γ dB(n),λs,γ − p
(n)
t−s ∗Z (n),λs,γ dB(n),λs,γ

(3.22)
+
∫ t
0
¦
p
(n),v
t−s ∗ β (n)s,γ (η(n)s )

Z (n),λ,v
s,γ −Z (n),λs,γ
©
ds
+
∫ t
0
¦
p
(n),v
t−s ∗W (n)s,γ (η(n)s ,Z (n),λ,vs,γ ) − p
(n)
t−s ∗W (n)s,γ (η(n)s ,Z (n),λs,γ )
©
ds
+ O(n−1/2)
Z (n),λ,v•,γ 
L∞
t,x ,loc
t.
We study each term on the RHS of (3.22) individually. First, by Lemma 3.4 and (A.3), as in the proofs of Proposition 3.2
in [14] and Corollary 3.3, for any ǫ > 0 we have
E

sup
t∈[0,T ]
¦p(n),vt − p(n)t © ∗Z (n),λ0,γ 2 .T Cǫǫ(0)n + ǫ, (3.23)
uniformly on compact space-time domains, where Cǫ > 0 depends only on ǫ > 0 and the spatial regularity of Z
(n),λ
0,γ . We
now rewrite the stochastic integral on the RHS of (3.22) as follows:∫ t
0

p
(n),v
t−s ∗Z (n),λ,vs,γ dB(n),λs,γ − p
(n)
t−s ∗Z (n),λs,γ dB(n),λs,γ

=
∫ t
0
p
(n)
t−s ∗

Z (n),λ,v
s,γ
−Z (n),λ
s,γ

dB(n),λ
s,γ
(3.24)
+
∫ t
0

p
(n),v
t−s − p(n)t−s

∗Z (n),λ,v
s,γ
dB(n),λ
s,γ
.
We now take second moments via the Doob maximal inequality for stochastic integrals. Applying the pointwise bounds in
Proposition A.1 of [14] and (A.4), we have
E

 sup
t∈[0,T ]

∫ t
0
p
(n)
t−s ∗

Z (n),λ,v
s,γ
−Z (n),λ
s,γ

dB(n),λ
s,γ

2

 . ∫ t
0
1p
t − sp
(n)
t−s ∗ E
Z (n),λ,vs,γ −Z (n),λs,γ 2 ds, (3.25)
E

 sup
t∈[0,T ]

∫ t
0

p
(n),v
t−s − p(n)t−s

∗Z (n),λ,v
s,γ
dB(n),λ
s,γ

2

 .T log2 n
n2
sup
t∈[0,T ]
sup
x∈Z
e−n
−1 |x |
Z (n),λ,vt ,γ 2 . (3.26)
For the third term on the RHS of (3.22), we have the straightforward estimate
E
 supt∈[0,T ]
∫ t
0
¦
p
(n),v
t−s ∗ β (n)s,γ (η(n)s )

Z (n),λ,v
s,γ
−Z (n),λ
s,γ
©
ds

2
.T
∫ t
0
§
p
(n),v
t−s ∗ E
Z (n),λ,vs,γ −Z (n),λs,γ 2ªds. (3.27)
11
Lastly, the fourth term on the RHS of (3.22) vanishes in the limit as n→∞ up to arbitrarily small error, by consequence
of the proof of Lemma 2.5 in [14] combined with the regularity estimates in Lemma A.2, the gradient estimate (A.1), and
the space-time continuity from Corollary 3.3. Ultimately, upon redefining ǫ(0)
n
we deduce
sup
x∈Z

e−n
−1 |x | E

sup
t∈[0,T ]
Z (n),λ,vt ,γ −Z (n),λt ,γ 2
.T Cǫǫ
(0)
n
+ ǫ + sup
x∈Z
e−n
−1 |x |
∫ t
0
1p
t − sp
(n)
t−s ∗ E
Z (n),λ,vs,γ 2 ds (3.28)
+ sup
x∈Z
e−n
−1 |x |
∫ t
0
§
p
(n),v
t−s ∗ E
Z (n),λ,vs,γ −Z (n),λs,γ 2ª .ds
. Cǫǫ
(0)
n
+ ǫ (3.29)
+ sup
x∈Z

e−n
−1 |x | E

sup
t∈[0,T ]
Z (n),λ,vt ,γ −Z (n),λt ,γ 2∫ t
0

1+
1p
t − s
¨∑
x∈Z
p
(n)
t−se
n−1 |x |
«
ds.
Applying (A.3), we deduce the time-integral on the RHS vanishes as t → 0. Thus,
sup
x∈Z

e−n
−1 |x | E

sup
t∈[0,T ]
Z (n),λ,vt ,γ −Z (n),λt ,γ 2 6 ǫ(0)T sup
x∈Z

e−n
−1 |x | E

sup
t∈[0,T ]
Z (n),λ,vt ,γ −Z (n),λt ,γ 2 (3.30)
+ CT
 
Cǫǫ
(0)
n
+ ǫ

,
where ǫ
(0)
T →T→0 0 depends only on the spatial regularity of Z (n)0,γ . Thus, for T ≪ 1 sufficiently small depending only on
this regularity, we deduce, uniformly on compact space-time domains,
E

sup
t∈[0,T ]
Z (n),λ,vt ,γ −Z (n),λt ,γ 2 . Cǫǫ(0)n + ǫ. (3.31)
The result now follows from iterating this procedure, noting that by Corollary 3.3 that the spatial regularity is uniformly
controlled as n→∞ on compact-space time domains for Z (n),λ,v•,γ and Z (n),λ•,γ . Thus, upon redefining the parameters ǫ(0)n
and ǫ > 0, the claim follows. 
We conclude this preliminary discussion on global properties of the Gartner transform with its approximate invariance
under sign change λ = ± λ = ∓. Namely, given the properties outlined in Lemma 3.2, it remains to study invariance
properties of the martingale term. To this end, we employ Proposition 3.4 in [14] to deduce the equation
Z (n),λt ,γ = p
(n),v
t ∗Z (n),λ0,γ +
∫ t
0
p
(n)
t−s ∗Z (n),λs,γ dB(n)s (3.32)
+
∫ t
0
¦
p
(n)
t−s ∗

β (n)
s,γ
(η(n)
s
)Z (n),λ
s,γ
©
ds +
∫ t
0
¦
p
(n)
t−s ∗W (n)s,γ
©
ds
+
∫ t
0
p
(n)
t−s ∗Z (n),λs,γ

dB(n),λ
s,γ
− dB(n)
s,γ

+ n−1/2
Z (n),λ•,γ 
L∞t
t,
where the system {B(n)
s
}x∈Z is independent of γ ∈ {0,δ}whose law is independent of λ= ±. Although the martingale is not
pathwise-invariant under this sign change, we abuse notation and omit the dependence on λ= ±. Moreover, Proposition
3.4 in [14] and its proof gives a uniform estimate for compact space-time domains Υt ⊂ [0, t]× Υx , for Υx ⊂ R compact:
P

Ξ(n)B,T =



∫ t
0
p
(n)
t−s ∗Z (n),λs,γ

dB(n),λ
s,γ
− dB(n)
s,γ

L∞t,x (ΥT )
> ǫ(1)
n
, γ= 0,δ, λ = ±



 < ǫ(2)
n
, (3.33)
where ǫ( j)
n
= on→∞(1). Because the martingale-error term is uniformly small with high probability, the Gartner transform
is approximately invariant under sign change λ = ± λ = ∓ in law. To formulate this precisely, we need to introduce the
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following notation. First, we define the stopping time for the event (3.33):
τ
(n)
B = inf
n
t ∈ [0, T ] : 1
Ξ
(n)
B,t
= 0
o
. (3.34)
We now recall the notion of Wasserstein metrics for probability measures; see [30] for details. To establish and fix notation,
we let dWass,2 denote the Wasserstein-2 metric for probability measures µ1,µ2.
Lemma 3.6. For γ ∈ {0,δ}, we have
sup
t∈[0,T ]
dWass,2

Z (n),+
t∧τ(n)B ,γ
, Z (n),−
t∧τ(n)B ,γ

.T ǫ
(1)
n
. (3.35)
Thus, there exists ǫ(3)
n
= on→∞(1) such that
sup
t∈[0,T ]
dWass,2

Z (n),+t ,γ , Z
(n),−
t ,γ

.T ǫ
(3)
n
. (3.36)
Proof. Because β (n)•,γ and W
(n)
•,γ are pointwise invariant under the sign change λ= ± λ= ∓, and because the initial data
is invariant, in law, under this sign change by assumption, it suffices to study the effect of removing the martingale-error.
To be precise, consider the equation
X (n)t ,γ = p
(n)
t ∗Z (n)0,γ +
∫ t
0
p
(n)
t−s ∗X (n)s,γ dB(n)s (3.37)
+
∫ t
0
¦
p
(n)
t−s ∗

β (n)
s,γ
(η(n)
s
)X (n)
s,γ
©
ds +
∫ t
0
¦
p
(n)
t−s ∗W (n)s,γ
©
ds.
It suffices to estimate the difference X (n)
t∧τ(n)B ,γ
−Z (n),−
t∧τ(n)B ,γ
in L2 of the underlying probability space. To this end, we iterate
the respective heat kernel expansions to write
X (n)
t∧τ(n)B ,γ
−Z (n),−
t∧τ(n)B ,γ
=
∫ t∧τ(n)B
0
p
(n)
t∧τ(n)B −s
∗

X (n)
s,γ
−Z (n),−
s,γ

dB(n)
s
(3.38)
+
∫ t∧τ(n)B
0
§
p
(n)
t∧τ(n)B −s
∗ β (n)
s,γ
(η(n)
s
)

X (n)
s,γ
−Z (n),−
s,γ
ª
ds
+
∫ t∧τ(n)B
0
§
p
(n)
t∧τ(n)B −s
∗

W (n)
s,γ (η
(n)
s
,X (n)
s,γ )−W (n)s,γ (η(n)s ,Z (n)s,γ )
ª
ds
+ ǫ(1)
n
.
Taking second moments and applying the heat kernel estimates in Proposition A.1 of [14], we see
E
X (n)t∧τ(n)B ,γ −Z (n),−t∧τ(n)B ,γ
2 . ∫ t∧τ
(n)
B
0
1q
t ∧τ(n)B − s
§
p
(n)
t∧τ(n)B −s
∗ E
X (n)s,γ −Z (n),−s,γ 2ªds (3.39)
+ E

∫ t∧τ(n)B
0
§
p
(n)
t∧τ(n)B −s
∗

W (n)
s,γ
(η(n)
s
,X (n)
s,γ
)−W (n)
s,γ
(η(n)
s
,Z (n)
s,γ
)
ª
ds

2
+ ǫ(1)
n
.
Since W (n)
s,γ
is uniformly Lipschitz in the second variable, applying gradient estimates for the heat kernel from Proposition
A.1 in [14], we see
E
X (n)t∧τ(n)B ,γ −Z (n),−t∧τ(n)B ,γ
2 . ∫ t∧τ
(n)
B
0
1q
t ∧τ(n)B − s
§
p
(n)
t∧τ(n)B −s
∗ E
X (n)s,γ −Z (n),−s,γ 2ªds (3.40)
+ E

∫ t∧τ(n)B
0
§
p
(n)
t∧τ(n)B −s
∗ E
X (n)s,γ −Z (n),−s,γ 2ªds

2
+ ǫ(1)
n
.
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Iterating this estimate as in the proof of Lemma 4.2 below, we see
E
X (n)t∧τ(n)B ,γ −Z (n),−t∧τ(n)B ,γ
2 .T ǫ(1)n . (3.41)
This proves the first Wasserstein estimate. The second follows from the first combined with Corollary 3.3 and the stopping
time estimate (3.33). 
3.3. Girsanov-Type Trick. To develop the Girsanov-type trick, we now introduce the following perturbative factors. For
any pair of times 06 T0 6 t 6 T , we define the following exponential drift process:
E (n)T0,t ,γ(x) := exp

−
∫ t
T0
β (n)
s,γ
(x;η(n)
s
) ds

, (t, x) ∈ [T0, T ]×R, γ = 0,δ. (3.42)
We now apply the Ito formula to the following perturbed dynamics:
fZ (n),λ,,vt ,γ := Z (n),λ,vt ,γ E (n)T0,t ,γ, t ∈ [T0, T1], γ = 0,δ, λ= ±. (3.43)
Observe that only the first factor on the RHS depends on the sign λ= ±.
The perturbation E (n)T0,t ,γ is a function of space, so multiplication by this factor fails to commute with the discrete Lapla-
cian. This gives commutator terms for the dynamics of fZ (n),λ,vt ,γ .
Lemma 3.7. Fix any pair of times 0 6 T0 6 T1 6 T and define τ0,1 = T1 − T0. For t ∈ [0,τ0,1], for γ ∈ {0,δ}, and for
λ ∈ {±1},
d fZ (n),λ,vt+T0,γ =

1
2
m∑
k=1
(er(n)
k
+ v
(n)
k
)∆
(n)
k
fZ (n),λ,vt+T0,γ

dt + fZ (n),λ,,vt+T0,γ dB(n),λt ,γ + W (n)t+T0,γ η(n)t , fZ (n),λ,vt+T0,γ dt (3.44)
− 1
2
m∑
k=1
(er(n)
k
+ v
(n)
k
)
∑
σ=±
∇(n),σ
k
Z (n),λ,,vt+T0,γ · ∇
(n),σ
k
E (n)T0,t ,γ

dt
− 1
2
m∑
k=1
(er(n)
k
+ v
(n)
k
)
¦
Z (n),λ,,vt+T0,γ ∆
(n)
k
E (n)T0,t ,γ
©
dt
−
 
1
2
∑
ki6m
fki (η
(n)
t+T0
)Z (n),λ,,vt+T0,γ ∇kiE
(n)
T0,t ,γ
!
dt
+ O(n−1/2)
 fZ (n),λ,vt+T0,γ L∞
t,x ,loc
dt.
Moreover, for τ0,1 sufficiently small, we have the following estimate pointwise in space-time:∇(n),σk E (n)T0,t ,δ+ ∆(n)k E (n)T0,t ,δ . n2τ0,1. (3.45)
Proof. The dynamics (3.44) is a straightforward application of the Ito formula for the product noting E (n)
T0,t ,δ
has bounded
total variation, combined with the following Leibniz-type rule for the discrete Laplacian:
∆
(n)
k
(FG) = F∆
(n)
k
G + G∆
(n)
k
F + ∇(n),+
k
F · ∇(n),+
k
G + ∇(n),−
k
F · ∇(n),−
k
G. (3.46)
The gradient estimates follow from Taylor expanding the exponential and applying the uniform bound |β (n)
s,γ
|= O(1). 
3.4. Short-Time Comparison. Upon time-local perturbations perturbation, Lemma 3.7 allows us to forget the problematic
drift up to an error quadratic in τ0,1 as defined above. Although this error comes with a prefactor of n
2, for τ0,1 ≪n 1
sufficiently small, this prefactor is absorbed into a fractional power τα
0,1
, which gives a total error of τ1+α
0,1
for any α ∈ (0,1).
Precisely, on time-scales below the microscopic scale, we accumulate negligible contribution from this term.
We now exploit this short-time estimate by comparison fZ (n),λ•,γ to a discrete-type SHE on these short time scales. To
this end, we redefine the perturbations to be time-local. More precisely, we decompose the time interval [0, T ] as follows
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under the constraints T0 = 0 and times to be specialized later τJ ,J+1 := TJ+1 − TJ < n−K , for K ≫ 1 fixed:
[0, T ] =
NT⋃
J=0
[TJ , TJ+1] (3.47)
We now define, for t ∈ [T j , T j+1] stipulating left continuity,fZ (n),λ,Jt ,γ = Z (n),λt ,γ E (n),Jt ,γ , γ ∈ {0,δ}, λ= ±, (3.48)
where
E (n),J
t ,δ
:= exp
¨
−
∫ t
TJ
β (n)
s,γ
(η(n)
s
) ds
«
, γ= 0,δ. (3.49)
We now introduce the auxiliary discrete-type SHE approximating fZ (n),λ,J ,v•,γ . First, we fix a short-time parameter τ < n−K ,
where the constant K > 0 will be universal and determined later. The dynamics are defined first by the following discrete-
type SHE driven by the heat kernel for a RWRE:
Z
(n),λ,J ,v
TJ+t ,γ
= p
(n),v
t ∗Z (n),vTJ ,γ +
∫ t
0
p
(n),v
t−s ∗

Z
(n),λ,J ,v
TJ+s,γ
dB
(n)
TJ+s,γ

(3.50)
+
∫ T
0
n
p
(n),v
t−s ∗W (n)TJ+s,γ(η
(n)
s
,Z
(n),λ,J ,v
TJ+s,γ
)
o
ds, (t, x) ∈ [0,τ)×R, γ= 0,δ, λ = ±.
A solution to this integral equation exists by the Banach fixed-point theorem, similar to the proofs of Corollary 3.3 in [14]
and Corollary 3.3. We may iterate this procedure to obtain a global dynamics.
In spirit of Lemma 3.5, consider the following discrete-type SHE driven by a deterministic heat kernel:
Z
(n),λ,J
TJ+t ,γ
= p
(n)
t ∗Z (n)TJ ,γ +
∫ t
0
p
(n)
t−s ∗

Z
(n),λ,J
TJ+s,γ
dB
(n)
TJ+s,γ

(3.51)
+
∫ t
0
n
p
(n)
t−s ∗W (n)TJ+s,γ(η
(n)
s
,Z
(n),λ,J
TJ+s,γ
)
o
ds, (t, x) ∈ [0,τ)×R, γ= 0,δ, λ = ±.
Again, a solution to this integral equation exists by the Banach fixed-point theorem, and we iterate this procedure to obtain
a global dynamics. Indeed, for the proof of Proposition 3.1 it will be useful to think of gluing together short-time dynamics
on time-intervals of length τ > 0 to obtain the global solution.
Our next goal is to obtain explicit short-time estimates comparing Z
(n),λ,J ,v
•,γ and
fZ (n),λ,v•,γ on time scales τ. To this end,
we now introduce auxiliary events for convenience, giving us global reductions for the proof of Lemma 3.10 below and
Proposition 3.1. Simply for further convenience, we introduce the following notion of high probability, which will be used
throughout this section.
Definition 3.8. We say an event Ξ holds with ǫ-high probability if P(Ξ)> 1− ǫ.
The first event concerns a weak-type speed of propagation estimate for the heat kernel. Roughly speaking, given a com-
pact space-time domain Υ = [0, T ]× Υx , we may perturb the initial data Z (n),λ0,γ outside a sufficiently large neighborhood
of Υ with arbitrary small change in Z (n),λ•,γ ,
fZ (n),J ,λ•,γ , and Z (n),J ,λ•,γ , respectively.
The proof of Lemma 3.9 below is a straightforward application of the Ito isometry and sub-exponential estimate for the
heat kernels holding uniformly on compact time domains from Proposition A.1 in [14] and (A.3), so we omit it.
Lemma 3.9. Fix any compact space-time domain Υ = [0, T ] × Υx ⊂ [0, T ] ×R, and fix any ǫ > 0. There exists a compact
neighborhood Υǫ = [0, T ]× Υǫ,x containing Υ such that
P

Ξ
(n)
Υǫ
=

sup
(t ,x)∈Υǫ
Z (n),λ,wt ,γ (x) − Z (n),ǫ,λ,wt ,γ (x) > ǫ, γ= 0,δ, λ = ±, w ∈ { ,v} < αǫ , (3.52)
where αǫ > 0 vanishes as we take the exhaustion Υǫ → [0, T ]×R, and we defined
Z (n),ǫ,λ,wt ,γ (x) = 1(t ,x)∈ΥǫZ
(n),ǫ
t ,γ (x), (t, x) ∈ [0, T ]×R, γ= 0,δ, λ = ±, w ∈ { ,v}. (3.53)
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By Lemma 3.9, we may assume that Z (n)
0,γ has compact spatial support towards the proof of Proposition 3.1. Abusing
notation for convenience, we let Z (n)t ,γ denote the compact cutoff Z
(n),ǫ
t ,γ .
The next global reduction concerns the following event of ǫ-high probability:
Ξ
(n)
δ,0
(C (1)
ǫ
) =

sup
(t ,x)∈[0,T ]×R
Z (n),λ,w
t ,δ
(x) + Z (n),λ,v
t ,0
(x) < C (1)
ǫ
, λ = ±, w ∈ { ,v}

. (3.54)
Indeed, by Lemma 3.9 and Corollary 3.3, we deduce Ξ
(n)
δ,0
(C (1)ǫ ) is an ǫ-high probability if we choose C
(1)
ǫ sufficiently large
depending only on ǫ, T .
As before, we introduce the associated stopping time to the previous two events of ǫ-high probability:
τ
Ξ
(n)
δ,0
(C
(1)
ǫ )
= inf
n
t ∈ [0, T ] : 1
Ξ
(n)
δ,0
(C
(1)
ǫ )
+ 1
Ξ
(n)
Υǫ
= 0
o
. (3.55)
In what follows, we also abuse notation. For the remainder of this section, we write t in place of t ∧ τ
Ξ
(n)
δ,0
(C
(1)
ǫ )
for any
t ∈ [0, T ]. In particular, we may suppose Ξ(n)
δ,0
(C (1)
ǫ
) holds with probability 1.
With the previous global reductions in place, we now run an iteration argument which allows us to remove the gradient
term in (3.45) with vanishing cost, on short time scales below the microscopic time-scale. Roughly speaking, as alluded to
above this allows us to compare the perturbed Gartner transform to a discrete-type SHE flow.
Lemma 3.10. Fix K > 0 sufficiently large depending on ǫ > 0 from the event Ξ
(n)
δ,0
(C (1)
ǫ
), and let τ < n−K . For any J > 0, we
have
E

sup
t∈[0,τ]
Z (n),J ,λ,vt ,γ − fZ (n),J ,λ,vt ,γ 2 6 τ9/4, γ= 0,δ, λ = ±. (3.56)
The proof of Lemma 3.10 mimics that of Lemma 3.6 above, since the martingales and vanishing terms agree between
Z
(n),J ,λ,v
•,γ and
fZ (n),J ,λ,v•,γ , so we omit the proof.
3.5. Energy Estimates: Preliminaries. Before we proceed, we introduce notation that will be convenient for the remain-
der of this section. The following notation will serve to accumulate the small errors obtained by the martingale-error terms
of concern in, for example, (3.33). Precisely, we define
E (n),λT0→T1,γ(B) =
∫ T1
T0
p
(n)
T1−s ∗Z
(n),λ
s,γ

dB(n),λ
s,γ
− dB(n)
s,γ

, γ= 0,δ, λ= ±. (3.57)
In the same spirit, we define, for γ ∈ {0,δ} and λ ∈ {±},
eE (n),λ,JT0→T1,γ(B) =
∫ T1
T0
p
(n)
T1−s ∗ fZ (n),λ,Js,γ dB(n),λs,γ − dB(n)s,γ  , (3.58)
E
(n),λ,J
T0→T1,γ(B) =
∫ T1
T0
p
(n)
T1−s ∗Z
(n),λ,J
s,γ

dB(n),λ
s,γ
− dB(n)
s,γ

. (3.59)
Similarly, we construct notation for the vanishing terms as well as follows:
E (n),λT0→T1,γ(W ) =
∫ T1
T0
¦
p
(n)
T1−s ∗W
(n)
s,γ (η
(n)
s
,Z (n),λ
s,γ )
©
ds, (3.60)
eE (n),λ,JT0→T1,γ(W ) =
∫ T1
T0
¦
p
(n)
T1−s ∗W
(n)
s,γ
(η(n)
s
, fZ (n),λ,J
s,γ
)
©
ds, (3.61)
E
(n),λ,J
T0→T1,γ(W ) =
∫ T1
T0
n
p
(n)
T1−s ∗W
(n)
s,γ
(η(n)
s
,Z
(n),λ,J
s,γ
)
o
ds. (3.62)
Lastly, again simply for convenience, we define
DE (n),λ
T0→T1,δ(B) = E
(n),λ
T0→T1,δ(B)− E
(n),λ
T0→T1,0(B), (3.63)
DE (n),λ
T0→T1,δ(W ) = E
(n),λ
T0→T1,δ(W ) − E
(n),λ
T0→T1,0(W ). (3.64)
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We define D eE (n),λ
T0→T1,δ(W ) and D
eE (n),λ
T0→T1,δ(B) analogously, and similarly DE
(n),λ
T0→T1,δ(W ) and DE
(n),λ
T0→T1,δ(B).
Observe that Lemma 3.10 gives a one-block-type estimate, since the time-local perturbation is of size eCǫτ and thus
realizes fZ (n),λ,J•,γ as honest perturbation of Z (n),λ•,γ , shown in Lemma 3.17. However, these perturbations accumulate into, a
priori, a macroscopic term that does not vanish. To remedy this, we proceed as in the classical one-block, two-blocks-type
estimates and establish a renormalization procedure between blocks.
In this preliminary discussion, we now present six auxiliary estimates crucial towards establishing such a renormaliza-
tion step.
(1) The first estimate is an immediate consequence of Lemma 3.10 establishing an “equivalence" of energy estimates
for fZ (n),λ,J•,γ and for Z (n),λ,J•,γ .
(2) The second estimate runs an iteration of the heat kernel expansion for the discrete-type SHE (3.51) similar to
Lemma 4.2 for the continuum SHE, which turns energy estimates for the discrete-type SHE (3.51) into those for
the initial data given by the honest, unperturbed Gartner transform.
(3) The third and fourth estimates turn energy estimates for Z (n),−•,γ into energy estimates for Z
(n),+
•,γ using the pseudo-
invariance in law from Lemma 3.6.
(4) The fifth estimate, in spirit of the third and fourth, estimates the difference in replacing the heat kernel p(n),v• with
p(n)• for both of Z
(n),λ
•,γ and Z
(n),λ
•,γ . The key idea behind this step is that the errors obtained in this replacement
using Lemma 3.5 are shared between these two processes, up to an error that will eventually be negligible.
(5) The final estimate is the final renormalization, which cuts off the Gartner transform in space with negligible error.
Before we proceed, we make one more remark explaining the nature of the following estimates. Because the errors E (n),λT0→T1,γ
are only macroscopically small and not microscopically small, we need to carry these terms through our two-blocks scheme
in the next subsection. Equivalently, we cannot blindly bound these terms since this would produce a final estimate that
diverges in the large-system limit n→∞. The same is true for eE (n),λ,JT0→T1,γ and E (n),λ,JT0→T1,γ. As noted during the proof of Lemma
3.5, the processes eE (n),λ,J
0→•,γ and E
(n),λ,J
0→•,γ vanish uniformly on compact space-time domains with probability 1.
Lemma 3.11. Fix K > 0 sufficiently large and let τ = n−K . Then for any ǫ > 0, there exists an event Ξǫ of ǫ-high probability
on which uniformly on Υ = [TJ , T ]×R and over J > 0,
E
 fZ (n),λ,J
t+TJ ,δ
− fZ (n),λ,J
t+TJ ,0
− DE (n),λ
0→t+TJ ,δ(W ) − DE
(n),λ
0→t+TJ ,δ(B)
2
6 eτ E
Z (n),λ,Jt+TJ ,δ − Z (n),λ,Jt+TJ ,0 − DE (n),λ0→t+TJ ,δ(W ) − DE (n),λ0→t+TJ ,δ(B)2 (3.65)
+ τ9/8.
Proof. We drop the sign λ since the arguments are the same for both signs. We first compute explicitly the difference on
the LHS inside the expectation:fZ (n),J
t+TJ ,δ
− fZ (n),J
t+TJ ,0
− DE (n)
0→t+TJ ,δ(W ) − DE
(n)
0→t+TJ ,δ(B)
= Z
(n),J
t+TJ ,δ
− Z (n),J
t++TJ ,0
− DE (n)
0→t+TJ ,δ(W ) − DE
(n)
0→t+TJ ,δ(B) (3.66)
+
∑
γ=0,δ
 fZ (n),J
t+TJ ,δ
− Z (n),J
t+TJ ,0

.
Taking second moments and applying the Schwarz inequality, we see
E
 fZ (n),J
t+TJ ,δ
− fZ (n),Jt+TJ ,0 − DE (n),λ0→t+TJ ,δ(W ) − DE (n),λ0→t+TJ ,δ(B)2
6 (1+τ)E
Z (n),Jt+TJ ,δ − Z (n),Jt++TJ ,0 − DE (n)0→t+TJ ,δ(W ) − DE (n)0→t+TJ ,δ(B)2 (3.67)
+ (1+τ−1)E
 ∑
γ=0,δ
 fZ (n),J
t+TJ ,δ
− fZ (n),Jt+TJ ,0

2
.
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Applying Lemma 3.10, the latter expectation is bounded above as follows:
(1+τ−1)E
 ∑
γ=0,δ
 fZ (n),J
t+TJ ,δ
− fZ (n),Jt+TJ ,0

2
. τ5/4, (3.68)
from which the proof follows upon choosing K ≫ 1 sufficiently large. 
Lemma 3.12. Fix any ǫ > 0 and any compact space-time domain Υ = [0, T ]× Υx . Then with ǫ-high probability,
E
Z (n),λt+TJ ,δ −Z (n),λt+TJ ,0 − DE (n),λ0→t+TJ ,δ(W ) − DE (n),λ0→t+TJ ,δ(B)2
6 eCǫ tp
(n)
t ∗
§
E
Z (n)
TJ ,δ
− Z (n)
TJ ,0
− DE (n),λ
0→TJ ,δ(W ) − DE
(n),λ
0→TJ ,δ(B)
2ª (3.69)
+ eCǫ t E

∫ t
0
p
(n)
t−s ∗

Z (n),λ
s+TJ ,δ
−Z (n),λs+TJ ,0

dB
(n),λ
s+TJ

2
+ t5/4 + Cǫn
−1/2 t,
uniformly on Υ , where Cǫ > 0 depends only on ǫ > 0.
Proof. We again drop the sign λ since the arguments are the same.
We first expand the LHS of the estimate inside the expectation by definition (3.51), using the Chapman-Kolmogorov
equation for the D-terms:
Z
(n),J
t+TJ ,δ
− Z (n),J
t+TJ ,0
− DE (n)
0→t+TJ ,δ(W ) − DE
(n)
0→t+TJ ,δ(B)
= p
(n)
t ∗

Z (n)
TJ ,δ
− Z (n)
TJ ,0

+
∫ t
0
p
(n)
t−s ∗

Z
(n),J
s+TJ ,δ
−Z (n),J
s+TJ ,0

dB
(n)
s+TJ
(3.70)
+ DE
(n)
TJ→t+TJ ,δ(W ) − DE
(n)
TJ→t+TJ ,δ(W )
+ DE
(n)
TJ→t+TJ ,δ(B) − DE
(n)
TJ→t+TJ ,δ(B)
− p(n)t ∗
¦
DE (n)
0→TJ ,δ(W ) + DE
(n)
0→TJ ,δ(B)
©
+ O(n−1/2 t).
We now square both sides and examine cross-terms, taking expectation at the end. To this end, we group the first term
and last term on the RHS. We first examine the following resulting term:
E

p
(n)
t ∗

Z (n)
TJ ,δ
− Z (n)
TJ ,0

− p(n)t ∗
¦
DE (n)
0→TJ ,δ(W ) + DE
(n)
0→TJ ,δ(B)
©∫ t
0
p
(n)
t−s ∗

Z
(n),J
s+TJ ,δ
−Z (n),J
s+TJ ,0

dB
(n)
s+TJ

= E

p
(n)
t ∗

Z (n)
TJ ,δ
− Z (n)TJ ,0 − DE
(n)
0→TJ ,δ(W ) − DE
(n)
0→TJ ,δ(B)

EFTJ
∫ t
0
p
(n)
t−s ∗

Z
(n),J
s+TJ ,δ
−Z (n),J
s+TJ ,0

dB
(n)
s+TJ

.
(3.71)
Indeed, the identity follows noting that DE (n)
0→TJ ,δ is FTJ -measurable. This implies that the cross term above vanishes as
the stochastic integral is adapted to the filtration F•.
To study the remaining cross terms, we now estimate the second and third lines on the RHS of (3.70). Following the
proof of Lemma 3.6, we see
E
DE (n)TJ→t+TJ ,δ(W ) − DE (n)TJ→t+TJ ,δ(W )2 . t5/2. (3.72)
For the martingale error term, we expand by definition to see
DE
(n)
TJ→t+TJ ,δ(B) − DE
(n)
TJ→t+TJ ,δ =
∫ t
0
p
(n)
t−s ∗

Z
(n)
s+TJ ,δ
−Z (n)
s+TJ ,δ

dB
(n)
s+TJ ,δ
− dB(n),
s+TJ ,δ

(3.73)
+
∫ t
0
p
(n)
t−s ∗

Z
(n)
s+TJ ,0
− Z (n)
s+TJ ,0

dB
(n)
s+TJ ,0
− dB(n),
s+TJ ,0

.
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As in the proof of Lemma 3.6, we may iterate and deduce, as well, that
E
DE (n)TJ→t+TJ ,δ(B) − DE (n)TJ→t+TJ ,δ(B)2 . t5/2. (3.74)
Lastly, we examine replacement of dynamics Z
(n),J
•,γ  Z
(n)
•,γ inside the stochastic integral, namely the second term on the
RHS of (3.70). Another iteration as in the proof of Lemma 3.6 shows
Repl
(n),J
0,TJ ,δ
:= E

∫ t
0
p
(n)
t−s ∗

Z
(n),J
s+TJ ,δ
−Z (n),J
s+TJ ,0

dB
(n)
s+TJ
−
∫ t
0
p
(n)
t−s ∗

Z (n),J
s+TJ ,δ
−Z (n),J
s+TJ ,0

dB
(n)
s+TJ

2
. t5/2. (3.75)
Ultimately, this gives the following second moment bound for the LHS of (3.70):
E
Z (n),Jt+TJ ,δ − Z (n),Jt+TJ ,0 − DE (n)0→t+TJ ,δ(W ) − DE (n)0→t+TJ ,δ(B)2
6 eτ E
p(n)t ∗ Z (n)TJ ,δ − Z (n)TJ ,0 − DE (n)0→TJ ,δ(W ) − DE (n)0→TJ ,δ(B)2 (3.76)
+ eτ E
n
p
(n)
t ∗

Z (n)
TJ ,δ
− Z (n)
TJ ,0
− DE (n)
0→TJ ,δ(W ) − DE
(n)
0→TJ ,δ(B)

DE
(n)
TJ→t+TJ ,δ(W ) − DE
(n)
TJ→t+TJ ,δ(W )
o
+ eτ E
n
p
(n)
t ∗

Z (n)
TJ ,δ
− Z (n)
TJ ,0
− DE (n)
0→TJ ,δ(W ) − DE
(n)
0→TJ ,δ(B)

DE
(n)
TJ→t+TJ ,δ(B) − DE
(n)
TJ→t+TJ ,δ(B)
o
+ eτ E

∫ t
0
p
(n)
t−s ∗

Z (n),J
s+TJ ,δ
−Z (n),J
s+TJ ,0

dB
(n)
s+TJ

2
+ eτ E
∫ t
0
p
(n)
t−s ∗

Z
(n),J
s+TJ ,δ
−Z (n),J
s+TJ ,0

dB
(n)
s+TJ

DE
(n)
TJ→t+TJ ,δ(W ) − DE
(n)
TJ→t+TJ ,δ(W )

+ eτ E
∫ t
0
p
(n)
t−s ∗

Z
(n),J
s+TJ ,δ
−Z (n),J
s+TJ ,0

dB
(n)
s+TJ

DE
(n)
TJ→t+TJ ,δ(B) − DE
(n)
TJ→t+TJ ,δ(B)

+ O

E

Repl
(n),J
0,TJ ,δ
∫ t
0
p
(n)
t−s ∗

Z
(n),J
s+TJ ,δ
−Z (n),J
s+TJ ,0

dB
(n)
s+TJ

+ O(t5/2)
+ O(n−1 t) +O(n−1 t2).
We now study the remaining cross terms. Namely, we apply the Schwarz inequality 2|ab| 6 αa2 +α−1b2 for any a, b ∈ R
and α > 0 to deduce the following two inequalities:
E
n
p
(n)
t ∗

Z (n)
TJ ,δ
− Z (n)
TJ ,0
− DE (n)
0→TJ ,δ(W ) − DE
(n)
0→TJ ,δ(B)

DE
(n)
TJ→t+TJ ,δ(W ) − DE
(n)
TJ→t+TJ ,δ(W )
o
6 t E
p(n)t ∗ Z (n)TJ ,δ − Z (n)TJ ,0 − DE (n)0→TJ ,δ(W ) − DE (n)0→TJ ,δ(B)2 + O(t3/2), (3.77)
E
n
p
(n)
t ∗

Z (n)
TJ ,δ
− Z (n)
TJ ,0
− DE (n)
0→TJ ,δ(W) − DE
(n)
0→TJ ,δ(B)

DE
(n)
TJ→t+TJ ,δ(B) − DE
(n)
TJ→t+TJ ,δ(B)
o
6 t E
p(n)t ∗ Z (n)TJ ,δ − Z (n)TJ ,0 − DE (n)0→TJ ,δ(W ) − DE (n)0→TJ ,δ(B)2 + O(t3/2). (3.78)
Applying the more-standard Cauchy-Schwarz inequality implies
E
∫ t
0
p
(n)
t−s ∗

Z
(n),J
s+TJ ,δ
−Z (n),J
s+TJ ,0

dB
(n)
s+TJ

DE
(n)
TJ→t+TJ ,δ(W ) − DE
(n)
TJ→t+TJ ,δ(W )

.ǫ t
7/4, (3.79)
E
∫ t
0
p
(n)
t−s ∗

Z
(n),J
s+TJ ,δ
−Z (n),J
s+TJ ,0

dB
(n)
s+TJ

DE
(n)
TJ→t+TJ ,δ(B) − DE
(n)
TJ→t+TJ ,δ(B)

.ǫ t
7/4. (3.80)
Similarly,
E

Repl
(n),J
0,TJ ,δ
∫ t
0
p
(n)
t−s ∗

Z
(n),J
s+TJ ,δ
−Z (n),J
s+TJ ,0

dB
(n)
s+TJ

. t3/2. (3.81)
Combining all of these estimates, for K ≫ǫ 1 sufficiently large the result follows. 
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For the remainder of this section, we let DI
(n)
t ,γ denote a generic double integral on a time interval of length t > 0, unless
it is a twice-iterated stochastic integral. Similarly, we let TI
(n)
t ,γ denote a generic triple integral on the same time interval,
stochastic or Riemann.
Fix any J > 0. We will also let Z (n),+,−•+TJ ,γ denote the solution to the equation satisfied by the Gartner transform for λ= +
with initial data Z (n),−TJ ,γ , but driven along the martingale B
(n),−
• . Similarly, we let Z
(n),+,−
•+TJ ,γ be the solution to the discrete-
type SHE (3.51) for λ = + with initial data Z (n),−TJ ,γ , driven by B
(n),−
• . We recall that the laws of Z
(n),+,−
•+TJ ,γ and Z
(n),+,−
•+TJ ,γ are
approximately invariant under replacing B(n),−• with B
(n),+
• , in the sense of Lemma 3.6.
Lemma 3.13. Fix any J > 0 and compact spatial domain Υx . Uniformly in (t, x) ∈ [0,τ]× Υx and γ ∈ {0,δ},Z (n),−t+TJ ,γ −Z (n),+,−t+TJ ,γ  − Z (n),−t+TJ ,γ −Z (n),+,−t+TJ ,γ  6 ∑
i∈I
αiDI
(n),i
t ,γ +
∑
j∈J
α jTI
(n),i
t ,γ + Cǫn
−1/2 t, (3.82)
where I ,J are finite sets of size Om(1), and {αi}i∈I and {α j} j∈J are O(1)-constants, and Cǫ > 0 depends only on ǫ > 0.
Proof. Fix γ ∈ {0,δ} and λ ∈ {±}. We directly compute the difference:
Z (n),−t+TJ ,γ − Z
(n),+,−
t+TJ ,γ
=
∫ t
0
p
(n)
t−s ∗

Z (n),−s+TJ ,γdB
(n),−
s+TJ ,γ
− Z (n),+,−s+TJ ,γ dB
(n),+
s+TJ ,γ

(3.83)
+
∫ t
0
¦
p
(n)
t−s ∗ β (n)s+TJ ,γ

Z (n),−s+TJ ,γ −Z
(n),+,−
s+TJ ,γ
©
ds
+
∫ t
0
¦
p
(n)
t−s ∗W (n)s+TJ ,γ

η
(n)
s+TJ
,Z (n),−s+TJ ,γ −Z
(n),+,−
s+TJ ,γ
©
ds + O(n−1/2 t).
For the stochastic integral on the RHS, we insert the equations for the Gartner transforms to write∫ t
0
p
(n)
t−s ∗

Z (n),−s+TJ ,γdB
(n),−
s+TJ ,γ
− Z (n),+,−s+TJ ,γ dB
(n),+
s+TJ ,γ

=
∫ t
0
p
(n)
t−s ∗

p(n)
s
∗Z (n),−TJ ,γ

dB
(n),−
s+TJ ,γ
−

p(n)
s
∗Z (n),−TJ ,γ

dB
(n),+
s+TJ ,γ

(3.84)
+
∫ t
0
p
(n)
t−s ∗
∫ s
0
p
(n)
s−r ∗Z (n),−r+TJ ,γdB
(n),−
r+TJ ,γ

dB
(n),−
s+TJ ,γ
−
∫ t
0
p
(n)
t−s ∗
∫ s
0
p
(n)
s−r ∗Z (n),+,−r+TJ ,γ dB
(n),+
r+TJ ,γ

dB
(n),+
s+TJ ,γ
+ DI
(n)
t ,γ + TI
(n)
t ,γ .
Iterating once more, we have∫ t
0
p
(n)
t−s ∗

Z (n),−s+TJ ,γdB
(n),−
s+TJ ,γ
− Z (n),+,−s+TJ ,γ dB
(n),+
s+TJ ,γ

=
∫ t
0
p
(n)
t−s ∗

p(n)
s
∗Z (n),−TJ ,γ

dB
(n),−
s+TJ ,γ
−

p(n)
s
∗Z (n),−TJ ,γ

dB
(n),+
s+TJ ,γ

(3.85)
+
∫ t
0
p
(n)
t−s ∗
∫ s
0
p(n)
s
∗Z (n),−TJ ,γ dB
(n),−
r+TJ ,γ

dB
(n),−
s+TJ ,γ
−
∫ t
0
p
(n)
t−s ∗
∫ s
0
p(n)
s
∗Z (n),−TJ ,γ dB
(n),+
r+TJ ,γ

dB
(n),+
s+TJ ,γ
+
∑
i
αiDI
(n),i
t ,γ +
∑
i
α′
i
TI
(n),i
t ,γ ,
where αi ,α
′
i
∈ R, and where DI(n),it ,γ and TI(n),it ,γ are O(1)-many double integral and triple integral terms. By the same token,
Z
(n),−
t+TJ ,γ
− Z (n),+,−
t+TJ ,γ
=
∫ t
0
p
(n)
t−s ∗

Z
(n),−
s+TJ ,γ
dB
(n),−
s+TJ ,γ
− Z (n),+,−
s+TJ ,γ
dB
(n),+
s+TJ ,γ

(3.86)
+
∫ t
0
n
p
(n)
t−s ∗W (n)s+TJ ,γ

η
(n)
s+TJ
,Z
(n),−
s+TJ ,γ
−Z (n),+,−
s+TJ ,γ
o
ds + O(n−1/2 t + n2 t2),
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and∫ t
0
p
(n)
t−s ∗

Z
(n),−
s+TJ ,γ
dB
(n),−
s+TJ ,γ
− Z (n),+,−
s+TJ ,γ
dB
(n),+
s+TJ ,γ

=
∫ t
0
p
(n)
t−s ∗

p(n)
s
∗Z (n),−TJ ,γ

dB
(n),−
s+TJ ,γ
−

p(n)
s
∗Z (n),−TJ ,γ

dB
(n),+
s+TJ ,γ

(3.87)
+
∫ t
0
p
(n)
t−s ∗
∫ s
0
p(n)
s
∗Z (n),−TJ ,γ dB
(n),−
r+TJ ,γ

dB
(n),−
s+TJ ,γ
−
∫ t
0
p
(n)
t−s ∗
∫ s
0
p(n)
s
∗Z (n),−TJ ,γ dB
(n),+
r+TJ ,γ

dB
(n),+
s+TJ ,γ
+
∑
i
αiDI
(n),i,′
t ,γ +
∑
i
α′
i
TI
(n),i,′
t ,γ .
The desired identity follows. 
In the following Lemma 3.14, we let Z (n),1•+TJ ,γ and Z
(n),2
•+TJ ,γ denote solutions to the dynamics for the Gartner transform
for λ = + with initial data Z (n),1TJ ,γ and Z
(n),2
TJ ,γ
respectively. Similarly, we let Z
(n),1
•+TJ ,γ and Z
(n),2
•+TJ ,γ denote solutions to the
discrete-type SHE (3.51) for λ = + with initial data Z (n),1TJ ,γ and Z
(n),2
TJ ,γ
respectively.
Lemma 3.14. Fix any J > 0 and compact spatial domain Υx . Uniformly in (t, x) ∈ [0,τ]× Υx and γ ∈ {0,δ},Z (n),1t+TJ ,γ −Z (n),2t+TJ ,γ − Z (n),1t+TJ ,γ −Z (n),2t+TJ ,γ 6 ∑
i∈I
αiDI
(n),i
t ,γ +
∑
j∈J
α jTI
(n),i
t ,γ + Cǫn
−1/2 t, (3.88)
where I ,J are finite sets of size Om(1), and {αi}i∈I and {α j} j∈J are O(1)-constants, and Cǫ > 0 depends only on ǫ > 0.
Proof. We again expand using Lemma 3.2. To this end, observe
Z (n),1t+TJ ,γ − Z
(n),2
t+TJ ,γ
= p
(n)
t ∗

Z (n),1TJ ,γ −Z
(n),2
TJ ,γ

(3.89)
+
∫ t
0
p
(n)
t−s ∗

Z (n),1s+TJ ,γ −Z
(n),2
s+TJ ,γ

dB
(n),+
s+TJ ,γ
+
∫ t
0
¦
p
(n)
t−s ∗ β (n)s+TJ ,γ

Z (n),1s+TJ ,γ −Z
(n),2
s+TJ ,γ
©
ds
+
∫ t
0
¦
p
(n)
t−s ∗W (n)s+TJ ,γ

η
(n)
s+TJ
,Z (n),1s+TJ ,γ −Z
(n),2
s+TJ ,γ
©
ds
+ O(n−1/2 t).
Iterating as in the proof of Lemma 3.13, and applying the same calculation for Z
(n),1
t+TJ ,γ
−Z (n),2
t+TJ ,γ
, the claim follows. 
As promised, the fifth estimate to be stated shortly mimics the previous two estimates, and will help us replace the heat
kernel using Lemma 3.5. Because the proof of this result resembles the respective proofs of Lemma 3.13 and Lemma 3.14,
we omit it.
Lemma 3.15. Fix any J > 0 and compact spatial domain Υx . Uniformly in (t, x) ∈ [0,τ]× Υx and γ ∈ {0,δ} and λ ∈ {±},Z (n),λ,vt+TJ ,γ −Z (n),λt+TJ ,γ − Z (n),λ,vt+TJ ,γ −Z (n),λt+TJ ,γ 6 ∑
i∈I
αiDI
(n),i
t ,γ +
∑
j∈J
α jTI
(n),i
t ,γ + Cǫn
−1/2 t, (3.90)
where I ,J are finite sets of size Om(1), and {αi}i∈I and {α j} j∈J are O(1)-constants. As before, Cǫ > 0 depends only on
ǫ > 0.
Our final estimate will be important in order to complete the renormalization step in our one-block, two-blocks-type
scheme. Both the result and proof are in the spirit of Lemma 3.9, and in particular the proof is the exact same so we omit
it. Roughly speaking, the following estimate allows us to cutoff the support of the Gartner transform when convolved with
the heat kernel.
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Lemma 3.16. Fix ǫ > 0 and consider the event Ξ
(n)
δ,0
(C (1)
ǫ
). Fix also any compact spatial domain Υ = Υx , and fix any τ > 0.
Then there exists a compact neighborhood Υ ⊃ Υ depending only on ǫ, T,τ > 0 such that for any J > 0 and t ∈ [0, T ],
p
(n)
t ∗
§
E
Z (n)
TJ ,δ
− Z (n)
TJ ,0
− DE (n)
0→TJ ,δ(W ) − DE
(n)
0→TJ ,δ(B)
2ª
6 p
(n)
t ∗
§
E
Z (n)
TJ ,δ
− Z (n)TJ ,0 − DE
(n)
0→TJ ,δ(W ) − DE
(n)
0→TJ ,δ(B)

1y∈Υ
2ª (3.91)
+ τ2.
3.6. Energy Estimates: Bootstrapping. The energy estimates above are short-time estimates. To prove Proposition 3.1,
we need to extend these estimates to macroscopic time intervals. We do this through a bootstrapping mechanism.
To implement this strategy, we need to introduce the following stopping times parameterized by x ∈ Z:
τ
(n),1
x ,λ,J
= inf

t ∈ (0,τ] : λ
∫ t
0
¦
β
(n)
TJ+s,δ
(η
(n)
TJ+s
) − β (n)TJ+s,0(η
(n)
TJ+s
)
©
ds

> 0

∧τ(n),2
x ,λ,J
, λ = ±, (3.92)
where τ
(n),2
x ,λ,J
is the first time t ∈ (0,τ] the following inequality is achieved for generic double and triple integral terms:
Z (n),λTJ+t ,δ −Z (n),λTJ+t ,0 < 2
¨
∫ t
0
p
(n)
t−s ∗

Z (n),−s+TJ ,γdB
(n),−
s+TJ ,γ
− Z (n),+,−s+TJ ,γ dB
(n),+
s+TJ ,γ
 + DE (n),λ0→TJ ,δ(W ) + DE (n),λ0→TJ ,δ(B)
«
(3.93)
+
∑
i∈I
αiDI(n),it ,γ  + ∑
j∈J
α jTI(n),it ,γ  + Cǫn−1/2 t,
where Cǫ > 0 depends only on ǫ > 0.
For convenience, we will drop the dependence on x ∈ R and J > 0 unless to be explicit. Observe that, unless τ(n),2
λ
= 0,
at most one of {τ(n),1
λ
}λ=± can equal 0. Lastly, we define τJ ,J+1 = τ(n),1x ,λ,J as in the perturbations (3.49).
Lemma 3.17. Fix ǫ > 0, and K > 0 sufficiently large, and let τ = n−K . With ǫ-high probability, uniformly on Υ = [TJ , T ]×R
and over J > 0 there exists a compact neighborhood Υ ⊃ Υ depending only on ǫ > 0 and τ > 0 such that
E
Z (n),+TJ+τ(n),1+ ,δ −Z (n),+TJ+τ(n),1+ ,0 − DE (n),+0→TJ ,δ(W ) + DE (n),+0→TJ ,δ(B)
2
6 eCǫτ
(n),1
+ p
(n)
τ
(n),1
+
∗
§
E
Z (n)
TJ ,δ
− Z (n)
TJ ,0
− DE (n),+
0→TJ ,δ(W ) − DE
(n),+
0→TJ ,δ(B)

1y∈eΥ
2ª (3.94)
+ eCǫτ
(n),1
+ E

∫ τ(n),1+
0
p
(n)
τ
(n),1
+ −s
∗

Z (n),+
s+TJ ,δ
−Z (n),+
s+TJ ,0

dB
(n),+
s+TJ

2
+ ǫ(0)
n
τ
(n),1
+ ,
where Cǫ > 0 depends only on ǫ > 0, and ǫ
(0)
n
→n→∞ 0 uniformly on Υ .
Proof. Observe the logarithms {logZ (n),λt ,γ }λ=± differ by a sign and a deterministic, γ-independent term. Since the pertur-
bative factor E (n),JTJ ,t ,γ is independent of the sign λ = ± for both γ = 0,δ, we have
logZ (n),+,v
TJ+τ
(n),1
+ ,δ
− logZ (n),+,v
TJ+τ
(n),1
+ ,0
=
1
2
∑
λ=±

log fZ (n),λ,J ,v
TJ+τ
(n),1
+ ,δ
− log fZ (n),λ,J ,v
TJ+τ
(n),1
+ ,0

. (3.95)
We may assume the LHS is non-negative since otherwise, we reverse the roles of δ and 0. By definition of τ
(n),1
+ , we see
0 6 logZ (n),+,v
TJ+τ
(n),1
+ ,δ
− logZ (n),+,v
TJ+τ
(n),1
+ ,0
6 log fZ (n),+,J ,v
TJ+τ
(n),1
+ ,δ
− log fZ (n),+,J ,v
TJ+τ
(n),1
+ ,0
. (3.96)
Observe, for some universal α = O(1),
Z (n),+,v
TJ+τ
(n),1
+ ,γ
= eατ
(n),1
+ fZ (n),+,J ,v
TJ+τ
(n),1
+ ,γ
. (3.97)
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Recall that we have assumed the inequality logZ (n),+,v
TJ+τ
(n),1
+ ,δ
> logZ (n),+,v
TJ+τ
(n),1
+ ,0
. Exponentiating this inequality, we have the
following non-negativity:
0 6 Z (n),+,v
TJ+τ
(n),1
+ ,δ
−Z (n),+,v
TJ+τ
(n),1
+ ,0
. (3.98)
Applying standard calculus in combination with the previous two bounds, we deduce the following short-time estimate by
means of integral inequalities:
Z (n),+,v
TJ+τ
(n),1
+ ,δ
−Z (n),+,v
TJ+τ
(n),1
+ ,0
=
∫ logZ (n),+,v
TJ+τ
(n),1
+ ,δ
logZ (n),+,v
TJ+τ
(n),1
+ ,0
eq dq (3.99)
= Z (n),+,v
TJ+τ
(n),1
+ ,0
∫ logZ (n),+,v
TJ+τ
(n),1
+ ,δ
−logZ (n),+,v
TJ+τ
(n),1
+ ,δ
0
eq dq (3.100)
6 eατ
(n),1
+ fZ (n),+,J ,v
TJ+τ
(n),1
+ ,0
∫ log fZ (n),+,J ,v
TJ+τ
(n),1
+ ,δ
−log fZ (n),+,J ,v
TJ+τ
(n),1
+ ,0
0
eq dq (3.101)
= eατ
(n),1
+
§ fZ (n),+,J ,v
TJ+τ
(n),1
+ ,δ
− fZ (n),+,J ,v
TJ+τ
(n),1
+ ,0
ª
. (3.102)
We now Taylor expand eατ
(n),1
+ = 1+ Cατ
(n),1
+ for τ
(n),1
+ sufficiently small and Cα > 0. This provides the following estimate
and, by consequence of (3.98) and by definition of τ
(n),2
λ
, non-negativity:
0 6 Z (n),+,v
TJ+τ
(n),1
+ ,δ
−Z (n),+,v
TJ+τ
(n),1
+ ,0
−

DE (n),+
0→TJ+τ(n),1+ ,δ
(W ) + DE (n),+
0→TJ+τ(n),1+ ,δ
(B)

(3.103)
6 eατ
(n),1
+
§ fZ (n),+,J ,v
TJ+τ
(n),1
+ ,δ
− fZ (n),+,J ,v
TJ+τ
(n),1
+ ,0
−

DE (n),+
0→TJ+τ(n),1+ ,δ
(W ) + DE (n),+
0→TJ+τ(n),1+ ,δ
(B)
ª
+ Cατ
(n),1
+
DE (n),+0→TJ+τ(n),1+ ,δ(W ) + DE (n),+0→TJ+τ(n),1+ ,δ(B)
 .
We will update Cα > 0, but only O(1)-many times and it will be kept depending only on ǫ > 0. Taking second moments,
we now apply both Lemma 3.11 and Lemma 3.15 to deduce
E
Z (n),+TJ+τ(n),1+ ,δ −Z (n),+TJ+τ(n),1+ ,0 −

DE (n),+
0→TJ+τ(n),1+ ,δ
(W ) + DE (n),+
0→TJ+τ(n),1+ ,δ
(B)
2
6 eCατ
(n),1
+ E
Z (n),+,JTJ+τ(n),1+ ,δ − Z (n),+,JTJ+τ(n),1+ ,0 − DE (n),+0→TJ+τ(n),1+ ,δ(W ) − DE (n),+0→TJ+τ(n),1+ ,δ(B)
2 (3.104)
+ Cατ
(n),1
+ E
 fZ (n),+,J ,v
TJ+τ
(n),1
+ ,δ
− fZ (n),+,J ,v
TJ+τ
(n),1
+ ,0
−

DE (n),+
0→TJ+τ(n),1+ ,δ
(W ) + DE (n),+
0→TJ+τ(n),1+ ,δ
(B)

×

DE (n),+
0→TJ+τ(n),1+ ,δ
(W ) + DE (n),+
0→TJ+τ(n),1+ ,δ
(B)

+ C2
α
(τ
(n),1
+ )
2 E
DE (n),+0→TJ+τ(n),1+ ,δ(W ) + DE (n),+0→TJ+τ(n),1+ ,δ(B)
2 + τ9/8.
Applying the Schwarz inequality as in the proof of Lemma 3.12, we obtain the following estimate upon updating Cα > 0:
E
Z (n),+TJ+τ(n),1+ ,δ −Z (n),+TJ+τ(n),1+ ,0 − DE (n),+0→TJ ,δ(W ) + DE (n),+0→TJ ,δ(B)
2
6 eCατ
(n),1
+ E
Z (n),+,JTJ+τ(n),1+ ,δ − Z (n),+,JTJ+τ(n),1+ ,0 − DE (n),+0→TJ+τ(n),1+ ,δ(W ) − DE (n),+0→TJ+τ(n),1+ ,δ(B)
2 (3.105)
+ Cα
n
τ
(n),1
+ +

τ
(n),1
+
2o
E
DE (n),+0→TJ+τ(n),1+ ,δ(W ) + DE (n),+0→TJ+τ(n),1+ ,δ(B)
2 + τ(n),1+ 9/8 .
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Recall from the proof of Lemma 3.5 that
DE (n),λ
0→TJ ,δ(W ) + DE
(n),λ
0→TJ ,δ(B)
 vanishes uniformly on compact space-time do-
mains. Applying Corollary 3.3 and Lemma 3.12 gives
E
Z (n),+TJ+τ(n),1+ ,δ −Z (n),+TJ+τ(n),1+ ,0 − DE (n),+0→TJ ,δ(W ) + DE (n),+0→TJ ,δ(B)
2
6 eCǫτ
(n),1
+ p
(n)
τ
(n),1
+
∗
§
E
Z (n)TJ ,δ − Z (n)TJ ,0 − DE (n),+0→TJ ,δ(W ) − DE (n),+0→TJ ,δ(B)2ª (3.106)
+ eCǫτ
(n),1
+ E

∫ τ(n),1+
0
p
(n)
τ
(n),1
+ −s
∗

Z (n),+
s+TJ ,δ
−Z (n),+
s+TJ ,0

dB
(n),λ
s+TJ

2
+

τ
(n),1
+
5/4
+ Cǫn
−1/2τ(n),1+ + Cαǫ
(0)
n
τ
(n),1
+ +

τ
(n),1
+
9/8
.
Choosing n≫ǫ 1 sufficiently large and redefining ǫ(0)n , the result follows upon applying Lemma 3.16. 
The following result resembles Lemma 3.17 for the sign λ= −. Although the estimates for λ= − from exactly the same
argument as the proof of Lemma 3.17, we aim to turn these estimates into ones for the Gartner transform for λ= +. This
will be a consequence of Lemma 3.13 and Lemma 3.14, respectively.
Lemma 3.18. Fix ǫ > 0, and K > 0 sufficiently large, and let τ = n−K . With ǫ-high probability, uniformly on Υ = [TJ , T ]×R
and over J > 0 there exists a compact neighborhood Υ ⊃ Υ depending only on ǫ > 0 and τ > 0 such that
E
Z (n),+TJ+τ(n),1− ,δ −Z (n),+TJ+τ(n),1− ,0 − DE (n),+0→TJ ,δ(W ) + DE (n),+0→TJ ,δ(B)
2
6 eCǫτ
(n),1
− p
(n)
τ
(n),1
−
∗
§
E
Z (n)
TJ ,δ
− Z (n)
TJ ,0
− DE (n),+
0→TJ ,δ(W ) − DE
(n),+
0→TJ ,δ(B)

1y∈eΥ
2ª (3.107)
+ eCǫτ
(n),1
− E

∫ τ(n),1−
0
p
(n)
τ
(n),1
− −s
∗

Z (n),+
s+TJ ,δ
−Z (n),+
s+TJ ,0

dB
(n),+
s+TJ

2
+ ǫ(0)
n
τ
(n),1
− ,
where Cǫ > 0 depends only on ǫ > 0, and ǫ
(0)
n
→n→∞ 0 uniformly on Υ .
Proof. From the proof of Lemma 3.17, we have
0 6 Z (n),−,v
TJ−τ(n),1− ,δ
−Z (n),−,v
TJ−τ(n),1− ,0
−

DE (n),−
0→TJ−τ(n),1− ,δ
(W ) + DE (n),−
0→TJ−τ(n),1− ,δ
(B)

6 eατ
(n),1
−
§ fZ (n),−,J ,v
TJ−τ(n),1− ,δ
− fZ (n),−,J ,v
TJ−τ(n),1− ,0
−

DE (n),−
0→TJ−τ(n),1− ,δ
(W ) + DE (n),−
0→TJ−τ(n),1− ,δ
(B)
ª
(3.108)
+ Cατ
(n),1
−
DE (n),−0→TJ−τ(n),1− ,δ(W ) + DE (n),−0→TJ−τ(n),1− ,δ(B)
 .
Proceeding as in the proof of Lemma 3.17 and applying both Lemma 3.13 and Lemma 3.14, by definition of τ
(n),2
− we have,
since t 6 τ < n−K for K ≫ 1 large,
0 6 Z (n),+
TJ+τ
(n),1
− ,δ
−Z (n),+
TJ+τ
(n),1
− ,0
−

DE (n),+
0→TJ+τ(n),1− ,δ
(W ) + DE (n),+
0→TJ+τ(n),1− ,δ
(B)

6 eατ
(n),1
−
§
Z
(n),+,J
TJ+τ
(n),1
− ,δ
−Z (n),+,J
TJ+τ
(n),1
− ,0
−

DE (n),+
0→TJ+τ(n),1− ,δ
(W ) + DE (n),+
0→TJ+τ(n),1− ,δ
(B)
ª
(3.109)
+ Cατ
(n),1
−
DE (n),+0→TJ+τ(n),1− ,δ(W ) + DE (n),+0→TJ+τ(n),1− ,δ(B)

+
∑
i∈I
αiDI
(n),i
t ,γ +
∑
j∈J
α jTI
(n),i
t ,γ + Cǫn
−1/2 t.
Proceeding as in the proof of Lemma 3.17 once again completes the proof. 
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The last ingredient towards implementing our time-bootstrapping scheme is to consider the case τ
(n),2
λ
= 0. Indeed, as
noted prior to Lemma 3.17 in the case τ
(n),2
λ
6= 0, we guarantee τ(n),1 > 0. Otherwise, if τ(n),2
λ
= 0, then we have τ(n),1 = 0,
in which case Corollary 3.20 is meaningless.
On the other hand, the case τ
(n),2
λ
implies an a priori small-ness estimate for the difference Z (n),+
TJ ,δ
−Z (n),+TJ ,0 . Thus, we
may implement a significantly more straightforward analysis and obtain an analogous estimate as in Corollary 3.20 using
a straightforward Cauchy-Schwarz inequality.
Lemma 3.19. Retain the setting of Lemma 3.17 and Lemma 3.18, and suppose τ
(n),2
λ
= 0 for either or both of λ = ±. Then
there exists an event of ǫ-high probability such that
E
Z (n),+
TJ+t ,δ
− Z (n),+
TJ+t ,0
− DE (n),+
0→TJ+t ,δ(W ) − DE
(n),+
0→TJ+t ,δ(B)
2
6 E
p(n)t ∗ Z (n),+TJ ,δ −Z (n),+TJ ,0 −DE (n),+0→TJ ,δ(W ) − DE (n),+0→TJδ(B)1y∈Υ 2 (3.110)
+ E

∫ t
0
p
(n)
t−s ∗

Z (n),+
TJ+s,δ
−Z (n),+TJ+s,0

dB
(n),+
TJ+s

2
+
 
Cǫǫ
(0)
n
+ ǫ

t
uniformly on Υ . Here, ǫ(0)
n
→n→∞ 0 uniformly on Υ and Cǫ > 0 depends only on ǫ > 0.
Proof. Fix t ∈ [0,τ]. Recall that by Lemma 3.5 we have, for any ǫ > 0 fixed,
E
Z (n),+
TJ ,δ
− Z (n),+
TJ ,0
2 . E Z (n),+,v
TJ ,δ
−Z (n),+,v
TJ ,0
2 + Cǫǫ(0)n + ǫ (3.111)
uniformly on compact space-time domains, where Cǫ > 0 depends only on ǫ > 0. Moreover, on the event τ
(n),2
λ
= 0, we
have, as mentioned in the proof of Lemma 3.5,
E
Z (n),+,v
TJ ,δ
−Z (n),+,v
TJ ,0
2 . ǫ(0)n . (3.112)
Lastly, applying standard concentration inequalities for the heat kernel p(n)τ , since τ= on→∞(1), we have
p(n)
τ
∗ E
Z (n),+,vTJ ,δ −Z (n),+,vTJ ,0 2 . ǫ(0)n . (3.113)
upon possibly redefining ǫ(0)
n
.
By expanding the dynamics in Lemma 3.2, we see
E
Z (n),+
TJ+t ,δ
− Z (n),+
TJ+t ,0
− DE (n),+
0→TJ+t ,δ(W ) − DE
(n),+
0→TJ+t ,δ(B)
2
= E
p(n)t ∗ Z (n),+TJ ,δ −Z (n),+TJ ,0 −DE (n),+0→TJ ,δ(W ) − DE (n),+0→TJδ(B)2 (3.114)
+ E

∫ t
0
p
(n)
t−s ∗

Z (n),+
TJ+s,δ
−Z (n),+
TJ+s,0

dB
(n),+
TJ+s

2
+ E

∫ t
0
p
(n)
t−s ∗

β
(n)
TJ+s,δ
(η
(n)
TJ+s
)Z (n),+
TJ+s,δ
− β (n)
TJ+s,0
(η
(n)
TJ+s
)Z (n),+
TJ+s,0

ds

2
+ E

p
(n)
t ∗

Z (n),+
TJ ,δ
−Z (n),+
TJ ,0
−DE (n),+
0→TJ ,δ(W ) − DE
(n),+
0→TJδ(B)
∫ t
0
p
(n)
t−s ∗

Z (n),+
TJ+s,δ
−Z (n),+
TJ+s,0

dB
(n),+
TJ+s

+ E
∫ t
0
p
(n)
t−s ∗

Z (n),+
TJ+s,δ
−Z (n),+TJ+s,0

dB
(n),+
TJ+s
∫ t
0
p
(n)
t−s ∗

β
(n)
TJ+s,δ
(η
(n)
TJ+s
)Z (n),+
TJ+s,δ
− β (n)TJ+s,0(η
(n)
TJ+s
)Z (n),+TJ+s,0

ds

+ E

p
(n)
t ∗

Z (n),+
TJ ,δ
−Z (n),+TJ ,0 −DE
(n),+
0→TJ ,δ(W ) − DE
(n),+
0→TJδ(B)

×
∫ t
0
p
(n)
t−s ∗

β
(n)
TJ+s,δ
(η
(n)
TJ+s
)Z (n),+
TJ+s,δ
− β (n)
TJ+s,0
(η
(n)
TJ+s
)Z (n),+
TJ+s,0

ds

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We now study each term on the RHS individually. First, on the event Ξ
(n)
δ,0
(C (1)
ǫ
) we have
E

∫ t
0
p
(n)
t−s ∗

β
(n)
TJ+s,δ
(η
(n)
TJ+s
)Z (n),+
TJ+s,δ
− β (n)
TJ+s,0
(η
(n)
TJ+s
)Z (n),+
TJ+s,0

ds

2
6 Cǫ t
2. (3.115)
Next, we study the cross terms. As in the proof of Lemma 3.12, the cross-term involving the convolution with the initial
data Z (n),+TJ ,γ and the heat kernel, combined with the stochastic integral, vanishes in expectation. We bound the next
cross-term with the Cauchy-Schwarz inequality and heat kernel estimates from Proposition A.1 in [14].
E
∫ t
0
p
(n)
t−s ∗

Z (n),+
TJ+s,δ
−Z (n),+
TJ+s,0

dB
(n),+
TJ+s
∫ t
0
p
(n)
t−s ∗

β
(n)
TJ+s,δ
(η
(n)
TJ+s
)Z (n),+
TJ+s,δ
− β (n)
TJ+s,0
(η
(n)
TJ+s
)Z (n),+
TJ+s,0

ds

6
(
E

∫ t
0
p
(n)
t−s ∗

Z (n),+
TJ+s,δ
−Z (n),+TJ+s,0

dB
(n),+
TJ+s

2)1/2
(3.116)
×
(
E

∫ t
0
p
(n)
t−s ∗

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(n)
TJ+s,δ
(η
(n)
TJ+s
)Z (n),+
TJ+s,δ
− β (n)
TJ+s,0
(η
(n)
TJ+s
)Z (n),+
TJ+s,0

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2)1/2
.ǫ t
∫ t
0
|p(n)t−s|2 ∗

Z (n),+
TJ+s,δ
−Z (n),+TJ+s,0
2
ds
1/2
(3.117)
.ǫ t
5/4. (3.118)
Lastly, we have, again by the Cauchy-Schwarz inequality and the definition of τ
(n),2
+ ,
E

p
(n)
t ∗

Z (n),+
TJ ,δ
−Z (n),+
TJ ,0
−DE (n),+
0→TJ ,δ(W ) − DE
(n),+
0→TJδ(B)

×
∫ t
0
p
(n)
t−s ∗

β
(n)
TJ+s,δ
(η
(n)
TJ+s
)Z (n),+
TJ+s,δ
− β (n)
TJ+s,0
(η
(n)
TJ+s
)Z (n),+
TJ+s,0

ds

6
§
E
p(n)t ∗ Z (n),+TJ ,δ −Z (n),+TJ ,0 −DE (n),+0→TJ ,δ(W ) − DE (n),+0→TJδ(B)2ª1/2 (3.119)
×
(
E

∫ t
0
p
(n)
t−s ∗

β
(n)
TJ+s,δ
(η
(n)
TJ+s
)Z (n),+
TJ+s,δ
− β (n)
TJ+s,0
(η
(n)
TJ+s
)Z (n),+
TJ+s,0

ds

2)1/2
.
The second factor on the RHS is .ǫ t as noted above. Thus, to complete the proof it remains to study the first factor on
the RHS. Using the definition of the dynamics for Z (n),+•,γ and (3.113), for t = on→∞(1) we have§
E
p(n)t ∗ Z (n),+TJ ,δ −Z (n),+TJ ,0 −DE (n),+0→TJ ,δ(W ) − DE (n),+0→TJ ,δ(B)2ª1/2
.ǫ ǫ
(0)
n
+ ǫ +
(
E

∫ t
0
p
(n)
t−s ∗

Z (n),+s+TJ ,γdB
(n),+
s+TJ ,γ
 + DE (n),λ0→TJ ,δ(W ) + DE (n),λ0→TJ ,δ(B)
2)1/2
(3.120)
+

E

∑
i∈I
αiDI(n),it ,γ  + ∑
j∈J
α jTI(n),it ,γ  + Cǫn−1/2 t

2


1/2
.ǫ Cǫǫ
(0)
n
+ ǫ + t1/4 + t5/2 + t5/2 + n−1 t2. (3.121)
Choosing t < n−K for K ≫ǫ 1 and redefining ǫ(0)n , the claim follows. 
As an immediate consequence of Lemma 3.17, Lemma 3.18, and Lemma 3.19, we have the following short-time esti-
mate. Before we state this estimate, we redefine τ
(n),1
λ
without taking the minimum with τ
(n),2
λ
. In particular, at most one
of {τ(n),1
λ
}λ=± can vanish. We also introduce the following notation:
τ
(n),1
x ,J = τ
(n),1
x ,+,J ∨τ
(n),1
x ,−,J , x ∈ R, J > 0. (3.122)
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Corollary 3.20. Fix ǫ > 0, and K > 0 sufficiently large, and let τ = n−K . Then with ǫ-high probability, uniformly over
Υ = [TJ , T ]×R and over J > 0 there exists a compact neighborhood Υ ⊃ Υ depending only on ǫ > 0 and τ > 0 such that
E
Z (n),+
TJ+τ
(n),1,δ
−Z (n),+
TJ+τ
(n),1,0
−

DE (n),+
0→TJ+τ(n),1,δ
(W ) + DE (n),+
0→TJ+τ(n),1,δ
(B)
2
6 eCǫτ
(n),1
p
(n)
τ(n),1
∗
§
E
hZ (n)
TJ ,δ
− Z (n)
TJ ,0
− DE (n),+
0→TJ ,δ(W ) − DE
(n),+
0→TJ ,δ(B)

1y∈Υ
2ª (3.123)
+ eCǫτ
(n),1
E

∫ τ(n),1
0
p
(n)
τ(n),1−s ∗

Z (n),+
s+TJ ,δ
−Z (n),+
s+TJ ,0

dB
(n),λ
s+TJ

2
+ ǫ(0)
n
τ(n),1,
where Cǫ > 0 depends only on ǫ > 0, and ǫ
(0)
n
→n→∞ 0 uniformly on Υ .
In order to propagate Corollary 3.20 towards proving Proposition 3.1, we need to obtain the same estimate but con-
volved with heat kernel p(n)• for short times. In order words, we need to estimate first term on the RHS by a similar quantity
at some time eT < TJ . This is the utility of the following result whose proof is exactly that of Corollary 3.20 combined with
the Chapman-Kolmogorov equation for the heat kernel p(n)• , so we omit it.
Lemma 3.21. Retain the setting of Corollary 3.20, and redefine
τJ ,J+1 := τ
(n),1
Υ ,J
:= min
x∈Υ
τ
(n),1
x ,J > 0. (3.124)
Then, uniformly on Υ ,
p
(n)
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Υ ,J
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§
E
Z (n)
TJ ,δ
− Z (n)
TJ ,0
− DE (n),+
0→TJ ,δ(W ) − DE
(n),+
0→TJ ,δ(B)

1y∈eΥ
2ª (3.125)
6 e
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
Z (n)
TJ−1,δ
−Z (n)
TJ−1,0
−
∑
S=W ,B
DE (n),+
0→TJ−1,δ(S )




+ e
Cǫτ
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Υ ,J−1p
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E

∫ τ(n),1
Υ ,J−1
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τ
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2


+ ǫ(0)
n
τ
(n),1
Υ ,J−1,
where Cǫ > 0 depends only on ǫ > 0 and ǫ
(0)
n
→n→∞ 0 uniformly on Υ .
Corollary 3.20 and Lemma 3.21 reduce our problem to an estimate for the initial data, which itself is almost engineered
to satisfy a smallness-type estimate. The proof is a straightforward consequence of the exponential moment estimates in
Proposition 3.2 and the heat kernel estimates in Proposition A.1 of [14].
Lemma 3.22. Fix any compact space-time domain Υ = [0, T ]× Υx . Then
p
(n)
t ∗ E
Z (n)0,δ −Z (n)0,0 2 = ǫ(0)δ (3.126)
uniformly in Υ , and uniformly in n ∈ Z>0.
3.7. Proof of Proposition 3.1. Using the heat kernel estimates in Proposition A.1 of [14], we have
E

∫ τ(n),1
0
p
(n)
τ(n),1−s ∗

Z (n),+
s+TJ ,δ
−Z (n),+
s+TJ ,0

dB
(n),λ
s+TJ

2
6
∫ τ(n),1
0
1p
τ(n),1 − s
p
(n)
τ(n),1−s ∗ E
Z (n),+
s+TJ ,δ
−Z (n),+
s+TJ ,0
2 ds. (3.127)
Moreover, per standard practice for stochastic integrals, for J 6= J ′, we have
E



∫ τ(n),1J
0
p
(n)
τ
(n),1
J −s
∗

Z (n),+
s+TJ ,δ
−Z (n),+s+TJ ,0

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(n),λ
s+TJ



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τ
(n),1
J ′ −s
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−Z (n),+s+TJ ′ ,0

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


 = 0. (3.128)
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Define T∞ = limJ→∞ TJ . Combining and iterating both Corollary 3.20 and Lemma 3.21 until any time T∗ < T∞ ∧ T via
the Chapman-Kolmogorov equation for the heat kernel, we see
E
Z (n),+T∗,δ −Z (n),+T∗,0 −DE (n),+0→T∗,δ(W )−DE (n),+0→T∗,0(B)2 6 eCǫ T∗p(n)T∗ ∗§E Z (n),+0,δ −Z (n),+0,0 2ª (3.129)
+ eCǫT∗
∫ T∗
0
1p
T∗ − s
p
(n)
T∗−s ∗ E
Z (n),+s,δ −Z (n),+s,0 2 ds
+ ǫ(0)
n
T∗.
Using the following estimate:
E
DE (n),+
0→T∗,δ(W )
2 + E DE (n),+0→T∗,0(B)2 6 ǫ(0)n (3.130)
uniformly on compact space-time domains, we see
E
Z (n),+T∗,δ −Z (n),+T∗,0 2 . eCǫT∗p(n)T∗ ∗ E Z (n),+0,δ −Z (n),+0,0 2 (3.131)
+ eCǫT∗
∫ T∗
0
p
(n)
T∗−s ∗ E
Z (n),+s,δ −Z (n),+s,0 2 ds
+ ǫ(0)
n
(1+ T∗).
Iterating as in the proof of Corollary 4.4 below completes the proof, contingent on remedying the case of blow-up. Namely,
it suffices to show T∞ = T with probability 1.
To this end, for any compact spatial domain Υ ⊂ R and compact neighborhood Υ , as well as any J ∈ Z>0, let TJ + eτ(n),1
Υ ,J
denote the first time one of the Poisson clocks in Υ rings in the time interval [TJ , TJ+1]. Because the processes β
(n)
•,γ for
γ ∈ {0,δ} are local polynomials of the particle system, we then have
eτ(n),1
Υ ,J
6 τ
(n),1
Υ ,J
, J ∈ Z>0. (3.132)
This gives the following relation of events
{T∞ < T} =
¨∞∑
J=1
τ
(n),1
Υ ,J
< T
«
⊆
¨∞∑
J=1
eτ(n),1
Υ ,J
< T
«
. (3.133)
As the underlying Poisson clocks themselves are stationary in time, the probability of the event on the far RHS is equal to
the probability that the Poisson clocks cannot ring up to time T > 0. More precisely, because the Poisson clocks between
sites are jointly independent, we have
P (T∞ < T ) = P
∞∑
J=1
eτ(n),1
Υ ,J
< T

=
∞⋂
M=1
P

N
(n)
Υ
(T ) > M

, (3.134)
where N
(n)
Υ
(T ) is a Poisson random variable of rate λ = λ(n,Υ , T ). However, this latter probability clearly vanishes for any
n ∈ Z>0. This completes the proof.
3.8. Proof of Proposition 2.7. In what follows, we let Υ = [0, T ]×Υx and set Υx equal to any compact neighborhood of
Uu, whenever the test function u ∈ H∞(R) has compact support.
In proving Proposition 2.7, we will require the following technical estimate.
Lemma 3.23. Fix any ǫ > 0 and any compact space-time domain Υ = [0, T ] × Υx . Then there exists a constant αǫ > 0
independent of n ∈ Z>0 such that with ǫ-high probability we have
Z (n),λt ,γ (x) > αǫ , (t, x) ∈ Υ , γ= 0,δ, λ = ±. (3.135)
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Proof. By Lemma 3.5, it suffices to prove the claim forZ (n),λ,v•,γ . To this end, suppose that for every n ∈ Z>0, with probability
strictly greater than ǫ > 0, there exists a sequence of points (tn, xn) ∈ Υ such that for some λ ∈ {±}, we have
Z (n),λ,vtn,γ (xn) < ǫ
(0)
n
, (3.136)
where ǫ(0)
n
→n→∞ 0. By Corollary 3.3, this inequality holds in some space-time neighborhood of (t, x) ∈ Υ with ǫ-high
probability. In this case, let λ− denote the opposite sign.
Recall the parameter ν
(n)
λ
is uniformly positive for both λ = ±. This implies, for the same sequence of space-time points
(tn, xn) ∈ Υ and on the same event, that
H (n)tn,γ(xn) −→n→∞ +∞. (3.137)
Let λ ∈ {±} denote the sign not equal to λ. Then, again for the same sequence of space-time points (tn, xn) ∈ Υ and on
the same event, we have
Z (n),λtn ,γ (xn) −→n→∞ +∞. (3.138)
Similarly, these limits hold in sufficiently small space-time neighborhoods of {(tn, xn)}∞n=1, again with ǫ-high probability.
However, this contradicts the uniform C0-estimates for {Z (n),λ•,γ }∞n=1 deduced in Corollary 3.3. This completes the proof. 
We now proceed with the proof of Proposition 2.7. This will be split into two parts, the first concerned with tightness
and the second concerned with the L2-estimate.
To prove tightness, we fix u ∈ H∞(R) and recall that we have assumed the diffusive space-time scaling. We first employ
a discrete-type integration-by-parts to rewrite the DFF as
Y (n)t ,0 (u) =
1
n
∑
x∈Z

n · (u(n−1(x + 1))− u(n−1x))
	
H (n)t ,0 (nx) (3.139)
=
1
n
∑
x∈Z
∂xu(n
−1x)H (n)t ,0 (nx) (3.140)
+ O(n−1‖u‖W˙1,1(R)),
where the error term follows from Taylor expansion on intervals of the form [n−1x ,n−1(x +1)]. First, observe the second
term is deterministically bounded. Next, observe the first term on the RHS depends only on the gradient ∂xu. This allows
us to freely add and subtract spatially independent terms, so we may write
Y (n)
t ,0
(u) =
1
n
∑
x∈Z
∂xu(n
−1x)

H (n)
t ,0
(nx)− ν(n)
λ
t

(3.141)
+ O(n−1‖u‖W˙1,1(R)).
We now condition on Ξ
(n)
δ,0
(L;Υ ), which holds with ǫL,eΥ -high probability. Applying Lemma 3.5 and Lemma 3.23, we haveH (n)t ,0 (x) − ν(n)λ t .L ∑
λ=±
Z (n)
t ,0
(x;λ). (3.142)
The RHS is uniformly bounded in compact space-time domains with high probability, so Y (n)
t ,0
(u) is uniformly bounded in
n ∈ Z>0 for any t ∈ R>0. This implies tightness of the one-dimensional marginals of {Y (n)•,0 (u)}∞n=1.
To complete the proof of tightness, it suffices to establish temporal regularity of Y (n)•,0 (u) uniformly in n ∈ Z>0. To this
end, we again apply discrete-type integration-by-parts to write, for any t1, t2 ∈ [0, T ] and λ = ±,
Y (n)
t2,0
(u) − Y (n)
t1,0
(u) =
1
n
∑
x∈Z
∂xu(n
−1x)

H (n)
t2 ,0
(nx)−H (n)
t1,0
(nx)

(3.143)
+ O(n−1‖u‖W˙1,1(R)).
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Adding spatially independent terms without changing the respective values of the DFFs as above, we see
Y (n)
t2,0
(u) − Y (n)
t1,0
(u) =
1
n
∑
x∈Z
∂xu(n
−1x)
¦
H (n)
t2,0
(nx)− ν(n)
λ
t2

−

H (n)
t1,0
(nx)− ν(n)
λ
t1
©
(3.144)
+ O(n−1‖u‖W˙1,1(R)).
Instead of the hyperbolic cosine function as considered above for tightness of one-dimensional marginals, we consider the
Gartner transforms with different signs λ = ± separately. More precisely, by Lemma 3.5 and Lemma 3.23, the following
holds with ǫ-high probability:H (n)t2,0(nx)− ν(n)λ t2− H (n)t1,0(nx)− ν(n)λ t1 . maxλ=± Z (n)t2 ,0(x;λ)−Z (n)t1,0(x;λ) + Cǫǫ(0)n + ǫ. (3.145)
The implied constant depends only on both maxima of {Z (n)t ,0 (x;λ)}λ=±, uniformly bounded in compact space-time do-
mains with high probability again by Corollary 3.3, for example by conditioning on Ξ
(n)
δ,0
(L; eΥ ) as in the proof of tightness
of one-dimensional marginals. Moreover, the RHS is bounded uniformly in t1 < t2 ∈ [0, T ], in compact spatial domains,
and in n ∈ Z>0 by ǫ(0)t2−t1 = ot2−t1→0(1). This completes the proof of tightness.
It remains to prove the L2-estimate. Fix any u ∈ C∞
c
(R). As above in the proof of tightness, we apply a discrete-type
integration-by-parts to rewrite the difference of DFFs as a functional of the difference of height functions:
Y (n)
t ,δ
(u) − Y (n)t ,0 (u) =
1
n
∑
x=Ou(n)
∂xu(n
−1x)

H (n)
t ,δ
(nx) − H (n)t ,0 (nx)

(3.146)
+ O(n−1‖u‖W˙1,1(R)).
Applying the Schwarz inequality |ab| . a2+b2 from earlier, in addition to Cauchy-Schwarz inequality with n−1|∂xu(n−1x)|
as a finite measure on Z, we see
E
Y (n)
t ,δ
(u) − Y (n)
t ,0
(u)
2 .u 1
n
∑
x∈n−1Z
|∂xu(x)|E
H (n)
t ,δ
(x) − H (n)
t ,0
(x)
2 (3.147)
+ O(n−2‖u‖2
W˙1,1(R)
).
Let ǫ
(0)
L = oL→∞(1), and recall the event Ξ
(n)
δ,0
(L) which holds with ǫ
(0)
L -high probability independent of δ > 0. On this
event we have the following estimate with probability 1, if we set L = L(ǫ) to be a diverging function in the limit ǫ→ 0:H (n)
t ,δ
(x)−H (n)
t ,0
(x)
 .T,ǫ Z (n)t ,δ (x)−Z (n)t ,0 (x) . (3.148)
We now apply Proposition 3.1, which implies that on some event Ξǫ with O(ǫ)-high probability, for any ǫ1 > 0 we have
the following estimate with all constants uniform over Υ :
E
H (n)
t ,δ
(x)−H (n)
t ,0
(x)
2 1Ξǫ .T,ǫ EZ (n)t ,δ (x)−Z (n)t ,0 (x)2 1Ξǫ (3.149)
.T Cǫ1ǫ
(0)
δ
+ Cǫ1ǫ
(0)
n
+ ǫ1. (3.150)
Combining the previous three estimates gives
E
Y (n)
t ,δ
(u)−Y (n)t ,0 (u)
2 1Ξǫ .T,ǫ Cǫ1ǫ(0)δ + Cǫ1ǫ(0)n + ǫ1. (3.151)
Moreover, {Y (n)•,δ (u)}∞n=1 and {Y
(n)
•,0 (u)}∞n=1 are uniformly bounded in L4 by consequence of Lemma 3.22 and Corollary 3.3.
This gives us the following estimate:
E
Y (n)t ,δ (u)−Y (n)t ,0 (u)2 = EY (n)t ,δ (u)−Y (n)t ,0 (u)2 1Ξǫ + EY (n)t ,δ (u)−Y (n)t ,0 (u)2 1ΞCǫ  (3.152)
.u,T
¦
Cǫ,ǫ1ǫ
(0)
δ
+ Cǫ,ǫ1ǫ
(0)
n
+ Cǫǫ1 + n
−2
©
+ P(ΞC
ǫ
)1/2
(
sup
n∈Z>0
∑
γ=0,δ
E
Y (n)t ,γ (u)4
)1/2
, (3.153)
where the constant Cǫ,ǫ1 > 0 depends only on ǫ,ǫ1 > 0. Upon redefining the parameters ǫ and ǫ1 suitably, this completes
the proof of Proposition 2.7.
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4. CONTINUUM SHE ANALYSIS: PROOF OF PROPOSITION 2.9
The following analysis applies to Brownian envelopes for a wide class of initial data for the SHE, as the height functions
H0(x) of our interest in this section will be uniformly sub-quadratic. This, along with any spatial regularity of the initial
data, turns out to be the only quantitative restriction to the methods in this section.
4.1. Preliminary Estimates for SHE. We begin by proving the tightness in Proposition 2.9. For a reference on tightness
in the space D([0, T ],H−∞(R)), we cite both the preliminaries in [4], as well as Mitoma’s Criterion in [28].
Let Gt(x) denote the classical Gaussian heat kernel:
Gt(x) =
1p
2πt
e−
|x |2
2t , (t, x) ∈ (0, T ]×R. (4.1)
In what follows, we scale the spatial coordinate so that the operator ∂ 2
x
is associated to the Gaussian heat kernel Gt(x).
For any sufficiently regular space-time function F : [0, T ]×R→ R, we have
E

∫ t
0
e(t−s)∂
2
x

FsW˙s

(x)ds

2
=
∫ t
0
∫ +∞
−∞
E |Gt−s(x − y)Fs(y)|2 (y) dy ds, (t, x) ∈ [0, T ]×R. (4.2)
The integral on the LHS of (4.2) is in the sense of Ito. This identity is a straightforward consequence of the Ito isometry.
With slightly more analysis, we obtain the following L2-estimate on the stochastic convolution.
Lemma 4.1. Fix any sufficiently regular space-time function F : [0, T ]×R→ R. Then
E

∫ t
0
e(t−s)∂
2
x

FsW˙s

ds

2
.
∫ t
0
1p
t − se
(t−s)
2 ∂
2
x

E |Fs|2

ds, t ∈ [0, T ], (4.3)
where the implied constant is universal and in particular independent of t ∈ [0, T ].
Proof. By (4.2) and the Fubini theorem, we deduce the bound
E

∫ t
0
e(t−s)∂
2
x

FsW˙s

ds

2
6
∫ t
0
∫ +∞
−∞
|Gt−s(x − y)|2 E |Fs(y)|2 dy ds. (4.4)
The result now follows from the pointwise estimate |Gt−s|2 . 1pt−sG t−s2 . 
The first step towards tightness for our sequence of solutions to the SHE is the following Neumann series expansion for
the multiplicative SHE, a consequence of iterating the Duhamel expansion.
Lemma 4.2. Fix any J ∈ Z>0. Then for all t ∈ [0, T ] we have
Zt = e
t∂ 2x Z0 +
J∑
j=1
∫ t
0
∫ t1
0
. . .
∫ t j−1
0
I j(t, t1, . . . , t j) dt1 . . . dt j + KJ (t), (4.5)
where
I j = e
(t−t1)∂ 2x

W˙t1e
(t−t2)∂ 2x

W˙t2

. . . e(t j−1−t j)∂
2
x

W˙t je
t j∂
2
x Z0

, (4.6)
KJ (t) =
∫ t
0
∫ t1
0
. . .
∫ tJ
0
e(t−t1)∂
2
x

W˙t1e
(t−t2)∂ 2x

W˙t2

. . . e(t j−1−t j)∂
2
x

W˙t je
(t j−t j+1)∂ 2x Zs

dt1 . . . dtJ+1. (4.7)
Thus,
Zt = e
t∂ 2x Z0 +
∞∑
j=1
∫ t
0
∫ t1
0
. . .
∫ t j−1
0
I j(t, t1, . . . , t j) dt1 . . . dt j

, (4.8)
where the convergence is taken pointwise in space and in L2 of the underlying probability space.
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Proof. We proceed by induction. The case for J = 1 is the Duhamel expansion. The identity (4.5) now follows from:
KJ (t) =
∫ t
0
∫ t1
0
. . .
∫ t j
0
I j+1(t1, . . . , t j+1) dt1 . . . dt j+1 + KJ+1(t) (4.9)
which again follows from the Duhamel expansion. To justify this iterated Ito integral, we need L2-estimates on I j for all
j ∈ Z>0 contained in the following result. Moreover, the rigorous infinite expansion (4.8) is a consequence of the same
L2-estimates, which we state in the next result given its importance beyond the proof of (4.8). 
Lemma 4.3. Retaining the setting of Lemma 4.2, for any (t, x) ∈ [0, T ]×R and for all j ∈ Z>0, we have
E

∫ t
0
∫ t1
0
. . .
∫ t j−1
0
I j dt1 . . . dt j

2
. et∂
2
x
 
E |Z0|2

C j t
j
2 , (4.10)
where the constant C > 0 is universal.
Proof. We first establish notation and define
J j(t, t1, . . . , t j) =

1p
t − t1
j−1∏
i=1
1p
t i − t i+1

e(t−t1)∂
2
x . . . e(t−t j)∂
2
x et j∂
2
x E |Z0|2 (4.11)
=

1p
t − t1
j−1∏
i=1
1p
t i − t i+1

et∂
2
x E |Z0|2, (4.12)
where the second identity is a consequence of the Chapman-Kolmogorov equation for the Gaussian heat kernel.
Let C > 0 denote the universal implied constant in Lemma 4.1. By the Ito isometry as in the derivation of (4.2) and
iterating Lemma 4.1, we have the following pointwise (in space x ∈ R) estimates:
E

∫ t
0
∫ t1
0
. . .
∫ t j−1
0
I j dt1 . . . dt j

2
.
∫ t
0
∫ t1
0
. . .
∫ t j−1
0
C jJ j(t, t1, . . . , t j) dt1 . . . dt j. (4.13)
Note the semigroup term in (4.12) is independent of the integration variables on the RHS of (4.13). The estimate (4.10)
is now a consequence of integrating∫ t
0
∫ t1
0
. . .
∫ t j−1
0
1p
t − t1
j−1∏
i=1
1p
t i − t i+1
dt1 . . . dt j . 2
j t
j
2 . (4.14)
This completes the proof. 
Combining the Neumann series expansion in Lemma 4.2 and the estimate in Lemma 4.3, we deduce an energy estimate
resembling a refined version of Proposition 3.1.
Corollary 4.4. Let T > 0 be as in Lemma 4.2. Then for any (t, x) ∈ [0, T ]×R, we have
E
Zt − et∂ 2x Z02 12 . et∂ 2x  E |Z0|2 12 t 14 . (4.15)
In particular, for any (t, x) ∈ [0, T ]×R we have
E |Zt |2 . E
et∂ 2x Z02 1+ t 12  , (4.16)
where the implied constant is universal.
Proof. Immediate from the Neumann series expansion (4.8) and (4.10). We also require the Cauchy-Schwarz inequality
and Fubini theorem to deduce E |et∂ 2x Z0|2 6 et∂
2
x E |Z0|2 to bound the leading term in (4.8). 
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Thus by Corollary 4.4, it suffices to control the term et∂
2
x
 
E |Z0|2

. Observe the previous estimates for the multiplicative
SHE hold for any choice of initial data Z0 for which the statements make sense. However, as the current objective clearly
depends on the choice of initial data, we now specialize.
We now use Corollary 4.4 to prove tightness, beginning with the following auxiliary lemma which contains a quadrati-
cally exponential estimate for the solution of the stochastic heat equation which will be useful in our later analysis of the
multiplicative SHE. We also include a stochastic lower bound which will be used later.
Lemma 4.5. For any x ∈ R and δ = δ(T ) > 0 sufficiently small, we have the second moment bound
sup
t∈[0,T ]
E
Z δ
t
(x)
2 . (1+ T 12 )eδ|x |2(1+4Tδ). (4.17)
Moreover, for any compact subset of C ⊂ R, there exists ǫC ∈ R>0 such that
P

inf
δ→0
inf
t∈[0,T ]
inf
x∈C

Z δ
t
(x)
	
> ǫC > 0

> 1 − oǫC→0(1). (4.18)
The notations supδ→0 and infδ→0 denote a global supremum (resp. infimum) for any sequence δ→ 0.
Proof. We employ Lemma 2.6 to deduce, for δ > 0 sufficiently small depending on T ,et∂ 2x  E |Z δ0 |2 12  (x) . ∫ +∞
−∞
1p
2πt
e−
y2
2t eδ[x−y]
2
dy (4.19)
. eδ|x |
2
∫ +∞
−∞
1p
2πt
e−|y |
2( 12t +δ) + 2δx ydy (4.20)
. eδ|x |
2
∫ +∞
−∞
1p
2πt
e−
|y|2
t +2δx ydy (4.21)
. eδ|x |
2(1+4Tδ). (4.22)
Precisely, we choose δ < 110T ∧
q
1
10T . The second moment bound now follows from (4.16).
To prove the lower bound, we fix K ∈ R>0 to be determined later and define an auxiliary solution to the SHE (1.3) with
initial data given by some smooth interpolation of
fZ K
0
(x) =

e
−K |x |2 |x |> 2,
1
K
|x |< 1.
(4.23)
In particular, we now have the following pointwise inequality for any δ ∈ (0,1]:
0 < fZ K
0
(x) < Z δ
0
(x), x ∈ R. (4.24)
By the comparison principle in [29], we know fZ K
t
(x) > 0 for all (t, x) ∈ [0, T ] × R. Moreover, fZ K• is continuous on
[0, T ]×R. Thus on any compact subset Υx ⊂ R, the function fZ K• attains a minimum on the space-time domain [0, T ]×Υx .
Extending (4.24) to all t ∈ [0, T ] by the comparison principle in [29], the result follows. 
Lemma 4.6. The sequence {Z δ• }δ→0 is tight in C([0, T ],C0loc(R)).
Proof. Applying the upper bound in Lemma 4.5, we deduce tightness of {Z δ
t
(x)}δ→0 for any (t, x) ∈ R>0 ×R. To prove
temporal regularity, we fix a stopping time τ6 T and some γ > 0. We now have
P
Z δτ+γ(x) − Z δτ (x) > ǫ 6 PZ δτ+γ(x) − eγ∂ 2x Z δτ (x) > ǫ2 + PZδτ(x) − eγ∂ 2x Z δτ (x) > ǫ2 . (4.25)
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To study the first term on the RHS of (4.25), we apply the following bound as consequence of Corollary 4.4:
E
Z δτ+γ(x) − eγ∂ 2x Z δτ (x)2 . γ 12 eγ∂ 2x  E |Z δτ |2 (x) (4.26)
.T γ
1
2
∫ +∞
−∞
1p
2πγ
e−
y2
2γ eδ|x−y |
2(1+4Tδ)dy (4.27)
.T γ
1
2 eκT (δ+δ
2)|x |2 , κT > 0. (4.28)
The τ-independent bound (4.28) follows from the proof of the upper bound in Lemma 4.5. By the Chebyshev inequality,
P
Z δτ+γ(x) − eγ∂ 2x Z δτ (x) > ǫ2 .T 1ǫ2 oγ→0(1). (4.29)
To bound the second probability on the RHS of (4.25), by the same token it suffices to show the second moment vanishes
as γ→ 0. We first apply Cauchy-Schwarz with respect to the Gaussian measure:
E
Z δτ (x) − eγ∂ 2x Z δτ (x)2 6 ∫ +∞
−∞
1p
2πγ
e−
|y|2
2γ E
Z δ
τ
(x)−Z δ
τ
(x − y)
2 dy. (4.30)
By Lemma 2.6 and (4.16) in Corollary 4.4 we have the following energy estimate uniform in τ ∈ [0, T ] for κ > 0 universal:
E
Z δτ (x) − Z δτ (x − y)2 .T eκδ|x |2 E 1− eH δ0 (x−y)−H δ0 (x)2 (4.31)
. min
§
eκδ|x |
2
(1− eκy) , eκδ|x |2
1− eδ|y |2+2δ|x y |2ª . (4.32)
This last quantity vanishes in the limit y → 0 uniformly on compact space-time domains. Combining this with (4.28) and
(4.38) below, we deduce limit points of {Z δ• }δ→0 are concentrated on C([0, T ],C0loc(R)). For the remainder of this proof,
the constant κ > 0 may update but will always be universal. Combining this with (4.30), we deduce
E
Z δτ (x)− eγ∂ 2x Z δτ (x)2 .T eδ|x |2 ∫ +∞
−∞
1p
2πγ
e−
|y|2
2γ
1− eδ|y |2+2δ|x ||y |2 dy (4.33)
. eδ|x |
2
∫ +∞
−∞
1p
2πγ
e−
|y|2
2γ

1+ e2δ|y |
2
eδ|x |
2
2
dy. (4.34)
Observe the upper bound provided by (4.34) is strictly increasing in δ > 0. In particular, it suffices to show the expectation
on the LHS of (4.34) vanishes as γ→ 0 for any particular choice of δ > 0 sufficiently small depending only on T > 0. To
this end, we first apply the following straightforward bounds for δ < 1
10T
∧
q
1
10T
6 1
10γ ∧
Ç
1
10γ :
eδ|x |
2
∫ +∞
−∞
1p
2πγ
e−
|y|2
2γ

1+ e2δ|y |
2
eδ|x |
2
2
dy . eκδ|x |
2
∫ +∞
−∞
1p
2πγ
e−
|y|2
2γ

1+ e2δ|y |
2
+ e4δ|y |
2

dy (4.35)
. eκδ|x |
2
∫ +∞
−∞
1p
2πγ
e−
|y|2
γ dy. (4.36)
The integrand on the RHS of (4.34) is uniformly bounded by an L1(R)-function, so long as δ < 110T ∧
q
1
10T . Moreover,
lim
γ→0+
1p
2πγ
e−
|y|2
2γ
1− eδ|y |2+2δ|x ||y |2 = 0, y 6= 0, (4.37)
again so long as δ < 1
10T
∧
q
1
10T
. Moreover, all of these estimates are uniform in compact subsets x ∈ C ⊂ R. Thus, by
the dominated convergence theorem applied to (4.33) we deduce
sup
δ∈(0, 12T )
sup
x∈C
E
Z δτ (x)− eγ∂ 2x Z δτ (x)2 .C oγ→0(1). (4.38)
This completes the proof. 
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4.2. Identification of Limit Points. It remains to show that limit points constructed in Lemma 4.6 are bonafide solutions
to (1.3) with the same initial data given by Z0 ≡ 1.
Corollary 4.7. Let Z• denote any pointwise limit of {Z δ• }δ→0 in C0([0, T ],C
(0)
loc
(R)). Then
Zt (x) =

et∂
2
x Z0

(x) +
∫ t
0
¦
e(t−s)∂
2
x ZsW˙s

(x)
©
ds, (t, x) ∈ [0, T ]×R. (4.39)
Moreover, we have Z0 ≡ eH0 . Thus, the limit Z• must be the unique solution to (1.3) with prescribed initial dataZ0 ≡ eH0(x).
Proof. Uniqueness of the solution to (1.3) with Z0(x) = e
H0(x) follows from its exponentially linear growth – see [3].
By the Skorohod representation theorem, e.g. from [4], we have space-time pointwise convergence Z δ• →δ→0 Z• with
probability 1. Moreover, for any δ > 0 we know
Z δ
t
(x) =

et∂
2
x Z δ
0

(x) +
∫ t
0

e(t−s)∂
2
x Z δ
s
W˙s

(x)ds, (t, x) ∈ [0, T ]×R. (4.40)
It remains to compute limits as δ→ 0 of the RHS of (4.40). For this first term, we first write
E
et∂ 2x Z δ0  (x) − et∂ 2x Z0 (x)2 = E

∫ +∞
−∞
Gt(x − y)
 
Z δ
0
(y)−Z0(y)

dy

2
(4.41)
.
∫ +∞
−∞
Gt(x − y)E
Z δ
0
(y) − Z0(y)
2 dy. (4.42)
The bound (4.42) follows from the Cauchy-Schwarz inequality with respect to the Gaussian measure Gt(x − y)dy .
To study the second term on the RHS of (4.40), we apply the Ito isometry as follows:
E
∫ t
0

e(t−s)∂
2
x (Z δ
s
−Zs)W˙s

(x)ds
2
.
∫ t
0
1p
t − s

e(t−s)∂
2
x E(Z δ
s
−Zs)2

(x)ds. (4.43)
By Lemma 2.6, with probability 1 we have a pointwise upper bound on Z δ• by the following solution to (1.3):
∂tZ t(x) = ∂
2
x
Z t(x) + Z t(x)W˙t , Z 0(x) = max
 
1, δ0|x |2

, δ < δ0. (4.44)
By the proof of Lemma 4.5 and Lemma 4.6, we have the uniform bounds
sup
t∈[0,T ]
E
Z t(y)2 . 1 + eδ0 |y |2(1+4Tδ), (4.45)∫ t
0
1p
t − s

e(t−s)∂
2
x E(Z s)
2

(x)ds .T,δ0 1. (4.46)
Using (4.45) and (4.46), we apply the dominated convergence theorem applied to both the bounds (4.42) and the RHS
of (4.43) to deduce both terms vanish as we take δ→ 0. Thus, we deduce
et∂
2
x Z δ
0

(x) +
∫ t
0

e(t−s)∂
2
x Z δ
s
W˙s

(x)ds −→δ→0

et∂
2
x Z0

(x) +
∫ t
0

e(t−s)∂
2
x ZsW˙s

(x)ds (4.47)
in probability as well. The pointwise convergence now follows from taking δ→ 0 in the bounds Lemma 2.6.
Recall the inherited regularity Z δ• ∈ C([0, T ],C0loc(R)). To show that Z• is the honest unique distributional solution to
(1.3) with initial data given by Z0(x) = e
H0(x), we integrate (4.40) against any ϕ ∈ C∞
c
(R):∫ +∞
−∞
Z δ
t
(x)ϕ(x)dx =
∫ +∞
−∞

et∂
2
x Z δ
0

(x)ϕ(x)dx +
∫ +∞
−∞
∫ t
0

e(t−s)∂
2
x Z δ
s
W˙s

(x)ds

ϕ(x)dx . (4.48)
Applying the Cauchy-Schwarz inequality, we deduce
E

∫ +∞
−∞
 
Z δ
t
(x) − Zt(x)

ϕ(x)dx

2
.ϕ
∫ +∞
−∞
|ϕ(x)|2 E
Z δ
t
(x)−Zt (x)
2 dx . (4.49)
35
Similarly, we have the L2-estimates
E

∫ +∞
−∞

et∂
2
x Z δ
0
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(x) −

et∂
2
x Z0

(x)

ϕ(x)dx

2
.ϕ
∫ +∞
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|ϕ(x)|2 E
et∂ 2x Z δ0  (x) − et∂ 2x Z0 (x)2 dx (4.50)
and
E
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.ϕ
∫ +∞
−∞
|ϕ(x)|2
∫ t
0
1p
t − s

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2
x E(Z δ
s
−Zs)2

(x)ds

dx .
By the Skorohod representation theorem, Z δ• → Z• uniformly on compact space-time domains with probability 1. As
before, we employ (4.45) and (4.46). This allows us to apply the dominated convergence theorem to the upper bounds
(4.49), (4.50), and (4.51) and deduce that all of these vanish as δ→ 0. This completes the proof. 
Proposition 2.9 is now an immediate consequence of the following logarithmic convergence.
Lemma 4.8. For any u ∈ C∞
c
(R), we have the following convergence in probability:∫ +∞
−∞
logZ δ
t
(x)∂xu(x)dx −→δ→0
∫ +∞
−∞
logZt (x)∂xu(x)dx . (4.52)
Proof. By Lemma 4.5, we have
P

inf
δ→0
inf
x∈Uu
Z δ
t
(x) 6 ǫ

+ P

inf
x∈Uu
Z t(x) 6 ǫ

= oǫ→1(1). (4.53)
Here, the infimum over parameters δ → 0 indicates an infimum over all δ ∈ (0,ǫ0), where the parameter ǫ0 > 0 is
sufficiently small. Moreover, as in the proof of Corollary 4.7 we know
P

sup
δ→0
Z δ
t
(x) < Z t(x), (t, x) ∈ [0, T ]×R

= 1. (4.54)
Thus with probability 1− oǫ→0(1), we have the logarithmic upper bound
sup
δ→0
logZ δ
t
(x)
 .ǫ,δ0,u 1 + logZ t (x) . (4.55)
By the concavity of the logarithm, on the event
¦
infx∈Uu Z t(x) > ǫ
©
, we have the estimatelogZ t (x) .ǫ 1+ Z t (x) , (4.56)
which in turn implies
P

sup
δ→0
logZ δ
t
(x)
 .ǫ,δ0,u 1+ Z t(x) = 1− oǫ→0(1). (4.57)
By (4.45), the term 1+ |Z t(x)| has second moment bounded uniformly on compact subsets in space-time. Thus, the same
is true for supδ∈(0,ǫ0)
logZ δ
t
(x)
 on an event of probability 1− oǫ→0(1).
Condition on (4.55), which holds with probability 1− oǫ→0(1) For any δ > 0, by the Cauchy-Schwarz inequality
E

∫ +∞
−∞
∂xu(x)
 
logZ δ
t
(x) − logZt(x)

dx

2
.u E
∫ +∞
−∞
|∂xu(x)|2
logZ δ
t
(x) − logZt (x)
2 dx (4.58)
.u
∫ +∞
−∞
|∂xu(x)|2 E
logZ δ
t
(x) − logZt (x)
2 dx . (4.59)
We again employ both Lemma 4.6 and the Skorohod representation theorem to deduce that for each (t, x) ∈ [0, T ]×R we
know logZ δ
t
(x)→ logZt(x) with probability 1. Another application of the dominated convergence theorem combined
with the uniform upper bound (4.55) implies the RHS of (4.59) vanishes as δ→ 0. This completes the proof. 
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APPENDIX A. HEAT KERNEL ESTIMATES
In this appendix, we establish technical, preliminary estimates for the heat kernel p(n),v• of the underlying RWRE from
Lemma 3.2. These estimates mimic those of Proposition A.1 and Corollary A.2 of [14] for the heat kernel p(n)• of the
underlying RW in deterministic environment. Similar to how those heat kernel estimates were used in to prove tightness
and vanishing results in [14], as noted in Section 3 these estimates will be crucial to prove Corollary 3.3 and Lemma 3.5.
The following result is used for tightness and moment estimates in Corollary 3.3. The estimates themselves are believed
to be not optimal, but sufficient for our purposes. Moreover, for the sake of proving Corollary 3.3 and Lemma 3.5, it suffices
to work in microscopic coordinates without the n-dependent scaling in space-time, and thus without the n-dependent
scaling for the discrete-gradient operators.
Lemma A.1. Uniformly in t ∈ [0, T ] and 06 k0 6 m, for any κ > 0 we have∑
x∈Z
∇k0p(n),vt eκn−1|x | .κ,m t−1/2 + 1n

|k0|, (A.1)∑
x∈Z
∇k1∇k0p(n),vt eκn−1|x | .κ,m t−1/2 + 1n

|k1|, (A.2)∑
x∈Z
p
(n),v
t e
κn−1|x | .κ,m 1, (A.3)
∑
x∈Z
p(n),vt − p(n)t 2 eκn−1|x | .κ,m log2 nn2 , . (A.4)
Moreover, uniformly over pairs of times t1 6 t2,p(n),vt2 − p(n),vt1  .m 1∧ t−3/21  + 1n

|t2 − t1| , (A.5)p(n),vt2 − p(n),vt1  − p(n)t2 − p(n)t1  .m |t2 − t1|n . (A.6)
Proof. In what follows, it suffices to work in microscopic coordinates as in [14], and unlike Section 3. Moreover, the result
holds without the n-dependent terms if v
(n)
k
= 0 by Proposition A.1 and Corollary A.2 in [14].
We begin with the first estimate. Applying and then iterating the Duhamel formula as in Lemma 4.2, we have:
p
(n),v
t = p
(n)
t +
∫ t
0

p
(n)
t−s ∗
m∑
k=1
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(n)
k
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, (A.7)
where
I (n),v
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=
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k
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0
∆kp
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. . .
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ℓ( j+1)
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dt j+1 . . . dt1. (A.8)
Applying the ∇k0 -operator and multiplication by eκn
−1 |x | to both sides, and then summing over Z, we see
∑
x∈Z
∇k0p(n),vt eκn−1|x | 6 ∑
x∈Z
∇k0p(n)t eκn−1|x |
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∫ t
0
∑
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|∇k0p
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t−s|eκn
−1 |x |

m∑
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∑
y∈Z
|v(n)
k
||∆kp(n)s |eκn
−1 |x |

ds (A.9)
+
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∑
x∈Z
I (n),vj,t eκn−1|x | .
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Applying the heat kernel estimates in Corollary A.2 of [14], the first term on the RHS is . t−1/2|k0|. Applying the iterated
gradient estimates for p(n)• in Proposition A.1 of [14], and the Schwarz inequality |ab| . a3/2 + b3, we have∫ t
0
∑
x∈Z
|∇k0p
(n)
t−s|eκn
−1 |x |

m∑
k=1
∑
y∈Z
|v(n)
k
||∆kp(n)s |eκn
−1 |x |

.m
1
n
|k0|
∫ t
0
 
1∧ (t − s)−1/2
  
1∧ s−1

ds (A.10)
.
1
n
|k0|
∫ t
0
(1∧ s−3/2)ds (A.11)
.
1
n
|k0|. (A.12)
Similarly, we apply the same iterated-gradient heat kernel estimates and the Schwarz inequality, to deduce, for any eT > 0,∫ eT
0
∑
x∈Z
∆ℓp(n)eT−seκn−1|x |
∑
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0
 
1∧ (eT − s)−1  1∧ s−1ds (A.13)
. 1, (A.14)
where the second estimate follows by symmetry s 7→ eT − s. Iteratively applying the above estimate, in addition to applying
Proposition A.1 and Corollary A.2 of [14], gives us
∞∑
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∑
x∈Z
I (n),vj,t eκn−1 |x | .m
 
1
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!
|k0| (A.15)
.m
1
n
|k0|. (A.16)
This completes the proof of the first estimate. The remaining spatial estimates follow similarly.
To establish the temporal regularity (A.5), without loss of generality we suppose t2 > t1. Using the Duhamel expansion
again, we havep(n),vt2 − p(n),vt1  6 p(n)t2 − p(n)t1  (A.17)
+
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As in the proof of (A.1), we estimate the first three terms on the RHS. The estimates for I (n),v
j,• follow similarly. Applying
Proposition A.1 in [14], we have p(n)t2 − p(n)t1  . (1∧ t−3/21 ) |t2 − t1| . (A.18)
For the second term, we again apply Proposition A.1 in [14] to deduce
∫ t1
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n
. (A.20)
Next, we see 
∫ t2
t1
p
(n)
t2−s ∗

m∑
k=1
v
(n)
k
∆kp
(n)
s
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t1
 
1∧ (t2 − s)−3/2
  
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.
|t2 − t1|
n
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Estimating
I (n),vj,t2 −I (n),vj,t1  similarly, (A.5) follows. This analysis also yields (A.6), which completes the proof of Lemma
A.1. 
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We now proceed with heat kernel estimates necessary for the weakly vanishing nature of W (n)•,γ in (3.5). As mentioned
in the proof of Lemma 3.5, this will follow from space-time regularity of p(n),v• on a macroscopic scale. This can be thought
of as compactness-type estimates for the heat kernel in Ck-spaces. Although the second-derivative estimate in Lemma A.2
is insufficient for this purpose, it is unnecessary for us, and it can be fixed with a minor adaptation of the proof.
To state the result, for (t, x) ∈ [0, T ]×R we first define
G
(n),v
t (x) = np
(n),v
n2 t
(nx), G
(n)
t (x) = p
(n)
n2 t
(nx). (A.23)
Lemma A.2. Fix any ǫ > 0. Uniformly in t ∈ [ǫ, T ] and 06 k0, k1 6 m, we have∇k1∇k0G(n),vt  .ǫ,T |k1| log nn2 , (A.24)∇k0G(n),vt  .ǫ,T 1n . (A.25)
Proof. For the first estimate, we again appeal to the Duhamel principle, which gives
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where I (n),v
j,• are as in Lemma A.1. Applying Proposition A.1 of [14], we have
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 .ǫ |k1|n2 . (A.27)
It suffices to estimate the remaining terms in the Duhamel principle. First, we change variables to write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We split the integral on the RHS into integrals over [0, t/2] and [t/2, t], respectively. First, applying the iterated gradient
estimate in Proposition A.1 of [14], for t > ǫ we have
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By the same iterated gradient estimates in Proposition A.1 in [14], we have∑
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Thus,
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By the same token,
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For t > ǫ, combining the previous two estimates gives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We next study I (n),v
1,• , again by changing variables for the time-integral: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We again consider the first time-integral on the domains [0, t/2] and [t/2, t], respectively. As in the estimate above, for
t > ǫ and k ∈ J1,mK, we have∫ t/2
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We apply the iterated gradient estimates in Corollary A.2 in [14], we have∑
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Thus, we have
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We now consider the domain [t/2, t]. On this domain, because the integration variable satisfies t1 &ǫ 1, as in the estimate
for the first second term on the RHS of (A.26) we have∫ t1
0
∆kp(n)n2(t1−t2) ∗ ∆ℓp(n)n2 t2 dt2dt1 .ǫ 1n4 (A.43)
uniformly in space-time. Using the estimate (A.40) as before but lowering the exponents by 1, we have
m∑
k,ℓ=1
n3
∫ t
t
2
∇k1∇k0p(n)n2(t−t1) ∗
∫ t1
0
∆kp(n)n2(t1−t2) ∗ ∆ℓp(n)n2 t2 dt2dt1 .ǫ n−1
∫ t
t
2
∑
x∈Z
∇k1∇k0p(n)n2(t−t1)(x)dt1 (A.44)
.
∫ t
t
2
n−5/2 t−3/4
1
|k1| dt1 (A.45)
.ǫ,T
|k1|
n5/2
. (A.46)
Thus, n∇k1∇k0I (n),v1,n2 t  .ǫ,T |k1|n5/2 . (A.47)
For the remaining terms, we first note, for j > 2,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We again use the iterated gradient estimates in Proposition A.1 of [14] to deduce∑
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Integrating this last bound, we see∫ t j
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By the same token, ∑
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The same estimates also give the following bound holding uniformly in space-time:∑
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∆ℓ( j)p(n)t j−t j+1(x − y) ∆ℓ( j)p(n)t j+1 .  1∧ (t j − t j+1)−1 1∧ t−1j+1 , (A.54)
and thus, by the Schwarz inequality |ab| . a2 + b2,∫ t j
0
∑
y∈Z
∆ℓ( j)p(n)t j−t j+1(x − y) ∆ℓ( j)p(n)t j+1 dt j+1 . ∫ t j
0
 
1∧ (t j − t j+1)−1
 
1∧ t−1
j+1

dt j+1 (A.55)
.
∫ t j
0

1∧ t−2
j+1

dt j+1 (A.56)
. 1. (A.57)
We iterate the above integral bounds to deducen∇k1∇k0I (n),vj,n2 t  . n− j(1+ log n) j−1∫ n2 t
0
∑
x∈Z
∇k1∇k0p(n)n2 t−t1(x) dt1 (A.58)
.
(1+ log n) j−1
n j
|k1|
∫ n2 t
0
 
1∧ (n2 t − t1)−1

dt1 (A.59)
.
(1+ log n) j
n j
|k1|. (A.60)
Ultimately, ∇k1∇k0G(n),vt  6 ∇k1∇k0G(n)t  (A.61)
+

∫ t
0

∇k1∇k0G
(n)
t−n−2s ∗
m∑
k=1
v
(n)
k
∆kp
(n)
s

ds

+
∞∑
j=1
∇k1∇k0nI (n),vj,t 
.T,ǫ |k1|
 
n−2 +
∞∑
j=2
log j n
n j
!
, (A.62)
which gives the first estimate. For the second estimate, we analyze I (n),v
2,• similar to I
(n),v
1,• and then apply this last estimate
for j > 3. This completes the proof. 
41
REFERENCES
[1] G. Amir, I. Corwin and J. Quastel, “Probability distribution of the free energy of the continuum directed polymer model in 1 + 1 dimensions".
Communications in Pure and Applied Math, 64:466-537 (2011).
[2] S. Assing, “A pregenerator for Burgers equation forced by conservative noise". Communications in Mathematical Physics, 225 (2002), no. 3, 611-632,
DOI: 10.1007/s002200100606. MR1888875.
[3] L. Bertini and G. Giacomin, “Stochastic Burgers and KPZ Equations from Particle Systems". Communications in Mathematical Physics Volume 183,
Issue 3, p. 571-606, (1997).
[4] P. Billingsley. Convergence of Probability Measures. New York: John Wiley & Sons, Inc. ISBN 0-471-19745-9.
[5] A. Borodin, I. Corwin, F. L. Toninelli. “Stochastic heat equation limit of a (2 + 1)-D growth model". Commun. Math Phys., 350:957?984 (2017).
[6] T. Brox and H. Rost, “Equilibrium Fluctuations of Stochastic Particle Systems: The Role of Conserved Quantities". Annals of Probability, Volume 12
Number 3, (1984), 742-759.
[7] I. Corwin, “The Kardar-Parisi-Zhang equation and universality class". arXiv:1106.1596 [math.PR], (2011).
[8] I. Corwin, P. Ghosal, H. Shen, and L.-C. Tsai. “Stochastic PDE Limit of the Six Vertex Model". arXiv:1803.08120 [math.PR]. 2018.
[9] I. Corwin, J. Quastel and D. Remenik. “Renormalization Fixed Point of the KPZ Universality Class". Journal of Statistical Physics, (2015).
[10] I. Corwin, H. Shen. “Open ASEP in the Weakly Asymmetric Regime". Communications in Pure Appl. Math. To appear.
[11] I. Corwin, H. Shen, L-C. Tsai. “ASEP(q,j) converges to the KPZ equation". Ann. Inst. H. Poincare, 54:995-1012 (2018).
[12] I. Corwin, L.-C. Tsai, “KPZ equation limit of higher spin exclusion processes". Annals of Probability, 45 (3) 1771-1798, 2017
[13] I. Corwin, L.-C. Tsai, “SPDE Limit of Weakly Inhomogeneous ASEP". arXiv:1806.09682. 2018.
[14] A. Dembo and L.-C. Tsai, “Weakly asymmetric non-simple exclusion process and the KPZ equation". Communications in Mathematical Physics, 341
(1), 219-261, (2016).
[15] T. Funaki and J. Quastel, “KPZ equation, its renormalization and invariant measures". Stochastic PDE: Analysis and Computation 3 (2015), no. 2,
159?220, DOI 10.1007/s40072- 015-0046-x. MR3350451.
[16] P. Goncalves and M. Jara, “Scaling limits of additive functions of interacting particle systems". Communications on Pure and Applied Mathematics,
Volume 6, Issue 5, 649-677. 2013.
[17] P. Goncalves and M. Jara, “Nonlinear Fluctuations of Weakly Asymmetric Interacting Particle Systems". Archive for Rational Mechanics and Analysis,
(2014) 212:597. https://doi.org/10.1007/s00205-013-0693-x.
[18] P. Goncalves and M. Jara, “Stochastic Burgers equation from long range exclusion interactions". Stochastic Processes and their Applications, Volume
127, Issue 12, December 2017, Pages 4029-4052.
[19] P. Goncalves, M. Jara, and S. Sethuraman, “A stochastic Burgers equation from a class of microscopic interactions". Annals of Probability, Volume
43, Number 1 (2015), 286-338.
[20] M. Gubinelli and N. Perkowski, “Energy solutions of KPZ are unique". Journal of the AMS. 31 (2018), 427-471.
[21] M. Gubinelli and N. Perkowski, “Probabilistic approach to the stochastic Burgers equation". arXiv:1701.07373 [math.PR], Jan. 25, 2017.
[22] M. Hairer, “Solving the KPZ equation". Annals of Mathematics, Volume 178, Issue 2, (2013), p. 559-664.
[23] M. Hairer, “A Theory of Regularity Structures". Invent. Math. 198, no. 2 (2014), 269-504.
[24] M. Kardar, G. Parisi and Y.-C. Zhang, “Dynamic scaling of growing interfaces", Physical Review Letters 56 (1986), no. 9, 889.
[25] C. Kipnis and C. Landim, Scaling Limits of Interacting Particle Systems, Springer-Verlig Berlin Heidelberg, Volume 320, (1999).
[26] T. Liggett. “Coupling the Simple Exclusion Process". Annals of Probability, Volume 4, Number 3 (1976), 339-356.
[27] K. Matetski, J. Quastel, and D. Remenik. “The KPZ Fixed Point". arXiv:1701.00018.
[28] I. Mitoma, “Tightness of Probabilities on C([0,1];Y ′) and D([0,1];Y ′)". Annals of Probability, Volume 11 No. 4 (1983), 989-999.
[29] C. Mueller, “On the support of solutions to the heat equation with noise". Stochastics and Stochastics Reports. 04 Apr 2007.
[30] C. Villani, Optimal Transport: Old and New, Springer-Verlag Berlin Heidelberg. DOI: 10.1007/978-3-540-71050-9. 2009.
[31] J. Walsh, An introduction to stochastic partial differential equations, Ecole d’Ete de Probabilites de Saint Flour XIV, 1984. Lecture Notes in Mathe-
matics, Vol 1180. Springer, Berlin, Heidelberg.
42
