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MODEL DINAMIS : AUTOREGRESSIVE DAN DISTRIBUSI LAG 
Oleh :  
Natalia Jatiningrum 
NIM. 04305144021 
 
ABSTRAK 
 
Model Dinamis : Autoregresive dan Distribusi Lag merupakan model 
regresi linear yang memperhitungkan pengaruh waktu. Tujuan penulisan skripsi 
ini adalah menentukan persamaan dinamis autoregressive dugaan dan persamaan 
dinamis distribusi lag dugaan. 
Metode yang digunakan dalam menentukan persamaan  dinamis distribusi 
lag dugaan adalah metode Koyck dan metode Almon. Metode Koyck digunakan 
jika panjang beda kala (lag) tidak diketahui sedangkan metode Almon digunakan 
jika panjang beda kala (lag) diketahui. Bedakala adalah waktu yang diperlukan 
bagi variabel bebas X  dalam mempengaruhi variabel tak bebas Y . Langkah 
pertama dalam metode Almon adalah transformasi Almon hingga didapat 
persamaan tttt ZZZY 221100 ˆˆˆˆˆ αααα +++=  dengan ∑
=
−=
k
i
tt XZ
0
10 , 
∑
=
−=
k
i
tt XiZ
0
11 , ∑
=
−=
k
i
tt XiZ
0
1
2
2 . Nilai-nilai 210 ˆ,ˆ,ˆ,ˆ αααα  untuk mencari nilai 
kββββα ˆ,,ˆ,ˆ,ˆ,ˆ 210 K  dalam persamaan dinamis distribusi lag dugaan yaitu dengan 
rumus 2
2
10 ˆˆˆˆ αααβ kkk ++= . Y . Langkah pertama dalam metode Koyck adalah 
transformasi Koyck hingga didapat persamaan ( ) 10ˆˆ1ˆˆ −++−= ttt YCXCY )βα . 
Nilai C
)
,ˆ,ˆ 0βα untuk mencari nilai kββββα ˆ,,ˆ,ˆ,ˆ,ˆ 210 K  dalam persamaan dinamis 
distribusi lag dugaan yaitu dengan rumus kk Cˆˆˆ 0ββ = . Metode Koyck juga dapat 
digunakan untuk menentukan persamaan dinamis  autoregressive dugaan, tetapi 
dilakukan uji lanjutan dengan uji statistik h  Durbin-Watson. Uji ini perlu 
dilakukan sebab dalam persamaan dinamis autoregressive terdapat  1−tY  sebagai 
salah satu variabel bebas sehingga kemungkinan menyebabkan autokorelasi. 
Penggunaan program Eviews 5 juga diperlukan untuk mempermudah perhitungan. 
Hasil akhir persamaan dinamis distribusi lag dugaan yang diperoleh 
dengan metode Koyck adalah ...ˆˆˆˆ 22110 ++++= −−
∧
tttt XXXY βββα  sedangkan 
persamaan dinamis distribusi lag dugaan yang diperoleh dengan menggunakan 
metode Almon adalah ktktttt XXXXY −−−
∧ ++++= ββββα ˆ...ˆˆˆˆ 22110  dengan  t  
menyatakan waktu sekarang, dan K,2,1 −− tt  menyatakan periode waktu 
sebelumnya, k  menyatakan panjang beda kala (lag). Hasil akhir persamaan 
dinamis autoregressive dugaan  adalah 110 ˆˆˆ −
∧ ++= ttt YXY ββα .  
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1 
BAB I 
PENDAHULUAN 
 
A. Latar Belakang 
Kehidupan manusia sehari-hari tidak pernah lepas dari pengamatan. Ketika 
seseorang melihat atau mengamati suatu kejadian dalam suatu waktu sering 
timbul pertanyaan apa yang akan terjadi pada waktu yang akan datang dan 
bagaimana kejadian pada waktu sebelumnya. Begitu pula saat melihat suatu 
kejadian di suatu tempat, muncul pertanyaan apa yang terjadi di daerah sekitarnya. 
Pertanyaan menyangkut waktu tersebut mendasari munculnya suatu kajian runtun 
waktu (time series analysis). 
Runtun waktu merupakan serangkaian pengamatan terhadap suatu 
peristiwa, kejadian, yang diambil dari waktu ke waktu, serta dicatat secara teliti 
berdasarkan urutan waktu, kemudian disusun sebagai data statistik (Sutrisno, 
1998:  353). Analisis runtun waktu merupakan analisis sekumpulan data dalam 
suatu periode waktu yang lampau yang berguna untuk mengetahui atau 
meramalkan kondisi masa mendatang. Hal ini didasarkan bahwa perilaku manusia 
banyak dipengaruhi kondisi atau waktu sebelumnya sehingga dalam hal ini faktor 
waktu sangat penting peranannya (Gujarati, 1995:  5).  
Penganalisaan runtun waktu dahulu menjadi pertentangan antara dua 
kelompok ahli yaitu para ahli ekonometrika dan para ahli runtun waktu. Para ahli 
ekonometrika menganalisis data runtun waktu dengan metode yang berbeda 
dengan yang dilakukan oleh para ahli runtun waktu. Ahli ekonometrika cenderung 
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menformulasikan model regresi klasik untuk menganalisis perilaku data runtun 
waktu, menganalisis tentang masalah simultanitas, dan kesalahan autokorelasi. 
Sebaliknya, ahli runtun waktu membuat model perilaku runtun waktu dengan 
mekanisme sendiri serta tidak begitu memperhatikan peranan variabel bebas X  
dan variabel tak bebas Y . Perbedaan pendapat ini membuat para ahli 
ekonometrika mengkaji ulang pendekatannya terutama dalam menganalisis runtun 
waktu. 
Ekonometrika merupakan suatu ilmu yang menganalisis fenomena 
ekonomi dengan menggunakan teori ekonomi, matematika, dan statistika, yang 
berarti teori ekonomi tersebut dirumuskan melalui hubungan matematika 
kemudian diterapkan pada suatu data untuk dianalisis menggunakan metode 
statistika (Awat, 1995:  3). Hal yang banyak mendapat perhatian dalam 
ekonometrika adalah kesalahan pengganggu terutama dalam membuat perkiraan 
atau estimasi. Model ekonometrika yang digunakan untuk mengukur hubungan 
antara variabel-variabel dapat dinyatakan dalam bentuk model regresi linear. 
Model regresi linear merupakan salah satu model ekonometrika yang hubungan 
antar variabelnya satu arah, yang berarti variabel tak bebas ditentukan oleh 
variabel bebas (Sumodiningrat, 1995:  135). Hubungan antara satu variabel  bebas 
X  dengan variabel tak bebas Y  dapat dimodelkan dengan εβα ++= XY  atau 
beberapa variabel bebas X  terhadap variabel tak bebas Y  dapat dimodelkan 
dengan : 
iinniii XXXXY εβββββ ++++++= K3322110 . 
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Pada skripsi ini akan dibahas tentang model regresi linear yang 
memperhitungkan pengaruh waktu, karena kebanyakan dari model regresi linear 
kurang memperhatikan waktu. Data yang digunakan adalah data runtun waktu 
(time series). Model regresi dengan menggunakan data runtun waktu tidak hanya 
menggunakan pengaruh perubahan variabel bebas terhadap variabel tak bebas 
dalam kurun waktu yang sama dan selama periode pengamatan yang sama, tetapi 
juga menggunakan periode waktu sebelumnya. Waktu yang diperlukan bagi 
variabel bebas X  dalam mempengaruhi variabel tak bebas Y  disebut bedakala 
atau lag (Supranto, 1995:  188). 
Model regresi yang memuat variabel tak bebas yang dipengaruhi oleh 
variabel bebas pada waktu t , serta dipengaruhi juga oleh variabel bebas pada 
waktu 1−t , 2−t  dan seterusnya disebut model dinamis distribusi lag, sebab 
pengaruh dari suatu atau beberapa variabel bebas X  terhadap variabel tak bebas 
Y  menyebar (spread or distributed) ke beberapa periode waktu dengan 
ttttt XXXY εβββα +++++= −− K22110 . Model regresi yang memuat variabel 
tak bebas yang dipengaruhi oleh variabel bebas pada waktu t , serta dipengaruhi 
juga oleh variabel tak bebas itu sendiri pada waktu 1−t  disebut model 
autoregressive dengan tttt YXY εββα +++= −110  (Awat, 1995:  410). 
Metode-metode yang digunakan dalam menentukan persamaan distribusi 
lag dugaan antara lain metode Koyck, metode Almon, metode Jorgenson dan 
metode Pascal. Pada skripsi ini hanya akan dibahas metode Koyck dan metode 
Almon sebab kedua metode ini lebih mudah diterapkan dalam membuat 
persamaan dinamis distribusi lag dugaan. Metode Almon digunakan untuk 
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menentukan  persamaan dinamis distribusi lag dugaan yang panjang beda kala 
(lag) diketahui. Langkah pertama yang dilakukan adalah membuat persamaan 
Almon yaitu : 
tttt ZZZY 221100 ˆˆˆˆˆ αααα +++=  
dengan ∑
=
−=
k
i
tt XZ
0
10 , ∑
=
−=
k
i
tt XiZ
0
11 , ∑
=
−=
k
i
tt XiZ
0
1
2
2  
Selanjutnya, nilai-nilai 210 ˆ,ˆ,ˆ,ˆ αααα pada tttt ZZZY 221100 ˆˆˆˆˆ αααα +++=  
digunakan untuk mencari kββββα ˆ,,ˆ,ˆ,ˆ,ˆ 210 K  dalam persamaan dinamis distribusi 
lag dugaan dengan panjang beda kala (lag) sebesar k . Metode Koyck digunakan 
untuk menentukan  persamaan dinamis distribusi lag dugaan yang panjang beda 
kala (lag) tidak diketahui. Langkah pertama yang dilakukan adalah membuat 
persamaan Koyck yaitu : 
( ) 10ˆˆ1ˆˆ −++−= ttt YCXCY )βα  
Selanjutnya, nilai-nilai C
)
,ˆ,ˆ 0βα  digunakan untuk mencari nilai 
kββββα ˆ,,ˆ,ˆ,ˆ,ˆ 210 K  dalam persamaan dinamis distribusi lag dugaan yang panjang 
beda kala (lag) tidak diketahui. 
Pada persamaan Koyck terdapat 1−tY  sebagai variabel bebas maka bersifat 
autoregressive sehingga metode Koyck juga dapat digunakan untuk menentukan 
persamaan dinamis autoregressive dugaan sedangkan persamaan hasil 
transformasi Almon tidak bersifat autoregressive. Namun, setelah menggunakan 
metode Koyck perlu dilakukan uji lanjutan dengan menggunakan uji statistik h  
Durbin-Watson untuk mendeteksi autokorelasi dalam model dinamis 
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autoregressive. Uji statistik h  Durbin-Watson perlu dilakukan karena adanya 1−tY  
sebagai variabel bebas dalam model dinamis autoregressive kemungkinan 
menyebabkan autokorelasi. 
Keistimewaan dari model dinamis autoregressive dan model dinamis 
distribusi lag adalah model tersebut telah membuat teori statis menjadi dinamis 
karena model regresi yang biasanya mengabaikan pengaruh waktu, melalui model 
autoregressive dan model dinamis distribusi lag waktu ikut diperhitungkan 
(Supranto, 1995:  200). Oleh karena itu, model autoregressive dan model dinamis 
distribusi lag sering disebut satu rangkaian dengan nama “Model Dinamis : 
Autoregressive dan Distribusi Lag”. 
 
B. Rumusan Masalah 
Berdasarkan latar belakang, penulis dapat mengemukakan rumusan masalah 
sebagai berikut :  
1. Bagaimana menentukan persamaan dinamis distribusi lag dugaan dengan 
metode Koyck dan metode Almon? 
2. Bagaimana menentukan persamaan dinamis autoregressive dugaan dan 
mendeteksi autokorelasi dengan statistik h  Durbin-Watson? 
3. Bagaimana aplikasi model dinamis : autoregressive dan distribusi lag ? 
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C. Tujuan Penulisan 
Tujuan penulisan skripsi ini adalah :  
1. Menjelaskan tentang metode Koyck, metode Almon, dan uji statistik h  
Durbin-Watson dalam menentukan persamaan dinamis : autoregressive dan 
distribusi lag dugaan. 
2. Menjelaskan tentang aplikasi model dinamis autoregressive dan distribusi lag. 
 
D. Manfaat Penulisan 
Berdasarkan rumusan masalah dan tujuan penulisan yang telah dikemukakan, 
maka manfaat penulisan skripsi ini adalah : 
1. Bagi Penulis  
Dengan mengetahui cara menentukan persamaan dinamis : autoregressive dan 
distribusi lag, diharapkan dapat menambah pengetahuan tentang analisis 
regresi beserta aplikasinya. 
2. Bagi Ilmu Pengetahuan  
Penulisan ini dapat dijadikan salah satu referensi bagi pihak yang 
berkepentingan terutama dalam pengembangan analisis regresi. 
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BAB II 
LANDASAN TEORI 
 
A. DATA 
Data merupakan bentuk jamak dari datum. Data merupakan kumpulan 
informasi yang diperoleh melalui pengamatan (Hasan, 2005: 12). Berdasarkan 
waktu pengambilannya data dibedakan menjadi 2 yaitu : 
1. Data berkala (time series data) 
Data berkala (time series data) adalah data yang terkumpul dari waktu ke 
waktu untuk memberikan gambaran perkembangan suatu hal. 
Contoh : Data perkembangan harga 9 bahan pokok selama 10 bulan terakhir 
yang dikumpulkan tiap bulan. 
2. Data seleksi silang (cross section data) 
Data seleksi silang (cross section data) merupakan data yang terkumpul dari 
suatu waktu tertentu untuk memberikan gambaran keadaan atau kegiatan pada 
waktu itu. 
Contoh : Sensus penduduk 1990. 
 
B. Variansi Populasi 
Variansi populasi adalah jumlah kuadrat selisih nilai data pengamatan 
dengan rata-rata hitung dibagi dengan banyaknya data pengamatan. 
( )2
1
2 1 ∑
=
−=
N
i
iXN
µσ  )1.2(
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Akar dari variansi populasi adalah simpangan baku populasi (σ) (Walpole, 1995:  
33). 
 
C. Matriks 
Pada pembahasan berikut ini akan dikaji tentang matriks, transpose matriks, 
invers matriks dan operasi matriks. 
1. Definisi 2.1 Matriks (Anton, 1987:  22) 
Sebuah matriks adalah susunan segi empat siku-siku dari bilangan-bilangan. 
Suatu matriks A  berukuran nm×  adalah susunan mn  bilangan real di dalam 
tanda kurung siku dan disusun dalam m  baris dan n  kolom sebagai berikut : 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
mnmm
n
n
aaa
aaa
aaa
K
MMM
L
L
21
22221
11211
A  
2. Definisi 2.2 Transpose Matriks (Anton, 1987:  27). 
Jika 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
==
mnmm
n
n
ij
aaa
aaa
aaa
a
K
MMM
L
L
21
22221
11211
][A  adalah matriks berukuran nm×  maka 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
==
mnnn
m
m
T
ij
T
aaa
aaa
aaa
a
K
MMM
L
L
21
22212
12111
][A  dimana ji
T
ij aa = , mi ≤≤1 , nj ≤≤1 .  
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3. Definisi 2.3 Invers Matriks (Anton, 1987:  34). 
Jika terdapat matriks A  yang berukuran nn×  dan matriks B  yang berukuran 
nn×  sedemikian sehingga IBABA ==  maka matriks B  disebut invers A . 
4. Operasi Matriks 
a. Penjumlahan Dua Matriks 
Jika ][ ija=A  dan ][ ijb=B  adalah matriks-matriks berukuran nm×  maka 
BA+  adalah matriks ][ ijc=C  berukuran nm× , dengan ijijij bac += , 
mi ≤≤1 , nj ≤≤1 .  
Diketahui 
matriks 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
mnmm
n
n
aaa
aaa
aaa
K
MMM
L
L
21
22221
11211
A  dan matriks 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
mnmm
n
n
bbb
bbb
bbb
K
MMM
L
L
21
22221
11211
B  
sehingga 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
+++
+++
+++
=+=
mnmnmmmm
nn
nn
bababa
bababa
bababa
K
MMM
K
K
2211
2222222121
1112121111
BAC  
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b. Selisih Dua Matriks 
Jika ][ ija=A  dan ][ ijb=B  adalah matriks-matriks berukuran nm×  maka 
Selisih antara A  dan B  adalah matriks ][ ijd=D  dengan ijijij bad −= , 
mi ≤≤1 , nj ≤≤1 . 
Diketahui 
 matriks
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
mnmm
n
n
aaa
aaa
aaa
K
MMM
L
L
21
22221
11211
Α  dan 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
mnmm
n
n
bbb
bbb
bbb
K
MMM
L
L
21
22221
11211
B  
sehingga 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−−−
−−−
−−−
=−=
mnmnmmmm
nn
nn
bababa
bababa
bababa
K
MMM
K
K
2211
2222222121
1112121111
BAD  
 
c. Perkalian Matriks 
Jika ][ ija=A  adalah matriks berukuran pm×  dan ][ ijb=B  adalah 
matriks berukuran np×  dengan mi ≤≤1  nj ≤≤1  maka perkalian A  
dan B  adalah matriks ][ ijc=C  yang berukuran nm×  dengan 
∑
=
=+++=
p
k
kjikpjipiijiij babababac
1
2211 K , mi ≤≤1 , nj ≤≤1  
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Diketahui 
 matriks 
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
=
mpmm
p
p
aaa
aaa
aaa
K
MMM
L
L
21
22221
11211
A  dan matriks
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
=
pnpp
n
n
bbb
bbb
bbb
K
MMM
L
L
21
22221
11211
B  
sehingga 
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
++++
++++
++++
=×=
pnmpnmnmpmpmm
pnpnnpp
pnpnnpp
babababababa
babababababa
babababababa
KKK
MM
KLK
KLK
22111212111
12121211221222121
12121111121121111
BAC  
 
D. Regresi Linear 
Regresi linear adalah regresi yang variabel bebasnya (variabel X ) 
berpangkat paling tinggi 1. Regresi linear dibedakan menjadi 2 yaitu : 
1. Regresi Linear Sederhana 
 Regresi linear sederhana adalah regresi linear yang hanya melibatkan 
dua variabel yaitu variabel bebas X  dan variabel tak bebas Y  (Hasan, 2005:  
250). Model regresi linear sederhana dari Y  terhadap X ditulis dalam bentuk : 
εβα ++= XY  
dengan 
Y   : variabel tak bebas 
X  : variabel bebas 
α  : intersep 
β  : koefisien regresi / slope 
ε  : kesalahan penggangu yang berarti nilai-nilai variabel lain tidak 
   dimasukkan dalam persamaan, dengan ( )2;0~ σε N  
 
 
 
)2.2(
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2. Regresi Linear Berganda 
Regresi linear berganda adalah regresi yang variabel tak bebasnya ( )Y  
dihubungkan lebih dari satu variabel bebas ( )nXXXX ,,,, 321 K  
 (Hasan, 2005:  269). 
Bentuk umum model regresi linear berganda : 
iinniiii XXXXY εβββββ ++++++= K3322110    ( )3.2  
dengan 
iY     : variabel tak bebas 
0β     : intersep 
nββββ ,,, 321 K   : koefisien regresi 
ikiii XXXX ,,, 321 K  : variabel bebas 
iε   : kesalahan penggangu yang berarti nilai-nilai 
   variabel lain tidak dimasukkan dalam persamaan, 
   dengan ( )2;0~ σε Ni . 
i   : pengamatan ke-i ( )ni ,,2,1 K=  
n   : ukuran sampel 
  
 ( )3.2  dapat diuraikan menjadi : 
nnnnnnnn
nn
nn
XXXXY
XXXXY
XXXXY
εβββββ
εβββββ
εβββββ
++++++=
++++++=
++++++=
K
M
K
K
3322110
2223322221102
1113312211101
 
Apabila dituliskan dalam bentuk matriks menjadi : 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
+
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
+
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
nnnnnnn
n
n
n XXXX
XXXX
XXXX
Y
Y
Y
ε
ε
ε
β
β
β
β
β
β
MMMMMMMM
2
1
2
1
321
2232221
1131211
0
0
0
2
1
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Secara ringkas dapat dituliskan : 
εBXY += .        ( )4.2  
 
E. Analisis Korelasi 
Analisis Korelasi adalah analisis yang dilakukan untuk mengetahui derajat 
hubungan linear antara suatu variabel dengan variabel yang lain (Algifari, 2000:  
45). Ukuran statistik yang dapat menggambarkan hubungan antara suatu variabel 
dengan variabel yang lain adalah : 
1. Koefisien Determinasi 
Koefisien determinasi digunakan untuk mengetahui ada tidaknya 
hubungan antara dua variabel (Algifari, 2000:  45). Besarnya koefisien 
determinasi dapat dihitung dengan rumus : 
( )
2__
2
2
ˆ
1
⎟⎠
⎞⎜⎝
⎛ −
−−=
YY
YYr         ( )5.2  
dengan 
2r  : koefisien determinasi 
Y  : variabel tak bebas 
__
Y  : rata-rata hitung dari nilai Y  
Yˆ  : Y  dugaan dengan XY βα ˆˆˆ +=  
 
Rumus ( )5.2  digunakan untuk menghitung besarnya koefisien determinasi 
pada regresi linear sederhana. 
 
 
)13.2(
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2. Koefisien Korelasi 
Menurut Algifari (2000:  51) koefisien korelasi ( )r  dapat digunakan untuk : 
a. Mengetahui keeratan hubungan antara dua variabel. 
Besarnya koefisien korelasi antara dua variabel adalah 11 ≤≤− r . 
Jika dua variabel mempunyai nilai 0=r  berarti antara dua variabel tidak 
ada hubungan tetapi jika dua variabel mempunyai 1+=r atau 1−=r maka 
dua variabel tersebut mempunyai hubungan sempurna. 
b. Menentukan arah hubungan antara dua variabel.  
Tanda (+) dan (-) yang terdapat pada koefisien korelasi 
menunjukkan arah hubungan antara dua variabel. 
Tanda (+) pada r  menunjukkan hubungan yang searah atau positif. 
Tanda (-) pada r  menunjukkan adanya hubungan berlawanan arah atau 
negatif. 
Besarnya koefisien korelasi dapat ditentukan dengan rumus : 
( ) ( )2222 YYnXXn
YXXYnr
∑−∑−∑−∑
∑∑−∑=     ( )6.2  
 dengan 
 r  : besarnya koefisien korelasi 
 X  : variabel bebas 
Y  : variabel tak bebas 
n  : banyaknya data  
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F. Metode Kuadrat Terkecil (Least Square Method) 
Berikut ini adalah gambar persamaan regresi yang sebenarnya dan persamaan 
regresi taksiran. 
 
Keterangan : 
Persamaan regresi sebenarnya dinyatakan dengan ii XY βα +=  
Persamaan regresi dugaan dinyatakan dengan ii XY βα ˆˆˆ +=  
AA’ adalah garis regresi sebenarnya 
BB’ adalah garis regresi dugaan 
Titik P merupakan salah satu titik dari pengamatan data sampel 
ie  taksiran dari faktor gangguan iε   
 
Metode kuadrat terkecil adalah metode yang digunakan untuk menaksir 
β . Prinsip dasar metode kuadrat terkecil adalah meminimumkan jumlah kuadrat 
galat yaitu meminimumkan 2ie∑  (Suryanto, 1998:  140). 
Untuk mendapatkan penaksir-penaksir bagi β , ditentukan dua vektor βˆ  dan e  
sebagai berikut : 
 
     ie     iε
 
 
 
 
iYˆ  
B
A
  A’ 
 ii XY βα +=  
 
  iY     
B’ 
Y
P
iX X 
ii XY βα ˆˆˆ +=  
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k
1
0
β
β
β
β
ˆ
ˆ
ˆ
ˆ
M
=  dan 
n
2
1
e
e
e
e M=  
Persamaan hasil estimasi dapat ditulis : 
eβXY += ˆ   
βXYe ˆ−=          ( )7.2  
sehingga 
( ) ( )( )( )( )( )
βXX''βYX''β'βX'Y'YY'
βXYX''βY'
βXY'βX'Y'
βXYβXYee'
'
ˆˆˆˆ
ˆˆ
ˆˆ
ˆˆ
+−−=
−−=
−−=
−−=
 
βXX''βYX''β2YY'e'e ˆˆˆ +−=       ( )8.2  
Untuk meminimumkan ee' , dapat diperoleh dengan menurunkan secara parsial   
terhadap βˆ  serta menyamakan turunan dengan 0. 
( )
Y'X'βX'X'
βX'X'Y'X'
e'e
β
β
=
=+−
=∂
∂
=∂
∂
∑
∑
=
=
ˆ
0ˆ22
0ˆ
0ˆ
1
1
2
n
i
n
i
ie
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Selanjutnya kalikan kedua ruas dengan ( ) 1−XX'  diperoleh 
( ) ( )
( ) X'XX'βI
YX'XX'βXX'XX'
YX'βXX'
1
11
−
−−
=
=
=
ˆ
ˆ
ˆ
 
( ) YX'XX'β 1−=ˆ       ( )9.2  
dengan 
X'  : transpose dari matrik X  
βˆ  : penaksir koefisien regresi 
Menurut (Sumodiningrat, 1995:  188) untuk menguji sifat-sifat taksiran parameter 
digunakan asumsi sebagai berikut : 
1. ( ) 0=εE  
2. [ ] IE 2σ=ε'ε  
Bukti : 
nε
ε
ε
ε M
2
1
=  dan nεεεε K21'=  
2
21
2
2
212
121
2
1
nnn
n
n
εεεεε
εεεεε
εεεεε
ε'ε
K
MMM
K
K
=  
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[ ]
[ ] [ ] [ ]
[ ] [ ] [ ]
[ ] [ ] [ ]
2
2
2
00
00
00
σ
σ
σ
K
MMM
K
K
K
MMM
K
K
=
=
2
n2n1n
n2
2
212
n121
2
1
εεεεε
εεεεε
εεεεε
ε'ε
EEE
EEE
EEE
E
 
[ ] 2σ=2iεE  dan [ ] 0=ji εεE  ( )ji ≠  
[ ] IE 22
100
010
001
' σσ ===
K
MMM
K
K
εε  
Apabila asumsi-asumsi sudah dipenuhi maka estimasi yang diperoleh dengan 
metode kuadrat terkecil akan bersifat linear, tak bias, dan variansinya minimum 
yang dikenal dengan sifat Best, Linear, Unbiased estimator (BLUE). Sifat-sifat 
penaksir (estimator) dalam metode kuadrat terkecil adalah : 
1. Linear (Linearity) 
 
( )
( ) ( )
( ) ( )
( )
( ) XεXX'β
XεXX'Iβ
XεXX'XβX'XX'
εXβX'XX'
YX'XX'β
1
1
11
1
1
−
−
−−
−
−
+=
+=
+=
+=
=ˆ
   
Jadi, βˆ  merupakan fungsi linear dari β  dan ε . 
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2. Tak bias (Unbiasedness) 
Sifat tak bias berarti nilai harapan dari estimator yaitu ββ =]ˆ[E . 
( )
[ ] ( )[ ]
( ) [ ]εX'XX'β
εX'XX'β
ε]X'XX'[ββ
1
1
1
E
EE
EE
−
−
−
+=
+=
+=]ˆ[
 
Karena [ ] 0=εE  maka ββ ˆ]ˆ[ =E  
Jadi, βˆ  merupakan penaksir tak bias. 
3. Variansi minimum 
Estimator variansi minimum adalah estimator dengan variansi terkecil di 
antara semua estimator untuk koefisien yang sama. Menurut Sudjana (1996 :  
199) jika 1βˆ  dan 2βˆ  merupakan dua estimator untuk β  dengan 
( ) ( )21 ˆˆ ββ VarVar <  maka 1βˆ  merupakan estimator bervariansi minimum.  
( )1βˆVar  dapat dicari sebagai berikut : 
( ) ( )
( )( )
( ){ } ( ){ }[ ]
( ) [ ] ( )
( ) ( )
( ) ( )
( ) 1
11
11
11
11
XX'
XX'XX'XX'
XX'XIX'XX'
XX'XεεX'XX'
εX'XX'εX'XX'
ββββ
βββ
−
−−
−−
−−
−−
=
=
=
=
=
⎥⎦
⎤⎢⎣
⎡ −−=
⎥⎦
⎤⎢⎣
⎡ −=
2
2
2
'
11
2
11
'
'
ˆˆ
ˆˆ
ε
ε
ε
σ
σ
σ
E
E
E
EVar
 
Akan ditunjukkan bahwa ( ) ( )21 ˆˆ ββ VarVar ≤  
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Misalkan ( )[ ]YBXX'β 12 += −ˆ  
dengan  
2βˆ : penaksir alternatif yang linear dan tak bias bagiβ  
B  : matriks konstanta yang diketahui 
( )[ ]
( )[ ] ( )
( ) ( ) ( )[ ] ( ) ( ) ( )[ ]
( ) ( )[ ]
( ) 0
ˆ
ˆ
=+=
+++=
+++=
+++=
++=
+=
−−
−
−
−
−
εBXBβ
εBXβBεX'XX'XβX'XX'
εXβBεXβX'XX'β
εXβBεXβX'XX'
εXβBX'XX'
YBX'XX'β
11
1
2
1
1
1
2
Ekarena
E
EE
 
Oleh karena diasumsikan 2βˆ  merupakan estimator tak bias untuk β  maka 
[ ] ββ 2 =ˆE  atau dengan kata lain BXB  merupakan matriks 0. 
Variansi dari penaksir alternatif tersebut dapat dicari sebagai berikut : 
( ) ( )
( )( )
( )[ ]{ } ( )[ ]{ }[ ]
( )[ ]( ){ } ( )[ ]( ){ }[ ]
( ) ( ){ }[
( ) ( ){ } ]
( ){ } ( ){ }[ ]
( ){ } ( ){ }[ ]
( ){ } ( ){ }[ ]
( ){ } [ ] ( ){ }
( ){ } ( ){ }
( ) ( ) ( ) ( ){ }
( ){ } 0karena
0karena
'
ˆˆ
ˆˆ
2
2
2
'
'
'
=+=
+++=
++=
++=
++=
++=
=++=
−+++
−+++=
−++−++=
−+−+=
−−=
⎥⎦
⎤⎢⎣
⎡ −=
−
−−−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
XBB'BXX'
B'BB'X'XX'XX'XBXX'XX'XX'
B'XXX'BX'XX'I
B'XXX'ε'εEBX'XX'
B'XXX'ε'εBX'XX'
B'ε'XXX'ε'εBεX'XX'
XBεBεX'XX'εBεX'XX'
βBεβXBεX'XX'βXX'XX'
βBεβXBεX'XX'βXX'XX'
βεβXBX'XX'βεβXBX'XX'
βYBX'XX'βYBX'XX'
ββββ
βββ
1
1111
11
11
11
11
11
11
11
'11
11
22
2
22
ε
ε
ε
σ
σ
σ
E
E
E
E
E
E
E
EVar
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( ) ( ) B'BσXX'β 2ε12 += −2ˆ εσVar  
Jadi, ( ) ( )2ββ ˆˆ 1 VarVar ≤  sehingga terbukti memiliki variansi minimum. 
 
G. Kesalahan Standar Estimasi (Standar Error Of Estimate) 
Proses selanjutnya dalam analisis regresi adalah menentukan ketepatan 
persamaan yang dihasilkan untuk mengestimasi nilai variabel tak bebas dengan 
metode kuadrat terkecil. Kesalahan standar estimasi (standar error of estimate) 
yang dinotasikan dengan eS . Besarnya kesalahan standar estimasi menunjukkan 
ketepatan persamaan estimasi untuk menjelaskan nilai variabel tak bebas yang 
sesungguhnya. Semakin kecil nilai kesalahan standar estimasi makin tinggi 
ketepatan persamaan estimasi, sebaliknya jika semakin besar nilai kesalahan 
standar estimasi makin rendah ketepatan persamaan estimasi (Sugiarto, 1993:  
20). Cara mengetahui ketepatan persamaan estimasi dapat digunakan kesalahan 
standar estimasi (standar error of estimate) ditentukan dengan rumus : 
2
2
−
⎟⎠
⎞⎜⎝
⎛ −
=
∧
n
YY
Se    ( )10.2  
Rumus alternatif yang dapat digunakan untuk menentukan kesalahan standar 
estimasi (standar error of estimate)  adalah sebagai berikut : 
2
ˆˆ2
−
∑−∑−∑=
n
XYYYSe
βα  ( )11.2  
Rumus ( )10.2   dan ( )11.2  digunakan untuk menghitung besarnya kesalahan 
standar estimasi (standar error of estimate) pada model regresi linear sederhana 
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yaitu : εβα ++= XY . Nilai 2 dalam 2−n  menunjukkan banyaknya parameter 
dalam model regresi linear sederhana yaitu α  dan β  sehingga dalam rumus 
( )10.2  dan ( )11.2  dibagi dengan 2−n . 
 
H. Asumsi Klasik 
Model regresi yang diperoleh dari metode kuadrat terkecil merupakan 
model regresi yang menghasilkan estimator linear tak bias yang terbaik (BLUE). 
Menurut Supranto (1987:  281), kondisi BLUE ini akan terjadi jika dipenuhi 
beberapa asumsi klasik sebagai berikut : 
1. Non-Multikolinearitas 
Non-Multikolineritas berarti antara variabel bebas yang satu dengan variabel 
bebas yang lain dalam model regresi tidak saling berhubungan secara 
sempurna atau mendekati sempurna. 
2. Homoskedasitisitas 
Homoskedasitisitas berarti ( ) ( ) 2σεε == ji EVar . 
3. Non-Autokorelasi 
Non-Autokorelasi berarti model tidak dipengaruhi waktu yang berarti 
( ) jiCov ji ≠= ,0,εε . Menurut model asumsi klasik, nilai suatu variabel saat 
ini tidak akan berpengaruh terhadap nilai variabel lain pada masa yang akan 
datang. 
4. Nilai rata-rata kesalahan pengganggu (error) populasi adalah 0 atau ( ) 0=iE ε  
untuk i = 1, 2, ..., n. 
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5. Variabel bebas adalah non-stokastik yang berarti tetap dari sampel ke sampel 
atau tidak berkorelasi dengan kesalahan pengganggu εt. 
6. Distribusi kesalahan (error) adalah normal ( )2;0~ σε Ni  atau kesalahan 
pengganggu mengikuti distribusi normal dengan rata-rata 0 dan variansi 2σ . 
 
I. Penyimpangan Asumsi Klasik 
Penyimpangan terhadap asumsi-asumsi dasar tersebut dalam regresi akan 
menimbulkan beberapa masalah seperti kesalahan standar estimasi untuk masing-
masing koefisien kemungkinan akan sangat besar, pengaruh masing-masing 
variabel bebas tidak dapat dideteksi atau variansinya tidak minimum lagi. 
Akibatnya, estimasi koefisiennya kurang akurat lagi yang akhirnya dapat 
menimbulkan kesimpulan yang salah. Penyimpangan dari asumsi dasar tersebut 
meliputi : 
1. Multikolinearitas 
Definisi 2.4 ( Supranto, 1989:  293 )  
Multikolinearitas berarti bahwa antar variabel bebas yang terdapat dalam 
model regresi memiliki hubungan sempurna atau mendekati sempurna atau 
dengan kata lain koefisien korelasinya tinggi bahkan mendekati 1. 
2. Heteroskedastisitas 
Definisi 2.5 ( Supranto, 1989:  281 )  
Heteroskedastisitas berarti variansi variabel Y  dalam model tidak sama untuk 
semua pengamatan.  
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3. Autokorelasi 
Definisi 2.6 ( Supranto, 1989:  285 )  
Autokorelasi berarti terdapatnya korelasi antaranggota sampel Y  atau data 
pengamatan diurutkan berdasarkan waktu. Autokorelasi biasanya muncul pada 
regresi yang menggunakan data berkala (time series) karena dalam data 
berkala (time series), data masa sekarang dipengaruhi oleh data pada masa-
masa sebelumnya. 
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BAB III 
PEMBAHASAN 
 
Model regresi linear yang sering ditemui biasanya tidak memperhatikan 
pengaruh waktu karena pada umumnya model regresi linear cenderung 
mengasumsikan bahwa pengaruh variabel bebas terhadap variabel tak bebas 
terjadi dalam kurun waktu yang sama. Namun, dalam model regresi linear juga 
terdapat model regresi yang memperhatikan pengaruh waktu. Waktu yang 
diperlukan bagi variabel bebas X  dalam mempengaruhi variabel tak bebas Y  
disebut bedakala atau “a lag” atau “a time lag” (Supranto, 1995:  188). Ada 2 
macam model regresi linear yang memperhatikan pengaruh waktu yaitu : 
1. Model Dinamis Distribusi Lag 
Suatu variabel tak bebas apabila dipengaruhi oleh variabel bebas pada 
waktu t , serta dipengaruhi juga oleh variabel bebas pada waktu 1−t , 2−t  
dan seterusnya disebut model dinamis distribusi lag. Model dinamis distribusi 
lag ada 2 jenis yaitu : 
a. Model Infinite Lag 
Model : ttttt XXXY εβββα +++++= −− K22110   ( )1.3  
Model ( )1.3  disebut model infinite lag sebab panjang beda kalanya tidak 
diketahui. 
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b. Model Finite Lag 
 Model : tktktttt XXXXY εββββα ++++++= −−− K22110  ( )2.3   
Model ( )2.3  disebut model finite lag sebab panjang beda kalanya 
diketahui yaitu sebesar k. 
2. Model Dinamis Autoregressive 
Apabila variabel tak bebas dipengaruhi oleh variabel bebas pada waktu 
t , serta dipengaruhi juga oleh variabel tak bebas itu sendiri pada waktu 1−t  
maka model tersebut disebut autoregressive dengan 
tttt YXY εββα +++= −110 . 
 
A. Metode-Metode dalam Menentukan Persamaan Dinamis Distribusi Lag 
Dugaan 
Dua metode yang dapat digunakan untuk menentukan persamaan dinamis 
distribusi lag dugaan adalah : 
1. Metode Koyck 
Metode Koyck didasarkan asumsi bahwa semakin jauh jarak lag variabel 
bebas dari periode sekarang maka semakin kecil pengaruh variabel lag terhadap 
variabel tak bebas. Koyck mengusulkan suatu metode untuk memperkirakan 
model dinamis distribusi lag dengan mengasumsikan bahwa semua koefisien β  
mempunyai tanda sama. Koyck menganggap bahwa koefisien menurun secara 
geometris sebagai berikut : 
k
k C0ββ =  , K,1,0=k       ( )3.3  
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dengan : 
C  : rata-rata tingkat penurunan dari distribusi lag dengan nilai 10 << C  
C−1  : kecepatan penyesuaian.  
 ( )3.3  mempunyai arti bahwa nilai setiap koefisien β  lebih kecil dengan nilai 
sebelumnya atau yang mendahuluinya ( )10 << C . Secara grafis, dapat dilihat 
pada gambar sebagai berikut : 
Gambar 3.1 Penurunan Koefisien β  dalam model Koyck 
( )3.3  apabila diuraikan akan menjadi : 
M
3
03
2
02
01
00
C
C
C
ββ
ββ
ββ
ββ
=
=
=
=
         ( )4.3  
Dalam prakteknya Koyck menggunakan model ( )1.3 . 
Sebagai akibat dari ( )4.3  model ( )1.3  dapat dituliskan menjadi : 
ttttt XCXCXY εβββα +++++= −− K220100 .    ( )5.3  
4/1=C
2/1=C
4/3=C  
kβ  
waktu 
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Model ( )5.3  sukar digunakan untuk memperkirakan koefisien-koefisien 
yang banyak sekali dan juga parameter C  yang masuk ke dalam model dalam 
bentuk yang tidak linear. Akhirnya Koyck mencari jalan keluar dengan 
mengambil beda kala 1 periode berdasarkan ( )5.3  yaitu : 
13
2
020101 −−−−− +++++= ttttt XCXCXY εβββα K .   ( )6.3  
( )6.3  dikalikan dengan C  diperoleh : 
13
3
02
2
0101 −−−−− +++++= ttttt CXCXCXCCYC εβββα K .  ( )7.3  
( )5.3  dikurangi ( )7.3  menjadi : 
( ) ( )101 1 −− −++−=− ttttt CXCYCY εεβα .     ( )8.3  
Secara umum ( )8.3  dapat dituliskan menjadi :  
( ) tttt VYCXCY +++−= −101 βα       ( )9.3  
dengan 1−−= ttt CV εε . 
Prosedur sampai ditemukannya model ( )9.3  dikenal dengan nama Transformasi 
Koyck. Model ( )9.3  inilah yang disebut dengan model Koyck. 
Pada model ( )1.3  parameter α  dan β  yang diperkirakan banyaknya tak 
terhingga, sedangkan pada model ( )9.3  lebih sederhana karena hanya 
memperkirakan tiga parameter yaitu α , β , dan C . Nilai α , β , dan C  
selanjutnya digunakan untuk menetukan koefisien distribusi lag dugaan yaitu 
dengan rumus : kk C0ββ = . Namun, ada hal yang harus  diperhatikan dalam 
transformasi Koyck yaitu adanya 1−tY  yang diikutsertakan sebagai salah satu 
variabel bebas sehingga model  ( )9.3  bersifat autoregressive.  
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2. Metode Almon 
Metode Koyck memang banyak digunakan dalam distribusi lag. 
Penerapan dengan metode Koyck berdasarkan asumsi bahwa koefisien β  
menurun secara geometris sepanjang beda kala (lag). Namun, apabila diagram 
pencar antara β  dengan lag itu naik kemudian menurun maka metode Koyck 
tidak dapat diterapkan. Gambar berikut ini akan menunjukkan perubahan 
koefisien β . 
 
Gambar 3.2 Perubahan Koefisien β  
 
Gambar 3.3 Perubahan Koefisien β  
 
Gambar 3.4 Perubahan Koefisien β  
 
Gambar 3.5 Perubahan Koefisien β  
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Model  yang digunakan dalam metode Almon adalah model finite lag sebagai 
berikut : 
tktktttt XXXXY εββββα ++++++= −−− K22110    ( )10.3  
atau 
t
k
i
itit XY εβα ++= ∑
=
−
0
.       ( )11.3  
Berdasarkan teori matematik yang dikenal dengan nama Weir-Strass’s 
Theorem, Almon berasumsi bahwa iβ  dapat didekati oleh suatu polinomial dalam 
i  yang memiliki derajat, dengan i  merupakan panjangnya beda kala (lag). 
Polinomial tersebut bisa berderajat 0, 1, 2, … dst. Apabila scatter diagram 
digambarkan seperti gambar 2.3   maka model bisa dituliskan sebagai berikut : 
2
210 iii αααβ ++= .        ( )12.3  
( )12.3  merupakan polinomial dalam i  yang kuadratik atau berpangkat dua 
(second-degree polynomial in i). 
Namun, apabila koefisien β  mengikuti gambar 4.3  maka model bisa dituliskan 
sebagai berikut : 
3
3
2
210 iiii ααααβ +++= .       ( )13.3  
( )13.3  merupakan polinomial dalam i  yang berpangkat tiga (third-degree 
polynomial in i). 
Secara umum, model dituliskan sebagai berikut : 
m
mi iii ααααβ ++++= K2210 .      ( )14.3  
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( )14.3  merupakan polinomial dalam i  yang berpangkat m (m-degree polynomial 
in i) dengan km <  (panjang beda kala maksimum). 
Almon mengasumsikan bahwa polinomial berpangkat dua adalah yang paling 
tepat digunakan. 
Apabila ( )12.3  disubstitusikan ke ( )11.3  maka diperoleh : 
( )∑
=
− ++++=
k
i
ttt XiiY
0
1
2
210 εαααα  
∑ ∑∑
= =
−
=
−− ++++=
k
i
t
k
i
t
k
i
tt XiXiX
0 0
1
2
0
1110 εααα       ( )15.3  
Apabila didefinisikan : 
∑
=
−=
k
i
tt XZ
0
10  
∑
=
−=
k
i
tt XiZ
0
11          ( )16.3  
∑
=
−=
k
i
tt XiZ
0
1
2
2  
maka  ( )15.3  menjadi :  
ttttt ZZZY εαααα ++++= 221100       ( )17.3  
Apabila dituliskan dengan persamaan regresi dugaan menjadi : 
tttt ZZZY 221100 ˆˆˆˆˆ αααα +++= . 
Model ( )17.3  dapat diperkirakan koefisiennya dengan metode kuadrat terkecil. 
Perkiraan α)  dan iα  yang diperoleh akan mempunyai sifat-sifat yang diinginkan 
asalkan kesalahan pengganggu tε  memenuhi asumsi dari model linear yang 
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klasik. Setelah semua iα  diperkirakan dari ( )17.3 , koefisien βˆ  dapat dihitung 
berdasarkan rumus ( )14.3  sebagai berikut : 
00 ˆˆ αβ =  
2101 ˆˆˆˆ αααβ ++=  
2102 ˆ4ˆ2ˆˆ αααβ ++=  
2103 ˆ9ˆ3ˆˆ αααβ ++=  
M  
2
2
10 ˆˆˆˆ αααβ kkk ++=        ( )18.3  
dengan 
0βˆ  merupakan perkiraan 0β   
iβˆ  merupakan perkiraan iβ  
ki ,,2,1 K=  
 
Sebelum menerapkan metode Almon,  harus melakukan langkah-langkah sebagai 
berikut : 
1. Menentukan panjang maksimum dari beda kala (k).  
Hal ini merupakan kelemahan terbesar dalam teknik Almon.  harus 
memutuskan panjangnya beda kala maksimum (k) dengan tepat berdasarkan 
anggapan, pengalaman, maupun dasar teori yang sudah memperhitungkan 
kondisi dan situasi. 
2. Menentukan nilai m. 
Setelah menentukan nilai k, m juga harus ditentukan, m merupakan 
derajat atau pangkat polinomial (degree of the polynomial). Derajat atau 
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pangkat polinomial harus paling sedikit lebih besar satu dibandingkan dengan 
banyaknya titik belok dalam kurva yang menghubungkan iβ  dengan i . 
Misalkan gambar ( )2.3  dan ( )3.3  hanya ada satu titik belok, sehingga 
polinomial yang cocok digunakan adalah polinomial berpangkat dua. Namun, 
prakteknya banyaknya titik belok seringkali tidak diketahui sehingga m 
biasanya ditentukan secara subjektif yaitu dengan menggunakan asumsi umum 
2
210 iii αααβ ++=  seperti yang dilakukan Almon.  
Kelebihan metode Almon : 
1. Almon memberikan metode yang fleksibel yaitu mempersatukan berbagai 
struktur beda kala, yang berarti bahwa koefisien β  bisa naik dan bisa turun 
sedangkan dalam metode Koyck sangat kaku karena koefisien β  harus 
menurun secara geometris. 
2. Metode Almon tidak perlu mengkhawatirkan tentang adanya variabel tak 
bebas beda kala sebagai suatu variabel bebas baik dalam model maupun 
persoalan yang timbul dalam estimasi. 
 
B. Metode dalam Menentukan Persamaan Dinamis Autoregressive Dugaan  
Pada pembahasan model dinamis distribusi lag dikenal model Koyck yaitu : 
( ) ( )1101 −− −+++−= ttttt CYCXCY εεβα      ( )19.3  
Model ( )19.3  mempunyai bentuk sama dengan model dinamis autoregressive : 
tttt VYXY +++= −1210 ααα        ( )20.3  
Jadi, model ( )19.3  bersifat autoregressive. 
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Namun, metode kuadrat terkecil tidak dapat digunakan dalam persamaan dinamis 
autoregressive dugaan karena : 
1. Adanya variabel-variabel bebas yang stokastik. 
2. Adanya autokorelasi. 
Oleh karena itu,  untuk mengetahui adanya autokorelasi dalam model dinamis 
autoregressive perlu mengenali sifat-sifat tV  terlebih dahulu.  
Asumsikan bahwa  tε  atau kesalahan pengganggu asli memenuhi asumsi klasik 
antara lain : 
1. Homoskedastisitas 
( ) ( ) 2σε == ji eEVarian , sama untuk semua kesalahan penggangu. 
2. Non-Autokorelasi 
( ) jiCov ji ≠= ,0,εε  
Berdasarkan asumsi tentang tε , jika tV  adalah autokorelasi maka harus 
dibuktikan bahwa : ( ) 21 σCVVE tt −=−       ( )21.3  
Bukti : 
Misalnya  dalam model Koyck ada kesalahan penggangu ( )1−−= ttt CV εε . 
Adanya ( )1−tt VVE  maka ada 1−tY  muncul dalam model Koyck sebagai variabel 
bebas, sehingga 1−tY  tersebut akan berkorelasi dengan kesalahan pengganggu 
tV  melalui kehadiran dari 1−tε  didalamnya. 
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Kebenaran persamaan ( )33.3  adalah sebagai berikut : 
( ) ( )( )[ ][ ]
[ ] [ ] [ ] [ ]2122121 21
22
121
2111 ,,
−−−−−
−−−−−
−−−−
+−−=
+−−=
−−=
ttttttt
ttttttt
tttttt
ECCEECE
CCCE
CCEVVE
εεεεεεε
εεεεεεε
εεεε
 
Berdasarkan asumsi diketahui bahwa Cov  antara kesalahan pengganggu tε  
adalah 0 dan asumsi ( ) 22 σε =iE  sehingga diperoleh : 
( ) ( )
2
2
11 ,,
σ
ε
C
ECVVE ttt
−=
−= −−  
Jadi, terbukti bahwa ( ) 21 σCVVE tt −=−  sehingga tV  mempunyai autokorelasi. 
Implikasi yang terjadi dalam model Koyck adalah variabel bebas 1−tY  
jelas berkorelasi dengan kesalahan pengganggu tV . Jika model regresi yang 
berkorelasi dengan kesalahan penggangu maka pemerkira (estimator) dengan 
metode kuadrat terkecil selain bias juga tak konsisten, walaupun sampel 
diperbesar sampai tak terhingga, pemerkira (estimator) tidak akan mendekati 
nilai populasi yang sebenarnya. Oleh karena itu, perkiraan dengan model 
Koyck dengan metode kuadrat terkecil belum tentu benar. 
Metode Koyck tetap dapat digunakan dalam menentukan persamaan 
dinamis autoregressive dugaan karena dalam model Koyck terdapat variabel 
1−tY  yang diikutsertakan sebagai salah satu variabel bebas sehingga model  
Koyck bersifat autoregressive sedangakan untuk model Almon tidak dapat 
digunakan untuk menentukan persamaan dinamis autoregressive dugaan 
karena model Almon tidak bersifat autoregressive. Namun, setelah 
menggunakan  metode Koyck perlu dilakukan uji lanjutan yaitu dengan 
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menggunakan metode statistik Durbin-Watson untuk mendeteksi adanya 
autokorelasi dalam autoregressive sebab keikutsertaan 1−tY  sebagai salah satu 
variabel bebas kemungkinan menyebabkan autokorelasi.  
Statistik d  Durbin-Watson merupakan cara yang dapat digunakan 
untuk mendeteksi adanya autokorelasi dalam autoregressive. Statistik d  
Durbin-Watson didefinisikan sebagai berikut : 
2
1
2
1
2 2
t
ttttd ε
εεεε
∑
∑−∑+∑= −−   ( )22.3  
Oleh karena, 21
2 , −∑∑ tt εε  berbeda hanya satu obserwasi maka nilainya 
hampir sama sehingga dengan membuat 21
2 −∑=∑ tt εε  maka ( )22.3  dapat 
dituliskan sebagai berikut : 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∑
∑−≈ −2 112
t
ttd ε
εε     ( )23.3  
dengan ≈  berarti mendekati atau hampir sama. 
Jika didefinisikan 2
1ˆ
t
tt
ε
εερ ∑
∑= −  maka ( )23.3  dapat dituliskan menjadi : 
( )ρˆ12 −=d  
d2/11ˆ −=ρ  
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Namun, penggunaan stastistik d  Durbin-Watson harus memperhatikan 
asumsi-asumsi sebagai berikut : 
1. Model regresi harus mencakup titik potong (intercept) dan tidak boleh 
melalui titik asal (origin) yaitu dalam bentuk ttt XY εβα ++=  bukan 
ttt XY εβ += . 
2. Kesalahan pengganggu tε  diperoleh dengan autoregressive order-pertama 
yaitu : ttt µεε += −1 . 
3. Model regresi tidak mencakup variabel beda kala (lag).  
 
Berdasarkan asumsi ketiga, maka stastistik d  Durbin-Watson ini tidak 
dapat digunakan untuk autokorelasi dalam model dinamis autoregressive. Jika 
menghitung  nilai d  untuk model yang demikian maka dengan sendirinya 
terjadi bias. Akhirnya Durbin mengusulkan suatu uji yang disebut statistik h   
Durbin-Watson yaitu : 
( )[ ]21ˆ aVarn
nh −= ρ    ( )24.3  
dengan 
ρˆ   : perkiraan koefisien autokorelasi order pertama 
n   : banyaknya elemen sampel 
2a   : koefisien regresi 1−tY  ( )2aVar  : variansi 2a  
 
Nilai ρˆ  didekati dengan nilai statistik d , dengan rumus : 
d2/11ˆ −=ρ  
dengan d  adalah statistik Durbin-Watson. 
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Rumus ( )24.3  dapat dituliskan : 
( ) ( )[ ]212/11 aVarn
ndh −−=    ( )25.3  
Langkah-langkah yang dilakukan untuk pengujian autokorelasi adalah : 
1. Hipotesis : 
:0H tidak terdapat autokorelasi dalam autoregressive. 
:iH terdapat autokorelasi dalam autoregressive. 
2. α = 0.05 
3. Statistik Uji : ( ) ( )[ ]212/11 aVarn
ndh −−=  
4. Kriteria Keputusan : 
0H  ditolak jika ( )ntabelhit thh ,α=>  
0H  diterima jika ( )ntabelhit thh ,α=<  
5. Perhitungan. 
Perhitungan dilakukan dengan mensubstitusikan suatu nilai pada statistik 
uji. 
6. Kesimpulan. 
Penarikan kesimpulan berdasarkan kriteria keputusan yang diambil. 
 
 
 
 
 
 39
Ada catatan tentang statistik h  Durbin-Watson yaitu : 
1. Statistik h  Durbin-Watson tidak memperhatikan banyaknya variabel X  
atau banyaknya variabel beda kala (lag) dari Y  karena yang diperlukan 
hanya variansi 2a .  
2. Apabila setelah dilakukan uji hipotesis terdapat kesimpulan tidak terdapat 
autokorelasi dalam autoregressive maka pengujian hipotesis berhenti 
sehingga persamaan dinamis autoregressive dugaan yang diuji dinyatakan 
benar. 
3. Apabila setelah dilakukan uji hipotesis terdapat kesimpulan terdapat 
autokorelasi dalam autoregressive maka yang harus dilakukan adalah 
memperbesar ukuran sampel karena Durbin-Watson membuat statistik h   
Durbin-Watson diutamakan untuk sampel besar. Setelah data ditambah 
dilakukan uji hipotesis kembali sampai pengujian persamaan dinamis 
autoregressive dugaan dinyatakan benar . 
 
C. Aplikasi 
Setelah mempelajari berbagai macam metode seperti metode Almon, 
metode Koyck dan uji statistik Durbin-Watson, penulis akan mencoba 
mengaplikasikanya melalui contoh kasus berikut ini. 
1. Contoh kasus bersumber dari soal buku Sumodiningrat (1995 :  319) dengan 
perubahan tahun dan variabel yang diambil dari Diah (2004 :  1) 
Suatu penelitian dilakukan untuk mengetahui hubungan antara pengeluaran 
dan pendapatan suatu perusahaan. Penelitian dilakukan selama 10 tahun yaitu 
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dari tahun 1995 sampai dengan tahun 2004. Setelah dilakukan pengamatan, 
penelitian dan analisis terhadap perkembangan perusahaan selama 10 tahun  
ternyata besarnya pengeluaran perusahaan tersebut tergantung pada 
pendapatan sekarang dan tahun-tahun sebelumnya yaitu dari satu tahun 
sebelumnya sampai empat tahun sebelumnya. Hal ini karena, pendapatan yang 
diperoleh dalam perusahaan tidak langsung dihabiskan semua untuk 
pengeluaran tahun ini tetapi disimpan untuk keperluan tahun-tahun 
mendatang. Oleh karena itu, dapat dikatakan bahwa pengeluaran perusahaan 
tergantung pada pendapatan sekarang dan tahun-tahun sebelumnya. Data yang 
digunakan adalah sebagai berikut : 
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Tabel 3.1 Pengeluaran dan Pendapatan 
Tahun Pengeluaran 
( )Y  
Pendapatan 
( )X  
1995 32 34 
1996 33 36 
1997 35 38 
1998 37 40 
1999 40 44 
2000 43 47 
2001 47 51 
2002 49 55 
2003 54 59 
2004 58 63 
 
Secara umum, model dinamis distribusi lag dituliskan : 
ttttt XXXY εβββα +++++= −− K22110    ( )26.3  
Akan ditunjukkan persamaan dinamis distribusi lag dugaan dengan 
menggunakan metode Almon. 
Penyelesaian : 
Metode Almon mengasumsikan bahwa lag merupakan polinomial 
berderajat dua sedangkan pada soal diketahui bahwa besarnya pengeluaran 
tergantung pada pendapatan sekarang dan tahun-tahun sebelumnya yaitu 
dari satu tahun sebelumnya sampai empat tahun sebelumnya. Model 
dinamis distribusi lag menjadi : 
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ttttttt XXXXXY εβββββα ++++++= −−−− 443322110   ( )27.3  
dengan 2210 iii αααβ ++=   
maka model transformasinya menjadi : 
( ) ( )
( ) ( ) ttt
tttt
XX
XXXY
εαααααα
αααααααα
++++++
++++++++=
−−
−−
42103210
221012100
16493
42
 
( )
( )
( ) ttttt
tttt
tttttt
XXXX
XXXX
XXXXXY
εα
α
αα
++++
++++
++++++=
−−−−
−−−−
−−−−
43212
43211
43210
1694
432  
t
i
it
i
it
i
itt XiXiXY εαααα +⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛+= ∑∑∑
=
−
=
−
=
−
4
0
2
2
4
0
1
4
0
0  
ttttt ZZZY εαααα ++++= 221100  
Karena ada empat periode lag dalam fungsi asli, maka ada empat 
pengamatan dan pendapatan yang hilang yaitu pengamatan tahun 1995, 
1996, 1997, dan 1998. Jadi, hanya tinggal enam pengamatan dan nilai Z 
yang ditransformasikan dalam bentuk tZ0 , tZ1 , dan tZ 2 . 
Nilai Z dapat dilihat pada tabel berikut : 
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Tabel 3.2 Nilai Z Data Pengeluaran dan Pendapatan 
 
Tahun tY   tX  tZ0  tZ1  tZ 2  
1995 32 34 _ _ _ 
1996 33 36 _ _ _ 
1997 35 38 _ _ _ 
1998 37 40 _ _ _ 
1999 40 44 192 360 1060 
2000 43 47 205 382 1122 
2001 47 51 220 407 1191 
2002 49 55 237 437 1275 
2003 54 59 256 474 1386 
2004 58 63 275 510 1490 
 
Nilai Z dapat dihitung dengan cara berikut : 
192
3436384044
199519961997199819991999.0
=
++++=
++++= XXXXXZ
 
( ) ( ) ( )
360
34436338240
432 19951996199719981999.1
=
+++=
+++= XXXXZ
 
( ) ( ) ( )
1060
341636938440
1694 19951996199719981999.2
=
+++=
+++= XXXXZ
 
M  
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( ) ( ) ( )
1470
471651955459
1694 20002001200220032004.2
=
+++=
+++= XXXXZ
 
Dengan menggunakan data di atas, diterapkan metode kuadrat terkecil 
untuk menaksir persamaan : 
ttttt ZZZY εαααα ++++= 221100  
Dengan menggunakan program Eviews 5 diperoleh persamaan regresi 
dugaan sebagai berikut : 
tttt ZZZY 210 5577.02724.24306.17952.7 +−+−=
∧
 
Persamaan tttt ZZZY 210 5577.02724.24306.17952.7 +−+−=
∧
 dapat 
dituliskan dalam persamaan regresi dugaan distribusi lag dengan cara 
sebagai berikut. 
Berdasarkan persamaan 
tttt ZZZY 210 5577.02724.24306.17952.7 +−+−=
∧
 didapat : 
4306.10 =α  
2724.2ˆ1 −=α  
5577.0ˆ3 =α  
maka  
4306.1ˆˆ 00 == αβ  
2841.05577.02724.24306.1ˆˆˆˆ 2101 −=+−=++= αααβ  
( ) ( ) 8834.05577.042724.224306.1ˆ4ˆ2ˆˆ 2102 −=+−+=++= αααβ  
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( ) ( ) 3673.05577.092724.234306.1ˆ9ˆ3ˆˆ 2103 −=+−+=++= αααβ  
( ) ( ) 2642.15577.0162724.244306.1ˆ16ˆ4ˆˆ 2104 =+−+=++= αααβ  
Nilai βˆ  apabila disubstitusikan dalam ( )27.3  maka persamaan regresi 
dugaan distribusi lag untuk pengeluaran menjadi : 
4
321
2642.1
3673.08834.02841.04306.17952.7
−
−−−
∧
+
−−−+−=
t
ttttt
X
XXXXY  
99.02 =R  
Pada persamaan regresi dugaanl tersebut terlihat bahwa : 
1) Koefisien regresi pada variabel tX  bertanda positif  berarti bahwa 
hubungan antara pengeluaran sekarang dengan pendapatan 
sekarang searah atau positif. Semakin besar pendapatan sekarang 
maka semakin besar pengeluaran sekarang.  
2) Koefisien regresi pada variabel 1−tX  bertanda negatif berarti 
bahwa hubungan antara pengeluaran sekarang dengan pendapatan 
1 tahun yang lalu berlawanan arah atau negatif. Semakin besar 
pendapatan 1 tahun sebelumnya maka semakin kecil pengeluaran 
sekarang.  
3) Koefisien regresi pada variabel 2−tX  bertanda negatif berarti 
bahwa hubungan antara pengeluaran sekarang dengan pendapatan 
2 tahun yang lalu berlawanan arah atau negatif. Semakin besar 
pendapatan 2 tahun sebelumnya maka semakin kecil pengeluaran 
sekarang. 
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4) Koefisien regresi pada variabel 3−tX  bertanda negatif berarti 
bahwa hubungan antara pengeluaran sekarang dengan pendapatan 
3 tahun yang lalu berlawanan arah atau negatif. Semakin besar 
pendapatan 3 tahun sebelumnya maka semakin kecil pengeluaran 
sekarang. 
5) Koefisien regresi pada variabel 4−tX  bertanda positif  berarti 
bahwa hubungan antara pengeluaran sekarang dengan pendapatan 
4 tahun sebelumnya searah atau positif. Semakin besar pendapatan 
4 tahun sebelumnya maka semakin besar pengeluaran sekarang. 
 
Berikut ini adalah gambar Struktur Beda Kala iβ  yang menggunakan 
metode Almon. 
Struktur Beda Kala (bi)
-1
0
1
2
0 1 2 3 4 5
waktu
bi
 
Gambar 3.6 Struktur Beda Kala iβ  
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2. Contoh kasus berikut ini hanya akan membahas penerapan metode Koyck 
yang bersumber dari buku Supranto (1995 : 183) dengan perubahan variabel. 
Penelitian dilakukan untuk mengetahui hubungan antara pembelian 
perlengkapan dan hasil penjualan suatu perusahaan selama 20 tahun. 
Berdasarkan data pembelian perlengkapan dan hasil penjualan dalam tabel 3.3 
akan ditunjukkan persamaan dinamis distribusi lag dugaan dengan 
menggunakan metode Koyck. 
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Tabel 3.3 Pembelian Perlengkapan dan Hasil Penjualan 
Tahun Pengeluaran 
Perlengkapan 
( )Y  
Penjualan 
 
( )X  
1 52.9 30.3 
2 53.8 30.9 
3 54.9 30.9 
4 58.2 33.4 
5 60 35.1 
6 63.4 37.3 
7 68.2 41 
8 78 44.9 
9 84.7 46.5 
10 90.6 50.3 
11 98.2 53.5 
12 101.7 52.8 
13 102.7 55.9 
14 108.3 63 
15 124.7 73 
16 157.9 84.8 
17 158.2 86.6 
18 170.2 98.9 
19 180 110.8 
20 198 124.7 
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Penyelesaian : 
Penaksiran dengan metode Koyck 
( ) tttt VYCXCY +++−= −101 βα  dengan 1−−= ttt CV εε  
Asumsikan bahwa tV  memenuhi semua asumsi klasik yang berkenaan dengan 
faktor gangguan. Pengamatan model ini menjadi : 
Tabel 3.4 Penjualan dan Produksi Setelah  
Dimasukkan Lag 
 
Tahun ( )Y  ( )1−tY  ( )X  
2 53.8 52.9 30.9 
3 54.9 53.8 30.9 
4 58.2 54.9 33.4 
5 60 58.2 35.1 
6 63.4 60 37.3 
7 68.2 63.4 41 
8 78 68.2 44.9 
9 84.7 78 46.5 
10 90.6 84.7 50.3 
11 98.2 90.6 53.5 
12 101.7 98.2 52.8 
13 102.7 101.7 55.9 
14 108.3 102.7 63 
15 124.7 108.3 73 
16 157.9 124.7 84.8 
17 158.2 157.9 86.6 
18 170.2 158.2 98.9 
19 180 170.2 110.8 
20 198 180 124.7 
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Berdasarkan tabel 3.4, persamaan hasil transformasi Koyck dapat 
diduga dengan menggunakan program Eviews 5.1. Persamaan 
dugaanya adalah sebagai berikut : 
14682.09407.07268.2 −
∧ ++= ttt YXY   99.02 =R    
Persamaan  14682.09407.07268.2 −
∧ ++= ttt YXY  dapat dituliskan 
dalam bentuk persamaan dinamis distribusi lag dugaan dengan cara 
sebagai berikut. 
Berdasarkan persamaan di atas diketahui : 
4682.0ˆ =C  
( ) 7268.2ˆ1ˆ =−Cα  diperoleh 1275.5ˆ =α  
9407.0ˆ0 =β  
( )( ) 4404.04682.09407.0ˆˆˆ 01 === Cββ  
( )( ) 2062.04682.09407.0ˆˆ 2202 === Cββ  
( )( ) 09655.04682.09407.0ˆˆˆ 3303 === Cββ ,  
( )( ) 04520.04682.09407.0ˆˆ 4403 === Cββ  
Persamaan dinamis distribusi lag dugaannya adalah : 
K+
+++++=
−
−−−
∧
4
321
04520.0
09655.02062.04404.09407.01275.5
t
ttttt
X
XXXXY  
Bisa diamati bahwa pengaruh dari lag Y  menurun secara geometris.  
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Berdasarkan model 14682.09407.07268.2 −
∧ ++= ttt YXY  diketahui 
bahwa nilai koefisien dari  1−tY   bernilai positif  yaitu sebesar 0.4682. 
Nilai 0.4682 berarti bahwa apabila penjualan naik sebesar 1% maka 
pengeluaran perlengkapan akan naik sebesar 0.4682%. 
 
3. Berikut ini adalah penaksiran model dinamis autoregressive dengan 
menggunakan statistik h  Durbin-Watson. Data diambil dari buku Rao & 
Milter (1995 :  44). 
 
Suatu penelitian dilakukan untuk mengetahui hubungan antara pendapatan 
nasional dan investasi suatu negara. Penelitian dilakukan selama 13 tahun 
yaitu dari tahun 1991 sampai dengan 2003. Berdasarkan data pendapatan 
nasional dan investasi pada tabel 3.5 akan ditunjukkan : 
a. persamaan  dinamis autoregressive dugaan. 
b. cara mendeteksi autokorelasi dalam model dinamis autoregressive dengan 
menggunakan α = 0.05. 
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Tabel 3.5 Pendapatan Nasional dan Investasi 
Tahun Pendapatan nasional 
tY  
Investasi
tX  
1991 88.5 4.96 
1992 99.0 6.88 
1993 94.6 3.77 
1994 100.3 5.38 
1995 102.8 8.67 
1996 104.8 10.86 
1997 110.0 14.15 
1998 108.9 12.30 
1999 116.5 12.30 
2000 188.6 12.46 
2001 127.3 16.83 
2002 130.6 15.49 
2003 133.1 16.94 
 
Penyelesaian : 
a. Setelah dimasukkan lag untuk tY  sehingga menjadi autoregressive maka 
diperoleh : 
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Tabel 3.6 Pendapatan Nasional dan Investasi setelah 
dimasukkan lag 
 
Tahun tY  1−tY  tX  
1992 99.0 88.5 6.88 
1993 94.6 99.0 3.77 
1994 100.3 94.6 5.38 
1995 102.8 100.3 8.67 
1996 104.8 102.8 10.86 
1997 110.0 104.8 14.15 
1998 108.9 110.0 12.30 
1999 116.5 108.9 12.30 
2000 188.6 116.5 12.46 
2001 127.3 188.6 16.83 
2002 130.6 127.3 15.49 
2003 133.1 130.6 16.94 
 
Persamaan hasil transformasi Koyck dapat diduga dengan 
menggunakan program Eviews 5.1. Persamaan dugaannya adalah 
sebagai berikut : 
( ) ( ) ( )147.0455.041.11
887.0406.031.11 1−
∧ ++= ttt YXY       
97.02 =R  dan 67.2=d  
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Nilai ( ) ( ) ( )147.0,455.0,41.11  merupakan nilai kesalahan standar 
estimasi (standar error estimasi). 
( )2aVar  dapat diperoleh dengan mengkuadratkan standar error 
estimasi 2a . 
b. Cara mendeteksi autokorelasi dalam model dinamis autoregressive adalah 
dengan melukan pengujian sebagai berikut : 
1) Hipotesis : 
:0H tidak terdapat autokorelasi dalam autoregressive. 
 :iH terdapat autokorelasi dalam autoregressive. 
2) α = 0.05 
3) Statistik Uji : ( ) ( )[ ]212/11 aVarn
ndh −−=  
4) Kriteria Pengujian : 
0H  ditolak jika tabelhit hh >  
0H  diterima jika tabelhit hh <  
5) Perhitungan : 
Karena 13=n  maka statistik h dapat dihitung sebagai berikut : 
( ) ( ) 42.1147.0131
132/67.21 2 −=−−=h  
Nilai tabelh  = ( ) 711.113,05.0 =t  
6) Kesimpulan : 
Karena tabelhit hh <  yaitu – 1.42 < 1.711 maka 0H  diterima sehingga 
dapat disimpulkan bahwa tidak ada autokorelasi dalam persamaan 
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dinamis  autoregressive sehingga ( ) ( ) ( )147.0455.041.11
887.0406.031.11 1−
∧ ++= ttt YXY   
bernilai benar. 
Pada model tersebut  terlihat bahwa : 
a) Koefisien regresi pada variabel tX  bertanda positif  berarti bahwa 
hubungan antara investasi dan pendapatan nasional searah. 
Semakin besar investasi maka semakin besar pendapatan nasional. 
b) Koefisien regresi pada variabel 1−tY  bertanda positif berarti bahwa 
hubungan antara pendapatan nasional tahun sekarang dan 
pendapatan nasional tahun sebelumnya. Semakin besar pendapatan 
nasional tahun sebelumnya maka pendapatan nasional tahun 
sekarang semakin besar. 
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BAB IV 
PENUTUP 
 
A. Kesimpulan 
Berikut ini akan diberikan kesimpulan yang dapat diambil dari 
pembahasan skripsi dengan judul “Model Dinamis : Autoregressive dan Distribusi 
Lag” yaitu : 
1. Model Dinamis : Autoregressive dan Distribusi Lag merupakan bentuk dari 
model regresi linear yang memperhitungkan peranan waktu. Waktu yang 
diperlukan bagi variabel bebas X   untuk berpengaruh terhadap variabel tak 
bebas Y  disebut dengan beda kala (lag). Metode yang digunakan untuk 
menentukan persamaan dinamis distribusi lag dugaan adalah : 
a. Metode Koyck 
Metode Koyck digunakan jika panjang beda kala (lag) tidak diketahui.  
Langkah-langkah yang dilakukan adalah : 
1) dalam contoh kasus diketahui nilai-nilai tX  dan tY , kemudian dengan 
menggunakan nilai-nilai dari tY  dapat dihitung nilai-nilai 1−tY  
2) nilai-nilai dari tX , tY , dan 1−tY  diolah dengan menggunakan program 
Eviews 5 diperoleh nilai ( )Cˆ1ˆ −α , 0βˆ , dan Cˆ . Apabila dituliskan 
dalam persamaan hasil transformasi Koyck menjadi : 
( ) 10ˆˆ1ˆˆ −++−= ttt YCXCY )βα   
3) menghitung nilai αˆ  dengan mensubstitusikan nilai Cˆ  ke ( )Cˆ1ˆ −α  
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4) menghitung nilai-nilai 1ˆβ , 2βˆ , 3βˆ  …  dengan rumus kk Cˆˆˆ 0ββ = ,  
K,2,1,0=k  
5) dengan menghitung nilai αˆ , 1βˆ , 2βˆ , 3βˆ  … diperoleh persamaan 
dinamis distribusi lag dugaan ...ˆˆˆˆ 22110 ++++= −−
∧
tttt XXXY βββα  
t  menyatakan waktu sekarang 
K,2,1 −− tt  menyatakan periode waktu sebelumnya 
 
b. Metode Almon 
Metode Almon digunakan jika panjang beda kala (lag) diketahui. 
Langkah-langkah yang dilakukan adalah : 
1) dalam contoh kasus diketahui nilai-nilai tX , tY  dan k , dengan k 
merupakan panjngnya bedakala. 
2) menentukan polynomial yang sesuai misalnya untuk polinomial 
berderajat 2 yaitu : 2210 iii αααβ ++=  
3) dari nilai k dapat dibuat model dinamis distribusi lag yaitu : 
tktktttt XXXXY εββββα ++++++= −−− K22110  
4) membuat model transformasi dengan cara mensubstitusikan 
2
210 iii αααβ ++=  ke 
tktktttt XXXXY εββββα ++++++= −−− K22110  sampai diperoleh  
t
k
i
it
k
i
it
k
i
itt XiXiXY εαααα +⎟⎟⎠
⎞
⎜⎜⎝
⎛+⎟⎟⎠
⎞
⎜⎜⎝
⎛+⎟⎟⎠
⎞
⎜⎜⎝
⎛+= ∑∑∑
=
−
=
−
=
−
0
2
2
0
1
0
0  
atau ttttt ZZZY εαααα ++++= 221100  
 
 
 
 
 
58
dengan ∑
=
−=
k
i
tt XZ
0
10 , ∑
=
−=
k
i
tt XiZ
0
11 , ∑
=
−=
k
i
tt XiZ
0
1
2
2  
kemudian dengan menggunakan nilai-nilai tX  dapat dihitung tZ0 , 
tZ1 , dan tZ 2   
 
5) nilai-nilai dari tX , tY ,  tZ0 , tZ1 , dan tZ 2  diolah dengan menggunakan 
program Eviews 5 diperoleh persamaan dugaan 210 ˆ,ˆ,ˆ,ˆ αααα . 
Apabila dituliskan dalam persamaan hasil transformasi Almon menjadi 
: tttt ZZZY 221100 ˆˆˆˆˆ αααα +++=  
6) menghitung kββββ ˆ,,ˆ,ˆ,ˆ 210 K  dengan rumus 2210 ˆˆˆˆ αααβ kkk ++= , 
K,2,1,0=k   
 
7) dengan menghitung nilai-nilai kββββα ˆ,,ˆ,ˆ,ˆ,ˆ 210 K  diperoleh 
persamaan dinamis distribusi lag dugaan : 
ktktttt XXXXY −−−
∧ ++++= ββββα ˆ...ˆˆˆˆ 22110  
t  menyatakan waktu sekarang 
kttt −−− K,2,1  menyatakan periode waktu sebelumnya 
 
2. Metode Koyck juga dapat digunakan dalam menentukan persamaan dinamis 
autoregressive dugaan. Namun, setelah menghitung dengan metode Koyck 
perlu dilakukan uji lanjutan dengan uji statistik h  Durbin-Waston. Statistik h  
Durbin-Waston ini digunakan untuk mendeteksi adanya autokorelasi dalam 
autoregressive sebab dalam persamaan dinamis autoregressive terdapat  1−tY  
sebagai salah satu variabel bebas sehingga kemungkinan menyebabkan 
autokorelasi. Statistik uji untuk h  adalah : 
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( ) ( )[ ]212/11 aVarn
ndh −−=  
dengan d  adalah Durbin-Waston statistik, n  adalah banyaknya elemen 
sampel, 2a  adalah koefisien regresi 1−tY , dan ( )2aVar  adalah variansi 2a . 
Nilai h  tersebut dibandingkan dengan nilai pada tabel nilai kritik sebaran t . 
Apabila ( )ntabelhit thh ,α=<  berarti tidak ada autokorelasi dalam persamaan 
dinamis autoregressive. 
 
3. Berdasarkan hasil penerapan dalam menentukan persamaan dinamis distribusi 
lag dugaan dengan metode Koyck, koefisien regresi dugaan 1βˆ , 2βˆ , 3βˆ  … 
selalu menurun secara geometris karena Koyck mengasumsikan kk Cˆˆˆ 0ββ =  
dengan K,1,0=k  dan Cˆ  merupakan rata-rata tingkat penurunan dari 
distribusi lag dengan nilai 1ˆ0 << C . Koefisien regresi dugaan 
1βˆ , 2βˆ , 3βˆ … kβˆ  yang diperoleh dengan menggunakan metode Almon 
berubah-ubah sebab Almon mengasumsikan bahwa 2
2
10 ˆˆˆˆ αααβ kkk ++=  
yang merupakan model polynomial kuadratik. Akibatnya, koefisien 
1βˆ , 2βˆ , 3βˆ … kβˆ  bisa naik bisa turun tetapi tidak menurun secara geometris.  
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B. Saran 
Berdasarkan hasil pengkajian dari Model Dinamis : Autoregressive dan 
Distribusi Lag, skripsi ini dapat dilanjutkan dan dikembangkan lagi dengan 
menggunakan metode-metode lain yaitu metode Pascal, metode Jorgenson 
serta metode variabel instrumental. 
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LAMPIRAN 
 
 
Lampiran 1 Output Eviews Metode Koyck 
 
 
Dependent Variable: Yt   
Method: Least Squares   
Date: 07/27/08   Time: 19:55   
Sample: 2 20   
Included observations: 19   
Variable Coefficient Std. Error t-Statistic Prob.   
C 2.726763 3.293588 0.827900 0.4199 
Xt 0.940723 0.231151 4.069733 0.0009 
Yt(-1) 0.468239 0.155419 3.012749 0.0083 
R-squared 0.988412     Mean dependent var 105.8789 
Adjusted R-squared 0.986964     S.D. dependent var 46.17620 
S.E. of regression 5.272217     Akaike info criterion 6.306718 
Sum squared resid 444.7404     Schwarz criterion 6.455840 
Log likelihood -56.91382     F-statistic 682.3866 
Durbin-Watson stat 1.351272     Prob(F-statistic) 0.000000 
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Lampiran 2 Output Eviews Metode Almon 
 
 
Dependent Variable: Yt   
Method: Least Squares   
Date: 07/27/08   Time: 19:22   
Sample: 1999 2004   
Included observations: 6   
Variable Coefficient Std. Error t-Statistic Prob.   
C -7.795244 6.116377 -1.274487 0.3305 
Z0 1.430621 1.062377 1.346623 0.3104 
Z1 -2.272423 1.874528 -1.212264 0.3492 
Z2 0.557747 0.453934 1.228696 0.3441 
R-squared 0.996502     Mean dependent var 48.50000 
Adjusted R-squared 0.991255     S.D. dependent var 6.715653 
S.E. of regression 0.628016     Akaike info criterion 2.142220 
Sum squared resid 0.788809     Schwarz criterion 2.003392 
Log likelihood -2.426659     F-statistic 189.9161 
Durbin-Watson stat 2.747065     Prob(F-statistic) 0.005242 
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Lampiran 3  Tabel  Nilai Kritik Sebaran t 
 
    α  
 
 
v  
0.10 0.05 0.025 0.01 0.005 
 
1 
2 
3 
4 
5 
 
6 
7 
8 
9 
10 
 
11 
12 
13 
14 
15 
 
16 
17 
18 
19 
20 
 
21 
22 
23 
24 
25 
 
26 
27 
28 
29 
inf 
 
3.078 
1.886 
1.638 
1.533 
1.476 
 
1.440 
1.415 
1.397 
1.383 
1.372 
 
1.363 
1.356 
1.350 
1.345 
1.341 
 
1.337 
1.333 
1.330 
1.328 
1.325 
 
1.323 
1.321 
1.319 
1.318 
1.316 
 
1.315 
1.314 
1.313 
1.311 
1.282 
 
6.314 
2.920 
2.353 
2.132 
2.015 
 
1.943 
1.895 
1.860 
1.833 
1.812 
 
1.796 
1.782 
1.771 
1.761 
1.753 
 
1.746 
1.740 
1.734 
1.729 
1.725 
 
1.721 
1.717 
1.714 
1.711 
1.708 
 
1.706 
1.703 
1.701 
1.699 
1.645 
 
12.706 
4.303 
3.182 
2.776 
2.571 
 
2.447 
2.365 
2.306 
2.262 
2.228 
 
2.201 
2.179 
2.160 
2.145 
2.131 
 
2.120 
2.110 
2.101 
2.093 
2.086 
 
2.080 
2.074 
2.069 
2.064 
2.060 
 
2.056 
2.052 
2.048 
2.045 
1.960 
 
 
31.821 
6.965 
4.541 
3.747 
3.365 
 
3.143 
2.998 
2.896 
2.821 
2.764 
 
2.718 
2.681 
2.650 
2.624 
2.602 
 
2.583 
2.567 
2.552 
2.539 
2.528 
 
2.518 
2.508 
2.500 
2.492 
2.485 
 
2.479 
2.473 
2.467 
2.462 
2.326 
 
 
63.657 
9.925 
5.841 
4.604 
4.032 
 
3.707 
3.499 
3.355 
3.250 
3.169 
 
3.106 
3.055 
3.012 
2.977 
2.947 
 
2.921 
2.898 
2.878 
2.861 
2.845 
 
2.831 
2.819 
2.807 
2.797 
2.787 
 
2.779 
2.771 
2.763 
2.756 
2.576 
 
Tabel diambil dari tabel IV Fisher. Statistical Methods 
for Research Workers. Oliver & Boyd Ltd. Edinburgh 
       dengan izin pengarang dan penerbit. 
 
 
 
 
0 αt
α
