Abstract. Bio-inspired optimization algorithms have been widely used to solve various scientific and engineering problems. Inspired by biology life cycle, this paper presents a novel optimization algorithm called Lifecycle-based Swarm Optimization. LSO algorithm simulates biologic life cycle process through six optimization operators: chemotactic, assimilation, transposition, crossover, selection and mutation. Experiments were conducted on 7 unimodal functions. The results demonstrate remarkable performance of the LSO algorithm on those functions when compared to several successful optimization techniques.
Introduction
Currently, the bio-inspired optimization techniques possessing abundant research results include Artificial Neural Networks (ANN) [1] , Genetic Algorithm (GA) [2] , Particle Swarm Optimization (SI) [3] , ant Ant Colony Optimization (ACO) [4] , Artificial Bee Colony (ABC) [5] , Bacterial Colony Optimization (BCO) [6] and Artificial Immune Algorithm (AIA) [7] and so on. All bio-inspired optimization techniques have bionic features, the ability of highly fault tolerance, self-reproduction or cross-reproduction, evolution, adaptive, self-learning and other essential features. At present, the bio-inspired optimization algorithms have been widely applied [8] [9] [10] [11] . All living organisms have life cycle. Four stages including birth, growth, reproduction, and death comprise the biologic life cycle [12] . This process repeated continuously made the endless life on earth, and biologic evolution become more and more perfecting. Borrowing the biology life cycle theory, this paper presents a Lifecycle-based Swarm Optimization (LSO) technique.
The rest of this paper is organized as follows. Section 2 describes the proposed Lifecycle-based Swarm Optimization (LSO) technique. Sections 3 and 4 present and discuss computational results. The last section draws conclusions and gives directions of future work.
2
Lifecycle-Based Swarm Optimization
Population Spatial Structure
For the first stage of biologic life cycle, we consider in this paper not the how an organism is born, organism's size after birth, and the time of birth, but the distributed position state of all organisms in a population in their living space, which is population spatial distribution. Clumped distribution is the most common type of population spatial structure found in nature. It can be simulated by normal distribution of statistics [13] . Normal distribution is a continuous bell-shaped distribution. It is symmetric around a certain point. Variables fall off evenly on either side of this point. It is described as follows:
where parameters μ and σ 2 are the mean and the variance. The frequency distribution of variables which obey the normal distribution was completely determined by the μ and σ 2 . Each possible value of μ and σ 2 defines a specific normal distribution.
(1) The μ specify the position of the central tendency of the normal distribution. It can be any value within the search space.
(2) The σ 2 describes the discrete level of variables distribution, and it must be positive. The larger σ, the more scattered the data; otherwise, the smaller σ, the more concentrated the data.
Six Operators
Definition 1 Chemotaxis Operator: based on the current location, the next movement will toward the better places. Chemotaxis operator forage strategy is chosen only by optimal individual of population.
Since 1970's, a large number of biologic model simulation explained that the chaos is widespread exist in biologic systems. Borrowing chaotic theory [14] , chemotactic operator which was employed by the optimal individual performs chaos search strategy. The basic idea is introducing logistic map to optimization variables using a similar approach to carrier, and generate s set of chaotic variables, which can shown chaotic state [15, 16] . Simultaneously, enlarge the traversal range of chaotic motion to the value range of the optimization variables. Finally, the better solution was found directly using chaos variable. The logistic map equation is given by equation (2):
where r (sometimes also denoted μ)is driving parameter, sometimes known as the "biotic potential", and is a positive constant between 0 and 4. Generally, r=4. x i represent the current chaos variable, and x i+1 represent the next time's. Definition 2 Assimilation Operator: by using a random step towards the optimal individual, individuals will gain resource directly from the optimal individual.
where r 1 ∈ R n is a uniform random sequence in the range (0,1). X P is the best individual of the current population. X i is the position of an individual who perform assimilation operator and X i+1 is the next position of this individual.
Definition 3 Transposition
Operator: individuals will random migrates within their own energy scope.
where φ is the migration distance of X i ; r 2 ∈R n is a normal distributed random number with mean 0 and standard deviation 1; ub i and lb i is the search space boundary of the i th individual; Δ is the range of the global search space.
Definition 4
Crossover Operator: exchange of a pair of parent's genes in accordance with a certain probability, and generate the new individual. In LSO, the crossover operator selects single-point crossover method.
Definition 5 Selection Operator:
In this algorithm, the selection operator performs elitist selection strategy. A number of individuals with the best fitness values are chosen to pass to the next generation, and others will die. Definition 6 Mutation Operator: randomly changes the value of individual. In this algorithm, the mutation operator performs dimension-mutation strategy. Every individual
, one dimension of an individual selected according to the probability will re-location in search space.
Mutations are changes in a genomic sequence. It is an accident in the development of the life, and is the result of adaptation to the environment, and is important for the evolution, no mutation, and no evolution.
Algorithm Description
Lifecycle-based Swarm Optimization is a population-based search technique. In beginning, population spatial structure meet the clumped distribution, and evaluation the fitness function, then establishes an iterative process through implementation six operators proposed above. The Pseudo-code of the LSO is as follows:
Initialization: Initialization parameters.
Born: (1) Initialize the population with a normal distributed.
(2) Compute the fitness values of all individuals.
Growth: (1) The best individual of population executes the chemotaxis operator via the chaos searching.
(2) A number of individual selected social foraging strategies will perform assimilation operator. (3) The rest individuals would execute the transposition operator.
Reproduction: (1) Randomly select a pair of individuals to implement singlepoint crossover operation. All individuals generated by crossover operation comprised the offspring-population, which is called SubSwarm. (2) The S individuals with the better fitness were selected and others die.
Mutation:
Execute dimension-mutation operation based on the mutation probability.
Experiments
To evaluate the performance of the LSO algorithm, we employed 7 unimodal benchmark functions [17] . Detailed description of these functions, including the name, the boundary of search space, the dimensionalities, and the global optimum value of every function are all given in Table 1 . We compared the optimization performance of LSO with the well-known algorithm: PSO, GA and GSO [18] . Each algorithm was tested with all numerical benchmarks. Each of the experiments was repeated 30 times, and the max iterations in a run T max =3000. The same population size S=50. In LSO, the probability using for decision the individual's foraging strategy P f =0.1; the number of chaos variables S c =100; crossover probability P c =0.7; mutation probability P m =0.02. The PSO and GA we used in this paper are the standard algorithms. In PSO, the acceleration factors c1=1, and c2=1.49; and a decaying inertia weight w starting at 0.9 and ending at 0.4 was used. In GA, crossover probability P c and mutation probability P m is respectively 0.7 and 0.05; selection operation is roulette wheel method. The parameter setting of the GSO algorithm can refer to the paper «A novel group search optimizer inspired by animal behavioral ecology» listed in the references [18] . 
Results and Discussion
Experimental results were recorded and are summarized in Table 2 . All algorithms has a consistent performance pattern on functions f l~f4 . LSO is the best, GSO is almost as good and PSO and GA are failed. On function f 5 , all of these algorithms can't find the optimum. Function f 6 is the step function and consists of plateaus, which has one minimum and is discontinuous. It is obvious that finding the optimum solution by LSO and GSO is easily, but is difficulties for PSO and GA. Function f 7 is a noisy quartic function, where random [0, 1) is a uniformly distributed random variable in [0, 1). On this function, LSO can find the optimum, other algorithms can't. On this kind of function, LSO has not only the best optimization accuracy but also the fastest convergence rate. It can converge exponentially fast toward the fitness optimum. This conclusion can be illustrated via Figure 1 , which shows the progress of the mean best solutions found by these algorithms over 30 runs for all test functions. LSO has the best convergence speed, followed by GSO, PSO, and finally GA. From the beginning of iterations, the convergence rate of LSO is faster and the convergence curve rapid decline. At the 500th iteration, LSO has found the optimum solution. Moreover, with the increasing the number of iteration, the optimum solution was also approached continuously by LSO at a fast rate. The convergence curve of GSO's is much slower. The PSO's and GA's looks like a horizontal line and seems stagnates.
Conclusion
This paper proposed a novel optimization algorithm: LSO, which is based on biologic life cycle theory. Each biologic must go through a process from birth, growth, reproduction until death, this process known as life cycle. Based on these features of life cycle, LSO designed six optimization operators: chemotactic, assimilation, transposition, crossover, selection and mutation. This paper uses 7 benchmark functions to test LSO, and compare it with GSO, PSO and GA, respectively. LSO appeared to be an overpowering winner compared to the GSO, PSO and GA in terms of effectiveness, as well as efficiency. In our future work, LSO could be studied and tested on multimodal benchmark functions and real-world problems.
