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Introduction : Les tendances de
l’électronique embarquée
Contexte et motivations
Le domaine des applications embarquées a beaucoup évolué ces dernières dé-
cennies et ce notamment grâce à la forte demande et à la démocratisation des
applications mobiles faible coût. Il y a 40 ans le premier téléphone portable com-
mercialisé, le Motorola DynaTAC 8000X [1], pesait près de 800 grammes et avait
une autonomie de 60 minutes en communication. Réservé à une élite, il ne possé-
dait qu’une seule fonctionnalité : la téléphonie. Aujourd’hui, les smart-phones, qui
intègrent de nombreuses fonctionnalités en sus de la téléphonie (navigation inter-
net, jeux, messagerie électronique, ...), sont devenus des objets de la vie courante.
Ces petits ordinateurs miniatures sont capables de fonctionner pendant plusieurs
heures malgré une diminution significative de leur taille et de leur poids.
Cette évolution spectaculaire a été possible grâce aux avancées scientifiques
dans plusieurs domaines tels que celui de l’énergie (notamment les batteries)
ou encore ceux de l’informatique embarquée, de l’électronique radio-fréquence,
..., mais aussi grâce au développement de processeurs adaptés. Ces processeurs
sont suffisamment petits et performants tout en étant relativement économes en
énergie pour pouvoir être intégrés dans un téléphone, ou plus généralement au
sein d’une plateforme mobile. Ces caractéristiques issues d’un compromis entre
performances calculatoires et consommation d’énergie, sont sans cesse ajustées
au fur et à mesure des progrès technologiques réalisés au travers de divers projets
de recherche et développement.
Les projets de recherche et développement en cours, tant chez les indus-
triels que dans le monde académique, laissent entrevoir de prochaines évolutions,
comme l’adjonction de nouvelles fonctionnalités (par exemple la réalité augmen-
tée des Google Glass), encore plus gourmandes en calcul et donc en énergie. Il
est donc capital de gérer au mieux les dépenses énergiques de tous les éléments
constitutifs des applications mobiles, et donc de minimiser celles des processeurs
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ou des systèmes multi-processeurs.
Un besoin croissant en performance de calcul
Le développement de processeurs pour le domaine de l’embarqué est en partie
lié aux évolutions de la microélectronique. Historiquement, les technologies de
transistor MOSFET (Metal Oxide Semiconductor Field-Effect Transistor) ont
été miniaturisées afin d’intégrer plus de fonctionnalités sur une même puce tout
en augmentant les performances calculatoires et en réduisant la consommation.
Aujourd’hui toutefois, on tend à atteindre les limites physiques de la miniatu-
risation des technologies actuellement matures. Si de nombreuses recherches sont
en cours pour développer des technologies qui permettront de poursuivre la mi-
niaturisation, leur développement reste long, incertain et extrêmement coûteux.
Afin de pouvoir surmonter les limitations actuelles et continuer l’augmentation
des performances des processeurs (More Moore), le développement d’architectures
distribuées apparaît comme la solution la plus intéressante car de telles architec-
tures permettent de paralléliser la charge de travail sur plusieurs ressources.
Figure 1 – Tendance des futures évolutions du nombre de cœurs par SoC [2]
De plus, la tendance des applications mobiles à exécuter, en parallèle, des
fonctionnalités diverses (More than Moore) conduit les concepteurs à développer
des circuits de plus en plus adaptés à une application cible, sous forme de Sys-
tèmes sur Puces (SoC). Ces SoCs embarquent un nombre croissant de cœurs de
calcul (Multi-Processor SoC, MPSoC), hétérogènes ou non, et tous les éléments
nécessaires au fonctionnement du SoC (réseau de communication inter-cœurs, mé-
moires volatiles ou/et non, interfaces entrées/sorties). Cette tendance est illustrée
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par la Figure 1, issue du rapport 2011 de l’ITRS [2], qui prévoit que près de 6000
cœurs seront en moyenne intégrés sur chaque puce en 2026. Ceci représente un
défi tant pour les concepteurs de circuits intégrés que pour les programmeurs
développant les applications exécutées sur ces plateformes. Enfin, avec l’empile-
ment 3D de plusieurs circuits dans le même boitier pour limiter la surface de
chaque puce et favoriser les rendements de fabrication et l’utilisation de tech-
nologies hétérogènes, la gestion de ces véritables super-ordinateurs intégrés croît
exponentiellement en terme de complexité.
Diminuer la consommation électrique
Les évolutions antérieures ayant permis d’atteindre de grandes performances
calculatoires ont mené à une densité d’intégration de transistors remarquable.
Cependant, la puissance dissipée par une porte logique n’a pas diminué aussi ra-
pidement que la densité d’intégration a augmenté. Avec les méthodes de concep-
tion actuelles, la densité surfacique d’énergie dans un circuit ne cesse de croître et
peut atteindre, et même dépasser, 150W/cm2 ce qui équivaut à des densités sur-
faciques supérieures à celles observées sur des plaques de cuisson. L’accroissement
de la densité surfacique de puissance doit donc être maitrisée et les méthodes de
conception repensées afin de limiter les problèmes de vieillissement prématuré.
Les limites des capacités de dissipation thermique des circuits intégrés et de leur
boitier est une des principales raisons du développement des techniques de ges-
tion de la puissance consommée (Power Management), en particulier pour les
systèmes embarqués qui, de part leur contrainte d’encapsulation, ne peuvent pas
être équipés d’un système de refroidissement.
Le second élément qui conduit à minimiser la consommation électrique des
circuits est lié plus généralement à leur coût de fonctionnement. La consomma-
tion électrique des systèmes intégrés d’un centre de calcul peut en effet repré-
senter jusqu’à 50% du coût de fonctionnement de telles structures. Même pour
un consommateur lambda de matériel électronique, le budget énergétique lié à
l’utilisation de l’ensemble des systèmes embarqués qui l’entourent devient im-
portant. En effet, la consommation d’un système mobile est de l’ordre du Watt
pour pouvoir fonctionner sur batterie et on estime que le chiffre de 1000 systèmes
embarqués par personne pourrait être atteint en 2020.
Enfin, plus particulièrement pour les applications mobiles, la durée d’utilisa-
tion des appareils dépend en partie de la consommation des éléments de calcul
embarqués. Ces systèmes se voient donc contraints à un compromis entre perfor-
mance de calcul et consommation électrique. On distingue deux domaines d’appli-
cations des systèmes embarqués pour lesquels le compromis performance/consom-
mation est différent : les systèmes temps réels et les systèmes autonomes. Les
systèmes temps réels ont de fortes contraintes de performances afin de fournir un
service dans un délai imparti tout en consommant le moins possible. Les systèmes
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autonomes, quant à eux, disposent d’un budget énergétique limité et tentent de
maximiser leurs performances. De plus, la charge de calcul demandée à un circuit
est variable au cours du temps. La gestion performance/consommation n’est donc
pas toujours appliquée avec la même pondération. Il semble donc intéressant de
pouvoir ajuster les paramètres de fonctionnement de chacun des cœurs du SoC,
afin que chacun d’eux travaille à la performance requise tout en minimisant sa
consommation, i.e. fonctionne avec le meilleur rendement énergétique possible.
Un compromis performance/consommation affecté par la variabilité
La gestion conjointe des performances et de la consommation d’un MPSoC
est rendue complexe par la variabilité qui affecte le circuit. En effet, malgré
les développements d’outils [3] ou de techniques de modélisation [4], il devient
difficile de déterminer avec précision la consommation et les performances réelles
de chacun des cœurs en présence de variabilité.
La variabilité a trois origines principales : les dispersions des procédés de
fabrication (P), les variations de tension (V) et les variations de température
(T). Chacun de ces éléments présente des répartitions spatiales et des dynamiques
temporelles différentes.
Les variations des procédés de fabrication sont dues à des déviations lors de
la fabrication du circuit intégré. Ces variations affectent les paramètres physiques
des transistors et des interconnexions, et modifient donc le temps de propagation
des signaux à travers les portes logiques du circuit. Les performances maximales
atteignables, ainsi que la puissance consommée, sont alors différentes du cas nomi-
nal (procédés de fabrication Typique). Ces variations, distribuées hétérogènement
à travers le wafer (variations inter-die), deviennent également de plus en plus im-
portantes au sein d’une même puce (variations intra-die), et ce en particulier
pour les technologies les plus avancées. Ces variations de procédés de fabrication
sont temporellement statiques si l’on fait abstraction du vieillissement dont les
dynamiques sont de l’ordre de l’année. Ce dernier est donc généralement inclus
dans les variations des procédés de fabrication.
Hormis les variations quasi-statiques, un circuit est soumis à des variations
environnementales dynamiques à savoir, les variations de tension et de tempéra-
ture. Les variations de tension sont principalement des chutes de potentiel par
rapport au niveau nominal, causées par des appels de courant. Ces phénomènes
sont communément connus sous le nom d’IRdrops en référence à la loi d’Ohm,
où R est la résistance et I le courant. L’amplitude des IRdrops peut atteindre
10% de la tension nominale, ce qui peut modifier, suivant la gamme de tension
considérée, de plus de 50% la vitesse de propagation des signaux dans le circuit
et donc affecter d’autant la fréquence maximale de fonctionnement.
D’un point de vue dynamique, les variations de tension peuvent être regrou-
pées en plusieurs catégories. Dans [5], il est proposé d’identifier trois catégories
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d’IRdrops selon les constantes de temps qui les caractérisent. La Figure 2 montre
que les variations de la première catégorie ont des durées de quelques nanose-
condes voire moins. Les variations de deuxième catégorie peuvent durer jusqu’à
quelques centaines de nanosecondes. Enfin, celles de troisième catégorie peuvent
durer plusieurs microsecondes. D’un point de vue fonctionnel, on peut assimiler
les IRdrops à des perturbations de la tension nominale que le circuit est capable
de rejeter naturellement. En effet, si aucune nouvelle perturbation n’apparait, la
tension revient à son niveau de départ au bout d’un certain temps. Il est à noter
que ces phénomènes de fluctuations de la tension peuvent aussi se manifester
sous forme de dépassements par rapport au niveau nominal, leur amplitude étant
généralement moindre.
Figure 2 – Les trois catégories d’IRdrops d’après [5]
D’un point de vue spatial, les IRdrops causés par des évènements très locaux,
se propagent à travers les grilles d’alimentation via les niveaux de métaux. Ils
peuvent ainsi perturber une zone du circuit plus ou moins importante. Dans [6],
l’analyse des phénomènes de propagation des IRdrops permet de mieux com-
prendre le rôle de la topologie du circuit sur la répartition spatiale des variations
[7]. Même si des solutions technologiques (telles que l’intégration de capacités
de découplage passives [8] ou actives [9]) sont aussi intégrées pour limiter leur
propagation, il est nécessaire de mesurer ces variations lors du fonctionnement
du circuit afin de pouvoir atténuer leurs effets.
Les élévations de température sont directement liées à l’énergie dissipée par
le circuit. D’un point de vue énergétique, comme un système électronique ne pro-
duit aucun travail mécanique ou chimique, la quasi totalité de l’énergie électrique
consommée est transformée en énergie thermique (et en rayonnement électroma-
gnétique). Chaque élément du circuit intégré dissipe donc de la chaleur en fonction
de sa consommation électrique. La densité de puissance, liée à la densité d’intégra-
tion, influe donc sur l’amplitude des variations de température dans cette zone.
Hormis les moyens externes de dissipation thermique (radiateur, water-cooling,
ventilateur, ...) la seule solution locale, pour contrôler la température est de li-
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miter la consommation de chacune des ressources.
L’augmentation de température d’un circuit n’est limitée que par les capaci-
tés physiques des matériaux à dissiper la chaleur. Par rapport aux IRdrops, les
circuits peuvent devenir instables aux élévations de température. En effet, si la
capacité du circuit à dissiper la chaleur reste supérieure à la puissance dissipée,
la température peut se stabiliser puis revenir à sa valeur initiale lorsque l’acti-
vité électrique cesse. Cependant, pour des circuits modernes la puissance statique
prend une part importante du budget énergétique global. Or la puissance statique
présente une dépendance exponentielle à la température, ce qui peut générer des
emballements de la puissance statique dissipée et donc de température, entrai-
nant ainsi des vieillissements prématurés des circuits, voire leur destruction. Les
élévations de la température peuvent donc être dangereuses pour l’intégrité du
circuit, en plus d’avoir une influence sur les performances et la consommation.
La propagation thermique et son évolution temporelle en un point du circuit est
assimilée généralement à un système du premier ordre (modélisé par un circuit
RC) [10]. La dynamique de l’évolution de la température, dont un exemple est
donné sur la Figure 3, dépend exclusivement des capacités de dissipation et de
conduction thermique du circuit, ce qui est difficile à modéliser et donc à prévoir
lors de la conception.
Figure 3 – Évolution temporelle de la température en différents points d’un circuit
en fonction de la distance à la source de chaleur [10]
La répartition spatiale des variations de température est fortement liée à la
topologie du circuit. Chaque ressource du MPSoC consomme et dissipe une éner-
gie différente, en fonction de sa propre activité électrique. La Figure 4 montre
la corrélation spatiale entre puissance consommée (Figure 4a) et la température
régnant au sein (Figure 4b) d’un MPSoC. Les capacités de diffusion et de dissi-
pation thermique des matériaux composant le circuit ont pour effet d’étendre la
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zone affectée par l’élévation de température au delà de la source elle-même. De
même, les différentes sources de dissipation thermique peuvent interagir entre-
elles, en créant une couverture thermique complexe. Comme pour les IRdrops,
il est très compliqué de prévoir le comportement thermique d’un circuit car il
dépend de paramètres divers, certains étant variables et peu prédictibles (tâche,
environnement, ...).
(a) Carte de densité de puissance (b) Carte de température
Figure 4 – Corrélation spatiale entre densité de puissance et température [11]
Différents axes de recherche sont menés dans les domaines de la microélectro-
nique afin de limiter les effets de la variabilité. De nouvelles technologies intégrées
sont développées et les outils de CAO tentent de prendre en compte les variations
statiques et dynamiques lors de la conception. Cependant, ces technologies et ou-
tils ne sont pas encore matures et les concepteurs introduisent encore des marges
de conception pour garantir que le circuit restera fonctionnel quel que soit son
état de variabilité. Ce sur-dimensionnement global des circuits, par des marges de
fonctionnement pessimistes, induit inexorablement une sous-exploitation et une
moindre efficacité énergétique des MPSoC.
Les leviers technologiques pour l’efficacité énergétique
La recherche d’efficacité énergétique est traitée à tous les niveaux de la chaîne
de développement de la microélectronique. Des technologues aux programmeurs,
la recherche de la consommation minimale sous contrainte d’un travail à effectuer
en un temps donné fait l’objet de multiples recherches [12].
Solutions au niveau technologique
Les transistors MOSFET (Metal Oxide Semiconductor Field-Effect Transis-
tor) de type N ou P composant actuellement les circuits intégrés ont évolué au
cours du temps et évoluent encore aujourd’hui. Utilisés par paire de manière com-
plémentaire pour former des portes logiques CMOS (Complementary Metal Oxide
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Semiconductor), ces transistors ont principalement été miniaturisés au fil des évo-
lutions technologiques. On parle également de scaling pour désigner les étapes de
miniaturisation successives qui ont eu lieu depuis les technologies micrométriques
jusqu’aux technologies nanométriques actuelles. Cette miniaturisation des tran-
sistors MOSFET semble toutefois atteindre des limites, à la fois physiques mais
également économiques. Des travaux visent à définir les prochaines générations
de transistors afin de pouvoir poursuivre l’évolution envisagée par l’ITRS. Ces
développements représentent de véritables enjeux stratégiques pour le marché du
semi-conducteur, et on observe actuellement deux choix de technologies pour la
prochaine décennie [13].
La société Intel, par exemple, développe les transistors FinFET (Fin-shaped
Field Effect Transistor), une technologie qui offre de nouveaux modes de fonc-
tionnement. Ce transistor, souvent décrit comme tri-gate ou 3D transistor, fait
sortir le canal du substrat. La grille peut alors entourer, voire enrober, le canal
pour un meilleur contrôle électrostatique de ce dernier [14]. Si cette technologie
parait prometteuse en termes de performances et de mise à l’échelle [15], la prin-
cipale limitation à son développement est l’investissement nécessaire à sa mise en
œuvre, tant au niveau technique pour les concepteurs qu’au niveau économique
pour le développement de nouvelles lignes de production.
(a) Transistor classique (b) Transistor SOI (c) Transistor FinFET
Figure 5 – Différentes technologies de transistor [13]
D’un autre coté, la technologie SOI (Silicon On Insulator), et plus particu-
lièrement la branche FD-SOI (Fully Depleted SOI), est une technologie mature,
compatible avec les layouts et les lignes de productions de MOSFET. Cela permet
un portage quasi-direct d’un circuit MOSFET en FD-SOI à moindre coût. Cette
technologie, qui permet également la poursuite de la mise à l’échelle du transistor,
est particulièrement bien adaptée aux systèmes basses consommations [16] car les
courants de fuite sont limités en isolant le canal du substrat [17]. Toutefois, les
très faibles épaisseurs de couches qui composent le transistor FD-SOI, peuvent
engendrer de nouvelles sources de variations des procédés de fabrication.
Si ces nouvelles technologies et leurs évolutions futures devraient permettre
de répondre au besoin d’efficacité énergétique dans un futur proche, on peut éga-
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lement noter que des recherches portent sur le développement de composants
sensiblement différents des transistors actuels. Les transistors avec un canal en
nano-fils [18], les transistors à base de nanotubes de carbone [19] ou encore en gra-
phène [20] laissent entrevoir des performances remarquables en termes de vitesse,
de consommation et d’intégrabilité. Cependant leur maturité et leur viabilité
restent à démontrer.
Solutions au niveau logiciel
L’efficacité énergétique d’un système intégré passe aussi par l’optimisation du
code qu’il exécute. Les métiers du logiciel embarqué sont certainement aussi divers
que les métiers du matériel. C’est pourquoi de nombreuses recherches tentent, à
tous les niveaux d’intégration, de rendre les codes plus efficaces et visent à définir
des compilateurs tenant compte des spécificités des plateformes matérielles.
En effet, la majorité de l’optimisation d’un code peut être faite durant la phase
de compilation. Les compilateurs classiques convertissent le code du programmeur
dans le langage machine exécuté par la plateforme matérielle. Ils permettent éga-
lement une analyse du code pour en simplifier les éléments redondants ou inutiles,
en limitant par exemple les boucles. Tout ce travail est réalisé statiquement (off-
line) avec le peu d’information sur le matériel auquel a accès, ou sait exploiter, le
compilateur [21] [22]. Une optimisation plus poussée du code peut être effectuée
si davantage de connaissances de la plateforme matérielle cible sont disponibles
et prises en compte par le compilateur.
La compilation dynamique de codes permet de prendre en compte un peu
plus d’informations relatives à la plateforme matérielle sur laquelle le code est
exécuté afin d’éviter tout travail inutile. Ces méthodes sont utilisées depuis long-
temps pour améliorer les performances de calcul [23], mais assez peu pour réduire
la consommation. Au plus proche du matériel, on peut citer les recherches sur
la génération dynamique de code qui semblent prometteuses pour diminuer la
consommation. De petits compilateurs, appelés compilettes, simplifient à la vo-
lée, le plus rapidement possible et avec une faible empreinte mémoire, la liste des
instructions devant être exécutées [24].
On peut également citer des recherches à des niveaux supérieurs, comme la
prise en compte du codage des instructions pour une plateforme dédiée. Par
exemple [25] présente la comparaison de plusieurs jeux d’instructions pour un
processeur ARM afin de minimiser la consommation. Des recherches sont aussi
effectuées pour prendre en compte, dès la conception des logiciels, la consomma-
tion liée à l’exécution d’un programme en minimisant les accès mémoire. Mais
la consommation relative aux accès mémoire étant très liée à l’architecture de la
plateforme matérielle d’exécution, l’optimisation reste difficile à rendre générique.
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Solutions au niveau architectural : réduire les marges de conception
La recherche de solutions architecturales, permettant d’augmenter l’efficacité
énergétique des systèmes intégrés, a pour avantage d’être quasi-indépendante des
technologies considérées et des applications logicielles visées. Le but est d’agir sur
le matériel disponible en reconfigurant son fonctionnement selon les contraintes
de performances et de consommation. Il s’agit d’ajuster dynamiquement les ca-
ractéristiques de la plateforme matérielle de sorte que son fonctionnement soit
énergiquement optimal par rapport au travail à exécuter (i.e. le code).
Objectifs et contributions de la thèse
Dans le but d’optimiser l’efficacité énergétique de processeurs multi-cœurs
pour le domaine des systèmes embarqués, de grandes améliorations peuvent être
attendues de la diminution des marges de fonctionnement. En effet, à cause de
l’accroissement des variations des procédés de fabrication intra-die, chacune des
unités de calcul qui composent une architecture MPSoC ne peut fonctionner aux
mêmes performances maximales. C’est donc l’unité de calcul la moins perfor-
mante qui définit le fonctionnement global du MPSoC, en bridant de fait toutes
les autres ressources. Il semble donc intéressant de chercher une solution architec-
turale locale, dont la granularité permet à chaque unité de calcul de fonctionner à
ses performances maximales. Le but est donc de surveiller dynamiquement et lo-
calement la variabilité de chaque unité de calcul afin de réajuster ses paramètres
de fonctionnement pour améliorer son efficacité énergétique. Cette solution lo-
cale, dupliquée dans toutes les ressources du MPSoC doit, pour être viable, avoir
l’impact le plus faible possible sur la surface silicium et l’énergie consommée.
L’objectif de cette thèse est donc de proposer des solutions architecturales
bas coût permettant de réduire les marges de conception afin d’améliorer l’effica-
cité énergétique des MPSoCs. Si la démarche proposée dans ce manuscrit semble
applicable aux systèmes temps réels et aux systèmes autonomes, les travaux pré-
sentés se concentrent sur la minimisation de la consommation sous contrainte de
performance temps réel.
Les contributions principales de ce manuscrit sont :
– le développement d’un système de surveillance des variations locales et
dynamiques de la tension et de la température à partir d’un capteur bas
coût ;
– la proposition de politiques locales de réajustement des paramètres de fonc-
tionnement de l’unité de calcul considérée suivant les mesures de variabilité
pour atteindre l’optimalité énergétique ;
– la présentation d’un bilan énergétique de l’architecture adaptative considé-
rée en fonction de la granularité spatiale du système de surveillance mis en
place.
ORGANISATION DU MANUSCRIT xiii
Ces travaux de thèse ont donné lieu à plusieurs publications aux workshops
VARI (en 2011 [3] et en 2013 [7]) et dans des conférences internationales (DAC
[4], FTFC [5] et CCA [6] en 2012). Une revue (TCAS-I [1]) est également en
attente de publication et un dépôt de brevet [8] a été effectué.
Organisation du manuscrit
Le chapitre 1 présente les différentes solutions architecturales qui ont été dé-
veloppées au fil des années afin d’améliorer l’efficacité énergétique des circuits in-
tégrés. Ces techniques, historiquement issues de la gestion des processeurs mono-
cœurs, ont ensuite évoluées pour être adaptées aux contraintes particulières des
circuits multi-processeurs. Ce chapitre permettra de mettre en évidence que dans
le contexte actuel d’augmentation de la variabilité dynamique dans les circuits
numériques complexes, les marges de fonctionnement prohibitives généralement
introduites afin de garantir le fonctionnement des circuits limitent drastiquement
leur efficacité énergétique.
Le chapitre 2 est consacré aux architectures adaptatives. Ces solutions archi-
tecturales permettent de prendre en compte la variabilité dynamique et statique
afin de réajuster les paramètres de fonctionnement d’un circuit, ou d’une partie
de ce circuit, dans le but de s’approcher de l’efficacité énergétique optimale. Les
solutions proposées dans l’état de l’art seront présentées, puis nous proposerons
une nouvelle solution permettant de palier les limitations des propositions pré-
cédentes en prenant en compte directement des mesures locales de tension et de
température. L’approche proposée est basée sur l’implémentation locale bas coût
d’une boucle de contre-réaction adaptée à une solution DVFS. Des politiques de
réadaptation, adaptées à la solution adaptative présentée, seront proposées dans
le contexte d’application temps réel.
Dans le chapitre 3, le système de surveillance de la tension et de la tempéra-
ture considéré pour le développement de l’architecture adaptative proposée sera
présenté. Ce système se base sur un capteur bas coût entièrement numérique et
composé de différents oscillateurs en anneau. Après la présentation détaillée de
ce capteur, nous proposerons des méthodes permettant d’extraire une estimation
de la tension et de la température à partir des mesures d’un capteur. Des si-
mulations permettront de valider ces méthodes et de discuter de l’influences de
différents paramètres sur la qualité de l’estimation. Enfin, un méthode de calibra-
tion sera proposée afin de pouvoir réaliser des estimations précises en présence
de variations intra-die de procédés de fabrication.
Le chapitre 4 est dédié à la validation du système de surveillance de la tension
et de la température sur une plateforme matérielle. Les performances temporelles
des méthodes proposées ont été évaluées afin de définir les débits maximaux d’es-
timation atteignables. Cette plateforme matérielle a également permis de valider
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la calibration des capteurs, et des mesures de tension et de température ont pu
être réalisées. Enfin la dernière partie de ce manuscrit porte sur l’évaluation d’un
bilan énergétique de l’architecture adaptative proposée en prenant en compte
les réductions de consommation qu’il est possible d’atteindre et le surcoût de
consommation associé à l’implémentation de la boucle de contre-réaction.
Table des matières
Remerciements i
Introduction : Les tendances de l’électronique embarquée iii
Contexte et motivations . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Un besoin croissant en performance de calcul . . . . . . . . . . . . iv
Diminuer la consommation électrique . . . . . . . . . . . . . . . . . v
Un compromis performance/consommation affecté par la variabilité vi
Les leviers technologiques pour l’efficacité énergétique . . . . . . . ix
Objectifs et contributions de la thèse . . . . . . . . . . . . . . . . . . . . xii
Organisation du manuscrit . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
Table des matières xv
1 Évolution des solutions architecturales pour l’efficacité éner-
gétique 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Les techniques de gestion globale des performances et de la consom-
mation des systèmes mono-processeur . . . . . . . . . . . . . . . . 4
1.3 Évolutions vers des techniques de gestion des performances et de
la consommation pour les MPSoCs . . . . . . . . . . . . . . . . . . 7
1.4 Problématique de la gestion locale . . . . . . . . . . . . . . . . . . 8
1.5 Synthèse et positionnement du sujet . . . . . . . . . . . . . . . . . 10
2 Le besoin d’architectures adaptatives locales 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 L’apparition des techniques adaptatives . . . . . . . . . . . . . . . 14
2.3 Proposition d’une architecture AVFS idéale . . . . . . . . . . . . . 21
2.4 Architecture considérée . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.1 Actionneurs . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.2 Les systèmes de surveillance de la variabilité . . . . . . . . 28
xv
xvi TABLE DES MATIÈRES
2.4.3 Contrôle et ajustement local . . . . . . . . . . . . . . . . . . 32
2.5 Politiques de réadaptation locale . . . . . . . . . . . . . . . . . . . 36
2.5.1 Actionneur continu de tension . . . . . . . . . . . . . . . . . 38
2.5.2 Actionneur discret de tension . . . . . . . . . . . . . . . . . 42
2.6 Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3 Méthode d’estimation de la tension et de la température 49
3.1 Le Multiprobe : un capteur facile à concevoir et intégrer . . . . . . 49
3.2 Estimation de la tension et de la température à base de tests d’hy-
pothèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.1 Les tests d’hypothèse non-paramétriques . . . . . . . . . . . 54
3.2.2 Utilisation de tests d’hypothèse pour l’estimation de VT . . 57
3.2.3 Validation par simulation . . . . . . . . . . . . . . . . . . . 60
3.3 Leviers de réglages et compromis . . . . . . . . . . . . . . . . . . . 66
3.3.1 Limitations des Multiprobes et améliorations . . . . . . . . 66
3.3.2 Influence des différents paramètres de la méthode . . . . . . 71
3.3.3 Influence de la granularité de la base de modèles . . . . . . 74
3.4 Estimation rapide de la tension . . . . . . . . . . . . . . . . . . . . 81
3.4.1 Exploitation des différences de dynamiques temporelles entre
V et T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.4.2 Complémentarité avec la méthode d’estimation conjointe
de VT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.4.3 Validation en simulation . . . . . . . . . . . . . . . . . . . . 84
3.5 Calibration des Multiprobes . . . . . . . . . . . . . . . . . . . . . . 86
3.5.1 Un compromis précision/coût de calibration . . . . . . . . . 86
3.5.2 Proposition d’une méthode de calibration . . . . . . . . . . 88
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4 Validation sur plateforme matérielle et bilan énergétique 95
4.1 Validation du système de surveillance de la tension et de la tem-
pérature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.1.1 Plateforme de validation : SThorm . . . . . . . . . . . . . . 96
4.1.2 Performances temporelles des méthodes proposées . . . . . 98
4.1.3 Mesure de tension et de température sur SThorm . . . . . . 101
4.2 Bilan énergétique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.2.1 Consommation de la boucle AVFS . . . . . . . . . . . . . . 106
4.2.2 Réductions de consommation atteignables par rapport à un
DVFS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.2.3 Bilan énergétique d’une plateforme particulière . . . . . . . 124
4.2.4 Discussion sur la granularité . . . . . . . . . . . . . . . . . . 126
4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
TABLE DES MATIÈRES xvii
5 Bilan et perspectives 129
5.1 Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Bibliographie 135
Bibliographie Personnelle 143
Journaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
Conférences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
Brevet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
Liste des figures 145
Liste des tableaux 149






Ce chapitre présente l’évolution des développements, qui au fil des années,
ont été proposés pour gérer le compromis entre performances et consommation
des processeurs. Dans un premier temps, ce sont des techniques adaptées aux
mono-processeurs qui ont été recherchées. Puis avec l’apparition des architectures
distribuées, qui embarquent une multitude de processeurs sur la même puce, le
problème s’est complexifié. Aujourd’hui, avec l’accroissement de la variabilité, la
gestion de l’efficacité énergétique tend à devenir de plus en plus contrainte par
des marges de conception permettant de couvrir des variations aux dynamiques
diverses. Cette étude des solutions passées met en évidence que les solutions à
développer devront désormais s’adapter rapidement à la variabilité.
1.1 Introduction
Les solutions architecturales permettant d’améliorer l’efficacité des circuits
intégrés, consistent à reconfigurer le matériel disponible, pour atteindre les ob-
jectifs de performances fixés par l’application exécutée et ce, tout en minimisant
la consommation électrique. Autrement dit, les solutions architecturales visent à
atteindre le meilleur rapport performance/consommation d’une plateforme ma-
térielle en prenant en compte les contraintes logicielles.
Si le facteur d’amélioration dépend de la technologie considérée et de l’ap-
plication logicielle sélectionnée, la démarche de développement et d’intégration
de solutions architecturales présente l’avantage de pouvoir être décorrélée de ces
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éléments. L’objectif est en effet de réajuster dynamiquement les paramètres de
fonctionnement du circuit pour atteindre l’efficacité énergétique optimale, en pre-
nant en compte l’état du matériel par des mesures réalisées sur-puce caractérisant
son état de procédés de fabrication, de tension et de température (PVT).
Les deux principaux paramètres de fonctionnement d’un processeur sont sa
tension d’alimentation V et sa fréquence d’horloge F. La puissance consommée
par le processeur, qui dépend de ces deux paramètres, peut être séparée en deux
parties : Pdyn et Pstat. La puissance dynamique Pdyn représente la consomma-
tion due aux changements d’états des équipotentielles du circuit. La puissance
statique Pstat est due aux fuites de courant qui apparaissent dès la mise sous
tension du circuit. La tension d’alimentation à un effet quadratique sur la puis-
sance dynamique comme le montre l’équation (1.1). Elle a également un effet sur
la puissance statique, d’après l’équation (1.2), qui tend, avec les évolutions des
technologies, a devenir de plus en plus non-linéaire sur d’importantes gammes de
tension. La puissance dynamique est également proportionnelle à la fréquence et
la puissance statique est exponentiellement dépendante de la température (par
l’intermédiaire de la tension de seuil Vth). Les paramètres α, β et γ sont des
paramètres caractéristiques de la tâche exécutée et de la plateforme d’exécution.
Pdyn ∝ α · F · V 2 (1.1)
Pstat ∝ β · V γ · eδ·T (1.2)
Pour exécuter un travail avec la meilleure efficacité énergétique possible, il
faut que l’énergie totale consommée soit minimale. Pour une application temps
réel, dont la contrainte principale est le respect de la performance, la puissance
totale est minimisée si la tension est minimisée. En effet, la fréquence minimale de
fonctionnement étant fixée par la contrainte applicative, l’équation (1.1) montre
que la puissance dynamique est minimale lorsque V est minimale. De plus, d’après
l’équation (1.2) la puissance statique est minimisée lorsque V et T sont minimales.
Or, la température T dépend elle-même de la puissance totale dissipée, et donc,
au premier ordre, est minimale lorsque V et T sont minimales.
Tout processeur (ou système intégré) est capable d’être opérationnel sur une
plage de fonctionnement tension/fréquence (VF) selon des paramètres de concep-
tion et la température. La Figure 1.1 représente le domaine de fonctionnement
VF, d’un processeur, borné entre les tensions d’alimentation {Vmin, Vmax}.
Sur la Figure 1.1, la courbe supérieure en pointillés représente l’évolution de
la fréquence maximale à laquelle un processeur issu d’un lot de fabrication, peut
effectivement fonctionner. Cette limite est définie par la vitesse maximale à la-
quelle peuvent se propager les signaux électriques à travers les chemins du circuit
et non pas par les limites fonctionnelles des transistors. Le chemin le plus lent,
appelé chemin critique, pour une tension d’alimentation donnée, définit donc la
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performance maximale du processeur entier. Similairement, la courbe continue
inférieure représente la fréquence maximale à laquelle tous les processeurs du lot
de fabrication sont capables de fonctionner. Cette limite tient compte des marges
de conception liées aux variations dynamiques de tension et de température pen-
dant le fonctionnement mais aussi des dispersions des procédés de fabrication. La
technique de conception consistant à choisir le domaine de fonctionnement pire








Figure 1.1 – Domaine VF du fonctionnement correct d’un processeur donné et
marges de conception
On peut constater qu’entre la limite Pire cas et la limite Réelle, le pro-
cesseur considéré peut fonctionner au-delà des spécifications définies lors de sa
conception. De plus, la courbe en pointillés (fréquence maximale réelle) repré-
sente l’ensemble des points VF d’efficacité énergétique optimale puisque pour
une contrainte de fréquence donnée la tension est minimale. Cependant cette li-
mite représente aussi la frontière entre les zones associées à un fonctionnement
correct (blanc) et incorrect (gris) du processeur. En conséquence, travailler au voi-
sinage de cette limite est dangereux et peut conduire à des dysfonctionnements
fréquents. Dès qu’un aléa de tension ou de température change la vitesse de pro-
pagation des signaux, des comportements erronés peuvent apparaitre conduisant
à d’importantes modifications de performances. Au premier ordre, des fautes tem-
porelles apparaissent lorsque le temps de propagation d’un signal est supérieur
à une période d’horloge (violation du temps de setup). Il est alors nécessaire de
reprendre la séquence d’instructions depuis le début, ce qui est très coûteux à la
fois en terme de performance et d’énergie.
Dans le cas de systèmes temps réel, la contrainte de fonctionnalité est un
critère dur, ce qui nécessite de conserver un minimum de marges de conception.
Toutefois, la Figure 1.1 illustre qu’il existe un espace de fonctionnement dans
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lequel le processeur considéré peut fonctionner de manière fiable et plus effi-
cace que prévue lors de la conception. Les marges de conception laissent donc
d’importantes possibilités d’amélioration des performances et de réduction de la
consommation. Au fil des générations de circuits, des techniques de gestion des
processeurs au niveau architectural ont été développées, dans un premier temps
pour les circuits mono-processeur puis plus récemment pour les MPSoCs.
1.2 Les techniques de gestion globale des performances
et de la consommation des systèmes mono-processeur
Face au constat relatif à l’introduction des marges de conception, les premières
solutions de réduction des marges ont été proposées afin de prendre en compte
des phénomènes non modélisés ou difficilement modélisables et donc difficilement
simulables. Le développement de ces solutions a été motivé par des soucis éco-
nomiques de rendement de production des processeurs pour ordinateurs, afin de
limiter leur surdimensionnement. Ces premières solutions de gestion de la va-
riabilité étaient globales, c’est-à-dire à l’échelle du circuit entier. Cette section
présente les principales évolutions des techniques de gestion de la performance et
de la consommation à l’échelle globale d’un circuit mono-processeur.
Les systèmes intégrés fabriqués dans des technologies microniques étaient
principalement affectés par des variations globales des procédés de fabrication. En
effet, ces circuits étaient moins sensibles aux variations de tension car les niveaux
de tension d’alimentation étaient plus élevés. De même, les variations de tempé-
rature étaient moindres, la densité d’intégration et donc de puissance consommée
étant moindre. Il était alors intéressant de réduire les marges introduites pour
prendre en compte les variations des procédés de fabrication afin d’accroître les
performances tout en maintenant des rendements de production acceptables.
La caractérisation de l’état des procédés de fabrication du circuit était réa-
lisée en sortie de fabrication. La Figure 1.2b illustre les différentes fréquences
de fonctionnement possibles pour un niveau de tension d’alimentation du circuit
Valim, suivant les marges de fonctionnement considérées. FRe´elmax correspond à la
fréquence maximale atteignable sans faute temporelle. FPire casmax est la fréquence
d’horloge à laquelle seraient vendus tous les processeurs si on ne rognait pas les
marges de procédés de fabrication. La fréquence maximale effective de fonction-
nement FEffectifmax est obtenue en caractérisant l’état des procédés de fabrication
du processeur. La marge correspondante peut généralement être déduite, au pre-
mier ordre, d’un oscillateur en anneau intégré dans le circuit [33]. Grâce à cette
caractérisation, les rendements de production ont pu être améliorés, en commer-
cialisant un même circuit sous différentes gammes de produit dont la fréquence
d’horloge est l’indicateur. Toutefois, cette adaptation reste statique car la fré-
quence est ajustée pour la durée de vie du circuit. Or, pour agir efficacement sur
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Figure 1.2 – Rognages des marges de conception par caractérisation des procédés
de fabrication d’un mono-processeur
la consommation du circuit, l’adaptation doit être dynamique car le besoin en
performances évolue au cours du temps suivant l’utilisation faite du processeur.
Les premières techniques de gestion dynamique avaient simplement pour ob-
jectif d’ajuster les performances du processeur en changeant la fréquence d’hor-
loge. Le principe du DFS (Dynamic Frequency Scaling) est présenté sur la Fi-
gure 1.3. Une fois le cas de procédés de fabrication caractérisé, la fréquence
d’horloge peut être réglée librement grâce à un générateur de fréquence d’hor-
loge (Actionneur F sur la Figure 1.3a) jusqu’à la valeur maximale FEffectifmax en
fonction du besoin en performances [34]. Comme le calcul de Fcible nécessite des
connaissances sur la tâche à effectuer, un capteur de performance est générale-
ment intégré. Cette technique permet de diminuer légèrement la consommation
dynamique du processeur par rapport à un fonctionnement statique. Cependant,
cela n’améliore pas l’efficacité énergétique puisque la tension V est fixée à Valim.
En effet, pour la fréquence d’horloge cible Fcible la tension d’alimentation pourrait
être diminuée sans aucun effet sur la performance et la fonctionnalité, de sorte
que le point de fonctionnement VF atteigne la courbe de fonctionnement effectif
(en discontinue gras sur la Figure 1.3b).
Pour améliorer l’efficacité énergétique du circuit il est donc nécessaire d’adap-
ter conjointement la tension d’alimentation et la fréquence d’horloge. La gestion
dynamique des paramètres de fonctionnement tension/fréquence est communé-
ment connue sous l’appellation DVFS (Dynamic Voltage and Frequency Scaling)
[35] et parfois appelée simplement DVS (Dynamic Voltage Scaling). Le but est
alors d’adapter les deux paramètres tension V et fréquence F à la fois afin de fonc-
tionner toujours au plus proche de la limite de fréquence maximale effective [36].
On peut voir sur la Figure 1.4a que le DVFS nécessite l’utilisation de deux action-
neurs pour ajuster les paramètres VF. Comme pour le DFS, une information sur
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(b) Domaine VF dans le cas DFS



















(b) Domaine VF dans le cas DVFS
Figure 1.4 – Principe du DVFS sur un processeur
la performance attendue est également nécessaire afin que le contrôleur calcule la
fréquence appropriée Fcible. Sur la Figure 1.4b la ligne continue épaisse représente
l’ensemble des points de fonctionnement effectif obtenu par la caractérisation des
procédés de fabrication. La fréquence Fcible est fixée par l’application selon la
contrainte de performance et la tension V Effectifalim est appliquée pour atteindre la
ligne continue épaisse. On remarque cependant que pour la même contrainte de
performance, il reste possible de diminuer encore la tension d’alimentation jus-
qu’à VMinalim en rognant les marges VT. Même si l’efficacité énergétique n’est pas
optimale, le DVFS permet une réduction significative de la consommation sous
contrainte de performances.
Les limites de performances tendant à être atteintes pour les circuits mono-
processeurs, le développement des circuits distribués de type MPSoC s’est géné-
ralisé. Pour ces nouveaux circuits, les adaptations statiques, telles que la caracté-
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risation globale des procédés de fabrication [37], sont toujours utiles. Cependant
de nouvelles solutions dynamiques ont été recherchées afin de prendre en compte
la complexité supplémentaire (variations de procédés de fabrication intra-die, va-
riations locales de tension et de température) apportée par la multiplication des
ressources.
1.3 Évolutions vers des techniques de gestion des perfor-
mances et de la consommation pour les MPSoCs
Avec l’apparition des architectures multi-cœurs, et compte tenu de l’effica-
cité de la technique DVFS, les concepteurs ont voulu naturellement transposer
le DVFS aux MPSoC. Les difficultés d’implémentation de cette technique glo-
bale, comme le surplus de matériel (duplication des actionneurs dans chaque
ressource), ont limité leur mise à l’échelle pour les circuits multi-cœurs. Le por-
tage du DVFS aux architectures multi-cœurs a donc conduit dans un premier
temps à une transposition directe du système à l’ensemble du circuit distribué,
comme l’illustre la Figure 1.5a. Ceci permet de résoudre le problème de mise à
l’échelle en conservant l’intégration des deux actionneurs pour tout le circuit. La
contre-partie est une perte d’efficacité énergétique globale puisque la surveillance
et l’adaptation des paramètres restent globaux. En effet, à cause des variations
des procédés de fabrication intra-die, les performances effectives de chaque cœur
sont différentes. Comme illustré sur la Figure 1.5b, l’adaptation des paramètres
VF de fonctionnement d’un des cœurs du MPSoC est donc faite de sorte que le
« pire » des cœurs (marqué d’un w sur la Figure 1.5a) puisse fonctionner. Par
exemple la Figure 1.5b montre que le cœur 9, dont la tension d’alimentation ef-
fective pourrait être V Core9alim , est alimenté avec la tension effective qui permet de
faire fonctionner tous les cœurs du MPSoC, VMPSoCalim = maxi V
Corei
alim . Ceci revient
à brider tous les cœurs d’un MPSoC aux performances du "pire" cœur, ce qui
n’est bien sûr pas le plus efficace énergétiquement.
Afin de gérer les performances et la consommation des MPSoCs, des solu-
tions ont été proposées au niveau global. L’ordonnancement des tâches sur la
performance permet de minimiser les temps morts, pour des objectifs de qua-
lité de services [38] ou d’efficacité énergétique [39]. On peut également citer les
algorithmes de migration de tâches qui permettent de minimiser les pics de tem-
pérature pour limiter la consommation statique [40]. Enfin, l’implémentation de
différents algorithmes DVFS dans des niveaux supérieurs de contrôle permettent
d’améliorer les performances globales [41] tout en réduisant la consommation [42].
On peut également citer les méthodes de mise en veille des ressources non-
utilisées du MPSoC. Différents niveaux de mise en veille peuvent être appliqués,
de l’extinction complète de la ressource à la simple diminution des paramètres VF.
La stratégie d’extinction de la ressource (power gating) [43] n’est appliquée que
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(b) Domaine VF du cœur 9
Figure 1.5 – Adaptation globale par DVFS sur un circuit multi-cœur
lors d’applications demandant des mises en veille longues car toutes les données
contenues dans les registres sont perdues et la remise en route constitue alors une
perte de temps et d’énergie importante. Dans le contexte de stratégie dynamique,
on privilégie donc souvent un simple arrêt de l’horloge (clock gating) qui permet
de conserver les informations contenues dans les registres tout en arrêtant la
consommation dynamique des bascules [44]. Dans ce mode, seule la composante
statique de la puissance est dissipée puisque la ressource n’a plus aucune activité.
Enfin les modes idles se contentent simplement de diminuer les paramètres VF à
leur niveau minimal de fonctionnalité permettant ainsi un réveil beaucoup plus
rapide que pour les autres stratégies. Toutefois, la consommation d’énergie durant
la phase de mise en veille est plus importante. Les techniques de gestion globale
et de mise en veille se sont beaucoup développées car leur mise en œuvre est peu
coûteuse en matériel et facilement implémentable.
L’application des techniques introduites ci-avant ne permet pas d’atteindre
l’efficacité énergétique optimale de tout le circuit lorsque l’on considère un multi-
processeur. En effet, ces techniques globales ne permettent pas d’optimiser le
fonctionnement de chacune des ressources indépendamment. Le fait de ne pas
prendre en compte la variabilité locale (P intra-die et VT), de plus en plus im-
portante dans les circuits conçus en technologie avancée, laisse de grandes marges
d’amélioration. L’efficacité énergétique optimale d’un circuit multi-cœurs néces-
site donc une surveillance et une adaptation locale de chacun des cœurs.
1.4 Problématique de la gestion locale
L’efficacité énergétique globale d’un circuit MPSoC est atteinte si toutes les
ressources du circuit sont optimisées pour atteindre leur propre efficacité éner-
gétique selon les contraintes de performances qui leur sont imposées. L’ajout
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de techniques de gestion locale semble donc être la voie la plus adaptées pour
atteindre l’efficacité énergétique globale des architectures distribuées, car elles
cherchent à tirer le meilleur de chacune des ressources en faisant abstraction des
stratégies choisies dans les niveaux de gestion supérieurs.
L’optimisation locale de l’énergie consommée est dépendante des tâches que la
ressource considérée doit exécuter. La gestion locale est donc mise en œuvre à la
granularité temporelle d’une tâche. Une tâche est définie comme un jeu d’instruc-
tions assigné à la ressource afin d’y être traité. Toutes les tâches demandent une
quantité de travail différente qui dépend, notamment, de la structure matérielle
de la ressource. Certains circuits sont composés de blocs matériels optimisés pour
un type donné d’opérations alors que d’autres, plus généralistes, peuvent exécuter
n’importe quel type d’opérations. La granularité d’une tâche n’est donc pas une
constante déterministe, et c’est au moment de la compilation que la charge de
travail liée à l’exécution de la tâche sera connue. La charge de travail d’une tâche
est définie en nombre de cycles d’horloge afin d’être indépendante de la fréquence
d’horloge choisie. En connaissant la charge de travail et la contrainte de perfor-
mance, qui est une donnée temporelle, on peut déterminer à quelle fréquence
d’horloge Fcible, la tâche doit être exécutée [45].
Il a été montré que pour optimiser l’énergie consommée durant l’exécution
d’une tâche, la ressource doit être utilisée pendant toute la durée qui lui est
allouée, de sorte à terminer le travail exactement à la limite de temps (deadline,
DL) [45]. Il semble donc préférable de réaliser une tâche à une fréquence plus
faible, que de finir le travail avant la limite de temps puis de passer dans un mode
de veille. La Figure 1.6 montre que cette proposition n’est vraie que si et seulement
si la tension est ajustée en même temps que la fréquence (DVFS, Figure 1.6c). En
effet, l’énergie consommée durant la tâche (représentée par la surface grisée) est
la même dans le cas DFS (Figure 1.6b) que dans le cas clock gating (Figure 1.6a)
car la puissance dynamique est linéairement dépendante de la fréquence alors que
la puissance statique reste inchangée. Le DFS présente tout de même l’avantage
de minimiser le pic de consommation par rapport au clock gating, ce qui permet
de limiter l’apparition de points chauds et les emballements thermiques dûs à la
puissance statique qui dépend exponentiellement de la température.
L’ajustement conjoint des paramètres VF, suivant la technique DVFS, ap-
parait donc être la solution la plus efficace pour fonctionner au point d’effica-
cité énergétique optimale. En effet, l’ajout de la gestion de la tension à la tech-
nique DFS permet de diminuer à la fois les puissances dynamique et statique. Si
l’on trouve de nombreux travaux sur l’implémentation de différents algorithmes
de DVFS dans les niveaux supérieurs de contrôle, ou sur la collaboration des
technique de DVFS avec des modes de mises en veilles [46], peu de travaux se
concentrent sur l’efficacité énergétique de l’exécution d’une tâche sur une res-
source donnée. Effectivement, comme cela a été évoqué précédemment, la prin-
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Figure 1.6 – Consommation lors de l’exécution d’une tâche en utilisant les tech-
niques de clock gating, de DFS et de DVFS
cipale difficulté dans l’implémentation locale de technique DVFS, réside dans le
surplus de matériel (actionneurs) qu’il est nécessaire de rajouter dans chacune
des ressources. De plus, il apparait nécessaire de surveiller les paramètres de ten-
sion, de température et de fréquence maximale de la ressource afin de réduire les
marges de fonctionnement dues à l’incertitude sur l’état de la ressource.
C’est dans ce contexte que la travail présenté dans ce manuscrit prend tout son
sens. L’objectif est d’améliorer la solution DVFS classique en proposant une im-
plémentation bas coût qui puisse être intégrée localement dans chaque ressource
et qui prenne en compte les variations dynamiques de tension et de tempéra-
ture afin d’approcher le fonctionnement de chaque ressource d’un MPSoC de son
efficacité énergétique optimale.
1.5 Synthèse et positionnement du sujet
Afin de pouvoir optimiser l’efficacité énergétique d’un circuit MPSoC fabriqué
dans des technologies avancées, il apparait indispensable de gérer le compromis
performance/consommation de manière locale. Le développement de telles tech-
niques requiert toutefois la résolution de plusieurs problèmes. En premier lieu,
les variations locales de tension et de température doivent être connues afin d’en
déduire les performances maximales qui peuvent être atteintes. Pour cela, du
matériel permettant la surveillance de la variabilité et le réajustement du point
de fonctionnement de la ressource doit être intégré dans chaque ressource. Pour
atteindre l’efficacité énergétique globale, l’architecture locale doit être pensée,
dès la conception du circuit, pour pouvoir s’adapter aux variations locales et dy-
namiques en incluant un système de surveillance et de gestion de la variabilité
dédié.
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L’architecture permettant d’optimiser l’efficacité énergétique de chaque res-
source ne doit donc pas être seulement dynamique mais elle doit aussi permettre
l’adaptation des paramètres de fonctionnement aux variations dynamiques de
tension et de température. Dans le chapitre suivant, le travail se concentrera sur
la proposition d’une architecture adaptative locale, incluant une solution de sur-
veillance locale bas coût de la variabilité dynamique, et des politiques de réajuste-
ment permettant d’adapter le point de fonctionnement pour atteindre l’efficacité





Le chapitre précédent a permis de mettre en évidence que la prise en compte
de la variabilité dynamique (tension et température) devient indispensable pour
franchir une nouvelle étape dans le développement de processeurs énergétique-
ment efficaces. Dans ce nouveau chapitre nous présentons les principaux travaux
ayant proposé des solutions à ce problème en développant des architectures adap-
tatives permettant de prendre en compte des mesures de variabilité dynamique
pour reconfigurer les paramètres de fonctionnement du circuit. Puis, nous propo-
sons une nouvelle approche ne présentant pas les inconvénients des propositions
de la littérature. L’architecture adaptative proposée se veut une solution bas coût,
basée sur une amélioration des techniques de gestion locale DVFS. Les différents
éléments constitutifs de cette architecture sont détaillés ainsi que les politiques
d’ajustement permettant de réduire les marges de fonctionnement.
Cette dernière partie a notamment été inclus dans une publication acceptée
au journal TCAS-I [1].
2.1 Introduction
L’introduction des marges de conception permettant de rendre robuste les
circuits aux variations PVT, limite leurs performances et réduit leur efficacité
énergétique. Pour améliorer le rapport performances de calcul/consommation,
ces marges pessimistes de fonctionnement doivent être réduites. Pour cela cha-
cune des ressources d’un MPSoC doit pouvoir travailler au plus proche de son
point de fonctionnement optimal tout en restant fonctionnel. Pour atteindre cet
objectif, il est nécessaire que chacune des ressources du circuit puisse s’adap-
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ter aux variations qui l’affectent et aux contraintes de performance qui lui sont
imposées.
Les architectures adaptatives sont une première étape dans le développement
de circuits intelligents, « conscients » de leur état physique et de leurs limites de
fonctionnement. Cela nécessite dans un premier temps de disposer de capteurs
de variabilité afin de mesurer les déviations à la fois spatiales et temporelles aux-
quelles chacune des ressources du MPSoC est soumise. Cela nécessite également
le développement et l’intégration de techniques de surveillance de ces variations
et de prise de décisions permettant de réajuster le fonctionnement local de la res-
source. Ces techniques doivent être mises en œuvre dès la phase de conception du
circuit afin que puisse être implémenté tout le matériel nécessaire à la surveillance
de l’environnement de chacune des ressources du MPSoC et à la réadaptation de
leurs paramètres de fonctionnement.
Dans un premier temps, ce chapitre présente les premiers travaux liés au dé-
veloppement d’architectures adaptatives disponibles dans la littérature. Ensuite,
il est proposé une architecture adaptative locale, basée sur une implémentation
de la technique DVFS dans chaque ressource d’un MPSoC. Cette architecture
permet de mesurer et de compenser les variations dynamiques et locales de ten-
sion et de température afin d’atteindre le point d’efficacité énergétique optimale.
La dernière partie du chapitre présente la politique d’adaptation locale liée à
l’architecture proposée.
2.2 L’apparition des techniques adaptatives
Si la gestion dynamique des performances et de la consommation a fait l’ob-
jet de très nombreuses recherches, l’apparition de solutions adaptatives dans les
circuits numériques est plus récente et remonte à la fin des années 90. L’objectif
est déjà à cette époque de limiter la consommation électrique des appareils mo-
biles comme les ordinateurs portables, les systèmes d’instrumentation mobiles ou
encore les systèmes de radio-communications.
En 1998, T. Kuroda a travaillé sur une technique permettant d’ajuster au-
tomatiquement la tension d’alimentation d’un processeur à son niveau minimal
de fonctionnement [47]. Ce système, représenté à la Figure 2.1a, est composé de
trois éléments principaux.
Un convertisseur DC/DC intégré (Buck converter) permet de générer la ten-
sion VDDL qui est appliquée à la partie régulée du circuit. Ce composant est
lui-même alimenté à une tension constante VDD par un générateur externe. Sa
consigne est commandée par le Timing Controller qui ajuste la fréquence de
hachage f du DC/DC via sa sortie N ∈ [0, 64]. Comme N est un entier, pour
VDD = 3, 3V la résolution de VDDL est de 50mV . Le filtre LC, nécessaire au lis-
sage de la tension générée, est externe au circuit pour limiter le surplus de surface
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(a) Schéma de régulation de la tension (b) Surveillance de la vitesse du chemin critique
Figure 2.1 – Proposition d’auto-adaptation de la tension de Kuroda [47]
nécessaire à l’implémentation de ce convertisseur.
Le Timing Controller est un accumulateur qui calcule la valeur courante de
N en sommant, à chaque cycle de l’horloge de contrôle fN , la sortie du capteur
de performance Speed Detector. Cette sortie ne peut prendre que trois états : +1
si la tension VDDL doit être augmentée, −1 si elle doit être diminuée ou 0 si elle
ne doit pas être ajustée.
Le capteur de performance (Speed Detector), détaillé à la Figure 2.1b, fournit
l’information d’ajustement de la tension en comparant les temps de propagation
d’un signal au travers de trois chemins parallèles alimentés à VDDL. Les trois
chemins sont compris entre deux étages de bascules qui échantillonnent les en-
trées et sorties des chemins à fext, l’horloge de fonctionnement du circuit. Un
des chemins sert de référence en connectant directement les deux bascules en-
trée/sortie. Les deux autres chemins sont composés d’une réplique du chemin
critique du circuit et un des deux possède également quelques étages de buffers
supplémentaire afin d’ajouter un retard d’environ 3% du temps de propagation
du chemin critique. En amont de ces chemins, le Test Data Generator produit
les données propagées par les trois chemins. La sortie de chacun des chemins est
collectée par un comparateur (Output Data Comparator) afin de détecter quels
chemins ont effectivement transmis les données. Ainsi la tension est ajustée de
sorte que le chemin critique transmette correctement les données et que le chemin
critique « bufferisé » soit toujours fautif. Comme les trois chemins sont alimentés
par VDDL, les auteurs affirment que la tension se régule automatiquement à son
niveau minimal de fonctionnement.
En utilisant, ce système de régulation de la tension d’alimentation, les auteurs
montrent qu’il est possible, suivant la fréquence d’horloge considérée, d’atteindre
des facteurs de réduction de la consommation supérieurs à 2 comparé à un proces-
seur alimenté entièrement à VDD. L’implémentation de la solution proposée sur un
processeur R3900 d’environ 440k transistors a montré que le surcoût de matériel
occupe une surface inférieure à 0, 5% de la surface du circuit, sans compter l’oc-
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cupation du filtre LC externe, nécessaire au convertisseur DC/DC. Cette solution
n’est pas présentée par T. Kuroda comme une solution adaptative car les auteurs
utilisent ce système pour ajuster le niveau de tension hors-ligne, au démarrage
du circuit, afin de compenser les variations de procédés de fabrication inter-die
qui sont effectivement les plus « limitantes » pour les performances des circuits
en technologie 400nm. Si les auteurs ne décrivent pas explicitement la possibilité
de prendre en compte les variations dynamiques, cette solution pourrait être di-
rectement utilisée pour surveiller lors du fonctionnement les limites maximales de
fonctionnement du processeur. En ajoutant, un actionneur permettant d’ajuster
la fréquence en fonction des contraintes applicatives de la tâche à effectuer, le
système serait un candidat potentiel d’architecture adaptative.
Cependant, l’élément permettant la surveillance de ce système (Speed De-
tector) est la principale limitation au développement de cette solution sur des
circuits fabriqués en technologies avancées. En effet, l’hypothèse de T. Kuroda
est de considérer que le chemin critique du circuit est unique et donc que la sur-
veillance d’une réplique de ce chemin est suffisante. En réalité, le chemin critique
des circuits modernes peut évoluer au cours du temps en fonction de l’état PVT
courant du circuit. De ce fait, une réplique d’un chemin critique n’est plus une
approche suffisante à la surveillance des limites de fonctionnement d’un circuit.
T. Burd, dans [35], présente l’un des premiers travaux abordant explicitement
la notion de processeurs adaptatifs. Dans cette proposition, le système se compose
en réalité d’un ensemble de quatre circuits assemblés de sorte à pouvoir réguler
la tension et la fréquence de celui qui est nommée CPU (Figure 2.2a). Les trois
autres blocs sont dédiés respectivement à la mémoire, aux entrées/sorties et à la
régulation du CPU. Le but de ce système est de faire en sorte que les actionneurs
de tension et de fréquence adaptent automatiquement le point de fonctionnement
du CPU, de sorte à atteindre la meilleure efficacité énergétique possible.
(a) Architecture quatre circuits (b) Couplage des actionneurs
Figure 2.2 – Proposition de processeur adaptatif de Burd [35]
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Ce système repose sur un couplage des actionneurs de tension et de fréquence,
représenté sur la Figure 2.2b, comme P. Macken [48] l’avait introduit 10 ans
plus tôt. L’actionneur de tension est un convertisseur DC/DC dont la sortie est
modulée par le régulateur. L’actionneur de fréquence est un simple oscillateur
en anneau dont la fréquence est ajustée par la tension. Cette fréquence est alors
mesurée par le bloc régulateur, via un compteur, et comparée à une référence pour
ajuster la tension via une boucle de contre-réaction. La référence de fréquence,
qui représente la contrainte de performance (fréquence cible) que l’on souhaite
appliquer au CPU, est fournie par un contrôle de plus haut niveau, l’OS dans le
cas présent.
Le processeur opère donc de manière automatique à sa tension minimale de
fonctionnement en utilisant l’oscillateur en anneau à la fois comme capteur de
performance et comme générateur d’horloge. Pour que ce système fonctionne,
tout repose sur le fait que l’oscillateur doit être conçu pour être représentatif du
chemin critique du processeur, et ce sur une large gamme de tension. En effet,
la fréquence qu’il génère doit se rapprocher autant que possible de la fréquence
maximale que peut atteindre le chemin le plus critique, et ce sans dépasser cette
limite.
Bien que l’objectif affiché soit d’améliorer l’efficacité énergétique du proces-
seur, l’architecture proposée ne dispose pas de système de surveillance de variabi-
lité à proprement parler. Selon les auteurs, c’est l’oscillateur en anneau qui "par
effet de bord" permet de capturer les effets de la variabilité sur les performances
maximales atteignables. En effet, c’est l’hypothèse selon laquelle la variabilité
statique et dynamique est uniformément répartie sur le circuit qui permet de
pouvoir considérer que cette solution est adaptative, ce qui est vrai pour la tech-
nologie considérée. T. Burd conclut en montrant que, dans la technologie CMOS
0, 6µm et suivant l’application, 78% d’énergie peut être sauvée par rapport à un
système qui n’adapte ni la tension ni la fréquence de fonctionnement, et que des
marges d’amélioration sont encore possibles.
Cependant, ce travail repose sur une hypothèse qui n’est plus valide lorsque
l’on considère des circuits réalisés dans des technologies avancées. En effet, le
chemin critique d’un circuit n’est plus unique et peut évoluer suivant l’état PVT
local et courant du circuit. Un unique oscillateur ne peut donc plus être considéré
comme une réplique fidèle du chemin critique.
Pour surmonter la limitation des travaux de T. Burd et prendre en compte les
variations des procédés de fabrication intra-die, M. Nakai [36] et M. Elgebaly [49]
ont proposé d’autres solutions. Ces travaux sont assez similaires, car basés sur la
même technique de surveillance de la variabilité. Toutefois, ils se complètent car
M. Elgebaly détaille le capteur utilisé alors que M. Nakai décrit plus précisément
l’architecture et les gains en consommation.
Pour prendre en compte le fait que le chemin critique n’est plus unique dans
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les circuits fabriqués dans les technologies avancées, M. Nakai et M. Elgebaly
proposent d’utiliser un émulateur de chemin critique. En plus de l’émulateur,
l’architecture adaptative inclut un [49] ou plusieurs [36] cœurs de calcul et des
actionneurs tension/fréquence couplés [36] ou non [49]. Contrairement à la solu-
tion de T. Burd, l’émulateur de chemin critique est dédié à la surveillance de la
variabilité. La Figure 2.3a présente l’architecture de M. Nakai appelé DVFM (Dy-
namic Voltage and Frequency Management) où l’on trouve l’émulateur de chemin
critique dans le bloc Delay Synthesizer, l’actionneur de tension DC/DC, l’action-
neur de fréquence PLL et l’ensemble de la logique contrôlée. Cet exemple inclut
également un compteur de performances pour une gestion matérielle autonome,
de sorte à s’affranchir d’un contrôle logiciel de plus haut niveau généralement
énergivore.
(a) Architecture de Nakai [36] (b) L’émulateur de chemin critique [49]
Figure 2.3 – Solution adaptative à base d’émulateur de chemin critique
L’émulateur de chemin critique, présenté sur la Figure 2.3b, est une ligne à
retard programmable. M. Nakai l’utilise directement comme ligne à retard, alors
que M. Elgebaly en fait un oscillateur en anneau. Le but est de pouvoir reconfi-
gurer, lors du fonctionnement, la ligne à retard de cet émulateur afin qu’elle soit
la plus représentative possible du chemin critique actuel. La programmation est
faite de sorte que le délai de la ligne soit égal à une période d’horloge, c’est-à-dire,
dans le cas de M. Elgebaly, de sorte que la fréquence de l’oscillateur program-
mable soit égale à la fréquence cible. De plus, la ligne à retard de l’émulateur
est composée de différents éléments afin de pouvoir mieux prendre en compte les
effets particuliers de la logique et des interconnexions sur les temps de propaga-
tion, et ainsi émuler au mieux le chemin critique. Ceci induit un degré de liberté
supplémentaire dans la programmation de l’émulateur. L’exploitation de ce degré
de liberté requiert la caractérisation, par des méthodes STA (Static Timing Ana-
lysis [50]), et le stockage dans des LUTs (Look Up Tables) des données relatives
aux chemins les plus critiques afin de prévoir leur comportement en fonction de
la fréquence cible.
Le coût en consommation de ces solutions n’est pas décrit mais l’empreinte
silicium associée, fournie pour des technologies relativement anciennes (0, 18µm
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et 0, 13µm), est assez importante (0, 16mm2 en technologie 0, 13µm pour la ligne
à retard seulement). Des chiffres de gain de consommation sont tout de même
avancés, montrant que pour une application avec peu d’accès mémoire et peu
contrainte en fréquence d’exécution, le gain peut atteindre 82% de la consomma-
tion totale du circuit par rapport à un système qui n’adapte ni la tension ni la
fréquence de fonctionnement.
Cependant, cette approche montre des limites. La taille de l’émulateur est
importante ce qui induit une surface supplémentaire trop importante s’il est du-
pliqué dans chaque ressource d’un MPSoC, d’autant plus que des LUTs sont
également nécessaires. En outre, l’effet de la température sur le délai de l’ému-
lateur semble négligé dans ces deux propositions, ce qui induit l’introduction de
marges de fonctionnement. Enfin, la principale limitation réside dans le fait que
la mesure de variabilité est locale pour une adaptation globale des paramètres de
fonctionnement, ce qui n’est plus acceptable pour les technologies avancées. En
effet, l’utilisation d’un unique émulateur ne permet pas d’appréhender les varia-
tions spatiales qui, ajoutées aux déviations de procédés de fabrication intra-die,
font que les chemins critiques obtenus lors de la caractérisation STA ne sont pas
ceux espérés.
Pour permettre une surveillance spatiale plus uniforme de la variabilité du cir-
cuit, S. Das [51] propose d’instrumenter directement les chemins critiques avec des
sondes appelées bascules RAZORII. Les chemins critiques sont identifiés durant
la phase de conception du circuit par des méthodes de STA ou SSTA (Statistic
Static Timing Analysis) [50]. Les plus critiques sont instrumentés afin de pouvoir
surveiller en permanence les marges de fonctionnement quel que soit l’état de
variabilité PVT du circuit.
Comme le montre la Figure 2.4, les bascules RAZORII, composées d’un détec-
teur de transition TDetector contrôlé par un détecteur d’horloge DC generator,
sont placées en parallèle des bascules classiques de sorte à surveiller la transi-
tion des données entre deux étages de logique. Ce système permet de signaler si
le chemin instrumenté a un délai proche d’une violation temporelle. Les fautes
temporelles sont détectées en surveillant les transitions du nœud N de la bascule
durant une fenêtre de temps paramétrée. Un signal ERROR est généré si la tran-
sition des données a encore lieu durant la fenêtre de détection. Ce système permet
également d’anticiper les fautes temporelles en ajoutant des marges à la fenêtre
de détection. Lorsqu’une marge temporelle devient trop faible la fréquence ou la
tension est ajustée.
Dans [52], S. Das décrit le mode de fonctionnement de l’adaptation de la
tension, grâce à un DC/DC externe, pour réduire la consommation. La stratégie
empirique appliquée est de compter constamment le nombre d’erreurs détectées
par les RAZOR et d’échantillonner régulièrement (750kHz) cette mesure pour
obtenir un taux d’erreur. Ce dernier est comparé à une référence qui détermine
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Figure 2.4 – Schéma et chronogramme du principe des bascules RAZORII [51]
le taux acceptable de fautes temporelles. Suivant le signe de la comparaison, la
consigne de tension est ajustée de sorte à, respectivement diminuée ou augmentée
régulièrement la tension (1bit/ms, soit 2, 75mV/ms).
Dans l’implémentation présentée dans [51], environ 15% des bascules du cir-
cuit sont des bascules RAZORII. Le surcoût en surface n’est pas donné mais il est
certainement très faible comparé aux solutions précédentes, ce qui en fait une très
bonne solution pour une dissémination dans plusieurs ressources d’un MPSoC. Le
surcoût en consommation du système de surveillance est de 3%. Cependant celui
du système d’adaptation n’est pas donné car un système externe au circuit est
utilisé. Les gains en consommation présentés sont relatifs à un système DVS non-
adaptatif fonctionnant avec des marges. En effet, le corner dans lequel le circuit
testé a été fabriqué a une influence sur l’amplitude des marges que l’architecture
proposée permet de réduire. S. Das montre que le gain en consommation peut
atteindre 37, 5% pour un circuit obtenu dans un cas de procédés de fabrication
corner « fast ».
Ces travaux présentent principalement un système de surveillance de la varia-
bilité et la partie contrôle n’est pas réellement approfondie. On peut facilement
remarquer que la stratégie décrite plus haut ne peut pas être stable et le point
de fonctionnement peut être amené à osciller autour d’un point d’équilibre. Ce-
pendant, la principale limitation de cette solution réside dans l’utilisation de cap-
teurs de fonctionnalité. En effet, les bascules RAZOR instrumentent seulement
les chemins critiques identifiés par SSTA. Cette technique ne permet donc pas
de surveiller la variabilité si les données transitant dans le circuit n’activent pas
ces chemins. De plus, il n’est pas possible d’utiliser ces mesures pour renseigner
les niveaux de contrôle supérieurs sur la température et la tension régnant dans
chaque ressource.
Le manque de prise en compte de la variabilité intra-die représente la li-
2.3. PROPOSITION D’UNE ARCHITECTURE AVFS IDÉALE 21
mitation de la majorité des travaux ayant proposé des solutions architecturales
adaptatives. Or, les variations PVT intra-die deviennent de plus en plus impor-
tantes et limitent les performances des circuits produits dans des technologies
avancées. La proposition de S. Das permet d’aborder cette limitation même si
l’utilisation des seuls capteurs de fonctionnalité pose encore quelques difficultés,
qui pourraient être compensées par l’utilisation de capteurs complémentaires.
La limitation commune au développement et à la généralisation des solutions
présentées précédemment est leur coût, à la fois en terme de développement du
matériel et en terme d’implémentation et/ou d’utilisation dans le contexte d’un
MPSoC. Ces propositions, basées sur des conceptions de capteurs particuliers,
semblent trop en rupture par rapport aux plateformes développées usuellement
et aux flots de conception associés. Une solution très bas coût en matériel, en
conception et en utilisation pourrait être mieux acceptée à la fois par les concep-
teurs de circuits intégrés et les responsables de produits.
Dans la section suivante, une architecture adaptative bas coût est présentée.
Les limitations relatives aux coûts de conception et d’intégration sont surmontées
par l’utilisation de capteurs, d’actionneurs et l’application de politiques d’ajus-
tement génériques.
2.3 Proposition d’une architecture AVFS idéale
Le concept fondateur de l’architecture adaptative proposée réside dans le fait
de décentraliser le maximum de fonctionnalités (action sur le point de fonctionne-
ment, surveillance de la variabilité, décision de ré-adaptation) pour les déporter
au plus proche de chaque ressource. Cela permet d’obtenir naturellement un sys-
tème dédié et optimisé pour la gestion de la ressource en prenant en compte les
variations locales.
L’architecture idéale proposée est basée sur l’implémentation locale de la tech-
nique DVFS, augmentée d’un système de surveillance de la variabilité environne-
mentale et d’un système de décision de la politique d’ajustement local à appliquer
aux actionneurs. Cette architecture locale que l’on nomme AVFS (Adaptive Vol-
tage and Frequency Scaling) peut être définie comme un DVFS adaptatif local
[53]. En effet, la technique DVFS ayant fait ses preuves en terme d’efficacité
sur des circuits mono-processeur, le premier défi est de la rendre implémentable
localement en la mettant à l’échelle d’une ressource d’un MPSoC. Le second chal-
lenge est d’améliorer le système DVFS classique par la surveillance dynamique
de la variabilité et l’adaptation du fonctionnement de la ressource. La Figure 2.5
montre que l’architecture AVFS proposée reprend les actionneurs de tension et
de fréquence, ainsi que l’organe de contrôle local, intégrés dans le DVFS comme
le montre la Figure 1.4a. Pour rendre le système DVFS adaptatif, des capteurs
(carrés noirs sur la Figure 2.5) et un organe d’ajustement local sont ajoutés pour
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Figure 2.5 – Principaux éléments composant l’architecture adaptative
L’aspect local de la solution adaptative est très important afin de pouvoir ré-
duire au maximum les marges de fonctionnement de chaque ressource. La struc-
ture idéale de l’AVFS forme un îlot adaptatif permettant d’instrumenter chaque
unité de calcul. Dans chaque îlot, l’architecture AVFS est donc composée :
– d’actionneurs pour appliquer un point de fonctionnement tension/fréquence
à la ressource gérée du MPSoC ;
– de capteurs de variabilité intégrés dans l’unité de calcul à surveiller (repré-
sentés par de petits carrés noirs sur la Figure 2.5), avec éventuellement un
système de traitement ou de mise en forme des mesures (non représenté) ;
– d’un système décisionnel, incluant le Contrôle local et l’Ajustement local,
qui prend en compte les contraintes de performances provenant du contrôle
global et les mesures de variabilité locale.
L’îlot adaptatif forme donc une bulle locale qui s’intègre dans un schéma
de contrôle plus global. La structure globale la plus adaptée à la communication
semble être de placer les îlots en étoile autour du contrôle global, et que le dialogue
entre le contrôle global et les îlots se fasse à travers un réseau asynchrone afin que
les communications soit indépendantes des performances de chaque ressource.
La ressource à laquelle on applique l’architecture adaptative peut avoir une
taille plus ou moins importante selon la granularité d’implémentation choisie. Une
ressource peut être un cœur ou un groupe de cœurs (cluster) dont la surface oc-
cupée est plus ou moins étendue. L’architecture AVFS locale présente l’avantage
de pouvoir être mise à l’échelle suivant la granularité de l’îlot adaptatif consi-
déré. Cependant la performance maximale de la ressource est toujours limitée
par la pire condition locale de variabilité qui règne en son sein. Donc, plus la
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ressource est étendue, plus les disparités PVT au sein de la ressource risquent
d’être importantes et moins il est possible d’optimiser l’efficacité énergétique de
toute la ressource. En suivant cette logique, et en tenant compte qu’aujourd’hui
les circuits sont soumis à des variations intra-die des procédés de fabrication, à
des IRdrops locaux et à des gradients importants de température, le découpage
le plus fin possible serait donc le plus adapté pour obtenir la meilleure efficacité
énergétique de l’îlot. Cependant le matériel nécessaire pour surveiller la variabilité
et réajuster les paramètres de fonctionnement doit être implémenté dans chaque
ressource et une multiplication excessive des îlots peut conduire à un surplus
de matériel très invasif et énergivore. Il est donc certain qu’un compromis doit
être trouvé entre efficacité de l’AVFS et le coût de l’adaptation. Ce compromis
permet de définir la granularité à laquelle il n’est plus rentable énergétiquement
d’implémenter l’architecture. Ce point sera discuté au chapitre 4.
Les capteurs doivent être intégrés dans la ressource afin de surveiller unifor-
mément la ressource, ou a minima les zones les plus sujettes à la variabilité. Ils
doivent permettre de mesurer la variabilité en un point précis du circuit, ce qui
implique qu’ils soient suffisamment petits pour avoir une empreinte silicium né-
gligeable. Le but est qu’ils soient capables de mesurer les trois composantes PVT
de la variabilité en temps réel et avec la meilleure précision possible. L’idéal serait
de disposer de capteurs qui nous renseignent sur l’état des procédés de fabrica-
tion sur toute la surface du circuit et sur les évolutions locales de vieillissement
tout au long de la vie du circuit intégré. De même, des capteurs de tension et de
température permettant d’obtenir une cartographie de l’évolution temporelle et
spatiale de la tension et de la température seraient souhaitables.
Les actionneurs permettent d’appliquer à la ressource le point de fonction-
nement choisi. Les caractéristiques de performances recherchées pour ces action-
neurs sont de délivrer une valeur de sortie la plus proche possible de la consigne
et ce le plus rapidement possible. De plus, leur consommation en fonctionne-
ment doit être minimisée afin de conserver un bon rendement énergétique. Enfin,
la surface occupée par ces actionneurs doit être la plus faible possible afin que
la duplication des actionneurs dans chaque ressource ne représente pas un coût
surfacique important. Il est à noter que, si la Figure 2.5 présente une structure
composée des deux actionneurs que nous considérerons par la suite, le principe
de l’AVFS reste identique si d’autres actionneurs sont ajoutés (par exemple un
actionneur de tension de substrat).
La partie décisionnelle a pour rôle de fournir aux actionneurs les consignes de
paramètres de fonctionnement qui doivent être appliqués à la ressource. Ce calcul
est fait en fonction des contraintes de performance liées à la tâche à exécuter et
de l’état de variabilité de la ressource. Cette partie est donc composée de deux
éléments : le Contrôle local, hérité du DVFS, et l’Ajustement local qui permet de
prendre en considération les mesures locales de variabilité provenant des capteurs.
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Cet organe décisionnel a également pour objectif de diffuser les mesures de va-
riabilité locale (notamment la température) vers les niveaux de contrôle globaux.
D’un point de vue des performances attendues, le système décisionnel doit être
fiable et il doit introduire le moins de retard possible dans la boucle de contrôle.
Le contrôle local reçoit, de la part du contrôle global, les contraintes de perfor-
mances relatives à une tâche. Pour calculer la fréquence cible Fcible, qui permet
de respecter les performances, le contrôle local doit connaître le budget tempo-
rel dont la ressource dispose pour exécuter la tâche (DL, Deadline) ainsi que la
charge de travail que représente cette tâche (WL, Workload). La charge de travail
peut être obtenue lors de la compilation, tandis que la contrainte temporelle, liée
aux aspects temps réel, est généralement donnée par l’OS (Operating System).
Le contrôle local choisit également le niveau de tension permettant de fonctionner
à la fréquence cible choisie, tout en consommant le moins possible.
Sans information sur l’état actuel de tension et de température de la res-
source, les consignes des actionneurs doivent inclure des marges de fonctionne-
ment qui permettent de couvrir toutes les déviations pouvant survenir. Le rôle
de l’ajustement local est donc de prendre en compte les mesures de variabilité
dynamique afin de réajuster les consignes des actionneurs en vue de diminuer les
marges de fonctionnement.
Si les bases et les principaux éléments composant une architecture AVFS
locale ont été présentés dans cette section, la réalisation de ce projet est en partie
limitée par les choix matériels d’implémentation de chaque bloc, en fonction des
éléments disponibles ou non. Dans la section suivante, les choix effectués pour
réaliser l’architecture considérée sont présentés et argumentés.
2.4 Architecture considérée
Avant de décrire les différents éléments choisis pour constituer notre archi-
tecture AVFS locale, il est important de positionner les différents îlots dans une
architecture globale qui les gère et les relie entre eux.
L’architecture globale retenue est appelée architecture GALS (Globalement
Asynchrone Localement Synchrone). La Figure 2.6 montre qu’elle est particulière-
ment bien adaptée à la gestion de plusieurs îlots indépendants grâce à sa structure
articulée autour d’un réseau sur puce asynchrone. Le développement de ce type
d’architecture a notamment été rendu possible par l’apparition de réseaux sur
puce (Network-on-Chip, NoC) [54], puis par leur évolution en version asynchrone
(Asynchronous Network-on-Chip, ANoC) [55]. L’ANoC permet la communica-
tion entre les différentes ressources du MPSoC de manière indépendante. Chaque
ressource est connectée à l’ANoC par une interface réseau (Network Interface,
NI). Elle dispose de son générateur local d’horloge (GH) qui synchronise tous
ses éléments constitutifs. Il est à noter que les éléments de l’îlot qui ne sont pas
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inclus dans la ressource mais qui nécessitent une horloge (contrôle, actionneurs)



















Figure 2.6 – Principe d’une architecture GALS
Pour la réalisation de l’architecture globale choisie, chaque ressource est un
îlot tension/fréquence (Voltage/Frequency Island, VFI) de l’architecture GALS.
Cependant un des îlots est réservé pour le contrôle global. Toutes les communi-
cations entre VFIs ou de VFI à contrôle global se font de manière asynchrone.
La Figure 2.7 montre les interactions entre les VFIs et le contrôle global. La com-
munication entre un VFI et le contrôle global permet, d’une part la diffusion des
mesures de variabilité locale vers le contrôle global, et d’autre part l’injection des
contraintes de performances liées à la tâche à exécuter sur le VFI.
L’avantage d’une communication asynchrone est de pouvoir gérer les perfor-
mances et la distribution des tâches très efficacement, sans les délais d’attente
liés aux différences de performances entre ressources comme c’est le cas pour une
architecture globalement synchrone. Dès qu’une ressource est libre ou termine la
tâche en cours, le contrôle global peut immédiatement lui affecter une nouvelle
tâche. D’autre part, dès que des mesures de variabilité sont disponibles dans une
ressource, elles peuvent être immédiatement diffusées vers le contrôle global. La
connaissance globale des mesures de variabilité locale peut influer sur la stratégie
d’affectation d’une tâche à une ressource. L’analyse globale de la température
peut conduire à privilégier une ressource plutôt qu’une autre pour exécuter une
tâche. Ou encore une migration de tâche vers une autre ressource peut être effec-
tuée pour éviter l’apparition d’un point chaud.
La Figure 2.7 présente également le principe de l’architecture adaptative locale
proposée. On retrouve les principaux éléments décrits dans la section précédente
Figure 2.5. Cependant on peut remarquer l’ajout d’un bloc Traitement des me-
sures, permettant de mettre en forme les mesures brutes des capteurs et d’en
extraire des estimations de la tension et la température en différents endroits de














Figure 2.7 – Principaux éléments composant l’architecture AVFS proposée
la ressource. L’introduction de ce bloc est principalement liée à l’utilisation de
capteurs spécifiques qui nécessitent une phase de fusion de données afin de pou-
voir en exploiter les mesures. Les méthodes de traitement des mesures du capteurs
font l’objet d’une des principales contributions de ce manuscrit, développée au
chapitre 3. En effet l’extraction des valeurs de tension et de température des
mesures du capteur considéré est particulièrement délicate. Il est à noter que ce
système, permettant obtenir des valeurs de tension et de température en plusieurs
points d’une ressource, vient compléter les différents systèmes de surveillance des
performances ou de la variabilité existants, comme la surveillance des chemins
critiques par des capteurs de fonctionnalité [56] qui seront décrit plus bas.
La suite de cette section discute des choix d’actionneurs, de capteurs et du
système de contrôle local, qui ont été faits pour être intégrés dans l’architecture
AVFS proposée.
2.4.1 Actionneurs
Dans les travaux présentés précédemment ainsi que dans ce travail, les action-
neurs considérés sont ceux de tension d’alimentation et de fréquence d’horloge.
Comme cela a été décrit, le concept de distribution est indispensable au dévelop-
pement d’une gestion locale permettant d’isoler les îlots les uns des autres et per-
mettant de pouvoir gérer indépendamment les ressources les unes des autres. Les
actionneurs locaux de tension et de fréquence permettent de déporter les sources
d’alimentation et la génération d’horloge au plus proche de la ressource consom-
matrice. Pour réaliser ces actionneurs on peut identifier pour chacun d’entre eux
plusieurs choix dans la littérature.
2.4. ARCHITECTURE CONSIDÉRÉE 27
Pour ajuster la tension d’alimentation d’un processeur l’actionneur générale-
ment adopté est un convertisseur DC/DC intégré [57]. Ce type d’actionneur a
pour principal avantage de pouvoir générer localement, et sur une plage conti-
nue, un niveau de tension entre deux limites Vmin et Vmax. Ce type d’actionneur
possède de bonnes qualités de stabilité et de robustesse à la variabilité grâce à un
contrôle en boucle fermée. Le principal inconvénient de cet actionneur est sa taille
qui limite drastiquement sa duplication au sein d’un MPSoC, compte tenu qu’un
générateur de tension par ressource est nécessaire. De plus, ce type d’actionneur
possède un mauvais rendement lorsqu’il fonctionne à basse tension, ce qui est de
plus en plus le cas pour les circuits orientés basse consommation.
Une alternative intéressante au convertisseur DC/DC est le système de Vdd-
hopping (ou voltage dithering) [58] qui consiste à basculer entre différents niveaux
de tension fixés (classiquement deux niveaux sont considérés, Vhigh et Vlow sur
la Figure 2.8b). Techniquement cet actionneur reprend le principe de hachage
du convertisseur DC/DC mais avec une fréquence de hachage minimale (un seul
changement de tension pour la période considérée) et dont le circuit remplace le
filtre RC. L’utilisation de cet actionneur, qui est décrite plus en détail dans la
section 2.5, est moins triviale que celle du DC/DC car elle nécessite de changer la
consigne de l’actionneur de fréquence en même temps que l’on saute d’un niveau
de tension à l’autre. Toutefois, les avantages du système de Vdd-hopping sont,
un très faible coût d’intégration, et une dynamique de sortie plus rapide que celle
du DC/DC.
(a) Proposition de DC/DC distribué [59] (b) Principe du Vdd-hopping [58]
Figure 2.8 – Différents choix d’actionneurs de tension
Le système de Vdd-hopping sera donc privilégié dans le cadre de l’architecture
proposée. Cependant, la possibilité d’utiliser des convertisseurs DC/DC ne sera
pas complètement écartée car les dernières études portant sur la distribution de
ces éléments, comme sur la Figure 2.8a, ont montré des évolutions prometteuses
en terme d’intégrabilité [59].
Pour ajuster la fréquence d’horloge, les PLLs (Phase Locked-Loop) [60] ont
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beaucoup été développées par le passé, notamment pour les applications Radio
Fréquence (RF) [61] qui possèdent des contraintes fortes. Ces actionneurs de fré-
quence, par définition bouclés, sont conçus pour compenser la gigue (jitter en an-
glais) des oscillateurs et sont robustes à la variabilité. Leurs évolutions en version
entièrement numérique [62], comme présenté Figure 2.9a, possèdent d’excellentes
qualités de précision et de régularité des signaux oscillants. Cependant, la dupli-
cation de ces actionneurs peut être coûteuse même si on peut noter des travaux
visant à distribuer des PLLs discrètes [63] permettant de limiter l’occupation
silicium pour des réseaux synchrones.
Les FLLs (Frequency Locked-Loop), plus simples, possèdent une meilleure
intégrabilité. Une FLL ne garantit pas une gigue aussi faible qu’une PLL, cepen-
dant des travaux récents [64] ont montré de très bons résultats avec des précisions
suffisantes pour la génération locale d’horloge. De plus, d’un point de vue dyna-
mique la DFLL (FLL discrète), présentée Figure 2.9b, de [64] permet de changer
de fréquence de sortie très rapidement (quelques cycles de l’horloge référence).
La fréquence peut être ajustée sur une large plage avec une très bonne résolution,
ce qui permet de considérer cette plage comme étant quasi-continue. Ses avan-
tages par rapport à la PLL en font l’actionneur de fréquence privilégié pour les
applications MPSoC.
(a) La PLL numérique de [61] (b) FLL discrète [65]
Figure 2.9 – Différents choix d’actionneurs de fréquence
2.4.2 Les systèmes de surveillance de la variabilité
Les capteurs de variabilité, représentés par des carrés noirs sur la Figure 2.7,
sont intégrés à même la ressource surveillée. Ces capteurs disposent d’un système
de contrôle dédié pour les paramétrer, les activer et transférer leurs mesures afin
qu’elles soient traitées. Différentes structures de réseau de communication entre
les capteurs et l’organe de traitement des mesures sont envisageables. Pour les
capteurs de variations de tension et de température le choix s’est porté sur un
chaînage des capteurs entre-eux afin de simplifier l’intégration en limitant les fils
reliant les capteurs à leur contrôleur et en capitalisant un seul contrôleur pour
l’ensemble des capteurs.
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Le rôle des capteurs de variabilité intégrés est de surveiller les variations PVT
au sein de la ressource. Ils doivent donc être adaptés aux différentes composantes
de la variabilité. Aussi, différents types de capteurs sont nécessaires pour per-
mettre le fonctionnement de l’architecture AVFS proposée.
En premier lieu, les variations statiques des procédés de fabrication doivent
être caractérisées. Des capteurs dédiés sont généralement utilisés lors de la phase
de test du circuit intégré en sortie de fabrication [66] [67]. Du fait de leur taille
importante, il est difficile de les dupliquer afin de couvrir la surface du circuit
et seuls 1 ou 2 de ces capteurs sont habituellement intégrés dans un circuit.
Ces capteurs permettent de déterminer l’état général des procédés de fabrication
du circuit intégré (Typical, Fast, Slow) mais ne permettent pas d’appréhender les
variations des procédés de fabrication intra-die. Or, ce sont les variations intra-die
qui limitent de manière différente le fonctionnement de chaque ressource pour un
état de variabilité donné, et donc limitent les gains apportés par les architectures
DVFS globales.
Afin de caractériser les limites de fonctionnement effectives de chaque res-
source, des capteurs de fonctionnalité, appelés TSM (Timing Slack Monitor) [68]
et dont le principe est présenté Figure 2.10, sont utilisés. S’ils sont mis en œuvre
au démarrage du circuit, dans une phase de calibration, l’état de tension et de
température peut être considéré comme statique (ou constant). La mesure de
ces capteurs renseigne alors sur les variations des procédés de fabrication intra-
die. Techniquement, les capteurs de fonctionnalité sont de petites sondes instru-
mentant les chemins identifiés comme étant les plus critiques du circuit intégré
pendant la phase de conception.
(a) Instrumentation d’un chemin critique (b) Schéma de la structure de détection
Figure 2.10 – Capteurs de fonctionnalité TSM [56]
Leur mesure permet de connaître la marge temporelle (Timing Slack) avant
apparition d’une violation de contrainte de setup (i.e. une faute). Un code test,
identifié durant la conception du circuit comme activant les chemins critiques,
est donc exécuté par la ressource à cet fin. Il est en pratique exécuté consécutive-
ment plusieurs fois, à différentes fréquences d’horloge, jusqu’à ce que les capteurs
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détectent un avertissement, i.e. une marge temporelle très faible compte tenu du
seuil fixé (marge). La fréquence à laquelle l’avertissement apparait est enregistrée
comme le point de fonctionnement le plus proche de l’optimal pour le niveau de
tension considéré.
En réalisant cette calibration pour plusieurs niveaux de tension, on obtient
un ensemble de points {V, Fmax} définissant la frontière entre un comportement
correct ou fautif du circuit. C’est ensuite un de ces points {V, Fmax} qui est appli-
qué par défaut à la ressource lors de l’exécution d’une tâche, avant d’être réajusté
en fonctionnement suivant les conditions effectives de tension et de température
régnant dans la ressource.
Enfin, des capteurs de variabilité dynamique sont nécessaires afin de pou-
voir suivre les variations locales de température et de tension apparaissant dans
chaque ressource. Afin de pouvoir les dupliquer dans toutes les ressources du MP-
SoC, les capteurs de variabilité environnementale doivent être le moins invasifs
possible. Comme décrit dans [56] et [68], les capteurs de fonctionnalité possèdent
de bonnes caractéristiques d’intégrabilité et leurs limitations, relatives à leur uti-
lisation pour la surveillance dynamique de la variabilité VT, ont été discutées à
la fin de la section 2.2. Cependant, leur utilité est incontestable pour définir les
limites maximales de fonctionnement lors de phases de calibration du circuit. De
plus, ils permettent de détecter des variations dangereuses de tension ou de tem-
pérature, sans pour autant pouvoir les dissocier, en émettant un avertissement
signifiant que le chemin critique affecté atteint ses limites de fonctionnement.
Hormis ce type de capteurs, on distingue deux classes de capteurs intégrés dans
la littérature : les capteurs spécialisés ou non-spécialisés.
Les capteurs spécialisés sont conçus dans le but de délivrer une mesure di-
recte de la variable qu’ils surveillent. Ils fournissent donc une mesure absolue
d’une grandeur physique. Par exemple, [69] et [70] ont respectivement proposé
un capteur de tension et de température. Ces capteurs présentent l’avantage de
fournir des mesures quantitatives précises et ce avec une grande résolution. Ainsi
le capteur de température proposé par [71] présente une erreur à 3 ·σ de ±0, 15°C
sur la gamme de fonctionnement −55°C à 125°C tandis que le capteur de tension
proposé dans [72] mesure des variations de tension avec une résolution de 5mV .
L’inconvénient de ces capteurs est qu’ils sont basés sur l’exploitation de comporte-
ments analogiques des transistors [73] [74]. De ce fait, ils produisent une mesure
analogique qu’il est nécessaire de convertir en donnée numérique à l’aide d’un
convertisseur analogique/numérique (ADC), comme cela est illustré sur les Fi-
gures 2.11a et 2.11b. Leur taille (i.e. capteur plus ADC) devient alors un élément
rédhibitoire à la duplication non-invasive dans chaque ressource, caractéristique
nécessaire pour la surveillance locale de la variabilité.
Notons que l’on trouve aussi des capteurs spécialisés numériques qui offrent
de bonne précision. Cependant leur précision est en partie la conséquence d’une
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utilisation du capteur dans une gamme de fonctionnement réduite [75] ou de
l’utilisation de technologies anciennes qui étaient moins sensibles à la variabilité
[76]. Pour les raisons énoncées ci-dessus, les capteurs spécialisés sont implémentés
de façon unitaire pour des applications de surveillance globale ou de test.
(a) Capteur de tension [77] (b) Capteur de température [71]
Figure 2.11 – Capteurs de tension et de température nécessitant un ADC
La seconde classe de capteurs intégrés regroupe les capteurs non-spécialisés.
Ces derniers produisent des mesures quantitatives dont les valeurs dépendent
de l’état PVT de la zone du circuit dans laquelle ils sont placés. L’avantage de
ces capteurs est qu’ils sont majoritairement basés sur des structures numériques,
comme les oscillateurs en anneau (Ring-Oscillator, ROs). Ils sont donc généra-
lement peu invasifs. Un oscillateur en anneau est une chaine de portes logiques
rebouclée sur elle-même de sorte à osciller. Il se met donc à osciller dès lors qu’il
est alimenté et sa fréquence d’oscillation est toujours sa fréquence maximale.
Comme les temps de commutation des transistors et de propagation des signaux
à travers les portes dépendent de l’état PVT [78], la fréquence d’oscillation d’un
RO est une mesure indirecte de la variabilité.
Si les ROs ont été largement utilisés pour la caractérisation des circuits [79]
[80] ou des mesures globales de limite de fonctionnement [81] [82], leur utilisation
pour surveiller les variations directes de tension ou de température est plus pro-
blématique. En effet, la mesure directe de ces capteurs ne fait pas de distinction
entre les trois composantes de la variabilité.
La méthode la plus répandue pour isoler les effets de la température ou de la
tension sur la fréquence des oscillateurs, consiste, comme illustré à la Figure 2.12b,
à exploiter les différences de comportement de deux ROs [83]. Des précisions de
quelques degrés et quelques millivolts peuvent être atteintes. Cependant, des ap-
proximations physiques et/ou une limitation de la gamme VT de fonctionnement
[84] rendent ces capteurs peu fiables. Enfin, le débit de mesure est souvent li-
mité par le temps de mesure et le coût de traitement numérique (calcul) de ces
mesures.
Le choix de capteurs de tension et de température correspondant au cahier des
charges, n’est donc pas trivial. On peut résumer ce choix à un compromis entre
précision (capteur analogique) et intégrabilité (capteur numérique). La principale
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(a) Oscillateur programmable pour la me-
sure de la tension et de la température [84]
(b) Double oscillateur pour mesurer la
température [83]
Figure 2.12 – Capteurs de tension et de température basés sur des oscillateurs en
anneau
contrainte dans le développement d’une architecture AVFS étant de minimiser
l’empreinte silicium des capteurs et leur consommation, le capteur que nous avons
adopté est un bloc très bas coût, nommé Multiprobe, développé dans le Labo-
ratoire Intégration Silicium et Architecture Numérique (LISAN) du CEA-Leti.
Ce dernier a été spécifiquement conçu pour être intégré dans des architectures
AVFS.
Ce capteur est composé d’un ensemble de capteurs non-spécialisés (sept ROs).
Il nécessite donc une étape de traitement des mesures pour extraire des sept
fréquences mesurées, les valeurs de tension et de température. Le Multiprobe
ainsi que la méthode d’estimation de la tension et de la température qui a été
spécifiquement développée pour ce capteur, mais dont le principe d’utilisation
n’est pas limité à ce capteur, sont présentés au chapitre 3.
2.4.3 Contrôle et ajustement local
La partie décisionnelle de l’architecture adaptative locale proposée est décou-
pée en deux blocs : le contrôle local et l’ajustement local. Des solutions de contrôle
local ont déjà été implémentées aussi bien dans la littérature qu’au CEA. Le bloc
d’ajustement local est lui peu développé au jour d’aujourd’hui car les travaux sur
les architectures adaptatives sont peu nombreux dans la littérature et ceux liés à
l’architecture AVFS choisie sont relativement récents au CEA.
Le contrôle local est hérité des techniques de DVFS et son implémentation
peut donc être directement inspirée des travaux existants. Il a pour rôle de choisir
le couple de paramètres {Valim, Fcible} qui seront les consignes des actionneurs, à
partir des seules contraintes de performance applicative, i.e. sans connaissance a
priori de l’état actuel de tension et de température. Ce choix des paramètres de
fonctionnement dépend également fortement des actionneurs considérés.
Comme décrit dans la section 2.4.1, le choix de la FLL comme actionneur de
fréquence est assez évident, du fait de ses qualités d’intégrabilité, de précision et
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de rapidité. Le choix de l’actionneur de tension est moins aisé, et nous considérons
donc que les deux actionneurs de tension, DC/DC et Vdd-hopping, peuvent être
viables. Deux politiques de contrôle local seront donc à envisager, une pour chacun
de ces actionneurs de tension.
Si le convertisseur DC/DC est choisi, cela permet au contrôle local de choisir
le couple {Valim, Fcible} parmi un continuum de valeurs de tension et un ensemble
quasi-continu de fréquences. Fcible étant calculée en fonction de la charge de travail
WL et du budget temporel DL liés à la tâche exécutée, la seule action du contrôle
local est alors de déterminer le niveau de tension minimal Valim permettant de
fonctionner à la fréquence cible. On voit sur la Figure 2.13, que le choix de Valim
requiert la connaissance de la limite de fonctionnement effective de la ressource
(courbe noire continue). La limite théorique de fonctionnement (en pointillés sur
la Figure 2.13) est quant à elle obtenue lors de la phase de calibration de la
ressource en utilisant les capteurs de fonctionnalité. Si le contrôle local n’a pas
connaissance de l’état actuel de la tension et de la température de la ressource,
la limite effective de fonctionnent est calculée à partir de la limite théorique à
laquelle on ajoute des marges de fonctionnement. Dans ce cas, le choix de Valim par
le contrôle local est donc fait en considérant une limite de fonctionnement statique
incluant les marges de fonctionnement permettant de couvrir les incertitudes de





Figure 2.13 – Choix des paramètres {Valim, Fcible} avec un actionneur de tension
continu
Pour un fonctionnement avec un actionneur de tension discret, par exemple
de type Vdd-hopping, la tension ne peut pas être ajustée librement. En effet,
l’actionneur de Vdd-hopping est un actionneur discret qui ne peut qu’appliquer
un seul niveau de tension choisi parmi un nombre limité de valeurs prédéfi-
nies. La Figure 2.14 présente les chronogrammes du déroulement d’une même
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tâche en utilisant un actionneur de tension continu (Figure 2.14a) ou discret (Fi-
gure 2.14b). Dans les deux cas, le contrôle local détermine que la tâche doit être
exécutée avec les paramètres de tension et de fréquence {Vmoy, Fcible} afin que les
contraintes applicatives de performances soient respectées. Contrairement au cas
continu (DC/DC) où Vmoy = Valim, dans le cas de l’actionneur de tension discret
le niveau de tension moyen Vmoy ne peut être atteint qu’en basculant de Valim2 à
Valim1 avec un rapport cyclique α. En pratique, comme la contrainte principale
est de fonctionner à la fréquence Fcible, α est obtenu par l’équation (2.1) :
αF2 + (1− α)F1 = Fcible (2.1)
avec α ∈ [0; 1]. La tension moyenne de fonctionnement de la ressource Vmoy durant
la tâche, est alors :
Vmoy = αV2 + (1− α)V1 (2.2)
Il est à noter que l’exécution de la tâche représentée Figure 2.14b, est effectuée
selon la séquence recommandée par [45], première partie à tension haute V2 et
seconde partie à tension basse V1. Cette séquence permet de garantir que la
contrainte forte de temps réel (la tâche doit être terminée avant DL) peut toujours
être respectée, même en présence de variations affectant le fonctionnement de la
ressource. L’ordre de cette séquence et l’effet associé sur les contraintes de temps




















(b) Actionneur de tension discret
Figure 2.14 – Chronogrammes des paramètres de fonctionnement d’une ressource
exécutant une tâche suivant l’actionneur de tension considéré
La Figure 2.15 présente le domaine de fonctionnement VF dans le cas d’un ac-
tionneur de tension discret. L’exemple est donné ici pour deux niveaux de tension
disponibles Valim1 et Valim2 , mais il est à noter que des niveaux intermédiaires
peuvent être ajoutés. Cependant, le fait de disposer de n niveaux de tension dis-
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ponibles nécessite de concevoir un circuit avec n grilles d’alimentation, ce qui










Figure 2.15 – Choix des paramètres {Vmoy, Fcible} avec un actionneur de tension
discret
Afin de simplifier les notations et de s’abstraire du nombre d’actionneur dis-
ponible, la notion de Power Mode (PM) a été définie par [85] en associant la
puissance consommée par la ressource au point de fonctionnement correspon-
dant. Dans notre cas nous définissons deux PMs, tel que PM1 corresponde au
point de fonctionnement {Valim1 , F1} et PM2 à {Valim2 , F2}. On remarque que
la limite de fonctionnement effective est maintenant un segment de droite reliant
les deux points PM1 et PM2, puisque par construction la relation entre Fcible et
Vmoy est linéaire. Il est à noter que, quel que soit le nombre de PMs considérés il
a été montré par [85] que la consommation est minimisée lorsque la tâche est exé-
cutée en utilisant seulement deux des N PMs disponibles, les deux plus proches
de Fcible.
Comme pour le cas continu, cette limite de fonctionnement doit être obte-
nue lors de la calibration de la ressource grâce aux capteurs de fonctionnalité.
Cependant, cette calibration n’a besoin d’être effectuée que pour les points de
fonctionnement effectivement utilisés, i.e. PM1 et PM2 pour l’exemple considéré.
L’utilisation d’un actionneur discret simplifie donc grandement la calibration de
la limite de fonctionnement. Néanmoins, on observe que le segment de droite re-
présentant la limite de fonctionnement effective est en deçà de la courbe continue
qui correspond à l’actionneur continu. De ce fait, à rendement et marges iden-
tiques, le fonctionnement de la ressource avec un actionneur discret est moins
efficace énergétiquement qu’avec un actionneur continu.
Pour les deux politiques de contrôle local présentées, les paramètres de consigne
de tension et de fréquence à appliquer aux actionneurs sont déterminés à partir de
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données obtenues dans les conditions de variabilité de calibration. Cependant, la
variabilité environnementale, au moment de l’exécution de la tâche considérée, ne
correspond vraisemblablement pas à la variabilité lors de la calibration. Il est donc
nécessaire d’ajuster lors du fonctionnement, grâce à l’organe d’ajustement local,
les paramètres de consignes VF des actionneurs afin de maintenir la meilleure effi-
cacité énergétique possible et surtout la fonctionnalité du système. Les politiques
de réadaptation présentées à la section 2.2 ont montré que les politiques d’ajus-
tement local sont fortement liées à l’architecture adaptative considérée. Dans la
section suivante les politiques de réadaptation spécifiques à notre architecture
sont présentées.
2.5 Politiques de réadaptation locale
Les politiques de réadaptation locale ont pour rôle de prendre en compte les
mesures locales de variabilité environnementale afin d’ajuster les paramètres de
fonctionnement VF qui sont appliqués par les actionneurs à la ressource. Le but
est de pouvoir réduire les marges statiques VT de fonctionnement (par exemple
sur la Figure 2.13) afin de s’approcher au maximum de la limite de fonctionnement
théorique (courbe en pointillés sur la Figure 2.13) et donc améliorer l’efficacité
énergétique de la ressource.
Pour être le plus efficace possible et réduire au maximum les marges de fonc-
tionnement, les politiques locales d’ajustement doivent être adaptées au matériel
de l’architecture (actionneurs, capteurs, ressource). Des exemples de politique de
réadaptation, spécifiques au système de surveillance proposé, sont présentés dans
cette section, pour différents types d’actionneurs. L’ajustement local adapté à
l’architecture AVFS proposée dépend des informations locales actuelles de tem-
pérature et de tension provenant des capteurs après un traitement des mesures
brutes. Le rôle des politiques locales d’ajustement est de déterminer quel action-
neur doit être ajusté et de quelle amplitude doit être l’ajustement, lorsque de
nouvelles mesures de variabilité sont disponibles. Les consignes des actionneurs
sont alors ajustées par rapport aux valeurs par défaut appliquées par le contrôle
local à partir des données obtenues lors de la calibration de la ressource.
D’un point de vue automatique, ces politiques de réadaptation correspondent
à des ajustements de la consigne des actionneurs. En effet, les actionneurs sont
eux-même des systèmes bouclés dont les consignes sont déterminées par le contrôle
local et corrigées par l’ajustement local. La Figure 2.16 montre la boucle supplé-
mentaire formée par l’architecture adaptative proposée. L’objectif est de suivre le
point de fonctionnement d’efficacité énergétique optimale {V, F}opt en appliquant
aux actionneurs la consigne {V, F}refopt . Ce point peut être déduit de l’analyse
conjointe des mesures de variabilité {V, T} et des consignes initiales des para-
mètres de fonctionnement {V, F}refcalib. Le principe est donc de calculer, à chaque
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nouvel instant de mesure tm de la variabilité, les valeurs d’ajustement de la ten-
sion et de la fréquence {∆V,∆F} à appliquer aux actionneurs par rapport aux






{V, F}opt{V, F}eff{V, F}refopt{V, F}refcalib
{∆V,∆F}
{V, T}
Figure 2.16 – Boucle de contrôle pour le suivi du point de fonctionnement optimal
{V, F}opt
Les variations de tension ou de température n’ont pas les mêmes effets sur
la modification de la limite de fonctionnement maximale et donc sur le point
de fonctionnement à efficacité énergétique optimale {V, F}opt. La Figure 2.17a
montre qu’une variation de la température ∆T entre deux instants de mesure
tm−1 et tm modifie la forme de la limite de fonctionnement. On remarque que
pour une tension précise les variations de température n’ont pas d’influence sur
la fréquence maximale. Ce point est appelé Point d’Inversion en Température
(TIP). En deçà et au delà du TIP, l’effet de la température sur la fréquence est
inverse. Suivant la tension de fonctionnement de la ressource, une variation de
la température peut donc avoir une conséquence différente. Au delà du TIP, une
variation positive de température peut faire basculer le point de fonctionnement
dans la zone non-fonctionnelle. A l’inverse, en deçà du TIP la même variation de
température éloigne la limite maximale du point de fonctionnement, ce qui réduit
l’efficacité énergétique si le point de fonctionnement n’est pas ajusté.
En boucle ouverte, la Figure 2.17b illustre que les IRdrops ont pour effet
de déplacer horizontalement le point de fonctionnement dans l’espace VF. Ceci
a pour effet de, soit rendre la ressource non-fonctionnelle en cas de chute de
tension (∆Vdrop < 0) trop importante, soit de baisser l’efficacité énergétique si
∆Vdrop > 0.
La décision à prendre pour réajuster les consignes des actionneurs dépend de
la mesure des capteurs mais aussi de la nature des actionneurs utilisés. Si la FLL
s’impose comme l’actionneur de fréquence le plus performant (taille, rapidité,
précision), on considère toujours que les deux actionneurs de tension (DC/DC et
Vdd-hopping) présentent chacun des avantages et inconvénients qui doivent être
pris en compte par les politiques d’adaptation. Dans ce qui suit, nous exposons
donc les politiques choisies pour réadapter les consignes en considérant deux
couples d’actionneurs différents : FLL et DC/DC, puis FLL et Vdd-hopping.















(b) Effet de ∆Vdrop sur la position du point
de fonctionnement
Figure 2.17 – Effet de variations de température ∆T et de tension ∆Vdrop sur le
point de fonctionnement
Afin de se concentrer sur le principe des politiques de réadaptation, nous
nous placerons dans le cas idéal où la surveillance de la variabilité et la réadap-
tation aux variations sont suffisamment fréquentes pour pouvoir considérer que
les dynamiques rapides sont capturées. De même, les précisions de mesures et des
ajustements des paramètres tension et fréquence sont supposées parfaites (sans
erreurs). De ce fait, les concepts de ces politiques seront exposés en considérant
qu’aucune marge de fonctionnement n’est nécessaire pour garantir la fonctionna-
lité du système puisque l’état du système est parfaitement connu à tout moment
et l’adaptation est parfaite. La prise en compte des marges réelles de fonctionne-
ment sera discutée au chapitre 4.
2.5.1 Actionneur continu de tension
L’actionneur continu de tension considéré est un convertisseur DC/DC, qui
permet de générer n’importe quelle tension d’alimentation sur la gamme de fonc-
tionnement de la ressource [Vmin, Vmax]. L’actionneur de fréquence conjointement
utilisé est quasi-continu (FLL) sa résolution de fréquence étant en effet de 10MHz
sur une gamme de quelques GHz. En conséquence, le point de fonctionnement
tension/fréquence appliqué à la ressource peut-être choisi quasi-librement dans
l’espace VF borné par les limites de fonctionnement respectives des actionneurs.
Comme décrit précédemment, les variations de tension ou de température
n’ont pas le même effet sur le point de fonctionnement optimal {V, F}opt. C’est
pourquoi il est intéressant de réfléchir à des politiques de réadaptation dédiées à
chaque type de variations. Dans un premier temps, la politique de réadaptation à
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une variation de température sera décrite avant de présenter celle relative à une
variation de tension.
Réadaptation à une variation de température
Une variation de température modifie la forme de la limite maximale de fonc-
tionnement et donc la position du point de fonctionnement optimal {V, F}opt. En
réalité, comme nous considérons les systèmes à contrainte temps réel, l’optimi-
sation de l’efficacité énergétique passe par la minimisation du niveau de tension
Vopt sous contrainte de performances Fcible.
La Figure 2.18 montre qu’une variation de température entre deux instants
de mesure tm−1 et tm peut être compensée en ajustant le niveau de tension de
V
tm−1
opt à V tmopt . Dans l’exemple présenté, cet ajustement de la tension du DC/DC
permet une diminution de la tension de ∆V pour la même performance Fcible, ce
qui correspond à une amélioration de l’efficacité énergétique. Il est à noter que
pour une fréquence cible au delà du TIP l’ajustement de tension aurait conduit












Figure 2.18 – Réadaptation à une variation de température ∆T avec un action-
neur continu de tension
La politique de réadaptation à une variation de température est plutôt intui-
tive. Une variation de température ∆T est contrecarrée par une variation de la
tension d’alimentation ∆V . Le rôle de l’ajustement local est alors de calculer la
valeur de ∆V qui permet de compenser la variation ∆T pour conserver le point
de fonctionnement optimal.
Ce calcul nécessite d’abord de déterminer la limite actuelle de fonctionnement.
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Ceci peut être réalisé en connaissant la sensibilité de la fréquence aux variations de
température sur la gamme [Vmin, Vmax]. Cette caractérisation de la sensibilité doit
être réalisée durant la phase de conception du circuit, par simulation électrique
des chemins critiques de la ressource ou d’un élément représentatif de ces chemins.
Nous avons vu dans la section 2.2 que les oscillateurs en anneau ont souvent été
utilisés pour émuler le comportement des chemins critiques. Il est donc possible
d’obtenir une table des sensibilités de la fréquence aux variations de température
et de tension en analysant le comportement de la fréquence d’un RO sous des
variations de température et de tension.
Il existe une limitation à l’utilisation d’un actionneur continu de tension. En
effet, le calcul de la limite de fonctionnement nécessite le stockage en mémoire de
la table des sensibilités et la mise à jour de toutes les fréquences limites pour une
gamme de tension importante. Le coût de calcul lié à la mise à jour des fréquences
maximales peut être limité en réduisant la gamme de tension mise à jour à la
fourchette encadrant la dernière tension de fonctionnement V tm−1opt . Cependant la
table des sensibilités doit au moins couvrir l’ensemble de la gamme de tension de
fonctionnement, voire également la gamme en température sous peine de devoir
introduire des marges pessimistes de fonctionnement. Il apparait donc difficile
d’exploiter le continuum de tension d’un actionneur continu de tension.
Réadaptation à une variation de tension
Une variation de tension ∆Vdrop a pour effet de changer la fréquence maximale
de fonctionnement de la ressource. La politique intuitive pourrait être de réajuster
le point de fonctionnement en ajustant directement la tension d’alimentation par
le DC/DC. Toutefois, cette solution n’est pas applicable car les variations de
tension sont généralement plus rapides que le temps de réponse d’un DC/DC qui
est au mieux de l’ordre de la dizaine de microsecondes.
La Figure 2.19 illustre la politique proposée dans le cas d’une variation ∆Vdrop >
0. Il est proposé dans le cas général, qu’en présence d’une variation de tension
∆Vdrop, un ajustement de la fréquence de fonctionnement ∆F soit réalisé. Si cette
solution permet de conserver une efficacité énergétique optimale puisque le point
de fonctionnement reste aussi proche que possible de la limite de fonctionnement,
elle modifie toutefois la contrainte de performance en changeant la fréquence cible.
Dans l’exemple présenté, l’augmentation de la fréquence aura pour effet d’accé-
lérer l’exécution de la tâche qui sera donc terminée plus tôt que prévue ce qui
n’est pas optimal. Cependant, lorsque la variation de tension est stabilisée, et si
le délai avant la fin de la tâche est suffisant, le point de fonctionnement peut être
ajusté pour revenir à une fréquence plus lente afin de terminer la tâche au plus
proche de la limite de temps DL qui lui est impartie.
Dans le cas d’un IRdrop ∆Vdrop < 0, la fréquence est diminuée afin de conser-
ver un fonctionnement correct, ce qui a pour effet de ralentir l’exécution de la
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tâche et peut de conduire à une violation de la limite de temps DL. Si la variation
de tension se stabilise avant la fin de la tâche il est possible de réajuster le point













Figure 2.19 – Réadaptation à une variation de tension ∆Vdrop avec un actionneur
continu de tension
Si la politique de réadaptation à une variation de tension est moins intuitive
que celle en température, le principe reste très simple. De même que pour une
variation de température, la valeur de ∆F calculée par l’ajustement local, est
déduite de l’analyse de la sensibilité de la fréquence aux variations de tension.
Les limitations de cette politique sont assez semblables à celle de la politique
précédente. En effet, il est nécessaire de stocker une table des sensibilités des
fréquences aux variations de tension sur la gamme de température considérée.
De plus, l’ensemble des points de fonctionnement qui forment la limite de fonc-
tionnement doivent être connus de l’ajustement local, ou a minima la gamme des
points qui entourent le point de fonctionnement sur une fourchette de tension qui
couvre les variations de tension les plus importantes.
Les limitations de la politique de réadaptation à une variation de tension
viennent s’ajouter à celles déjà décrites pour les variations de température. L’uti-
lisation d’un actionneur continu de tension permet de réadapter le fonctionnement
de la ressource en appliquant des politiques simples, mais l’ensemble des limita-
tions décrites rend difficile une implémentation bas coût de ces politiques. Un
actionneur discret de tension permet de limiter ces difficultés.
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2.5.2 Actionneur discret de tension
Dans cette section des politiques de réadaptation sont discutées en considé-
rant un actionneur discret de tension (Vdd-hopping). Le principe du Vdd-hopping
est d’exécuter une tâche en deux parties, chacune correspondant à un niveau
de tension/fréquence prédéfini (PM). Il est à noter que si l’implémentation du
Vdd-hopping la plus simple, celle à deux PMs, est considérée pour les politiques
présentées, ces dernières sont directement transposables à l’utilisation d’un ac-
tionneur donnant accès à davantage de PMs en considérant, pour une fréquence
cible donnée, les deux PMs ayant les fréquences associées les plus proches de
Fcible.
Dans le cas de l’actionneur continu, les politiques proposées visaient à réajus-
ter le point de fonctionnement {Valim, Fcible}. Dans le cas d’un actionneur discret
de tension les performances sont atteintes en sautant d’un point de fonctionne-
ment à un autre. On ne peut donc ni surveiller, ni adapter directement le point
de fonctionnement équivalent {Vmoy, Fcible}. En effet, en exécutant une tâche en
« hopping », la ressource n’a que deux possibilités de fonctionnement, soit elle
fonctionne au PM1 soit au PM2. Si des variations de tension ou de tempéra-
ture apparaissent, elles affectent donc le fonctionnement de la ressource à un de
ces deux points de la même manière que nous l’avons décrit précédemment pour
un point de fonctionnement {Valim, Fcible} dans le cas d’un actionneur continu
de tension. À un instant de mesure tm, c’est donc un des PMs qui est surveillé
et qui doit être réadapté en cas de variations de tension ou de température. Le
but est donc d’ajuster les paramètres des PMs afin qu’ils restent des points de
fonctionnement aussi proches que possible de la limite de fonctionnement de la
ressource.
Les niveaux de tension des PMs Valim1 et Valim2 sont choisis et fixés lors de
la conception du circuit, en fonction de la gamme de tension de fonctionnement
qui est visée. Dans l’exemple considéré, la Figure 2.15 montrait que Valim1 et
Valim2 sont choisis proches de Vmin et Vmax respectivement, tout en conservant
une marge de sécurité afin que d’éventuelles variations de tension ne conduisent
pas à déplacer les PMs hors des limites de tension de fonctionnement. Comme
la tension des PMs ne peut pas être ajustée durant le fonctionnement de la
ressource, les politiques de réadaptation conduiront à ajuster la fréquence de
fonctionnement du/des PMs affectés par la variation mesurée à l’instant tm. Il
est à noter que l’actionneur de fréquence utilisé est également une FLL, considérée
quasi-continue.
Réadaptation à une variation de température
La Figure 2.20 présente la réadaptation des PMs à une variation de tem-
pérature ∆T . On remarque que les limites de fonctionnement correspondantes
aux fonctionnement de la ressource utilisant un actionneur continu de tension
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sont reportées sur cette figure (courbes en traits fins continue et discontinue).
L’ensemble des points {Vmoy, Fcible} atteignables en utilisant l’actionneur discret
sont représentés par les segments de droite continu et discontinu correspondant
respectivement au fonctionnement à la température lors de la mesure à l’instant
tm et tm−1.
Comme on peut le constater, les fréquences maximales associées à chaque PM
varient avec la température. Il est proposé d’ajuster la fréquence de fonctionne-
ment des PMs de respectivement ∆F1 et ∆F2 de sorte qu’ils soient toujours aussi
proche que possible de limite maximale de fonctionnement. Cette modification
nécessite également d’ajuster la valeur du rapport cyclique α afin de respecter
la contrainte de performance Fcible tout en minimisant la tension moyenne de
fonctionnement V α′moy. Dans l’exemple représenté sur la Figure 2.20, la tension






















Figure 2.20 – Réadaptation à une variation de température ∆T avec un action-
neur discret de tension
Cette politique requiert le calcul des valeurs de ∆F1 et ∆F2, devant être
appliquées respectivement aux PM1 et PM2. La connaissance de l’évolution de la
fréquence aux tensions des PMs peut être réalisée par le même procédé que pour
les politiques présentées précédemment, i.e. avec les sensibilités des fréquences
aux variations des températures.
La politique présentée pour l’actionneur discret est un peu plus complexe que
celle adoptée pour un DC/DC, car elle nécessite de recalculer α en plus du calcul
des ajustements de fréquence. Cependant, seules les sensibilités des fréquences
correspondantes aux niveaux de tensions des PMs Valim1 et Valim2 doivent être
connues, ce qui permet de limiter la taille de la table à stocker. De plus, pour
l’exemple présenté, un unique calcul est nécessaire par PM pour déterminer la
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nouvelle fréquence limite.
Réadaptation à une variation de tension
Du fait que le fonctionnement de la ressource est, par construction, binaire,
l’apparition d’un IRdrop durant le fonctionnement affecte directement le PM
activé. Cette variation de tension a pour effet de modifier la tension du PM,
ce qui peut rendre le point non-fonctionnel ou non-optimal en cas de variation
respectivement négative ou positive. Il est proposé de compenser une variation
de tension d’un PM par l’ajustement de sa fréquence.
La Figure 2.21 montre un exemple de réajustement pour une variation de
tension ∆Vdrop > 0 durant le fonctionnement de la ressource au PM1. Dans ce
cas, la fréquence du PM1 doit être ajustée de ∆F1 afin que le PM reste aussi
proche que possible de la limite maximale de fonctionnement. Cet ajustement
doit être pris en compte afin de respecter, si possible, la contrainte fréquence
cible en ajustant α.
Cependant, nous verrons à la section suivante qu’il n’est pas toujours maté-
riellement possible de respecter toutes les contraintes, en fonction de la nature de
la variation et du PM qui est affecté. Dans l’exemple représenté sur la Figure 2.21,
la contrainte de performances (Fcible) n’est plus compatible avec l’ordre d’exécu-
tion de la tâche proposée par [45] (d’abord le PM2 puis le PM1), car lors de
l’exécution de la tâche au PM1 il n’est plus possible de réajuster α. Ceci conduit
à terminer la tâche avant la limite DL et à fonctionner à une tension moyenne










Figure 2.21 – Réadaptation à une variation de tension ∆Vdrop sur le PM1 avec
un actionneur discret de tension
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Le calcul du réajustement ∆F à appliquer au PM affecté par une variation de
tension peut être accompli, similairement à la politique de l’actionneur continu,
grâce à la connaissance des sensibilités de la fréquence maximale aux variations
de tension. L’avantage, par rapport à l’actionneur continu, est que les sensibilités
n’ont besoin d’être caractérisées et connues que sur une gamme restreinte de
tension. En effet, la tension de fonctionnement de la ressource se limite aux deux
tensions Valim1 et Valim2 des PMs et à une gamme de tension autour de chacune
des deux tensions Valim afin de couvrir les variations ∆Vdrop.
L’utilisation d’un actionneur discret présente donc plusieurs avantages par
rapport au choix de l’actionneur continu. Le calcul des ajustements étant basé
sur la connaissance des sensibilités de la fréquence à des variations de tension
et de température, l’actionneur discret de tension permet de limiter à la fois les
coûts de caractérisation durant la conception, de stockage des informations en
mémoire et de calcul des ajustements lors de chaque nouvelle mesure. De plus,
une variation affectant un PM, quelle qu’en soit la source, est contrecarrée par
un ajustement de la fréquence, ce qui est plus efficace qu’un ajustement de la
tension car le temps de réponse et la précision de la FLL sont meilleurs que ceux
d’un DC/DC.
D’un autre coté, les politiques liées à l’actionneur discret sont moins triviales
et nécessitent une prise en compte un peu plus complexe des paramètres de fonc-
tionnement de la ressource. Notamment, les ajustements nécessitent en général le
calcul de plusieurs valeurs (α, ∆F1 et ∆F2) alors que les politiques du DC/DC se
contentent d’un seul calcul. Aussi, suivant le PM affecté par une variation, la poli-
tique d’ajustement demande parfois d’appliquer des compromis sur les contraintes
lors de la décision. C’est ce que présente la section ci-dessous.
Considération du PM affecté
Les politiques d’ajustement développées pour l’actionneur continu et l’ac-
tionneur discret de tension ne présentent pas la même approche. Ces différences
proviennent du fait que l’utilisation d’un DC/DC présente la possibilité d’ajus-
ter directement le point de fonctionnement cible {Valim, Fcible} déterminé par le
contrôle local, alors que l’utilisation du Vdd-hopping ne permet d’ajuster que
deux points de fonctionnement particuliers (PMs) que le contrôle local utilise
pour générer artificiellement le point de fonctionnement cible {V αmoy, Fcible}.
Dans le cas de l’actionneur discret la ressource ne fonctionne donc jamais
réellement au point de fonctionnement cible {V αmoy, Fcible} mais à un des deux
PMs {Valim1 , F1} ou {Valim2 , F2}. L’exécution de la tâche se déroule donc en
deux parties, chacune correspondant à un des PMs, pouvant être affectée dif-
féremment par la variabilité. Ces spécificités de fonctionnement de l’actionneur
discret nécessitent une analyse temporelle de l’exécution d’une tâche afin de dé-
crire les politiques de réadaptation pour les différents cas possibles de variations
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(d) Dépassement de tension sur le PM1
Figure 2.22 – Chronogrammes de l’adaptation des paramètres de fonctionnement
d’une ressource à des variations de tension en fonction du PM affecté
Les illustrations de la Figure 2.22 montrent l’évolution temporelle des pa-
ramètres de tension et de fréquence d’une ressource exécutant une tâche, pour
différents scénarii de variations de tension affectant un des PMs. Il s’agit d’une
représentation des paramètres d’un point de vue du contrôle (consigne et mesure),
ce qui donne lieu à des simplifications dans le tracé des chronogrammes (temps
de réponse des actionneurs nul et mesures des variations échantillonnées). L’exé-
cution d’une tâche en Vdd-hopping, sans variation de tension ou de température,
a été décrite à la Figure 2.14b. Le tracé de cette exécution sans perturbation est
reporté sur chacune des illustrations de cette section en lignes mixtes. Les lignes
continues représentent l’évolution de la tension et de la fréquence en présence
d’une variation de tension apparaissant à l’instant tm.
Les Figures 2.22a et 2.22b décrivent l’effet de la politique de réadaptation
si, respectivement, une chute ou un dépassement de tension se produit durant
la première partie de l’exécution de la tâche. Dans ces cas, la fréquence F2 est
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respectivement abaissée ou augmentée pour respecter la politique de réadaptation
décrite précédemment. Dans ces deux cas, comme la variation de tension apparait
avant le basculement au PM1, il est toujours possible de recalculer le rapport
cyclique α pour prendre en compte la nouvelle fréquence F2 + ∆F2 du PM2. De
ce fait, il est possible de respecter les deux contraintes décrites dans [45], à savoir
celle de temps réel (la tâche doit être terminée avant la limite de temps DL) et
celle d’efficacité énergétique (la tâche doit être terminée exactement à la limite
de temps DL).
Les Figures 2.22c et 2.22d représentent la même analyse pour une variation
ayant lieu durant la seconde partie de l’exécution de la tâche, i.e. durant le temps
d’exécution du PM1. Dans ce cas il n’est plus possible de changer le rapport cy-
clique α, puisque le basculement de PM a déjà eu lieu. Dans ces cas, l’application
des politiques qui préconisaient d’ajuster la fréquence F1 du PM1, nécessitent
une prise en compte spécifique supplémentaire et particulière à chacune des deux
situations (chute et dépassement de tension).
La situation la plus critique des deux cas est représentée Figure 2.22c. Il s’agit
d’une baisse de la fréquence (induit par une chute de tension) lors de l’exécution
de seconde partie de la tâche (dans le PM1). Dans ce cas, si aucun ajustement
n’est réalisé la tâche ne pourra pas être terminée à temps (avant DL) et par
conséquent la contrainte forte de temps réel ne pourra pas être respectée. Afin
de respecter cette contrainte forte, il est tout de même possible de basculer de
nouveau dans le PM2 à l’instant β.DL, avec β calculé tel que :{
βF2 + (1− β)F1 = Fcible
tm 6 t 6 DL
(2.3)
En réalité cet ajustement n’est possible que si la tâche est effectivement exécutée
suivant la séquence : première partie à PM2 puis seconde partie à PM1, tel
qu’il a été préconisé par [45]. En effet, si la séquence inverse avait été choisie
(première partie à PM1 puis seconde partie à PM2), la baisse de fréquence durant
la seconde partie de la séquence (au PM2 cette fois-ci) n’aurait pas pu donner
lieu à un ajustement. Dans ce cas, la contrainte temps réel n’aurait donc pas
pu être respectée. C’est pourquoi la séquence d’exécution d’une tâche en Vdd-
hopping doit être faite de sorte que la première partie soit effectuée au PM qui a
la fréquence haute puis la seconde partie au PM qui a la fréquence basse.
La situation représentée Figure 2.22d est moins critique que la précédente.
En effet, dans le cas d’un dépassement de la tension V1, la fréquence F1 peut être
ajustée sans mettre en péril la contrainte de temps réel. Cependant, la contrainte
d’efficacité énergétique est dégradée car la tâche est terminée à tf , avant la limite
de temps DL, puis la ressource est mise en clock gating. Il est à noter que, plutôt
que d’ajuster la fréquence F1 puis la couper à tf , la fréquence F1 aurait pu
tout aussi bien être conservée à sa valeur initiale jusqu’à DL. Suivant les temps
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séparant tm, tf et DL, chacun des deux scénarii peut être le moins consommant
et donc le plus adapté à l’exécution énergétiquement efficace de la tâche.
Les différentes décisions à prendre en présence de variations de tension et
de température mesurées ont été présentées dans un contexte idéal (sans marge
de fonctionnement, ni retard de mesure) et pour deux types d’actionneurs de
tension. Les valeurs d’ajustement des consignes des actionneurs sont calculées
par l’organe d’ajustement local grâce à l’application de ces politiques d’ajuste-
ment. Pour ces calculs, les valeurs de sensibilités de la fréquence maximale de
fonctionnement aux variations de tension et de température sont caractérisées en
conception. Nous avons pu noter que l’utilisation de l’actionneur discret présente
plusieurs avantages en limitant les coûts liés à la caractérisation et au stockage
des sensibilités, et en permettant un ajustement rapide de la fréquence de fonc-
tionnement. Cependant l’actionneur continu permet l’application de politiques
plus intuitives, moins coûteuses en calculs et permettant d’atteindre plus facile-
ment le point de fonctionnement d’efficacité énergétique optimal (hors rendement
propre des actionneurs).
2.6 Synthèse
Ce chapitre a permis de poser les bases d’une architecture adaptative répon-
dant à un besoin de gestion locale et dynamique de la variabilité. Contrairement
aux travaux précédents, l’architecture proposée permet de prendre en compte
séparément les effets de la variabilité tout en se voulant très peu coûteuse et
invasive. Basée sur les techniques de DVFS, la proposition adaptative AVFS
réalise une boucle de contre-réaction consistant à mesurer la variabilité de la
ressource pour réajuster les consignes actionneurs de tension et de fréquence via
des politiques de réadaptation locales dédiées. Ces politiques, compatibles avec
le contrôle local d’un DVFS classique, ont été présentées en considérant deux
possibilités d’implémentation de l’actionneur de tension, chacune des possibili-
tés présentant des avantages et inconvénients d’implémentabilité et de facilité
d’utilisation. Afin que les politiques d’ajustement puissent calculer les valeurs
d’ajustement des consignes, ∆V et ∆F , à appliquer aux actionneurs il est néces-
saire de disposer de moyen de mesure des variations de tension et la température.
Le chapitre suivant présente une méthode innovante permettant d’estimer loca-
lement la température et la tension d’une ressource à partir de capteurs intégrés
très bas coût.
Chapitre 3
Méthode d’estimation de la
tension et de la température
Le chapitre 2 a mis en lumière que l’application des politiques de réadaptation
proposée requière la connaissance des valeurs effectives de tension et de tempéra-
ture de la ressource surveillée. Afin d’effectuer ces mesures lors du fonctionnement
du circuit, un capteur spécialement conçu pour satisfaire les contraintes d’inté-
grabilité et de coût est présenté dans ce chapitre à la section 3.1. Ce capteur,
lui-même composé de plusieurs capteurs non-spécialisés, nécessite une phase de
traitement des mesures qu’il fournit, afin d’estimer la tension et la température
courante de fonctionnement régnant dans la zone du circuit qui l’entoure. Des
méthodes de traitement sont définies aux sections 3.2, 3.3 et 3.4 et la précision
des mesures qui en résulte est estimée par simulation. Les aspects liés à la cali-
bration de ce capteur, étape nécessaire à l’obtention d’estimations précises, sont
également discutés dans ce chapitre, à la section 3.5.
Ce chapitre a donné lieu à plusieurs publications aux workshops VARI (en
2011 [3] et en 2013 [7]), dans des conférences internationales (DAC [4], FTFC
[5] et CCA [6] en 2012) et une revue (TCAS-I [1]). Un dépôt de brevet [8] a
également été effectué.
3.1 Le Multiprobe : un capteur facile à concevoir et inté-
grer
Les oscillateurs en anneau (ROs) font sans nul doute partie des éléments
numériques les plus faciles à développer et à intégrer. Comme illustré sur la
Figure 3.1, un RO est une chaîne d’étages dont la sortie est rebouclée sur l’entrée.
Chaque étage peut être composé d’une ou plusieurs portes logiques (inverseur,
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nand, xor, ...) et la chaîne peut comporter plusieurs étages. La conception de
l’oscillateur doit tout de même être faite de sorte que la chaîne de portes logiques
se comporte comme un inverseur.
Etage #1 Etage #2 Etage #3 Etage #n
Figure 3.1 – Schéma d’un oscillateur en anneau
La fréquence d’oscillation d’un RO, FRO, dépendant du temps que met le
signal pour traverser la chaîne de portes logiques. FRO dépend donc de la longueur
de la chaîne de portes, du type de portes qui la constitue, de la tension (V) et de
la température (T) et enfin des paramètres des procédés de fabrication (P). Pour
un oscillateur donné, la fréquence d’oscillation est donc une image de l’état PVT
dans lequel il fonctionne.
Les effets de la variabilité statique (i.e. les dispersions dues aux procédés de
fabrication) sur la mesure de la fréquence d’oscillation d’un RO donné étant,
par définition, les mêmes d’un instant de mesure un autre, une variation de la
fréquence d’un RO ne peut résulter que d’une variation de la tension et/ou de
la température, en négligeant la gigue si la durée de mesure est suffisamment
courte. On peut donc décrire le lien de dépendance entre la fréquence FRO et
l’état (V, T ) d’un RO par une fonction f (eq. 3.1), dont l’expression dépend des
paramètres de conception et de la qualité des procédés de fabrication :
FRO = f(V, T ) (3.1)
On notera toutefois qu’une mesure de la fréquence d’oscillation d’un seul RO ne
permet pas d’isoler la valeur de la tension ni celle de la température, même si la
fonction f est parfaitement connue (une équation, deux inconnues).
Afin d’extraire ces valeurs, [84] et [83] ont proposé d’utiliser deux oscillateurs
conçus différemment mais intégrés l’un au voisinage de l’autre. Cette proximité
spatiale des deux ROs permet alors de faire l’hypothèse selon laquelle ils opèrent
dans les mêmes conditions de tension et de température et que leurs paramètres
de procédés de fabrication sont identiques. De ce fait, la différence entre leur
fréquence d’oscillation est uniquement due à leurs caractéristiques intrinsèques
(choix de conception). Pour remonter aux valeurs de tension et de température,
il suffit alors de résoudre le système d’équations suivant :{
FRO1 = f1(V, T )
FRO2 = f2(V, T )
(3.2)
Théoriquement, il apparait possible de résoudre ce système à deux équations et
deux inconnues pour obtenir les valeurs de tension et de température qui sont
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communes aux deux ROs. En pratique, c’est assez compliqué car cela requiert la
connaissance des deux fonctions f1 et f2.
Cette identification, qui doit être réalisée sur puce pour prendre en compte
les variations de procédés de fabrication, s’apparente à une caractérisation de
chacun des ROs par calibration. L’identification des fonctions f1 et f2 par cali-
bration introduit fatalement des erreurs de modélisation qui limiteront la préci-
sion de l’estimation. Or, même s’il est possible de concevoir des ROs différents,
la différence effective entre les comportements de chacun d’eux sous les mêmes
variations (V, T ) reste très limitée [3]. De ce fait les fonctions f1 et f2 sont très
similaires et une petite erreur d’identification de l’une des fonctions peut induire
de grosses erreurs d’estimation du couple (V, T ). D’un point de vue de l’analyse
numérique ceci signifie que le problème à résoudre est mal conditionné.
Pour améliorer l’estimation du couple (V, T ) par une inversion d’un système
d’équations semblables à celui de (3.2), le Multiprobe a été proposé [3]. Ce capteur
s’appuie sur le même principe de mesure de la tension et de la température que
celui discuté dans le paragraphe précédent. Toutefois plusieurs ROs, et non-plus
deux, sont considérés afin d’augmenter les différences comportementales entre
ROs. Le schéma du Multiprobe est donné Figure 3.2a. C’est un bloc numérique
composé de 7 oscillateurs en anneau différents. La chaîne de chacun des ROs est
constituée de portes identiques, mais chaque chaîne est différente. La Tableau 3.1
liste les caractéristiques de chaque oscillateur. On peut remarquer qu’ils ont été
conçus afin d’avoir tous une fréquence d’oscillation voisine de FnomRO = 2 GHz
dans le cas nominal (P, V, T ) = (TT, 1V, 20°C). Cela permet de pouvoir capturer





























(a) Schéma du Multiprobe (b) Layout du Multiprobe
Figure 3.2 – Un capteur de variabilité : le Multiprobe
L’architecture du capteur est telle qu’un seul oscillateur ne peut osciller à
la fois, ce qui permet d’éviter les phénomènes de couplages fonctionnels (locking
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Tableau 3.1 – Description des 7 oscillateurs composant un Multiprobe
N° Nom Description Nb d’étages FnomRO
1 RO Inverter chaîne de buffers standards 13 1, 85 GHz
2 RO LowTherm
chaîne d’inverseurs spéciale-
ment conçus pour être plus
sensibles à la température
2 2, 47 GHz
3 RO LongWire
chaîne de double inverseurs
standards reliés avec des
longs fils
13 2, 07 GHz
4 RO Latches
chaîne de bascules D stan-
dards polarisées pour effec-
tuer l’opération identité
5 2, 10 GHz
5 RO Xor
chaîne de portes OU Exclu-




chaîne de double inverseurs
standards chargés avec des
capacités NMOS
6 1, 89 GHz
7 RO Pcap
chaîne de double inverseurs
standards chargés avec des
capacités PMOS
6 1, 82 GHz
en anglais) entre ROs [86]. Chaque Multiprobe dispose d’un Décodeur d’adresse
et d’un Multiplexeur. Tous deux sont paramétrés par 3 bits de configuration
afin de sélectionner l’oscillateur qui est activé et connecter sa sortie sur l’entrée
du compteur de 28 bits capturant les transitions d’états et donc la fréquence
d’oscillation moyenne. Un bit est réservé pour détecter un éventuel dépassement
du compteur. Le compteur fait donc partie d’un registre de 32 bits qui a une
double fonction : soit il sert de compteur et de paramétrage du Multiprobe, soit
il officie en tant que registre à décalage pour injecter un nouveau paramétrage
(par la broche Scan in) et en même temps évacuer les résultats de mesures (par le
plot Scan out) afin qu’elles soient traitées. En effet, afin de minimiser le nombre
de fils ainsi que le surplus de matériel nécessaire au contrôle des Multiprobes, les
capteurs sont conçus de sorte à pouvoir être chaînés, au niveau architectural, par
leur registre.
La Figure 3.3 montre le schéma de contrôle de plusieurs Multiprobes intégrés
dans une ressource. Le paramétrage des capteurs et la récupération des mesures
se fait par la chaîne de scan, ce qui permet de n’intégrer qu’un seul contrôleur
par ressource. Lorsqu’une campagne de mesure est lancée, une commande est
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envoyée à l’organe de configuration du contrôle. Dans le cas de 8 Multiprobes
chaînés les capteurs sont dans un premier temps configurés pour activer un des
7 oscillateurs. Les 3 bits de configuration sont écrits dans un mot de 32 bits, les
29 autres bits étant initialisés à 0. Le mot de 32 bits est ensuite envoyé par le
ser/des (sérialiseur/désérialiseur) aux 8 Multiprobes par l’exécution successives
de 8 séquences écriture + décalage. Lorsque cette opération de paramétrage est
terminée, tous les capteurs sont activés par le passage de leur entrée start/stop
à l’état haut. Ce signal est géré par le générateur d’échelon et active l’oscillation
du RO sélectionné de chaque Multiprobe pendant une durée qu’il est possible de
régler. Lorsque l’échelon repasse à l’état bas, la mesure est terminée et le contenu
des registres est récupéré par le ser/des en exécutant 8 séquences de décalage +
lecture. Pour minimiser le nombre de décalages, la configuration des oscillateurs
devant être activés lors de la prochaine campagne de mesure est faite en même
temps que la séquence de lecture, de sorte que la séquence est : écriture + décalage
+ lecture. Si l’on souhaite obtenir toutes les données d’une campagne de mesure,
la séquence de paramétrage et d’activation des capteurs doit être répétée 7 fois,




Scan in Scan outScan in Scan out











Figure 3.3 – Contrôle des Multiprobes
La multiplication des opérations nécessaires au déroulement d’une campagne
de mesure peut potentiellement devenir une limitation de ce capteur. Cepen-
dant, les choix de conception qui ont été faits, ont conduit à la réalisation d’un
capteur très faible coût. En effet, son intégration est peu invasive du fait de sa
petite taille (450µm2 en technologie STMicroelectronics 32nm, Figure 3.2b) et
du fait que plusieurs capteurs peuvent être chaînés pour limiter la partie contrôle.
Enfin, le Multiprobe est composé de cellules tirées de librairies standards, donc
sa conception et son portage dans une autre technologie sont très peu coûteux.
Ceci correspond bien au cahier des charges d’une architecture AVFS pour un
circuit complexe dans lequel plusieurs capteurs intégrés doivent être déployés
dans chaque ressource pour surveiller à grain fin la variabilité tout en limitant le
surplus de surface silicium.
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La taille réduite du capteur proposé permet de conserver le principe de mesure
de variabilité décrit précédemment pour 2 ROs, l’hypothèse étant que tous les ROs
d’un Multiprobe sont soumis aux mêmes conditions de fonctionnement de tension
et de température. Une campagne de mesure des capteurs renvoie 7 fréquences
par Multiprobe, cependant les informations de température et de tension ne sont
pas directement disponibles à la lecture de ces mesures brutes. Les différences de
comportements entre ROs d’un même Multiprobe doivent donc être exploitées
au moyen d’une méthode de fusion de données.
3.2 Estimation de la tension et de la température à base
de tests d’hypothèse
La modélisation analytique précise d’un oscillateur étant très complexe et le
problème mal conditionné d’un point de vue numérique, la méthode proposée
consiste à comparer les mesures du Multiprobe avec un ensemble de modèles
correspondant à ce capteur et stockés dans une base de données. Chacun des
modèles stocké est également lié à l’état VT lui correspondant. Pour réaliser
une comparaison efficace et peu coûteuse entre les mesures et les modèles, il est
proposé d’utiliser un test d’hypothèse.
Dans cette section, après une brève présentation de certain tests d’hypothèse,
leur utilisation pour estimer la tension et la température de fonctionnement d’un
Multiprobe est présentée.
3.2.1 Les tests d’hypothèse non-paramétriques
Il existe de nombreux tests d’hypothèse, dont on distingue principalement
deux classes : les tests paramétriques et les tests non-paramétriques. On parle
de test paramétrique lorsque l’on fait l’hypothèse que les individus appartenant
à une population sont issus d’une loi de distribution paramétrée (par exemple
la loi normale). Ces tests permettent de comparer les paramètres de différentes
populations afin de tester si elles sont comparables ou non. Ainsi les tests de
Student et de Fisher comparent respectivement les moyennes et variances des
populations testées.
Contrairement aux tests paramétriques, les tests non-paramétriques ne font
aucune supposition sur la loi de distribution des populations traitées [87]. Ces
tests permettent de comparer deux populations dont les lois de distributions
sont inconnues, afin de tester si elles sont issues de la même loi de distribution.
Le critère de comparaison n’est donc pas basé sur les paramètres d’une loi de
distribution mais seulement sur l’analyse des données.
Dans le cadre de notre d’application, le but est de comparer les mesures des
RO à des modèles. Il est donc important de s’affranchir des lois de distribution
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des données car nous ne disposons d’aucun modèle formel de ces répartitions et
ce d’autant plus que cette modélisation pourrait faire intervenir des paramètres
liés aux procédés de fabrication.
Dans la classe des tests d’hypothèse non-paramétriques, les tests dit de good-
ness-of-fit semblent tout particulièrement bien adaptés car ils comparent la ré-
partition de deux jeux de données pour tester l’hypothèse selon laquelle ils sont
issus de la même loi de distribution. Ces tests demandent une mise en forme
spécifique des fonctions de répartitions à comparer. C’est leur CDF (Fonction
de Distribution Cumulée), ou CDF empirique pour les échantillons de données,
qui est utilisée. La Figure 3.4 montre la représentation de la CDF (en bleu) et
d’une CDF empirique (en rouge) dans le cas de la loi normale. L’axe des abscisses
représente les valeurs des données x contenues dans l’échantillon X et l’ordonnée
la probabilité cumulée tel que F (x) = Pr(X 6 x).
















Figure 3.4 – La CDF (en bleu) et une CDF empirique (en rouge) toutes deux
issues de la loi normale
Parmi les tests de goodness-of-fit non-paramétriques, le test de Kolmogorov-
Smirnov et le test de Cramér-von Mises sont sans doute les plus connus. Les
deux procédures testent la même hypothèse nulle H0, selon laquelle les deux
échantillons testés sont issus de la même loi de distribution. Cependant, le critère
de comparaison utilisé par chaque test est différent.
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Test de Kolmogorov-Smirnov
La version originale du test de Kolmogorov-Smirnov a été établie en 1933
par Andreï Kolmogorov sous le nom plus simple de test de Kolmogorov. Cette
version du test est aujourd’hui connue sous le nom de test de goodness-of-fit de
Kolmogorov-Smirnov à un échantillon à cause de ses similarités avec le test de
goodness-of-fit à deux échantillons, développé par Vladimir Smirnov en 1939.
Le test de Kolmogorov-Smirnov à un échantillon compare la CDF empirique
Fm d’un l’échantillon à la CDF Ms d’une loi connue. La Figure 3.5a montre que
cette comparaison est basée sur la recherche de l’écart maximumDs entre les deux




A partir de la statistique Ds, il possible de calculer la probabilité ps, appelée







n ·Ds et n la taille de l’échantillon testé.

















(a) Test de Kolmogorov-Smirnov à un
échantillon

















(b) Test de Kolmogorov-Smirnov à deux
échantillons
Figure 3.5 – Mesure de la statistique Ds du test de Kolmogorov-Smirnov entre
deux CDFs issues de la loi normale
La version à deux échantillons du test de Kolmogorov-Smirnov conserve le
même principe en comparant directement deux échantillons de données pour dé-
terminer s’ils sont issus de la même loi de distribution, indépendamment de la
connaissance de cette loi. La Figure 3.5b montre le principe de cette version à
deux échantillons. Le test recherche toujours la distance maximale Ds entre deux
CDFs Fm et Ms, qui sont cette fois toutes deux empiriques, et de taille n1 et n2
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respectivement. La p-Value correspondante peut être calculée grâce à l’équation
(3.4) en prenant n = n1.n2n1+n2 .
Test de Cramér-von Mises
Le test de Cramer-von Mises a été suggéré indépendamment par Harald Cra-
mér en 1928 et par Richard Edler von Mises en 1931. Comme pour le test de
Kolmogorov-Smirnov, ce test fut d’abord développé dans sa version à un échan-
tillon, puis généralisé en 1962 à deux échantillons par Theodore Wilbur Anderson
[88].
Ce test, qui est connu pour être une alternative au test de Kolmogorov-
Smirnov, teste la même hypothèse selon la même procédure d’utilisation. Le test
de Cramér-von Mises se différencie par le critère utilisé pour générer la statistique
Ds. Là où le test de Kolmogorov-Smirnov recherchait la distance maximale entre
deux CDFs, le test de Cramér-von Mises calcule l’intégrale de la différence entre
les deux CDFs. Dans le cas du test à un échantillon Ds est calculé en prenant











Dans le cas à deux échantillons Ds est calculé en prenant en compte deux CDFs










(ri − i)2 +M
M∑
i=1
(sj − j)2 (3.7)
avec ri et sj respectivement les rangs dans l’échantillon combiné de xi et yj . Une
probabilité que les deux échantillons soient issus de la même loi de distribution
est également déduite de la statistique de Cramér-von Mises.
Cependant, -le calcul de la statistique de Cramér-von Mises demande plus de
calculs que celle du test de Kolmogorov-Smirnov. C’est pourquoi, dans le contexte
de développement de méthodes bas coût, nous privilégierons l’utilisation du test
de Kolmogorov-Smirnov.
3.2.2 Utilisation de tests d’hypothèse pour l’estimation de VT
Le test de Kolmogorov-Smirnov (KS) à deux échantillons est particulièrement
intéressant pour notre application. En effet, ce test nous offre un moyen de com-
parer deux jeux de données et de décider si les données qui les composent sont
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similaires ou non. Il est alors proposé de détourner quelque peu le test de sa fonc-
tion première de comparaison de loi de distribution, pour l’utiliser sous forme
d’un outil bas coût de similarité des données.
La méthode proposée est basée sur un ensemble de tests qui permet de compa-
rer un jeu de données acquis lors d’une mesure, à un ensemble de jeux de données
modèles pour déterminer quels sont les modèles les plus semblables à la mesure.
La méthode proposée traite les données de chaque Multiprobe indépendam-
ment les uns des autres et permet d’estimer la tension et la température {Vˆ , Tˆ} de
chaque Multiprobe indépendamment, et donc de la zone du circuit qui l’entoure.
Le principe, décrit par la Figure 3.6, est d’utiliser une base de modèles contenant
plusieurs CDFs Ms dont l’état {V, T} correspondant est connu, et les comparer à
la CDF Fm correspondant à la mesure. La base de modèles est obtenue lors d’une
phase de calibration qui consiste, idéalement, à stocker en mémoire des jeux de
mesures du Multiprobe, ou leur CDF, pour plusieurs états {Vi, Tj} différents, avec

























Figure 3.6 – Principe de la méthode d’estimation proposée
Lors d’une phase d’estimation, la base de modèles disponible contient p × q
CDFs, chacune liée à un état {V, T} particulier et connu. A chaque campagne de
mesures d’un Multiprobe, le capteur retourne un jeu de données ~F contenant les
fréquences Fk, avec k = {1, . . . , 7}, des 7 oscillateurs du Multiprobe. Ce vecteur
de mesures est mis en forme par le Constructeur de CDF afin d’obtenir la CDF
Fm correspondante aux mesures. Le rôle du Comparateur de CDF est alors de
tester la similarité de Fm avec une des CDFs modèles Ms. En testant une à une
toutes les CDFs modèlesMs, s = {1, . . . , p×q}, avec la CDF de mesure Fm, il est
alors possible de déterminer quels sont les modèles les plus similaires à la mesure
actuelle.
En pratique, pour obtenir une estimation exploitable et de bonne qualité, cha-
cun des deux blocs composant la méthode Estimation VT (cf. Figure 3.6), effectue
plusieurs étapes. La Figure 3.7 présente les différents éléments qui composent la
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chaîne de traitement du vecteur de mesure ~F du Multiprobe pour estimer {Vˆ , Tˆ}.
Dans un premier temps, afin d’augmenter la puissance 1 du test d’hypothèse, les
données brutes Fk sont combinées deux-à-deux pour créer un échantillon ~∆F com-
posé de davantage d’éléments. Ainsi, l’échantillon généré contient alors C27 = 21
éléments non-redondants au lieu de 7. Il est à noter que nous appliquerons une
combinaison par somme deux-à-deux des fréquences. L’influence de ce choix sur
les performances du test sera discutée à la section 3.3.2. La construction de la
CDF Fm correspondant à l’échantillon ~∆F est donc composée de 21 éléments,





~F {Vˆ , Tˆ}Fm ~P~∆F







des Fk 2 a` 2
Calibration
Figure 3.7 – Les différents éléments de la chaîne de la méthode d’estimation
Le test d’hypothèse, par défaut le test de Kolmogorov-Smirnov à deux échan-
tillons, retourne la p-value ps qui capture l’information contenue dans les échan-
tillons concernant la validité de l’hypothèse voulant que Ms et Fm soient issues
de la même loi de distribution. Dans notre cas, cette métrique nous donne une
indication sur la probabilité que la mesure et le modèle testé correspondent au
même état {V, T}. La comparaison de Fm avec les s modèles de la base permet
d’obtenir un vecteur ~P de p-Values, contenant le résultat ps correspondant à
chaque modèle Ms testé.
L’utilisation classique du test de KS nécessite de fixer un niveau de confiance
α permettant de définir à l’aide de la table, la valeur critique du test, i.e. le seuil







Dans notre cas, on s’intéresse plutôt à la probabilité de similarité ps de la mesure
avec le modèle testé. Le but est alors de sélectionner les modèles ayant obtenus les
probabilités les plus élevées puisqu’elles correspondent aux états {V, T} qui sont
probablement les plus proches de l’état de mesure. L’étape d’agrégation consiste
donc à sélectionner un sous-ensemble S de modèles contenant les modèles les plus
1. Capacité du test à rejeter l’hypothèse nulle sachant que l’hypothèse nulle est fausse. C’est
équivalent à limiter les faux-positifs.
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similaires à la mesure. Les modèles conservés sont sélectionnés, tel que ps > α,
avec α = 100.(1 − Th)% de la plus grande p-Value, ps ∈ ~P , où Th ∈ [0; 1]
est un seuil de sélection. Par défaut Th est fixé à 0, 99 ce qui signifie que seuls
1% des modèles ayant obtenu les p-Values les plus importantes sont sélectionnés
pour construire le sous-ensemble S. L’influence du choix de ce paramètre sur les
résultats d’estimation sera présenté à la section 3.3.2. Par ce mode de sélection,
on s’assure que l’ensemble S = {Ms | ps > α} n’est jamais vide. Cependant, on
ne garantit pas que les r éléments composants S ont des p-Values importantes,
puisque la sélection est basée sur la plus grande p-Values de l’ensemble initial.
Afin de fournir une valeur numérique de l’estimation de la tension et de la
température, le couple {Vˆ , Tˆ} est calculé par l’agrégation des r modèles de S. Par
défaut nous calculerons la moyenne des états {Vi, Tj} liés aux modèles Ms ∈ S











Il est à noter que le mode de sélection des modèles qui composent S peut être
appliqué en remplaçant la métrique p-Value par la statistique du test Ds, lors
de la sélection des modèles de S et lors du calcul de la moyenne pondérée. Ceci
permet de réduire la charge de calcul nécessaire à l’exécution de chaque test
en supprimant le calcul de la p-Value. Cependant l’exponentielle contenue dans
le calcul de la p-Value permet d’amplifier les différences entre les p-Values des
modèles.
3.2.3 Validation par simulation
La méthode proposée a été validée à l’aide de simulations MATLAB. La base
de modèles a été obtenue par simulations électriques ELDO (type SPICE) de
chacun des ROs en technologie CMOS 32nm, pour différents états {Vi, Tj}. La
base de modèles utilisée contenait 1037 CDFs obtenues en simulant chaque ROs
sur une plage de tension de 0, 7V à 1, 3V par pas de ∆V = 10mV , et sur une
plage de température de −40°C à 120°C par pas de ∆T = 10°C.
Exemple d’estimation
La Figure 3.8 représente le résultat d’une estimation de la tension et de la
température pour le cas particulier {V, T} = {0, 982V, 38°C} correspondant au
cercle rouge et qui n’appartient pas à l’ensemble des modèles. L’estimation ob-
tenue par la méthode proposée est {Vˆ , Tˆ} = {0, 977V, 45°C}, représentée par la
croix rouge. Pour réaliser cette estimation, le jeu de données ~F , considéré comme
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la mesure provenant d’un Multiprobe, a été générée en obtenant les 7 fréquences
Fk par interpolation linéaire dans le plan VT des fréquences de la base de modèles.















(a) Les p-Values en échelle de cou-
leur
































(b) En noir les modèles sélectionnés pour l’estima-
tion
Figure 3.8 – Résultat d’une estimation pour {V, T} = {0, 982V, 38°C}
La Figure 3.8a montre les résultats des tests de KS entre le jeu de mesures Fm
et les modèlesM{Vi,Tj}. Chaque point coloré est placé à la position {Vi, Tj} corres-
pondant au modèle testé. La valeur de la p-Value obtenue est représentée par la
couleur du point. Les bleus correspondent aux faibles p-Values et les rouge-foncés
aux plus grandes. Sur cette figure, on peut observer que les modèles obtenant des
fortes p-Values sont répartis dans le plan VT selon un axe quasi-vertical, c’est à
dire quasi-parallèle à l’axe des températures. Ceci met en évidence la faible sen-
sibilité des ROs à la température et donc la difficulté rencontrée par le test pour
différencier des comportements différents en T pour une valeur de V donnée.
La Figure 3.8b illustre l’étape d’agrégation. Les points noirs représentent les
modèles sélectionnés, c’est-à-dire qui appartiennent à S. La croix rouge est alors
calculée par la moyenne pondérée (eq. 3.9) des états {Vi, Tj} liés à ces modèles,
ce qui revient à déterminer le barycentre des quatre points noirs.
Si cet exemple démontre l’efficacité de la méthode pour un cas particulier, il
convient de la valider sur toute la gamme de tension et de température considérée.
Validation sur l’ensemble de la gamme VT
Afin de valider la méthode sur l’ensemble de la gamme de fonctionnement VT
considérée, une multitude d’estimations {V, T} ont été effectuées. Les paramètres
de la méthode adoptés dans l’exemple précédent ont été conservés ainsi que la
base de modèles (1037 CDFs). De cette façon 38841 cas {V, T} différents ont été
estimés en faisant varier V de 0, 7V à 1, 3V par pas de 5mV et T de −40°C à
120°C par pas de 0, 5°C. Il est à noter qu’ainsi seuls 1037 cas testés correspondent
à des états répertoriés dans la base de modèles, soit 2, 7% des estimations.
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Pour chaque état {V, T} estimé les erreurs d’estimation de la tension V =
V − Vˆ et de température T = T − Tˆ ont été relevées. La Figure 3.9 donne les
histogrammes des erreurs d’estimation de tension (Figure 3.9a) et de température
(Figure 3.9b) obtenues lors de cette expérience. Les erreurs d’estimation moyennes
µ obtenues pour cette expérience de validation globale sont respectivement :
µV = 2, 42mV, µT = −0, 58˚C (3.10)
avec des écart-types respectifs de :
σV = 5, 00mV, σT = 7, 46˚C (3.11)











(a) Erreurs d’estimation de tension












(b) Erreurs d’estimation de température
Figure 3.9 – Histogrammes des erreurs d’estimation
Ces erreurs d’estimation devront être prises en compte en tant que marges
de fonctionnement lors de l’application des politiques de réajustement afin de
prendre en considération les incertitudes sur la mesure de tension et/ou de tem-
pérature. Les marges associées à ces erreurs seront prises en compte sous la forme
µ+ n · σ, avec n ∈ N choisi selon le risque que l’on prend que l’erreur maximale
apparaisse. Les détails des calculs des marges de fonctionnement sont donnés au
chapitre 4. Cependant quelques chiffres peuvent être avancés afin de valider la
méthode.
Pour les précisions d’estimation données par (3.10) et (3.11) les marges tempo-
relles, et donc les marges fréquentielles, liées aux incertitudes µ+σ sont toujours
inférieures à 3% sur la gamme de tension [0, 7V ; 1, 3V ] considérée. A titre de
comparaison, les marges de tension introduites lors de la conception d’un sys-
tème DVFS non-adaptatif sont généralement de 10%, ce qui correspond à des
marges temporelles qui peuvent atteindre 52% en considérant la même gamme
de tension. Ceci nous permet donc d’être relativement confiants sur la validité de
la méthode d’estimation en terme de précision.
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Sensibilité des estimations aux IRdrops
À ce stade, les résultats obtenus sont issus de simulations durant lesquelles
les variables que l’on cherche à estimer, V et T, sont constantes durant toute la
phase de mesure des fréquences des ROs. En réalité, de par la construction du
Multiprobe, la phase de mesure nécessite d’acquérir les 7 fréquences Fk séquen-
tiellement. Ainsi une campagne de mesure d’un seul Multiprobe nécessite 277
cycles d’horloge, ce qui correspond à 2, 77µs avec une horloge à 100MHz. Si la
température peut être considérée constante durant cet intervalle de temps, des
variations de tension peuvent survenir. Il est donc nécessaire d’évaluer quel est
l’effet de ces variations sur l’estimation de l’état {V, T}.
La durée et les amplitudes des IRdrops pouvant survenir sont très variables.
En outre, elles sont fortement corrélées car elles définissent l’appel de courant
correspondant à cette variation et donc, suivant la durée, à l’énergie consommée
par l’élément responsable de cette variation. Cette consommation étant bornée,
plus un IRdrop est violent (grande amplitude) plus il est court et inversement.
De ce fait, suivant la caractéristique de la variation de tension, les effets sur
une séquence de mesures ne sont pas les mêmes. Les variations les plus rapides
n’affectent en effet que la mesure de fréquence d’un RO, mais elles peuvent le faire
de façon prononcée. D’un autre côté, les variations plus lentes peuvent affecter
les fréquences de plusieurs ROs, mais avec des amplitudes moindres pour chaque
RO affecté.
Afin d’analyser les effets de ces variations sur l’estimation de V et de T,
des IRdops de différentes durées tdrop et de différentes amplitudes ∆Vdrop ont
été introduits durant les simulations électriques des ROs. Ces variations ont été
appliquées de sorte que la chute de tension représente une forme trapézoïdale par
rapport à un état nominal de {Vnom, Tnom} = {1, 1V, 25°C} comme représenté
sur la Figure 3.10. La méthode d’estimation a ensuite été appliquée pour chaque
jeu de fréquences affecté par un type d’IRdrop puis l’estimation correspondante
{Vˆ , Tˆ} a été comparée à l’estimation {Vˆnom, Tˆnom} qui elle n’est pas affectée par





Figure 3.10 – Profil des IRdrops appliqués à Vnom durant la mesure des ROs
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La première expérience a consisté à vérifier l’effet d’IRdrops, affectant seule-
ment la mesure d’un seul RO pendant le temps de mesure tmRO , sur l’estimation
de la tension. Dans ce cas, la durée et l’amplitude des IRdrops ont été choisis
de sorte que tdrop 6 tmRO et ∆Vdrop/Vnom > 10%. En effet l’amplitude de la
chute de tension a été choisi de sorte que ∆Vdrop ∈ [100mV, 500mV ], alors que
Vnom = 1, 1V . Cette variations peut avoir une durée variable tdrop ∈ [0, 1ns, 10ns]
. La Figure 3.11 présente les erreurs d’estimation de la tension V = Vnom − Vˆ
lorsque l’on exécute la méthode avec un jeu de mesures ~F dont seule une des
fréquences Fk (ici celle du RO Ncap) est affectée par ce type d’IRdrop. Il est à
noter que cette figure est représentative des expériences menées en considérant

























Figure 3.11 – Effet sur l’erreur d’estimation de la tension des IRdrops très rapides,
apparaissant lors de la mesure du RO Ncap
On remarque que les erreurs d’estimation augmentent surtout pour des IR-
drops de fortes amplitudes (∆Vdrop/Vnom > 20%) et de longues durées (tdrop/tmRO >
20%). Or l’apparition de telles variations est peu probable dans la pratique car
les chutes de courants liées à ces variations représentent des appels d’énergie
très importants en quelques cycles d’horloge seulement. Pour des variations plus
réalistes, on remarque que l’erreur d’estimation ne dépasse pas 5mV , ce qui est
comparable à l’erreur d’estimation intrinsèque de la méthode. Il est à noter que
les estimation de température sont affectées de la même manière et avec des am-
plitudes relatives identiques. On peut donc conclure que les IRdrops très rapides
n’ont aucune influence sur l’erreur d’estimation de la méthode.
La seconde expérience reprend le principe de la première mais en considérant
des chutes de tension d’amplitude moins importante ∆Vdrop ∈ [10mV, 100mV ],
mais avec des durées tdrop > 1ns pouvant affecter plusieurs ROs lors de la mesure
séquentielle. La Figure 3.12a montre l’écart entre la tension Vnom et l’estimation
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Vˆ normalisé par l’amplitude de l’IRdrop ∆Vdrop pour différentes amplitudes de
chutes de tension affectant une proportion du temps total de mesure des 7 ROs



































































(b) Écart d’estimation relatif à la tension
moyenne Vmoy
Figure 3.12 – Effet de différents IRdrops, affectant plusieurs ROs, sur l’erreur
d’estimation de la tension
On constate que l’écart augmente graduellement en fonction de la durée de
la chute de tension et tend à atteindre la valeur de l’IRdrop. Il semble donc
que la valeur de tension Vˆ estimée par la méthode soit proche de la tension
moyenne Vmoy appliquée au capteur sur la durée totale de mesure tm en présence
d’IRdrops. C’est d’ailleurs ce que met en évidence la Figure 3.12b qui présente
l’écart Vmoy−Vˆ normalisé par la tension moyenne Vmoy. L’écart entre l’estimation
Vˆ et la tension moyenne Vmoy se limite à quelques pourcents. De ce fait, on peut
conclure que l’association du Multiprobe avec la méthode proposée se comporte
comme un intégrateur en estimant la tension moyenne durant le temps de la
mesure. La méthode d’estimation est donc capable d’interpréter les incohérences
de mesure pouvant apparaître lorsqu’une partie des mesures est affectée par des
IRdrops alors que l’autre partie ne l’est pas.
La sensibilité de la méthode d’estimation aux IRdrops pouvant intervenir
durant une mesure est donc très limitée. Si les IRdrops sont plus rapides que la
durée d’une seule mesure, l’estimation n’est pas affectée. Si la durée de la chute
de tension est plus importante l’estimation se rapproche de la tension moyenne.
Dans cette section une méthode d’estimation de la tension et de la tempéra-
ture a été proposée et son fonctionnement en présence ou non de perturbations
du niveau de tension a été validé. Toutefois, les différents paramètres de réglage
ont une influence sur la qualité de l’estimation. La section suivante présente les
expériences qui ont été menées afin de quantifier l’influence de ces paramètres.
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3.3 Leviers de réglages et compromis
Les résultats de validation présentés dans la section précédente ont été obtenus
pour un réglage particulier des différents paramètres de la méthode. Par défaut,
les fréquences brutes ~F ont été combinées par somme deux-à-deux, le seuil de
détection Th a été fixé à 0, 9 et la base de modèles contenait 1037 CDFs associées à
autant d’états {V, T} différents. Dans cette section, nous allons étudier l’influence
de ces paramètres sur la précision de l’estimation et le coût de calcul nécessaire
pour réaliser l’estimation.
Auparavant, l’influence des choix effectués lors de la conception du capteur
sur la précision et le coût de calcul qui va être analysée.
3.3.1 Limitations des Multiprobes et améliorations
Le Multiprobe tel que présenté précédemment et utilisé dans ces premières
études a été conçu avant le démarrage des travaux sur la fusion des données qu’il
fournit. L’objectif initial de son intégration dans des circuits numériques était de
démontrer la viabilité et les capacités d’une architecture adaptative. Cependant,
les résultats obtenus avec la méthode d’estimation proposée précédemment ont
permis de montrer que certaines améliorations ou modifications pourraient être
apportées à ce capteur.
Spécificité du RO LowTherm
Le RO appelé LowTherm possède de par sa conception un aspect un peu plus
analogique que les autres ROs du Multiprobe. En effet, il a été conçu pour être
plus sensible aux variations de température que des ROs standards. De ce fait, il
possède un comportement particulier par rapport aux 6 autres ROs, qui eux ont
des comportements très similaires. De ce fait ce RO est un élément essentiel du
Multiprobe, très influent sur la qualité du résultat d’estimation.
Ainsi, l’analyse de la répartition des erreurs d’estimation dans l’espace VT a
permis de mettre en évidence que la conception du RO LowTherm jouait un rôle
essentiel. Les Figures 3.13a et 3.13b illustrent respectivement la répartition dans
le plan VT, des erreurs absolues d’estimation de la tension et de la température
obtenues lors de la validation globale de la méthode à la section 3.2.3. Sur ces
deux figures, on peut constater qu’une zone diagonale allant de {1V,−40°C} à
{0, 7V, 120°C} est particulièrement sujette aux erreurs d’estimation.
Or cette zone de fortes erreurs correspond aux états {V, T} pour lesquels la
fréquence du LowTherm est proche de la fréquence des autres ROs. La Figure 3.14
montre le lien de similarité des fréquences et cette zone d’erreur. La Figure 3.14a
présente la forme des surfaces décrites par les fréquences d’oscillation des 7 ROs
d’un Multiprobe dans le cas d’un cas de procédés de fabrication typique et sur
la gamme de tension et de température considérée précédemment. La surface la














































(b) Erreur d’estimation de T (en °C)
Figure 3.13 – Distribution des valeurs absolues des erreurs d’estimation pour
différents cas {V, T}
plus différenciée, et qui intersecte les autres surfaces représente le comportement




















(a) Surfaces décrites par les fréquences de
chacun des 7 ROs d’un Multiprobe pour













(b) Intersections entre les fréquences d’os-
cillation du LowTherm et les autres ROs
Figure 3.14 – Zones de fortes erreurs d’estimation
Cette analyse permet d’expliquer les zones où la méthode proposée montre des
lacunes de précision. En effet, ces zones correspondent à des situations où tous les
ROs oscillent à des fréquences très proches. Aussi, il semble possible d’atténuer
ce problème de fonctionnement en modifiant les paramètres de conception du
RO LowTherm. Le but est alors de faire en sorte que la plage de fréquence du
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LowTherm n’intersecte pas celles des autres ROs. Modifier la longueur de la
chaîne du LowTherm permet de changer sa plage d’oscillation tout en conservant
son comportement particulier. Comme la fréquence maximale d’oscillation du
LowTherm sur la gamme VT considérée est déjà proche des limites de stabilité
des signaux, il est préférable que la modification à appliquer diminue sa fréquence
d’oscillation.
La Figure 3.15 montre la répartition des erreurs d’estimation lorsque l’on
double la longueur de la chaîne du LowTherm. La fréquence du LowTherm, divi-
sée par deux, déplace la zone d’intersection vers une zone de tensions d’alimen-
tation plus élevées. L’amplitude des erreurs d’estimation sur la diagonale allant
de {1V,−40°C} à {0, 7V, 120°C} est similaire aux autres points considérés. Si les
erreurs d’estimation sont plus faibles pour la tension sur toute la gamme VT, il














































(b) Erreur d’estimation de T (en °C)
Figure 3.15 – Distribution des valeurs absolues des erreurs d’estimation pour
différents cas {V, T} avec un LowTherm modifié
En suivant le même raisonnement, on pourrait continuer à augmenter la lon-
gueur de chaîne du LowTherm afin que la zone d’intersection sorte complètement
de la gamme VT considérée. Cependant, ceci conduirait à augmenter la surface
de silicium de ce RO et donc du Multiprobe. De plus, continuer à diminuer la
fréquence de ce RO pourrait mener à des incertitudes importantes sur les mesures
réalisées en basse tension, car ce RO oscille déjà très lentement dans cette zone
de fonctionnent.
Un compromis entre précision de l’estimation et modification du LowTherm
peut être de modifier le Multiprobe pour implémenter deux ROs complémentaires
de type LowTherm. En effet, comme les 6 autres ROs du Multiprobes ont des
comportements très similaires il peut être intéressant de remplacer l’un de ces
ROs par un nouveau LowTherm modifié. De ce fait, la structure du Multiprobe ne
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serait pas modifiée et contiendrait toujours 7 ROs, avec 5 ROs aux comportements
proches, le LowTherm initial et un second LowTherm, ce dernier étant modifié
de sorte à fournir une fréquence deux fois plus faible que le LowTherm initial. La
Figure 3.16 présente la répartition des erreurs d’estimation en utilisant la version
modifiée du Multiprobe que l’on vient de décrire. Il est à noter que les deux
zones de fortes erreurs que l’on pouvait observer sur les Figures 3.13 et 3.15 sont















































(b) Erreur d’estimation de T (en °C)
Figure 3.16 – Distribution des erreurs d’estimation absolues pour différents cas
{V, T} avec deux LowTherm complémentaires
Les modifications proposées pour le Multiprobe seront désormais considérées
dans le reste de la thèse. Ainsi, les nouvelles erreurs moyennes deviennent :
µV = 2, 72mV, µT = −0, 92˚C (3.12)
avec des écart-types respectifs de :
σV = 4, 07mV, σT = 6, 22˚C (3.13)
On notera que cette modification du Multiprobe mène à une réduction des écart-
types des erreurs d’estimation de V et T, et donc des amplitudes des erreurs
maximales. Ceci permet donc de limiter les marges de fonctionnement que l’on
introduit dans les politiques de réadaptation.
La modification du Mulltiprobe ne pouvant être faite matériellement durant la
période de la thèse, nous avons appliqué un traitement des mesures du LowTherm
existant pour créer un second LowTherm virtuel en divisant simplement la mesure
du premier par deux. Cette nouvelle mesure vient alors remplacer celle provenant
du RO Latch.
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Taille du compteur
Le compteur qui permet de capturer les oscillations des ROs est par défaut
un registre de 28 bits. Le choix de la longueur de ce compteur a été effectué
par souci de praticité et de précision. En effet, ce choix a conduit à la conception
d’un registre total de 32 bits, dont les mots sont facilement manipulables dans une
architecture numérique. De plus, les 28 bits de comptage permettent de pouvoir
mesurer les fréquences des ROs avec une grande résolution. En effet, la précision
d’une mesure de comptage est de 1 front quelle que soit la valeur mesurée, car
la mesure se termine, par nature, toujours entre deux fronts détectables par le
compteur. Ceci signifie que la valeur réelle de la fréquence d’un RO ne peut
être mesurée avec une précision supérieure qu’un front. Donc plus la durée d’une
mesure est longue, plus le compteur se remplit et plus l’incertitude liée à ce front
devient négligeable devant la valeur contenue dans le compteur.
Cependant, il faut être conscient qu’une mesure avec une très grande réso-
lution est obtenue au détriment du débit de la mesure. Par exemple, pour un
RO oscillant à 1 GHz, il est nécessaire d’attendre environ 268ms pour obtenir la
résolution maximale. Or cet ordre de grandeur de temps de mesure ne permet pas
de surveiller des variations dynamiques de tension ou de température. Il est donc
nécessaire de considérer des mesures moins longues, quite à perdre en résolution.
En outre, cela permet de réduire la taille et la consommation du compteur et
donc de gagner en intégrabilité du Multiprobe.
La question est alors de savoir quelle taille de compteur est suffisante pour
obtenir une précision de mesure satisfaisante. Un temps de mesure permettant
de capturer 100 fronts d’un RO permet d’obtenir une mesure avec une précision
de 1%, ce qui semble satisfaisant. Cependant, comme les fréquences d’oscillation
varient en fonction de l’état VT que l’on cherche à estimer, l’intervalle de temps
de mesure doit être adapté de sorte à pouvoir toujours capturer environ 100
fronts, si l’on veut pouvoir conserver un précision constante de 1% sur toute la
gamme de fonctionnement. En pratique, il n’est pas possible d’adapter l’intervalle
de temps de chaque mesure pour obtenir une précision constante car, d’une part,
cela nécessiterait de régler la durée de la mesure avec une grande résolution
et précision, et d’autre part, l’état {V, T} actuel n’est pas complètement connu
puisque l’on cherche à l’estimer. On peut cependant prévoir grossièrement quelle
sera la fréquence de chacun des ROs lors d’une mesure, car la tension du circuit
est grossièrement connue. En effet, elle correspond théoriquement à la consigne de
l’actionneur de tension. De plus, la fréquence des ROs est nettement plus sensible
aux variations de tension qu’à celle de température sur la gamme VT considérée.
De ces différents éléments, il semble judicieux d’adapter la durée de la mesure par
différents intervalles de référence de la tension d’alimentation de sorte à obtenir
un nombre de transitions à l’entrée du compteur à peu près constant et donc une
précision également à peu près constante.
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Les intervalles de tension ont été choisis afin que la mesure d’un RO en pro-
cédés de fabrication Typique, à 20°C, et à la tension médiane de la tranche
considérée soit de 100 fronts. Cette règle de découpage a permit d’obtenir une
erreur de mesure toujours inférieure à 2% pour le capteur considéré. Ce décou-
page dépend de l’amplitude de la gamme de fréquence des ROs, ce qui a conduit
à découper la gamme de tension des ROs en 5 intervalles, sauf pour les deux ROs
LowTherm qui bénéficient de 8 tranches. Ceci permet d’obtenir des mesures qui
peuvent être contenues dans un compteur de 9 bits, ce qui réduit de 60% la taille
du registre.
Dans une future version du Multiprobe, il sera donc intéressant de concevoir
un compteur plus petit. Dans l’optique d’une implémentation logicielle du trai-
tement des mesures on peut conserver un compteur de 12 bits afin d’obtenir un
registre total de 16 bits. Cependant, l’orientation vers une implémentation maté-
rielle dédiée au traitement des mesures, pousse à adopter une taille de compteur
non standard de 9 bits.
3.3.2 Influence des différents paramètres de la méthode
À la section 3.2.3 la méthode d’estimation a été validée en adoptant certaines
valeurs pour les paramètres. Nous allons maintenant exposer les expériences me-
nées afin de déterminer l’influence de ces paramètres sur la méthode et d’argu-
menter les choix retenus pour ces paramètres.
Combinaison des fréquences
Les résultats présentés section 3.2 ont été obtenus en combinant deux-à-deux
les 7 fréquences Fk fournies par le Multiprobe avec la fonction somme. Cepen-
dant, il est possible d’utiliser d’autres opérateurs mathématiques (par exemple,
la différence ou le produit) ainsi que d’autres modes de combinaison (trois à trois,
quatre à quatre, ...).
La première expérience menée a pour but de déterminer si le fait de combiner
les fréquences améliore la précision de l’estimation par rapport à l’utilisation di-
recte des fréquences brutes d’un Multiprobe. Pour cela, l’expérience de validation
globale de la méthode d’estimation présentée à la section 3.2.3 a été répétée en
considérant différents modes de combinaison des fréquences (deux-à-deux, trois-
à-trois, ...) par la fonction somme.
Le Tableau 3.2 récapitule les erreurs moyennes d’estimation et les écart-types
qui ont été obtenus. On remarque que les meilleurs résultats sont obtenus pour le
mode de combinaison des fréquences deux à deux. Il est à noter que la tendance est
identique pour des expériences réalisées avec des combinaisons utilisant d’autres
opérateurs mathématique (différence, produit, ...).
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Tableau 3.2 – Influence des modes de combinaison sur les résultats de l’estimation
Somme Sans combinaisons 2 à 2 3 à 3 4 à 4 5 à 5 6 à 6
µV (mV ) 2, 54 2, 72 2, 65 2, 28 0, 91 −0, 95
σV (mV ) 10, 65 4, 07 5, 29 8, 05 12, 81 37, 32
µT (°C) 0, 10 −0, 92 −0, 69 −0, 11 1, 09 3, 87
σT (°C) 43, 37 6, 22 7, 65 10, 55 15, 65 55, 96
Tableau 3.3 – Influence des opérateurs mathématiques de combinaison sur les
résultats de l’estimation
Combinaison 2 à 2 Somme Différence Produit
µV (mV ) 2, 72 −0, 43 2, 76
σV (mV ) 4, 07 13, 96 3, 36
µT (°C) −0, 92 1, 25 −0, 93
σT (°C) 6, 22 13, 16 8, 36
Il est également à noter que la combinaison 7 à 7 n’a pas été testée, car
elle n’a pas d’intérêt dans le cadre de l’utilisation du test de KS. En effet, cette
combinaison revient à sommer toutes les fréquences des ROs pour créer une CDF
ne contenant qu’un seul élément. Il est alors impossible pour le test de KS de
différencier deux CDFs.
La seconde expérience a eu pour but de déterminer quel opérateur mathé-
matique permet d’obtenir la meilleure précision d’estimation en combinant les
fréquences deux-à-deux. De nouveau, l’expérience précédente a été répétée en
combinant les fréquences avec les opérateurs somme, différence et produit. Le
choix de l’opérateur a été limité à ces trois possibilités afin que le coût de calcul
lié à l’opération de combinaison reste le plus faible possible et qu’une éventuelle
implémentation matérielle puisse être facilement réalisée. La Tableau 3.3 montre
que les erreurs d’estimation sont plus petites lorsque l’opérateur somme est uti-
lisé. Il est à noter que si l’opérateur produit semble également intéressant son
exécution et son implémentation sont beaucoup plus coûteuses qu’une simple
somme.
Ces expériences justifient notre choix de combiner deux-à-deux les fréquences
des ROs par la fonction somme avant de construire la CDF.
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Tableau 3.4 – Influence du seuil de sélection Th des modèles sur les résultats de
l’estimation
Seuil Th 0,5 0,6 0,7 0,8 0,9 0,97 0,98 0,99
µV (mV ) 2, 33 2, 52 2, 51 2, 60 2, 62 2, 62 2, 72 2, 72
σV (mV ) 7, 83 5, 50 5, 52 4, 60 4, 04 4, 04 4, 07 4, 07
µT (°C) −0, 45 −0, 63 −0, 60 −0, 73 −0, 76 −0, 76 −0, 91 −0, 91
σT (°C) 17, 13 11, 22 11, 21 9, 05 8, 55 8, 55 6, 22 6, 22
Seuil de sélection des modèles
Dans les expérimentations menées précédemment, le seuil de sélection des mo-
dèles Th avait été fixé à 0, 99. Ce seuil influence le nombre de modèles qui sont
sélectionnés pour former le sous-ensemble S permettant de calculer l’estimation
de V et de T par moyenne pondérée. Dans les cas, où le test n’arrive pas à déter-
miner un unique modèle similaire au jeu de données traité, il est intéressant de
sélectionner plusieurs modèles (Th plus faible) pour que l’effet de moyenne atté-
nue l’erreur du test. Néanmoins, sélectionner un trop grand nombre de modèles
peut conduire à sélectionner des modèles qui ne participent pas à l’atténuation
de l’erreur d’estimation voire l’aggravent.
Afin d’analyser l’influence de ce seuil, différentes valeurs Th ont été testées
en réalisant, comme lors des expériences précédentes, l’expérience de validation
globale consistant à estimer une multitude de cas VT répartis sur la gamme de
fonctionnement considérée. La Tableau 3.4 présente les erreurs moyennes d’esti-
mation et leurs écart-types associés pour les différentes valeurs de seuil testées.
De cette expérience, il ressort que la sélection la plus sévère permet de mini-
miser globalement les erreurs d’estimation. C’est donc le seuil de 0, 99 qui sera
adopté pour la suite de l’étude.
Agrégation des modèles
L’agrégation est la dernière étape de traitement des données dans la chaîne de
la méthode d’estimation. Le choix de la moyenne pondérée pour accomplir cette
fonction a été fait suite à l’observation de la répartition des modèles sélectionnés.
En effet, comme illustré Figure 3.8a, les probabilités retournées par le test KS
sont distribuées spatialement dans le plan VT autour du point {V, T} réel et
décroissent progressivement lorsque l’on s’éloigne de celui-ci. Il est donc naturel
de chercher une fonction permettant de déterminer le barycentre des probabilités,
ou dans notre cas celui d’un sous-ensemble S de valeurs.
Des alternatives à la moyenne pondérée pourraient simplifier le calcul de l’es-
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timation finale {Vˆ , Tˆ}. Par exemple, dans le cas où le seuil de sélection Th est
très sévère, il y a de fortes chances que tous les modèles sélectionnés soient asso-
ciés à la même p-Value. De ce fait, la pondération de la moyenne par la valeur
de probabilité n’est plus utile et une moyenne devient suffisante pour calculer
l’estimation avec la même précision qu’une moyenne pondérée. Dans notre cas
d’utilisation avec Th = 0, 99, la moyenne semble suffisante.
Enfin, la fonction du bloc d’agrégation la plus économe en terme de calculs,
est de déterminer le modèle ayant obtenu la meilleure p-Value. Dans ce cas, l’état
{V, T} lié à ce modèle est directement interprété comme l’estimation. Cependant,
l’unicité de ce maximum n’est pas garantie par le test de KS, ce qui nécessite
d’avoir une règle de décision permettant de choisir parmi plusieurs maxima. De
plus, ces derniers ne sont pas nécessairement contigus dans l’espace VT, ce qui
rajoute potentiellement des sources d’erreurs d’estimation.
3.3.3 Influence de la granularité de la base de modèles
Les expériences précédentes ont permis de fixer les valeurs de certains para-
mètres de la méthode en déterminant le réglage apportant la meilleure précision
d’estimation. Le choix du nombre de modèles utilisés pour estimer la tension et
la température est beaucoup moins aisé. En effet, ce paramètre influe à la fois
sur la précision de l’estimation, sur la taille mémoire de la base de modèles, et
sur le temps nécessaire au calcul d’une estimation (et donc sur le débit maximal
d’estimation associé). L’utilisateur est donc face à un compromis entre précision
et performances.
En réalité, plus que le choix du nombre de modèles, il s’agit plutôt du choix de
la granularité de la base de modèles, c’est-à-dire les pas ∆V et ∆T avec lesquels
la base de modèles est constituée. Comme la base considérée comporte des bornes
fixes qui définissent la gamme de fonctionnement, on raisonnera souvent sur le
nombre de modèles contenus dans la base.
Effets de la taille de la base de modèles sur la précision de l’estimation
La granularité de la base de modèles a une influence sur la précision d’es-
timation. En effet, une base contenant un nombre élevé de modèles permet de
modéliser plus finement le comportement du Multiprobe sur la gamme de fonc-
tionnement VT considérée. En pratique, moins il y a de modèles dans la base,
moins il est probable que la mesure corresponde à un modèle connu. De ce fait,
si la granularité est grossière, et compte tenu des choix de construction de la
chaîne d’estimation et des paramètres de réglage, des effets indésirables peuvent
apparaître lors de l’estimation, pouvant entraîner des erreurs d’estimation impor-
tantes.
Par exemple, la Figure 3.17a montre que même si les plus fortes p-Values sont
3.3. LEVIERS DE RÉGLAGES ET COMPROMIS 75
globalement réparties autour du point {V, T} réel (représenté par le cercle rouge),
l’estimation retenue correspond in fine au modèle ayant obtenu la plus grande p-
Value. Cette p-Value est en réalité relativement faible (dans ce cas, 0, 79), ce qui
reflète le peu de similarité entre la mesure et le modèle. Notons que, la p-Value
(ou la p-Value moyenne) associée aux modèles sélectionnés dans S, peut être
interprétée comme un indice de confiance dans le résultat. Sur la Figure 3.17a,
on remarque que ce ne sont pas les modèles adjacents au point {V, T} réel qui ont
obtenu les p-Values le plus fortes. Dans cet exemple, le fait que le cercle rouge
soit assez éloigné de tous modèles et que la caractéristique de la figure formée par
les plus grandes p-Values soit très axiale produit une estimation très éloignée du
cas réel, surtout en température.















(a) Résultat d’une estimation pour
{V, T} = {0, 925V, 45°C}















(b) Résultat d’une estimation pour
{V, T} = {0, 855V, 18°C}
Figure 3.17 – Exemples d’effets dus à la granularité
Sur la Figure 3.17b, il se trouve que le point {V, T} réel est très proche d’un
modèle stocké dans la base. En outre, un seul modèle est retenu pour calculer
l’estimation car les modèles sont éloignés les uns des autres. Dans ce cas, la
méthode permet d’obtenir une estimation assez proche de l’état réel et avec une
bonne p-Value associée (ici, 0, 99), alors que l’utilisation d’une base de modèles
avec une granularité plus fine aurait pu mener à une estimation moins précise,
d’autres modèles ayant pu obtenir une p-Values importante.
Ces effets particuliers sont plus ou moins présents en fonction de la granularité
de la base de modèles. Afin d’en mesurer l’influence sur les résultats globaux d’es-
timation, l’expérience de validation globale de la méthode a été effectuée pour dif-
férentes granularités de la base, en faisant varier ∆V ∈ {10mV, 20mV, 50mV, 100mV }
et ∆T ∈ {10°C, 20°C, 40°C, 80°C}. Les Tables 3.5 et 3.6 présentent les erreurs
moyennes d’estimation et leur écart-type associé pour respectivement ∆T = 10°C
et différents ∆V , et ∆V = 10mV et différents ∆T . Le nombre de modèles conte-
nus dans la base de modèles utilisée est également reporté.
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Tableau 3.5 – Influence de la granularité de la base de modèles sur les résultats
d’estimation pour différents ∆V avec ∆T = 10°C
∆V 10mV 20mV 50mV 100mV
µV (mV) 2, 72 2, 81 3, 32 4, 04
σV (mV) 4, 07 5, 98 15, 82 31, 32
µT (°C) −0, 92 −1, 27 −2, 79 −7, 68
σT (°C) 6, 22 10, 21 25, 85 53, 12
# de modèles 1037 527 221 119
Tableau 3.6 – Influence de la granularité de la base de modèles sur les résultats
d’estimation pour différents ∆T avec ∆V = 10mV
∆T 10°C 20°C 40°C 80°C
µV (mV) 2, 72 2, 77 2, 90 3, 54
σV (mV) 4, 07 5, 42 7, 34 12, 05
µT (°C) −0, 92 −1, 27 −1, 3 −2, 32
σT (°C) 6, 22 8, 08 11, 65 20, 66
# de modèles 1037 549 305 183
Finalement la Figure 3.18, récapitule les erreurs d’estimation de tension (Fi-
gure 3.18a) et de température (Figure 3.18b), sous la forme µ + σ en fonction
de la granularité. On peut remarquer que les erreurs d’estimation sont beaucoup
plus sensibles à la granularité ∆V qu’à ∆T . Ceci provient du fait que les ROs
sont plus sensibles à la tension qu’à la température. Par conséquent, il semble
que la base de modèles doive être construite de sorte à avoir la granularité ∆V
la plus fine possible, même si une granularité ∆T moindre est adoptée.
Effets de la taille de la base de modèles sur l’occupation mémoire
La base de modèles doit être stockée dans une mémoire sur puce afin que
la méthode d’estimation puisse utiliser efficacement les données qu’elle contient.
En considérant que des variations des procédés de fabrication intra-die peuvent
affecter différemment les capteurs, chaque Multiprobe doit pouvoir disposer idéa-
lement d’une base de modèles afin que les modèles utilisés par le capteur corres-
pondent parfaitement à son propre état de procédés de fabrication. L’effet des
variations des procédés de fabrication sur la précision de l’estimation est discuté
à la section 3.5.1 et montre que les variations de procédés de fabrication peuvent
avoir de grandes conséquences sur la précision de l’estimation. Cette duplication
des bases peut rapidement conduire à une occupation mémoire très importante si














































(b) Erreur d’estimation de température
Figure 3.18 – Erreur d’estimation µ +σ en fonction de la granularité de la base
beaucoup de modèles sont utilisés pour chaque Multiprobe. De plus, la mémoire
la plus proche de la ressource à surveiller est la plus indiquée pour le stockage
des bases, car elle permet de limiter la latence de lecture de chaque modèle et
donc d’améliorer la vitesse totale d’estimation. Or, ces mémoires ont souvent des
tailles drastiquement limitées du fait de leur coût de production et de l’occupa-
tion silicium totale qu’elles peuvent représenter dans le contexte d’un MPSoC qui
nécessite de les dupliquer dans chaque ressource.
Il est donc essentiel de limiter l’empreinte mémoire nécessaire au stockage
d’une base de modèles. Une solution simple pour réduire la taille de la mémoire
relative à la base de modèles est de la construire avec le moins de modèles possible.
Cependant, nous avons vu que cette réduction, qui s’apparente à un accroissement
de la granularité, se fait au détriment de la précision d’estimation. L’utilisateur
doit donc faire un compromis entre précision de l’estimation et taille mémoire de
la base de modèles.
On peut également agir directement sur la taille mémoire de chaque modèle
stocké pour réduire la taille mémoire de la base de modèles. En effet, à la sec-
tion 3.2.2, la méthode a été décrite en supposant que chaque modèle est stocké
sous la forme d’une CDF. Dans notre cas d’utilisation, les CDFs sont construites à
partir des fréquences combinées deux à deux et contiennent donc chacune C27 = 21
éléments. En réalité, il est possible de construire une base de modèles en ne sto-
ckant en mémoire que les 7 fréquences brutes Fk des ROs, ce qui réduit par 3
le nombre d’éléments stockés pour chaque modèle. Cette modification nécessite
d’adapter la chaîne d’estimation décrite à la Figure 3.7 de sorte à obtenir la Fi-
gure 3.19. Maintenant, lors de la calibration, les fréquences brutes ~F{Vi,Tj} sont
stockées directement dans la base. Lors d’une estimation chaque CDF modèle
Ms doit être construite en consultant les fréquences ~Fs dans la base puis en les
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Figure 3.19 – Adaptation de la chaîne de la méthode d’estimation pour réduire
l’empreinte mémoire de la base de modèles
Cette adaptation du stockage des modèles permet de diviser quasiment 2 par
trois la taille mémoire nécessaire au stockage d’une base de modèles. Néanmoins,
ceci nécessite davantage de calculs lors de la phase d’estimation puisque chaque
CDF modèle doit être construite avant chaque test KS. Cependant, ce surplus
de temps de calcul peut en partie, voire totalement, être masqué par l’exécution
d’une autre étape de calcul de la chaîne d’estimation. Cette limitation est donc
une augmentation de latence et non du débit d’estimation.
Effets de la taille de la base de modèles sur le débit maximal d’estimation
Le nombre de modèles stockés dans la base définit le nombre de test de KS
qu’il est nécessaire d’exécuter pour obtenir une estimation de la tension et de
la température. La granularité de la base influe donc directement sur le temps
de calcul nécessaire pour réaliser une estimation et donc sur le débit maximal
d’estimation.
De nouveau un compromis doit être trouvé entre précision et débit maxi-
mal de l’estimation. L’évaluation du débit maximal est étudiée au chapitre 4 en
considérant une plateforme matérielle particulière pour différentes implémenta-
tions possibles de la méthode. Cependant, afin de relâcher le compromis il est
possible d’exécuter la méthode de manière itérative. De cette façon, le coût de
calcul peut être réduit tout en conservant la précision.
Le principe est d’exécuter itérativement la méthode pour une même estima-
tion, mais en utilisant à chaque fois une base de modèles avec une granularité
plus fine. Une première estimation est exécutée avec une base de modèles gros-
sière (par exemple avec ∆V1 = 100mV et ∆T1 = 40°C) et une estimation {Vˆ1, Tˆ1}
en est déduite. Lors de l’itération suivante la méthode est exécutée en utilisant
une granularité de base de modèles plus fine (par exemple avec ∆V2 = 50mV et
∆T2 = 20°C). Cette seconde itération est réalisée en considérant une fenêtre VT
2. La taille mémoire liée aux étiquettes {Vi, Tj} de chaque modèle ne change pas.
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de largeur réduite et centrée autour de l’estimation {Vˆ1, Tˆ1} (par exemple avec
la fenêtre V ∈ [Vˆ1 − 5×∆V2, Vˆ1 + 5×∆V2] et T ∈ [Tˆ1 − 8×∆T2, Tˆ1 + 8×∆T2]
on obtient une nouvelle estimation {Vˆ2, Tˆ2}). De la même manière les itérations
suivantes peuvent être exécutées pour terminer avec la granularité la plus fine
qui permet d’obtenir l’estimation finale {Vˆ , Tˆ}.
La Figure 3.20 illustre le résultat d’une estimation de la tension et de la tempé-
rature en utilisant cette approche dichotomique de l’espace VT. La comparaison
avec la Figure 3.8, relative au même cas {V, T} estimé, permet de constater que
de nombreux modèles n’ont pas été consultés par la méthode bien que le même
résultat d’estimation soit obtenu. On notera toutefois que dans cet exemple, la
fenêtre couvre toujours la totalité de la gamme T avec la granularité ∆T la plus
fine. Ceci permet de prendre en compte le caractère très « vertical » des p-Values
obtenues qui peut engendrer des problèmes de convergence des itérations pour
les granularités grossières, comme illustré précédemment Figure 3.17a. Seule la
granularité ∆V est donc affinée à chaque itération. Sur la Figure 3.20, la largeur
de fenêtre est de ±4 × ∆Vn autour de l’estimation {Vˆn−1, Tˆn−1}, avec ∆Vn la
granularité en tension de l’itération n 6= 1.















(a) Les p-Values en échelle de cou-
leur
































(b) En noir les modèles sélectionnés pour l’estima-
tion
Figure 3.20 – Estimation par granularité itérative pour {V, T} = {0, 982V, 38°C}.
Le résultat est identique à celui obtenu Figure 3.8
Le réglage de la largeur de la fenêtre VT explorée à chaque itération est le pa-
ramètre qui permet de sélectionner plus ou moins de modèles et donc de diminuer
ou pas le coût de calculs. Une fenêtre trop étroite risque, par les effets de la gra-
nularité décrits à la section 3.3.3, de faire diverger l’estimation. La Tableau 3.7
récapitule, pour différentes largeurs de fenêtre, la diminution moyenne du coût de
calcul et les différences de précision d’estimation par rapport à l’utilisation de la
base de modèles de référence (non-itérative et avec la granularité la plus fine). La
précision est globalement conservée jusqu’à des fenêtres de largeur ±6×∆Vn. Par
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Tableau 3.7 – Influence de la granularité sur les résultats d’estimation pour dif-
férents ∆T et ∆V = 10mV
Fenêtre (±n×∆Vn) Max 10 6 5 4 3 2
µV + σV (mV ) 6, 79 6, 79 6, 79 8, 09 8, 09 9, 06 8, 97
µT + σT (°C) 5, 30 5, 30 5, 30 6, 38 6, 38 7, 30 8, 49
Écart de précision V (%) − − − 19, 07 19, 07 33, 39 45, 39
Écart de précision T (%) − − − 20, 41 20, 41 37, 78 60, 20
Nb moyen de tests KS ef-
fectués 1037 829, 9 685, 9 605, 1 521, 9 429, 8 326, 8
Économie de tests (%) − 20, 0 33, 9 41, 7 49, 7 58, 6 68, 5
exemple, en utilisant une largeur de fenêtre de ±6×∆Vn, on peut réduire le coût
de calcul de 33, 9% tout en conservant la précision d’estimation. On remarque
que le nombre moyen de tests KS effectués pour obtenir une estimation n’est pas
un entier car la fenêtre n’a pas toujours une largeur de 2n×∆Vn. En effet, si la
fenêtre est centrée exactement sur un modèle de la base, la largeur générée est
alors de (2n+ 1)×∆Vn.
Cette méthode itérative permet de diminuer simplement le coût de calcul de la
méthode d’estimation grâce à une gestion efficace des modèles. Dans le contexte
d’une implémentation logicielle de la méthode d’estimation, cette gestion de la
base de modèles peut facilement être réalisée. Cependant, la difficulté d’implé-
mentation est plus importante pour réaliser un accélérateur matériel. En effet,
la gestion des différentes granularités et des lectures des modèles correspondants
complexifie le développement d’une solution matérielle dédiée à l’estimation de
la tension et de la température.
Dans cette section nous avons analysé l’influence des divers paramètres de
réglages de la méthode proposée pour estimer la tension et la température. Ce
travail a permis de mettre en évidence que si certains paramètres peuvent être
choisis aisément en recherchant l’optimum d’un critère (par exemple la précision,
le temps de calcul), d’autres paramètres, et notamment la granularité de la base
de modèles, nécessitent de faire un compromis sur ces critères.
Le principal défi dans l’implémentation de la méthode proposée réside dans
le choix de la base de modèles utilisée, c’est-à-dire le choix du compromis entre
précision et coût de calcul. En effet, la précision de l’estimation est importante
pour permettre d’appliquer des politiques de réadaptation avec des marges de
fonctionnement les plus faibles possibles. D’un autre côté le coût de calcul lié à
une estimation définit le débit maximal d’estimation, qui doit être le plus rapide
possible afin de pouvoir surveiller au mieux les variations rapides, notamment
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celle de tension.
Au premier ordre, on peut facilement estimer que le débit de la méthode
proposée ne suffit pas pour surveiller les variations rapides de tension. En effet,
les jeux de données comparés par le test d’hypothèse contiennent 21 éléments
(CDF) chacun. Il parait donc difficile qu’une exécution d’un seul test (avec une
implémentation logicielle ou matérielle) puisse être faite en moins de 50 cycles
d’horloge en moyenne. De plus, les applications visées par les architectures adap-
tatives sont des circuits basse consommation qui fonctionnent généralement avec
des fréquences d’horloge en dessous du gigahertz. De ce fait, en choisissant une
base de modèles en accord avec les recommandations de granularité proposées
(∆T = 40°C et ∆V = 10mV , soit 305 modèles) il faudrait, d’après le raisonne-
ment optimiste suivi, au moins une quinzaine de microsecondes par estimation
avec une horloge de 1 GHz. Cet ordre de grandeur de débit introduit un retard
dans la boucle de réadaptation de l’AVFS (voir Figure 2.7), qui ne permet pas
de suivre dynamiquement les IRdrops de seconde classe (de l’ordre de la micro-
seconde).
Malgré le fait que la méthode proposée semble bien adaptée à la surveillance de
la température et des variations lentes de tension, elle semble montrer des limites
de débits pour la surveillance des variations plus rapides. Ces variations rapides de
tension peuvent avoir des amplitudes plus importantes que les variations lentes.
Ne pas les surveiller nécessite d’introduire des marges de fonctionnement qui
réduiraient drastiquement l’efficacité énergétique de l’AVFS. Afin de limiter ces
marges, une méthode d’estimation rapide de la tension, complémentaire de la
méthode d’estimation de V et de T présentée précédemment, est proposée dans
la section suivante.
3.4 Estimation rapide de la tension
Afin de surmonter la limitation de débit d’estimation de la méthode présentée
précédemment, il est proposé, dans cette section, de mettre au point une méthode
permettant de suivre les variations rapides de la tension. Le but est que cette nou-
velle méthode soit complémentaire avec la précédente. Elle doit alors utiliser les
mêmes mesures brutes (fréquences), du Multiprobe, mais aussi des informations
extraites de la méthode d’estimation de la tension et de la température.
L’idée que nous avons suivie consiste à exploiter les différences de dynamiques
temporelles entre les variations de tension et de température. Afin de différencier
les deux méthodes d’estimation, nous nommerons méthode d’estimation conjointe
de VT la méthode présentée à la section 3.2 et méthode d’estimation rapide de V
la méthode complémentaire présentée ci-après.
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3.4.1 Exploitation des différences de dynamiques temporelles entre V
et T
Il convient d’abord de définir la gamme de dynamique de tension que l’on sou-
haite pouvoir suivre avec cette méthode. Il ne s’agit pas de surveiller les variations
très rapides de tension (IRdrops de première classe), inférieures à quelques na-
nosecondes. En effet, ces variations sont liées directement à l’activité du circuit
et aux commutations des bascules sur les fronts d’horloge. Il semble donc extrê-
mement difficile, voire impossible, de surveiller des variations plus rapides qu’une
période d’horloge, avec une méthode numérique, dépendant elle-même de la vi-
tesse d’horloge. Les variations de tension que l’on souhaite pouvoir maintenant
surveiller sont donc celles de l’ordre de la microseconde et au-delà.
Les dynamiques temporelles des variations de tension et celles des variations
de température sont différentes [10]. Les variations de température les plus rapides
sont dans le pire des cas de l’ordre de quelques dizaines de microsecondes, ce qui
représente l’ordre de grandeur des variations de tension les plus lentes. Il semble
donc intéressant de surveiller les variations de tension plus fréquemment que celles
de température. L’ajout de la méthode d’estimation rapide de V a donc pour but
de créer un système de surveillance à deux vitesses, l’une pour la surveillance de
la température (et des variations lentes de tension) et l’autre pour les variations
rapides de tension.
Le principe de la méthode proposée est d’utiliser un seul RO pour estimer
seulement sa tension de fonctionnement en considérant que sa fréquence d’oscil-
lation n’est pas affectée par des variations de température. En effet, les variations
de fréquence d’un RO dont la température ne varie pas sont liées à des variations
de tension. Ce principe a été exploité par plusieurs travaux [7] afin de s’affranchir
de la dépendance des ROs aux variations de température à défaut de pouvoir
les mesurer. La Figure 3.21 illustre que si la température Tactuelle est constante
durant la mesure de la fréquence FROTactuelle , alors on peut estimer la tension Vˆ en
recherchant dans un sous-ensemble de la base de modèles Ms, appelé MROTactuelle
et contenant les fréquences de ce RO pour la température actuelle Tactuelle, la
fréquence la plus proche de FROTactuelle :
Vˆ = arg min
V
|FROTactuelle −MROTactuelle(V )| (3.14)
Cependant, ce principe nécessite de vérifier l’hypothèse selon laquelle la me-
sure de la fréquence du RO est plus rapide que les variations significatives de
température afin que la variation fréquentielle soit liée à une variation de ten-
sion. Il a déjà été discuté à la section 3.2.3 du temps nécessaire à l’acquisition
des 7 fréquences d’un Multiprobe. La méthode d’estimation rapide de V ne né-
cessite maintenant que l’acquisition de la fréquence d’un seul RO. De ce fait,
une mesure de fréquence peut être obtenue en 85 cycles, soit 0, 66µs avec une
horloge à 100MHz. Cette durée d’acquisition étant très inférieure aux variations






Figure 3.21 – Principe de l’estimation de tension par une mesure seule de FROTactuelle
en connaissant la température Tactuelle
significatives de température (de l’ordre de quelques dizaines de microsecondes),
l’hypothèse de travail semble donc être valide.
L’évolution de la fréquence d’un RO en fonction de sa tension dépend éga-
lement de sa température. Cela signifie que les fonctions fT1 et fT2 , décrivant
respectivement la fréquence d’un RO pour deux températures différentes T1 et
T2, sont telles que FROT1 = fT1(V, T1) et F
RO
T2 = fT2(V, T2), sont différentes. Par
conséquent, il est nécessaire de connaître la température actuelle pour réaliser
une estimation précise de la tension. Ceci peut être effectué en utilisant la com-
plémentarité de cette nouvelle méthode avec la méthode d’estimation conjointe
de VT présentée précédemment qui fourni une valeur de T.
3.4.2 Complémentarité avec la méthode d’estimation conjointe de
VT
L’utilisation de cette méthode d’estimation rapide de la tension s’intègre par-
faitement dans le système de surveillance décrit précédemment. En effet, en plus
d’utiliser le même capteur (ou plus précisément un élément de ce capteur, i.e. un
RO) et la même base de modèles que la méthode d’estimation conjointe de VT
(ou plus précisément un sous-ensemble MROTactuelle de la base d’origine), la seconde
méthode peut utiliser l’estimation de la température actuelle Tˆ produite par la
méthode conjointe. Ainsi la méthode d’estimation rapide dispose de tous les élé-
ments pour réaliser, pendant quelques dizaines de microsecondes, une estimation
précise de la tension en considérant que la température actuelle est la dernière
température estimée Tˆ par la méthode conjointe :
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Il est à noter que les modèles MRO
Tˆ
correspondant à Tˆ ne sont probablement
pas dans la base de modèles d’origineMs car Tˆ n’appartient pas forcément à l’en-
semble des températures couvertes par Ms. Plusieurs solutions sont alors envisa-
geables pour construire la base de modèles adéquate MRO
Tˆ
. La première consiste
à interpoler linéairement les fréquences du RO pour la température estimée Tˆ .
Cependant, cela peut être assez coûteux en calcul. Du fait de la faible dépendance
des fréquences aux variations de température, la seconde solution consiste à sélec-
tionner les modèles MROTproche correspondant à la température Tproche appartenant
à l’ensemble des températures de la granularité de la base de modèles d’origine
Ms, la plus proche de Tˆ . L’influence de ce choix sur l’erreur d’estimation sera
décrite à la section suivante 3.4.3.
La méthode d’estimation rapide de V ainsi proposée nécessite moins de cal-
culs que la méthode d’estimation conjointe et pourra donc être exécutée plus
rapidement. Ceci devrait permettre de surveiller les variations rapides de ten-
sion. Comme cette nouvelle méthode nécessite une estimation de la température
actuelle, on peut envisager de l’exécuter plusieurs fois entre deux estimations
conjointes de VT successives. Cependant, la durée pendant laquelle l’estimation
Tˆ reste valide est limitée par la dynamique de T. Les exécutions de la méthode
rapide ne pourront donc être exécutées que sur une durée limitée après la dernière
estimation de Tˆ , c’est-à-dire tant que l’hypothèse que Tˆ est constant reste valide.
3.4.3 Validation en simulation
Afin de valider la méthode proposée, différentes simulations ont été menées.
Le même type d’expériences que celles reportées dans la section 3.2.3 ont été réali-
sées, afin de déterminer l’erreur d’estimation globale sur la gamme VT considérée.
Dans un premier temps, l’influence du choix de la base de modèles a été analy-
sée afin de déterminer s’il est plus intéressant d’interpoler les fréquences modèles
afin d’obtenir la base de modèles MRO
Tˆ
correspondant à la température estimée
Tˆ , que d’utiliser directement le sous-ensemble MROTproche de la base de modèles
existante en considérant la température la plus proche de Tˆ . La distance entre
Tˆ et les températures de la base de modèles d’origine Ms dépend de la granu-
larité en température de la base de modèles d’origine, tout comme la précision
de l’interpolation. Afin d’analyser l’influence de la granularité en température,
cette expérience a donc été menée en considérant la granularité ∆V = 10mV
et plusieurs granularités ∆T . La Tableau 3.8 présente les erreurs moyennes d’es-
timation pour les différentes expériences, ainsi que les écart-types associés. On
observe que les erreurs sont plus faibles en utilisant la base de modèles interpolée
MRO
Tˆ
. Cependant, la faible différence avec les erreurs obtenues en utilisant la base
de la température la plus proche ne justifie pas les calculs supplémentaires que
nécessitent l’interpolation. On peut donc conclure qu’il est suffisant d’utiliser la
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Tableau 3.8 – Influence de la granularité et du mode de construction de la base
de modèles sur les résultats d’estimation rapide de tension pour différents ∆T et
∆V = 10mV
∆T (°C) 10 20 40 80
MROTproche
µV (mV ) 3, 24 3, 18 3, 23 3, 69
σV (mV ) 3, 94 4, 13 5, 42 8, 28
MRO
Tˆ
µV (mV ) 3, 00 2, 79 2, 63 2, 73
σV (mV ) 3, 31 3, 47 3, 76 4, 22
Tableau 3.9 – Influence du RO considéré sur les résultats d’estimation rapide de
tension
RO Inverter LowTherm LongWire Latches Xor Ncap Pcap
µV (mV ) 3, 24 2, 31 2, 84 2, 56 2, 90 3, 43 3, 80
σV (mV ) 3, 94 4, 94 3, 56 3, 30 3, 64 4, 14 4, 60
base de modèles MROTproche en considérant la température la plus proche de Tˆ .
La première partie de la validation a été faite en estimant la tension à partir
de mesures issues du RO Inverter. Il convient de vérifier si l’utilisation d’un RO
différent influe sur l’erreur d’estimation. L’expérience d’estimation globale a été
réalisée successivement avec des mesures issues des 7 ROs et avec une granularité
de ∆V = 10mV et ∆T = 10°C. La Tableau 3.9 montre que tous les ROs, sauf le
LowTherm, présentent des erreurs moyennes comparables.
Enfin, la dernière expérience a pour but de valider la méthode en présence d’er-
reurs d’estimation de la température. En effet, comme la méthode d’estimation
rapide de V utilise l’estimation de température issue de la méthode d’estimation
conjointe, la valeur Tˆ utilisée peut être entachée d’une erreur. L’expérience d’es-
timation globale a donc été reconduite en considérant pour chaque cas {V, Ti}
estimé, que Tˆi = Ti + Ti avec Ti l’erreur d’estimation de température obte-
nue lors de l’estimation de {V, Ti} par la méthode d’estimation conjointe à la
section 3.3.1. En utilisant les mesures du RO Inverter, l’erreur moyenne d’esti-
mation et l’écart-type associé sont :
µV = 3, 18mV, σV = 3, 85mV (3.16)
Ces résultats sont comparables à ceux obtenus lorsque l’erreur d’estimation de
la température n’est pas prise en compte. Cela est dû au fait que les fréquences
d’oscillation des ROs sont beaucoup moins sensibles à des variations de tempé-
rature que de tension. De ce fait, même si une erreur d’estimation, ou une dérive
plus rapide que prévue de la température, T a pour effet de choisir une base de
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modèles MROTproche+T qui n’est pas la plus proche de la température actuelle, ce
choix influe peu sur l’estimation de la tension par la méthode proposée.
Cette méthode d’estimation rapide de V, associée à la méthode d’estima-
tion conjointe, permet donc de disposer d’un système de surveillance couvrant
une large gamme de variations temporelles de tension et de température, hor-
mis les variations de tension les plus rapides qui ne sont pas mesurables avec
une méthode numérique. Cependant, les deux méthodes proposées nécessitent
l’utilisation d’une base de modèles, obtenue par calibration, pour fournir des es-
timations précises. La phase de calibration est une étape pouvant nécessiter, de
par son caractère spécifique, des moyens particuliers, et coûteux. Dans la section
suivante différentes approches pour la calibration des capteurs seront proposées.
3.5 Calibration des Multiprobes
La base de modèles, contenant la fréquence d’oscillation des ROs pour plu-
sieurs états {V, T} différents, est nécessaire au fonctionnement des deux méthodes
d’estimation proposées. Cette base de modèles est obtenue lors d’une phase de
calibration. Le choix de la méthode employée pour calibrer le capteur a un effet
direct sur la qualité des modèles produits et par conséquent sur la précision de
l’estimation de la tension et de la température.
La phase de calibration du Multiprobe, si elle est exécutée hors-ligne, possède
un coût de calcul qui n’est pas un frein à son implémentation puisqu’elle n’est pas
réalisée durant le fonctionnement du circuit. Par contre, il peut être nécessaire
de disposer d’éléments matériels spécifiques et donc coûteux en terme d’investis-
sement, de surface silicium et de temps de test. Il est donc important de choisir
une méthode de calibration qui minimise les coûts liés au déroulement de cette
étape tout en maximisant la qualité des modèles générés pour la base de modèles.
3.5.1 Un compromis précision/coût de calibration
Tout au long des sections précédentes, nous avons pu observer que la précision
de l’estimation de la tension et de la température dépend des modèles considérés
pour former le base de modèles. La calibration du capteur a donc pour objectif
de construire une base contenant des modèles du capteur correspondant autant
que possible à son comportement réel, c’est ce que nous appellerons la qualité
des modèles. Cependant, du fait des contraintes liées aux coûts de cette phase, il
est nécessaire de faire un compromis avec la qualité des modèles pour que cette
calibration soit viable dans le cadre d’une production de circuits à grande échelle.
Afin d’illustrer ce compromis, deux stratégies de calibration vont être présentés,
l’une privilégiant la qualité des modèles, l’autre le coût de la calibration.
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Dans un cas idéal, la qualité des modèles construits par calibration doit être
privilégiée, en faisant abstraction des coûts liés à cette étape. La méthode idéale
a pour but de déterminer des modèles correspondants exactement au comporte-
ment réel du capteur utilisé, c’est à dire correspondant à l’état de procédés de
fabrication particulier de ce capteur. En effet, la qualité de la base de modèles
est une image de la prise en compte de l’état de procédés de fabrication réel du
capteur.
Le principe de cette calibration, qui a été décrit succinctement à la sec-
tion 3.2.2, est donc de stocker dans la base de modèles les mesures du Multiprobe
pour plusieurs états {Vi, Tj} différents et parfaitement connus. Pour être certain
que le jeu de mesures obtenu corresponde précisément à l’état {V, T} du capteur,
il faut être capable de maîtriser les deux paramètres, tension et température.
Pour cela, la tension d’alimentation peut être ajustée avec précision en uti-
lisant un générateur de tension. Si la ressource dans laquelle les capteurs sont
intégrés ne dispose pas d’un actionneur de tension local, il est nécessaire d’uti-
liser un générateur externe. Cependant, dans notre cas d’utilisation, la tension
peut être ajustée grâce aux actionneurs locaux de tension. De plus, la tension peut
être considérée stable si la phase de calibration est réalisée durant une phase où
l’activité calculatoire des ressources du circuit est minimale.
Pour la température, peu de solutions technologiques permettent de maîtriser
précisément cette variable à l’échelle d’un circuit. La solution permettant de
maîtriser le plus précisément la température d’un circuit consiste à le placer dans
une enceinte thermique. De ce fait, la température des capteurs intégrés dans
le circuit est également maîtrisée. Comme dans le cas de la tension, l’activité
calculatoire du circuit doit être maintenue au niveau minimal afin de limiter les
dissipations thermiques du circuit induites par cette activité.
Ce mode de calibration idéal permet d’obtenir une base de modèles très proche
du comportement réel des capteurs et peut être envisagé dans une phase de test
et de validation. Cependant, le temps et le coût nécessaire à son déroulement ne
sont pas compatibles avec la production de circuits en grande quantité car chaque
circuit devrait être calibré de cette façon.
Une alternative envisageable, pourrait consister à minimiser le coût de ca-
libration sans tenir compte de la qualité des modèles produits. Dans le cas où
l’on ne cherche plus à construire une base de modèles correspondant exactement
au cas de procédés de fabrication réel du capteur, il n’est alors plus nécessaire
d’acquérir des mesures provenant du capteur lui-même.
De ce fait, on peut obtenir une base de modèles par simulation électrique
(SPICE) du capteur. Cette base de modèles correspond alors à un cas de procé-
dés de fabrication particulier choisi pour les simulations électriques (typique par
exemple). En réalité, le circuit (et donc les capteurs qui y sont intégrés) ne sera
probablement pas fabriqué dans cet état de procédés de fabrication. De ce fait,
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Tableau 3.10 – Influence de l’écart entre les états de procédés de fabrication du
capteur et de la base de modèles sur les résultats d’estimation de la méthode
conjointe
État du capteur −3σ −2σ −σ TT σ 2σ 3σ
µV (mV ) −49, 03 −32, 06 −14, 96 2, 72 25, 23 46, 56 66, 79
σV (mV ) 15, 21 9, 89 5, 65 4, 07 8, 44 14, 91 22, 00
µT (°C) 5, 99 3, 29 0, 65 −0, 92 −1, 78 −2, 37 −2, 81
σT (°C) 19, 61 12, 99 7, 56 6, 22 8, 81 12, 04 15, 51
pour un état {V, T} donné, les fréquences d’oscillation des ROs ne correspondront
pas rigoureusement aux modèles.
Afin de quantifier l’influence de l’utilisation d’une base de modèles ne cor-
respondant pas à l’état des procédés de fabrication réel du capteur, plusieurs
expériences d’estimation de différents états {V, T} sur la gamme VT considé-
rée ont été réalisées avec la méthode d’estimation conjointe. La base de modèles
considérée est issue de simulations électriques conduites avec le cas de procé-
dés de fabrication typique et contient 1037 modèles différents correspondant à
la granularité la plus fine. L’expérience a été réalisée en considérant différents
états de procédés de fabrication du capteur entre le pire cas (Slow Slow, SS) et le
meilleur cas (Fast Fast, FF), en considérant que ces cas extrêmes correspondent
à des variations des paramètres des transistors de 3 ·σ autour du cas typique. La
Tableau 3.10 présente les erreurs d’estimation de la tension et de la température
et les écart-types associés pour différents procédés de fabrication du capteur pris
entre −3σ (équivalent à SS) et 3σ (équivalent à FF) par pas de σ.
Ces résultats montrent que la moyenne des erreurs d’estimation de tension
augmente rapidement lorsque la base de modèles ne correspond pas au cas de
procédés de fabrication réel du capteur, ce qui se traduit par un biais dans l’es-
timation de V. L’effet est moindre pour l’estimation de la température, ce qui
s’explique par la faible sensibilité des ROs à la température.
Dans cette section, nous avons pu mettre en évidence que la phase de calibra-
tion des capteurs est essentielle pour obtenir des estimations précises de la tension
et de la température. Néanmoins, le coût prohibitif d’une calibration idéale n’est
pas compatible avec les contraintes de coût et de temps de calibration de circuits
produits à grande échelle. Dans la section suivante, une méthode de calibration
basée sur un compromis entre coût et précision d’estimation est proposée [7].
3.5.2 Proposition d’une méthode de calibration
Il est possible de trouver un compromis pour limiter le coût de la calibration
tout en construisant une base de modèles fidèle au cas de procédés de fabrication
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réel du capteur. Il semble donc intéressant de construire la base de modèles à
partir de données de simulations électriques car ces données sont obtenues lors
de la phase de conception du circuit ce qui permet de réduire significativement le
temps et le coût de calibration. Cependant, suite aux expériences présentées dans
la section précédente, cette solution n’est intéressante que s’il est effectivement
possible de caractériser correctement l’état de procédés de fabrication du capteur.
La méthode de calibration proposée maintenant est donc réalisée en deux phases :
une caractérisation de la qualité des procédés de fabrication du capteur grâce à
l’acquisition des fréquences d’oscillation des ROs pour un unique état {V, T}
connu ou considéré comme tel, puis un ajustement de la base de modèles issue
de simulations électriques TT en utilisant la caractérisation précédente.
La caractérisation des procédés de fabrication d’un circuit est communément
réalisée en utilisant des capteurs dédiés [89] [37] [33]. La fréquence d’un RO est
comparée à des références contenues dans une LUT pour en déduire la qualité des
procédés de fabrication du circuit (variations inter-die). Peu de ces capteurs étant
implémentés sur un circuit, il n’est pas possible de capturer les variations locales.
Pour appréhender les variations locales pouvant affecter chaque Multiprobe de
manière différente, il est nécessaire de mettre au point une méthode de caracté-
risation spécifique. Pour cela, le principe de la méthode de caractérisation par la
mesure d’un RO est facilement transposable à la caractérisation d’un Multiprobe
en calibrant chacun des 7 ROs.
Le principe est de quantifier l’écart entre la fréquence mesurée d’un RO
FRO
PROact {Vcalib,Tcalib}
dans l’état de procédés de fabrication PROact que l’on cherche
à caractériser et la fréquence théorique FROTT{Vcalib,Tcalib} de ce RO dans un état
de procédés de fabrication TT. Si ces deux mesures correspondent au même
{Vcalib, Tcalib}, l’écart représente alors une image des dispersions des procédés de
fabrication PROact du RO. Cependant, il est nécessaire de connaitre {Vcalib, Tcalib}
lors de la mesure pour que la comparaison avec le modèle TT correspondant soit
possible. En pratique, on peut exploiter la phase de démarrage du circuit. En
effet, au démarrage, la température Tcalib des capteurs peut être assimilée à la
température de l’environnement du circuit (température de la pièce par exemple).
Un capteur de température analogique externe ou interne au circuit peut fournir
cette information. De plus, si la mesure FRO
PROact {Vcalib,Tcalib}
est effectuée lorsque
l’activité du circuit est minimale, par exemple avant les séquences de test, les
variations de tension sont limitées et Vcalib peut être assimilée à la tension d’ali-
mentation nominale du circuit Vnom.
La Figure 3.22 illustre qu’en utilisant la mesure du RO lors de la calibration
FRO
PROact {Vcalib,Tcalib}
et son modèle TT correspondant FROTT{Vcalib,Tcalib}, on peut cal-
culer un rapport rRO
TT2PROact
qui représente la déviation entre la qualité réelle des
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Figure 3.22 – Principe de la génération de la fonction de correction fROTT2Px avec
Px = SS et à la température Tcalib









< 1 si PROact est plutôt du type SS ou rROTT2PROact > 1 s’il est plutôt du
type FF. Ce rapport rRO
TT2PROact
nous renseigne sur la distance entre l’état PROact du
RO et l’état TT. Cependant pour générer une base de modèles correspondant à
l’état de procédés de fabrication du RO, il est également nécessaire de connaître
la distance entre l’état réel de procédés de fabrication du RO et l’état extrême
Px correspondant (SS ou TT suivant si rRO
TT2PROact
est inférieur ou supérieur à 1).
Enfin il est aussi nécessaire de savoir comment ajuster la base TT en fonction de
la déviation de l’état de procédés de fabrication du RO avec l’état TT et l’extrême
correspondant.
Pour cela, il est possible d’utiliser une fonction de correction fROTT2Px, obte-
nue lors de la phase de conception du circuit, et contenant les rapports rROTT2Px
entre l’état de procédés de fabrication TT et un l’état de procédés de fabrication





Notons qu’il est nécessaire de réaliser cette caractérisation pour les deux états
extrêmes SS et TT afin d’obtenir les deux bases de corrections fROTT2SS et fROTT2FF ,
chacune correspondant à une qualité des procédés de fabrication extrême. Ces
fonctions correctives permettent de transformer une base de modèles TT en base
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de modèles SS ou FF respectivement, en faisant l’hypothèse que le passage d’un
état de procédés de fabrication à l’autre se fait en suivant une homothétie. Il
est alors possible de déterminer comment transformer la base de modèles TT
en une base correspondant à un état de procédés de fabrication intermédiaire
PROact . En comparant la distance rROTT2PROact à la distance maximale correspondante
rROTT2Px{Vcalib,Tcalib}, on obtient un coefficient correcteur c






La Figure 3.22 montre la distance rROTT2Px{Vcalib,Tcalib} qui est utilisée pour le calcul
de cRO dans le cas de Px = SS.
Le coefficient cRO permet d’ajuster les rROTT2Px contenus dans la fonction
fROTT2SS ou fROTT2FF afin de créer fROTT2PROact = c
RO · fROTT2Px. Enfin, cette fonction
d’ajustement, qui est une base de données de mêmes dimensions que la base de
modèles TT, permet de générer la base de modèles calibrée FROs en ajustant pour
chaque état modèle {Vi, Tj} la fréquence FROTT du RO, tel que :
FROPROact {Vi,Tj} = F
RO
TT{Vi,Tj} · fROTT2PROact ({Vi, Tj}) (3.20)
La Figure 3.23 illustre la génération de la base de modèles du RO calibré FRO
PROact
(en noir) pour une température Tcalib à partir des données de la base de modèles
théorique TT (en vert). La base de modèles de chaque RO est alors stockée en
mémoire pour former la base de modèles des 7 ROs Fbase, contenant tous les ~Fs,
et utilisée par les méthodes d’estimation de la tension et de la température.
L’algorithme 1 récapitule les étapes nécessaires à l’exécution de la calibration
pour un Multiprobe. La méthode proposée permet de limiter le coût de la phase de
calibration en utilisant un unique point de mesure des fréquences des ROs acquis
au démarrage du circuit. Cette mesure de chaque RO permet de caractériser la
qualité des procédés de fabrication de chacun des ROs en faisant l’hypothèse que
l’état {Vcalib, Tcalib} est stable et connu au démarrage du circuit. L’utilisation de
fonctions correctives permet de construire une base de modèles correspondant au
cas de procédés de fabrication du capteur. Cette méthode est donc composée de
trois éléments principaux, chacun pouvant potentiellement être limitant pour le
déploiement de la méthode. Hormis la connaissance précise de l’état {Vcalib, Tcalib}
lors de la mesure de calibration qui a déjà été discutée au début de la section, les
deux autres points sont l’obtention des fonctions correctives fROTT2Px de chaque
RO et l’ensemble des calculs nécessaires à l’exécution de la méthode.
Comme nous l’avons discuté au début de la section, le coût de calcul de la
phasede calibration n’est pas le point le plus limitant car l’ensemble des calculs
de la méthode de calibration peut être effectué hors ligne. Le point important
reste l’acquisition de la mesure des ROs au démarrage du circuit ou à un moment
92


















({Vi, Tcalib}) = cRO · fROTT2SS({Vi, Tcalib})
Figure 3.23 – Principe de la transposition des fréquences théorique en TT d’un
RO en fréquences correspondant à son cas de procédés de fabrication réel PROact à
la température Tcalib
Algorithme 1 : Algorithme de calibration d’un Multiprobe
Entrées : ~F{Vcalib,Tcalib}, FTT , fTT2SS , fTT2FF
Sorties : Fbase
















< 1 then /* Corner plutôt SS */
FROPx{Vi,Tj} ← FROSS{Vi,Tj};
else /* Corner exactement TT */
FROPx{Vi,Tj} ← FROTT{Vi,Tj};
end







← cRO · fROTT2Px;
FRO
PROact {Vi,Tj}
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où les paramètres V et T sont les plus stables possibles afin de considérer l’état
{Vcalib, Tcalib} connu, quitte à réaliser les calculs de la calibration ultérieurement.
Cependant il est à noter que, pour exécuter la calibration, on a jusque là consi-
déré que FROTT{Vcalib,Tcalib} et r
RO
TT2Px{Vcalib,Tcalib} sont disponibles pour les calculs
respectifs de rROTT2Px{Vi,Tj} (eq. 3.18) et de c
RO (eq. 3.19). Or, {Vcalib, Tcalib} ne
fait pas forcément partie de la granularité des bases. Dans ce cas, on propose de
calculer lors de la calibration les valeurs correspondantes à l’état {Vcalib, Tcalib}
par interpolation linéaire, ce qui ajoute des calculs supplémentaires.
Pour obtenir les fonctions correctives fROTT2Px de chaque RO, il faut réaliser
des simulations électriques de chacun des ROs dans les trois corners FF, TT, et
SS et pour tous les états {Vi, Tj} souhaités. Le surcoût de simulation est relati-
vement réduit par rapport au temps nécessaire pour effectuer la vérification d’un
circuit avant son envoi en fabrication. L’aspect le plus limitant des fonctions cor-
rectives est la taille mémoire nécessaire au stockage de ces fonctions sur le circuit
sous forme de base. En effet, l’état (même global) de procédés de fabrication du
circuit ne peut pas être connu avant la phase de calibration ce qui nécessite de
stocker dans la mémoire du circuit les deux bases des fonctions correctives pour
prendre en compte les deux éventualités SS ou FF. De plus, la base de modèles
FTT des fréquences issues de simulations en TT doit également être disponible
en mémoire lors de la calibration. Toutes ces données étant dupliquées pour les
7 ROs représentent approximativement trois fois la taille mémoire de la base
modèles qu’elles permettront de générer lors de la calibration. Afin de limiter
l’empreinte mémoire, il est à noter que la méthode décrite présente l’ajustement
de la base de modèles FRO
PROact
des 7 ROs d’un Multiprobe en caractérisant l’état de
procédés de fabrication de chacun des ROs. Ceci permet de prendre en compte
les variations de procédés de fabrication intra-capteurs. Cependant on peut faire
l’hypothèse que la taille d’un capteur ne permet pas d’avoir des variations si-
gnificatives de procédés de fabrication entre chacun des 7 ROs. Ainsi dans ce
cas-là, il est possible d’appliquer une fonction corrective fnRO
TT2PnROact
aux n ROs
possédant un comportement très proche. Dans notre cas d’utilisation on pourrait
appliquer cette simplification à 5 des 7 ROs, afin de diminuer l’espace requis pour
les fonctions correctives fROTT2Px.
Enfin, cette méthode d’estimation est limitée par la qualité des modèles élec-
triques des ROs. En effet, si les modèles électriques ne correspondent pas correc-
tement au comportement réel des ROs, la base de modèles TT et les fonctions
correctives généreront une base dont les modèles contiendront une erreur d’au-
tant plus grande qu’ils seront éloignés de l’état {Vcalib, Tcalib}. Pour limiter les
effets des erreurs de modélisation sur les erreurs d’estimation, on peut imaginer
une méthode de calibration basée sur davantage de points de mesure. Obtenir
plusieurs points de calibration à Tcalib et différentes tensions semble facilement
envisageable à faible coût. En effet, la tension peut être changée rapidement
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grâce aux actionneurs ce qui permet d’acquérir plusieurs mesures des ROs dans
un temps inférieur à celui de variations significatives de température. Par contre,
obtenir plusieurs mesures à différentes températures connues paraît plus difficile
à réaliser à faible coût. Cependant la faible dépendance des fréquences des ROs
aux variations de température permet de considérer que l’effet d’une erreur de
modélisation du comportement des ROs devrait être limité.
Dans cette section le compromis entre le coût d’une phase de calibration des
capteurs et la qualité de la base de modèles générée a été mis en évidence. Cette
analyse a conduit à développer une méthode spécifique de calibration des Multi-
probes. La méthode proposée reprend le principe de caractérisation de l’état de
procédés de fabrication par analyse de la fréquence d’un RO. Afin de répondre
aux contraintes de coût, cette calibration ne nécessite qu’une mesure de la fré-
quence de chaque RO au démarrage du circuit et un ensemble de données issues
de caractérisation des ROs lors de la phase de conception du circuit. La simpli-
cité de cette méthode permet d’envisager de pouvoir re-calibrer les capteurs au
cours de la vie du circuit afin de prendre en compte les effets du vieillissement
des transistors.
3.6 Conclusion
Ce chapitre a présenté diverses méthodes d’estimation de la tension et de la
température de fonctionnement d’un circuit à partir de mesures d’un capteur bas
coût. Ce capteur, basé sur un ensemble local de 7 ROs, peut être dupliqué dans
un circuit pour une surveillance spatiale uniforme des ressources tout en limitant
l’empreinte silicium liée à son implémentation. Il fournit à chaque campagne de
mesures un jeu de 7 fréquences, interprété par des méthodes d’estimation afin
d’évaluer la tension et la température régnant au voisinage du capteur. Deux mé-
thodes d’estimation complémentaires ont été proposées afin de prendre en compte
les dynamiques différentes des variations à surveiller. La première méthode es-
time conjointement la tension et la température à l’aide de méthodes statistiques,
tandis que la seconde estime seulement la tension mais plus rapidement. Diffé-
rentes analyses ont été menées afin de mettre en évidence les effets de différents
paramètres sur les précisions des estimations. Enfin, une méthode de calibration
du capteur, alliant faible coût et précision, a été proposée afin de répondre aux
contraintes imposées par la production de circuit à grande échelle.
L’ensemble des méthodes proposées dans ce chapitre vont être validées sur
une plateforme matérielle afin d’en déduire les débits d’estimation maximaux.
Aussi les résultats présentées dans ce chapitre permettront de fixer les marges de
fonctionnement permettant de couvrir les incertitudes liées à l’estimation de la
tension et de la température. Ainsi, il sera possible de tirer un bilan énergétique
de l’utilisation de l’architecture adaptative proposée.
Chapitre 4
Validation sur plateforme
matérielle et bilan énergétique
L’ensemble du système de surveillance de la tension et de la température a été
validé sur une plateforme matérielle intégrant des Multiprobes. Ce chapitre pré-
sente les résultats de cette étape de validation expérimentale. Plus précisément,
les performances temporelles des deux méthodes complémentaires d’estimation
ainsi que celle de la méthode de calibration ont dans un premier temps été étu-
diées. Cette étude a permis de définir le débit maximal auquel il est possible de
surveiller la tension et la température et ainsi de pouvoir envisager une utilisation
viable de l’architecture adaptative proposée afin de réduire les marges de fonc-
tionnement. Des expériences en enceinte thermique régulée ont permis de valider
la phase de calibration, et des mesures de tension et de température ont pu être
réalisées sur la plateforme matérielle.
Suite à la validation du système de surveillance, un bilan énergétique de la
solution proposée a été dressé. Afin d’établir ce bilan, la consommation addition-
nelle due à l’ajout des blocs de la boucle AVFS a été estimée. Puis, en considérant
toutes les marges nécessaires au fonctionnement de la boucle adaptative, les ré-
ductions possibles de tension par rapport à une solution DVFS classique ont
été calculées. Les réductions de puissance dynamique ont ensuite été estimées
en considérant une plateforme matérielle particulière afin de comparer l’effica-
cité énergétique des solutions DVFS et AVFS. Enfin, la granularité minimale de
l’implémentation de l’architecture adaptative proposée permettant d’obtenir un
bilan énergétique positif a été étudiée.
Les résultats de ce chapitre ont donné lieu à la publication d’un article dans
le journal TCAS-I [1].
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4.1 Validation du système de surveillance de la tension et
de la température
Dans le chapitre précédent, le système de surveillance de la tension et de
la température a été validé en simulation. Cette étape a permis d’estimer la
précision de la méthode mais aussi d’identifier les marges de fonctionnement à
prendre en compte. Cependant, la validation définitive du système de surveillance
doit également être expérimentale afin de déterminer si la solution proposée est
viable dans la pratique.
Afin de réaliser cette étape de validation expérimentale, une plateforme ma-
térielle spécifique, appelée SThorm et intégrant les Multiprobes, a été considérée.
4.1.1 Plateforme de validation : SThorm
SThorm est un circuit multi-cœurs, issu du projet Platform 2012 (P2012 ) [34]
qui avait pour but de proposer une architecture de calculs intensifs énergétique-
ment efficace pour de futures applications embarquées telles que la reconnaissance
d’images ou la réalité augmentée.
La Figure 4.1 donne une vue haut niveau de cette plateforme. On y voit que ce
circuit est basé sur une architecture GALS. Il est composé de 5 îlots indépendants
pour une gestion efficace de la consommation et de la variabilité. Sur les 5 îlots,
4 sont des clusters dédiés aux calculs, intégrant chacun 16 processeurs ST-xP70.
Le cinquième cluster, appelé Fabric Controller, est dédié au contrôle des autres
clusters. Les clusters peuvent communiquer entre eux et avec la mémoire à travers
les réseaux ANoCs. Toutefois, les communications avec l’extérieur du circuit se
font nécessairement via le cluster Fabric Controller.
Chacun des 4 clusters de calcul est composé de 2 parties distinctes. La partie
calcul ENCore16 intègre 16 cœurs ST-xP70 et 8 Multiprobes répartis dans le
cluster. La seconde partie (Cluster Controler, CC) intègre tous les éléments né-
cessaires au contrôle de la partie ENCore16. En plus, des actionneurs locaux, le
CC contient l’organe de contrôle des Multiprobes du cluster. Cet élément, appelé
CVP (Clock Variability Power), permet de configurer les capteurs et de collecter
leurs mesures.
SThorm a été fabriqué en technologie STMicroelectronics CMOS 28nm. Il
occupe une surface de 26 mm2, dont 15, 2 mm2 sont dédiées aux 4 clusters de
calcul. La consommation maximale de SThorm est inférieure à 4W à 1, 1V et
125°C. La fréquence maximale de fonctionnement des ENCore16 est comprise
entre 500MHz et 600MHz suivant le la qualité des procédés de fabrication. Ce
premier prototype de P2012 a été intégré sur une carte de test, présentée sur la
Figure 4.2. Elle comporte différents périphériques et un processeur Cortex A9
ayant le rôle d’hôte pour SThorm.
Cette plateforme de test a été adoptée ici car elle permet d’évaluer les mé-
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Figure 4.1 – Architecture du circuit SThorm [34]
Figure 4.2 – Carte de test de SThorm
thodes proposées dans ce manuscrit puisque des Multiprobes y sont intégrés.
En outre, tout le développement logiciel nécessaire au fonctionnement du circuit
était disponible. Notons que cette version de SThorm ne correspond pas exacte-
ment à un démonstrateur d’architecture adaptative telle qu’elle a été décrite au
chapitre 2 car la tension des îlots ne peut pas être ajustée localement. En effet,
chaque cluster ne dispose que d’un actionneur de fréquence (une FLL), la ten-
sion d’alimentation fournie par un générateur DC/DC externe étant globalement
distribuée sur le circuit.
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4.1.2 Performances temporelles des méthodes proposées
La première phase de la validation des performances temporelles a consisté
à exécuter chacune des trois parties composant le système de surveillance (cali-
bration, estimation conjointe de VT, estimation rapide de V) sur la plateforme
SThorm afin d’évaluer le coût du calcul lié à leur exécution respective.
Pour cette expérience, les résultats dépendent des paramètres de réglage des
méthodes. En pratique, le nombre de modèles contenus dans la base de modèles
est le facteur dominant car il fixe le compromis entre la précision de l’estimation
et le coût de calcul. Dans le cas présent, comme la tension d’alimentation du
circuit ne peut pas être ajustée, la gamme de tension à surveiller est limitée
à ±50mV autour de la tension d’alimentation nominale Vnom. Notons que les
IRdrops les plus rapides peuvent avoir des amplitudes supérieures à la gamme de
tension considérée. Cependant, le rôle du système de surveillance proposé n’est
pas de mesurer cette classe d’IRdrops, d’une part parce qu’ils sont trop rapides
pour pouvoir être capturés par le système proposé et d’autre part car les capteurs
de fonctionnalité (TSM [68]) sont dédiés à la surveillance de ces événements très
rapides. La gamme de température peut également être limitée à [0°C, 100°C] en
considérant les applications visées par la plateforme considérée. Ceci permet de
disposer d’une base de modèles ne comportant que 121 modèles tout en utilisant
la granularité la plus fine (∆V = 10mV et ∆T = 10°C).
Implémentation logicielle
Chacune des méthodes composant le système de surveillance a été exécutée
sur un des cœurs d’un des clusters de SThorm. Pour cela, le code correspondant
aux trois méthodes (calibration, estimation conjointe de VT, estimation rapide de
V) a été écrit en langage C et intégré au « run-time » de SThorm. Un compteur
de cycles permet de déterminer le temps que le cœur passe à exécuter chacune
des méthodes.
La méthode de calibration nécessite le stockage de la base de modèles issue
de simulations électriques en corner typique FTT ainsi que les deux fonctions cor-
rectives fROTT2FF et fROTT2SS pour chaque RO. Pour la base de modèles considérée,
l’ensemble de ces données représente 24ko de mémoire. Cependant, comme ces
données ne sont nécessaires que lors de la phase de calibration qui se déroule hors
ligne, elles n’ont pas besoin d’être chargées dans les mémoires les plus proches des
cœurs et dont les capacités de stockages sont limitées. Seule la base de modèles
Fs générée lors de la calibration est stockée dans cette mémoire à faible latence.
La phase complète de calibration d’un Multiprobe, de la mesure des ROs à la
génération de la base de modèles, a été réalisée en 90µs environ avec une horloge
à 500MHz, ce qui représente en moyenne 371 cycles d’horloge par modèle généré.
Ces résultats permettent d’envisager un déploiement léger et peu coûteux de cette
méthode de calibration sur un circuit, ainsi que la possibilité de re-calibrer les
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capteurs en cours de vie afin de prendre en compte les effets du vieillissement sur
la base de modèles.
La méthode d’estimation conjointe de la tension et de la température a été
testée avec les paramètres déterminés au chapitre 3 : les mesures de fréquences
sont combinées deux-à-deux par somme ; le seuil de sélection des modèles est
fixé à 0, 99 ; et la base contient 121 modèles avec ∆V = 10mV et ∆T = 10°C.
En moyenne, 1150 cycles d’horloge par modèle contenu dans la base de modèles
sont nécessaires pour obtenir l’estimation de la tension et de la température d’un
Multiprobe. Pour la base de modèles considérée, ceci représente un retard d’es-
timation de 278µs entre la fin de la mesure et le résultat de l’estimation avec un
cœur opérant à 500MHz. Ce résultat est bien au-delà des 50µs de retard per-
mettant de surveiller dynamiquement la température et il semble donc d’autant
plus difficile de surveiller les variations de tension.
De même, les performances liées à l’exécution de la méthode d’estimation
rapide de V sont en deçà des objectifs fixés. En effet, en moyenne 318 cycles par
modèle sont nécessaires, soit plus de 76µs à 500MHz en considérant la base de 121
modèles, ce qui ne permet pas de reconfigurer les paramètres tension/fréquence
du circuit en présence de variations de tension de l’ordre de la microseconde.
La solution logicielle de la phase de calibration semble toutefois acceptable,
les performances temporelles de cette phase ne représentant pas une contrainte
critique. Cependant, il apparaît impossible d’atteindre les débits d’estimation
nécessaires à la surveillance dynamique des variations de la tension et de la tem-
pérature avec l’implémentation logicielle des méthodes d’estimation proposées.
Afin de surmonter les limitations liées à cette solution logicielle, le développe-
ment d’un accélérateur matériel pour l’exécution des méthodes d’estimation a
été envisagé.
Implémentation matérielle
Afin de réduire le retard entre la fin de la phase d’acquisition des mesures de
fréquences d’un Multiprobe et le résultat de l’estimation associé, il semble néces-
saire de développer une solution matérielle. Le développement d’un accélérateur
matériel devrait en effet permettre d’augmenter les performances temporelles des
méthodes d’estimation mais également de ne plus nécessiter l’utilisation d’un des
cœurs de calcul pour l’exécution des estimations.
Cette étude a d’abord été menée pour améliorer les performances temporelles
de la méthode d’estimation conjointe de la tension et de la température. Ce travail
a fait l’objet d’un stage de 3e année d’école d’ingénieur (Polytech’ Montpellier au
CEA) [90]. L’objectif était de concevoir un bloc numérique réalisant l’ensemble
des 4 étapes 1 de la chaîne d’estimation décrite à la section 3.3.3 (voir Figure 3.19).
1. Les 4 étapes qui composent la chaîne d’estimation sont la combinaison des fréquences, la
construction des CDFs, le test d’hypothèse et l’agrégation
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Afin d’optimiser l’efficacité de l’accélérateur matériel en terme de performance
temporelle, les paramètres de réglage de la méthode ont été fixés et certaines
simplifications ont été adoptées en prenant en compte les spécificités du capteur
et de la plateforme considérés :
– les fréquences des ROs sont stockées sur 9 bits, ce qui est conforme à la
proposition de la section 3.3.1. Cela permet à la fois de limiter la taille
mémoire de la base de modèles, mais aussi d’accélérer le traitement des
données ;
– les mesures de fréquences sont additionnées deux-à-deux et un trieur as-
cendant construit l’échantillon correspondant à la CDF. Suite à l’étape de
combinaison, les 21 données de chaque CDF sont codées sur 10 bits ;
– la recherche de la distance maximale Ds entre la CDF mesure et la CDF
modèle est réalisée par une fonction optimisée. Cette fonction est une sim-
plification du test de Kolmogorov-Smirnov à deux échantillons, optimisée
pour traiter des échantillons de même longueur (21 éléments). La princi-
pale simplification réside dans le fait de ne pas utiliser des CDFs au sens
strict du terme, mais simplement un tri dans l’ordre croissant des valeurs
contenues dans un échantillon ;
– afin d’éviter le coût de calcul supplémentaire dû à l’exponentielle utilisée
pour le calcul de la p-Value, la sélection des modèles se fait directement sur
les valeurs des distances Ds ;
– la sélection des modèles permettant de calculer l’estimation {Vˆ , Tˆ} par
moyenne pondérée n’est plus effectuée via un seuillage. En effet, on retient
les N modèles ayant les plus petites valeurs de Ds, avec N = 9 dans notre
cas. De plus, ce sont directement les valeurs de Ds qui sont utilisées comme
poids pour le calcul de la moyenne pondérée.
Ce bloc matériel a été conçu en VHDL. Il permet d’estimer l’état {Vˆ , Tˆ} de
deux Multiprobes en parallèle, ce qui accélère d’un facteur deux la vitesse d’es-
timation. Les résultats de synthèse en technologie CMOS 32nm ont montré que
ce bloc, présenté sur la Figure 4.3, a une taille équivalente à 9680 portes, ce qui
représente 6% d’un cœur xP70. De plus, cet accélérateur permet de réaliser l’es-
timation conjointe de la tension et de la température de deux Multiprobes en 42
cycles d’horloge en moyenne par modèle. Ceci représente un facteur d’accéléra-
tion d’environ 27 par rapport à la solution logicielle. Il devient ainsi envisageable
d’estimer l’état {Vˆ , Tˆ} de chaque Multiprobe toutes les 10µs en considérant une
base de 121 modèles et une horloge à 500MHz.
Par extension, il a été estimé que la méthode d’estimation rapide de la ten-
sion peut être exécutée en moyenne avec 2, 3 cycles d’horloge par modèle lorsque
l’on implante un accélérateur matériel. De ce fait, l’exécution de cette méthode
par l’accélérateur matériel nécessiterait seulement 0, 05µs à 500MHz pour une
configuration de la base de modèles avec 11 modèles de tension par température.
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Figure 4.3 – Layout de l’accélérateur matériel permettant l’estimation conjointe
de la tension et de la température
Le débit maximal de cette méthode est en réalité limité par le temps de mesure
des ROs. Par exemple, sur la plateforme SThorm, 8 Multiprobes sont chaînés. La
durée nécessaire au rapatriement des données contenues dans les compteurs vers
le CVP n’est en outre pas négligeable devant la durée d’acquisition des mesures.
De plus, cette séquence de décalage est cadencée par l’horloge Freqref générale
au circuit dont la fréquence n’est que de 100MHz. De ce fait, il est nécessaire
d’attendre 8 × 32 cycles de Freqref pour pouvoir commencer le traitement des
données du dernier Multiprobe, alors que la mesure de la fréquence d’un oscilla-
teur ne dure que quelques cycles de Freqref . La période temporelle entre deux
estimations rapides de la tension est donc en réalité limitée à 2, 8µs pour la confi-
guration actuelle de la plateforme. Toutefois, cette durée d’estimation pourrait
être réduite à 1, 2µs en réduisant le registre du Multiprobe de 32 à 9 bits.
Le développement d’un accélérateur matériel permet donc de surmonter les
limitations relatives au débit de mesure imposées par les solutions logicielles.
Cette amélioration limite le retard entre l’instant de mesure et l’obtention du
résultat de l’estimation. Ces résultats permettent donc d’envisager de suivre dy-
namiquement les variations de tension et de température, et donc d’appliquer des
politiques de réadaptation sans introduire un retard pénalisant au niveau de la
boucle de contrôle.
4.1.3 Mesure de tension et de température sur SThorm
Afin de valider qualitativement les méthodes de calibration et d’estimation
proposées, des mesures de tension et de température ont été réalisées sur la pla-
teforme SThorm. Dans un premier temps, des tests en enceinte thermique ont
permis de valider la phase de calibration, cette dernière permettant de géné-
rer les bases de modèles nécessaires aux méthodes d’estimation. Des mesures de
température et de tension ont ensuite été effectuées lors du fonctionnement du
circuit.
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Validation en enceinte thermique
La validation qualitative des méthodes proposées consiste à réaliser des me-
sures des Multiprobes et à vérifier si les estimations obtenues correspondent ef-
fectivement à l’état {V, T} courant. L’idéal serait donc de pouvoir mesurer avec
un moyen externe la tension et la température des capteurs. En réalité, la réali-
sation de telles mesures, même en utilisant du matériel de test spécifique, reste
très compliquée et extrêmement coûteuse, car le circuit est protégé par différents
éléments (résine, package, ...) qui rendent difficile l’accès aux mesures directes.
A minima, maîtriser la tension et la température des capteurs, ou plus générale-
ment la tension et la température du circuit, permet d’avoir une mesure indirecte
des paramètres que l’on cherche à estimer sans porter atteinte à la structure du
circuit. Cependant, la connaissance de ces paramètres se fait avec une précision
plus faible que dans le cas d’une mesure directe.
Afin de maitriser la température du circuit, la carte de test de SThorm a
été placée dans une enceinte thermique régulée. Cette enceinte est capable de
stabiliser la température à ±0, 1°C près sur la gamme de −40°C à 150°C. Ainsi la
température de l’enceinte Tenceinte a été stabilisée à différentes valeurs (0°C, 20°C,
30°C, 40°C et 60°C) et 10 mesures des fréquences de chacun des Multiprobes
du circuit ont été réalisées. Les mesures sont espacées d’une seconde afin de
limiter l’auto-échauffement. Afin de pouvoir considérer que la température de
circuit est identique à la température de l’enceinte, un délai de plusieurs minutes
d’attente a été respecté entre la stabilisation de la température de l’enceinte et la
première mesure des capteurs. De plus, durant cette attente, tout comme durant
les mesures des capteurs, l’activité du circuit est restreinte au minimum afin que
la consommation, et les dissipations thermiques associées soient minimales. De ce
fait, on peut considérer que la température des capteurs au moment de la mesure
est approximativement celle régnant dans l’enceinte.
Maîtriser la tension d’alimentation du circuit a été plus problématique. En
effet, cela nécessite d’une part de contourner le générateur de la carte pour appli-
quer au circuit un tension connue et maitrisée avec un générateur. D’autre part,
il faut minimiser la longueur des fils qui, à la tension nominale d’alimentation du
circuit Vnom = 1V , peuvent présenter des pertes statiques de tension et de cou-
rant importantes. En réalité, SThorm est alimenté sur la carte par un générateur
de tension qui lui est dédié. De ce fait, les perturbations de la tension d’alimen-
tation sont limitées à l’activité de SThorm et non aux éléments qui l’entourent.
Comme l’activité durant les mesures des capteurs est limitée et la distance entre
le générateur et SThorm est également limitée, on peut considérer que la tension
à la sortie du générateur de SThorm est la tension appliquée uniformément au
circuit et donc aux capteurs. La tension correspondante aux mesures a donc été
mesurée avec un voltmètre à la sortie du générateur de tension de SThorm.
Cette expérience a mené à réaliser 5 jeux de 10 mesures chacun, correspon-
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dant à un état {V, T} différent. La tension mesurée avec le voltmètre Vnom varie
également d’un jeu de mesures à l’autre, du fait de la dépendance du courant
statique à la température. On dispose donc d’un jeu de mesures pour chacun
des 5 états {Vnom, Tenceinte} correspondant aux 5 températures 0°C, 20°C, 30°C,
40°C et 60°C. Comme cette étape de validation a simplement pour but de vérifier
le fonctionnement des méthodes proposées, les données de mesures ne sont pas
traitées sur le circuit. Elles sont récupérées dans des fichiers pour être manipulées
hors ligne avec Matlab. Le fait de ne pas exécuter les méthodes sur le circuit per-
met également de respecter l’activité minimale de fonctionnement nécessaire pour
garantir la stabilité de la tension et de la température lors de cette expérience. Il
est à noter que les jeux de données recueillis peuvent servir à la fois de mesures de
calibration en considérant que {Vcalib, Tcalib} = {Vnom, Tenceinte} 2 et de mesures
à traiter pour estimer l’état {Vnom, Tenceinte} en le considérant inconnu, comme
expliqué ci-après.
Dans un premier temps, les 5 jeux de mesures ont permis de générer des bases
de modèles en appliquant la méthode de calibration proposée. Pour chaque jeu de
10 mesures, un des jeux de mesures (correspondant à l’acquisition des 7 ROs des
8 Multiprobes à un instant donné) a été sélectionné pour servir d’unique point de
calibration en considérant l’état {Vcalib, Tcalib} connu. Cette situation correspond
en fait au fonctionnement réel de notre système de surveillance au démarrage du
circuit. Ceci a permis de construire pour chaque Multiprobe 5 bases de modèles,
chacune calibrée avec un point de mesure différent. Dans un second temps, les jeux
de mesures ont été interprétés comme des données à estimer. Dans ce cas, une
des bases de modèles générées précédemment a été sélectionnée et la méthode
d’estimation conjointe de la tension et de la température a été exécutée pour
chacun des 10 points de mesure composant un jeu de données.
La Figure 4.4a illustre l’estimation de tension et de température de deux jeux
de mesures pour un des 8 Multiprobes du cluster 0. Les courbes rouges repré-
sentent l’estimation de {V, T} = {0, 983V , 60°C} et celles en bleu l’estimation
de {V, T} = {0, 985V , 0°C}. Dans les deux cas, la même base de modèles a été
utilisée, à savoir celle obtenue à partir d’un point de calibration issu du jeu de
mesures obtenu à {0, 983V , 60°C}.
Les traits en pointillés noirs montrent l’intervalle de confiance dû aux er-
reurs d’estimation à 1 · σ autour des valeurs réelles de tension et de tempé-
rature de fonctionnement {Vnom, Tenceinte}. On observe que les estimations de
l’état {0, 983V , 60°C} (courbes en rouge) sont effectivement contenues dans l’in-
tervalle de confiance. Cela semble naturel puisque la base de modèles a été calibrée
au même point {V, T} que les données qui sont utilisées pour l’estimation. Les
courbes bleues sont également contenues dans l’intervalle de confiance, ce qui
2. Cette hypothèse n’est a priori pas exacte, mais en l’absence de moyens de mesures réelles
à proximité des Multiprobes, elle permet de valider expérimentalement notre méthodologie.
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(a) Estimations avec la base de modèles ca-
librée à {Vcalib, Tcalib} = {0, 983V , 60°C}





































(b) Estimations avec de la base de modèles
calibrée à {Vcalib, Tcalib} = {0, 985V , 0°C}
Figure 4.4 – Estimations conjointes de la tension et de la température de deux
jeux de mesures obtenus à 0°C (en bleu) et à 60°C (en rouge) en utilisant deux
bases de modèles différentes
montre que l’erreur de construction de la base de modèles lors de la calibration
est très limitée, et ce même si le point {V, T} estimé est relativement éloigné du
point {Vcalib, Tcalib}.
La Figure 4.4b montre les résultats d’estimation des mêmes données que
la figure précédente en utilisant cette fois-ci une base de modèles calibrée à
{Vcalib, Tcalib} = {0, 985V , 0°C}. Ceci permet de valider la méthode de calibra-
tion qui a bien jouée son rôle de caractérisation des procédés de fabrication du
Multiprobe quel que soit le point {Vcalib, Tcalib} utilisé.
Les expériences de cette section semblent montrer que les erreurs d’estimation
dues à la calibration sont inférieures aux erreurs d’estimation de la méthode d’esti-
mation elle-même. Cependant, en considérant une gamme de fonctionnement plus
large, il se peut que cette erreur devienne plus importante, si les points {V, T} es-
timés sont très éloignés du point {Vcalib, Tcalib}. Les effets de l’erreur d’estimation
due à la calibration peuvent être limités en choisissant un point {Vcalib, Tcalib} de
sorte à ce qu’il soit situé au centre de la gamme considérée. Il est également pos-
sible de limiter les erreurs de calibration en utilisant une méthode de calibration
plus coûteuse, prenant en compte plusieurs points {Vcalib, Tcalib} pour construire
la base de modèles.
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Figure 4.5 – Suivi des évolutions de la température et de la tension obtenu avec
un Multiprobe et la méthode d’estimation conjointe ; la base de modèles a été
obtenue par calibration à {Vcalib, Tcalib} = {0, 984V , 30°C}
Suivi dynamique de variations de tension et de température
Afin d’illustrer les capacités de suivi des variations dynamiques de tension et
de température, le système de surveillance a été testé en situation réelle. Pour
cela, différents scénarii de calculs ont été exécutés sur le circuit SThorm afin
de faire varier l’activité et la consommation du circuit au cours du temps. Un
scénario est défini comme l’exécution d’une fonction de calcul majoritairement
CPU avec peu d’accès mémoire, sur N PEs de chacun des 4 clusters dont les
fréquences des FLLs sont fixées à FFLL. Notons que les scenarii sont exécutés
uniformément sur les 4 clusters afin que la répartition des sources de chaleur soit
aussi homogène que possible sur le circuit. En effet, les 4 clusters sont localisés
chacun dans un « quart » externe de la surface du circuit, tandis que le cluster
Fabric est placé quasiment au centre. Ce dernier intègre un capteur analogique
de température (appelé FC) permettant de connaître la valeur absolue de la
température au centre du circuit et donc de valider au premier ordre les mesures
des Multiprobes en température aux diffusions spatiales près.
La Figure 4.5 représente les estimations de température et de tension (en
bleu) réalisées avec la méthode d’estimation conjointe en utilisant la base de
modèles calibrées à {Vcalib, Tcalib} = {0, 984V , 30°C} grâce aux expériences en
enceinte régulée présentées à la section précédente. La courbe noire montre que
la température mesurée par le capteur central FC est proche des estimations de
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température obtenues avec un Multiprobe. En considérant la température du FC
comme référence, les pointillés noirs représentent l’intervalle de confiance à 1 · σ
de la mesure des Multiprobes.
On peut noter que les niveaux de tension sont très sensibles à l’activité du
circuit. Ceci illustre les pertes statiques de tension apparaissant entre le généra-
teur externe et le circuit, dues au courant consommé. Ces variations de tension
justifient d’autant plus la nécessité de les surveiller, mais aussi la nécessité de dis-
poser d’une méthode d’estimation permettant de séparer les effets de la tension
et de la température sur la fréquence.
Les expériences menées sur la plateforme matérielle SThorm permettent donc
de valider le système de surveillance dynamique de la tension et de la température.
Il est maintenant intéressant d’estimer les réductions des marges de fonctionne-
ment que l’on peut obtenir en utilisant une architecture AVFS à grain fin pour
en déduire les réductions de consommation que l’on peut atteindre.
4.2 Bilan énergétique
La validation du système de surveillance de la tension et de la température
permet d’envisager l’implémentation des politiques de réadaptation décrites au
chapitre 2 en prenant en compte les marges réelles de fonctionnement.
Dans cette section, l’objectif est d’analyser d’un point de vue énergétique
l’architecture adaptative proposée afin de vérifier si les gains en consommation
atteignables sont effectivement supérieurs à la consommation des blocs assurant
l’adaptation. Il s’agit donc de déterminer si la réduction des marges de fonc-
tionnement d’une architecture DVFS permet de justifier l’intégration des blocs
spécifiques à l’AVFS.
Dans un contexte temps réel, cette réduction des marges se traduit par des
tensions de fonctionnement plus basses et donc par une réduction de la consom-
mation dynamique. Cependant, la consommation additionnelle de la boucle AVFS
ainsi que la puissance dynamique économisée dépendent de la granularité spatiale
d’implémentation de l’architecture adaptative. Il est donc pertinent de déterminer
la taille minimale d’un élément de calcul à partir de laquelle le bilan énergétique
devient positif.
4.2.1 Consommation de la boucle AVFS
La première étude qui a été menée afin d’évaluer le bilan énergétique, concerne
la consommation additionnelle relative au fonctionnement de la boucle AVFS. En
effet, par rapport à un système DVFS, l’architecture AVFS nécessite le fonction-
nement de plusieurs éléments supplémentaires : les capteurs de variabilité, le
bloc de traitement de leurs mesures pour en déduire l’estimation de la tension
et de la température, l’exploitation de ces mesures pour prendre une décision
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d’ajustement des consignes des actionneurs de tension et de fréquence et enfin
l’application sur les actionneurs des changements de consignes. La consommation
de chacun de ces éléments supplémentaires de l’architecture AVFS est discutée
ci-dessous.
Utilisation des capteurs
Un des éléments induisant une consommation additionnelle sont les capteurs.
Les Multiprobes sont composés de structures numériques (ROs) intégrées dans le
circuit et alimentées par le même réseau que le reste du circuit. L’activation de
ce capteur, et donc d’un RO, induit une consommation électrique spécifique qui
est fonction du RO activé et de l’état {V, T} actuel.
La Figure 4.6 montre les consommations nominales à {1V, 20°C} (en bleu)
et pire cas (en rouge) de chaque RO fabriqué dans un corner TT. Il est à no-
ter que le pire cas de la consommation pour la majorité des ROs apparait à
{1, 3V,−40°C}, sauf pour le LowTherm dont la consommation maximale est at-
teinte pour {1, 3V, 120°C}. Cette différence provient du fait que contrairement
aux autres ROs le TIP (Temperature Inversion Point) du LowTherm n’est pas
visible sur la gamme de tension [0, 7V ; 1, 3V ] considérée. Par conséquent, la fré-
quence maximale d’oscillation du LowTherm est à {1, 3V, 120°C} alors que pour
les autres ROs c’est à {1, 3V,−40°C}.
L’énergie consommée par chaque RO dépend de son temps d’activation. Or,
comme mentionné à la section 3.3.1, le temps d’activation est adapté en fonction
de la tension d’alimentation de sorte que le nombre de fronts comptés soit toujours
proche de 100. De ce fait, l’énergie consommée durant une mesure est quasiment
constante quel que soit l’état {V, T}.
Pour simplifier le calcul du bilan énergétique en faisant abstraction de l’état
{V, T}, nous prendrons la consommation du capteur associé au pire cas. Notons
que pour les pire cas {V, T} considérés, les temps d’activation sont de 28ns pour
les 6 premiers ROs et de 23ns pour le LowTherm. Nous considérerons donc qu’une
campagne de mesure des 7 ROs (pour une estimation conjointe de la tension et
de la température) coûte EMP = 76.9pJ par Multiprobe et EROinv = 10.2pJ par
Multiprobe (pour une estimation rapide de la tension) en utilisant le RO Inverter.
Estimation de l’état VT
L’accélérateur matériel de l’estimation conjointe de VT ou de V rapide pré-
senté à la section 4.1.2, consomme de l’énergie à chaque traitement des mesures
des Multiprobes.
La consommation d’une estimation conjointe de VT a été estimée en simu-
lation avec PrimePower, un outil inclus dans PrimeTime [91] de Synopsis pour
l’analyse temporelle de la consommation. La consommation moyenne de cet accé-
lérateur pour le traitement des données est de 4, 8µW . On en déduit que chaque
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Figure 4.6 – Consommation de chaque RO d’un Multiprobe pour un cas de pro-
cédés de fabrication TT
exécution de la méthode coûte E{Vˆ ,Tˆ} = 48pJ pour une estimation en 10µs, avec
une base de 121 modèles telle que décrite à la section 4.1.2. Cependant, comme les
estimations de l’état {V, T} de deux Multiprobes sont simultanées cela équivaut
à 2, 4µW par capteur, soit E{Vˆ ,Tˆ} = 24pJ .
En extrapolant les résultats obtenus pour l’accélérateur matériel de l’esti-
mation conjointe de VT, on considère que chaque estimation rapide de V par
l’accélérateur matériel nécessite EVˆ = 3pJ .
Éléments de contrôle
Les valeurs de température et de tension estimées sont utilisées par les organes
de décision locaux (politique et contrôle), afin de calculer un nouveau point de
fonctionnement garantissant la fonctionnalité tout en optimisant la consomma-
tion de la ressource surveillée. Ces calculs, ainsi que le contrôle des éléments de
la boucle AVFS, sont effectués sur la plateforme matérielle par le CVP (Clock
Variability Power). Sur SThorm, même si le CVP ne permet pas d’appliquer des
politiques de réadaptation, il intègre déjà toutes les fonctionnalités nécessaires au
fonctionnement d’un DVFS. Les simulations ont montré que dans le cas nominal
{1V, 20°C}, le CVP consomme 2, 4mW . On peut donc estimer que le surplus de
consommation induit par les politiques de réadaptation sera négligeable devant
la consommation actuelle de ce bloc.
Il est à noter que la consommation de ce bloc est continue car il permet
également de gérer les actionneurs locaux. L’énergie qu’il consomme n’est donc
pas liée à la fréquence de surveillance de la variabilité mais directement à la durée
de la tâche considérée.
Toutefois, dans le cadre du bilan énergétique, le CVP n’introduit pas un
surplus de consommation puisqu’il est également mis en œuvre dans un système
DVFS. On peut donc considérer que le CVP ne participe pas au surplus de
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consommation de l’AVFS. Il n’est donc pas nécessaire de le considérer dans le
bilan énergétique.
Ajustement des actionneurs
Le fonctionnement des actionneurs n’implique pas de consommation addi-
tionnelle non plus car tous les circuits intégrant une solution DVFS locale ont
besoin de tels générateurs locaux de tension et de fréquence. Il faut cependant
être conscient que leur fonctionnement a un impact non négligeable sur l’éner-
gie totale consommée par un circuit. Par exemple, la FLL considérée consomme
environ 1, 2mW à fréquence maximale et dans un cas nominal {1, 1V, 25°C}. La
consommation des actionneurs de tension est quant à elle souvent rapportée à la
consommation totale du circuit. Par exemple, un DC/DC possède dans le meilleur
des cas un rendement moyen d’environ 85% tandis qu’on considère qu’un Vdd-
hopping a un rendement de 95%. Ceci signifie que respectivement 15% et 5% de
la consommation totale d’une ressource est due aux actionneurs de tension.
Si le fonctionnement des actionneurs n’implique pas de consommation addi-
tionnelle, dans le cadre d’une comparaison AVFS/DVFS, l’ajustement dynamique
des consignes des actionneurs en fonction des variations de tension et de tempé-
rature détectées, peut représenter une source de consommation supplémentaire.
En effet, le changement des consignes des actionneurs active quelques chemins,
ce qui peut représenter une source de consommation d’énergie. Cependant, on
considère que cela représente une énergie négligeable.
Consommation additionnelle totale
L’analyse de la consommation additionnelle induite par l’utilisation des élé-
ments spécifiques à l’AVFS (par rapport à un DVFS) permet de chiffrer le coût
de fonctionnement de l’architecture adaptative. Le surcoût énergétique ∆EAV FS




(EMP + E{Vˆ ,Tˆ}) · F{Vˆ ,Tˆ} + (EROinv + EVˆ ) · FVˆ
]
·ttaˆche ·NMP (4.1)
avec F{Vˆ ,Tˆ} et FVˆ respectivement les fréquences d’estimation des méthodes conjointe
et rapide de V, E{Vˆ ,Tˆ} et EVˆ respectivement l’énergie que coûte l’exécution des
méthodes conjointe et rapide de V, EMP et EROinv respectivement l’énergie que
coûte la phase de mesure du Multiprobe (7 ROs) et d’un RO (Inverter), et NMP
le nombre de Multiprobes implantés dans la ressource surveillée.
À titre d’exemple, sur SThorm, la consommation additionnelle induite par
l’exécution des deux méthodes d’estimation (conjointe et V rapide) à leur cadence
F{Vˆ ,Tˆ} et FVˆ maximale respective durant une tâche de 1ms exécutée sur chaque
cluster intégrant 8 Multiprobes est de 169nJ .
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Il est à noter que l’utilisation intensive (fréquences d’estimation maximales)
du système de surveillance représente la pire des situations dans laquelle les li-
mites de fonctionnement de la ressource sont constamment perturbées et né-
cessitent un réajustement fréquent. Si ce cas d’utilisation représente la pire des
situations, ceci permet en revanche de s’affranchir de la durée de la tâche ttaˆche
pour le calcul de la consommation. Le surcoût de consommation de l’AVFS lors
de l’utilisation intensive est donc :
∆PAV FS =
[
(EMP + E{Vˆ ,Tˆ}) · F{Vˆ ,Tˆ} + (EROinv + EVˆ ) · FVˆ
]
·NMP (4.2)
Afin de s’abstraire de la durée de la tâche surveillée, nous considérerons donc que
la surconsommation de l’AVFS ∆PAV FS est de 21µW par Multiprobe.
4.2.2 Réductions de consommation atteignables par rapport à un
DVFS
Afin de mettre en balance la consommation additionnelle ∆PAV FS due au
fonctionnement de l’AVFS, il convient d’estimer les gains qui peuvent théorique-
ment être attendus. Cette section présente les réductions de consommation qui
pourraient être obtenues en appliquant les politiques de réadaptation présentées
au chapitre 2, en comparaison avec une solution DVFS incluant des marges de
fonctionnement pessimistes.
Les possibles réductions de consommation sont directement liées aux dimi-
nutions des marges de fonctionnement que l’on atteint avec l’AVFS. Dans un
contexte temps réel, la réduction de ces marges permet une diminution de la ten-
sion d’alimentation et donc une diminution de la consommation dynamique. Il
est à noter que les réductions des marges de fonctionnement pourraient aussi per-
mettre d’augmenter la fréquence de fonctionnement à tension constante et donc
les performances du circuit, par exemple dans le cadre des systèmes à budget
énergétique contraint.
Le principe des politiques de réadaptation a été décrit au chapitre 2 dans un
cadre idéal, c’est-à-dire sans prendre en considération les marges de fonctionne-
ment qui garantissent la fonctionnalité du circuit. Afin de pouvoir comparer la
solution adaptative à une solution non-adaptative (DVFS), il est nécessaire de
prendre en compte ces marges liées aux différentes sources d’incertitudes sur le
point de fonctionnement réel de la ressource (erreur d’estimation, résolution des
actionneurs, etc.). Après avoir décrit les différentes marges de fonctionnement
prises en compte dans l’architecture adaptative proposée, les possibles réductions
de tension de fonctionnement seront décrites pour les deux types d’actionneurs
de tension (continu ou discret). La réduction de la consommation dynamique
associée sera également présentée pour les deux types d’actionneurs.
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Marges de fonctionnement considérées
Les politiques de réadaptation présentées au chapitre 2 ont pour objectif d’at-
teindre le point de fonctionnement d’efficacité énergétique optimale {V, F}opt sous
contrainte de performance. Ce point, à la limite de l’état fonctionnel du circuit,
est dangereux. En effet y opérer est risqué car la moindre déviation des para-
mètres de fonctionnement peut induire une faute temporelle. Afin de garantir
la fonctionnalité du circuit en toute situation, il est nécessaire d’introduire des
marges de fonctionnement dans les politiques de réadaptation. Comme identifié
sur la Figure 4.7, on peut distinguer trois sources de potentielles déviations qui
nécessitent de prendre en compte des marges de fonctionnement :
– les incertitudes sur la limite réelle de fonctionnement du circuit dues aux
erreurs d’estimation de la tension et de la température, δVestim et δFestim ;
– l’incertitude sur la limite réelle de fonctionnement du circuit due aux va-
riations dynamiques de tension et de température entre deux estimations
consécutives, δFTSM ;
– les incertitudes sur les valeurs réelles de tension et de fréquence appliquées
au circuit dues aux imprécisions des actionneurs de tension et de fréquence,
δVact et δFact.
Chacune de ces trois sources d’incertitudes peut affecter les marges de tension
et de fréquence. La limite de fonctionnement effective FVEffective garantissant la
fonctionnalité du circuit est donc déduite de la limite de fonctionnement optimale
théorique FVOptimale en prenant en compte les différentes marges de fonctionne-
ment définies ci-dessus.
L’influence de la précision des estimations de tension et de température sur
les marges de fonctionnement δVestim et δFestim a été évoquée au chapitre 3.
Les résultats d’estimation ont été présentés sous la forme µ + n · σ, où n · σ
est l’erreur maximale que l’on considère pour le calcul des marges, avec n qui
représente une image de l’erreur maximale d’estimation considérée, et donc une
image de la probabilité que l’erreur maximale se produise. Ces marges dépendent
également des paramètres des méthodes d’estimation, en particulier du choix de
la granularité de la base de modèles.
Si l’erreur d’estimation de tension peut être directement considérée en tant
que marge de tension de fonctionnement (δVestim sur la Figure 4.7), l’erreur d’es-
timation de température nécessite une transformation afin de déterminer l’incer-
titude équivalente en terme de fréquence (δFestim sur la Figure 4.7). Pour cela,
il est possible de caractériser la sensibilité temporelle des chemins du circuit à
des variations de température. Idéalement, cette caractérisation est un travail de
simulation du circuit complet ou au moins des chemins les plus critiques afin de
déterminer, pour différents niveaux de tension, l’effet de la température sur les
temps de propagation des signaux à travers les chemins critiques. Cela permet
d’une part de déterminer la fréquence maximale de fonctionnement du circuit
112























Figure 4.7 – Illustration des marges de fonctionnement de l’AVFS
pour une multitude d’états {V, T} différents, et d’autre part de déterminer la
sensibilité de la fréquence maximale à des variations de température ou de ten-
sion, pour chaque état {V, T} simulé.
En réalité, la simulation électrique des chemins les plus critiques peut être
longue et fastidieuse pour des circuits complexes ou de taille importante. Une
alternative intéressante est de caractériser la fréquence d’un oscillateur en anneau
conçu dans la même technologie que le circuit considéré. Dans notre cas, ces
simulations ont déjà été effectuées pour les oscillateurs inclus dans le Multiprobe
afin de construire la base de modèles. Il est donc aisé d’en déduire la sensibilité de
la fréquence de l’oscillateur aux variations de tension et de température, comme
présenté à la Figure 4.8. Même si des structures d’oscillateurs plus complexes
peuvent permettre de mieux prendre en compte le comportement réel des chemins
critiques du circuit, on peut, au premier ordre, considérer que la fréquence d’un
oscillateur en anneau est une image de la fréquence maximale de fonctionnement.
On peut alors exploiter ces résultats pour analyser la sensibilité relative de la
fréquence maximale d’un circuit à des variations de tension ou de température.
Ainsi, pour un état {V, T} donné, les sensibilités relatives (en %) de la fréquence
de fonctionnement par millivolt ou par degré Celsius peuvent être relevées à partir
de la Figure 4.8.
A partir de la Figure 4.8b, il est donc possible de convertir les erreurs d’es-
timation de la température en marge de fréquence δFestim. Comme la sensibilité
de la fréquence aux variations de température dépend de l’état {V, T} considéré,



























(a) Sensibilité relative de la fréquence d’un
























(b) Sensibilité relative de la fréquence d’un
RO à des variations de température
Figure 4.8 – Analyse de la sensibilité relative de la fréquence maximale d’un
circuit par un RO
l’utilisation directe des résultats de la Figure 4.8b nécessite que la marge soit
adaptée à chaque état {V, T} courant. Cette approche pose deux limitations :
– en premier lieu, il est nécessaire de connaitre l’état {V, T} actuel pour
effectuer le calcul de la marge avec la sensibilité correspondante. Or nous
ne disposons que d’une estimation {Vˆ , Tˆ}, entachée d’une erreur ;
– en second lieu, il est nécessaire d’avoir mémorisé l’ensemble des valeurs
de sensibilité caractérisées pour chaque état {V, T}, ce qui augmente les
besoins en taille mémoire.
Une alternative à l’utilisation de tables de sensibilités peut être de ne considé-
rer que la « pire » des sensibilités quel que soit l’état {V, T} réel. Sur la Figure 4.8b
cela correspond à 0, 38%/°C. De ce fait, la marge utilisée est souvent plus pes-
simiste que nécessaire, et donc l’efficacité énergétique est moindre par rapport à
l’utilisation de la sensibilité adaptée à l’état {V, T} réel. Néanmoins, une seule
valeur de sensibilité doit être stockée et le calcul de la marge à prendre en compte
est plus simple et donc moins consommatrice en énergie. À partir des résultats
de la méthode d’estimation conjointe, présentés à la section 3.3.3, les marges de
tension δVestim et de fréquence δFestim/F obtenues en utilisant la pire sensibilité
à la température sont présentées au Tableau 4.1 pour deux erreurs maximales
d’estimation différentes (i.e. valeurs de n différentes). On notera que la marge de
fréquence δFestim/F est relative à la fréquence actuelle affectée par la variation
de température. De plus comme les erreurs d’estimation obtenues avec la mé-
thode d’estimation rapide de V sont similaires à celles obtenues avec la méthode
d’estimation conjointe, la même marge δVestim est utilisée lors des réadaptations
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Tableau 4.1 – Marges de fonctionnement dues aux erreurs d’estimation de la
tension et de la température
µ + σ µ + 3 · σ
δVestim (mV ) 6, 79 14, 93
δFestim/F (%) 1, 83 6, 12
associées au suivi rapide de la tension.
Les erreurs d’estimation du type µ + n · σ ont été calculées en prenant en
compte les erreurs obtenues lors de la validation en simulation de la méthode
au chapitre 3. Si ces résultats d’erreurs sont pertinent pour estimer la préci-
sion des estimations, il apparait qu’en pratique, pour le calcul des marges de
fonctionnement, certaines erreurs d’estimation sont moins dangereuses pour la
fonctionnalité que d’autres. En effet, chaque erreur d’estimation est associée à
un état {V, T} particulier et dans certains états {V, T}, l’effet sur la fréquence
maximale de l’erreur d’estimation de température peut contrebalancer en partie
l’effet de l’erreur d’estimation tension. De ce fait, pour certains états {V, T} les
effets sur la fréquence des erreurs d’estimation peuvent se compenser et même
générer des marges de fonctionnement pessimistes.
Cela signifie que le calcul des marges tel que présenté ci-dessus, réalisé à partir
d’erreurs d’estimation pire cas, est donc pessimiste. En effet, la Figure 4.9 montre
qu’en fait les erreurs d’estimation de tension et de température de la méthode
d’estimation conjointe sont corrélées. Aussi, il est fortement improbable que les
erreurs maximales d’estimation de VT apparaissent lors d’une même estimation.
La Figure 4.9 montre que la corrélation entre les erreurs d’estimation de ten-
sion et de température de tous les cas {V, T} estimés est de −0, 83 (ellipse en
trait pointillé). Cependant, on peut remarquer que lorsque l’on prend en compte
l’effet de ces erreurs sur la fréquence maximale de fonctionnement (en utilisant
les données de sensibilité de la Figure 4.8), seuls les points représentés en rouge
nécessitent effectivement la prise en compte de marges de fonctionnement. Dans
ce cas, le coefficient de corrélation devient −0, 87 (ellipse en trait continu), alors
que pour les autres cas (en bleu) les erreurs se compensent. Notons que les deux
ellipses représentent les erreurs à µ + 3 · σ.
En prenant en compte ce lien entre erreur d’estimation de V et de T, il
est donc possible de réduire les marges de fonctionnement. Pour l’ensemble des
estimations correspondant aux points rouges, les écart-types des erreurs moyennes
deviennent :
σV = 3, 27mV, σT = 5, 27°C (4.3)
avec des erreurs moyennes respectives de :
µV = 3, 94mV, µT = −2, 52°C (4.4)
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Figure 4.9 – Corrélation des erreurs d’estimation de la tension et de la tempéra-
ture
Tableau 4.2 – Marges de fonctionnement dues aux erreurs d’estimation de la
tension et de la température en prenant en compte la corrélation des erreurs
µ + σ µ + 3 · σ
δVestim (mV ) 7, 21 13, 76
δFestim/F (%) 0, 95 4, 59
De ce fait, en prenant en compte ces nouvelles erreurs d’estimation et en appli-
quant les mêmes calculs de marges de fonctionnement que ceux qui ont permis
d’obtenir les résultats du Tableau 4.1, le Tableau 4.2 montre que les marges
considérées peuvent être réduites. Notons que ces marges correspondent aux er-
reurs d’estimation obtenues en considérant la gamme de tension [0.7V ; 1.3V ].
Cependant, si l’on considère l’actionneur de tension discret, comme la gamme de
tension à surveiller est étroitement répartie autour d’un PM, les erreurs d’esti-
mation considérées et les marges associées peuvent être légèrement différentes de
celles présentées dans le Tableau 4.2. Ainsi, la méthode d’estimation peut être
optimisée pour la gamme en question afin de limiter les erreurs d’estimation sur
certaines gammes de tension.
Les incertitudes δFTSM sur la limite réelle de fonctionnement du circuit sont
dues aux variations dynamiques de tension et de température qui peuvent appa-
raître entre deux estimations consécutives. Ces événements peuvent faire basculer
le circuit dans la zone non-fonctionnelle, durant le laps de temps qui sépare deux
estimations. Afin de garantir la fonctionnalité du circuit en toutes circonstances,
il est donc nécessaire de prendre en compte des marges de fonctionnement lors
116
CHAPITRE 4. VALIDATION SUR PLATEFORME MATÉRIELLE ET BILAN
ÉNERGÉTIQUE
de l’application des politiques de réadaptation. En réalité, les débits d’estimation
des méthodes proposées ne permettent pas de couvrir les variations de tension les
plus dangereuses d’un point de vue de la fonctionnalité, car elles sont extrême-
ment rapides (quelques nanosecondes) et le système de réadaptation n’a pas le
temps de réagir. Pour garantir la fonctionnalité en présence de ces variations de
tension très rapides, les marges de fonctionnement seraient quasiment identiques
à celles prises en compte lors d’un DVFS et le bilan énergétique ne serait donc
probablement pas positif.
En pratique, ces marges ne sont pas prises en compte ici. En effet, le sys-
tème de surveillance de la tension et de la température proposé s’intègre dans un
écosystème qui possède déjà un moyen de surveillance de ces variations rapides
de tension grâce aux capteurs de fonctionnalité TSM. Ces capteurs permettent à
chaque coup d’horloge de signaler si un chemin critique instrumenté est proche
de sa limite de fonctionnement. Ils permettent ainsi de détecter si une variation
(de tension ou de température) a pour effet d’approcher la fréquence de fonction-
nement de la limite fonctionnelle, avec une marge δFTSM correspondant à 6% de
la fréquence [17].
Il faut tout de même noter que, comme cela à déjà été évoqué au chapitre 2, ces
capteurs peuvent ne pas détecter une variation de tension ou de température qui
pourrait être dangereuse pour la fonctionnalité si les chemins critiques ne sont pas
activés par les signaux. Cependant, les techniques de SSTA permettent de choisir
lors de la conception les chemins critiques qui seront instrumentés par les cap-
teurs de fonctionnalité de sorte à minimiser la probabilité de non-détection d’une
variation de tension ou de température dangereuse. De plus, la prise en compte
de l’ensemble des autres marges dans la politique de réadaptation abaisse encore
cette probabilité. De ce fait, la marge de fréquence δFTSM décrite au paragraphe
précédent semble suffisante et cohérente avec le système de surveillance proposé
et les politiques de réadaptation associées.
La dernière source d’incertitude sur le point de fonctionnement tension/fréquence
réel provient des actionneurs locaux. En effet, la différence entre la valeur consigne
de l’actionneur et la valeur effective de sortie, due à l’imprécision avec laquelle
on peut ajuster la valeur de sortie des actionneurs, doit être prise en compte sous
forme de marges de tension δVact et de fréquence δFact.
L’actionneur de fréquence considéré est la FLL discrète proposée dans [64].
Cet actionneur possède une très bonne précision car la gigue est limitée par la
boucle de contrôle qui régule la sortie. Cependant, du fait que cet actionneur est
discret, la fréquence consigne ne peut être atteinte qu’à la résolution de l’action-
neur près. Dans notre cas, la résolution de la DFLL est de 10MHz. On peut donc
considérer δFact = 10MHz.
La marge δVact correspond donc à l’actionneur de tension adopté. Dans le
cas de l’utilisation d’un actionneur continu de tension (DC/DC), la différence de
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Tableau 4.3 – Récapitulatif des marges de fonctionnement
DC/DC Vdd-hopping




µ + σ 7, 21
µ + 3 · σ 13, 76
δFestim/F (%)
µ + σ 0, 95
µ + 3 · σ 4, 59
valeur entre la consigne et la sortie, sans perturbation provenant d’IRdrops, est
due à des déviations de la régulation. La marge de tension δV DC/DCact nécessaire
à la prise en compte de ces possibles imprécisions est de 30mV . Dans le cas
d’un actionneur de tension discret (Vdd-hopping), par construction, la tension ne
peut pas être ajustée directement. Dans les mêmes hypothèses de stabilité de la
tension que pour l’actionneur continu (pas d’IRdrops), les différents niveaux de
tension appliqués à la ressource proviennent chacun d’un générateur de tension
externe dont la consigne n’est pas ajustée. De ce fait, la marge δV DC/DCact prise
en compte ci-avant n’est plus nécessaire et on peut considérer que δV V dd−hoppingact
est nulle. Il est à noter qu’une erreur de calcul de α (voir eq. 2.1) peut influer sur
la valeur moyenne de tension Vmoy appliquée à la ressource. Cependant, cela n’a
d’effet que sur le respect de la contrainte de temps réel (DL) et non pas sur la
fonctionnalité. Par conséquent, les erreurs de calculs de α ne nécessitent pas de
prise en compte dans le calcul de marges de fonctionnement qui permettent de
garantir la fonctionnalité.
Le Tableau 4.3 récapitule l’ensemble des marges qui doivent être prises en
compte afin de garantir la fonctionnalité de la ressource surveillée en fonction de
l’actionneur de tension considéré.
Ceci permet de calculer les limites effectives de fonctionnement d’une res-
source afin de pouvoir les comparer à celles associées à une solution DVFS incluant
des marges de 10% sur la tension. Comme les marges prises en compte pour le
calcul de la limite effective de l’AVFS dépendent de l’actionneur de tension consi-
déré, la comparaison des marges a été menée pour les deux types d’actionneurs
de tension (discret et continu).
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Réductions de la consommation dans le cas d’un actionneur continu de tension
Afin de déterminer l’ordre de grandeur des réductions possibles de la tension
d’alimentation d’une ressource en utilisant la solution AVFS par rapport à la
solution DVFS, il est nécessaire de calculer les limites de fonctionnement effec-
tives de la ressource pour les deux solutions respectives. La Figure 4.7 a montré
comment la limite de fonctionnement effective FVEffective est obtenue à partir de
la limite optimale de fonctionnement FVOptimale. Afin de déterminer FVEffective
grâce aux marges décrites précédemment, il est nécessaire de déterminer la limite
théorique FVOptimale en considérant une ressource particulière, dans notre cas un
cœur xP-70.
Une analyse temporelle des chemins critiques d’un cœur xP-70 a été menée
afin de construire la limite de fonctionnement FVOptimale. Pour cela, des simu-
lations électriques des 1000 chemins les plus critiques ont été réalisées pour les
trois corners de procédés de fabrication (SS, TT et FF) en considérant différentes
valeurs de la tension d’alimentation dans la gamme [0, 7V ; 1, 3V ] et différentes va-
leurs de la température dans la gamme [−40°C; 120°C]. Les courbes représentées
avec les triangles noirs sur la Figure 4.10a montrent les limites de fonctionnement
optimales obtenues par la simulation des chemins critiques pour le corner SS et
deux températures extrêmes −40°C et 120°C.
























(a) Calcul des limites de fonctionnement
effectives du DVFS (noir) et de l’AVFS en
procédés de fabrication SS (bleu)






















(b) Limites de fonctionnement effectives du
DVFS (noir) et de l’AVFS pour les trois cor-
ners (SS, TT et FF)
Figure 4.10 – Limites de fonctionnement effectives à 40°C en utilisant un action-
neur continu de tension
La Figure 4.10a illustre également la limite effective de fonctionnement FV DV FSEffective
d’un DVFS. Dans ce cas, les marges sont choisies de sorte à prendre en compte
les pires conditions de procédés de fabrication, de température et de tension. Cela
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correspond à appliquer une marge de tension de 10% (trait noir) à la courbe en
pointillés noirs représentant les pires conditions de température pour les limites
optimales de fonctionnement FV 120°COptimale et FV
−40°C
Optimale en procédés de fabrication
SS. La Figure 4.10a montre également comment les marges de fonctionnement
reportées au Tableau 4.3 (matérialisées par des traits de couleur verte, rouge et
bleue), permettent d’obtenir la limite FV AV FSEffective (en trait bleu continu). Les
marges sont appliquées à chaque point composant la limite FV 40°COptimale pour la
température actuelle T = 40°C. En appliquant les marges aux limites FVOptimale
correspondant aux corners TT et FF, on obtient respectivement les courbes verte
et rouge présentées Figure 4.10b pour T = 40°C.
Les limites effectives de fonctionnement Figure 4.10b permettent d’évaluer,
pour une température donnée, soit les réductions de tension, soit le gain en per-
formance que l’on pourrait obtenir en utilisant la solution AVFS à la place d’un
DVFS. Les Figures 4.11a et 4.11b présentent ces résultats pour T = 40°C et
suivant le corner considéré et la marge liée à l’erreur d’estimation considérée
(µ + σ pour le trait continu et µ + 3 · σ pour le trait en pointillés). On peut
voir sur la Figure 4.11a que pour un système dont la tension d’alimentation est
limitée à 0, 9V , il est possible d’augmenter, suivant les marges considérées, de
26% à 30% les performances d’une ressource fonctionnant à T = 40°C dans le cas
d’un cas de procédés de fabrication TT. De même, la Figure 4.11b nous indique
que la tension d’alimentation d’une ressource devant exécuter une tâche à une
fréquence cible de 900MHz peut être réduite entre 3% et 17%. Notons que les
réductions de tension présentées dépendent de la température de la ressource.
Le Tableau 4.4 présente les « meilleures » (δVmax) et moins « bonnes » (δVmin)
réductions de tension pour différentes températures. La réduction minimale est
toujours positive sauf pour les températures les plus hautes (T = 120°C). En
effet, la somme des marges prises en compte pour le calcul de FV AV FSEffective peut
parfois être supérieure aux marges du DVFS, et ce plus particulièrement lorsque
la température est proche des cas extrêmes (−40°C et 120°C) car une portion
de FVOptimale (respectivement en deçà et au-dessus du TIP suivant la tempé-
rature) a également servi pour le calcul de FV DV FSEffective. Cependant pour le cas
de T = 120°C, l’objectif de l’architecture adaptative proposée étant de limiter
la consommation et donc la dissipation de chaleur associée, ce cas extrême de
température devrait rarement être atteint.
Si la Figure 4.11a est plutôt adaptée aux systèmes fonctionnant avec un bud-
get énergétique limité, la Figure 4.11b est la plus intéressante pour notre cas
d’étude car elle représente les possibilités de diminution de la consommation dy-
namique. En effet, la puissance dynamique étant quadratiquement dépendante
de la tension d’alimentation (voir éq. 1.1), les réductions de tension peuvent être
transformées en réductions de puissance dynamique. Pour une tâche et une plate-
forme donnée le paramètre α de l’équation (1.1), qui définit l’activité et la charge,
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(a) Gains potentiels de performance (fré-
quence maximale) à T = 40°C par rapport






































(b) Réductions potentielles de tension d’ali-
mentation à T = 40°C par rapport à une
solution DVFS
Figure 4.11 – Gains de performances ou réduction de tension d’alimentation at-
teignables grâce à la réduction des marges de fonctionnement, dans le cas d’un
actionneur de tension continu
Tableau 4.4 – Valeurs extrêmes de réduction de tension d’alimentation en fonction
de la température de la ressource
−40°C 0°C 40°C 80°C 120°C
δVmin (%) 0, 7 1 0, 6 0, 4 −1, 1
δVmax (%) 20, 1 19, 6 20, 1 24, 4 29
peut être considéré constant. La Figure 4.12 présente les réductions de puissance
dynamique à T = 40°C associées aux réductions de tension en considérant les
marges d’estimation δVestim et δFestim à 3 · σ en fonction de la fréquence cible.
Notons que ces résultats incluent le rendement de l’actionneur de tension car ils
sont relatifs à un système DVFS utilisant les mêmes actionneurs que la solution
AVFS.
Outre les lignes en pointillés rouges, verts et bleus correspondant respective-
ment aux corners FF, TT et SS, les courbes de niveau colorées de la Figure 4.12
représentent la densité de probabilité d’obtenir un circuit fabriqué dans un cas de
procédés de fabrication intermédiaire. En effet, la répartition des déviations de
procédés de fabrication d’un lot de circuit suit une loi normale décentrée, dont le
maximum de densité de probabilité est centré sur le cas TT et dont la plage allant
de FF à SS couvre 99% des cas. Cette représentation des potentielles réductions
de la puissance dynamique permet de prendre en compte l’aspect statistique des


















































Figure 4.12 – Réductions de puissance dynamique à T = 40°C en utilisant un
actionneur de tension continu
résultats. Les courbes en pointillés noirs délimitent la région contenant 85% des
circuits fabriqués. De ce fait, on peut lire par exemple que pour une tâche né-
cessitant une fréquence Fcible = 1000MHz, dans 85% des cas il sera possible de
réduire la consommation dynamique de 10, 6% à 23, 3%.
Les réductions de tension et de consommation dynamique atteignables sont
donc largement positives d’un point de vue statistique. Notons néanmoins que
pour T = 120°C et dans la pire situation (corner SS et fréquence cible maximale),
les marges associées au fonctionnement de l’AVFS peuvent mener à une surcon-
sommation de 2% comparé au DVFS. Cette surconsommation, apparaissant dans
de rares cas, est relativement négligeable devant les réductions qu’il est possible
d’atteindre par ailleurs.
L’analyse présentée dans le cadre de l’utilisation d’un actionneur de tension
continu, va maintenant être étendue au cas d’un actionneur de tension discret.
Réductions de la consommation dans le cas d’un actionneur discret de tension
Dans le cas d’un actionneur discret de tension (Vdd-hopping), les réductions
de tension et de consommation dynamique atteignables sont différentes de celles
ci-avant pour un actionneur continu de tension. En effet, les marges de fonc-
tionnement à appliquer sont différentes (voir Tableau 4.3), et l’obtention de la
fréquence cible et de la tension moyenne de fonctionnement associée, par saut
d’un point de fonctionnement à un autre, génère un domaine de fonctionnement
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tension/fréquence particulier. Afin d’illustrer les résultats obtenus dans le cadre
de l’utilisation d’un actionneur discret de tension, nous considèrerons un système
de Vdd-hopping à deux niveaux de tension, identique à celui décrit au chapitre 2.
La limite de fonctionnement d’un système de Vdd-hopping est un segment
de droite entre deux PMs. De ce fait, la réduction potentielle de tension dépen-
dant de la position des PMs. La Figure 4.13a illustre les segments de droites
qui matérialisent le domaine des fréquences cibles et tensions moyennes que l’on
peut atteindre avec un actionneur discret. Les PMs représentés par les cercles aux
extrémités des segments sont obtenus à partir de la limite optimale de fonctionne-
ment FVOptimale à laquelle les marges de fonctionnement associées à l’actionneur
discret ont été ajoutées. Les PMs ont été choisis de sorte que des variations de
leur niveau de tension V1 = 0, 8V et V2 = 1, 28V puissent être surveillées par les
méthodes d’estimation proposées, en conservant la gamme de tension [0, 7; 1, 3V ]
pour la base de modèles.






















(a) Limites de fonctionnement du Vdd-
hopping à T = 40°C pour les trois corners







































(b) Réductions de la tension moyenne attei-
gnables à T = 40°C avec l’AVFS par rap-
port à une solution DVFS
Figure 4.13 – Limites de fonctionnement et réductions potentielles de tension
moyenne à T = 40°C en utilisant un actionneur de tension discret
La Figure 4.13b montre les réductions de tension que l’on peut obtenir en
utilisant un actionneur discret pour les politiques de réadaptation dédiées à
l’AVFS, par rapport à un DVFS. Ces figures correspondent à un fonctionne-
ment à T = 40°C et pour différentes marges liées à l’erreur d’estimation (µ + σ
pour les courbes continues et µ + 3 · σ pour celles en pointillés). On remarque
que, dans ce cas, les marges de l’AVFS peuvent être ponctuellement plus impor-
tantes que celles du DVFS pour les corner SS, ce qui se traduit par une réduction
de la tension négative (−0, 2%). La réduction négative la plus importante est
atteinte pour la température T = 120°C pour les conditions de procédés de fabri-
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cation SS et de fréquence cible autour de 1200MHz, cependant elle reste limitée à
−0, 4%. Les cercles placés aux ruptures de pentes sur la gauche de chaque courbe
montrent la position du PM1. À leur gauche, la partie de la courbe descendant
vers l’origine, représente le fonctionnement de la ressource en deçà du PM1. En
effet, pour une fréquence cible Fcible inférieure à la fréquence du PM1, la tension
moyenne ne peut pas être inférieure à la tension du PM1. Dans ce cas, seule la
fréquence peut être ajustée pour diminuer la consommation, ce qui correspond à




















































Figure 4.14 – Réductions de puissance dynamique à T = 40°C par rapport à une
solution DVFS en utilisant un actionneur de tension discret
De la même manière que dans le cas de l’actionneur continu de tension, il est
possible de transformer une réduction de tension moyenne en une réduction de la
consommation dynamique. La Figure 4.14 illustre les réductions de la puissance
dynamique obtenues en considérant les marges d’estimation δVestim et δFestim à
3 ·σ. A titre de comparaison avec les résultats de l’actionneur continu de tension,
pour une tâche nécessitant une fréquence Fcible = 1000MHz, dans 85% des cas de
procédés de fabrication, il sera possible de réduire la consommation dynamique
de 9, 4% à 24, 1%. On remarque également que la réduction de consommation
augmente lorsque la fréquence cible s’approche de la fréquence d’un PM car les
PMs sont choisis de sorte à faire partie de la limite de fonctionnement effective de
la ressource. Si la réduction maximale de consommation dynamique est plus im-
portante que dans le cas de l’actionneur discret de tension (du fait que les marges
δVact sont moins importantes dans le cas de l’actionneur continu de tension), la
réduction minimale, qui représente en fait une augmentation de la consommation
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par rapport au DVFS, est aussi plus basse. Cependant, comme nous l’avons noté
précédemment, ces cas sont rares et la pire surconsommation est limitée à 0, 8%
à T = 120°C.
Synthèse
Cette section a permis de mettre en évidence que l’utilisation d’une architec-
ture adaptative permet de diminuer la consommation dynamique d’une ressource
par rapport à une solution DVFS, hormis pour quelques rares situations. Cette
étude a été menée en comparant l’effet des marges introduites dans chacune des
deux solutions AVFS et DVFS sur les fréquences effectives de fonctionnement. Ces
réductions de la consommation dynamique, estimées en prenant comme référence
une solution DVFS, doivent maintenant être comparés avec la consommation
∆PAV FS des blocs additionnels et spécifiques à l’AVFS, décrite à la section 4.2.1.
Pour cela, la section 4.2.3 propose un bilan énergétique appliqué à une plateforme
matérielle particulière.
4.2.3 Bilan énergétique d’une plateforme particulière
Afin de finaliser le bilan énergétique de la solution AVFS proposée, il est
nécessaire de considérer une plateforme particulière. En effet, les résultats de
réduction de la consommation présentés à la section 4.2.2 sont obtenus par com-
paraison à une solution DVFS. Or, le fonctionnement de l’AVFS représente un
coût de consommation constant qui doit être pris en compte dans le bilan éner-
gétique.
La plateforme considérée jusqu’ici était le circuit SThorm et dont les clusters
sont constitués des cœurs xP-70. Le fait que les îlots adaptatifs de SThorm aient
la granularité d’un cluster rend très difficile la détermination de la consommation
associée à un seul des 16 cœurs d’un cluster. De plus, les cœurs xP-70 ne sont
pas des composants génériques auxquels on peut aisément se comparer. Afin de
proposer un bilan énergétique associé à un élément plus générique, on considère
la consommation d’un Digital Signal Processing (DSP). La consommation dy-
namique du DSP considéré, en procédés de fabrication TT, varie de 30mW à
190mW sur la gamme de tension [0.7V ; 1.3V ]. Le système de surveillance consi-
déré pour ce bilan est composé de 8 Multiprobes et réalise des estimations de
tension et de température aux fréquences F{Vˆ ,Tˆ} et FVˆ correspondant aux débits
d’estimation maximaux. Le surplus de consommation associé à ce système de
surveillance est donc celui décrit à la section 4.2.1 avec ∆PAV FS = 169µW .
À partir de tous ces éléments, il est maintenant possible de réaliser un bilan
énergétique de la consommation dynamique de la ressource lorsqu’elle est gérée
par une architecture AVFS par rapport à sa consommation lorsqu’elle est gérée
par un DVFS. Les Figures 4.15a et 4.15b présentent respectivement la réduction
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absolue de puissance dynamique sur le DSP considéré en utilisant l’architecture
adaptative proposée, pour les trois corners SS, TT, FF et pour une température de
T = 40°C. Dans le cas de l’actionneur continu de tension, même si pour le corner
SS la réduction de consommation est limitée, elle est cependant toujours positive
pour une température de fonctionnement de 40°C. En considérant l’actionneur
discret de tension, dans de rares situations, le bilan énergétique peut être négatif.
Le bilan reste néanmoins positif pour le cas d’utilisation considéré. Ici encore, sur
la plage de température considérée, le gain est moindre pour une température
de fonctionnement de T = 120°C. Cependant, la consommation n’est augmentée
dans cette situation que de 2% dans le cas de l’actionneur continu et de 0, 2%
dans le cas de l’actionneur discret, par rapport à ce que consomme un système
DVFS, ce qui est somme toute acceptable compte tenu des gains obtenus dans la







































(a) Bilan de la consommation dynamique







































(b) Bilan de la consommation dynamique
avec un actionneur discret de tension
Figure 4.15 – Bilan de la consommation dynamique économisée à T = 40°C avec
l’AVFS par rapport à une solution DVFS
Le bilan énergétique de la solution proposée est donc globalement positif pour
l’exemple considéré, à quelques cas extrêmes de fonctionnement près. Pour les
deux actionneurs de tension considérés, et pour la plateforme étudiée la consom-
mation additionnelle de l’AVFS (même en utilisant le système de surveillance in-
tensivement) reste très faible devant les réductions de consommation dynamique
qu’il est possible atteindre. Cependant ce bilan dépend de la consommation ab-
solue de la plateforme considérée. En effet, pour un choix d’implémentation du
système de surveillance (par exemple 8 Multiprobes) et une technologie donnée, le
surplus de consommation de l’AVFS a un coût constant quel que soit la plateforme
considérée. Il est donc possible que pour des ressources dont la consommation est
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plus faible que celle du DSP, le bilan énergétique devienne défavorable.
La section suivante présente donc une discussion sur la granularité d’implé-
mentation de la solution AVFS.
4.2.4 Discussion sur la granularité
Dans le cas du DSP considérée, le gain en énergie avec l’utilisation de l’AVFS
est positif pour les deux types d’actionneur de tension considérés, à quelques
rares cas près. Cependant, la granularité spatiale d’implémentation de l’AVFS
influence ce bilan.
Par granularité spatiale, on entend le rapport entre le nombre de capteurs
intégrés et la taille de la ressource surveillée. Si la taille de la ressource diminue
(et donc sa consommation) et le nombre de capteurs augmente, la granularité
devient plus fine mais le gain énergétique tendra à devenir de plus en plus faible, la
consommation due à l’AVFS augmentant par rapport à la réduction potentielle de
consommation dynamique. D’un autre côté, si la granularité devient trop grossière
la surveillance des variations de tension et de température sera moins uniforme et
les marges de fonctionnement à prendre en compte devront être accrues afin de
garantir la fonctionnalité de zones du circuit qui ne sont pas surveillées. Ceci aura
pour conséquence de diminuer les possibles réductions de consommation. Cette
dernière difficulté peut être résolue par l’utilisation de techniques de placement
de capteurs, très nombreuses dans la littérature [92] [93]. Elles permettent de
placer les capteurs aux points identifiés comme étant les plus critiques du circuit
afin de limiter les marges.
Dans cette section, l’analyse se concentre donc sur l’effet de la granularité sur
le bilan énergétique, en considérant que le placement des capteurs est tel que les
marges ne sont pas affectées par la granularité.
Dans ce cas, l’analyse de la granularité peut être envisagée de deux façons :
– soit on considère une ressource donnée (taille fixe) et sa consommation
associée et l’on cherche à partir de combien de capteurs le gain énergétique
devient défavorable ;
– soit on considère un système de surveillance donné (nombre de capteurs
fixe) et on cherche la taille critique de la ressource à partir de laquelle la
réduction de consommation dynamique devient moins importante que le
coût de fonctionnement de l’AVFS.
Dans notre cas, l’architecture particulière du système de surveillance (8 Multi-
probes chaînés associés à un accélérateur matériel capable de traiter les mesures
de 2 Multiprobes en parallèle) détermine la consommation ∆PAV FS , car les fré-
quences maximales d’estimation F{Vˆ ,Tˆ} et FVˆ (qui interviennent dans le calcul
de ∆PAV FS) dépendent de l’architecture choisie. De ce fait, l’analyse de la taille
critique de la ressource a été retenue, en considérant le système de surveillance
à 8 Multiprobes. Les Figures 4.16a et 4.16b montrent la taille critique d’une res-




























(a) Taille critique du DSP en considérant




























(b) Taille critique du DSP en considérant
l’actionneur discret de tension
Figure 4.16 – Taille critique d’une ressource en considérant sa consommation
dynamique à T = 40°C avec une solution AVFS avec un système de surveillance
à 8 Multiprobes par rapport à une solution DVFS
source, relative à la taille du DSP considéré, en fonction de la fréquence cible
en considérant les actionneurs continu et discret de tension respectivement. Ces
deux figures illustrent les résultats à T = 40°C. Ils sont basés sur la comparaison
de la consommation totale de la ressource avec un AVFS utilisant un système de
surveillance à 8 Multiprobes par rapport à la consommation de la ressource avec
un DVFS.
On constate que la taille critique reste limitée à quelques pourcents du DSP
considéré. Pour le corner SS, la consommation de la ressource pour une fréquence
cible donnée est plus importante que dans les autres corners. Il s’en suit que
les réductions de consommation sont moindres. La taille critique de la ressource
devient alors plus importante. Dans le cas de l’actionneur discret de tension le
gain en consommation peut devenir nul dans le cas SS (voir Figure 4.15b) ce
qui peut mener à une taille critique importante. Aussi, la partie gauche de la
Figure 4.16b montre l’effet du fonctionnement en DFS sur le bilan énergétique.
Dans cette section, nous avons pu démontrer que l’utilisation de l’architec-
ture adaptative proposée permet globalement d’améliorer l’efficacité énergétique
d’une ressource, en comparaison à une solution DVFS à marges fixes. Pour cela,
un bilan énergétique a été mené en considérant les différentes sources de consom-
mation additionnelles introduites par le système AVFS et en prenant en compte
les potentielles réductions des marges de fonctionnement et de consommation dy-
namique associées. Le bilan énergétique a été appliqué à une ressource particulière
(un DSP) afin d’illustrer les apports de l’AVFS. Les résultats ont été analysés afin
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de discuter de la taille critique d’une ressource ayant un profil (activité, topologie)
similaire à un DSP.
4.3 Conclusion
Ce chapitre a permis d’illustrer l’efficacité du système de surveillance proposé
au chapitre précédent dans le contexte d’une architecture adaptative à grain fin.
Tout d’abord les performances temporelles des méthodes d’estimation ont été va-
lidées sur une plateforme matérielle intégrant plusieurs Multiprobes. L’utilisation
de cette plateforme a également permis de valider la méthode de calibration, ainsi
que de réaliser des mesures de tension et de température corrélées avec l’exécution
de tâches. Dans un second temps, l’efficacité énergétique de la solution AVFS a
été comparée à une solution DVFS. Les réductions de marges de fonctionnement
que l’on peut atteindre avec un AVFS ont été converties en réduction de puis-
sance dynamique. Puis un bilan énergétique a été mené en prenant en compte
la consommation additionnelle due au fonctionnement de l’AVFS. Les résultats
ont montré que l’architecture adaptative proposée permet de réduire significati-
vement la consommation dynamique en surveillant la tension et la température




Dans un contexte relatif au développement de systèmes embarqués alliant
hautes performances et basse consommation, la recherche de l’efficacité énergé-
tique optimale des processeurs est devenue un défi majeur. Les solutions architec-
turales se sont positionnées durant les dernières décennies comme d’importantes
contributrices à ce challenge. Ces solutions, permettant la gestion du compromis
performance de calcul/consommation, se sont dans un premier temps dévelop-
pées pour les circuits mono-processeurs et évoluent aujourd’hui pour s’adapter
aux contraintes de circuits MPSoC de plus en plus complexes.
Malgré les efforts des différents acteurs académiques et industriels, l’effica-
cité énergétique des circuits multi-cœurs reste encore limitée aujourd’hui, et ce
principalement à cause de l’augmentation de la variabilité intra-die. En effet,
les variations dynamiques et locales de tension et de température imposent des
limites de fonctionnement différentes à chaque ressource du circuit. De ce fait,
les performances maximales de fonctionnement d’une ressource d’un MPSoC sont
majoritairement limitées par la prise en compte de marges de fonctionnement per-
mettant de toujours garantir la fonctionnalité de la ressource quelles que soient
les variations affectant la ressource.
Pour réduire ces marges prohibitives de fonctionnement, il devient nécessaire
de mettre en place des structures d’adaptations locales permettant à chaque res-
source d’atteindre son point de fonctionnement optimal. Les architectures adap-
tatives ont pour objectif de surveiller les limites de fonctionnement d’une res-
source afin de réajuster dynamiquement ces paramètres de fonctionnement (ten-
sion d’alimentation, fréquence d’horloge). Les solutions adaptatives présentées
dans la littérature se concentrent sur la surveillance des chemins critiques car
l’efficacité énergétique optimale d’une ressource dont on peut adapter la ten-
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sion d’alimentation et la fréquence d’horloge est effectivement atteinte lorsqu’elle
opère à la limite de fonctionnalité. Néanmoins, la surveillance seule des chemins
critiques n’est pas suffisante pour garantir la fonctionnalité et atteindre l’effica-
cité énergétique optimale. Le propos de ce manuscrit est d’associer à un système
de surveillance des chemins critiques, une architecture adaptative bas coût ba-
sée sur la surveillance directe des valeurs locales de tension et de température
régnant au sein d’une ressource. Cette architecture, nommée AVFS, est basée
sur l’optimisation d’un DVFS par un système de surveillance de la tension et de
la température et l’application de politiques de réadaptation des consignes des
actionneurs locaux de tension et de fréquence.
Le principal défi dans le développement de cette architecture AVFS réside
dans la capacité à pouvoir mesurer localement la tension et la température de
fonctionnement en différents points d’une ressource. Pour cela, un capteur nu-
mérique, nommé Multiprobe, intégrant un ensemble de plusieurs oscillateurs en
anneau, a été proposé. La petite taille et la simplicité de conception de ce cap-
teur en font un élément bas coût entièrement compatible avec les objectifs de
l’architecture adaptative proposée. Toutefois, les mesures fournies par ce capteur
doivent être traitées pour en extraire une estimation de la tension et de la tem-
pérature locales. Pour cela, une méthode permettant d’estimer conjointement la
tension et la température d’un jeu de mesures d’un Multiprobe a été proposée.
Les différents paramètres influant sur la précision des résultats d’estimation et
sur le coût de calcul de cette méthode ont été discutés. Une seconde méthode
a également été présentée afin d’accélérer l’estimation de la tension. Enfin, une
méthode de calibration bas coût a été étudiée afin d’obtenir des estimations de
qualité en présence de variations de procédés de fabrication intra-die.
Les différentes méthodes composant le système de surveillance proposé ont été
implémentées sur une plateforme matérielle. Dans un premier temps, les perfor-
mances temporelles ont été validées afin de conclure sur la viabilité du système.
Les performances de la méthode de calibration ont pu être validées. En outre,
cette expérience a mis en évidence qu’un accélérateur matériel est nécessaire pour
atteindre des débits d’estimation de la tension et de la température permettant
une surveillance dynamique des variations. Un bloc numérique a été proposé et
ses performances validées.
Dans un second temps, la plateforme matérielle a permis de valider la méthode
de calibration d’un point de vue qualitatif en réalisant des expériences en enceinte
thermique régulée. Cette étape de calibration a également permis de générer les
bases de modèles correspondant aux capteurs effectivement implantés afin de
réaliser des mesures de tension et de température lors de l’exécution de tâches
sur la plateforme.
Finalement, et afin de promouvoir les architectures adaptatives à grain-fin,
un bilan énergétique a été dressé en prenant comme référence les architectures
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DVFS incluant des marges de fonctionnement de 10% de la tension d’alimenta-
tion. Pour cela, le surcoût de consommation des éléments supplémentaires consti-
tuant la boucle AVFS ont été mis en balance avec les réductions potentielles de
consommation dynamique. Les réductions de consommation ont pu être déduites
de l’analyse des marges de fonctionnement, permettant des réductions de tension
d’alimentation. Les résultats de simulation sur un DSP ont montré l’efficacité de
l’architecture adaptative proposée et mis en évidence des réductions de consom-
mation dynamique substantielles.
5.2 Perspectives
Les résultats présentés dans ce manuscrit ont montré que, dans le contexte du
développement d’architectures adaptatives à grain fin, le système de surveillance
de la tension et de la température proposé permet d’améliorer l’efficacité éner-
gétique des ressources d’un MPSoC. Toutefois, les Multiprobes et les méthodes
d’estimation proposées ouvrent également la voie à des travaux sur la gestion
des MPSoCs à un plus haut niveau. En effet, les possibilités de mesures locales,
notamment de la température, positionnent ce système de surveillance comme un
concurrent sérieux aux capteurs de température intégrés existants.
Dans l’écosystème de cette thèse, des travaux sont notamment en cours sur la
gestion thermique de la plateforme SThorm en utilisant notamment des stratégies
de migration de tâches [94] permettant de limiter les élévations de température
du circuit et donc la puissance statique consommée. L’analyse des évolutions de
la température rentre également en considération dans la prévision des effets du
vieillissement dans des zones du circuit. Ces capteurs sont également pressentis
comme des éléments permettant d’estimer la puissance dissipée localement par
chaque ressource d’un circuit [95], notamment dans un contexte de sélection de
Power Modes énergiquement efficaces [96].
Au delà de ces travaux complémentaires, certaines améliorations et évolutions
du système de surveillance et de l’architecture adaptative sont envisageables afin
d’augmenter la précision et les performances temporelles d’estimation et de pour-
suivre l’intégration de ces capteurs dans de futurs circuits.
Une première amélioration concerne les modifications du Multiprobe propo-
sées à la section 3.3. Cela permettrait, d’une part d’augmenter son intégrabilité
en diminuant la taille du compteur, et d’autre part de limiter les temps de lecture
et d’écriture des données des Multiprobes en diminuant la longueur de la chaîne
de scan. La conception des oscillateurs pourrait également être améliorée afin
de disposer d’oscillateurs avec des comportements plus différenciés, augmentant
ainsi le pouvoir de distinction des tests d’hypothèse embarqués.
À court terme, il serait également intéressant d’implémenter dans un circuit
l’accélérateur matériel permettant d’estimer in situ la tension et la température
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de chaque Multiprobe. La conception de ce bloc étant déjà bien avancée, seule
l’étape de placement-routage est nécessaire pour envisager l’intégration sur puce.
La principale limitation des méthodes d’estimation proposées est la taille mé-
moire nécessaire au stockage des bases de modèles. Nous avons pu observer à la
section 3.3.3 que l’occupation mémoire des bases de modèles pouvait être problé-
matique en présence de variations de procédés de fabrication intra-die nécessitant
une base de modèles par Multiprobe. Afin de limiter la taille mémoire de ces bases
de modèles, il pourrait être envisagé d’identifier une représentation analytique
(par exemple un polynôme) des fréquences de chaque RO. De ce fait, la taille mé-
moire se limiterait aux coefficients des polynômes. Des travaux menés en marges
de ceux présentés dans ce manuscrit ont montré qu’un polynôme d’ordre 8 en
V et 4 en T permet de modéliser le comportement de la fréquence d’un RO en
fonction de la tension et de la température avec une erreur moyenne inférieure à
1%. Cependant, le stockage de bases de modèles sous forme polynomiale nécessite
que les modèles testés soient générés à la volée pour alimenter le test d’hypothèse,
ce qui représente une phase de calcul supplémentaire et une gestion particulière
des modèles dans le cadre de l’accélérateur matériel.
Il est également à noter que le stockage des modèles sous la forme d’un po-
lynôme pourrait être appliqué aux fonctions correctives, nécessaires lors de la
calibration, ou encore aux sensibilités de la fréquence aux variations de tension
et de température qui sont utilisées lors du calcul des marges de fonctionnement.
Nous avons vu que la taille mémoire des fonctions correctives n’est pas critique,
cependant le polynôme caractérisant les sensibilités permettrait d’appliquer des
marges de fonctionnement adaptées à l’état {V, T} courant pour un moindre coût
mémoire, contrairement au calcul de marges présenté en section 4.2.2 qui prend
en compte seulement le pire cas de sensibilité. Ceci permettrait donc également
de réduire plus efficacement les marges de fonctionnement et donc d’obtenir des
réductions de consommation dynamique plus importantes.
Nous avons pu analyser à la section 4.1.3 que la phase de calibration proposée
pourrait montrer des limites de précision si les gammes de tension et de fréquence
considérées pour l’estimation deviennent étendues. Il pourrait alors être intéres-
sant de mettre au point une version avancée de cette méthode de calibration
afin de prendre en compte plusieurs points {Vcalib, Tcalib} pour limiter l’erreur
de calibration lors de la construction des modèles sur une large gamme. Enfin,
il serait intéressant de valider la méthode avec un moyen de mesure direct des
paramètres de tension et de température afin de vérifier si l’auto-échauffement
lors des mesures servant à calibrer le capteur est effectivement négligeable.
À plus long terme, un travail sur les politiques de réadaptation pourrait être
mené. Tout au long de ce manuscrit, la complémentarité du système de sur-
veillance proposé avec les capteurs de fonctionnalité TSM a été considérée. Ce-
pendant la gestion des deux types d’information (estimation de VT et avertis-
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sement de violation temporelle) doit être explicitement prise en compte pour la
prise de décision lors de l’application des politiques de réadaptation. À la sec-
tion 2.5, des politiques de réadaptation ont été proposées, mais ce travail mérite
d’être approfondi, généralisé puis validé sur une plateforme matérielle.
Des travaux sur l’utilisation et la gestion des capteurs s’inscrivent également
dans des perspectives intéressantes. Dans l’ensemble du manuscrit, l’hypothèse
selon laquelle les capteurs permettent d’obtenir des valeurs représentatives de
la tension et de la température de fonctionnement de la ressource a été posée.
Cela nécessite en fait de disposer de capteurs localisés dans les zones les plus
représentatives de l’état d’une ressource. Il serait donc intéressant d’étudier l’effet
du placement des capteurs sur la connaissance de l’état VT de la ressource et
donc sur les marges de fonctionnement. Dans ce cadre, l’étude des corrélations
temporelles et spatiales des estimations de plusieurs capteurs pourrait permettre,
avec la connaissance de la topologie du circuit, d’estimer des valeurs de tension
et de température dans des zones qui ne sont pas couvertes par les capteurs.
Les évolutions technologiques des dernières décennies ont naturellement conduit
aux développements d’architectures adaptatives permettant d’améliorer l’effica-
cité énergétique des circuits intégrés. Ces récentes avancées laissent ainsi entrevoir
les évolutions futures vers des circuits intelligents, auto-adaptatifs et capables
d’atteindre l’efficacité énergétique optimale.
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Titre : Gestion dynamique locale de la variabilité et de la consommation dans les architectures MPSoCs
Résumé
Dans le contexte du développement de systèmes embarqués alliant hautes performances et basse consomma-
tion, la recherche de l'eﬃcacité énergétique optimale des processeurs est devenue un déﬁ majeur. Les solutions
architecturales se sont positionnées durant les dernières décennies comme d'importantes contributrices à ce
challenge. Elles évoluent aujourd'hui pour s'adapter aux contraintes de circuits MPSoCs de plus en plus com-
plexes et sensibles aux déviations des procédés de fabrication, aux variations de tension et de température.
De grandes améliorations de l'eﬃcacité énergétique peuvent être attendues de la diminution des marges de
fonctionnement généralement prises en compte pour garantir la robustesse des circuits à la variabilité. Ce
travail s'insère dans une solution architecturale bas-coût nommée AVFS, basée sur une optimisation des tech-
niques de gestion locales DVFS, permettant de réduire les marges de conception aﬁn d'améliorer l'eﬃcacité
énergétique des MPSoCs, tout en minimisant l'impact de la solution proposée sur la surface de silicium et
l'énergie consommée. Le développement d'un système de surveillance des variations locales et dynamiques de
la tension et de la température à partir d'un capteur bas coût a été proposé. Une première méthode permet
d'estimer conjointement la tension et la température à l'aide de tests statistiques. Une seconde permet d'ac-
célérer l'estimation de la tension. Enﬁn, une méthode de calibration associée aux deux méthodes précédentes
a été développée. Ce système de surveillance a été validé sur une plateforme matérielle aﬁn d'en démontrer le
caractère opérationnel. En prenant en compte les estimées de tension et de température, des politiques visant
à réajuster dynamiquement les consignes des actionneurs locaux de tension et de fréquence ont été proposées.
Finalement, la consommation additionnelle due à l'intégration des éléments constitutifs de l'architecture AVFS
a été évaluée et comparée aux réductions de consommation atteignables grâce aux réductions des marges de
fonctionnement. Ces résultats ont montré que la solution AVFS permet de réaliser des gains en consommation
substantiels par rapport à une solution DVFS classique.
Mots-Clés : architecture adaptative, AVFS, capteur, MPSoC, PVT, température, variabilité
Title : Local dynamic management of variability and power comsumption in MPSoCs Architectures
Abstract
Nowadays, embedded systems requiring high performance and low power, the search for the optimal eﬃciency
of the processors has become a major challenge. Architectural solutions have positioned themselves in recent
decades as one of the main contributors to this challenge. These solutions evolve today to be adapted to the
constraints of circuits MPSoCs increasingly complex and sensitive to process, voltage and temperature varia-
tions. Signiﬁcant improvements of the energy eﬃciency can be expected from the reduction of the operating
margins generally taken into account to ensure the circuit robustness in presence of variability. This work is
part of a low-cost architectural solution called AVFS, based on local DVFS optimization technique, to reduce
design margins and improve the energy eﬃciency of MPSoCs, while minimizing the silicon surface and the
energy additional cost. The development of a monitoring system of local and dynamic voltage and temperature
variations using a low-cost sensor has been proposed. A ﬁrst method estimates jointly voltage and tempera-
ture using statistical tests. A second one speeds up estimation of the voltage. Finally, a calibration method
associated with the two previous methods has been developed. This monitoring system has been validated on
a hardware platform to demonstrate its operational nature. Taking into account the estimation of voltage and
temperature values, policies to dynamically adjust the set point of the local voltage and frequency actuators
have been proposed. Finally, the additional power consumption due to the integration of the components of the
architecture AVFS was evaluated and compared with reductions achievable through reductions in operating
margins consumption. These results showed that the AVFS solution can achieve substantial power savings
compared to conventional DVFS solution.
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