Tests of shift in diversification associated with key innovations or directional environmental change can be performed with sister-clade comparisons. This approach is attractive because it does not require detailed phylogenetic information. I propose a new likelihood ratio test based on fitting two models of diversification. I show how this test differs from a previous likelihood ratio test based on the geometric distribution. With simulations from a wide range of situations, I show that the new test performs much better than this test and the traditional test by Slowinski and Guyer. The proposed test performs at least as well as the species richness contrast test which has been proposed by several authors in four versions. A power analysis with low number of pairs of sister-clades showed that the new test could detect a shift in diversification with five or less pairs of sister-clades, while the diversity contrast test cannot detect
The factors driving evolutionary diversification can be classified into two categories: intrinsic to the species (e.g., morphological traits, physiological features, genetic structure and variability), and extrinsic to them (e.g., climatic variables, food resources, interspecific competition). Both categories of factors clearly interact because the adaptive value of a species trait is linked to a particular set of environmental variables. In order to test the relative influence of these two categories of factors, we need to formulate predictions on the variation in diversification rates as can be observed in real data, either fossil or recent.
Generally, we may expect intrinsic factors to result in variation among clades, whereas extrinsic factors result in temporal variation. Statistical methods have been developed to test these two classes of hypotheses. The problem of testing for temporal variation in diversification has been shown recently to be particularly difficult (Stadler, 2009; Rabosky, 2010; Paradis, 2011) . The problem comes mainly from the fact that different combinations of speciation and extinction rates may result in very similar distributions of branching times, even when these two parameters are constant through time (Paradis, 2011) .
On the other hand, the statistical methods testing for inter-clade variation in diversification rate do not seem to suffer from the same problem. Some remarkable progress have been accomplished in the analysis of phylogenetic trees combined with discrete or continuous traits (Paradis, 2005; Maddison et al., 2007; FitzJohn et al., 2009; FitzJohn, 2010) . Such sophisticated methods have been used by Goldberg et al. (2010) to investigate the evolutionary forces behind the maintenance of self-compatibility among species of Solanaceae.
In the absence of detailed fossil data, it seems very likely that methods based on phylogenies are the most informative. However, though phylogenetic and 3 molecular data are accumulating at high pace, detailed phylogenies are currently available only for a restricted number of groups. In this perspective, statistical methods based on the comparison of species richness between sister-clades appears as a valuable approach to test hypotheses on variation in diversification rate. The basic data structure to test such hypotheses is a series of sister-clades where one clade is characterized by a trait or an environment that is absent or different in the other. The aim is to test whether this trait or environment has increased diversification rate.
In this paper, I introduce a new statistical test for the analysis of this kind of data. This test is related to the one introduced by McConway and Sims (2004); however, using simulations I show that the former is more robust and more powerful. I also compare these two tests with the classical test by Slowinski and Guyer (1993) and the species diversity contrast.
Tests of Diversification Shift
Consider the data as n pairs of sister-clades: x 1i and x 2i are the species richnesses for the ith pair, and the subscripts 1 and 2 are the two states of the variable under focus (trait, environment, or other). In the followings, and for the simplicity of the text, state 1 will be called key-innovation. Let us further denote as x i (i = 1, . . . , 2n) the species richness of any clade in the data. Slowinski and Guyer (1993) built a test based on calculating the probability of all possible data sets that are less compatible with the null hypothesis than the observed one. This probability is calculated for each pair of sister-clades. A combined probability testing the global null hypothesis (i.e., with all pairs) is 4 calculated with Fisher's combined probabilities −2 ∑ n i ln p i : this follows a χ 2 distribution with 2n degrees of freedom. The alternative hypothesis is that diversification rate is higher in clades characterized by the key-innovation. Thus the test is a one-tailed test and it cannot detect whether diversification rate is lower in those clades. Because of its design, the Slowinski-Guyer test is particularly prone to type I error in situation of U-shaped species richnesses (Goudet 1999; Vamosi and Vamosi 2005 ; see also the discussion below). Barraclough et al. (1996) developed a species diversity contrast test which can be written as:
This contrast is computed for each pair resulting in n values on which nonparametric statistics are applied to test the null hypothesis. Vamosi and Vamosi (2005) pointed out that this test shares its rationale and general structure with three others: the one used by Wiegmann et al. (1993) who computed the logarithm of the ratio:
as well as the one by Barraclough et al. (1995) with:
and the test used by Sargent (2004) with simply x 1i − x 2i . 5 Vamosi and Vamosi (2005, p. 575) and Vamosi (2007) made a detailed comparison of these four variants of the species diversity contrast test, and recommended to use either of the two first ones with either a matched-pair randomization procedure if n ≤ 12, or a Wilcoxon test otherwise. Because all these tests can be written as sign(x 1i − x 2i ) ×C i , the randomization procedure is easily done by randomizing only the signs (C i = |x 1i − x 2i | for Sargent's version).
The Barraclough et al.'s (1996) version has the logarithm of the smallest value between x 1i and x 2i , thus this can lead to a division by zero if it is equal to one. In this situation, one needs to add one to all x i 's. In all the variants of the diversity contrast test, the test may be one-or two-tailed.
McConway and Sims (2004) devised an alternative test based on the probability distribution of species numbers as given by a model of random speciation and extinction with rates λ and µ, respectively. Let us denote this number by X, and assume for simplicity that there is no extinction (µ = 0).
Starting from a single species (X 0 = 1) the probability of X t , the number of species at time t, is given by Yule (1924, eq. 5) :
This, therefore, applies to stem group richness. The Appendix shows the same equation for µ > 0.
McConway and Sims set β = 1 − e −λt in order to draw an analogy between equation (1) and the geometric distribution whose probability density function is
They used a likelihood function optimized over β in the case of the null hypothesis, or over β 1 and β 2 for the alternative hypothesis. The likelihood 6 ratio is calculated for each pair of sister-clades. These ratios are then summed over the n pairs: this likelihood ratio test (LRT) follows a χ 2 distribution with n degrees of freedom. Like the diversity contrast tests, the McConway-Sims test can be one-or two-tailed.
I propose to optimize the likelihood function over λ using equation (1). In theory this requires to know the dates of origin t, but in practice this appears unimportant as these can be set equal to an arbitrarily large value (say 10 3 ; see simulation results below). This has an important consequence because if t is large then e −λt will tend to zero, and the transformation used by McConway and
Sims (2004) 
and under the alternative hypothesis:
The log-transformed likelihood functions are optimized over λ, and λ 1 and λ 2 , respectively. The LRT is computed with twice the difference in the maximum log-likelihood: it follows a χ 2 distribution with one degree of freedom. The derivation of this test assumes that diversification rates and times of origin are homogeneous across sister pairs. The robustness of the test to situations where 7 these assumptions are not met is assessed in the next section.
Simulation Study Methods
The present simulation study aimed at contrasting the statistical properties of the four tests. The scenarios were selected in order to characterize situations of varying statistical power (probability of rejecting the null hypothesis when it is false). Following McConway and Sims (2004), I first simulated data from a geometric distribution with parameters β 1 and β 2 (here and below, the subscript of the parameter stand for the trait state). This repeats some of the simulations done by McConway and Sims (2004) . I only considered two scenarios: one where the null hypothesis is true (β 1 = β 2 = 0.9), and one where it is false (β 1 = 0.9, β 2 = 0.7).
The second set of simulations also repeats some from McConway and Sims (2004) : this uses a negative binomial distribution, a situation they found to be less favorable to their test. The negative binomial distribution is a generalization of the geometric one with an additional parameter denoted as ν. I considered six scenarios with ν = 0.5, 0.9, or 1.2 combined with the two parameter sets from the previous paragraph.
The third set of simulations used a Poisson distribution with parameter γ 1 = 10 and γ 2 = 10, 15, or 20.
These three sets of simulations considered n = 35 like in McConway and Sims (2004) , and were replicated 10,000 times.
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In the fourth set of simulations, species numbers were taken from phylogenies simulated from a speciation-extinction model with parameters λ 1 , λ 2 , µ 1 and µ 2 . Five series of parameters were selected: (i) the null hypothesis is true (λ 1 = λ 2 , µ 1 = µ 2 ); (ii) the null hypothesis was false by moderately increasing λ 2 ; (iii) the value of λ 2 was the same than in the previous series but µ 2 was also slightly increased; (iv) the increase in λ 2 was stronger; and (v) the same than previously with an increased value of µ 2 . All phylogenies were simulated starting 35 units of time before present. In order to test the robustness of the tests to the lack of homogeneity among lineages, two additional sets of simulations were run. In the fifth set, λ 1 was randomly drawn from a uniform distribution whose interval width was 0.1 and mean equal to the value chosen in the previous set; λ 2 was then fixed with the same contrast than previously. Another set of simulations where both λ 1 and λ 2 were random gave similar results which are reported in the Supplementary Information. Finally, in the sixth set the time of origin of each phylogeny was randomly drawn from a uniform distribution in the interval [10, 50] . These last three sets were simulated with n = 10 or 20, and replicated 1000 times.
After running these six sets of simulations, the two most powerful tests were selected for a detailed estimation of their statistical power with very low n (1, . . . , 10). The data were simulated from a speciation-extinction model with the following parameters: λ 1 = 0.1, λ 2 = 0.12, 0.14, . . . , 0.2, and µ 1 = µ 2 = 0.09.
In all sets, the rejection rate was calculated as the proportion of tests where the null hypothesis was rejected at the usual rate of 5%. The rejection rate is an estimate of the type I error rate when the null hypothesis is true, and an estimate of the power of the test when the alternative hypothesis is true. All simulations 9 and analyses were programmed in the R language (R Development Core Team, 2010) version 2.13.0, and function tests are available in ape (Paradis et al., 2004 ). An annotated R script is available in the Supplementary Information showing how to perform these simulations, assess type I/II error rates as well as other analyses. A Sweave document (.Rnw) is also provided as an example of how to use this script to repeat the detailed power analysis with low n.
Results
The four versions of the diversity contrast test gave close results. Somehow surprisingly, Sargent's (2004) version performed the best among these four while Barraclough et al.'s (1996) and close to one, for the most contrasting situation with γ 1 = 10 and γ 2 = 20 (Table 3) .
With data simulated from phylogenies, only the diversity contrast tests and the new one showed good properties, the latter having higher power (Table 4 ). (Table 4) .
Heterogeneity among lineages did not affect the performance of the tests (Table 5 ). On the other hand, heterogeneity in the origin time of the lineages affected negatively the power of all tests but the new one (Table 6) . For the new test, two versions were computed here: the first one assumed that the times of origin t were unknown and set to 1000, and the second one used the simulated values (results within parentheses in Table 6 ). Surprisinly, the first version had greater power, though its type I error rate was slightly inflated.
Overall, the Slowinski-Guyer test appeared to perform very poorly as it failed to reject the null hypothesis in all scenarios. Thus the type I error rate was kept at a low level, but the power of the test was low as well. The only situation where some significant power was observed was simulating phylogenies with a λ 2 = 0.15 and µ = 0.1 (Table 4 ). In this situation, this test was more powerful than the McConway-Sims test but much less than the new test. The
McConway-Sims test showed variable performances: its power was good with data from a geometric or a negative binomial distribution; however, the type I error rate was quite high in these situations, reaching 0.38 with ν = 0.5. These results only partially replicate those from McConway and Sims's (2004) simulation study which showed no sign of inflated type I error rate in similar situations. Considering that this test appeared as not to be recommended because of its poor performance in other situations, I did not explore this issue further.
The detailed power analysis with low n therefore concerned Sargent's version of the diversity contrast test and the new test (Fig. 1) . The diversity contrast test cannot detect any shift in diversification when n < 6. On the other hand, the new test can detect a shift even when n = 1: the estimated power was 0.412 for λ 2 = 0.2 with a single pair of clades, and was 0.986 with n = 5. The power of the new test was greater than 0.6 when 3 ≤ n ≤ 5 for λ 2 ≥ 0.16.
Discussion
Finding the factors promoting or preventing the diversification of evolving lineages is one of the current challenges for evolutionary biologists. At the interspecific level, this problem can be addressed with four types of data: fossil data, phylogenies of recent species, species richnesses combined with ages of stem/crown groups, and species richnesses of sister-clades. All other forms of data (e.g., raw species richnesses) have to be considered as inappropriate because they lack a temporal dimension. Among these four kinds of data, the last one must be considered the coarsest because the temporal dimension is only relative, thus limiting the inference on relative contrast in diversification. Nevertheless, the approach is interesting precisely because it does not require accurate phylogenetic information or molecular dating. Recent applications of sister-clade comparisons include a test of increased diversification among myrmechorous angiosperm clades (Lengyel et al., 2009) , and a comparison of gall-inducing and non-galling insect lineages (Hardy and Cook, 2010) . Vamosi and Vamosi (2005) Slowinski-Guyer test. The simulation results presented in this paper confirm this suspicion since the rejection rates of these two tests varied somewhat in parallel.
A surprising result was that the difference contrast test used by Sargent (2004) performed slightly better than the versions by Wiegmann et al. (1993) and Barraclough et al. (1996) . This may come from the fact that the simple difference makes less assumption on the distribution of the diversity contrasts compared to other versions.
The simulations with heterogeneous diversification parameters showed an interesting results: all tests were robust to this heterogeneity in the sense that the rejection rates were very close to those observed with homogeneous parameters.
Overall, the new test presented here and the difference contrast test showed the most acceptable statistical properties. The advantage of the new test compared to Sargent's (2004) was a higher power when data were simulated from phylogenetic trees. On the other hand, the new test appeared to have an inflated type I error rate with data simulated from a negative binomial with a low 13 variance (ν = 0.5); however, the type II error rate was the lowest among the tests considered here with this distribution.
One should be cautious in concluding that the new test is generally more powerful than the others because the simulated scenarios are only a small fraction of the possible ones. Therefore we cannot exclude that in some cases, not considered here, this will not be the case. However, the R script provided with this paper may help to assess this issue by simulating other specific scenarios. The detailed power analysis showed that the new test works even in situations where the diversity contrast test collapses (i.e., n ≤ 5). Vamosi and Vamosi (2005) examined in detail a problem encountered with the Slowinski-Guyer test: if species richnesses are U-shaped (highly skewed but in a symmetric manner with respect to the trait analyzed), then this test will find a significant effect of the trait on diversification. They illustrate this fact with the following data: x 1 = {216, 64, 33, 2, 3, 1} and x 2 = {3, 1, 2, 33, 216, 64}. The
Slowinski-Guyer test is significant: χ 2 12 = 22.63, P = 0.031. However, both series of species richnesses are identical though differently ordered. The explanation is that species richness differences contribute in an asymmetric way depending on their direction. For instance, the first pair (216, 3) contributes the P-value p 1 = 0.014, while the fifth pair (3, 216) contributes p 5 = 0.991. After logarithmic transformation (i.e., −2 ln p i ), these contribute 8.572 and 0.018 to the overall χ 2 . So the fifth pair contributes only to increasing the number of degrees of freedom. The McConway-Sims test is also significant: χ 2 6 = 28.277, P < 0.001. The Sargent test does not suffer from this problem because it tests for deviation from zero in the distribution of richness contrasts: it is presently non-significant either one-tailed (P = 0.542) or two-tailed (P = 1). The new test 14 also avoids this difficulty because under the alternative hypothesis the maximum likelihood estimates will be the same (λ 1 =λ 2 ). Therefore the likelihood values under both hypotheses will also be equal, leading to χ 2 1 = 0. In order to avoid the increased type I error rate related to Fisher's method of combining probabilities, the Z-test may be used instead (Whitlock, 2005) .
However, this does not solve the problem of the very low power of the Slowinski-Guyer test as was shown by a limited number of simulations (results not shown).
To conclude, previous studies have suggested to not use the Slowinski-Guyer test because of its lack of power (McConway and Sims, 2004) or high type I error rate (Vamosi and Vamosi, 2005) . The present study largely agrees with these conclusions. Furthermore, it is shown here that the likelihood ratio test proposed by McConway and Sims (2004) is not robust because it lacks some statistical power when data do not follow a geometric distribution. I suggest to use either the difference contrast test used by Sargent (2004) , or the new test proposed here.
The former has an acceptable type I error rate in a wide range of situations, whereas the latter is more powerful and should be preferred when the number of pairs of sister-clades analyzed is low (n < 10) and is robust to heterogeneity in diversification rate among clades. Furthermore, the new test is the only applicable with very low n (< 6) and can have substantial power in this situation. This probability is conditioned on the lineage surviving until present (X t ≥ 1).
Setting µ = 0 leads to equation (1).
It does not appear straightforward to use these formulae to derive a test similar to the one introduced above because of the difficulty of the additional extinction parameter(s) leading to more complicated likelihood expressions.
Furthermore, there are now a more complex set of hypotheses related to shifts in diversification. The null hypothesis of no shift in diversification may be false because of an increase in speciation rate, a decrease in extinction, or both. Table 4 : Rejection rates of the null hypothesis for five tests when data were simulated from a birth-death process with speciation rates λ 1 and λ 2 and extinction rates µ 1 and µ 2 . n: number of pairs of sister-clades. Abbreviations as in Table 1 . Table 5 : Same than in Table 4 except that λ 1 was randomly drawn from a uniform distribution U in the interval [0.05, 0.15] and λ 2 was fixed as λ 1 plus the value given in the table. Sargent's (2004) test and the new test proposed in this paper for number of pairs (n) from 1 to 10 and shifts in speciation (lambda) from 0.02 to 0.1.
