Abstract. We show that the wave map equation in R 1+1 is in general ill posed in the critical spaceḢ 1=2 , and the Besov spaceḂ 1=2,1 2 . The problem is attributed to the bad behavior of the one-dimensional bilinear expression D ,1 ( fDg) in these spaces.
. The problem is attributed to the bad behavior of the one-dimensional bilinear expression D ,1 ( fDg) in these spaces. To avoid technical issues involving negative order Sobolev spaces, we will always take the initial velocity t to be zero. Solutions to (1) are called wave maps with initial data f . For a discussion of the significance of these maps and some open problems we refer to [12] , [4] , [1] , and [10] . For this paper we restrict ourselves to the case when the target manifold is a sphere M = S m,1 , which we imbed into Euclidean space in the usual manner R m . The problem then simplifies to 
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See e.g. [12] . One can show that solutions to (2) stay on the sphere, at least if is smooth. We consider the problem of whether this Cauchy problem is locally well posed for small data f in various spaces of Sobolev type. It is known that the problem is locally well posed in H s for s n=2 (see [5] , [6] ). In the case n = 1 then one also has global well-posedness if s 3=4 ( [3] ; see also earlier results in [8] , [2] , [9] , [7] ). When s n=2 the problem is super-critical and the problem is almost certainly ill posed for the sphere. (For instances of blowup in the supercritical case, see [9] , [11] ). The critical case s = n=2 appears to be very difficult, and only partial results are known. In the critical case the problem is invariant under scaling, and one should replace the inhomogeneous Sobolev spaces H s with the homogeneous spacesḢ s . We will adopt the convention that the constant functions have zeroḢ s norm, since it would otherwise be impossible to have functions taking values in S m,1 which have finiteḢ s norm. In practice we will subtract a constant (such as the unit vector e 1 ) from functions on S n,1 in order to measure such norms. Note that by scale invariance considerations, the problem of local wellposedness is equivalent to that of global well-posedness in the small-data critical case. We note that even if the above Cauchy problem is well posed, the solution operator cannot be twice differentiable inḢ n 2 ; see [3] . This indicates that the problem cannot be attacked by purely iterative methods, and requires some additional subtlety.
Recently, Tataru [13] In the case of the circle m = 2, solutions to (2) are complex exponentials of solutions to the free wave equation, and both of the above results are true in any dimension n. However, when m 2 the above conjecture and theorem do not hold in one dimension for m 2. More precisely, we shall show: 
In particular, we also have
In fact, the norms grow like ( log T) 1=2 and log T respectively. We remark that even though the one-dimensional wave map problem appears to be badly behaved in the spacesḢ 1=2 ,Ḃ 1=2, 1 2 , one does have global existence and scattering for large data in the critical space L 1,1 of functions with derivatives in L 1 . See [3] .
We now begin the proof of the theorem. Let f be a function obeying (3), and let be the corresponding global solution to (2) . (For a proof that the wave map problem is globally well posed for smooth data in n = 1, see [2] ).
To study the global behavior of , we introduce null coordinates
From (2) we then have
Since stays on the sphere, we have u = v = 0. From this and (4) we see that u , v are both orthogonal to uv . This implies the following pointwise conservation laws, first observed by Pohlmeyer [8] :
One can also obtain these conservation laws from the conformal invariance of (2), or from the trace-free property of the stress-energy tensor. See e.g. [9] , [3] . These laws are special to the one-dimensional case; in higher dimensions the wave map equation is not completely integrable.
Thus j u j is constant in the v direction, and j v j is constant in the u direction.
Combining this fact with the support conditions on the initial data, we thus obtain (after converting back into spacetime coordinates)
In particular, is constant on the regions fx ,jtj , Cg, fx jtj + Cg, and ft jxj + Cg. In the first two regions we have = e 1 from the conditions on the initial data, while on the last region we write = where is a constant. As we shall see, the question of whether = e 1 will be crucial.
In the regions fjt + xj C, t Cg and fjt , xj C, t Cg, is a travelling wave in the @ x , @ t and @ x + @ t directions respectively. We thus can describe
where Figure 1 . We extend F(x), G(x) to equal e 1 for x ,C and to equal when x C; note that F, G remain smooth by (5) and the smoothness of .
We can now compute theḢ 1=2 norm of (T) for T C. Differentiating (5) we have
and so 
The spatial Fourier transform of
where A and B are the Fourier transforms of the Schwarz functions F 0 and G 0 respectively. We thus have
Clearly this quantity is greater than
The functions A and B are Schwarz, and so we have the estimate
However, from the definition of A, B and the boundary conditions of F, G we
Inserting this into (6) we obtain
This proves the theorem, providing that we can construct f , g such that
In the case m = 1 this is impossible since one has the explicit solution (t, x) = f (x + t) 1=2 f (x ,t) 1=2 in complex coordinates. However we shall show that one can make 6 = e 1 when m 2. We shall do this by expanding as a power series for data close to e 1 . It turns out that one has to expand quite far in order to do this, because the deviation of is extremely small. In fact we have = e 1 + O(" 5 ).
The deviation of .
Suppose for contradiction that = e 1 for all choices of data f satisfying (3). In other words, we assume (C, 0) = e 1 for all such . Since our initial velocity is zero, the Cauchy problem is timesymmetric and so (t, x) = (,t, x) for all t, x. Thus we also have (,C, 0) = e 1 .
From (3) we have (0, C) = e 1 . By two applications of the fundamental theorem of calculus we therefore have (in null coordinates)
Let h be a bump function on [ , C, C] taking values in R m,1 , the subspace of R m orthogonal to e 1 ; the exact choice of h will be determined later. We define the initial data f (x) to be
jh(x)j 2 h(x) + : : :
where the expression h(x) n is defined by
when n is even (,1) (n,1)=2 jh(x)j n,1 h(x) when n is odd. jh(x)j we see that f takes values on the sphere and obeys (3) . By the classical well-posedness theory we may obtain the asymptotic expansion
for times jTj 2C, if " is sufficiently small. Here i are smooth functions independent of " for i = 0, : : : , 4, and the error term has a C 10 norm of O(" 5 ).
Setting " = 0, we see that 0 = e 1 by the classical uniqueness theory. If one then inserts (9) into (4) and extracts coefficients, one obtains
Also, from (8) we have
Finally, from time-reversal symmetry we have i (u, v) = i (v, u) for all i = 1, : : : , 4 and all u, v. We can now proceed to compute 1 , 2 , : : : iteratively.
One can see inductively that i is orthogonal to e 1 when i is odd, and parallel to e 1 when i is even, for i = 1, : : : , 4. In particular, the ( 1 (12) and (13) vanish.
Solving the time-symmetric Cauchy problem (10) with initial data (14) we obtain 
We observe the following property of 1 3 : LEMMA 2.1. We have ( 1 3 )(u, C) = ( 1 3 )(u, ,C) for all u. Proof. From (18) and the fact that h( C) = 0, we can rewrite this as
We now invoke the explicit formula
for 3 , where the matrix-valued function H(u) is defined by
Indeed, one easily verifies that the proposed solution 3 in (22) satisfies (16), is time symmetric, and satisfies
which is (20).
Substituting (22) into (21) and noting that h( C), H(,C) = 0, we reduce to h(u) H(C)h(u) = 0.
It thus suffices to show that H(C) is an anti-symmetric matrix. To see this, we use the fundamental theorem of calculus to obtain
The symmetric part of this is
as desired.
We now expand (7) as a power series in ". Remarkably, one must go up to the " 5 term in order to get an expression which does not automatically vanish.
Since the derivatives of 0 , 2 , 4 are orthogonal to the derivatives of 1 , 3 , the " 5 component of (7) is
The idea is to choose h so that the left-hand side of (23) is nonzero, thus obtaining the desired contradiction. Although one could in principle achieve this by applying (22), we shall instead attempt to simplify (23) by repeated integrations by parts.
From the identity
which follows from the product rule and (10), we can rewrite (23) as
We now claim that
To see this, it suffices by (18) and symmetry to show that
Integrating in the v variable we reduce to
But this follows from differentiating Lemma 2.1 with respect to u.
Next, we treat the integral
By (18), this is
Integrating by parts twice and using the fact that h( C) = 0, this is
Inserting these identities into (24), we reduce to
By (20), this becomes
By (19) and (18), this is
By symmetry we may replace the 1 with an h(u). Multiplying by 16 and expanding, we thus obtain
The first and second terms vanish since h 0 (v) and h(v) h 0 (v) both have mean zero. We thus reduce to
We now utilize the hypothesis m 2, and choose h(x) = h 2 (x)e 2 + h 3 (x)e 3 . Extracting the e 2 component of the above equation, we obtain
The integrand splits into several expressions which are the product of a function of u and a function of v. If one of these functions has mean zero then its contribution to (25) vanishes. Examples of such functions include h 0
. Eliminating all such terms from (25), one is reduced to
We split the u and v integrations to obtain
By integrating by parts we see that B = ,A and D = ,E=2. The left-hand side of (26) therefore simplifies to AE=2. To obtain a contradiction it thus suffices to choose h 2 , h 3 so that A, E 6 = 0. But this is easily achieved, e.g. let h 3 be such that R C ,C h 0 3 (u) 3 du 6 = 0, and set h 2 = h 0 3 .
This shows that for any " 0 one can find initial data for which 6 = e 1 , which concludes the proof of Theorem 1.3.
Further remarks.
The ill-posedness result is not confined to the sphere S 2 , and can in fact be generalized to other manifolds with positive or negative curvature. For the general version of the Pohlmeyer identity used in the above argument, see [3] . The fact that 6 = e 1 for general manifolds with nonzero Riemmanian curvature follows by a tedious but straightforward expansion of as was done above.
The wave map equation (1) can be written in integral form as For subcritical regularities, these types of expressions are well behaved if we localize in the u variable. However at the critical regularity it is pointless to localize (as can be seen by scale invariance considerations), and the bad behavior of the expression D ,1 ( gDh) then dooms any attempt to obtain well-posedness by iterative methods. Even if h was a C 1 0 function, we could take g = Dh, so that gDh would be nonnegative, and D ,1 ( gDh) would be a smoothed out Heaviside function, which barely fails to be in the space B 1=2,2 1 orḢ 1=2 . Indeed, the Fourier transform of such a function behaves like 1= near the origin. On the other hand, this function is in the space L 1,1 of functions with absolutely integrable derivative, which is compatible with the results in [3] .
The expression ,1 ( ) appears to be better behaved when the dimension n is large, so this difficulty may well be isolated to the one-dimensional case. One might also argue that this ill-posedness result is somehow related to the pathologies of the negative order Sobolev spaceḢ ,1=2 , and that such spaces do not occur in the higher-dimensional theory.
