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Resumo
Neste trabalho estudamos um sistema de equações diferenciais parciais (EDP’s) que
modelam um processo de competição intraespecífica entre plantas transgênicas e suas
variantes naturais. São consideradas três etapas: a dispersão de sementes como processo
de difusão, a competição intraespecífica e adição de ruído ambiental.
Optamos por uma modelagem analítica, que descreve a dinâmica do processo produtivo.
O sistema de equações diferenciais, conhecido como Volterra-Hamilton (VH), combina
equações de dinâmica populacional com equações de produção. A abordagem analítica
da trofodinâmica, baseada em mecanismos biológicos, oferece uma poderosa ferramenta
para a análise do comportamento do sistema fora de pontos de equilíbrio e, conjuntamente
com a teoria de difusão em espaços de Finsler, fornece o contexto matemático apropriado
para o estudo dos sistemas ecológicos sob a influência de mudanças ambientais, produzidas
naturalmente ou não.
Propomos um modelo com EDP’s de difusão-reação-transporte que descreve a dispersão
de sementes e a consequente mistura de cultivos (natural e geneticamente modificado)
que crescem em campos adjacentes. Nesta abordagem, esta mistura resulta espacialmente
homogênea como resultado do mecanismo de dispersão (vento) ser assumido como forte.
Apresentamos uma solução aproximada para o crescimento líquido e analisamos uma
primeira forma de impacto ambiental de plantações geneticamente modificadas através do
efeito da competição entre as variantes.
Obtemos as equações da dinâmica através de um sistema VH cujas curvas de produção
são trajetórias numa geometria de Finsler. Adicionamos ruído ambiental e mostramos que
permanece o resultado essencial, de que a produção da variante natural diminui frente a
competição com a variante geneticamente modificada. A princípio é assumido que não há
exclusão competitiva, que poderia levar a extinção de variantes naturais e seria evitada
pelos produtores de sementes geneticamente modificadas.
Palavras-chave: Difusão espacial - Modelos matemáticos. Plantas transgênicas. Trofodi-
nâmica analítica. Espaços de Finsler. Ruído finsleriano.
Abstract
In this thesis, we study a system of partial differential equations (PDE’s) that model a pro-
cess of intraspecific competition between transgenic plants and its natural variants. Three
steps are considered: seed dispersal as a diffusion process, the intraspecific competition
and addition of environmental noise.
We opted for analytic modelling, which describes the dynamics of the production process.
The system of differential equations, known as Volterra-Hamilton (VH), combines pop-
ulation dynamics equations with production equations. The analytical approach for the
trophodynamics, based in biological mechanisms, provides a powerful tool for the analysis
of the behaviour of the system away from steady states and, in conjunction with the theory
of diffusion in Finsler spaces, provides the mathematical context suitable for the study of
ecological systems under the influence of environmental changes produced naturally or
not.
We propose a model with diffusion-reaction-transport PDE’s which describes the seed
dispersal and the consequent mixing of crops (natural and genetically modified) growing
in adjacent fields. In this approach, this mixing turns out to be spatially homogeneous
as consequence of the dispersal mechanism (wind) been assumed strong. We present an
approximate solution to the net growth and analyse a first form of environmental impact
of genetically modified crops through the effect of competition between the variants.
We obtain the equations for the dynamics via a VH system whose production curves are
trajectories in a Finsler geometry. The addition of environmental noise shows that the
essential result remains, that the production of the natural variant decreases in face of the
competition with the genetically modified variant. In principle, it is assumed that there
is no competitive exclusion, which could lead to the extinction of natural variants, and
would be avoided by the producers of genetically modified seeds.
Keywords: Spatial diffusion - Mathematical models. GM crops. Analytical trophodynam-
ics. Finsler spaces. Finslerian noise.
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Introdução
Nos últimos anos, temos visto o uso crescente dos organismos transgênicos na
agricultura. Estes organismos geneticamente modificados para desenvolver características
de outras espécies para conferir resistência aos predadores naturais, para oferecer a
perspectiva de aumento da produção. Inicialmente saudado como a solução para a fome no
mundo, essas variantes também trouxeram problemas, uma vez inseridos no meio ambiente.
Questões sobre o conteúdo nutricional e consequências das características artificialmente
inseridas ao corpo humano, por exemplo, ainda estão sendo levantadas. Não sendo produto
de um processo evolutivo natural, o impacto dessas variantes transgênicas no meio ambiente
é uma questão particularmente importante. O clássico princípio da exclusão competitiva
(ANTONELLI; BRADBURY, 1996; RICKLEFS, 1979) sozinho já indica uma provável
diminuição da biodiversidade, com consequências diretas na quantidade e qualidade na
cadeia alimentar humana.
Como um primeiro passo para acessar o impacto das variantes artificialmente
desenvolvidas, iremos abordar seus efeitos em culturas semelhantes na vizinhança. Pos-
teriormente, iremos expandir este trabalho para considerar as possíveis interações entre
essas variantes artificiais de alguma planta no bioma natural da espécie original, como
uma floresta tropical (AVERY, 1975; ANTONELLI; RUTZ, 2005), usando a noção já
desenvolvida de ecostrain como ferramenta para modelar a perturbação (ANTONELLI;
RUTZ, 2009).
Neste trabalho, focamos na concorrência entre culturas transgênicas e naturais
próximas. Em particular, consideramos a competição intraespecífica entre o organismo
natural e sua variante transgênica. Como variantes da mesma espécie e, portanto, pro-
curando os mesmos nutrientes e abrigo no ambiente, estas populações são concorrentes
puros. Como tal, tomamos a dinâmica populacional representada pelo modelo clássico
de Gause-Witt (ver (ANTONELLI; BRADBURY, 1996)). Este bem conhecido modelo
de dinâmica populacional de concorrentes puros, amplamente utilizado em ecologia e
evolução, tem por consequência o princípio da exclusão competitiva, mecanismo que
implica na extinção da variante mais fraca. Este primeiro passo para analisar o impacto
das culturas artificialmente reforçadas introduzidas no ambiente, ainda que simples, já
sinaliza a possibilidade de perda de biodiversidade. Numa segunda etapa, introduzimos
efeitos secundários a fim de produzir modelos mais realistas para a interação entre as
variantes. Neste ponto, incorporamos o desenvolvimento orgânico das sementes plantadas,
estimando o impacto da sua concorrência na produção líquida de biomassa característica
de cada variante, gerada ao longo de um tempo finito entre plantio e colheita.
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O efeito da concorrência entre as variantes ocorre nos níveis de população,
enquanto o crescimento orgânico acontece no nível individual. A biomassa total, ou a
fração que representa o produto de interesse comercial, tais como grãos, frutas, folhas,
etc., é dada como a soma sobre todos os produtos individuais em cada população. Mais
especificamente, usando a idéia de Harper (HARPER, 1977), segundo o qual um organismo
é visto como uma coleção de módulos, cada um composto por uma subpopulação (tais
como folhas, raízes, grãos, etc., no caso de plantas), então a competição ocorre no nível
das raízes, enquanto a produção economicamente significativa é estimada em nível de
sementes ou de frutos, de acordo com a cultura particular em questão. O crescimento
orgânico é representado extensivamente pela curva de Gompertz e pode ser combinado
com uma dinâmica de população competitiva, dada pelas equações de Gause-Witt. Mas a
colheita real é melhor representada pela noção de crescimento líquido, ou a diferença entre
a produção de biomassa total e o que foi usado na reparação e manutenção, como proposto
por Whittaker (WHITTAKER et al., 1970) no contexto da dinâmica florestal. Este conceito
de fato generaliza a equação de Gompertz e permite compor a dinâmica populacional e o
processo de produção orgânica em um único sistema de equações diferenciais.
Finalmente, apresentamos a dispersão de sementes, que misturam culturas
originalmente distintas e causa concorrência entre sementes transgênicas e naturais, en-
quanto crescem. Mecanismos, tais como vento, água ou pássaros, causam a mistura das
populações mesmo quando não adjacentes, afetando suas taxas de produção. A dispersão é
introduzida no modelo matemático como termos de difusão nas equações diferenciais. De
uma forma simplificada, podemos imaginar duas culturas adjacentes de uma única espécie,
composta por variantes naturais e transgênicas. Supondo que o mecanismo de dispersão
no ambiente é suficientemente forte, ou o campo ser pequeno o suficiente, as populações
das diferentes sementes se misturam até que as duas são distribuídas uniformemente sobre
toda a região. Note-se que, posteriormente, poderemos presumir que as áreas onde ocorre
a mistura são distribuídas geograficamente dependendo da fonte de dispersão, e podem
dividir a região entre categorias mistas e não-misturadas.
A metodologia de modelagem matemática proposta aqui é trofodinâmica ana-
lítica, que faz uso de equações diferenciais ordinárias que representam os mecanismos
associados com o sistema biológico, tanto ao nível ecológico (interação entre espécies,
dinâmica populacional), como no nível de produção (biomassa, ou frações desta). Modelos
que incorporam ambos aspectos são chamados de Volterra-Hamilton, de uso extensivo em
ecologia, evolução, epidemiologia, embriologia e outras áreas da biologia.
A estabilidade do processo de produção, dado pelo sistema dinâmico, é baseada
nas idéias de Lyapunov, cuja descrição geométrica de Jacobi é convenientemente tratada
no contexto da teoria KCC (tal como desenvolvido por Cartan, Chern e Kosambi). Neste
contexto, a métrica geralmente expressa a conservação dos nutrientes. Resultados de geo-
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metria Riemanniana (LAUGWITZ; STEINHARDT, 1965), quando interações dependem
explicitamente os produtos criados e consumidos pela espécie, chamados então de metabó-
licos, no lugar de simplesmente ecológicos, quando são constantes, ou médias geográficas
e/ou ao longo do tempo. A geometria de Finsler representa as interações que dependem de
proporções entre as diferentes populações, conhecidas como interações sociais no contexto
biológico. Tais considerações serão abordadas em um próximo artigo.
A partir das considerações acima, iremos fazer algumas premissas na construção
do modelo, tais como a área plantada é pequena, ou, equivalentemente, o mecanismo de
dispersão é intenso, a fim de que as plantações das variantes sejam totalmente misturadas
antes da germinação, quando então começam a enraizar e não há mais difusão, e passam a
competir entre si. Num próximo estágio assumiremos que a mistura não foi completa, mas
distribuída por áreas, dependendo do mecanismo de dispersão, quando então aplicaremos os
resultados aqui obtidos apenas às áreas misturadas, as remanescentes permanecendo inde-
pendentes (sem competição). Outras premissas, como as taxas de crescimento serem iguais,
e serem tipos competidores puros, resultam do fato de aqui estarem sendo consideradas
variantes de uma mesma espécie. Novamente, num outro momento, consideraremos o efeito
de transgênicos no ambiente natural (mata atlântica). Finalmente, assumiremos também
que a competição entre as variantes é tal que permite a coexistência de ambas (equilíbrio
estável), uma vez que a variante transgênica foi artificialmente desenvolvida, e (assumimos
que) o produtor destas teve o cuidado de não causar a extinção da espécie original na
natureza. Tratamos, portanto, do caso menos danoso possível, todos os outros casos aqui
não considerados levando à suplantação da variante natural pela transgênica. Vale ainda
dizer que o efeito de outros mecanismos não explicitados, em forma de ruído branco, foi
adotado apenas na fase competitiva, enquanto que durante a dispersão, que é intensa
e breve, efeitos secundários não necessitam ser tratados. Todas as premissas do modelo
são, portanto, baseadas em considerações biológicas, e não restrições ou simplificações
arbitrarias na construção do modelo.
Este trabalho está organizado em cinco capítulos. O capítulo 1 apresenta o
conteúdo matemático necessário para o tratamento da modelagem proposta. O capítulo
2 apresenta o modelo matemático proposto com as respectivas condições associadas na
modelagem como um primeiro estágio da modelagem. O capítulo 3 será tratado o modelo
de reação-difusão-transporte proposto como um segundo estágio. No capítulo 4 faremos a
adição de ruído ambiental no modelo para contemplar as flutuações climáticas e outros
efeitos ambientais.
A modelagem matemática proposta sobre o problema dos transgênicos está
esboçada na figura 1 com a sequência abaixo.
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1 Ferramentas Matemáticas
Neste capítulo apresentamos os conteúdos matemáticos utilizados como base
para o modelagem matemática proposta neste trabalho. Seguiremos com a proposta
de modelagem analítica através do método da Trofodinâmica Analítica (ANTONELLI;
AUGER; BRADBURY, 1998; ANTONELLI; INGARDEN; MATSUMOTO, 1993), a qual
aborda a dinâmica populacional interativa entre as espécies e dos produtos gerados por cada
uma destas populações. Nesse contexto abordaremos conceitos de dinâmica populacional,
como o crescimento orgânico de Gompertz, sistemas de Volterra-Hamilton, produção
líquida de Whittaker, funcional de custo de produção e sistemas de equações de reação–
difusão–transporte. Na parte dos conceitos geométricos, apresentamos os conceitos sobre
a teoria KCC e sua relação com os conceitos de Espaços de Finsler, fibrados, conexões
não-lineares e algumas definições e fatos sobre análise estocástica. As referências para
este capítulo são (CONWAY; HOFF; SMOLLER, 1978), (IKEDA; WATANABE, 1989),
(ØKSENDAL, 2003).
1.1 Dinâmica Populacional
A dinâmica populacional proposta neste trabalho pretende conjugar o cres-
cimento orgânico de Gompertz (ANTONELLI; BRADBURY, 1996) com o contexto de
interação, neste caso, a competição entre espécies. No decorrer do texto, pretendemos tor-
nar mais clara essa proposta. Abordaremos nesta seção modelos matemáticos relacionados
com as interações ecológicas clássicas. De acordo com Hutchinson (HUTCHINSON, 1978)
o modelo de crescimento populacional atende a três axiomas.
Axioma 1.1. Se denotarmos por N(t) o tamanho da população no tempo t ∈ [0, T ] como
sendo uma função contínua em t vale o seguinte
(i) A taxa de variação da população é uma função diferenciável da mesma,
dN
dt = f(N), (1.1)
onde f(N) é diferenciável.
(ii) Todo organismo reproduz-se de pelo menos um indivíduo do mesmo tipo, ou seja, não
ocorre geração espontânea, se N = 0 temos que dNdt = 0, isto é, temos que f(0) = 0.
(iii) Existe um limite para o tamanho da população devido a limitação de espaço e recursos
num ambiente.
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Tomando uma população N(t) inicialmente pequena, tomamos a expansão em
série de Taylor de f(N) em torno de N = 0 até primeira ordem, obtendo
dN
dt = λ N(t), (1.2)
o que é equivalente a escrever
N(t) = N0 · eλt, (1.3)
onde o parâmetro λ > 0, expressa um crescimento exponencial da população. O modelo
não limita o crescimento da população e com isso não satisfaz o terceiro axioma, mas
oferece uma boa representação da dinâmica num curto período de tempo a partir do início
do intervalo de observação.
Adicionando a competição intra-específica na dinâmica, obtemos um modelo
simples desenvolvido por Pierre François Verhulst (1804-1849), conhecida como equação
logística. Para um valor maior da população, a fim de expressar a limitação de espaço e
recursos, é necessário expandir f(N) até o termo de segunda ordem, obtendo o modelo
logístico
dN
dt = λN(t)
ˆ
1− NK
˙
, (1.4)
onde λ, K > 0, obtemos como solução
N(t) = K1 + b · e−λt , (1.5)
com lim
t→+∞N(t) = K. A constante b é arbitrária e o parâmetro K é chamado de capacidade
de suporte do ambiente na população.
Como as duas populações em questão interagem, competindo por recursos,
adotamos o modelo competitivo ,
dNi
dt = λiN
i
ˆ
1− N
i
Ki
− δiN
j
Ki
˙
(1.6)
com i, j = 1, 2, que expressa a competição entre duas populações de plantas.
Modelos de parasitismo, predador–presa, competição e simbiose também são
gerados a partir de (1.6).
O Teorema da Estabilidade Linear (ANTONELLI; BRADBURY, 1996), afirma
que o ponto de equilíbrio (N1,N2) será assintoticamente estável se, e somente se, os
autovalores reais ou a parte real dos autovalores complexos do Jacobiano do sistema
neste ponto forem todos negativos, caso contrário, será instável. Qualquer solução do
sistema tenderá ao longo do tempo a um ponto de equilíbrio estável, indicando a tendência
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quantitativamente estável do tamanho das populações na interação entre estas, associada
ao respectivo sistema.
Nesta seção abordaremos o modelo de crescimento de Gompertz relacionado
as interações entre duas espécies de sementes, a natural e a transgênica. O crescimento
orgânico clássico é representado pela curva de Gompertz. Através de experimentos Medawar
demonstrou que o crescimento do tecido do coração de embriões de uma determinada
espécie de ave era Gompertziano, ou seja, a biomassa ao longo do tempo t, era dado pela
fórmula de Gompertz
m(t) = a · e−c·e−λt (1.7)
onde a > 0, c > 0 e λ > 0 é taxa de crescimento intrínseca. Veremos mais adiante que esta
taxa será substituída pela taxa de crescimento líquida r˜ij segundo o conceito de Whittaker
(WHITTAKER et al., 1970), exibindo uma generalização para este tipo de modelagem,
pois considera a dinâmica populacional competitiva junto com o crescimento orgânico.
Tomando o logaritmo natural de (1.7), obtemos
x = ln(m(t)) = ln a− c · e−λt, (1.8)
a qual satisfaz a equação
d2x
dt2 + λ
dx
dt = 0 (1.9)
com condições iniciais x(0) > 0 e dxdt
ˇˇ
t=0 > 0.
A equação diferencial ordinária (1.9) com condições iniciais positivas define a
curva de crescimento de Gompertz (1.7). A idéia que propomos no capítulo 3 é combinar
o crescimento orgânico com a dinâmica populacional competitiva utilizando Gause-Witt
(1.6).
A interação será analisada através dos pontos de equilíbrio do sistema associado.
Dado um sistema de equações dos modelos de interações, temos que (N1,N2) é um ponto
de equilíbrio do sistema se satisfaz (dN
1
dt ,
dN2
dt ) = (0, 0). Assumiremos que populações
de múltiplas espécies convivem numa mesma região limitada Σ. Suponha que n espécies
formam Σ e assuma que não existe interação, assim esta situação será modelada por
dNi
dt = λ(i)N
i
ˆ
1− N
i
K(i)
˙
, i = 1, ..., n (1.10)
onde Ni denota a densidade ou o número total de espécies do tipo i (i−ésima espécie) em
Σ.
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Se as duas populações de espécies (sementes) se interagem, competindo por
recursos, e disputando o mesmo espaço físico, adotamos, neste caso, o modelo competitivo
de Gause-Witt,
dNi
dt = λi N
i
ˆ
1− N
i
Ki
− δiN
j
Ki
˙
(1.11)
com i, j = 1, 2, onde λ,K, δ são todos positivos.
Um dos propósitos deste trabalho é avaliar o impacto ambiental entre duas
lavouras de sementes sobre a própria espécie, de fato, como competidores puros. O princípio
de exclusão competitiva já acena, na maior parte dos casos, com a perspectiva da diminuição
das espécies, e provavelemnte, a exclusão da espécie natural pois, de fato, a mesma não
estaria protegida.
Temos um ponto de equilíbrio (N1∗,N2∗) dado por
N1∗ =
K(1) − δ(1)K(2)
1− δ(1)δ(2) N
2
∗ =
K(2) − δ(2)K(1)
1− δ(1)δ(2) . (1.12)
O sistema (1.6) é simples pois Σ possui duas espécies, enquanto (1.10) é o pior
caso de não termos uma comunidade de n−espécies simples.
De acordo com Antonelli (ANTONELLI; BRADBURY, 1996), se δ(1) <
K(1)
K(2)
e δ(2) <
K(2)
K(1)
, então ambas espécies persistem juntamente no único estado de equilíbrio
estável (1.12).
Esta persistência estável ocorre somente quando a interação entre as espécies
são fracas, de fato, deve ser mais fraca do que a auto-inibição nos termos logísticos.
Cada espécie é sempre capaz de aumentar sua quantidade independentemente
da densidade da outra. Pode haver alguma separação geométrica das espécies N1 e N2,
a mais vulnerável pode ter algum tipo de refúgio, mas seu concorrente não pode, ou a
existência de algum nutriente disponível no ambiente que compartilham que o concorrente
melhor adaptado não pode usar. Em ambos os casos, existe uma limitação na competição
interespecífica.
1.2 Sistemas de Volterra–Hamilton
No modelo proposto por V. Volterra (VOLTERRA, 1937), temos o conceito
de produção. Os produtos gerados por cada população afetam a dinâmica das demais
populações que o compartilham.
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Definição 1.2.1. A medida de produção de uma população N(t) é definida por
x(t) = k ·
� t
0
N(τ) dτ + x(0) (1.13)
onde x(0) > 0. A taxa per capita k, a qual é suposta ser constante, é definida por
1
N
dx
dt = k > 0. (1.14)
Podemos definir outra variável.
Definição 1.2.2. O potencial de crescimento real é dado por
y(t) =
� t
0
rN(τ)− N∗s dτ + y(0) (1.15)
onde y(0) > 0.
O potencial y(t) está relacionado com a variável de Volterra por
dy
dt = N(t)− N∗ =
1
k
dx
dt −N∗. (1.16)
Substituindo (1.16) em (1.15) obtemos uma equação diferencial homogênea
d2y
dt2 +
λ
K
ˆ
dy
dt
˙2
+ λdydt = 0 (1.17)
com condições iniciais y(0) > 0 e dydt t=0
< 0.
O modelo utilizado para o método da trofodinâmica analítica será uma combi-
nação das equações de dinâmica populacional com as equações de interação.
Definição 1.2.3. O Sistema de Volterra–Hamilton é dado por

dxi
dt = k(i)N
i, (sem soma)
dNi
dt = λiN
i +Gijk NjNk,
(1.18)
Os coeficientes Gijk representam as interações entre as populações, com i, j, k = 1, ..., n.
Quando os Gijk são constantes, representam interações ecológicas clássicas,
quando dependem dos produtos xi de cada população representam as interações metabóli-
cas, e por último, se dependem de proporções Nj/Nk representam interações sociais.
No nosso modelo proposto, por hipótese, não houve tempo para o processo
evolutivo. Por isso, não existe interações sociais, e de fato, os coeficientes Gijk são constantes,
ou seja, interações ecológicas.
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Na modelagem, associamos N1 a população do cultivo de plantas naturais,
enquanto N2 representa o cultivo de plantas GM. Vamos adotar algumas hipóteses que
simplifiquem e ao mesmo tempo estejam de acordo com o contexto biológico e com a
dinâmica proposta neste trabalho.
1.3 Funcional de Custo
Através de experimentos Medawar demonstrou que o crescimento do tecido
do coração de embriões de uma determinada ave era dado pela fórmula de Gompertz
(1.7). A equação de Gompertz (1.9) está associada ao crescimento orgânico (ANTONELLI;
BRADBURY, 1996), através da energia do crescimento dada por
Et = B ·
a
2Ht, (1.19)
onde B > 0 é constante e Ht = 1/2 (
dy
dt )
2.
A lei de Laird, afirma que as biomassas mi(t) dos diversos órgãos de um
indivíduo apresentavam crescimento conforme Gompertz, com a mesma taxa de crescimento
intrínseco λi = λ, isto é,
mi(t) = ai · e−cie−λt (1.20)
com ai > 0 e ci > 0, com i = 1, ..., n.
Definição 1.3.1. A produção total de biomassa é definida por
s =
n�
i=1
xi = A−Be−λ t (1.21)
com A = ln(Πni=1 ai) e B =
n�
i=1
ci.
Ao longo do tempo t, a produção total é definido como
s(t) =
� t
0
ds+ s(0), (1.22)
onde F (x, 9x, t), é chamado de funcional de custo de produção.
A classe das equações diferenciais de segunda ordem com coeficientes constantes
de 2 dimensões tem sido útil em modelar evolução e desenvolvimento. Em geral, a teoria
KCC oferece um meio de estudar sistemas de equações diferenciais ordinárias separando
os termos de interação de segundo grau homogêneos dos demais. Em Ecologia esta técnica
pode ser usada quando as taxas de crescimento populacional são comensuráveis, pois
então existe uma troca de parâmetros que transforma o sistema de equações diferenciais
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ordinárias de segunda ordem em um sistema homogêneo. Pode ser demonstrado que
tais sprays de coeficientes constantes (como são chamados) são conservativos de várias
maneiras.
De fato, os esquemas clássicos de interações ecológicas (mutualismo, parasitismo
e competição) exibem, cada um, este conservantismo ao longo de trajetórias de crescimento
dos sistemas bidimensionais de equações diferenciais ordinárias correspondentes (ANTO-
NELLI; HAN; MODAYIL, 1999). De particular interesse é o caso da competição, quando
assumimos tacitamente que o equilíbrio populacional é estável. Este é o caso excepcional
do princípio da exclusão competitiva e é o único caso que admite uma lei de conservação,
ou seja, existe um funcional Finsleriano que é constante ao longo das trajetórias.
No caso da competição entre as plantações de variantes transgênicas e naturais
de uma mesma espécie, o equilíbrio estável e as taxas de crescimento comensuráveis
modelam o cenário ”melhor possível” para o efeito da plantação transgênica sobre a
natural. Ou seja, o “vencedor” em todos os demais casos (sem estabilidade populacional
positiva, ou seja, coexistência entre as variantes) está clara a partir do Princípio da
Exclusão Competitiva. Logo, apenas no caso de equilíbrio estável é possível a priori que a
variante natural sobreviva (ANTONELLI; HAN; MODAYIL, 1999).
Novos resultados sobre sprays bidimensionais com coeficientes constantes com
aplicações a Heterocronia em (ANTONELLI; HAN; MODAYIL, 1999).
Seja Ω ⊂ R×R um aberto conexo contendo pontos P0, P1 fixados. Considerando
a classe C de todas funções C∞ γ : [t0, t1]→ Ω tal que γ(t0) = P0 = (t0, x0) e γ(t1) = P1 =
(t1, x1). Dada uma função C∞ F (x, 9x, t) em Ω× R e γ ∈ C.
Definição 1.3.2. A integral de linha
J(γ) =
�
γ
F dt, (1.23)
onde γ(t) = (t, x(t)) e 9x(t) = dxdt são os vetores velocidade ao longo de γ ∈ C. A função F
é chamada o funcional custo e J(γ) é o custo total ao longo da curva γ.
Utilizando a teoria do cálculo das variações, é de interesse obter qual a curva
γ que é extremo do custo total (1.23) sobre C. Desta forma obtemos as equações de
Euler-Lagrange para o funcional custo F
d
dγ
�
γ
ds = 0, (1.24)
a qual otimiza o funcional custo de produção F.
Segundo Harper (HUTCHINSON, 1978), um organismo pode ser visto como
módulo, ou seja, a planta será considerada modularmente, onde cada sub-população i, por
exemplo, pode ser as folhas, raízes, grãos, etc.
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Utilizando (1.21) e a regra da cadeia, realizamos uma mudança de parâmetro t
para o da produção total s, e assim a equação de Gompertz (1.9) será escrita como
d2yi
ds2 = 0. (1.25)
Da energia de crescimento de Medawar, definimos a energia total.
Definição 1.3.3. A energia total é definida por
Hs =
n�
i=1
Hi =
1
2
�
i=1
( 9y)2, (1.26)
Este funcional é otimizado pela curva xi(t) = ln(mi(t)), que satisfaz as equações
de Euler-Lagrange
d
dγ
�
γ
Hs ds = 0, (1.27)
definidas por
d2yi
ds2 = 0, i = 1, ..., n (1.28)
as quais são linhas retas. No capítulo 4 analisaremos a estabilidade de produção para
um sistema de Volterra que dá origem a uma nova proposta de produtividade, a saber, a
produtividade líquida, fornecendo uma generalização do conceito do crescimento orgânico
de Gompertz.
1.4 Teoria KCC
No modelo proposto faremos uso dos espaços de Berwald, os quais são espaços
de Finsler de dimensão dois em que os coeficientes Gijk (1.18) são dependentes somente
de xi. Na próxima seção apresentamos as definições e resultados sobre geometria Finsler.
Para analisar a estabilidade na produção utilizaremos os conceitos da teoria KCC (RUTZ,
2004; KOSAMBI, 1933).
As propriedades geométricas intrínsecas do sistema (1.137), com a mudança de
coordenadas
x¯i = f i(x1, ..., xn), (1.29)
com i = 1, ..., n são dadas pelos cinco invariantes KCC diferenciáveis. O estudo dos
invariantes das equações de segunda ordem é conhecido como teoria KCC (ANTONELLI;
BUCATARU, 2001a). Uma utilidade de trabalhar com teoria KCC reside no fato de que os
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invariantes das equações (1.137) pela transformação de coordenadas (1.29) se mostram úteis
para estudar as propriedades intrínsecas dos sistemas dinâmicos não-lineares (ANTONELLI;
RUTZ; SABĂU, 2002).
Se M denota uma variedade diferenciável de dimensão n e (TM, π,M) seu
fibrado tangente, onde π : TM →M é uma projeção do espaço total TM para a variedade
base M. Um ponto x ∈M possui coordenadas locais (xi), onde i = 1, · · · , n. A carta local
de um ponto u ∈ TM é denotada por (xi, yi), onde yi = dxi/dt e t é o tempo. O tempo t
é considerado como um invariante absoluto. Assim, a transformação de coordenadas dada
acima por (1.29) pode ser escrita como
t˜ = t, x˜i = x˜i(x1, · · · , xn). (1.30)
Sob uma transformação não-singular de coordenadas (1.30), temos a definição da diferencial
covariante KCC.
Definição 1.4.1. Seja ξi(t) um campo vetorial ao longo da trajetória (xi(t)). A derivada
covariante KCC de ξ de um campo vetorial ξi definida ao longo de uma curva γ em M é
definida por
Dξi
dt =
dξ
dt +N
i
j ξ
j, (1.31)
onde Nij é o coeficiente da conexão não-linear dado por Nij = 9∂j Gi.
Além disso, quando temos ξi = yi, a diferencial covariante é dada por
Dyi
dt = N
i
j y
j − 2Gi = −�i, (1.32)
aqui o campo vetorial contravariante �i é denominado o primeiro invariante KCC. Quando
�i não se anula, as trajetórias das equações diferenciais de segunda ordem não coincidem
com a curva autoparalela da conexão não-linear. O primeiro invariante é interpretado
como a força externa do sistema (YAJIMA; NAGAHAMA, 2008). Considerando variações
nas proximidades da trajetória xi(t) do sistema (1.137) de acordo com a relação
x¯i(t) = xi(t) + ξi(t) η, (1.33)
onde η é um parâmetro pequeno. Substituindo (1.33) em (1.137) e tomando o limite
quando η → 0, obtemos a equação variacional
d2ξi
dt2 + 2N
i
l
dξl
dt + 2
∂Gi
∂xl
ξl = 0. (1.34)
Usando a definição da diferencial covariante (1.31), podemos reescrever (1.34) acima na
forma covariante
D2ξi
dt2 +B
i
j ξ
j = 0, (1.35)
Capítulo 1. Ferramentas Matemáticas 25
onde
Bij = 2
∂Gi
∂xl
+ 2Gl Gijl − yl
∂Nij
∂xl
− Nil Nlj −
∂Nij
∂t
(1.36)
Os coeficientes Gijk =
∂Nij
∂yk
representa os coeficientes da conexão de Berwald, a qual é
uma conexão Finsler. O tensor Bij é conhecido como o tensor curvatura de desvio e dá a
estabilidade de todas trajetórias, conhecida como estabilidade de Jacobi (ANTONELLI;
RUTZ; SABĂU, 2002). A estabilidade linear é a teoria que estuda o comportamento local
nas proximidades de um ponto no espaço tangente TxM. Isto significa que o comportamento
dos sistemas dinâmicos não-lineares é tratado no fibrado tangente TM.
A equação (1.137) se transforma numa equação diferencial de primeira ordem
com relação a yi e a equação da estabilidade de Jacobi (1.34) é reduzida na equação
da teoria da estabilidade linear. Nesse contexto a estabilidade de Jacobi fornece uma
estabilidade mais global do que a estabilidade linear. O terceiro invariante é o tensor
definido pela relação abaixo
Bijk :=
δNij
δxk
− δN
i
k
δxj
, (1.37)
onde δ
δxi
é dado por
δ
δxi
= ∂
∂xi
− Nji
∂
∂yj
, (1.38)
sendo este anti-simétrico nos índices inferiores j e k. Esse invariante também é conhecido
como o tensor curvatura da conexão não-linear da conexão Nij e nesse contexto ele
desempenha o papel de um campo intensidade e a conexão não-linear é interpretada como
o potencial. O quarto e o quinto invariantes KCC são tensores dados pelas equações
Bijkl =
∂Bijk
∂yj
(1.39)
Dijkl =
∂Gijk
∂yl
, (1.40)
respectivamente. Ambos são tensores de curvatura. O quarto invariante expressa a taxa de
variação da torção no espaço de fases, enquanto que o quinto invariante expressa a medida
de interações no sistema. O quinto invariante Dijkl é conhecido como tensor de Douglas.
Segue da definição que Dijkl = 0 se, e somente se, os coeficientes Gi são quadráticos em yi.
Isto significa que duas variáveis interagem entre si para Dijkl = 0. No caso em que Dijkl �= 0
temos que existem interações de ordem mais alta.
Com a noção de derivada covariante de um campo vetorial em mãos, podemos
estabelecer a noção de transporte paralelo.
Definição 1.4.2. Dizemos que um campo vetorial ξi(s) definido ao longo de uma curva
γ : xi = xi(s) é transportado paralelamente ao longo de γ se Dξ
i
ds = 0, usando G
i
j acima.
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Se o parâmetro intrinseco s está associado com a definição de distância na
variedade, isto é, uma função métrica é declarada em M,
ds = F (x, 9x) (1.41)
onde F é homogênea de grau 1 em 9xi, sabemos que as geodésicas de F serão curvas autopa-
ralelas, ou seja, D
2ξi
ds2 = 0, o que significa que os vetores tangentes
dxi
ds são transportados
paralelamente ao longo das geodésicas.
Um sistema de equações diferenciais de segunda ordem (1.137) tem uma
destacável relação com um campos vetoriais, a saber, campos vetoriais S, os quais estão
no fibrado tangente TM. Esses campos são conhecidos como campos vetoriais de segunda
ordem ou semisprays. Para isto, é necessário estabelecer alguns fatos importantes sobre
derivada covariante dinâmica e derivada covariante de Berwald.
Como acima, para uma carta local (U,φ = (xi)) em M, denotamos por
(π−1(U),Φ = (xi, yi)) cartas locais induzidas em TM. O núcleo da aplicação linear
induzida pela submersão natural π : TM → M, determina a distribuição vertical
V : u ∈ TM �→ Vu = ker π∗,u ⊂ TuTM. O leitor interessado em mais detatlhes pode
consultar a referência (BUCATARU; MIRON, 2007).
Se
�
∂
∂xi
|u, ∂
∂yi
|u
�
é a base natural do espaço tangente TuTM, então
�
∂
∂yi
|u
�
é uma base para Vu, ∀ u ∈ TM. Considere J = ∂
∂yi
⊗ dxi, a estrutura quase complexa,
conhecido também como endomorfismo vertical de TM, e Γ = yi ∂
∂yi
o campo vetorial de
Liouville.
Definição 1.4.3. Um campo vetorial S em TM é chamado de semispray se JS = Γ.
A expressão local de um semispray é
S = yi ∂
∂xi
− 2Gi(x, y) ∂
∂yi
. (1.42)
As funções Gi(x, y) são chamadas os coeficientes locais do semispray e estão definidos no
domínio da carta local.
Definição 1.4.4. Uma distribuição n−dimensional N : u ∈ TM �→ Nu ⊂ TuTM a qual é
suplementar a distribuição vertical V é chamada de conexão não-linear.
Para todo u ∈ TM temos a soma direta TuTM = Nu ⊕ Vu e numa base
adaptada para esta soma é
�
δ
δxi
= ∂
∂xi
− Nji (x, y)
∂
∂yj
,
∂
∂yi
�
. Esta base é denominada
base de Berwald da conexão não-linear N. As funções Nji estão definidas nos domínios da
carta local, e são conhecidas como os coeficientes locais da conexão não-linear N.
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Todo semispray S com coeficientes locais Gi induz uma conexão não-linear N
com coeficientes locais Nji =
∂Gi
∂yj
.
Definição 1.4.5. Uma conexão linear D em TM é chamada uma conexão Finsler se D
preserva a distribuição horizontal N pelo paralelismo e a estrutura quase tangente J é
absolutamente paralelo com respeito a D.
Uma conexão linear D em TM é uma conexão Finsler se e somente se Dh = 0
e DJ = 0. Uma conexão Finsler D preserva a distribuição vertical V pelo paralelismo,
ou seja, Dv = 0. Além disso uma conexão linear D em TM é uma conexão Finsler se, e
somente se, Dv = 0 e Dθ = 0.
Com respeito a uma base de Berwald, uma conexão Finsler D possui a expressão
local
D δ
δxi
δ
δxj
= Fkji
δ
δxj
D δ
δxi
∂
∂yj
= Fkji
∂
∂yk
D ∂
∂yi
δ
δxj
= Ckji
δ
δxk
D ∂
∂yi
∂
∂yj
= Ckji
∂
∂yk
(1.43)
No capítulo 4 faremos uso de uma conexão Finsler conhecida como conexão de
Wagner. Uma conexão Finsler será indicada pelo terno de coeficientes D = (Nji ,Fijk, C ijk)
a qual sob uma mudança de coordenadas induzida em TM, os coeficientes Fijk são trans-
formados como os coeficientes de uma conexão linear da variedade base M. Os coeficientes
C ijk são os componentes de um campo tensorial Finsler do tipo-(1, 2).
As soluções de um spray local
d2xi
ds2 + 2G
i(x, dxds ) = 0, (1.44)
com i = 1, · · · , n serão geodésicas de M se trocamos Gijk por
Γijk = gih
„
1
2
ˆ
Dghj
∂xk
+ Dghk
∂xj
− Dgjk
∂xh
˙
, (1.45)
onde gih é a matriz inversa de gih, ou seja, gih = (gih)−1, e
D
∂xi
= ∂
∂xi
−Gji
∂
∂ 9xj
. (1.46)
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Se a métrica (1.41) acima está definida em M dizemos que M é um espaço de Finsler,
ou que temos uma geometria Finsler em M. Na próxima seção apresentamos com mais
detalhes. Devido ao teorema de Euler sobre funções homogêneas, podemos reescrever
F 2(x, 9x) =
ˆ
1
2
∂F 2
∂ 9xi 9xj
˙
9xi 9xj = gij(x, 9x) 9xi 9xj, (1.47)
ou equivalente a escrever ds2 = gij(x, dx) dxi dxj.
A condição de homogeneidade é necessária e suficiente para a distância total
ao longo da curva xi = xi(t),
s =
� t2
t1
F
ˆ
x,
dx
dt
˙
dt (1.48)
ser independente da escolha da parametrização. Esta condição induz dependência nas
proporções ou taxas
ˆ
9xi
9xj
˙
.
Usando (1.31) podemos reescrever (1.44) como
D 9xi
dt = −�
i = Gir 9xr − 2Gi. (1.49)
O campo vetorial contravariante �i é o primeiro invariante KCC do sistema de equações
diferenciais ordinárias sob uma transformação de coordenadas. A condição �i = 0 é uma
condição necessária e suficiente para Gi ser positivamente homogênea de grau 2 em 9xi, ou
seja, o sistema é um spray. Variando as soluções de (1.44) nas proximidades,
x¯i(t) = xi(t) + ξi(t) η, (1.50)
onde |η| é pequeno e ξi(t) um campo vetorial contravariante definido ao longo de γ(t).
Fazendo η → 0 obtemos as equações variacionais
d2ξi
dt2 + 2G
i
r
dξr
dt + 2(∂r G
i) ξr = 0, (1.51)
a qual, na forma invariante, tomam a forma,
D2ξi
dt2 +B
i
r ξ
r = 0, (1.52)
onde
Antes dos conceitos sobre geometria Finsler, façamos uma importante obser-
vação. A teoria KCC pode ser aplicada em vários sistemas dinâmicos não-lineares. Em
dinâmica populacional é importante estudar o comportamento dos sistemas que envolvem
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predador e presa. Por exemplo, o sistema de Lotka–Volterra é expresso pelo sistema de
equações diferenciais

dN1
dt = N
1(a− bN2)
dN2
dt = −N
2(c− dN1),
(1.53)
onde a, b, c, d são parâmetros constantes. Observe que como Ni representa uma densidade
populacional, temos que a variável de produção xi é dada por Ni = dx
i
dt conforme a equação
(1.13) mencionada anteriormente.
O sistema Lotka–Volterra (1.53) acima pode ser considerado como um sistema de
equações diferenciais de segunda ordem (1.137), ou seja, é possível tratá-lo através da teoria
KCC e suas propriedades geométricas foram apresentadas (ANTONELLI; RUTZ; SABĂU,
2002; ANTONELLI; INGARDEN; MATSUMOTO, 1993; ANTONELLI; BUCATARU,
2001b).
1.5 Espaços Finsler
Nesta seção apresentamos alguns conceitos sobre espaços Finsler tais como
fibrados, conexão linear e não-linear, geodésicas e conexões Finsler inseridos na modelagem.
De fato, veremos que o sistema de Volterra–Hamilton, o qual representa as equações
da dinâmica produz curvas de produção, as quais são as trajetórias de uma conexão
Wagner, uma classe de conexões Finsler, metrizáveis, com torção horizontal, a qual está
associada com as interações ecológicas. Assumindo algumas condições no modelo, veremos
que a curvatura associada ao sistema produz as curvas geodésicas na geometria Finsler
(ANTONELLI; INGARDEN; MATSUMOTO, 1993; ANTONELLI, 2003; ANTONELLI;
ZASTAWNIAK, 1999; BAO; CHERN; SHEN, 2000; SHEN, 2001).
Definição 1.5.1. Uma variedade diferenciável de dimensão n é um conjunto M e uma
família F (M) de aplicações biunívocas hα : Uα ⊂ Rn −→M de abertos Uα de Rn em M
tais que
1.
�
α
hα(Uα) =M
2. Para todo par α, β, com hα(Uα) ∩ hβ(Uβ) = W �= ∅, os conjuntos h−1α (W ) e h−1β (W )
são abertos em Rn e as aplicações h−1α ◦ hα são diferenciáveis.
3. A família {(Uα, hα)} é máxima relativamente as condições (1) e (2) acima.
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Definição 1.5.2. Uma aplicação diferenciável f :M −→ N entre variedades diferenciáveis
é uma aplicação contínua na qual a coleção de funções
kβ ◦ f ◦ h−α1 : hα(Uα) −→ kβ(Vβ) (1.54)
são diferenciáveis, quando (Uα, hα) ∈ F (M) e (Vβ, kβ) ∈ F (N). Note que hα(Uα) é aberto
em Rn e kβ(Vβ) é aberto em Rp.
Definição 1.5.3. Um vetor tangente A a M num ponto p ∈M é uma aplicação na qual
associa para cada (Uα, hα) ∈ F (M) na qual p ∈ Uα, uma n-upla Aα de números reais, tais
que se (Uβ, hβ) é outra carta contendo p, então
Aβ = J(hβ ◦ h−α1)Aα, (1.55)
onde J(hβ ◦ h−1α ) denota o Jacobiano da mudança de variáveis em hα(p).
Adotaremos a notação Aα = (A1α, · · · , Anα) para representar as componentes
contravariantes de A relativa a carta (Uα, hα). A coleção de vetores tangentes em p é
denotada por TpM e constitui um espaço vetorial de dimensão n e será denominada o
espaço tangente em p com operações de soma e multiplicação por escalar induzidas das
componentes e independem de uma escolha particular das cartas cordenadas.
Para qualquer vetor tangente A em p ∈M e uma escolha de carta ao redor de
p, podemos escrever unicamente
Aα = Aiα(
∂
∂ui
)p (1.56)
com somatório nos índices superiores e inferiores repetidos. O espaço vetorial dual é
denominado espaço cotangente em p e é denotado por T ∗pM. Denotaremos por dui, i =
1, · · · , n a base dual dada por
<
∂
∂ui
, dui >p= δij (1.57)
onde < ., . > denota o cálculo do funcional linear dvj no vetor ∂
∂ui
e δij representa o delta
Kronecker. Os elementos de T ∗pM podem ser unicamente escritos como
Bα = Bαj duj. (1.58)
As componentes Bαj são chamados componentes covariantes do vetor cotangente Bα =
(Bα1 , · · · , Bαn ) relativa a carta (Uα, hα). A mudança de coordenadas é dada por
Bβj = J
j
i (hβ ◦ h−1α )Bαi (1.59)
onde J ji (hβ ◦ h−1α ) é a (i, j)-entrada no Jacobiano de (3.8) acima.
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Definição 1.5.4. Seja Mn uma variedade diferenciável de dimensão n, o fibrado tangente
TM de Mn é a união de todos os espaços tangentes TxM de cada ponto p ∈M, denotado
por TM =
�
p∈M
TpM enquanto T ∗M =
�
p∈M
T ∗pM denota o fibrado cotangente.
Os dois fibrados estão equipados com a topologia e estrutura diferenciável. A
aplicação projeção π : TM →M definida por
π(A) = p se e somente se A ∈ TpM
deve ser contínua, enquanto exigimos que o difeomorfismo
h˜α : π−1(Uα)→ Rn × Rn (1.60)
dada por
(hα(π(A)), Aα) = h˜α(A) (1.61)
seja um difeomorfismo C∞.
As aplicações de mudança de coordenadas são dadas por
h˜β ◦ h˜−1α (p,A) = (hβ ◦ h−1α (p¯), J(hβ ◦ h−1α )A) (1.62)
onde p¯ = hα(p) e o Jacobiano é avaliado em p¯. Como hβ ◦ h−1α são aplicações C∞ segue
que h˜β ◦ h˜−1α também são diferenciáveis. Assim, as cartas π−1(Uα, h˜α) geram a estrutura
diferenciável em TM. Estamos assumindo que TM é um espaço de Hausdorff, conexo,
separável e de dimensão 2n e que a aplicação projeção π é diferenciável.
Um grupo de transformação topológico G agindo num espaço F é um grupo
topológico no sentido que é um espaço topológico no qual as operações de grupo
· : G × G −→ G
(g1 , g2) Þ −→ g1 · g2
(1.63)
: G−→ G
g Þ −→ g−1 (1.64)
são contínuas. Dizemos que G age em F pela esquerda se (g1 · (g2 · f)) = (g1 · g2) · f
para todo G1,G2 ∈ G e f ∈ F. A aplicação ação a esquerda G × F −→ F é dada por
(g, f) Þ −→ g · f. O grupo G é denominado que age livremente se I · f = f e g · f = f para
algum f ∈ F implica em g = I. A ação é dita efetiva se I · f = f e g · f = f para todo
f ∈ F implica em g = I.
Em geral G é um grupo de Lie, isto é, G é um grupo com estrutura de variedade
diferenciável com as duas operações de grupo são aplicações diferenciáveis.
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Exemplo 1.5.5. Um exemplo de grupo de Lie é o grupo GL(R, n), o grupo das ma-
trizes n × n não-singulares equipado com a topologia do espaço Rn. Este grupo possui
duas componentes conexas, as quais são determinadas pela continuidade da função real
determinante em GL(R, n).
Definição 1.5.6. Um fibrado é uma 5-upla (E,π, B, F,G) onde E,B, F,G são espaços
topológicos e π : E −→ B é uma aplicação contínua sobre B com as seguintes condições.
Existe um cobertura aberta de B, {Vα} tal que existam homeomorfismos
φα : Vα × F −→ π−1(Vα) (1.65)
para cada Vα e
πφα(p, f) = p para todop ∈ Vα (1.66)
e f ∈ F. Além disso, existem aplicações contínuas
hαβ : Vα ∩ Vβ −→ G (1.67)
definida pelos homeomorfismos de F por
hαβ(p) = φ−1α,p ◦ φβ,p, (1.68)
com
φα,p(f) = φα(p, f), (1.69)
de forma que (1.68) coincide com um único elemento de G. A aplicação φα,p (1.69) é uma
aplicação de F sobre π−1(p), de forma que o grupo G é um grupo de transformações
topológico agindo efetivamente em F como um grupo de homeomorfismos.
Definição 1.5.7. O espaço E é chamado de espaço total do fibrado, B é denominado
espaço base, o grupo G é grupo estrutural, e F o espaço fibrado.
A aplicação π é chamada aplicação projeção do fibrado. A cobertura especial
{Vα} é chamada cobertura trivializante do fibrado. A propriedade abaixo
hγαhαβ = hγβ
hγγ = I
(1.70)
sendo verificada na interseção tripla Vα ∩ Vβ ∩ Vγ junto com as propriedades (1.65), (1.66)
e (1.70) caracterizam os fibrados a menos de equivalencia de fibrados. Dizemos que dois
fibrados com a mesma base, fibra e grupo estrutural são fibrados equivalentes se suas
h−funções são conjugadas em G, isto é, se para cada par (α, β) existe uma aplicação
contínua λ : Vα ∩ Vβ −→ G tal que
h˜αβ(p) = λ−1(p)hαβ(p)λ(p) (1.71)
Capítulo 1. Ferramentas Matemáticas 33
para todo p ∈ Vα ∩ Vβ, onde λ somente está definido quando a interseção Vα ∩ Vβ é
não-vazia.
Se E,B, F,G são variedades diferenciáveis e π é uma aplicação diferenciável
de E sobre B então λ e hαβ podem ser tomadas como aplicações diferenciáveis. Temos
que o grupo G age como um grupo de difeomorfismos da variedade fibrada F. Notemos
que dimE = dimB + dimF e que π possui posto máximo no sentido que seu Jacobiano é
uma aplicação linear sobrejetiva de TpE para Tπ(p)B para cada p ∈ E.
Quando E é igual ao produto B × F, o fibrado é chamado fibrado produto
ou trivial. Isto sempre acontece quando G = {I}. Se B for um grupo de Lie, o fibrado
tangente é trivial, com GL(n,R) como grupo estrutural. Segue-se que T ∗G é trivial porque
G é orientável. Uma variedade é chamada orientável se seu fibrado tangente TM é fibrado
equivalente ao mesmo fibrado, mas com grupo estrutural GL(n,R) sendo reduzido ao
grupo SO(n,R) e sendo M orientável, então TM e T ∗M são fibrados equivalentes.
Exemplo 1.5.8. Qualquer grupo de Lie é orientável porque seu fibrado tangente é redutível
a {I} pois ele é um fibrado produto.
Uma classe importante de fibrados é o assim chamado fibrados principais, os
quais tem ambas fibras e grupos idênticos F = G. Assim, G age em si mesmo efetivamente,
e de fato, esta ação é livre. Dentre os fibrados principais estamos interessados no fibrado
de bases de uma variedade diferenciável.
Definição 1.5.9. Uma base z em p ∈ M é uma base para TpM, ou seja, um conjunto
{za}, a = 1, · · · , n de n vetores tangentes linearmente independentes em p.
Podemos considerar uma base z como um isomorfismo linear de Rn sobre TpM.
Denotemos por L o conjunto de todas as bases em M, e seja π : L −→ M a projeção
π(z) = p, onde p é a origem da base. O conjunto de todas as bases com origem p é a fibra
sobre p, s será denotada por π−1(p).
Se (Uα, hα) é uma carta em M e
∂
∂xi
, com i = 1, · · · , n é uma base para TpM,
onde p ∈ Uα, então a base z = (xi, zia) calculada em p é escrita como zia
ˆ
∂
∂xi
˙
p
. O
subconjunto {π−1(Uα), (xi, zia)} ⊆ L é uma carta na variedade L de dimensão n2 + n. A
fibra é uma subvariedade de dimensão n2 com cartas induzidas das mesmas de L.
Definição 1.5.10. Definimos a ação livre a direita de GL(n,R) = G(n) em L por
β : L × G(n) −→ L
(z , g) Þ −→ β(z, g) = z g = (xi, zib gba)
(1.72)
com a convenção de somatório nos índices inferiores e superiores repetidos.
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Para um elemento g ∈ G(n) fixado, temos que β(z, g) = βg(z) = zg ∈ L aplica
a fibra π−1(p) em si mesma. Assim, M é o espaço quociente L/G(n), da ação á direita livre
β. Dizemos que 5-upla (L, π,M,G(n),G(n)) é um fibrado principal chamado de fibrado
de bases de M. Denotamos por TzL o espaço tangente a L em z. O subespaço vetorial dos
vetores tangentes ao longo da fibra contendo z, denotado por Lvz = {X ∈ TzL|dπ(X) = 0}
é o núcleo da diferencial de π, a projeção do fibrado de bases. Este espaço é denominado
como subespaço vertical de TzL. Podemos associar uma ação a direita com campo vetorial
vertical em L.
Para isto, fixe z ∈ L e considere a aplicação β : G(n) −→ π−1(p) dada pela
ação a direita β, com diferencial dzβ aplicando do espaço tangente TeG(n) sob Lvz de forma
que aplica o espaço tangente de G(n) tomado na identidade e sob o espaço vertical em z,
o qual forma a álgebra de Lie de G(n) consistindo de todas as matrizes A = (Aab) reais
n× n.
Desta forma, identificamos dzβ(A) := Z(A)z e a partir de (1.72) obtendo o
campo vetorial
Z(A) = zia Aab
ˆ
∂
∂zib
˙
, A = (Aab ), z = (xi, zia) ∈ L, (1.73)
já que dzβ
ˆ
∂
∂gab
˙
e
= zia
ˆ
∂
∂zib
˙
. O campo vetorial vertical Z(A) em L é chamado o
campo vetorial fundamental correspondente a A.
Para fundamentar a teoria das conexões lineares em variedades, é necessário
estabelecer alguns fatos sobre campos tensoriais. Denotando por V ∗ o espaço dual do
espaço vetorial real V de dimensão n. O espaço V ∗ é o conjunto de todas aplicações
lineares V −→ R com a base ea, com a = 1, ..., n, espaço dual de V, com base eb tal que
ea(eb) = δab . A ação a esquerda de G(n) em V definido por
ξ : G(n) × V −→ V
(g , v) Þ −→ g v = (gab vb) ea
(1.74)
com g = (gab ) e v = vaea. Ou seja, a matrz g age na base (ea) através da relação
g(ea) = (eb gba). A ação de G(n) em V ∗ é dada por
ξ∗ : G(n) × V ∗ −→ V ∗
(g , v∗) Þ −→ g v∗(v) = v∗(g−1 v) (1.75)
para todo v ∈ V. Para campos vetoriais básicos em L existem formas básicas em L.
Definindo a aplicação
α : π−1(p) × V −→ TpM
(z , v) Þ −→ α(z, v) = zv = zia va
ˆ
∂
∂xi
˙ (1.76)
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com z = (xi, zia) e v = va ea, onde V é um espaço vetorial real de dimensão n com base
(ea), fixada assim daqui em diante. Analogamente definimos a aplicação α∗ para V ∗ da
seguinte forma
α∗ : π−1(p) × V ∗ −→ T ∗pM
(z , v∗) Þ −→ α∗(z, v∗) = z v∗ = (z−1)ai va dxi
(1.77)
Um tensor do tipo (r, s) é um conjunto V rs de todas aplicações multilineares
V × · · · × V × V ∗ × · · · × V ∗ −→ R equipada com a base (eb1···bsa1···ar) definida por
eb···a···(ec, · · · , ed, · · ·) = δca · · · δba · · · (1.78)
As aplicações ξ e ξ∗ são estendidas para (r, s)−tensores através da relação
ξrs : G(n) × V rs −→ V rs
(g , w) Þ −→ ξrs (g, w) = g w(v, ..., v∗, ...) = w(g−1v, ..., g−1v∗, ...)
(1.79)
Se (ui) são cartas coordenadas ao redor de p ∈ M, uma base para o espaço
tangente TpM é formada pelos vetores
ˆ
∂
∂ui
˙
p
e para o espaço tangente dual a base dual
é formada pelos vetores (dui)p de acordo com a igualdade (1.57). Para os espaços tensoriais
(TpM)rs temos que
∂
∂ui
⊗ · · ·⊗ duj ⊗ .... Um campo tensorial T em M do tipo (r, s) é uma
função T˜ com valores em V rs no fibrado de bases L definido pela relação
T˜ : L −→ V rs
z Þ −→ T˜z(v, ..., v∗, ...) = Tp(zv, ..., zv∗, ...)
(1.80)
e π(z) = p, onde Tp é uma função diferenciável de ui numa carta ao redor de p ∈M a qual
associa cada u ∈M associa Tu ∈ (TuM)rs.
O próximo passo é definir o conceito de conexão linear. Numa variedade
diferenciável N uma aplicação diferenciável D : N −→ TuN onde a cada u ∈ N associa
Vu ∈ TuN o subespaço do espaço dos vetores tangentes TuN chamado de distribuição em
N.
Definição 1.5.11. Uma distribuição
Γ : L −→ TzL
z Þ −→ Γz
(1.81)
no espaço total L do fibrado de bases é chamada uma conexão linear em L, se
1. TzL = Γz ⊕ Lvz
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2. dβg(Γz) = Γzg, g ∈ G(n).
O subespaço Γz de TzL é chamado subespaço horizontal e X ∈ Γz são chamados
campos vetoriais horizontais. Um campo vetorial emM induz, via multiplicação por escalar,
uma distribuição diferenciável de subespaços de dimensão um, pois de fato, ela funciona
como uma aplicação diferenciável u ∈ M → Tu ∈ (TuM)01 como também no espaço
tangente dual T ∗M através da aplicação diferenciável u ∈M → T ∗u ∈ (TuM)10.
Definição 1.5.12. Um levantamento com respeito a Γ é uma aplicação lz : TpM −→ Γz,
onde π(z) = p tal que
dβg ◦ lz = lzg. (1.82)
Dada uma conexão linear Γ podemos definir uma 1-forma diferencial W com
valores na álgebra de Lie pG(n) chamada a forma conexão de Γ através dos itens abaixo
1. W (Z(A)) = A, A ∈ pG(n)
2. W (Γz) = 0
Considerando coordenadas canônicas no fibrado de base, (ui, zia), onde Wz =
(W (z)ab ) onde
W (z)ab := (z−1)ia
`
dzib + z
j
bΓijkduk
˘
, (1.83)
onde Γijk dependem somente de ui. Estas h3 funções são chamadas coeficientes da conexão
de Γ. Como (2) acima na definição de W nos conduz a equação
lz(X) = X i
ˆ
∂
∂ui
− zjaΓkji
∂
∂zka
˙
, (1.84)
onde X = X i
ˆ
∂
∂ui
˙
p
∈ TpM. Assim, para cada escolha de v ∈ V , o fibra canônica Rn de
TM, obtém-se um campo vetorial horizontal B(v), dado por
B(v)z = lz(zv) = ziava
ˆ
∂
∂ui
− zjbΓkji
∂
∂zkb
˙
(1.85)
com z = (ui, zia), v = vaea. Temos que uma conexão linear Γ gera uma forma conexão
W complementar a forma básica θ e aos campos vetoriais básicos B(v) complementares
aos campos vetoriais fundamentais Z(A), os quais satisfazem as seguintes condições
W (Z(A)) = A, W (B(v)) = 0 e θ(Z(A)) = 0, θ(B(v)) = v.
Definição 1.5.13. Um espaço de Finsler é uma variedade diferenciável M com sistema
de coordenadas x no qual a norma do vetor tangente 9xi a curva xi em cada ponto p = xi(t)
é dado pela função F : TM −→ [0,+∞) a qual satisfaz as seguintes condições
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(i) F é de classe C∞ em TM \ {O}
(ii) F é positiva homogênea de grau um em 9x, isto é, F (x, cy) = cF (x, y) para qualquer
constante positiva c.
(iii) A matriz Hessiana gij(x, 9x) =
1
2
∂2F 2
∂ 9xi∂ 9xj
é positiva definida em TM \ {O}
A função F é conhecida como métrica de Finsler em M. Diremos então que
(M,F ) é uma variedade de Finsler. A função F é limitada em alguma região cônica positiva
Σ do espaço de fases 2n−dimensional, a qual é conhecida como condição do cone positiva.
A condição (ii) acima significa que se a taxa do vetor de produção y = dxdt é dobrada, o
custo positivo também é dobrado.
É importante observar que, se F não depende explicitamente de x, o lado
direito das equação de produção (1.18) se anulam, e assim temos que as soluções são de
fato segmentos de reta no x−espaço e assim a lei alométrica de Huxley se verifica.
Se a matriz Hessiana
gij(x, 9x) =
1
2
∂2F 2
∂ 9xi∂ 9xj
(1.86)
é não singular em algum subconjunto cônico aberto de T˜Mn, então as equações de
Euler-Lagrange são equivalentes às equações geodésicas
d2xi
dt2 + γ
i
jk(x, y)
dxj
dt
dxk
dt = 0, i = 1, · · · , n (1.87)
onde
γijk(x, y) =
1
2g
ir(∂kgrj + ∂jgrk − ∂rgjk) (1.88)
são chamados símbolos de Christoffel de segundo tipo, onde t é o tempo, e gilglk = δik,
onde (gij) é a inversa da matriz (gij), e ∂k é a derivada parcial com respeito a xk.
Após uma mudança de coordenadas xi → x¯i, e a transformação induzida
yi → y¯i pelo Jacobiano, a matriz Hessiana (gij) transforma como um tensor Finsler
covariante de posto 2, ou seja, ela transforma como na análise tensorial clássica, o que é
válido para todos tensores Finsler independente do tipo.
Nosso objetivo é estabelecer uma conexão Finsler que será utilizada na aborda-
gem em adicionar o ruído no sistema determinístico. Antes, apresentamos alguns conceitos
e resultados da geometria Finsler necessários. Para auxiliar na manipulação dos cálculos
que envolvem tensores, indicamos o pacote algébrico FINSLER (RUTZ; PORTUGAL,
2001) baseado no Maple.
Definição 1.5.14. O tensor de Cartan é definido por
Cijk =
1
2
9∂kgij(x, y) (1.89)
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Observemos que se Cijk = 0 obtemos que o espaço (Mn, F ) é um espaço
Riemanniano. De fato, observe que se Cijk = 0 temos que a derivada de gij(x, y) com
respeito a yk é nula, assim temos que gij(x, y) = gij(x), isto é, a métrica Finsler é apenas
função da variável x o que caracteriza uma métrica Riemanniana.
A partir desta definição, obtemos a relação
V ijk = C ijk := girCjrk, (1.90)
a qual define os coeficientes da conexão vertical.
Definição 1.5.15. A derivada covariante vertical ∇v de um tensor Aij(x, y) é definida por
∇vk Aij := 9∂kAij + ArjV irk − AirV rjk. (1.91)
Usando as equações geodésicas (1.87) na forma local
d2xi
dt2 + 2G
i(x, y) = 0, i = 1, ..., n, (1.92)
estabelecemos a seguinte definição.
Definição 1.5.16. Os coeficientes da conexão de Berwald não-linear de (Mn, F ) são dados
por
Gij := 9∂jGi, (1.93)
onde δi = ∂i −Gri 9∂r.
Definição 1.5.17. Os coeficientes horizontal e vertical da conexão de Berwald local são
definidos por
Gijk := 9∂kGij e V ijk = 0 (1.94)
A partir das equações (1.93) e (1.94) obtemos a derivada covariante horizontal.
Definição 1.5.18. A derivada covariante horizontal ∇h de um tensor Aij(x, y) é definida
por
∇hk Aij := ∂Aij − ( 9∂rAij)Grk + ArjGirk − AirGrjk. (1.95)
A partir da identidades de Ricci obtemos a expressão da curvatura. Ou seja,
∇hk∇hs Aij −∇hs∇hk Aij = AirGirsk − AirGrjsk − ( 9∂rAij)Rrsk (1.96)
∇hk∇vs Aij −∇vs∇hk Aij = ArjDirsk − AirDrjsk, (1.97)
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onde
Gijks = δkGisk +GrjsGirk − δsGijk −GrjkGirs (1.98)
é denominada h−curvatura.
Abaixo definimos um importante tensor não projetivo para classificarmos os
sprays quadráticos. Relação com os espaços de Wagner.
Definição 1.5.19. O tensor de posto quatro definido por
Dijkl := 9∂l Gijk (1.99)
é chamado tensor de Douglas.
A curvatura para conexão de Berwald é dada por
Rihk = ∂kGih −GrkGihr − ∂hGik +GrhGikr. (1.100)
Definição 1.5.20. A conexão de Cartan CΓ = (Γijk,Gij, C ijk) de (Mn, F ) é caracterizada
pelos axiomas abaixo
1. ∇hk gij = 0 ( metricidade horizontal).
2. ∇vk gij = 0 a qual é denominada metricidade vertical.
3. Sijk := C ijk − C ikj = 0 a qual é denominada simetria vertical.
4. T ijk := Γijk − Γikj = 0 (simetria horizontal).
5. Dij = yrΓirj −Gij = 0, ou seja, o tensor desvio é nulo.
Observamos que se no lugar do tensor de Cartan Cijk fosse utilizado um tensor
qualquer V ijk, o axioma 3 acima seria necessário para garantir que Γijk funcionem como os
coeficientes da conexão de Cartan. Notemos que se f(x, y) é uma função diferenciável em
T˜Mn, a derivação ordinária ∂if não é um vetor, ou seja, f não possui dependência em y.
Definição 1.5.21. Definimos a derivação δi de uma função f : TM −→ R por
δif := ∂i f − ( 9∂iGr)( 9∂rf) (1.101)
é um campo vetorial Finsler.
Além disso, se f é um tensor, a δi−derivação não produz um tensor, e desta
forma é necessário estabelecer uma derivada covariante apropriada no contexto da geometria
Finsler. Utilizaremos esta derivação no último capítulo deste trabalho quando estivermos
tratando com as equações da dinâmica estocástica.
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Teorema 1.5.22. Os coeficientes da conexão de Cartan são dados localmente por (1.88)
com ∂k sendo substituído por δk.
Usando a notação tripla, estabelecemos CΓ = (Γijk,Gij, C ijk) para os coeficientes
da conexão de Cartan e BΓ = (Gijk,Gij, 0) para os coeficientes da conexão de Berwald BΓ.
Para conexão de Berwald BΓ, estabelecemos uma expressão para derivada
covariante.
Definição 1.5.23. A derivada covariante de um tensor Aij é definida por
B∇vk Aij := 9∂kAij (1.102)
Observamos que a terceira componente da conexão de Berwald é nula. Isto se
justifica comparando a equação (1.91) com a expressão (1.102) acima.
Antes de estabelecermos resultados que caracterizam os espaços de Wagner,
devemos apresentar a conexão de Wagner. As conexões de Cartan e Berwald são importantes
na geometria Finsler. A conexão de Cartan CΓ é completamente determinada em termos
da função métrica Finsler F e suas derivadas. A conexão de Berwald BΓ é determinada
diretamente das equações geodésicas de (Mn, F ).
As equações de Euler-Lagrange para o problema do cálculo das variações Finsler
() pode ser escrito de três maneiras
d2xi
ds2 + γ
i
jk(x, 9x)
dxj
ds
dxk
ds = 0, (1.103)
d2xi
ds2 + Γ
∗
jk(x, 9x)
dxj
ds
dxk
ds = 0, (1.104)
e
d2xi
ds2 +G
i
j(x, 9x)
dxj
ds = 0. (1.105)
Os coeficientes γijk são os coeficientes de Christoffel para o tensor métrico
gij(x, y) com dependência em y. Estes coeficientes não s ao os coeficientes da conexão na
geometria Finsler, e os coeficientes de Cartan são dados pela equação (1.88) enquanto os
coeficientes Gij(x, y) são chamados os coeficientes da conexão não-linear em T˜Mn. Estas n2
funções são homogêneas de grau um, pois por definição temos que Gij := 9∂jGi e também
pelo fato de que estes Gij nas equações (1.103,1.104, 1.105) são os mesmos coeficientes
que aparecem em (1.137), ou seja, nestas tre˜s equações são expressões equivalentes para o
spray geodésico (1.137).
De fato, as igualdades
γijk = Γ∗ijk = Gijk := 9∂kGij (1.106)
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são válidas se, e somente se, Cijk = 0. Isto é, a variedade Finsler (Mn, F ) é Riemanniana.
Para estabelecer a relação entre os coeficientes da conexão de Cartan Γkij e os
coeficientes Gk, considere o tensor de Cartan Cijk, e os coeficientes horizontais da conexão
de Berwald Gkij dados pela equação (1.94),
Γ∗kij = Gkij − Akij|0. (1.107)
Os coeficientes Gkij são obtidos diretamente de (1.94), ou seja, são obtidos das equações de
Euler-Lagrange, enquanto que os coeficientes da conexão de Cartan Γijk são obtidos da
função métrica. Por outro lado, a derivação covariante de Berwald, isto é, trocando Γijk
por Gkij nas equações acima, não satisfaz o primeiro axioma na definição da conexão de
Cartan, ou seja, ela não possui metricidade horizontal. Mas Gkij tem se mostrado ser mais
útil nas aplicações biológicas.
Para espaços de Berwald (Mn, F ), temos que
C ijk|l = 0, (1.108)
e desta forma,
Γ∗ijk = Gijk. (1.109)
Definição 1.5.24. A conexão de WagnerWΓ = (F ijk,Gij, C ijk) em (Mn, F ) é caracterizada
pelos cinco axiomas da conexão de Cartan, exceto o axioma 4, o qual é substituído por
τ ijk = T ijk −
1
n− 1δ
i
j T
a
ak −
1
n− 1δ
i
k T
a
ja = 0, (1.110)
onde τ ijk é chamado tensor de Thomas.
A nulidade do tensor de Thomas τ ijk é equivalente a existência de de um campo
vetorial covariante σ(x, y) tal que
T ijk = δij σk − δik σj (1.111)
conforme utilizaremos no capítulo 4 com os coeficientes F ijk da conexão Wagner através da
relação F ijk = δij∂k σ.
O axioma 4 na definição da conexão de Wagner significa que os coeficientes
F ijk satisfazem a condição da torção semi-simétrica,
T ijk := F ijk − F ikj = δijSk − δikSj, (1.112)
onde Sk(x, y) é um campo vetorial covariante em Mn. Se para cada ponto p ∈M∗ existe
um sistema de coordenadas (U, h) em p na qual F é independente de x1 . . . xn, então para
qualquer função escalar σ em Mn, a expressão F ijk = δij∂kσ é uma conexão de Wagner em
M∗ com uma nova função métrica F¯ = eσ(x) · F.
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Definição 1.5.25. O par (M ∗, F ) é chamado espaço de Minkowski localmente.
Definição 1.5.26. Um espaço Finsler (M∗, F ) é um espaço de Wagner se existe uma
conexão de Wagner linear, ou seja, com coeficientes F ijk independentes de yi.
Ou seja, os espaços de Wagner de dimensão n são, por definição, espaços de
Finsler os quais tem uma conexão de Wagner com seu σi−campo sendo um gradiente, isto
é, σi(x) = ∂iσ(x).
Desta forma caracterizamos abaixo um σ−espaço de Wagner.
Teorema 1.5.27. Um espaço Finsler (Mn, F ) é conforme a um espaço de Minkowski
localmente se, e somente se, existe uma conexão de Wagner WΓ = (F ijk,Gij, C ijk) em
(Mn, F ) tal que F ijk depende no máximo de xi, σi(x) = ∂iσ(x) e a h−curvatura de WΓ
se anula. Isto significa que F (x, 9x) possui a forma F = exp[σ(x)]F ( 9x), onde exp[σ(x)] é
assim chamado fator conforme, o qual depende somente de x.
O espaço de Berwald é o exemplo mais simples de espaço Finsler. Eles são
caracterizados pela relação
C∇hl Cijk = 0, (1.113)
ou de forma equivalente,
B∇hl Cijk = 0. (1.114)
Os espaços de Wagner são generalizações dos espaços de Berwald em vários
aspectos.
Teorema 1.5.28. Um espaço Finsler (Mn, F ) é um σ−Wagner se, e somente se,
W∇hl Cijk = 0, (1.115)
enquanto (Mn, F ) é um espaço de Berwald se, e somente se, (1.114) se verifica.
A próxima etapa é estudar as equações das geodésicas num espaço de Wagner
(Mn, F ). É conhecido que influências ambientais externas transformam as soluões da
equação de crescimento de Gompertz (1.9) se tornam curvadas.
Existe uma relação entre o paralelismo geodésico e as curvas geodésicas em
(M2, F ). Os vetores tangentes de uma curva geodésica estão relacionados pelo transporte
paralelo ao longo da curva.
Definição 1.5.29. Seja x(t) uma curva numa superfície e seja X(t) um campo vetorial
definido nesta curva. Então os vetores do campo vetorial são chamados geodesicamente
paralelos ao longo da curva, se a componente tangencial de 9X(t) é identicamente nulo em
t.
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Definição 1.5.30. Se uma curva, num espaço com uma conexão linear, é tal que todos
seus vetores tangentes estão relacionados pelo transporte paralelo ao longo da curva, então
a curva é chamada uma curva auto-paralela, ou simplesmente, auto-paralela da conexão.
Segue-se que as curvas auto-paralelas x(t) satisfazem o sistema de equações
diferenciais (1.103) acima. Como foi observado acima, os coeficientes F ijk são independentes
de yi e são portanto os coeficientes de uma conexão linear clássica. De acordo com
(LAUGWITZ; STEINHARDT, 1965), as curvas auto-paralelas da conexão linear com
componentes F ijk = δij∂kσ são os mesmos que aqueles da conexão afim com componentes
1
2(F
i
jk + F ikj), e desta forma devemos assumir que F ijk = F ikj.
Teorema 1.5.31. Seja PO um ponto do espaço com uma conexão afim. Então para
qualquer direção em PO, existe uma curva auto-paralela passando por PO tendo esta
direção em PO e esta curva auto-paralela é unicamente determinada em alguma vizinhança
de PO.
As curvas autoparalelas da conexão de Wagner são expressas por
d2xi
ds2 + F
i
jk(x)
dxj
ds
dxk
ds = 0. (1.116)
Em geral, as geodésicas de (Mn, F¯ ) nunca são, para σi �= 0, as curvas auto-paralelas
(1.116), onde (M, F¯ ) é um espaço localmente de Minkowski.
A partir de uma métrica F localmente Minkowski, realizando uma mudança
projetiva através de σ(x), obtemos
d2xi
ds2 + (δ
i
jσk + δikσj)
dxj
ds
dxk
ds = 0, (1.117)
ao longo de uma trajetória γ, funcionando como um modelo de heterocronia. Como uma
mudança heterocrônica pode ser revertida, o procedimento de mudança projetiva pode ser
revertido, mas geralmente essas alterações no sequenciamento do tempo podem ocorrer
devido a influências ambientais específicas.
Como exigimos que o sistema de equações que foi transformado via heterocronia
seja obtido de um Lagrangiano, ou seja, uma métrica Finsler, vamos definir ds = F¯ (x, dx)
e tentar obter F¯ . Como F¯ (x, dx) = 1 ao longo das trajetórias, observamos que σi = L2σi =
L2gij∂jσ e a equação (1.117) é equivalente a equação
d2xi
ds2 + (δ
i
jσk + δikσj − gjkσi)
dxj
ds
dxk
ds = 0, (1.118)
com
L¯2 = e2σgjk
dxj
ds
dxk
ds = e
2σL2
ˆ
dp
ds
˙−2
= L2 = 1. (1.119)
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pois dp = eσF e assim dpds = e
2σ.
Ou seja, as equações (1.118) são as equações das geodésicas da métrica Finsler
eσ F = F¯ (1.120)
Assim, uma transformação heterocronica funciona como uma transformação da equação
diferencial de Gompertz (1.9) na equação
d2xi
dp2 + (δ
i
jσk + δikσj)
dxj
dp
dxk
dp = σ
i (1.121)
As influências ambientais externas, ver (ANTONELLI; ZASTAWNIAK, 1999),
tornam as soluções de (1.9) curvadas. Para expressar este fato de uma maneira clara,
usaremos a geometria de Wagner. Reescrevendo as geodésicas de eσ F = F¯ como
d2xi
dp2 + (δ
i
jσk)
dxj
dp
dxk
dp = F¯
2σ¯i − (δikσj)
dxj
dp
dxk
dp (1.122)
= C i
ˆ
x,
dx
dp
˙
onde
σ¯iF¯ 2 = e2σF 2g¯ijσj = F 2gijσj = F 2σi. (1.123)
O lado esquerdo da equaão (1.123) pode ser escrito em termos da conexão de
Wagner simetrizada SΓ, como
d2xi
dp2 + (SΓ)
i
jk
dxj
dp
dxk
dp = C
i
ˆ
x,
dx
dp
˙
. (1.124)
Observemos que C i é ortogonal as soluções de (1.124) com relação a gij pois de acordo
com (1.123)
g¯ijC
idxj
dt = F¯
2σj − F¯ 2σj = 0 (1.125)
Isto significa que as geodésicas são curvadas na geometria de Wagner e o tensor C i mede
esta curvatura.
Definição 1.5.32. O tensor C i definido por
C i = F¯ 2g¯ijσj − δijσk
dxj
dp
dxk
dp (1.126)
Observemos que num ponto qualquer p ∈ (Mn, F ) usamos coordenadas normais
x˜i para conexão de Wagner simetrizada SΓ para obter as equações
d2x˜i
dp2 = C
i (1.127)
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como as geodésicas através deste ponto. As coordenadas normais para a conexão linear
simétrica δijφk + δikφj não fornecem a descrição correta de como as influências ambientais
tornam os segmentos de reta curvados através da transformação heterocrônica.
Nosso ambiente de modelagem é um espaço de Berwald de dimensão dois. O
objetivo é caracterizar os sprays que são curvas auto-paralelas de uma conexão de Wagner.
Precisamos caracterizar os espaços de Finsler de dimensão dois. Faremos isso abaixo.
Assumimos que Mn é uma variedade diferenciável n dimensional com coorde-
nadas locais x1, . . . , xn na qual um problema regular no cálculo das variações é dado pela
variação, com pontos extremos fixados, da integral
s =
� t2
t1
F (x1, . . . , xn; 9x1, . . . , 9xn)dt (1.128)
onde F é de classe C∞ no fibrado tangente T˜Mn, e na seção nula de TM é contínua.
Também vamos assumir que F é homogênea positivamente de grau um em 9xi := dx
i
dt := y
i.
Os índices serão baixados ou levantados utilizando o tensor métrica gij(x, y) e sua inversa
gkl(x, y).
Com F (x, y) > 0 temos que
F (x, l) = 1, li = y
i
F (x, y) . (1.129)
O conjunto Ix = {y ∈ TxM ;F (x, y) = 1} é chamado indicatriz no ponto x. Este conjunto
é uma hipersuperfície de TM. Se TxM é considerado como um espaço Riemanniano, então
Ix possui uma métrica Riemanniana induzida
gαβ(u) = gij(x, y(u))
ˆ
∂yi
∂uα
˙ˆ
∂yj
∂uβ
˙
. (1.130)
Considerando a parametrização yi = yi(uα), obtemos que
li(
∂yi
∂uα
) = 0, (1.131)
ou seja, li são considerados como as componentes covariantes do vetor normal de Ix.
Podemos escrever (1.130) na forma
gαβ(u) = hij(x, y(u))(
∂yi
∂uα
)( ∂y
j
∂uβ
), (1.132)
onde escrevemos
hij(x, y) = gij − lilj = F ( 9∂i 9∂jF ). (1.133)
Neste caso, a métrica Riemanniana gαβ(u) pode ser considerada como induzida pelo
tensor h, o qual é chamado tensor métrica angular, ver (ANTONELLI; INGARDEN;
MATSUMOTO, 1993).
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Proposição 1.5.33. As componentes hij do tensor métrico angular h constituem a matriz
h = (hij) de posto n− 1. O sistema de equações algébricas hijvj = 0 para vj implica que
as soluções vj devem ser proporcionais a yj.
De acordo com a proposição acima, para o caso bi-dimensional, a matriz
h = (hij) tem posto um e assim temos um campo vetorial mi(x, y) o qual satisfaz
hij = mimj. Este campo vetorial é chamado vetor normal a li. Temos as seguintes relações
gij = lilj +mimj
δki = lilk +mimk
(1.134)
Para mais detalhes sobre sistemas de Volterra–Hamilton do tipo Finsler e
espaços bidimensionais indicamos a referência (ANTONELLI; ZASTAWNIAK, 1999).
Abaixo temos o conceito de base de Berwald, a qual usaremos nas equações da dinâmica
no capítulo 4, obtidas após adicionarmos ruído.
Definição 1.5.34. A base de Berwald {li,mi} para (M2, F ) é definida pelo par de vetores
unitários
li := y
i
F
= y
i
F (x, y) (1.135)
onde gij li mj = 0 e gij mi mj = 1.
Para o caso bidimensional, podemos calcular o tensor de Cartan Cijk utilizando
a base de Berwald acima. Isto define a base com orientação para dentro de mi. Como o
vetor li é unitário, temos que gij li lj = 1. Através da equação (1.134) temos que li = gij lj
e mi = gij mj. Utilizando a relação Cijk lk = 0, e a homogeneidade, obtemos
F Cijk = I mi mj mk, (1.136)
onde I = I(x, y) é uma função escalar homogênea de grau zero em y. Esta função é
chamada de escalar principal do espaço Finsler. No capítulo 4 faremos uso do escalar
principal para interpretar os efeitos na taxa de crescimento λ após a adição de ruído no
modelo.
1.6 Geometria Projetiva
A análise da estabilidade na produção dos produtos gerados utiliza a teoria
KCC, desenvolvida por Cartan, Chern e Kosambi, ver (CARTAN, 1933), (CHERN, 1939),
(KOSAMBI, 1933).
Considere uma variedade diferenciável Mn e escolha uma carta (U, h) em Mn
para o fibrado tangente cortado TM − {O}, ou seja, com a seção nula retirada.
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Definição 1.6.1. Um spray local em (U, h) é um sistema de equações diferenciais ordinárias
d2xi
ds2 + 2G
i(x, dxds ) = 0, (1.137)
com i = 1, ..., n onde as n funções Gi são de classe C∞ sob U em x1, ..., xn e em
dx1/ds, ..., dxn/ds, são contínuas e são positivamente homogêneas de grau dois em dxi/ds.
Para um parâmetro geral t ao longo das soluções da equação (1.137) temos
:xi + 2Gi(x, 9x) = s
��
s�
9x, (1.138)
onde s� := ds/dt, 9xi := dxi/dt e :xi := d2xi/dt2.
O conceito de spray pode ser pensado juntamente com o conceito de sistema de
Volterra–Hamilton dado pelo sistema (1.18). De uma maneira geral, podemos pensar nas
trajetórias da solução xi(s) em (1.137) a partir de um ponto dado, partindo em qualquer
direção e para quaisquer dois pontos P e Q em Mn, próximos o suficiente, temos que
existe uma única trajetória da solução ligando P e Q.
Considere uma função escalar diferenciável ψ(x, 9x) em T˜Mn, a qual é positiva-
mente homogênea de grau um em 9x1, ..., 9xn.
Definição 1.6.2. Uma transformação que aplica o spray G em (U, h) no spray G¯ em
(U, h) dada por
Gi → G¯i := Gi + 9xi ψ (1.139)
é chamada transformação projetiva de G sobre G¯ em (U, h).
As quantidades 9x
i + 2Gi
9xi
= 9x
j + 2Gj
9xj
= s
��
s�
, com i, j = 1, ..., n não se alteram
com a transformação projetiva. Observe que o lado direito de (1.138) se torna nulo, pelo
fato do parâmetro spray s ser considerado intrínseco ao sistema (1.137).
O novo parâmetro s¯ determinado por ψ, é dado por
s¯ = A+B
�
e
2/n+1
�
γ
ψ(x,dx/dt˜)dt˜ds, (1.140)
onde t˜ é qualquer parâmetro ao longo de qualquer curva γ, que é uma solução de G, e A,B
são constantes de integração. Considerando os coeficientes da conexão spray canônicos
numa carta (U, h),
Gij := 9∂jGi Gijk := 9∂kGij, (1.141)
onde 9∂l indica derivação parcial com respeito a 9xl. A transformação de coordenadas de
(U, h) para (U¯ , h), ou seja, de x1, ..., xn para x¯1, ..., x¯n produz a relação
∂x¯r
∂xj
∂x¯s
∂xk
G¯irs =
∂x¯i
∂xr
Grjk −
∂2x¯i
∂xj∂xk
. (1.142)
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Como Gi é positivamente homogênea de grau dois em 9xl, de forma equivalente
a equação (1.137), obtemos
d2xi
ds2 + 2G
i
jk
ˆ
x,
dx
ds
˙
dxj
ds
dxk
ds = 0. (1.143)
Aplicando uma mudança na sequência temporal de s para t, ou seja, aplicando
o novo parâmetro (1.140) na equação (1.137), por diferenciação e, (U, h) obtemos
G¯ijk = Gijk + δijψk + δki ψj + 9xi 9∂kψj, (1.144)
onde ψl = 9∂lψ.
Abaixo definimos uma transformação projetiva.
Definição 1.6.3. Definimos uma transformação projetiva para um spray dado G numa
carta (U, h) por
Πi := Gi − 1
n+ 1 G
a
a 9x
i, (1.145)
Πij := 9∂jΠi, Πijk := 9∂kΠij. (1.146)
Como consequência da definição acima, temos que
Πijk = Gijk −
1
n+ 1(δ
i
jGaak + δikGaaj + 9xiDaajk) (1.147)
e que Πaak = 0.
Este tensor é de fundamental importância pois os coeficientes Gijk são indepen-
dentes de 9xl se, e somente se, Dijkl = 0. Ou seja, a nulidade do tensor D é um condição
necessária e suficiente para que G seja um spray quadrátrico, como na geometria afim
clássica e na geometria Riemanniana. Se os coeficientes Gijk são constantes em (U, h),
então dizemos que (1.143) é um spray constante e (U, h) é um sistema de coordenadas
adaptado.
Neste caso, Πijk não se altera quando G é transformado projetivamente sob G¯.
Definição 1.6.4. O tensor Π é chamado de conexão normal do spray em (U, h) para G,
cujo spray é dado por
d2xi
ds¯2 + Π
i
jk
ˆ
x,
dx
ds¯
˙
dxj
ds¯
dxk
ds¯ = 0, i = 1, 2, ..., n (1.148)
com o parâmetro projetivo s¯, sendo único, a menos de uma transformação afim,
s¯ = A · s+B. (1.149)
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Observamos que o parâmetro s¯ não se altera com as mudanças de parametrização
de (U, h) para (U¯ , h¯), cujo Jacobianos estão ao grupo SL(n,R), o grupo das matrizes n×n
sobre R com determinante igual a 1. De fato, o grupo estrutural de T˜Mn é reduzido de
GL+(n,R) para SL(n,R). A conexão normal do spray Πijk transforma-se como uma conexão
clássica Gijk, ou seja, como (1.142) acima se, e somente se, a mudança de parametrização
tem determinante do Jacobiano constante. Temos que Πijk é um tensor se, e somente se,
o grupo estrutural de T˜Mn é reduzido para a transformação de coordenadas (U, h) para
(U¯ , h¯) da forma
x¯i =
aijx
j + bi
ckxk + h
(1.150)
¨˚
˚˚˚˚
˚˚˚˚
˚˝˚˚
b1
aij
...
bn
c1 . . . cn h
‹˛‹‹‹‹‹‹‹‹‹‹‹‚
(1.151)
é uma matriz (n+ 1)× (n+ 1) constante. Este é o grupo projetivo clássico.
Antes de apresentar os principais teoremas da geometria diferencial projetiva
local sobre sprays bidimensionais, vamos estabelecer a equação do desvio geodésico projetiva.
Realizando a curva–desvio para o spray (1.148), obtemos o análogo da equação desvio
geodésico usual como está no capítulo 1,
D2ui
ds¯2 +W
i
j u
j = 0, (1.152)
onde
W ij = 2∂jΠi − ∂rΠij 9xr + 2ΠijrΠr − ΠirΠrj . (1.153)
Dado um spray local Π em (U, h) e seja xi(s¯, η) uma família diferenciável a um
parâmetro de soluções com condições iniciais arbitrárias xi(0, η), 9xi. Ou seja, xi(s¯, η)
são soluções do sistema de equações diferenciais (1.148) e são diferenciáveis em η, ou seja,
tomando o desenvolvimento de Taylor,
xi(s¯, η) = xi(s¯) + ηui(s¯) + η2(· · ·) (1.154)
e substituindo isto em Πijk(x, 9x), obtemos
Πijk(x(s¯, η)) = Πijk(x(s¯)) + ∂lΠijk(x)ηui(s¯) + η2(· · ·) (1.155)
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para η suficientemente pequeno. Se substituímos a equação acima na equação (1.148),
obtemos
ui
��
(s¯) + 2Πijkuj
�
xk
�
+ ∂lΠijkulxj
�
xk
�
= η(· · ·). (1.156)
Reescrevendo o lado esquerdo de (1.156) na notação covariante projetiva, temos
que
d2ui
ds¯2 + ∂lΠ
i
jk(x, 9x)ul
dxj
ds¯
dxk
ds¯ + 2Π
i
jk(x, 9x)
dxk
ds¯
duj
ds¯ = 0. (1.157)
Basta observar que a relação abaixo
D2ui
ds¯2 =
d2ui
ds¯2 + ∂lΠ
i
jk(x, 9x)uj 9xl 9xk + 2Πijk(x, 9x) 9uj 9xk + Πijk(x, 9x)uj 9x.k (1.158)
+ Πilm(x, 9x)Πljk(x, 9x)uj 9xl 9xm (1.159)
se verifica, e como :xk = −Πijk 9xl 9xm, obtemos no lugar de (1.156)
D2ui
ds¯2 + 2Π
i
jk 9x
k 9uj + ∂lΠijk 9xk 9xjul = η(· · ·), (1.160)
e fazendo η tender a zero, obtemos a equação do desvio geodésico que rege o desvio de
uma geodésica dada das geodésicas vizinhas.
Antes de estabelecer a curvatura projetiva de Weyl, definimos a derivação
covariante projetiva.
Definição 1.6.5. A derivada covariante projetiva aplicada no tensor Ai é definida por
DAi
ds¯ := A
i
/l
dxl
ds¯ (1.161)
onde
Ai/l := ∂lAi + Πijl(x, 9x)Aj (1.162)
Definição 1.6.6. Definimos o tensor
W ijk :=
1
3(
9∂kW ij − 9∂jW ik) (1.163)
e a curvatura projetiva de Weyl por
W ijkl := 9∂lW ijk. (1.164)
Abaixo apresentamos dois teoremas principais da geometria diferencial projetiva
local, ver (ANTONELLI; RUTZ, 2007).
Teorema 1.6.7. Existe uma carta coordenada (U, h) em Mn, n ≥ 3, tal que Πijk = 0, se e
somente se, W ijkl = 0, e 9∂lΠijk := Πijkl = 0.
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Definição 1.6.8. O tensor Πijkl é chamado o tensor de Douglas projetivo.
Teorema 1.6.9. Existe uma carta coordenada (U, h) em M2 tal que Πijk = 0, se e
somente se, Πijkl = 0 e ρjkl = 0, onde ρ := rjk/l − rjl/k, com rjk : Bhjkh, onde Bijkl =
∂lΠijk + ΠsjkΠisl + ΠijlsΠsmk 9xm − (k|l). O símbolo −(k|l) significa repetir todos os termos
que surgem antes, mas trocando k e l e colocando um sinal de menos na frente de toda a
expressão. O símbolo / indica a derivada covariante projetiva (1.161).
O tensor B é análogo a curvatura usual de um spray exceto que Gij,Gijk são
trocados por Πij e Πijk.
A condição Πijk = 0 em alguma parametrização (U, h) de M2 é denominado
condição de planicidade projetiva. Ou seja, todo spray com coeficientes constantes de
dimensão dois é projetivamente plano. Para alguns sprays é necessário realizar uma
mudança de coordenadas e, em seguida, aplicamos a transformação projetiva. Ou seja,
devemos utilizar variáveis de produção transformadas x¯i com mudanças heterocrônicas.
Considerando o caso em que n = 2, as curvas da conexão do spray normal
(1.148) associada com spray constante dada por (1.143). Da equação (1.147) sabemos
que Π111 = −Π221 e Π222 = −Π112. De acordo com (ANTONELLI; RUTZ, 2007), temos que
Πijk = 0 em alguma parametrização (U¯ , h¯).
Teorema 1.6.10. Todo spray bidimensional constante é projetivamente plano.
Teorema 1.6.11. Em qualquer dimensão maior ou igual a três, existe um spray constante
o qual não é projetivamente plano.
1.7 Espaços Finsler Bidimensionais
Nesta seção pretendemos utilizar a geometria Finsler para mostrar que o
funcional custo F (x,C) em (1.23) é conservado ao longo de qualquer curva solução de um
spray constante bidimensional.
Sob cartas locais (xi, yi) em TM com dx
i
dt := y
i estamos admitindo que o tensor
métrico definido abaixo
gij(x, y) :=
1
2
9∂i 9∂jF 2 (1.165)
seja positivo definido numa carta coordenada em M o que é equivalente a g := det(gij) > 0
e pelo Teorema de Euler, como a matriz gij é de grau zero em yi, temos que ds =b
gij(x, y)dxi dxj representa o comprimento de arco do funcional F.
O cálculo variacional numa variedade Riemanniana (M, g) através da equação
de Euler-Lagrange
d
dt
ˆ
∂F
∂ 9xp
˙
− ∂F
∂xp
= 0 (1.166)
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exibe n equações, com derivações com relação ao parâmetro t, dadas por
d2xm
dt2 + Γ
m
ij
dxi
dt
dxj
dt =
d(lnF )
dt
dxm
dt (1.167)
As n equações acima são equações diferenciais ordinárias de segunda ordem das funções
xm(s), cada solução fornece a expressão de uma geodésica numa variedade M, a qual fica
determinada se forem conhecidos os valores iniciais de xm, as coordenadas do ponto e
de dx
m
ds a direção do vetor tangente à geodésica nesse ponto, garantindo a unicidade da
geodésica.
Admitindo que o parâmetro t = s na expressão (1.167) acima, temos que
d(lnF )
dt = 0 e assim as equações das geodésicas tomam a seguinte forma
d2xm
ds2 + Γ
m
ij
dxi
ds
dxj
ds = 0 (1.168)
a qual é equivalente a afirmar que gmr
dxm
ds
dxr
ds é constante, com F = 1. Como os vetores
dxm
ds e
dxr
ds representam versores tangentes à geodésica conclui-se que essa curva sempre
mantém a sua direção indicando uma condição necessária e suficiente para que a curva
seja uma geodésica.
Se o parâmetro utilizado for genérico, isto é, t = t(s) temos que dx
m
ds =
dxm
dt
dt
ds
e assim d
2xm
ds2 =
d2xm
dt2
ˆ
( dtds
˙2
+ dx
m
dt
d2t
ds2 . Substituindo essas novas expressões para
derivadas na expressão (1.168) obtemos
d2xm
dt2 + Γ
m
ij
dxi
dt
dxj
dt = −
d2t
ds2
dt
ds
dxm
dt (1.169)
a qual é válida para qualquer parâmetro t(s). Se na parametrização t(s) for uma função
linear, resulta que dtds = 1 e
d2t
ds2 = 0, e assim o termo a direita da equação (1.169) acima é
nulo e temos a expressão (1.168) anterior.
Exemplo 1.7.1. Se a variedade estiver dotada com o tensor métrico gij = δij então os
símbolos de Christoffel são nulos Γmij = 0 e assim a equação (1.168) se resume a
d2xm
ds2 = 0,
cuja solução é a reta de equação x = ams+ bm, com am e bm constantes.
Através da homogeneidade de F e como F
ˆ
x,
dx
ds
˙
= 1 temos que as equações
de Euler Lagrange (1.166) acima podem ser escritas como
d2xi
ds2 + 2 G
i
ˆ
x,
dx
ds
ˆ
) = 0, (1.170)
onde
Gi(x, y) = 14g
ih
”
9∂h∂m(F 2)ym − ∂h(F 2)
ı
(1.171)
com Gi homogênea de grau dois em y.
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Definição 1.7.2. Dada uma função f(x, y) diferenciável em TM, definimos a δi−derivação
por
δi f := ∂if − ( 9∂iGr)( 9∂rf). (1.172)
Observemos que a derivação ordinária ∂i não produz um vetor, mas com a
definição acima da δ–derivação produzimos a propriedade de transformação de um vetor
covariante clássico. O objetivo é estabelecer uma derivada covariante adequada ao contexto
Finsler, o que nos remete as ideias de Berwald e Cartan e assim estabelecemos a relação
entre os coeficientes da conexão de Cartan Γkij com os coeficientes da conexão de Berwald
Gkij.
Da definição do tensor métrico gij e das equações (1.171) temos que
Γkij yi = 9∂j Gk
Γkij yi yj = 2Gk.
(1.173)
Definição 1.7.3. O transporte paralelo de um campo vetorial Finsler X i(x, y) é definido
por
DX i := dX i +Xh Γihj dxj + Ckhj Xh δyj = 0. (1.174)
Se os coeficientes Γkij da conexão de Cartan forem iguais aos coeficientes Gijk
da conexão de Berwald. O tensor Ckhj representa o tensor de Cartan (ANTONELLI, 1998).
O símbolo DX i indica que o transporte paralelo de um vetor é preservado como
vetor na geometria Finsler. Agora vamos estabelecer diferenciação covariante horizontal e
vertical.
Definição 1.7.4. O operador derivação covariante horizontal de um campo vetorial Finsler
qualquer X i(x, y) é definido por
X i|j = δj X i +XhΓihj (1.175)
Definição 1.7.5. Seja f uma função diferenciável em TM. A derivação covariante vertical
é definida por
f�j := F 9∂j f (1.176)
Se a função f possuir zero dependência em y, o Teorema de Euler para funções
homogêneas implica que
f�0 := f�j lj = 0 (1.177)
Ambas derivações horizontais e verticais geram, de uma mesma quantidade,
uma nova quantidade do mesmo tipo com mais um índice. Como o tensor de Cartan é
homogêneo de grau 2, obtemos
Aik0 = Ai0j = A0kj = 0. (1.178)
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Definição 1.7.6. Os coeficientes de Berwald são definidos por
Gkij := 9∂i 9∂jGk (1.179)
os quais estão relacionados com os coeficientes da conexão de Cartan através
da equação abaixo
Γihj = Gkij − Akij|0. (1.180)
Devemos observar que os coeficientes da conexão de Berwald são obtidos das
equações de Euler Lagrange, ou seja, equações de geodésicas, através da equação (1.179),
o que não acontece com os coeficientes da conexão de Cartan. Por outro lado, trocando os
coeficientes Γihj pelos coeficientes Gkij temos que a derivação covariante de Berwald não
satisfaz a relação de metricidade gik|i = 0. Porém, os coeficientes Gkij se mostram com mais
utilidade nas aplicações biológicas (ANTONELLI; BRADBURY, 1996).
Antes de estabelecer o resultado principal sobre as geodésicas no espaço Finsler
bidimensional, vamos definir o conceito de curvatura escalar de Gauss Berwald, gene-
ralizando o conceito de curvatura escalar Riemanniana bidimensional R. Através das
Identidades de Ricci
δkδif − δiδkf = −f�r Rr0ik, (1.181)
onde
Rr0ik =
1
F
´
9∂i∂kGr − 9∂k∂iGr −Gris 9∂kGs +Grks 9∂i Gs
¯
(1.182)
representa o tensor curvatura.
Definição 1.7.7. A curvatura escalar de Berwald Gauss para o espaço Finsler bidimensi-
onal é definida por
K = 12 R
r
0ik mr �
ik. (1.183)
Aqui nos cabe observar que na definição acima �ik representa uma matriz
quadrada de posto dois, a qual é utilizada no capítulo 5, para expressarmos os vetores
unitários {mi, li} num espaço Finsler bidimensional conforme as equações (4.71) na
definição 4.2.12. O próximo resultado garante o conceito de estabilidade de Jacobi para
um tipo de métrica Finsler bidimensional (ANTONELLI; RUTZ; HIRAKAWA, 2012).
Teorema 1.7.1. No espaço Finsler bidimensional (M 2, F ) para
F 2 = L2 exp 2
“−α1x1 + (λ+ 1)α2x2 + v3x1x2‰ (1.184)
onde
L = (y
2)1+1/λ
(y1)1/λ , (1.185)
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com λ > 0 e αi > 0, as equações de Euler Lagrange são dadas por
dy1
ds + λ(α1 − v3x
2)(y1)2 = 0
dy2
ds + λ
„
α2 +
v3
λ+ 1x
1

(y2)2 = 0.
(1.186)
Além disso, a estabilidade de Jacobi deste sistema fica completamente determinada pelo
sinal da curvatura para gij(x, y),
K = λ
2
λ+ 1 v3
ˆ
y1
y2
˙1+2λ
exp
�
−2 “−α1x1 + (λ+ 1)α2x2 + v3x1x2‰� . (1.187)
Se v3 > 0 temos estabilidade, enquanto para v3 ≤ 0 temos instabilidade.
Definição 1.7.8. Um espaço Finsler bidimensional no qual os coeficientes Gkij dependem
somente de xi é chamado de espaço de Berwald.
Observe que utilizando uma base de Berwald {li,mi} para variedades Finsler
de dimensão dois (M,F ) a relação (1.136) estabelece que se o escalar principal I de uma
variedade Finsler for nulo, se e somente se, o tensor métrico gij não depende de yi, ou
seja, se e somente se a geometria é Riemanniana. A curvatura K acima pode se calculada
através das equações (1.182) e (1.183) juntamente com a definição de base de Berwald. No
nosso modelo o escalar principal I é constante e depende da taxa de crescimento λ.
De fato, segundo (RUND et al., 1959), temos a definição de um escalar im-
portante na geometria Finsler. Para o caso bidimensional é possível calcular o tensor de
Cartan Cijk utilizando a base de Berwald {li,mi}, onde
Definição 1.7.9. O escalar principal do espaço de Berwald (M,F ) é definido pela equação
F Cijk = Imi mj mk. (1.188)
Através da relação (1.188) acima, veremos mais adiante que esse escalar satisfaz
a igualdade abaixo
I2 = (λ+ 2)
2
(λ+ 1) , (1.189)
a qual será utilizada na discussão biológica do modelo.
Para cada escolha de λ uma geometria diferente é obtida. Em geral, temos que
K �= 0 e este invariante da geometria colabora para distinguirmos os espaços de Berwald
com I constante.
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Para o nosso modelo, temos que v3 = 0, assim os coeficientes da conexão de
Berwald são obtidos diretamente das equações de Euler Lagrange dadas no teorema 1.7.1
acima. De fato, temos que as geodésicas são dadas por

dy1
ds + λ(α1)(y
1)2 = 0
dy2
ds + λ(α2)(y
2)2 = 0.
(1.190)
e consequentemente temos que K = 0.
Os coeficientes da conexão de Berwald são dados abaixo
G111 = λα1, G112 = 0 = G122,
G222 = λα2, G212 = 0 = G211,
(1.191)
A importância da curvatura de Gauss Berwald K reside no Teorema de Jacobi
para o caso bidimensional Riemanniano com K > 0 indicando estabilidade de Liapunov
e K ≤ 0, apontado instabilidade . Para o caso em que v3 �= 0 o sistema possui trocas
químicas medidas por xi e quando v3 > 0 o modelo se mostra estável e para taxa de
crescimento λ grande, temos que K depende linearmente de λ, do parâmetro v3 e da
proporção populacional y1/y2. O escalar principal I é o termo Finsler do Modelo, o qual
é completamente determinado por λ, conforme a relação (1.189) acima. Isto continua
verdadeiro independente de v3 ser nulo.
De fato, observe que na equação (1.187) o parâmetro v3 decide o sinal da
curvatura de Gauss Berwald. Nenhuma destas propriedades podem ser obtidas da geometria
Riemanniana, pois se o escalar principal I = 0, se e somente se, o tensor gij é independente
de yi, ou seja, gij é uma métrica Riemanniana, mas conforme observamos em (1.189) esse
caso nunca pode ocorrer.
De acordo com o sistema (1.190), como dx
i
dt = k(i) N
i as geodésicas de F podem
ser escritas como
d2x1
ds2 + λ α1
ˆ
dx1
ds
˙2
= 0
d2x2
ds2 + λ α2
ˆ
dx2
ds
˙2
= 0
(1.192)
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ou de forma equivalente ao sistema logístico duplo de Volterra Hamilton com tempo real t

dxi
dt = k(i)N
i, i = 1, 2
dN1
dt = λN
1 − λα1 (N1)2,
dN2
dt = λN
2 − λα2 (N2)2
(1.193)
De acordo com os axiomas da definição 1.5.20 da conexão de Cartan, foi
estabelecido que a conexão de Wagner é uma conexão Finsler do tipo Cartan. Nesta
conexão, para termos a igualdade entre os três coeficientes γijk = Γijk = Gijk é necessário a
nulidade do tensor de Cartan, ou seja, Cijk = 0, que neste caso estaríamos num ambiente
Riemanniano. Para espaços de Berwald, ou seja, espaços Finsler cujas equações das
geodésicas (sprays) são quadráticas em dx
i
ds , temos que
C ijk|l = 0 (1.194)
e desta forma, segue-se que Γijk yk = Gij onde Gij(x, y) são os coeficientes da conexão
não-linear em ˜TM. Conforme estabelece o teorema X um espaço Finsler é um espaço de
Wagner se existe uma conexão de Wagner linear. Neste caso, temos que os coeficientes F ijk
não dependem de y e existe a relação conforme entre F e F¯ dada por (1.120).
As curvas autoparalelas, isto é, os segmentos de reta, de uma conexão de
Wagner num espaço de Wagner são expressas por
d2xi
ds2 + F
i
jk
dxj
ds
dxk
ds = 0,
no entanto estas curvas em geral nunca representam as equações das geodésicas da métrica
relativa a F¯ . Se F (y) é Minkowski localmente em R∗ um subconjunto cônico positivamente
de Rn, e F¯ = eσ(x) F (y), as curvas autoparalelas de Wagner são dadas por
dyi
ds + δ
i
j(∂kσ)yj yk = 0, (1.195)
enquanto as geodésicas de (R∗, F¯ ) geralmente não são quadráticas.
Exemplo 1.7.10. Considere a função métrica bidimensional F˜ dada no Teorema 1.7.1
acima, com o parâmetro v3 igual a zero, a saber,
F˜ (x, y) = (y
2)1+1/λ
(y1)1/λ exp
“−α1x1 + (λ+ 1)α2x2‰ . (1.196)
Os coeficientes da conexão Gijk são dados na equação (1.191). Escolhendo σ(x) = βixi
onde βi são constantes. Fazendo pF (x, y) = eσ(x) F˜ (x, y). (1.197)
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O espaço Finsler (R∗, pF ) é um espaço de Wagner com coeficientes de conexão dados por
Fijk(x) = Gijk(x) + δijβk. (1.198)
Desta forma, observando que Giii = λαi e os demais iguais a zero, obtemos
F111 = λα1 + β1, F222 = λα2 + β2,
F121 = 0 = F 212, F112 = β2,F221 = β1.
(1.199)
Convertendo o parâmetro de produção total s, ou seja, o parâmetro spray para as curvas
autoparalelas da conexão Wagner, para o parâmetro de tempo t pela relação ds = eλtdt,
obtemos o sistema de Volterra-Hamilton
dxi
dt = k(i) N
i, i = 1, 2
dN1
dt = λ N
1 − (λα1 + β1) (N1)2 − β2N1N2,
dN2
dt = λ N
2 − (λα2 + β2) (N1)2 − β1N1N2
(1.200)
O próximo resultado garante que o funcional custo de produção F (x, y) é
constante ao longo das trajetórias das geodésicas, ou seja, dFds = 0 ao longo das soluções
do spray (1.137).
Teorema 1.7.11. Para (R∗, F¯ ) com
F¯ (x, y) = eψ(x) (y
2)λ
(y1)λ (1.201)
e
ψ(x) = (β1 − α1)x1 + [β2 + (1 + λ)α2]x2, (1.202)
o funcional F¯ é conservado ao longo das curvas autoparalelas de Wagner
d2x1
ds2 + (λα1 + β1)
ˆ
dx1
ds
˙2
+ β2
ˆ
dx1
ds
˙ˆ
dx2
ds
˙
= 0
d2x2
ds2 + (λα2 + β2)
ˆ
dx2
ds
˙2
+ β1
ˆ
dx1
ds
˙ˆ
dx2
ds
˙
= 0
(1.203)
1.8 Geometria de Wagner e Sistemas de Volterra-Hamilton
Nesta seção apresentamos os conceitos e resultados da teoria da difusão em
espaços Finsler e sua relação com a geometria diferencial dos sistemas de Volterra-Hamilton
proposto como modelagem neste trabalho. Os fatos importantes sobre a teoria da difusão
em espaços Finsler podem ser consultadas em (ANTONELLI; ZASTAWNIAK, 1999).
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Definição 1.8.1. Um vetor contravariante Ai é Γ−paralelo ao longo de uma curva
diferenciável C parametrizada por x(t) numa variedade Mn com conexão linear Γ(x) se e
somente se, localmente podemos escrever
dAi
dt + Γ
i
jk(x)Aj
dxk
dt = 0. (1.204)
Nosso objetivo nesta seção é explicar como funciona/age uma mudança projetiva
da conexão, conforme (EISENHART, 2012) utilizando o fato que estabelece condições
para que duas conexões possuam o conceito de paralelismo equivalente para vetores.
Definição 1.8.2. Um vetor Bi é Γ−paralelo a Ai, ao longo de C, se, e somente se,
dBi
dt + Γ
i
jk(x)Bj
dxk
dt
d log φ
dt B
i = f(t) Bi, (1.205)
onde Bi = φ(t) Ai ao longo de C e φ(t) = e
�
C
f(t)dt.
O próximo resultado garante sob quais condições o paralelismo de vetores é o
mesmo para duas conexões lineares Γ e Γ¯.
Teorema 1.8.3. Uma condição necessária e suficiente para que o paralelismo seja o mesmo
para duas conexões Γijk e Γ¯ijk, onde a primeira é livre de torção, é que
T¯ ijk = δijφk − δikφj. (1.206)
A conexão Γ¯ijk é dita ser semi-simetricalmente relacionada a Γijk neste caso. Se
SΓ¯ijk denota a conexão simetrizada, então
SΓ¯ijk =
1
2(Γ¯
i
jk + Γ¯ikj) = Γijk +
1
2
`
δijφk + δikφj
˘
. (1.207)
Antes de anunciar os axiomas de Hashiguchi, os quais caracterizam a conexão
linear adequada para o espaço Finsler relacionado com o Sistema de Volterra-Hamilton
adequado, devemos caracterizar as equações das curvas autoparalelas da conexão Γ¯. Para
isto, considere o campo tangente dx
i
dt ao longo de C. A noção de Γ¯−paralelismo destes
vetores ao longo de C significa que
d2xi
dt2 + Γ¯
i
jk
dxj
dt
dxk
dt =
d2s
dt2
ds
dt
dxi
dt (1.208)
é verificado de acordo com a equação (1.205) juntamente com o fato de que
d2s
dt2 − f(t)
ds
dt = 0 (1.209)
podemos integrar a igualdade acima e desta forma definir o conceito de parâmetro natural
s para Γ¯.
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Definição 1.8.4. O parâmetro natural s é definido por
s = A+B
�
e
�
C
f(τ)dτdt. (1.210)
Escolhendo este parâmetro s para t, utilizando a regra da cadeia, obtemos
d2xi
ds2 + Γ¯
i
jk
dxj
ds
dxk
ds = 0. (1.211)
Desta forma podemos definir as curvas autoparalelas abaixo.
Definição 1.8.5. As soluções da equação (1.211) acima definem curvas C : x(t) as quais
são chamadas curvas autoparalelas de Γ¯.
Neste momento é importante observar como podemos escrever as equações das
curvas autoparalelas após a ação de uma transformação semiprojetiva. Para isto, considere
uma transformação de Γ para Γ¯ dada pelo gradiente ∂kφ = φk, as curvas Γ−autoparalelas
com o parâmetro natural s serão aplicadas numa correspondência injetiva em curvas
autoparalelas de Γ¯ com o parâmetro natural p dado por
dp
ds = B e
�
C
φ(s) ds (1.212)
As curvas autoparalelas de Γ¯, de acordo com (1.207), podem ser consideradas
como soluções da equação abaixo
d2xi
dp2 +
�1
2
`
δij φk(x) + δik φj(x)
˘� dxj
dp
dxk
dp = 0, (1.213)
as quais são, de fato, as curvas autoparalelas da conexão sem torção SΓ¯.
É importante observar abaixo que o conceito de reparametrização será utilizado
em dois casos importantes. As curvas da Γ−conexão são preservadas sob a ação de uma
mudança semi–simétrica, ou seja, foram reparametrizadas de uma forma muito similar a
uma mudança projetiva da conexão.
Definição 1.8.6. A mudança clássica projetiva da conexão Γ é definida por
Γ¯ijk(x) = Γijk(x) + δij ξk(x) + δik ξj(x) (1.214)
com
dp
ds = B e
2
�
C
ξj dxj (1.215)
Observemos que, tomando ξk(x) =
1
2ψk(x) temos que (1.207) acima define uma
mudança projetiva da conexão.
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O σ−espaço de Wagner é o tipo de espaço Finsler adequado para modelagem
matemática dos sistemas de Volterra-Hamilton. Pretendemos abaixo, apresentar os con-
ceitos e resultados sobre estes espaços. Abaixo temos os axiomas necessários para uma
conexão de Wagner. Esta conexão será utilizada na introdução de ruído nas equações do
sistema associado na modelagem matemática proposta.
Consideremos um espaço Finsler (Mn, F ) equipado com um tensor métrico
fundamental g e com uma conexão Finsler (N ij , F ijk, V ijk).
Axioma 1.2. Suponha que uma conexão Finsler satisfaz os quatro axiomas abaixo.
(i) A conexão é h−metrizável e v−metrizável, ou seja, gij|k = 0 e gij|k = 0,
(ii) O tensor deflexão D é identicamente nulo, ou seja, Dik = yjF ijk −N ik = 0,
(iii) A conexão é semi-simétrica, isto é, T ijk = F ijk − F ikj = δijσk − δikσj para algum campo
vetorial Finsler covariante σj(x, y) especificado.
(iv) O tensor torção vertical é identicamente nulo, ou seja, Sijk = V ijk − V ikj = 0.
Os axiomas acima são chamados de axiomas de Hashiguchi para conexão de
Wagner.
Definição 1.8.7. A conexão enunciada pelo axioma acima fica unicamente determinada
e é chamada conexão de Wagner relativa ao campo vetorial σi(x, y).
Definição 1.8.8. Se σi = ∂iσ para alguma função escalar σ e se os coeficientes F ijk são
independentes de y, o espaço Finsler (Mn, F ) é chamado espaço de Wagner relativo a σ,
ou simplesmente, σ−espaço de Wagner.
Exemplo 1.8.9. Qualquer espaço localmente de Minkowski é um espaço de Wagner
relativo a função nula σ(x, y) = 0.
O teorema abaixo garante que um espaço de Wagner preserva a conexão de
Wagner sob a ação de uma transformação projetiva. Os detalhes podem ser encontrados
em (ANTONELLI; ZASTAWNIAK, 1999).
Teorema 1.8.10. Se (N ij , F ijk(x), C ijk) é a conexão de Wagner de um espaço de Wagner
(M,L) com função métrica L(x, y) e L¯ = eσ(x)L é uma métrica conformemente relacionada,
(M, L¯) é também um espaço de Wagner equipado com conexão (N¯ ij , F¯ ijk(x), C¯ ijk) = (N ij +
yi∂iσ, F
i
jk(x) + δij∂kσ, C ijk) com T¯ ijk = T ijk + δij∂kσ − δik∂jσ.
O próximo passo é escrever as equações das geodésicas de (M,L) em termos
da conexão de Wagner simetrizada. Para isto, considere uma transformação projetiva da
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conexão através da função φ(x), obtemos uma reparametrização das retas
d2xi
dp2 +
`
δij φk(x) + δik φj(x)
˘ dxj
dp
dxk
dp = 0, (1.216)
onde o novo marcardor (tique-taque) do tempo ou medida de produção é dado por
p = A+B
�
e2
�
φ(τ)dτdt (1.217)
ao longo de uma trajetória γ.
1.9 Equações Diferenciais Estocásticas
Nesta seção apresentamos alguns conceitos sobre análise estocástica. Nosso
interesse são as equações diferenciais estocásticas em variedades diferenciáveis. Observamos
que para maiores detalhes sobre os conceitos e resultados sobre cálculo estocástico sugerimos
ao leitor as referências (ØKSENDAL, 2003), (IKEDA; WATANABE, 1989). Indicamos
uma equação diferencial estocástica por EDE.
Assumimos que o ambiente canônico para realizar o cálculo estocástico é o
espaço de probabilidade (Ω,F ,P) dotado de uma filtração (Ft)t≥0, onde Ω é um conjunto,
F é uma σ−álgebra em Ω, com a medida de probabilidade em (Ω,F) sendo uma aplicação
P : F −→ [0, 1] tal que
(i) P(∅) = 0;
(ii) P(Ω) = 1;
(iii) Se (An)n≥1 é uma sequência disjunta em F então P(
∞�
n=1
An) =
∞�
n=1
P(An).
Definição 1.9.1. Seja E um espaço métrico completo munido com a σ−álgebra de Borel
B e seja (Ω,F ,P) um espaço de probabilidade. Uma variável aleatória no espaço (E,B) é
uma função mensurável X : Ω→ E.
Dada uma variável aleatória X, denotamos por σX a sub σ−álgebra gerada
por X, isto é, σX = {X−1(B);B ∈ B}.
Definição 1.9.2. Seja X : Ω→ E uma variável aleatória. A variável X induz uma medida
X∗P(B) = P(X−1(B)), para todo B ∈ B. Dizemos que X∗P é a distribuição de X, ou lei
de X.
Definição 1.9.3. Definimos a esperança ou média da variável aleatória X pela integral
E[X] =
�
Ω
X(w) dP(w).
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Esse valor também é chamado de valor esperado da variável aleatória. A
esperança representa o sentido mais intuitivo que temos de média, onde a soma se torna
ponderada pelas medidas dos conjuntos mensuráveis e o número total foi normalizado em
um.
Definição 1.9.4. Dizemos que uma sequência (Xn)n≥1 de variáveis aleatórias converge
para uma certa variável aleatória X quase certamente ou P q.s. se existe um conjunto
mensurável Ω� , com P(Ω�) = 1 tal que para todo w ∈ Ω� , a sequência numérica Xn(w)
converge para X(w).
Definição 1.9.5. Uma sequência de variáveis aleatórias (Xn)n≥1 converge em probabili-
dade para uma variável aleatória X se, dado � > 0,
P(|Xn −X| > �)→ 0 quando n→∞.
Definição 1.9.6. Dizemos que uma sequência de variáveis aleatórias (Xn)n≥1 converge
em Lp para X se
lim
n→∞E[|Xn −X|
p] = 0.
Definição 1.9.7. Sejam (Ω,F ,P) espaço de probabilidade, X variável aleatória integrável
e A ∈ F sub-σ-álgebra. Definimos a esperança condicional E[X|A] de X em relação a A
como a variável aleatória, única P|A-quase certamente, que satisfaz
(i) E[X|A] é A-mensurável;
(ii)
�
A
E[X|A] dP|A=
�
A
X dP, para todo A ∈ A.
Proposição 1.9.8. Dadas duas variáveis aleatórias X e Y, e números reais a e b, a
esperança condicional possui as seguintes propriedades
(i) E[aX + bY |A] = aE[X|A] + bE[Y |A]
(ii) E[E[X|A]] = E[X]
(iii) E[X|A] = X se X for A-mensurável.
(iv) E[X|A] = E[X] se X é independente de A
(v) E[Y X|A] = Y · E[X|A] se Y for A-mensurável, onde · denota o produto interno
usual em Rn.
Definição 1.9.9. Seja T um conjunto qualquer, em geral R≥0,N, um espaço de Hilbert e
seja (Ω,F ,P) um espaço de probabilidade. Um processo estocástico indexado em T com
valores no espaço de estados (E, E) é uma aplicação
X : T × Ω −→ E
(t, w) Þ −→ Xt(w)
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tal que Xt : Ω −→ E é variável aleatória mensurável para todo t ∈ T, e X·(w) : T −→ E é
chamada de trajetória de w ∈ Ω.
Definição 1.9.10. Sejam (Ω,F ,P) e (Ω� ,F � ,P�) dois espaços de probabilidade. Então, os
processos estocásticos X : T × Ω → E e X � : T × Ω� → E são equivalentes, ou versão
um do outro, se para todo t1, ..., tn ∈ T e para todo A1, ..., An ∈ E, tem-se
P({Xti ∈ Ai, i = 1, ..., n}) = P
�({X �ti ∈ Ai, i = 1, ..., n}).
Definição 1.9.11. Seja (Ω,F ,P) um espaço de probabilidade. Dizemos que os processos
estocásticos X,X � : T × Ω→ E são modificações um do outro se P({Xt = X �t}) = 1 para
cada t ∈ T. Dizemos queX eX � são indistinguíveis se P({Xt = X �t , para todo t ∈ T}) = 1.
Definição 1.9.12. Sejam T e E espaços topológicos. Dizemos que X : T × Ω → E é
contínua P-quase certamente se P({w : t �→ Xt(w) é contínua }) = 1.
Proposição 1.9.13 (Desigualdade de Chebichev). Seja X : Ω −→ Rn uma variável
aleatória tal que E[|X|p] <∞ para algum p, 0 < p <∞. Então P{|X|> a} ≤ a−p E[|X|p],
para todo a > 0 e para todo p > 0.
No capítulo 4 utilizaremos um resultado sobre o movimento browniano em
variedades Finsler (ANTONELLI; ZASTAWNIAK, 1999). Este resultado será utilizado no
modelo proposto para fornecer condições de discutirmos os resultados no sentido biológico,
o qual é um dos objetivos deste trabalho. Neste momento, apresentamos o Movimento
Browniano como exemplo de um processo estocástico com incrementos gaussianas.
Definição 1.9.14. Um processo estocástico X : T × Ω→ Rd adaptado a filtração Ft é
chamado um Movimento Browniano canônico, ou processo de Wiener, em Rd se os caminhos
simples t são contínuos P q.s., com X(0) = 0 P−q.s. e os incrementos X(t) − X(s) é
independente de Fs para quaisquer 0 ≤ s ≤ t e possui distribuição normal tal que
O Movimento Browniano é um processo estocástico que desperta interesse pela
riqueza de propriedades analíticas e geométricas. Uma consequência desta abordagem é
que informações determinísticas de alguns sistemas dinâmicos podem ser obtidas de forma
probabilística.
O próximo passo é definir integral no contexto estocástico. As integrais da
forma
�
ξ(s)dw(s) é um processo esocástico e w(t) um movimento browniano não podem
ser definidas da maneira canônica via integrais de Lebesgue Stieltjes ao longo de cada
caminho simples t �→ w(t), pois os caminhos de movimento browniano são conhecidos ser
P q.s. não diferenciáveis e tem variação infinita num intervalo finito [0, t].
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Definição 1.9.15. Os espaços seguintes dos processos estão relacionados na construção
da integral estocástica de Itô com ξ : Ω× [0,∞) −→ (Rd)∗ um processo.
(i) O espaço L0 dos processos simples, ou seja, um processo adaptado a filtração (Ft)t,
limitado P q.s., e tal que existe uma sequência de números reais 0 = t0 < t1 < · · · <
tn < · · · com tn →∞ quando n→∞ tal que
ξ(t) = ξ(ti) para qualquer t ∈ (ti−1, ti], (1.218)
onde i = 1, 2, · · · .
(ii) O espaço L2 dos processos mensuráveis adaptados a filtração (Ft)t, tal que para todo
t ≥ 0,
�ξ�2L2= E
�
|ξ(s)|2 ds <∞ (1.219)
(iii) O espaço M2,c dos processos contínuos quadrado integráveis, ou seja, martingales
com caminhos contínuos P quase certamente tal que para todo t ≥ 0,
�ξ�2M2,c= E|ξ(t)|2<∞ (1.220)
(iv) O espaço P 2 dos processos mensuráveis adaptados a filtração (Ft)t, tal que para
todo t ≥ 0, �
|ξ(s)|2 ds <∞ P -q.s . (1.221)
(v) O espaço M2,c dos martingales locais contínuos ξ : Ω× [0,∞) −→ R, os quais são
definidos como processos com caminhos simples contínuos P quase certamente tais
que existe uma sequência τn de tempos de parada tais que P{τn ≤ t}→ 0 quando
n → ∞ para todo t ≥ 0, τn ≤ τn+1, e o processo parado ξτn(t) = ξ(t ∧ τn) é um
martingale para cada n.
Segue abaixo um resultado canônico da análise estocástica.
Teorema 1.9.16. (i) L0 é um subespaço denso do espaço métrico L2 com a métrica
ρL2 .
(ii) O espaço métrico M 2,c com a métrica ρM2,c é completo.
(iii) L2 é um subespaço denso do espaço métrico P2 com a métrica ρP2 .
(iv) M 2,cloc com a métrica ρlocM2,c é um espaço métrico completo.
A integral estocástica é construída primeiramente como um funcional I : L2 −→
M2,c, e então estender a um funcional I : P2 −→M2,cloc .
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Definição 1.9.17. A isometria linear I : L2 −→ M2,c é chamada a integral estocástica
de Itô em L2. Em geral escrevemos
� t
0
ξ(s) dw(s) ou simplesmente
� t
0
ξ dw no lugar de
(Iξ)(t).
Lema 1.9.18. O funcional I : P2 ⊃ L2 −→ M2 ⊃ M2,cloc é uniformemente contínuo com
respeito as métricas ρ e ρ induzidas em L2 e M2,c de P2 e M2,cloc , respectivamente.
Como um funcional uniformemente contínuo de L2, o qual é um subespaço
denso de P2 na métrica ρ, no espaço métrico completo M2,cloc , o funcional I possui uma
única extensão a um funcional contínuo de P2 para M2,cloc a qual devemos denotar pelo
mesmo símbolo I.
Definição 1.9.19. O funcional linear estendido I : P2 −→ M2,cloc é chamado a integral
estocástica em P2. Em geral, devemos escrever
� t
0
ξ dw(s) ou simplesmente
� t
0
ξ dw no
lugar de (Iξ)(t) para qualquer ξ ∈ P2.
Para os processos estocásticos ξ : Ω× [0,∞) −→ R escritos na forma
ξ(t)− ξ(0) =
� t
0
a(s) dw(s) +
� t
0
b(s) ds, (1.222)
onde a : Ω× [0,∞) −→ (Rd)∗ e b : Ω× [0,∞) −→ R são processos estocásticos adaptados
a filtração (Ft)t≥0, tais que
� t
0
|a(s)|2 ds < ∞ e
� t
0
|b(s)| ds < ∞ P quase certamente,
para todo t ≥ 0. Isto significa que a é um processo estocástico de classe P2 enquanto que
denotaremos por P1 a classe de todos os processos que satisfaçam as condições acima para
o processo b.
Definição 1.9.20. Denominamos um processo ξ : Ω× [0,∞) −→ R na forma da equação
(1.222) onde a ∈ P2 e b ∈ P1 como um processo de Itô.
Definição 1.9.21. Dizemos que um processo estocástico ξ : Ω× [0,∞) −→M possui a
propriedade de Markov se
E(f(ξ(t))|σ(ξ(u), u ≥ s)) = E(f(ξ(t))|σ(ξ(s))) (1.223)
P quase certamente, para qualquer 0 ≥ s ≥ t e qualquer função Borel mensurável limitada
f :M −→ R.
Notemos que todo processo de Itô é mensurável, adaptado a filtração (Ft)t≥0,
e possui trajetórias simples contínuas P quase certamente. Neste momento é conveniente
definir a integral estocástica com respeito aos processos de Itô, ou com relação a Itô.
Definição 1.9.22. Seja ξ, com i = 1, 2, · · · , um processo de Itô tal que ξ(t) − ξ(0) =� t
0
a(s) dw(s) +
� t
0
b(s) ds, com ai ∈ P2 e bi ∈ P1, e seja η um processo mensurável
adaptado a filtração (Ft)t≥0, com caminhos simples contínuos P quase certamente.
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Abaixo estabelecemos as integrais de um processo mensurável η com respeito
ao processo de Itô ξ. Para isto, façamos o seguinte� t
0
η dξi =
� t
0
η(s) ai(s) dw(s) +
� t
0
η(s) bi(s) ds, (1.224)
� t
0
η dξi dξj =
� t
0
η(s) < ai(s), aj(s) > ds, (1.225)
� t
0
η dξi1 · · · dξin = 0, n ≥ 3 (1.226)
para qualquer t ≥ 0. Nas equações acima estamos denotando < x, y >:= δij xiyj como o
produto escalar euclidiano de x = (xi) e y = (yi) em (Rd)∗. Observemos que para garantir
que as integrais do lado direito das equações (1.224) e (1.225) existam, é suficiente que
ηa1 ∈ P2, ηb1 ∈ P1, e η < a1, a2 >∈ P1. Desta forma, a partir das equações (1.224) e
(1.226) podemos estabelecer o seguinte.
Definição 1.9.23. As regras de Itô para cálculo das integrais estocásticas são definidas
por � t
0
dwi dwj = δij t,
� t
0
dwi dt = 0,
� t
0
dt dt = 0. (1.227)
onde wi são as componentes de um movimento browniano em Rd.
Nosso objetivo é estabelecer a relação entre as integrais de Stratonovich e de Itô.
Apresentaremos as fórmulas de Itô e de Stratonovich. No cálculo estocástico em variedades
faremos uso das equações diferenciais no sentido de Stratonovich para garantir que a
transformação adequada das propriedades.
Definição 1.9.24. Um martingale vetorial local d dimensional (respectivamente: semi-
martingale vetorial local) é um processo com valores em Rd X = (X1, ..., Xd) tal que
cada Xj, j = 1, ..., d é um martingale local (respectivamente, semimartingale contínuo).
Um martingale local (respectivamente, semimartingale contínuo complexo) é um processo
com valores em C cujas partes real e imaginária são martingales local (respectivamente:
semimartingales contínuos).
Teorema 1.9.25 (Fórmula de Itô). Sejam ξ1, ..., ξn : Ω× [0,∞)→ R um processo de Itô
e seja f : Rn → R uma função de classe C2. Colocamos ξ = (ξ1, ..., ξn). Então f(ξ) é um
processo de Itô e
f(ξ(t))− f(ξ(0)) =
� t
0
∂if(ξ) dξi +
1
2
� t
0
∂i∂jf(ξ) dξidξj (1.228)
para qualquer t ≥ 0. As integrais do lado direito de (1.228) existem, pois ∂if(ξ) e ∂i∂jf(ξ)
tem trajetórias simples contínuas P quase certamente, onde ∂if(ξ) e ∂i∂jf(ξ) são as
derivadas parciais de f.
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A fórmula de Itô pode ser encontrada nas referências (IKEDA; WATANABE,
1989). Em geral, é usual suprimir o sinal de integral nas igualdades envolvendo combinações
lineares de integrais estocásticas em ambos os lados. Na expressão (1.228) acima, como
temos que f(ξ(t)) − f(ξ(0)) =
� t
0
df(ξ), podemos reescrever na notação diferencial
estocástica como
df(ξ) = ∂if(ξ)dξi +
1
2∂i∂jf(ξ)dξ
idξj (1.229)
Nesta notação podemos reescrever as regras de Itô (1.227). Assim, temos que.
dwi dwj = δij t, dwi dt = 0, dt dt = 0. (1.230)
A fórmula de Itô (1.228) pode ser considerada como o análogo estocástico da
regra de mudança de variáveis do cálculo. O segundo termo no lado direito de (1.228)
é um termo puramente estocástico conhecido como correção estocástica. Substituindo a
integral de Itô pela integral de Stratonovich definida abaixo, podemos eliminar o termo
de correção. Outra propriedade das integrais de Stratonovich, a qual muito nos interessa,
é o seu comportamento adequado através de aproximações por processos com caminhos
diferenciáveis por partes.
Lembramos ao leitor que no restante do texto, o símbolo ◦ sempre representará
a integral estocástica no sentido de Stratonovich.
Definição 1.9.26. Sejam ξ e ζ processos de Itô. A integral de Stratonovich é definida por
� t
0
ξ ◦ dζ =
� t
0
ξ dζ + 12
� t
0
dξ dζ, (1.231)
ou, na notação diferencial estocástica,
ξ ◦ dζ = ξ dζ + 12 dξ dζ. (1.232)
Abaixo temos a expressão que estabelece a fórmula de Itô em termos da integral
de Stratonovich, de acordo com o Teorema 1.9.25.
Corolário 1.9.27. Se ξ = (ξ1, ..., ξn), onde ξ1, ..., ξn são processos de Itô, e f : Rn −→ R
é de classe C3, então
f(ξ(t))− f(ξ(0)) =
� t
0
∂if(ξ) ◦ dξi, (1.233)
ou, de forma equivalente, df(ξ) = ∂if(ξ) ◦ dξi.
Observemos que é necessário mais diferenciabilidade de f em (1.233) do que
em (1.228). Isto é necessário para garantir que ∂if(ξ) seja um processo de Itô.
Agora nosso objetivo é estabelecer alguns conceitos e resultados sobre equações
diferenciais estocásticas. Vamos considerar as equações homogêneas no tempo, e passamos
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a considerar equações diferenciais estocásticas em variedades, e neste caso nos interessa a
noção de uma solução estendida de forma a incluir as soluções que admitem explosões.
Aqui indicadamos (IKEDA; WATANABE, 1989).
Definição 1.9.28. Seja w = (w1, ..., wn) um movimento browniano em Rd e sejam
ai : Rn −→ (Rd)∗ e bi : Rn → R funções Borel mensuráveis para i = 1, ..., n. Dizemos que
η = (η1, ..., ηn) : Ω × [0,∞) −→ Rn, onde η1, ..., ηn são processos de Itô, é uma solução
forte da EDE
dξi(t) = ai(ξ(t)) dw(t) + bi(ξ(t)) dt (1.234)
se ai(ξ(.)) ∈ P2, bi(ξ(.)) ∈ P1, e
ξi(t)− ξi(0) =
� t
0
ai(ξ(s)) dw(s) +
� t
0
bi(ξ(s)) ds (1.235)
P quase certamente.
O teorema abaixo garante existência e unicidade de solução de uma EDE em
Rn.
Teorema 1.9.29. Suponha que ai e bi na definição acima satisfazem as condições de
crescimento limitado de Lipschitz
|ai(x)− ai(y)|≤ K|x− y|, |ai(x)|≤ K(1 + |x|), (1.236)
|bi(x)− bi(y)|≤ K|x− y|, |bi(x)|≤ K(1 + |x|), (1.237)
para todo x, y ∈ Rn e algum K > 0, e seja η : Ω −→ Rn uma variável aleatória F0
mensurável tal que E|η|2<∞. Então existe uma única solução forte ξ da EDE (1.234) com
condição inicial ξ(0) = η. Além disso, E|ξ(t)|2<∞ para todo t ≥ 0.
Este resultado pode ser encontrado na referência (IKEDA; WATANABE, 1989).
De acordo com a definição 1.234, uma solução forte de uma EDE deve estar definida para
todo t ≥ 0. Esta condição se mostra muito adequada para EDE em variedades, caso em que
é frequente encontrarmos soluções que explodem, ou seja, escapam ao infinito num tempo
finito, com probabilidade não-nula. Notemos que condições canônicas global de Lipschitz
e crescimento limitado (1.236) e (1.237), as quais garantem a existência e unicidade de
uma solução para todo t ≥ 0, não são facilmente generalizadas para variedades. Como as
soluções de uma EDE numa variedade M devem portanto admitir processos estocásticos
definidos num intervalo aleatório [0, τ), onde τ é um tempo de parada.
Definição 1.9.30. Seja w = (w1, ..., wn) um movimento browniano em Rd e sejam
A0, A1, ..., Ad ∈ X campos vetoriais numa variedade M de dimensão finita. Um processo
ξ : Ω× [0, τ) −→M com τ : Ω −→ [0,∞] um tempo de parada tal que
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(i) 0 < τ P quase certamente
(i) ξ(t) : Ω ⊃ {t < τ} −→M é Ft mensurável para todo t ≥ 0,
(i) os caminhos simples [0, τ) � t �→ ξ(t) ∈M são contínuas P quase certamente,
é chamada uma solução da EDE
dξ(t) = A0(ξ(t)) dt+ Ai(ξ(t)) ◦ dwi(t) (1.238)
se para toda f ∈ C∞0 (M) e t ≥ 0,
f(ξ(t))− f(ξ(0)) =
� t
0
(A0f)(ξ(s)) ds+
� t
0
(Aif)(ξ(s)) ◦ dwi(s) (1.239)
P quase certamente em {t < τ}, onde C∞0 (M) o conjunto das funções diferenciáveis
f :M −→ R com suporte compacto.
Geralmente a EDE (1.238) acima será escrita em coordenadas locais como
dξi(t) = Aj0(ξ(t)) dt+ Aji (ξ(t)) ◦ dwi(t), (1.240)
onde Aji são as componentes dos campos vetoriais Ai. O teorema abaixo estabelece a
existência e unicidade de EDE em variedades.
Teorema 1.9.31. Para qualquer variável aleatória F0 mensurável η : Ω −→ M existe
uma solução ξ : Ω × [0, τ) → M da EDE (1.238) com condição inicial ξ(0) = η tal que,
se η˜ : Ω× [0, τ˜) −→M é outra solução de (1.238) com ξ(0) = ξ˜(0), P quase certamente,
então
τ ≥ τ˜ e ξ = ξ˜ em [0, τ˜) (1.241)
P quase certamente.
Definição 1.9.32. Uma solução ξ : Ω× [0, τ ) −→M de (1.238) a qual satisfaz a condição
(1.241) é chamada uma solução maximal e o tempo de parada correspondente τ é chamado
o tempo de explosão de ξ.
O próximo resultado trata do comportamento de uma solução máxima de uma
EDE próximo de um tempo de explosão. Ele é uma generalização de um resultado de
equações diferenciais ordinárias e, de fato, justifica o termo empregado, tempo de explosão.
Teorema 1.9.33. Se ξ : Ω× [0, τ) −→M é uma solução máxima de (1.238), então
P
�
τ =∞ ou lim
t�τ
ξ(t) =∞
�
= 1.
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Uma importante consequência do teorema1.9.33 acima é que para qualquer
solução maximal ξ : Ω× [0, τ) −→M de (1.238) numa variedade compacta M, τ =∞ P
quase certamente, ou seja, não existem explosões. As definições acima e os teoremas podem
facilmente ser estendidos para o caso das condições iniciais em s ≥ 0. Dado qualquer s ≥ 0
e x ∈M, denotemos por t �→ ξ(s, x, t) a solução maximal da EDE (1.238) com condição
inicial ξ(s, x, s) = x. Seja τ(s, x) o tempo de explosão correspondente.
Teorema 1.9.34. O sistema de soluções maximais ξ(s, x, .) : Ω × [s, τ(s, x)) −→ M,
onde s ≥ 0 e x ∈M, possui uma versão, para as quais vamos manter os mesmo símbolos
ξ(s, x, t) e τ(s, x), tal que
(i) ξ(s, ξ(r, x, s); t) = ξ(r, x, t) P quase certamente em {t < τ(r, x)} para qualquer
0 ≤ r ≤ s ≤ t,
(ii) M(s, t) = {x ∈M, t < τ (s, x)} é um subconjunto aberto de M para todo 0 ≤ s < t
e ξ(s, ., t) : M(s, t) −→ M é um difeomorfismo C∞ sobre o subconjunto aberto de
M, P quase certamente.
(iii) ξ(s, x, t) é contínua P quase certamente como uma função de (s, x, t), e assim são
suas diferenciais de qualquer ordem com respeito a x.
Vamos usar sempre a versão de ξ(s, x, t) descrita no teorema 1.9.34 como
o fluxo estocástico em M associado a EDE (1.238). Uma consequência importante do
teorema 1.9.34 é que para qualquer r ≥ 0 e x ∈M o fluxo ξ(r, x, .) satisfaz a propriedade
de Markov 1.223 para quaisquer s e t tais que r ≤ s ≤ t, P quase certamente em
{t < τ (r, x)}. Nosso objetivo é mostrar como o gerador diferencial se relaciona com fluxo
estocástico da EDE (1.238). Para isto é necessário introduzirmos a noção de gerador
diferencial de ξ(s, x, t). Calculando a integral de Stratonovich em (1.239), encontramos
que para qualquer f ∈ C∞0 M,
f(ξ(s, x, t))− x =
� t
s
ˆ
1
2δ
ijAiAjf + A0f
˙
(ξ(s, x, u)) du+
� t
s
(Aif)(ξ(s, x, u)) dw(u)
(1.242)
P quase certamente em {t < τ (s, x)}. Estendemos f(ξ(s, x, t)) para um processo definido
para todo t ≥ s fazendo isto igual a zero se t ≥ τ (s, x). Pelo teorema 1.9.33, como f possui
suporte compacto, isto gera um processo com trajetórias contínuas P quase certamente.
O processo (Aif)(ξ(s, x, t)) e
ˆ
1
2δ
ijAiAjf + Aof
˙
(ξ(s, x, t)) pode ser estendido para
qualquer t ≥ s da mesma maneira. Utilizemos a mesma notação para o processo estendido.
Então a equação (1.242) torna-se uma igualdade satisfeita P quase certamente em todo o
conjunto Ω. Tomando a esperança em ambos os lados de (1.242), obtemos
Ef(ξ(s, x, t))− x = E
� t
s
ˆ
1
2δ
ijAiAjf + A0f
˙
(ξ(s, x, u)) du. (1.243)
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Assim segue-se que
(Df)(x) = lim
t�s
Ef(ξ(s, x, t))− x
t− s =
ˆ
1
2δ
ijAiAjf + A0f
˙
(x). (1.244)
Relacionamos um operador diferencial parcial de segunda ordem a uma difusão ξ(s, x, t)
com a definição abaixo.
Definição 1.9.35. O operador D = 12δ
ijAiAj + A0 é chamado o gerador diferencial da
difusão ξ(s, x, t).
O movimento browniano se caracteriza em geometria pelo fato que seu gerador
diferencial é dado por 12Δ. Essa caracterização é útil quando relacionamos com o cálculo
estocástico para definirmos movimento browniano numa variedade Riemanniana (M, g).
Dizemos que um processo estocástico ξ será um movimento browniano em (M, g) se ξ
for uma difusão com gerador diferencial dado por 12Δ, onde Δ é o operador de Laplace–
Beltrami de (M, g).
1.10 Sistemas de Equações de Reação Difusão Transporte
Esta seção apresentamos a teoria central deste trabalho. Nesta seção trataremos
dos sistemas de equações diferenciais parciais de difusão-reação-transporte, os quais
denotaremos por D-R-T. No modelo proposto neste trabalho faremos uso de um retângulo
invariante Σ de acordo com a teoria CHS. As referências indicadas são (CONWAY; HOFF;
SMOLLER, 1978; SMOLLER, 1983). Vale ressaltar que esta teoria, sem fluxo na fronteira,
foi utilizada com tempo de convergência relativamente pequeno (ANTONELLI; AUGER;
BRADBURY, 1998).
Os sistemas de equações de difusão–reação podem ser representados como
∂u
∂t
= DΔu+ f(u), (1.245)
onde x ∈ Ω ⊂ Rk, t > 0, e u ∈ Rn, D é uma matriz n × n, e f(u) é uma função
diferenciável. O termo de difusão DΔu age de tal maneira , enquanto a função não linear
f(u) tende a produzir várias soluções. A exigência da compacidade pode ser útil de uma
forma muito natural, de fato, exigindo que o sistema (1.245) admite regiões invariantes
limitadas, ou seja, regiões limitadas Σ no espaço de fases, com a propriedade que se os
dados estão em Σ, então a solução u(x, t) permanece em Σ para todo x ∈ Ω e todo t > 0.
Utilizando regiões invariantes é possível construir campos vetoriais relacionados
com f, e mostrar que soluções de (1.245) podem ser estimadas por soluções de equações
diferenciais ordinárias associadas com estes campos vetoriais e de fato, a estrutura teórica
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está compatível com as equações ecológicas para dinâmica populacional entre duas espécies,
com difusão e efeitos espaciais.
Construindo uma função de Lyapunov para retângulos atratores, obtemos
informações qualitativas para soluções e para dinâmica populacional entre duas espécies
com difusão e efeitos espaciais considerados, garantimos embasamento teórico de uma
maneira natural e satisfatória. As equações da ecologia matemática assumem hipóteses
naturalmente como que toda comunidade por sua natureza própria tem limitação de
recursos, implicando que as equações admitem regiões invariantes limitadas arbitrariamente
grandes.
O tratamento feito com campos vetoriais maximal e minimal na seção que trata
das propriedades assintóticas das soluções nos sistemas de dinâmica populacional não será
utilizado no modelo proposto. Os detalhes podem ser encontrados em (SMOLLER, 1983).
É importante observar que os resultados apresentados nesta seção vão garantir
que após os efeitos de difusão e reação, com efeitos de transporte por vento ou chuva,
obteremos um sistema de equações diferenciais, no qual adicionaremos ruído ambiental.
Esse será o conteúdo desenvolvido no último capítulo deste trabalho.
1.10.1 Existência de Soluções Locais
Considere o sistema (1.245) no espaço de uma variável, onde D é uma matriz
diagonal
∂u
∂t
= Duxx + f(u), x ∈ R, t > 0 (1.246)
e u = (u1, u2, ..., un), D = diag(d1, ..., dn), com di ≥ 0 para todo i e com dados iniciais
u(x, 0) = u0(x), x ∈ R. Assumindo que B é um espaço de Banach das funções em R com
valores em Rn e �.�B denota a B−norma, e �.�∞ a norma de L∞.
Definição 1.10.1. O espaço B é admissível se as quatro condições seguintes são verificadas.
(i) B é um subconjunto das funções contínuas limitadas em R, e se w ∈ B, �w�B≥ �w�∞.
(ii) B é invariante por translação, ou seja, w ◦ τ ∈ B para todo w ∈ B e toda translação
τ : R −→ R. Vale também �w ◦ τ�B= �w�B.
(iii) Se f : Rn −→ Rn é diferenciável, e f(0) = 0, então f(w) ∈ B para todo w ∈ B, e
para qualquer M > 0, existe uma constante k(M) tal que
�f(w)− f(w�)�B≤ k(M)�w − w��B, (1.247)
para todo w,w� em B com �w�∞, �w��∞≤M.
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(iv) Se τh : R −→ R denota a translação por h, ou seja, τh(x) = x+ h, então para cada
w ∈ B, �w ◦ τh − w�B−→ 0 quando h −→ 0.
A próxima etapa consiste em apresentar os resultados que assegurem a existência
de solução local. Antes disso, precisamos de algumas definições.
Considerando C([0, T ];B) como sendo o espaço de Banach das funções contínuas
em [0, T ] com valores em B, normado por �w�= sup
0≤t≤T
�w(t)�B.
A função u ∈ C([0, T ];B) satisfaz (1.246), e u(x, 0) = u0(x), se e somente se, u
satisfaz
u(x, t) =
�
R
G(x− y, t) u0(y) dy +
� t
0
�
R
G(x− y, t− s) f(u(y, s)) dyds(1.248)
= G(t) ∗ u0 +
� t
0
G(t− s) ∗ f(u(s))ds,
onde G(t) = diag(g1(t), ..., gn(t)), e gi(t) = (4πdit)−
1
2 exp[−x
2
4dit
], onde i = 1, 2, ..., n.
O resultado abaixo, ver (CONWAY; HOFF; SMOLLER, 1978), garante solução
de (1.246) para um intervalo de tempo pequeno, assumindo que f(0) = 0.
Teorema 1.10.1. Se u0 ∈ B; então existe t0 > 0, onde t0 depende somente de f e �u0�∞,
tal que (1.249) possui uma única solução em C([0, t0];B), e �u�≤ 2�u0�B.
O resultado acima utiliza o teorema do ponto fixo de Banach aplicado ao con-
junto
Γ = {u ∈ C([0, t0];B) : �u(t) − G(t) ∗ u0�≤ �u0�B, e �u(t) − G(t) ∗ u0�∞≤ �u0�∞, 0 ≤
t ≤ t0}.
Para garantir que a solução do problema (1.246) existe para todo tempo t, com
0 ≤ t ≤ T, aplica-se o teorema acima no intervalo 0 ≤ t ≤ τ, com τ > 0 e assim obter
uma solução τ ≤ t ≤ τ + σ, onde σ = σ(�u(., τ )�∞). Desta forma, repete-se este processo
num número finito de etapas obtendo uma solução em 0 ≤ t ≤ T. Abaixo formalizamos o
seguinte teorema.
Teorema 1.10.2. Seja B um espaço de Banach admissível, e seja u0 ∈ B. Se a solução é
limitada a priori na norma L∞ em 0 ≤ t ≤ T ≤ ∞, então a solução de (1.246) existe para
todo t, 0 ≤ t ≤ T, e u(., t) ∈ B, 0 ≤ t ≤ T.
Muitos modelos de químicos, biológicos e sistemas ecológicos envolvem um
sistema fracamente acoplado de equações diferenciais parciais parabólicas,
∂uj
∂t
= dj∇2uj + aj ·∇uj + fj(u1, ..., un), (1.249)
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os termos envolvendo derivadas espaciais representam os processos de transporte, enquanto
as funções f representam taxas de interação não-linear. Sob certas condições, parece
razoável supor que as variáveis ui não variam de ponto a ponto no espaço e que os
processos de transporte poderiam ser ignorados. Isto substituiu a equação diferencial
parcial (1.249) por uma equação diferencial ordinária,
du
dt = f(u), (1.250)
com u = (u1, ..., un). As soluções da EDP decaem para funções espacialmente homogêneas
no tempo e estas funções possuem uma relação com as soluções da EDO (1.250). A garantia
da existência de uma região invariante Σ para (1.249) nos assegura que, se o parâmetro σ
for positivo, todas soluções da EDP (1.249) com valores em Σ converge uniformemente e
exponencialmente para sua média espacial sobre Ω, ou seja, para
u¯(t) = |Ω|−1
�
Ω
u(t, x) dx. (1.251)
Estas funções não satisfazem a EDO (1.250) mas satisfazem
du¯
dt = f(u¯) +O(e
−σt). (1.252)
Segue-se que os conjuntos w−limite para (1.252) em Σ são subconjuntos dos conjuntos
w−limite para (1.250). De fato, todo atrator da (1.250) em Σ é um equilíbrio assinto-
ticamente estável para (1.249), e se o parâmetro σ for positivo, as soluções da (1.249)
decaem para seus valores médios cujo comportamento num tempo grande é determinado
pelo mecanismo de reação f.
1.10.2 Regiões Invariantes
O objetivo desta seção é fundamentar teoricamente os resultados que garantem
existência globais e aplicá-los adequadamente a sistemas de equações específicos, a saber,
equações de reação–difusão na forma de Kolmogorov nos modelos da Ecologia matemática
representando interações clássicas entre duas espécies.
Seja Ω ⊂ Rm, m ≥ 1, um domínio limitado com fronteira suave, ∂Ω. Para
(x, t) em Ω× R+, consideramos o seguinte sistema de equações difusão–reação com dados
iniciais
∂u
∂t
= D∇2u+
m�
j=1
Aj(x, u)
∂u
∂xj
+ f(u) (1.253)
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onde u = (u1, u2, ..., un), n ≥ 1, D é uma matriz positiva definida constante, e os Aj’s
são funções contínuas com valores matriciais. Assumimos que (1.253), assumimos que u
satisfaz a condição inicial
u(x, 0) = u0(x), x ∈ Ω, (1.254)
e também condições de contorno da forma
P
∂u
∂n
+Qu = 0, (x, t) ∈ ∂Ω× R. (1.255)
Aqui ∂u
∂n
= nˆ ·∇u, onde nˆ é o vetor normal apontando para fora em ∂Ω, e P,Q são funções
com valores matriciais de x e t, com P ≥ 0, Q ≥ 0, P +Q = I, é a matriz identidade.
Assumimos que o sistema (1.253)–(1.255) define uma solução local, u(x, t),
para 0 ≤ t ≤ τ. Suponha que o sistema admite um região invariante compacta Σ ⊂ Rn.
Definição 1.10.2. Um subconjunto fechado Ω ⊂ Rn é chamado uma região invariante
(positivamente) para a solução local definida por (1.253), se qualquer solução v(x, t) tendo
todos de seus dados iniciais e de contorno em Ω, satisfaz v(x, t) ∈ Ω para todo x ∈ Ω e
para todo t ∈ [0, δ).
Se o sistema (1.253)–(1.255) é contínuo com respeito a f, então ele admite uma
região invariante limitada Σ da forma
Σ =
m�
i=1
{u ∈ Rn : Gi(u) ≤ 0},
onde Gi são funções diferenciáveis com valores reais com dGi �= 0 em Σ ∩ {u ∈ Rn :
Gi(u) = 0}, i = 1, 2, ..., n.
Para estabelecer uma condição necessária e suficiente para um região Σ ser
invariante será preciso assumir que o sistema (1.253) depende continuamente de f. Desta
forma, temos
Definição 1.10.3. O sistema (1.253) é chamado f−estável, sempre que f é o limite
das funções fn na topologia C1 em compactos, para todo t > 0, então qualquer solução
de (1.253) é o limite na topologia compacto-aberta, das soluções de (1.253), onde f é
substituída por fn.
Hipótese 1.10.4 (CondiçãoK). Assumiremos que, se u ∈ x, existe um conjunto compacto
K ⊂ Ω tal que se x /∈ K, então u(x) ∈ Σint.
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As regiões invariantes Σ serão compostas pela interseção de metade do espaço,
ou seja, de regiões da forma
Σ =
m�
i=1
{v ∈ U : Gi(v) ≤ 0}, (1.256)
onde Gi são funções diferenciáveis de valor real definidas em subconjuntos abertos de U, e
para cada i, o gradiente dGi nunca se anula. Aqui usamos a notação dGi para representar
o gradiente da função Gi, enquanto d2Gi denota a matriz Hessiana de Gi.
Definição 1.10.5. Uma função diferenciável G : Rn −→ R é chamada quase-convexa em
v sempre que dGv(η) = 0, então d2 Gv(η, η) ≥ 0.
Teorema 1.10.3. Seja Σ definida por (1.256), e suponha que para todo t ∈ R+ e para
todo v0 ∈ ∂Σ, assim Gi(v0) = 0 para algum i, as seguintes condições são válidas
(i) dGi em v0 é um autovetor a esquerda de D(v0, x), e M(v0, x), para todo x ∈ Ω.
(ii) Se dGiD(v0, x) = µ dGi, com µ �= 0, então Gi é quase convexa em v0.
(iii) dGi(f) < 0 em v0, para todo t ∈ R+.
então Σ é invariante para (1.253), para todo � > 0.
No teorema acima, se a matriz D é positiva definida, as hipóteses (ii) e (iii)
podem ser substituídas por
(ii) Se dGi D(v0, x) = µ dGi, com µ �= 0, então G é fortemente convexa em v0; isto é, se
dGi0(η) = 0, η �= 0, então d2Giv0 (η, η) > 0,
(iii) dGi(f) ≤ 0 em v0.
Se D e M são matrizes diagonais, e Gi = ui − ci para alguma constante ci,
então Gi é quase-convexa em toda parte, e dGi é um autovetor a esquerda de ambas D e
M. Portanto, o semi-espaço {u : ui − ci ≤ 0}, é invariante por (1.253), e para todo � > 0,
já que fi(u1, u2, ..., ui−1, ci, ui+1, ..., un) < 0, onde fi é i−ésima componente de f.
Abaixo caracterizamos o conceito de retângulo invariante.
Corolário 1.10.6.
(i) Suponha que D e M são matrizes diagonais. então qualquer região da forma
Σ =
n�
i=1
{u : ai ≤ ui ≤ bi} (1.257)
é invariante para (1.253), para todo � > 0, já que f aponta estritamente de Σ para
∂Σ, ou seja, desde que a hipótese (3) do teorema seja válida.
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(ii) Se D for a matriz identidade, então qualquer região convexa Σ, na qual f aponta de
Σ para ∂Σ, é invariante para (1.253), se M = 0.
Lembrando que os espaços BC = { funções limitadas e uniformemente contínuas em R}
e BC0 = {w ∈ BC : |w(x)|−→ 0, quando |x|−→∞} são espaços de Banach admissíveis,
como consequência do teorema 1.10.2 vale o corolário seguinte.
Corolário 1.10.7. Considere o sistema (1.253), com os dados u0 ∈ BC0. Se o sistema
admite uma região invariante limitada Σ, e u0(x) ∈ Σ para todo x ∈ R, então a solução
existe para todo t > 0.
Em muitas aplicações que envolvem quantidades positivas, o campo vetorial f
satisfaz a condição fraca (1.10.2), ou seja, f é tangente a ∂Σ em certos locais. Isto é válido
especialmente para equações que envolvem densidades populacionais ou concentrações
químicas.
Nestes casos, verifica-se que o “orthant” positivo é invariante para o campo
vetorial f, pois f da forma
f(u) = (u1M1(u), u2M2(u), ..., unMn(u)). (1.258)
Neste caso, f é tangente aos hiperplanos coordenados. Assumindo que as
soluções do sistema (1.253) dependem continuamente de f, obtemos uma extensão do
teorema 1.10.3. Antes disto, vejamos a definição abaixo.
Desta forma, temos o teorema abaixo.
Teorema 1.10.4. Se o sistema (1.253) é f−estável então podemos trocar a condição
(1.10.3) por
dGi(f) ≤ 0 em v0 para todo t ∈ R+, (1.259)
e a mesma conclusão se verifica como no teorema 1.10.3.
Com o objetivo de obter condições necessárias para garantir se Σ é um conjunto
invariante, assumiremos que para cada Gi, existe um subconjunto n−dimensional de
Gi = 0 o qual intercepta Σ, ou seja, queremos excluir a situação onde Σ ∩ {φ ≤ 0} = Σ,
mas φ = 0 é obviamente desnecessário para definir Σ.
Teorema 1.10.5. Seja Σ definido por (1.256), e suponha que Σ é uma região invariante
para (1.253), para � > 0 fixado, onde f = f(v, t) e D é uma matriz definida positiva. Então
as seguintes condições são verificadas em cada ponto v0 em ∂Σ, ou seja, Gi(v0) = 0.
(i) dGi é um autovetor de D em v0 para todo x ∈ Ω.
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(ii) Gi é quase-convexa em v0.
(iii) dGi(f) ≤ 0 para todo t ≥ 0.
Como consequência direta dos teoremas 1.10.4 e 1.10.5, o próximo resultado
oferece condições, ambas necessárias e suficientes, para que Σ seja invariante para os
sistemas de equações de difusão–reação.
Teorema 1.10.6. Seja Σ definido por (1.256), e considere o sistema (1.253) com as
matrizes M = O e D sendo positiva definida e f = f(v, t). Suponha que este sistema
é f−estável. Então Σ é uma região invariante positivamente para (1.253) para � > 0
se e somente se as seguintes condições são verificadas em cada ponto v0 de Σ, ou seja,
Gi(v0) = 0.
(i) dGi é um autovetor a esquerda de D.
(ii) Gi é quase-convexa em v0
(iii) dGi(f) ≤ 0.
Considere o problema de Neumann (1.253)–(1.255) onde tomamos P = I e
Q = 0, o que é equivalente a não existir fluxo de através da fronteira de Ω. Assumindo
que o sistema (1.253)–(1.255) admite uma região invariante limitada Σ ⊂ Rn e que D > 0.
Denotamos por σ a quantidade
σ = dλ−M − a
?
mλ. (1.260)
onde λ é o menor autovalor positivo de −∇2 em Ω com condições de Neumann homogêneas,
a = max{|Aj(x, u)|: x ∈ Ω¯, u ∈ Σ, 1 ≤ j ≤ m}, e d denota o menor autovalor da matriz
D, e M = max{|df(u)| : u ∈ Σ}.
O teorema abaixo garante que, num tempo curto, a difusão tende a zero,
prevalecendo a dinâmica populacional dada pelo termo de fonte f(u).
Teorema 1.10.7. Seja σ positivo e seja u qualquer solução tal que todos valores de u0
estão em Σ. então existem constantes ci > 0, i = 1, 2, 3, 4 tais que
�∇x u(., t)�L2(Ω)≤ c1e−σt (1.261)
�u(., t)− u¯(t)�L2(Ω)≤ c2e−σt (1.262)
onde u¯, é a média de u sob Ω, satisfaz o sistema de equações diferenciais ordinárias
du¯
dt = f(u¯) + g(t), u¯(0) = |Ω|
−1
�
Ω
u0(x)dx (1.263)
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onde
|g(t)|≤ c3 e−σt (1.264)
Se as matrizes A1, ..., An são nulas ou se as matrizes A1, ..., An e D são diagonais,
então (1.262) pode ser escrita como
�u(., t)− u¯(t)�L∞(Ω)≤ c4eσ� , (1.265)
onde σ� < σ/m. As constantes c1, c2 e c3 são proporcionais a �∇u0�L2(Ω) enquanto c4 é
proporcional a �∇u0�L∞(Ω). O símbolo |Ω| denota a medida de Ω.
Observe que para σ > 0, a solução u(x, t) fica exponencialmente próxima de sua
média espacial u¯(t). Ou seja, a solução u(x, t) tende rapidamente a tornar-se homogênea
espacialmente.
No caso em que a matriz Q �= O nas condições de contorno (1.255), é feito
uma decomposição do conjunto Ω em duas partes e assumindo a existência de uma
região invariante, é estabelecido um teorema análogo ao anterior. Os detalhes podem ser
encontrados em (CONWAY; HOFF; SMOLLER, 1978).
Abaixo mostraremos que não existem soluções não constantes. Antes, é neces-
sário formalizar a definição de estabilidade para soluções de (1.253). De fato, os atratores
de um sistema de equações diferenciais ordinárias
9w = f(w) (1.266)
são soluções estáveis do sistema (1.253).
As soluções espacialmente independentes de (1.253) satisfazem a equação
(1.266), e reciprocamente, soluções da equação (1.266) são soluções da equação (1.253).
Começemos pelo conceito de solução atratora de (1.266). Lembramos que o conjunto
w−limite de U é a interseção sobre t ≥ 0 dos fechos de todas órbitas de (1.266) começando
em U no tempo t.
Definição 1.10.8. Um conjunto invariante limitado Γ = {γ(t)}, é chamado atrator
para(1.266) se existe um conjunto aberto U ⊃ Γ tal que o conjunto w−limite de U é Γ.
Um bloco atrator B para (1.266) é o fecho de um conjunto aberto limitado tal que se
p ∈ ∂B, então a órbita positiva passando por p está contida no interior de B.
Cada bloco atrator contém um atrator, e que cada atrator é o conjunto maximal
invariante em alguns blocos atratores. Além disso, se f é diferenciável, blocos atrator
podem ser escolhidos tendo bordo suave com o campo de vetores f ser transversal ao
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bordo. De fato, o objetivo aqui é mostrar os atratores de (1.266) são soluções estáveis do
problema (1.253)–(1.254) junto com as condições de Neumann homogêneas
∂u
∂n
= 0 em ∂Ω× R+. (1.267)
Definição 1.10.9. Uma solução limitada Γ = {γ(t)} de (1.266) é dita solução estável
de (1.253),(1.254),(1.267), se para qualquer � > 0, existe δ > 0 e T > 0 tal que se
dist(u¯0,Γ) + �∇u0�L∞(Ω)< δ, então �u(., t)− γ(t)�L∞(Ω)≤ � para t ≥ T.
A definição acima exige que em t = 0, u0 é, em algum sentido, quase constante,
enquanto que o seu gradiente ∇u0 é quase zero.
Teorema 1.10.8. Seja Γ = {γ(t)} um atrator para o sistema (1.266). então se σ > 0, Γ
é uma solução estável de (1.253), (1.254, (1.267).
Suponha σ > 0. Existe uma vizinhança compacta B de Γ tal que Γ é o conjunto
invariante maximal em B, e também f(p) · ν(p) < 0 para p ∈ ∂B onde ν é o normal para
fora. Assim, existe um δ1 > 0 tal que se |g(u, t)|< δ1 para u ∈ ∂B, para todo t ≥ 0, então
(f + g) · ν < 0 em ∂B para t ≥ 0. Escolha u0 tal que �∇u0�L∞(Ω)< δ1, e suponha u¯0 está
em B.
Seja v(t) uma solução de (1.263) com v(0) = u¯0. Aplicando o teorema 1.10.7
concluímos que para t ≥ 0,
�∇u(., t)− v(t)�L∞(Ω)< cδe−σt. (1.268)
Pela escolha de δ1, temos que v(t) não pode estar em B para t ≥ 0. Assim,
segue de (CONWAY; HOFF; SMOLLER, 1978) concluímos que Γ é o conjunto ω−limite
de v em B, assim que para t ≥ T
�∇u(., t)− γ(t)�L∞(Ω)≤ �∇u(., t)− v(t)�L∞(Ω)+�v(t)− γ(t)�L∞(Ω) (1.269)
é pequeno. Portanto Γ é estável, e a verificação deste resultado está completa.
Como consequência do teorema 1.10.7 obtemos um resultado relacionado com
o sistema de equações difusão–reação (1.253) estacionário, isto é, quando ∂u
∂t
= 0. Ou seja,
consideramos as soluções do sistema não-linear elíptico
D∇2u+
m�
j=1
Aj(x, u)
∂u
∂xj
+ f(u) = 0, (1.270)
junto com condições de contorno homogêneas (1.254).
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Se o campo vetorial f não aponta para fora de Σ, então f possui um zero em
Σ. Neste ponto, bem como em qualquer outro zero de f em Σ, é claramente uma solução
de (1.270) e (1.254). O resultado abaixo garante que não existem soluções não constantes
para o sistema (1.270)–(1.267).
Teorema 1.10.9. Seja Σ uma região invariante para (1.270). Se σ > 0, então o problema
de valor de contorno (1.270), (1.267) não possui soluções não constantes em Σ.
Se σ > 0, e v(x) é uma solução de (1.270), junto com a condição de contorno
(1.267), então v é uma solução limitada de
ut = D∇2u+
m�
j=1
Aj(x, u)
∂u
∂xj
+ f(u),
junto com as condições iniciais u(x, 0) = v(x), x ∈ Ω, e as condições de
contorno (1.267). Mas o teorema 1.10.7 implica que v(x) deve ser constante.
O exemplo de ecologia matemática abaixo trata da análise do comportamento
limiar das soluções do sistema (1.253), com condições de fronteira homogêneas de Neumann
(1.267) conforme (CONWAY; HOFF; SMOLLER, 1978).
Exemplo 1.10.10. Considere o seguinte sistema da ecologia matemática
ut = α∇2u+ u f(u, v),
ut = β∇2v + v g(u, v),
(1.271)
onde (x, t) ∈ Ω× R+ ⊂ R2 × R+, com u ≥ 0, v ≥ 0 e α > 0, β > 0.
Ao invés de escrever as formas explícitas de f, g, vamos apenas esboçar seus
conjuntos de zero no quadrante onde (u, v) é positivo. As setas indicam a direção de campo
V = (uf(u, v), vg(u, v)), e mostram que M é um retângulo invariante (CONWAY; HOFF;
SMOLLER, 1978).
Notamos que a origem O e o ponto Q estão atraindo pontos de descanso,
enquanto P é uma sela. A curva marcada S denota a variedade estável de P, isto é, S
consiste de duas órbitas de V, que tendem a P como t→∞, em conjunto com o ponto
P. É claro que as órbitas de V tendem a O ou Q, dependendo se eles começam acima ou
abaixo de S.
Podemos encontrar arbitrariamente vizinhanças estreitas U ⊂ Σ de S tal
que V aponta de S para ∂U e V transversal a ∂U. De fato, de acordo com (CONWAY;
HOFF; SMOLLER, 1978), se W é qualquer vizinhança pequena de S, então em W,S é um
conjunto invariante isolado no sentido de (CONWAY; HOFF; SMOLLER, 1978), e assim
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está contido num bloco isolante B ⊂ W. Mas V pode ser apenas tangente externamente a
B em ∂B. No entanto, o campo de direção rege essa possibilidade.
Supondo que σ = λmin(α, β)−M, é positivo onde λ é o menor autovalor posi-
tivo de−∇2 em Ω com condições de contorno de Neumann homogêneas. Se �∇(u0, v0)�L∞(Ω)
é suficientemente pequeno, então as órbitas dos campos vetoriais não–autônomos V + g(t)
são também transversais a ∂U, onde |g(t)|≤ const.(�∇(u0, v0)�L∞(Ω))e−σt, para todo t > 0.
Assim, se (u¯0, v¯0) está acima de S, e fora de U em Σ, vemos que a solução (1.271)
tende a Q, quando t→∞ exponencialmente, e uniformemente para x ∈ Ω, enquanto se
(u¯0, v¯0) está abaixo de S e fora de u em Σ, a solução tende a (0, 0), novamente numa taxa
exponencial, uniformemente para x ∈ Ω.
1.11 Estágios da Modelagem
Nos próximos capítulos deste trabalho vamos apresentar o desenvolvimento
dos estágios da modelagem analítica proposta. Seguiremos uma sequência de estágios
representando as etapas do modelo, e identificaremos da seguinte forma.
(i) Inicialmente a competição intra-específica, em plantações de variante natural. Assumi-
mos que neste momento temos somente difusão.
(ii) Admitindo a coexistência, já que a variante GM não pretende extinguir a variante
natural, supomos que a dispersão de sementes e a difusão, via vento, ocorre antes da
germinação num tempo curto de um ano aproximadamente. Neste estágio, depois de
assentada não há mais dispersão e ocorre a competição nível de raízes.
(iii) Por fim, desprezamos os efeitos de transporte e difusão, é introduzido ruído ambiental
nas equações da dinâmica.
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2 Modelo Determinístico
Neste capítulo apresentamos o modelo de dinâmica populacional determinístico
representado pelo modelo clássico de Gause-Witt (ANTONELLI; BRADBURY, 1996) con-
jugado com o crescimento orgânico, juntamente com o contexto de interação, representado
pelos coeficientes Γijk, os quais representam interações ecológicas clássicas, representando
o primeiro estágio do nosso processo de modelagem matemática. Numa lavoura deve ser
observada o processo de competição, em particular, abordaremos a competição intra-
específica, isto é, a competição entre o organismo natural e sua variante geneticamente
modificada. Como uma primeira abordagem para estimar o impacto ambiental da variante
geneticamente modificada, abordaremos os seus efeitos sobre as culturas semelhantes numa
vizinhança onde foram plantadas, o que torna o modelo mais realista, pois num segundo
momento, os grãos não serão considerados somente como uma população, mas são sementes
que crescem organicamente.
2.1 Princípio da Exclusão Competitiva
O princípio da exclusão competitiva (GAUSE; WITT, 1935) já indica um
provável decréscimo da biodiversidade. Se duas espécies competidoras coexistem num
ambiente estável, então elas o fazem como resultado da diferenciação de nichos. Em
ecologia, as maneiras pelas quais tolerâncias e necessidades interagem na definiçao de
condições e recursos necessários a um indivíduo ou uma espécie a fim de cumprir seu modo
de vida é chamada de nicho (HARPER, 1977; TOWNSEND; BEGON; HARPER, 2006).
Entretanto, se não existe tal diferenciação ou se ela for obstruída pelo hábitat,
então um dos competidores irá eliminar ou excluir o outro. Não estamos assumindo está
condição, ou seja, a competição é suave, mais como um confronto do que uma guerra
aberta (HUTCHINSON, 1978).
Num espaço trofodinâmico através com múltiplas espécies convivem e interagem,
competindo por recursos, adotaremos o modelo competitivo de Gause-Witt (GAUSE;
WITT, 1935) do sistema de Volterra-Hamilton cujo os coeficientes de interação Gijk são
dependentes dos produtos xi.
Neste momento precisamos estabelecer o sistema de equações diferenciais
que será nosso modelo matemático determinístico do qual combinaremos o conceito de
produtividade líquida de Whittaker. O conceito de “quantité de vie” (VOLTERRA, 1937)
proposto por V. Volterra em 1937 considera xi(t) como o produto gerado por cada
população i em um tempo t.
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Definição 2.1.1. A variável de Volterra é definida como
xi(t) = ki
�
Ni(t) dt (2.1)
a constante ki representa a taxa per capita média sobre a população.
Combinando as equações de dinâmica populacional e interativa baseada em
George Evelyn Hutchinson (HUTCHINSON, 1978) com a equação de produção de V.
Volterra (2.1), estabelecemos o sistema de equações diferenciais conhecido como sistema
de Volterra-Hamilton. Por mais de vinte anos estes sistemas tiveram um papel impor-
tante em teorias matemáticas em Ecologia, Evolução e Desenvolvimento (ANTONELLI;
BRADBURY, 1996).
Indicamos que os resultados aqui apresentados podem ser consultados em
(ANTONELLI; RUTZ; JUNIOR, 2013).
Definição 2.1.2. Seja (xi, Ni) coordenadas naturais no fibrado tangente. Considere o
sistema de equações diferenciais ordinárias de segunda ordem
dxi
dt = k(i)N
i, (sem soma)
dNi
dt = −Γ
i
jkNjNk + rijNj + ei,
(2.2)
onde todos coeficientes dependem, possivelmente, de xi, Ni, t; as n3 funções Γijk são
homogêneas de grau zero em N i; e assumimos condições iniciais suaves xi0, Ni0, t0. O
sistema acima é conhecido como sistema de Volterra–Hamilton.
As coordenadas xi são as variáveis de produção de Volterra, cuja taxas percapita
constantes são ki, enquanto a segunda parte do sistema é uma descrição de como as
diferentes populações Ni ≥ 0 crescem rij , interagem Γijk e reagem ei a influências externas.
Os coeficientes Γijk representam as interações entre as populações Ni, bem como
os termos de auto-inibição logísticos. Quando os coeficientes Γijk são constantes, estaremos
representando as interações ecológicas clássicas. Se os coeficientes Γijk dependem dos
produtos xi de cada população representam as interações metabólicas, e se dependem de
proporções Ni/N j representam as interações sociais. Desta forma, a proposta de modelagem
matemática através dos sistemas de Volterra-Hamilton fornece um modelo matemático
adequado para representação da Trofodinâmica analítica.
2.2 Produtividade Líquida
Na seção anterior abordamos a modelagem da dinâmica populacional utilizando
Gause-Witt. Nesta seção nos propomos a utilizar o conceito de produtividade líquida do
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ecossistema e de crescimento líquido Whittaker (WHITTAKER et al., 1970) como uma
generalização do crescimento orgânico de Gompertz.
No presente contexto, estas equações representam uma plantação de duas
variantes de uma mesma espécie, e a quantidade xi é a produção primária total de
unidades modulares, tais como grãos, folhas, etc., para a i-ésima espécie. O número de
tipos de unidades modulares é menor ou igual ao número de espécies, e permanecerá
inespecífico a menos que seja dito o contrário. Notemos que a interação entre espécies
ocorre geralmente entre as mesmas unidades modulares, ou seja, raízes versus raízes, folhas
versus folhas.
Uma medida mais útil da produtividade é a produtividade líquida do ecossis-
tema, de Whittaker (veja (WHITTAKER et al., 1970)), que, expressa para populações
modulares, é dy
i
dt definida abaixo.
Definição 2.2.1. A produtividade líquida é definida pela taxa
dxi
dt = R
i
o + k(i)
dyi
dt = k(i) N
i, (2.3)
onde Rio é a i-ésima taxa de respiração, reparo and manutenção, assumida como constante.
Quando N i se aproxima de um ponto de equilíbrio estável Ni∗ in (2.2) a produti-
vidade líquida do ecossistema tende a zero. De fato, quando Ni = Ni∗ temos que
dyi
dt = 0, de
forma que
Ni = Ni∗ +
dyi
dt . Substituindo a última equação na segunda equação do sistema (2.2),
assumindo ei = 0 obtemos
d2yi
dt2 + Γ
i
jk
ˆ
Nj∗ +
dyi
dt
˙ˆ
Nk∗ +
dyi
dt
˙
− λδij
ˆ
Nj∗ +
dyi
dt
˙
= 0
d2yi
dt2 + Γ
i
jkNj∗Nk∗ + Γijk
dyi
dt N
k
∗ + ΓijkNj∗
dyk
dt + Γ
i
jk
dyj
dt
dyk
dt − λδ
i
jNj∗ − λδij
dyj
dt = 0
d2yi
dt2 + Γ
i
jk
dyj
dt
dyk
dt +
`
2ΓijkNk∗ − λδij
˘ dyj
dt + Γ
i
jkNj∗Nk∗ − λδijNj∗ = 0
(2.4)
onde o último termo é igual a dN
i
dt = 0 quando N
i = Ni∗.
Substituindo (2.3) em (2.2) obtemos as equações para a produtividade líquida
do ecossistema. Ou seja,
d2yi
dt2 + Γ
i
jk
dyj
dt
dyk
dt +
`
2ΓijkNk∗ − λδij
˘ dyj
dt = 0, (2.5)
onde assumimos rij = λδij, λ > 0 e ki = 1.
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Como foi mencionado, a proposta de estimar a produtividade através da
produtividade líquida de Whittaker, considera a equação clássica do crescimento orgânico
de Gompertz, a qual estima o crescimento final, conhecendo-se os dados iniciais. A proposta
via Whittaker torna-se mais realista, pois num certo estágio, tudo o que é produzido serve
para reparar, o que é chamado de manutenção ou respiração em biologia.
Com a presença de um termo extra, o qual diminui as taxas de crescimento,
e desta forma, para ambas espécies y1 e y2, diminui o crescimento devido a competição,
isto é, há um prejuízo. Mesmo com a competição, as espécies não se eliminam, convivem
competindo, por hipótese, num equilíbrio estável.
Assim podemos estabelecer os conceitos abaixo.
Definição 2.2.2. A equação da produtividade líquida do ecossistema é dada pela equação
diferencial ordinária (2.5).
A partir da equação diferencial (2.5) acima, apresentamos na próxima seção,
uma solução para a equação diferencial do crescimento líquido.
Definição 2.2.3. Definimos as taxas de crescimento líquidas como o coeficientes do termo
linear da equação diferencial ordinária (2.5)
r˜ij = 2ΓijkNk∗ − λδij (2.6)
com i, j, k ∈ {1, 2}.
A equação diferencial ordinária (1.17) possui similaridade com a equação (2.5).
De fato, as equações para o crescimento líquido generalizam as equações de Gompertz,
permitindo compor a dinâmica populacional e o processo de produção orgânica num único
sistema de equações diferenciais acima. Obtemos uma nova taxa de crescimento, a taxa de
crescimento líquida, a qual surge devido a conjugação das interações dadas por Γijk com a
equação diferencial da produção líquida de Whittaker dada por (2.3).
2.3 Solução para a Equação do Crescimento Líquido
Para exibir uma solução para a equação diferencial do crescimento líquido,
adotamos o procedimento de substituir dy
i
dt = z
i na equação diferencial (2.5). Os pontos
de equilíbrio Nk∗ , são obtidos do sistema de Volterra-Hamilton (2.7) abaixo

dN1
dt = λN
1
„
1− (α1 + β1
λ
)N1 − β2
λ
N2

dN2
dt = λN
2
„
1− (α2 + β2
λ
)N2 − β1
λ
N1
 (2.7)
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onde 
N1∗ =
K1 − δ1K2
1− δ1δ2
N2∗ =
K2 − δ2K1
1− δ1δ2
(2.8)
com coeficientes dados por
K1 =
1
α1 + β1λ
,
K2 =
1
α2 + β2λ
,
δ1 =
k1β2
λ
,
δ2 =
k2β1
λ
(2.9)
com pontos de equílibrio dados pelas expressões abaixo
N1∗ =
λα2
λα1α2 + α1β2 + α2β1
N2∗ =
λα1
λα1α2 + α1β2 + α2β1
(2.10)
resultando nas equações de produtividade líquida do ecossistema. Por exemplo, para i = 1
temos que (2.6) pode ser escrita como
r˜1j = 2Γ1jkNk∗ − λδ1j (2.11)
d2y1
dt2 +
`
2Γ1jkN1∗ − λδ1j
˘ dyj
dt = 0, (2.12)
onde Γ1jk = Γ1j1 = Γ111 = λα1 + β1, obtendo
d2y1
dt2 +
„
2(λα1 + β1)
ˆ
λα2
λα1α2 + α1β2 + α2β1
˙
− λ

dy1
dt = 0, (2.13)
enquanto que para j = 2 temos que
d2y2
dt2 +
`
2Γ2jkNk∗ − λδ2j
˘ dy2
dt = 0, (2.14)
onde Γ2jk = Γ2j2 = Γ222 = λα2 + β2, obtendo
d2y2
dt2 +
„
2(λα2 + β2)
ˆ
λα2
λα1α2 + α1β2 + α2β1
˙
− λ

dy2
dt = 0. (2.15)
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Considerando os termos quadráticos aproximadamente nulos na equação (2.5)
obtemos, para tempo grande, a solução aproximada para o crescimento líquido dada pelas
equações abaixo

y1(t) = A1 − a
1
1
λ
„
1 + β2
α2
+ β1
α1

exp −λ
2α1α2
(λα1α2 + β1α2 + α1β2)
t− a
1
2
λ
exp(−λt)
y2(t) = A2 − a
2
1
λ
„
1 + β2
α2
+ β1
α1

exp −λ
2α1α2
(λα1α2 + β1α2 + α1β2)
t− a
2
2
λ
exp(−λt)
,
(2.16)
onde A1, A2, a11, a21 são constantes reais.
Observemos que derivando a expressão (2.16) acima, obtemos
dy1
dt =
a11
λ
„
1 + β2
α2
+ β1
α1

λ2α1α2
(λα1α2 + β1α2 + α1β2)
exp −λ
2α1α2
(λα1α2 + β1α2 + α1β2)
t+a12 exp(−λt)
(2.17)
onde, para t = 0 a expressão (2.17) acima, obtemos
dy1
dt (0) =
a11
λ
„
1 + β2
α2
+ β1
α1

λ2α1α2
(λα1α2 + β1α2 + α1β2)
+ a12 (2.18)
a qual é positiva. Derivando mais uma vez, obtemos
d2y1
dt2 = −
a11
λ
„
1 + β2
α2
+ β1
α1

λ2α1α2
(λα1α2 + β1α2 + α1β2)
λ2α1α2
(λα1α2 + β1α2 + α1β2)
exp −λ
2α1α2
(λα1α2 + β1α2 +
−λ a12 exp(−λt)
(2.19)
onde, para t = 0 é negativa, pois
d2y1
dt2 (0) = −
a11
λ
„
1 + β2
α2
+ β1
α1

λ2α1α2
(λα1α2 + β1α2 + α1β2)
λ2α1α2
(λα1α2 + β1α2 + α1β2)
−λ a12 < 0.
(2.20)
De forma análoga, obtemos os resultados para y2(t) e dy
2
dt (0) e
d2y2
dt2 (0).
2.4 Próximo Estágio da Modelagem
Diante do que foi exposto acima o crescimento líquido tende a zero quanto
t cresce. A próxima etapa da modelagem vamos considerar que os fatores de difusão e
transporte dados pelo vento ou pela chuva conduzem uma grande difusão nos cultivos, e
numa área pequena, teremos uma difusão equipada com coeficientes D1 e D2 relativamente
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grandes sobre uma região com área pequena formada pelos campos vizinhos onde estão as
duas plantações.
A teoria de Conway–Hopf–Smoller para sistemas de equações diferenciais
parciais mostrou que o sistema D-R-T atinge um estado estacionário homogêneo. Neste
momento da modelagem, vamos considerar que C1 e C2 serão exatamente as médias
espaciais sobre os dois campos cultivados.
Além disso, após um certo período de tempo, o crescimento médio líquido se
torna pequeno o suficiente para que os termos quadráticos em (2.5) desprezíveis. É desta
forma que obtemos uma aproximação linear para o crescimento líquido (média sobre o
espaço) y1(t) dado acima. Do mesmo modo, obtemos resultados similares para y2(t). Neste
estágio da modelagem, quase toda a energia disponível no sistema ecológico, vai para
manutenção e reparos.
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3 Modelo de Difusão–Reação–Transporte
Neste capítulo apresentamos a modelagem matemática com a introducao do
vento como fator dispersivo e a difusão seguindo a teoria CHS mencionada anteriormente.
Mesmo que o vento constante seja muito intenso, ou seja βi, com a = max
i
βi
estamos assumindo que o coeficientes de difusão Di sejam grandes, e desta forma, mesmo
que a mistura entre as plantações de espécies C1 e C2 ocorra somente na plantação C2, e
como estamos considerando que os termos de difusão Di são grandes, essa mistura ficará
distribuída uniformemente em todo conjunto Ω.
3.1 Modelo Matemático
Continuando com o esquema clássico de interação com coeficientes constantes,
consideremos duas variedades de uma semente pequena, uma natural e outra geneticamente
modificada. Os dois tipos de sementes são plantadas em dois campos retangulares adjacentes
dados num tempo inicial. O tipo #1 se refere ao campo #1 e o mesmo para o tipo #2.
Contudo, vento e chuva, ou outros fatores similares, como por exemplo, pássaros, humidade
atmosférica podem transportar as pequenas sementes dos seus campos originais, de modo
que a competição ocorre onde as sementes estão misturadas.
Esse mecanismo ocorre em ambos os campos, onde as sementes continuam a
crescer. Vamos proceder neste estágio da modelagem de acordo com a teoria da Difusão-
Reação-Transporte de E. Conway, D. Hoff e J. Smoller CHS (CONWAY; HOFF; SMOLLER,
1978), a qual fornece a principal base matemática para a nossa proposta de modelagem.
Usando coordenadas cartesianas retangulares X e Y para localizar as posições
dentro dos campos (lavouras) , tomadas para formar um retângulo, e supondo que exista
uma barreira em torno do perímetro (contorno) dos dois campos plantados, assim que
a condição de Neumann chamada sem fluxo na fronteira é aplicada nossas equações do
modelo tomam a seguinte forma
∂tN1 = D1 ΔX,Y (N1) + β2 k∂XN1 + λN1 − (λα1 + β1)(N1)2 − β2N1 N2,
∂tN2 = D2 ΔX,Y (N2) + β1 k∂XN2 + λN2 − (λα2 + β2)(N2)2 − β1N1 N2,
(3.1)
onde o operador Laplaciano Euclidiano ΔX,Y é o mesmo em ambas equações. De acordo
com (1.253) apresentamos abaixo a nossa proposta de modelagem para um sistema de
difusão–reação–transporte entre duas espécies C1, representando a espécie geneticamente
modificada, e C2 a espécie natural, com C i(t) denotará a média espacial sobre os cultivos
Ni(t), com i = 1, 2.
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No modelo admitimos que C1 sendo geneticamente modificado é o cultivo mais
produtivo e resistente e portanto é mais competitivo do que C2.

∂C1
∂t
= D1∇2C1 + kβ2∂C
1
∂x
− (λα1 + β1)(C1)2 − β2C1C2 + λ C1
∂C2
∂t
= D2∇2C2 + kβ1∂C
2
∂x
− (λα2 + β2)(C2)2 − β1C1C2 + λ C2
(3.2)
onde denotamos por x = (x, y) ∈ R2, ∇2 = Δ = ∂
2
∂x2
+ ∂
2
∂y2
como o operador Laplaciano,
e de acordo com a notação estabelecida anteriormente, a matriz D abaixo
D =
«
D1 0
0 D2
ff
(3.3)
com D1, D2 > 0 representa a matriz dos coeficientes de difusão, a matriz A = (Aij)
A =
«
kβ2 0
0 kβ1
ff
(3.4)
com β1, β2 > 0 representando os termos de transporte (vento, água) e
f(u) = f(C1, C2) = (−(λα1+β1)(C1)2−β2C1C2+λ C1,−(λα2+β2)(C2)2−β1C1C2+λ C2)
(3.5)
é o mecanismo de interação entre C1 e C2.
Neste modelo estamos admitindo que λ1 = λ2 = λ e que por conveniência
temos que k = 1. Lembramos aqui que de acordo com o Corolário 1.10.6, o nosso modelo
admite um retângulo invariante Ω como região invariante Σ. Vamos admitir mais algumas
hipóteses no modelo.
Hipótese 3.1.1. Exigimos que o parâmetro d = min(D1, D2) seja grande.
Hipótese 3.1.2. A área(Ω) seja pequena.
Hipótese 3.1.3. Para i = 1, 2, ∂Ci
∂�n
= 0 em ∂Ω× R+.
A hipótese acima afirma que não existe fluxo nas condições de fronteira em
Ω para todo tempo t positivo, com �n denotando o vetor normal apontando para fora
na fronteira ∂Ω. Façamos algumas considerações sobre os coeficientes de transporte no
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Modelo. Consideremos Aj(x, u) sendo uma função contínua com valores matriciais. Do
sistema (3.2) acima, temos que
2�
j=1
Aj
∂Cj
∂Xi
= A1i
∂C1
∂Xi
+ A2i
∂C2
∂Xi
(3.6)
com Xi representando as direções X ou Y no plano. Assim temos a matriz abaixo
representando os coeficientes de transporte no Modelo.
A =
»—– A11 A21
A12 A
1
2
fiffifl =
»—– kβ2 0
0 kβ1
fiffifl (3.7)
Os termos de transporte Aj1 acima, com A11 = kβ2 e A21 = kβ1, e os demais coeficientes
nulos, é uma maneira simples de implementar os efeitos biológicois e/ou físicos do vento
no Modelo, causando ou permitindo a competição entre as plantações do tipo #1 e sua
modificação genética #2. De fato, aqui assumimos que, se o vento, na direção X, persiste, a
competição ocorre entre elas. E o recíproco também é válido, se #1 e #2 estão competindo,
então existe uma ação do vento no modelo.
Hipótese 3.1.4. O vento de oeste para leste seja constante. A intensidade do vento na
direção Y = constante é nula. Isto é, temos que A = (Aij), i = 1, 2,
∂C i
∂�n
= 0 em
∂Ω× R+.
q
Y
X
#1 #2 Σ
−→n
−→n
Figura 2 – Região Invariante Σ do Modelo
Uma predição deste modelo apresenta que ambas capacidades de suporte são
reduzidas. Ou seja, temos dois campos repetidos, ambos retirados suavemente. Suas
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respectivas capacidades de suporte K1 e K2 são reduzidas devido aos efeitos da competição.
No início do plantio, as sementes são plantadas e em seguida, então agem os efeitos de
vento e chuva, ambos numa direção fixada. Os efeitos da difusão são acrescentados para
redistribuição de sementes e neste momento elas estão misturadas e plantadas.
Se βi = 0, não existe vento no modelo, ou seja, não existe a mistura entre as
populações C1 e C2, desta forma, não existe competição. Os resultados apresentados sobre
o modelo de parâmetros agrupados garantem que num intervalo de tempo relativamente
curto, todo sistema de D–R–T se assenta uniformemente num estado estacionário estável
em toda parte, o qual se caracteriza pelo subsistema determinístico abaixo a partir do
sistema (3.2).
Façamos algumas observações sobre os coeficientes deste Modelo. Nas duas
equações do sistema (3.1) acima, a constante k foi introduzida nos coeficientes de transporte
β1k e β2k para indicar que os termos de competição do Modelo, β2 C1 C2 e β1 C1 C2 é
induzida pelo transporte, mas não necessariamente tem os mesmos coeficientes.
O sistema competitivo acima implica na existência de um equilíbrio estável
positivo, ou que uma das variantes não elimina a outra no tempo. Isto representa o fato
de que geralmente os organismos geneticamente modificados afetam outros organismos
próximos, mas não o eliminam.
Para justificar a presença dos termos de auto-inibição −(λα1 + β1)(C1)2 e
−(λα2 + β2)(C2)2 na parte de reação do modelo acima, devemos considerar que, uma vez
introduzida no ambiente, a variante GM sendo artificial, ela segue um processo natural.
Como tal, ela deve ter custo efetivo.
No modelo proposto, estamos assumindo que os coeficientes de difusão D1, D2
são grandes, com d = min(D1, D2) e na região invariante Σ, a qual representa as populações
C1 e C2. Temos que M = max(J f)Σ = max|df |, com df representa o gradiente da função
f e A representa o primeiro auto-valor não-nulo do Laplaciano Δ no plano euclidiano,
o qual é aproximadamente 1
ρ2
, com ρ é o diâmetro do retângulo Ω ⊂ R2 que no nosso
modelo é um retângulo, e de fato, estamos considerando que a região invariante Σ ⊂ Ω.
O parâmetro a = max(β1, β2). Desta forma, apresentamos o resultado abaixo.
Teorema 3.1.1. Nosso modelo (3.2), o parâmetro σ = dA−M −a
?
2A é positivo e assim
garantimos a que todo atrator de (1.253) é uma solução assintoticamente estável de (3.2).
Temos que a função f : R2 → R2 é dada por
f(N1, N2) = (f 1, f 2) = (−(α1 + β1)(C1)2 − β2C1C2 + λ1C1,−(α2 + β2)(C2)2 − β1C1C2 +
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λ2C
2) e desta forma a matriz Jacobiana Jf é dada por
Jf =
»———–
∂f 1
∂N1
∂f 1
∂N2
∂f 2
∂N1
∂f 2
∂N2
fiffiffiffifl (3.8)
que toma a seguinte forma
Jf =
»—– λ− 2(λα1 + β1)N1 − β2N2 −β1N2
−β2N1 λ− 2(λα2 + β2)N2 − β1N1
fiffifl (3.9)
A seguir apresentamos um teorema e algumas observações a ele associadas. O
conceito de funcional de custo de produção pode ser associado com tais sistemas dinâmicos
e maiores detalhes podem ser encontrados em (ANTONELLI; BRADBURY, 1996) e nas
referências nele contidas.
O sistema D-R-T proposto atingirá, durante um tempo suficientemente longo,
uma solução estável homogênea espacialmente, como um resultado da teoria CHS apre-
sentada no Capítulo 2. Se C i(t) denota a média espacial sobre os campos compostos por
N1(t), N 2(t), então a teoria CHS afirma que
dC i
dt = f
i(C1, C2) +O(e−σt) (3.10)
com f i sendo a mesma parte de reação, sem efeitos de difusão e de transporte, apenas
os termos determinísticos competitivos acima, mas com N i sustitud´o por C i. Ou seja,
a difusão e os processos de transporte desaparecem com o tempo. Desta forma, se σ é
grande, o sistema se reduz ao estudo de uma equação diferencial linear, bi-dimensional de
primeira ordem caracterizando C i(t).
Usando equações de produção de Volterra dxi/dt = C i, observando que neste
estágio da modegem, as variáveis de produção xi são representam as mesmas variáveis do
sistema de Volterra-Hamilton (2.2), sendo consideradas como as médias espaciais sobre os
campos compostos.
Estas equações serão convertidas em curvas autoparalelas de uma conexão Wag-
ner na geometria Finsler (ANTONELLI; ZASTAWNIAK, 1999). No capítulo 1 mostramos
que a conexão de Wagner é métrizável, e desta forma existe um funcional custo F (x,C)
que é constante ao longo das trajetórias de produção médias (x1(s), x2(s)), onde s é o
parâmetro de produção dado por ds = eλt dt como no capítulo 1.
Teorema 3.1.2. O funcional de custo de produção, F (x,C), é constante ao longo das
trajetórias da equação diferencial 3.10). Isto quer dizer que, dF/ds = 0, ao longo das
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soluções, com
F (x,C) = eQ(x) (dx
2/ds)1+1/λ
(dx1/ds)1/λ , (3.11)
e Q(x) = −(α1 + β1)(x1) + [(1 + λ)α2 + β2]x2, com x = (x1, x2). Neste caso temos que o
tensor métrica Finsler gij segue abaixo
g11 =
ˆ
1 + 2
λ
˙ˆ
1
λ
˙ˆ
y2
y1
˙2+ 2
λ
· e2Q(x1,x2)
g22 =
ˆ
1 + 2
λ
˙ˆ
1
λ
+ 1
˙ˆ
y2
y1
˙ 2
λ
· e2Q(x1,x2)
g12 = g21 = −2
ˆ
λ+ 1
λ2
˙ˆ
y2
y1
˙1+ 2
λ
· e2Q(x1,x2)
(3.12)
g = e4Q(x)
ˆ
λ+ 1
λ2
˙ˆ
y2
y1
˙2+ 4
λ
(3.13)
utilizamos a raiz quadrada de (3.13)
?
g = e2Q(x)
c
λ+ 1
λ2
ˆ
y2
y1
˙1+ 2
λ
(3.14)
com curvatura escalar K = 0 de acordo com (ANTONELLI; RUTZ, 2007).
Demonstração. Aplicando o Teorema de Euler para funções homogêneas, temos que
F¯ 2 = e2 Q(x) gij yi yj com o tensor métrico gij é dado como está no Teorema 1.7.1 e
a expressão para o funcional F (x,C) é dada por 3.11, com x = (x1, x2). Pelo axioma
de metricidade da conexão de Wagner, substituindo o símbolo de diferenciação | por
|w temos que (e2 Q gij)|w = 0. Também pelo fato de que os vetores yi são tangentes ao
fluxo das curvas autoparalelas da conexão de Wagner (1.2 ), também temos que yi|w = 0.
Portanto, aplicando a diferenciação horizontal com relação a conexão de Wagner, em
F¯ 2 = e2 Q(x) gij yi yj obtemos 2
dF¯
ds F¯ = 2
dQ
ds e
2 Q(x)(e2 Q gij)|w = 0 implicando em
dF¯
ds = 0
como desejado.
Neste momento, discutimos algumas observações sobre o resultado acima. A
taxa de crescimento intrínseca λ é a mesma para #1 e #2, e forma que ds = e−λtdt conduz
a reparametrização das curvas de produção por s. Sem os efeitos de vento, chuva e difusão,
o funcional custo F (x,C) é o mesmo como no teorema acima, mas com os β’s iguais a
zero, isto é, β1 = β2 = 0. Neste caso, como veremos no próximo capítulo, a dinâmica fica
reduzida a duas equações logísticas separadas cada uma com taxa de crescimento λ e
capacidades de suporte 1
α1
e 1
α2
, respectivamente.
Aqui observemos que como consequência do modelo competitivo, ao longo do
tempo, a capacidade de suporte de cada tipo foi reduzida. Sem competição, ou seja, sem
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mistura, o sistema resultante é do tipo logístico e as capacidades de suporte seriam obtidas
ao longo prazo. De fato, as capacidades de suporte após os efeitos de competição para C1
e C2 são dadas respectivamente por 1
α1 + β1/λ
e 1
α2 + β2/λ
, e a razão para o seu valor
ser reduzido é que a competição entre as plantas provoca perda na produção dos cultivos
quando comparado com os cultivos originais com campos isolados #1 e #2.
3.2 Discussão Biológica dos Resultados
Para estimar o impacto da cultura geneticamente modificada #1 em sua variante
natural#2, propomos avaliar a diferença entre o crescimento líquido em (2.16) e o mesmo
considerado sem os efeitos da competição. Faremos isto considerando β1 e β2 pequenos,
mas não iguais a zero. Desta forma obtemos o sistema de equações

yˆ1(t) ≈ A1 − a
1
1
λ
e−λt − a
1
2
λ
e−λt,
yˆ2(t) ≈ A2 − a
2
1
λ
e−λt − a
2
2
λ
e−λt.
(3.15)
Assim, o efeito da competição entre a variante GM × variante natural, para
um tempo grande, é dado pela diferença yˆi(t)− yi(t).
Desta forma obtemos a equação
yˆi − yi ≈
ˆ
β1
α1
+ β2
α2
˙
e−λ
2α1α2t/(λα1α2+β1α2+α1β2) (3.16)
que servirá para analisarmos os efeitos da competição em ambas variantes. Observemos
que, como foi dito anteriormente, podemos concluir como um resultado deste modelo
matemático de competição induzida pelo transporte que ambas plantações #1 e #2 serão
igualmente afetadas, mas esperamos que a capacidade de suporte da plantação GM #1
seja maior do que a plantação natural #2, e portanto sendo a mais impactada.
3.2.1 Caso λ >> 1
Neste caso, observando a equação (3.16) podemos concluir que, se λ >> 1,
a taxa constante no expoente será aproximadamente igual a 1. De fato, dividindo no
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expoente da equação (3.16), ambos numerador e denominador, por λ, obtemos
−λ2α1α2t
λ
/
λα1α2 + β1α2 + α1β2
λ
− −λα1α2t
α1α2 + β1α2+α1β2λ
(3.17)
Assim, como t é monotonicamente crescente, a diferença (3.16) tende a zero.
Mas, num contexto biológico, temos que o intervalo entre o plantio e colheita dos cultivos
é pequeno, e, as espécies que fazem sentido econômico na produção de variantes GM,
otimizando a produção, não possuem caracteristicamente taxa de crescimento intrínseca λ
alta. Neste caso, devemos observar diferenças significativas nesses casos.
3.2.2 Caso λ pequeno e β1 e β2 grandes
Por outro lado, se a taxa de crescimento λ é pequena e os coeficientes β1 e
β2 são grandes na equação (3.16), o termo exponencial se torna próximo de 1. Este é
o caso de interesse. Notando que os coeficientes αi são os inversos das capacidades de
suporte do sistema logístico original, e que βi são os coeficientes de interação para a
j−ésima variante, concluímos que as diferença (3.16) acima essencialmente será dado pelo
coeficiente de interação grande, ou impacto da competição da variante GM na variante
natural, multiplicado pela capacidade de suporte grande da variante GM.
3.3 Terceiro estágio da Modelagem
Após conjugarmos a dinâmica competitiva de Gause-Witt e a produção líquida
de Whittaker concomitantemente com o mecanismo de dispersão de sementes, o próximo
estágio na modelagam proposta será adicionar ruído branco a fim de dar conta de flutuções
climáticas e outros efeitos ambientais.
Temos uma competição estável admitindo a co-existência das espécies C1, C2
de acordo com o teorema de Gause–Witt. De acordo com exposto nos capítulos anteriores,
o nosso modelo é obtido como uma aproximação, ou seja, todo atrator de (3.18) é uma
solução assintoticamente estável da (3.1) com um norma adequada. Temos as seguintes
equações que descrevem a dinâmica competitiva entre plantações naturais e plantações
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transgênicas

dx1
dt = k1C
1
dx2
dt = k2C
2
dC1
dt = −(λ α1 + β1)(C
1)2 − β2C1C2 + λ C1
dC2
dt = −(λ α2 + β2)(C
2)2 − β1C1C2 + λ C2
(3.18)
Fazendo uma mudança de parâmetro adequada, adicionaremos ruído ambiental
nas equações acima (3.18 )de forma que o novo sistema se torne compatível com a noção
geométrica adequada. Faremos uso das técnicas da análise estocástica em variedades para
analisar os resultados. Pretendemos tornar isso mais claro no pŕoximo capítulo.
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4 Modelagem Estocástica
O objetivo deste capítulo é analisar o comportamento do modelo proposto com
a adição de ruído ambiental na dinâmica. Esta ação de adicionar ruído contempla alguns
fatores na modelegam, como flutuações climáticas e outros efeitos ambientais, tornando
assim o modelo mais realista.
É importante observar que sem os efeitos de chuva e/ou vento e difusão, ou
seja, vamos considerar os coeficientes β’s desprezíveis, mas não-nulos, a dinâmica será
reduzida a dois sistemas logísticos separados, logístico duplo, cada um com tendo como
taxa de crescimento λ e capacidade de suporte 1
α1
e 1
α2
, respectivamente. O sistema de
equações diferenciais determinísticas que definem o modelo (3.1) serão perturbadas por
um ruído adequado. Faremos uso da geometria Finsler equipado com uma conexão do tipo
Wagner. Informações qualitativas são exibidas analisando o sistema composto por quatro
equações escritas em termos de xi e C i, com i = 1, 2 fornecendo assim uma discussão
biológica dos resultados. As referências indicadas neste capítulo são (ANTONELLI; RUTZ,
2007), (ANTONELLI; ZASTAWNIAK, 1999).
4.1 Dinâmica Determinística
Após os efeitos de chuva, pássaros e/ou ventos que misturam as duas populações
modeladas pelo sistema de difusão-reação-transporte, continuamos a investigar o nosso
sistema biológico proposto anteriormente considerando que a mistura entre as sementes foi
realizada até atingirmos uma distribuição uniforme sobre toda região considerada. Neste
momento estamos assumindo que no modelo (3.10), de acordo com a teoria Conway Hopf
Smoller, contida no capítulo 1, a parte de reação f i(C1, C2) prevelecerá no tempo, após os
efeitos de uma difusão rápida numa área pequena.
Como no capítulo anterior, a variável C i(t) denota a média espacial sobre os
campos N i(t), e assim as equações da dinâmica que prevalecem após os efeitos de difusão
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e transporte tem a seguinte forma
dx1
dt = C
1
dx2
dt = C
2
dC1
dt = λC
1 − (λα1 + β1)(C1)2 − β2C1C2
dC2
dt = λC
2 − (λα2 + β2)(C2)2 − β1C1C2
(4.1)
onde βi > 0 são os coeficientes de transporte indicado no modelo.
Observe que, se os termos de transporte são nulos, isto é, βi = 0, para i = 1, 2,
o sistema (4.1) é convertido num sistema logístico duplo,
dxi
dt = C
i,
dC i
dt = λC
i(1− αiC i),
(4.2)
Adicionaremos ruído branco nas equações do sistema GM × natural (4.1) acima.
Nesta seção pretendemos introduzir ruído branco nas equações de produção
geradas pelo sistema de Volterra–Hamilton associado (4.1), fazendo uso desses sistemas de
equações diferenciais e alguns conceitos geométricos envolvendo teoria KCC e a geometria
projetiva numa classe de espaços Finsler (Mn, F (x, y)), com x = (xi) como coordenadas
locais e y = (yi) como vetores tangentes, onde Gijk dependem apenas de x = (xi), chamados
espaços de Berwald. Estas equações de produção geradas serão curvas paralelas na conexão
de Wagner associada com esta interação, ver (ANTONELLI; ZASTAWNIAK, 1999).
Os sistemas de Volterra–Hamilton estão relacionados a uma classe de conexões
Finsler conhecida como conexões de Berwald, a qual surge localmente das equações geodési-
cas da função métrica Finsler L na qual os tensores torção e curvatura são instrinsecamente
dados pelas equações das próprias geodésicas.
4.2 Introdução de Ruído na Dinâmica
Adicionaremos efeitos de ruído branco no modelo, afim de dar conta de aspectos
não considerados no modelo proposto anteriormente, tais como outros mecanismos de
dispersão como água, pássaros e mesmo flutuações na dispersão considerada (vento). De
fato, perturbando as equações determinísticas de (4.1) temos que os termos de ruído estão
diretamente relacionados com a estrutura métrica do espaço.
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O teorema 3.1.2 do capítulo garante que o funcional custo F (x,C) dado por
(4.3) é constante ao longo das trajetórias de (3.10). Neste momento, sem os efeitos de
transporte e difusão, temos um novo funcional custo F (x,C) para o sistema (4.2) terá os
coeficientes β1 = β2 iguais a zero.
Definição 4.2.1. A função métrica para o sistema GM × natural (4.2) é dada por
F (x,C) = eQ(x) L(C) (4.3)
onde Q(x) = −(α1+β1)(x1)+[(1+λ)α2+β2]x2 e L(C) = (dx
2/ds)1+1/λ
(dx1/ds)1/λ , onde x = (x
1, x2)
e C = (C1, C2).
Neste momento é necessário introduzir uma terminologia para o polinômio
Q(x).
Definição 4.2.2. O polinômio Q(x), onde x = (x1, x2) acima é denominado o potencial
de produção do sistema (4.1).
No final deste capítulo, faremos uso deste polinômio na discussão biológica dos
resultados. Aqui nos cabe observar que mais adiante será necessário garantir a existência
das soluções dos sistemas de equações diferenciais estocásticas contidos neste capítulo, e
assim conduzir numa interpretação biológica adequada. Desta forma, estamos assumindo
que a fora de um conjunto grande apropriadamente, a função Q(x) será modificada por
um truque através da função bump de Antonelli (ANTONELLI; ZASTAWNIAK, 1999).
De fato, é necessário que tenhamos a função Q(x) com suporte compacto, isto é, temos
que Q(x) = 0 para |x|> B, onde B é um número real grande o suficiente.
Esse truque garante que os coeficientes das EDE’s são limitados e assim
garantimos a existência de solução para o hv−desenvolvimento estocástico mais adiante.
Outra importante observação que destacamos é que nos modelos biológicos, frequentemente
o polinômio Q(x) é linear, nestes casos, podendo ocorrer explosões nas soluções. Assim
temos que esse truque resolve todos problemas de existência de solução ao mesmo tempo.
O funcional custo F (x,C) (4.3) acima é constante ao longo das trajetórias de
produção (x1(s), x2(s)), onde s é o parâmetro de produção dado por ds = eλtdt. Este
funcional é positivo e homogêneo de grau 1 em C e fornece a estrutura de variedade Finsler
ao espaço (M,F ) gerado por x = (x1, x2).
Adicionaremos perturbações aleatórias no sistema (4.2) de acordo com a regra
geral para adicionar ruído, ou seja, de tal forma que a matriz de covariância da solução
seja igual gij(x,C), que é o tensor métrica Finsler inverso de gij(x,C) dado por gij(x,C) =
1
2
9∂i 9∂jF (x,C), onde ∂i =
∂
∂yi
.
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O sistema de equações (4.1) quando perturbado, possui a seguinte forma
dx1 = C1 dt+ du1
dx2 = C2 dt+ du2
dC1 = λC1 dt− (λα1 + β1)(C1)2dt− β2C1C2 dt+ a · dv1
dC2 = λC2 dt− (λα2 + β2)(C2)2dt− β1C1C2 dt+ a · dv2,
(4.4)
onde Γijk são os coeficientes constantes da conexão métrica Riemanniana gij(x,C) em
(M,F ) dada por
gij(x) = eQ(x) · δij (4.5)
onde u = (u1, u2), v = (v1, v2) são perturbacões independentes.
Uma escolha possível para a perturbação vi é o Movimento Browniano, isto é,
temos que dv
i
dt são ruídos brancos. As perturbações dv
i serão adicionadas no lado direito
das equações populacionais em (4.1).
As equações de produção de Volterra dx
i
dt = C
i serão perturbadas pelo termo
dui dado da seguinte forma
dui = F ij (x) ◦ dwj (4.6)
onde wj é um Movimento Browniano canônico em R2. O círculo na notação denota que
estamos utilizando o cálculo estocástico de Stratonovich. Segundo P. L. Antonelli e T. J.
Zastawniak (ANTONELLI; ZASTAWNIAK, 1994), o cálculo estocástico via Stratonovich
assegura que as equações determinísticas (4.1) e as equações perturbadas (4.4) sejam
covariantes adequadas na geometria.
Como a matriz de covariância de dxi é igual a gij, temos que os coeficientes
F ij (x) ficam inteiramente determinados. De fato, utilizando as regras de Itô do capítulo 1,
dwi · dwj = δij dt,
dwi · dt = 0,
dt · dt = 0,
(4.7)
e a condição de que a matriz de covariância G de dxi seja igual ao tensor métrico inverso
gj(x) obtemos os coeficientes F ij (x). De fato, os termos da matriz G são obtidos através
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das expressões abaixo
dx1 dx2 = dx2 dx2 = 0
dx1 dx1 = F 1j (x) = ds
du1 du1 = du2 du2 = (e−Q(x))2ds
(4.8)
Desta forma, ficam determinados os coeficientes F ij da conexão Finsler
F 11 (x) = F 22 (x) = e−Q(x) (4.9)
Para os termos da conexão mistos dx1 dx2 = dx2 dx1 = 0, de acordo com (4.8) acima,
temos que
F 12 (x) = F 21 (x) = 0. (4.10)
Portanto, os termos de ruído dui devem ser da forma
dui = e−Q(x) dwi. (4.11)
O sistema de equações (4.4) com ruído u dado por (4.11) acima com u, v
Movimentos Brownianos independentes em R2. De acordo com Antonelli e Zastawniak
(ANTONELLI; ZASTAWNIAK, 1994), a perturbação u está relacionada com a conexão
de Wagner em M, cujos coeficientes são dados por F ijk =
∂Q
∂xj
δik.
No nosso sistema, temos que a matriz dos coeficientes da conexão de Wagner
são dados por
F 111 =
∂Q
∂x1
δ11 =
∂Q
∂x1
= λα1 + β1 (4.12)
F 122 =
∂Q
∂x2
δ12 = 0
F 222 =
∂Q
∂x2
δ22 = λα2 + β2
F 211 =
∂Q
∂x1
δ21 = 0.
Segundo (ANTONELLI; ZASTAWNIAK, 1994), a variedade diferenciável
(M,F ) tem a estrutura de um espaço de Wagner equipada com a conexão de Wagner
natural (Nji ,Fijk, C ijk).
Definição 4.2.3. Os coeficientes
N ji = Qj yi, Tijk = Qj δik −Qk δij, C ijk =
1
2g
il 9∂lgjk (4.13)
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são os coeficientes não linear, horizontal e vertical da conexão Finsler, respectivamente.
Esta conexão está intrinsicamente relacionada com as perturbações de ruído adicionadas
nas equações determinísticas (4.1).
As equações determinísticas obtidas em (4.1) não são geodésicas de uma métrica
Finsler F, mas são autoparalelas na conexão de Wagner (4.13). Mas se os coeficientes betas
βi = 0, as equações determinísticas resultantes são geodésicas de um espaço Finsler do
tipo Berwald (M,F ) com função métrica Finsler F.
O sistema de equações geodésicas para (M,F ), com métrica Finsler dada por
F (x,C) = eQ(x) (dx
2/ds)1+1/λ
(dx1/ds)1/λ , com Q(x) = −α1x
1 + (1 + λ)α2x2 tomam a forma de um
sistema logístico duplo, isto é,

dx1 = C1 dt
dx2 = C2 dt
dC1 = λ C1 dt− (λα1)(C1)2 dt
dC2 = λ C2 dt− (λα2)(C2)2 dt,
(4.14)
Antes de proceder com os elementos de análise estocástica, é necessário proceder
com a mudança do parâmetro t nas equações determinísticas e consequentemente nas
equações estocásticas, para parâmetro de produção total s. Como no capítulo 1, vamos
proceder com a substituição
ds = eλt dt (4.15)
e com esta mudança, a qual define uma escala de tempo intrinseca, os termos de primeira
ordem são eliminados no sistema (4.14) acima, restando apenas os termos de segunda
ordem,
d2xi
ds2 + Γ
i
jk
dxj
ds
dxk
ds = 0, (4.16)
as quais representam as equações de Euler Lagrange para o funcional custo F (x,C) dado
por (4.3.
Cabe observar que podemos aplicar a transformação X i = exp(c xi) no sistema
logístico duplo (4.14) com o objetivo de converter cada equação de produção logística
acima, parametrizadas por s, em segmentos de retas, já que d
2X i
ds2 = 0. Desta forma,
temos que X i(s) = ais+ bi, para i = 1, 2. Isto nos conduz a concluir que os coeficientes
da conexão não-linear N ji na métrica F (x,C) dada por (4.3) se anulam e assim a matriz
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da métrica Riemanniana G, obtida pelo levantamento de Sasaki, se torna diagonal com
relação a uma base de Berwald {δi, 9∂i}.
Aqui devemos observar que do sistema perturbado (4.4) o ponto de equilíbrio
(C1∗ , C2∗) satisfaz a relação
C2∗
C1∗
= α2
α1
, a qual é idêntica a razão de equilíbrio do sistema
logístico duplo (4.14) acima. De fato, observe que no estado estacionário C i∗ temos que
dC i∗
dt = λ C
i dt− (λαi)(C i)2 = 0 o que implica em C i∗ =
1
αi
, onde i = 1, 2.
Agora observemos o sistema (4.1) com os efeitos de competição e analisemos
os pontos estacionários. Com efeito, temos que para i = 1, vale a expressão abaixo
dC1∗
dt = λC
1
∗ − (λα1 + β1)(C1∗)2 − β2C1∗C2∗ = 0 e analogamente para i = 2.
Desta forma obtemos um sistema bidimensional para (C1∗ , C2∗),
λ− (λα1 + β1) C1∗ − β2 C2∗ = 0
λ− (λα2 + β2) C2∗ − β1 C1∗ = 0
(4.17)
onde a matriz A =
«
λα1 + β1 β2
β1 λα2 + β2
ff
representa a matriz dos coeficientes do sistema
linear A C i∗ = λ I, com det A = λ2α1α2+ λ α1 β2+ λ β2 α1, o qual é positivo, garantindo
que A é invertível e assim obtemos como solução C1∗ =
λ2 α2
detA e C
2
∗ =
λ2 α1
detA, e assim
concluímos que C
2
∗
C1∗
= α1
α2
.
Assim concluímos que, assumindo que existe ponto de equílibrio positivo antes
da transformação projetiva, o sistema logístico duplo (4.14), a razão entre os pontos
estacionários dos sistemas acima permanece a mesma.
Agora precisamos escrever as equações determinísticas (4.1) para o nosso modelo
de dinâmica em termos desta conexão. No capítulo 1 mostramos que o fato da conexão
de Wagner ser metrizável, garante a existência de um funcional de custo F (x,C), o qual
é constante ao longo das trajetórias das curvas de produção (x1(s), x2(s)), onde s é o
parâmetro de produção dado por ds = eλtdt.
A conexão de Wagner é uma conexão Finsler sem deflecção, h− e v− metrizável
relativa a métrica F (x,C) dada por (4.3) com tensores de torção não-nulos dados por
T ijk = Qjδik −Qkδij e Cijk, com Qi =
∂Q
∂xi
.
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Desta forma, obtemos as identidades abaixo

T 112 = Q1δ12 −Q2δ11 = −Q2 = − r(1 + λ)α2s = −T 121
T 111 = T 222 = T 211 = T 122 = 0
T 212 = Q1δ22 −Q2δ21 = Q1 = −(α1) = −T 221
(4.18)
Verificando os cálculos para o sistema (4.1) levando em conta que a matriz G é diagonal
em dois blocos, e que g11 = g22 = e2Q(x), as equações diferenciais determinísticas (4.1)
tomam a seguinte forma 
dxi = yidt
δyi = gij T ljk glm yk ymdt+ λyidt
(4.19)
onde δyi = dyi +Nijdxj.
As equações perturbadas (4.18) tem a seguinte forma
dxi = yi dt+ dui
δyi = gij T ljk glm yk ymdt+ λyi dt+ dsi
(4.20)
onde δyi = dyi +N ij ◦ dxj.
O objetivo agora é encontrar as expressões para perturbações aleatórias dui e
dsi em termos da métrica Finsler F (x, y) e mais adiante, obter o gerador D da difusão
no fibrado tangente TM. O processo de rolling é controlado pela conexão de Wagner
(N ji , F ijk, C ijk) definida por (4.13).
De fato, dada uma solução γ(t) = (x(t), y(t)) do sistema de equações determi-
nísticas (4.19) em TM vamos proceder com o processo de rolling em TM sobre R2 × R2,
ou seja, vamos passar a curva α(t) de R2 × R2 para γ(t) de TM.
Os coeficientes F ikl(x) representam a conexão Riemanniana de Levi-Civita
Γikl(x), o tensor métrico gij(x) é independente de y, fazendo com que as fibras de TM são
espaços Euclidianos n− dimensionais.
Definição 4.2.4. O sistema de equações diferenciais determinísticas abaixo
dxi := yi ds+ zij dµj
δyi := zij dνj
dzij := −F ikl zlj dxk − C ikl zlj δyk
(4.21)
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define uma curva α(t) = (µ(t), ν(t)) em R2 × R2 onde z(t) é uma base ortonormal em
TMx(t) com respeito a métrica g(x(t)).
Perturbamos a curva α(t) por dois Movimentos Brownianos w(t) e v(t) em R2,
representando perturbações ambientais (ruído branco) como dito anteriormente. Na curva
perturbada β(t) = (µ(t) + w(t), ν(t) + v(t)) em R2 × R2 será aplicado o procedimento de
rolar sem deslizar de volta para o fibrado tangente TM.
Definição 4.2.5. A difusão resultante γ(t) = (x(t), y(t)) em TM é definida pelo sistema
de equações diferenciais estocásticas abaixo, com as mesmas condições iniciais como no
caso determinístico.
dxi := yi ds+ zij ◦ dµj
δyi := zij ◦ dνj
dzij := −F ikl(x, y) zlj ◦ dxk − C ikl(x, y) zlj ◦ δyk
(4.22)
Observe também que estamos utilizando os mesmos símbolos para as funções
determinísticas x, y, z como em (4.21). Desta forma, os termos de ruído em (4.20) são
escritos como 
dui := zij ◦ dwj,
dsi := zij ◦ dvj,
(4.23)
onde zij satisfazem a última equação de (4.22).
Devemos observar que a variável xi(t) representa a produção de Volterra média
enquanto C i(t) a densidade populacional média espacial no tempo t. O processo estocástico
γ(t) = (x(t), y(t)) será restrito a região positiva do fibrado tangente TM+ de TM, ou seja,
as coordenadas de xi e Ci são positivas.
Uma escolha natural da métrica G no fibrado tangente TM é dada por
GAB =
»——–
gij 0
0 gij
fiffiffifl (4.24)
obtida pelo levantamento diagonal, ou métrica de Sasaki do tensor métrica Minkowski
gij(x), onde δij é o símbolo de Kronecker.
Definição 4.2.6. A métrica G do levantamento diagonal no fibrado tangente TM é
definida por
G(x, y) = gij(x, y) dxi ⊗ dxj + gij(x, y) δyi ⊗ δyj, (4.25)
onde g é o tensor métrica Finsler de M.
Capítulo 4. Modelagem Estocástica 109
Observemos que se g acima é positiva definida, então G acima também será. O
fibrado tangente cortado TM equipado com o tensor métrico G se torna uma variedade
Riemanniana. Para estabelecermos o resultado sobre a difusão em TM, é necessário esta-
belecer os coeficientes dos tensores da conexão de Cartan levantada. Estes coeficientes são
necessários para estabelecermos uma expressão para o campo vetorial drift na equação do
gerador de uma tal difusão acima citada. Para isto seguimos com alguns fatos importantes
para obtermos tal objetivo neste capítulo.
Definição 4.2.7. A conexão levantada ∇ em TM, numa base adaptada {δi, 9∂i} satisfaz
as relações abaixo
∇δiδj = Γkijδk + Γ(k)ij 9∂k = F kij δk
∇δi 9∂j = Γkijδk + Γki(j) 9∂k = F kij 9∂k
∇ 9∂iδj = Γkijδk + Γ
(k)
ij
9∂k = Ckij δk
∇ 9∂i 9∂j = Γkijδk + Γ
(k)
(i)(j)
9∂k = Ckij 9∂k
(4.26)
é chamada levantamento horizontal da conexão de Cartan para TM.
As relações na definição acima definem os coeficientes Γkij da conexão levantada
∇ na base adaptada {δk, 9∂k} em TM em termos dos coeficientes F kij e Ckij. De fato,
observando as igualdades na equação acima, obtemos as igualdades,
Γkij = Γ
(k)
ij = Fkij
Γk(i)j = Γ
(k)
(i)(j) = Ckij
Γ(k)ij = Γki(j) = Γ
(k)
i(j) = Γk(i)(j) = 0
(4.27)
Como a conexão de Cartan é h−metrizável e v−metrizável, segue a proposição
abaixo.
Proposição 4.2.8. A conexão levantada ∇ é uma conexão metrizável com respeito a
métrica Riemanniana G em TM, ou seja, ∇G = 0.
Embora a conexão levantada ∇ em TM seja uma conexão metrizável, ela difere
da conexão de Levi-Civita pois possui torção não-nula. Na próxima proposição é exibido o
cálculo do tensor de torção T da conexão ∇.
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Proposição 4.2.9. Na base adaptada {δk, 9∂k} em TM, o tensor torção T de ∇ pode ser
expresso de acordo com as relações abaixo.
T(δi, δj) = Tkijδk + T
(k)
ij
9∂k = Rijk 9∂k,
T(δi, 9∂j) = Tki(j) δk + Tki(j) 9∂k = −Ckij δk − P kij 9∂k
T( 9∂i, δj) = Tk(i)jδk + T
(k)
(i)j
9∂k = Ckij δk + P kij 9∂k
T( 9∂i, 9∂j) = Tk(i)(j) δk + T
(k)
(i)(j)
9∂k = 0.
(4.28)
onde
Rijk = δj N ik − δkN ij
P ijk = 9∂j N ik − F ikj
C ijk = C ijk
(4.29)
são os coeficientes dos três tensores de torção não-nulos R,P,C da conexão de Cartan na
base adaptada {δi, 9∂i}.
O próximo teorema é um resultado conhecido da análise estocástica em varie-
dades (IKEDA; WATANABE, 1989). Esse resultado garante que a difusão X na variedade
M possui como gerador o operador Laplaciano Δ adicionado de um drift B, o qual é um
campo vetorial em M.
Teorema 4.2.1. Seja (Mn, g) uma variedade Riemanniana com tensor métrico gij e
sejam Γijk os coeficientes da conexão metrizável com tensor torção
Tijk = Γijk − Γikj. (4.30)
Então para qualquer difusão (X,Z) no fibrado das bases ortonormal OM satisfazendo o
sistema de equações diferenciais estocásticas,

dX i = Z im ◦ dWm,
dZim = −Γijk(X) Z im Zkl ◦ dW l,
(4.31)
onde X é uma difusão em M com gerador diferencial
D = 12 g
ij (∂i∂j − Γijk∂k) =
1
2Δ+B, (4.32)
onde
Δ = gij (∂i∂j − Γijk∂k) (4.33)
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é o operador de Laplace-Beltrami e B é um campo vetorial em M tal que
B = 12 g
ik Tjjk ∂i. (4.34)
Em variedades do tipo Finsler (M,F ), o próximo resultado garante que uma
difusão (X, Y ) na variedade Riemanniana (TM,G) deve ser considerado um Movimento
Browniano Riemanniano com um campo drift adequado.
Teorema 4.2.2. Uma difusão (X, Y ) na variedade TM é um hv−Movimento Browniano
se, e somente se, (X, Y ) e um Movimento Browniano Riemanniano com campo drift dado
pela expressão abaixo
B = 12 g
ik P jjk δi −
1
2 g
ik Cjkj
9∂i (4.35)
no fibrado tangente cortado (TM,G) considerado como uma variedade Riemanniana com
a métrica G levantada horizontalmente de acordo com a definição 4.2.7.
O leitor interessado no resultado acima pode consultar a referência (ANTO-
NELLI; ZASTAWNIAK, 1999). Aqui cabe observar que para espaços de Berwald, temos
que o tensor de torção P ijk = 0 = Pijk e também temos que o tensor de torção T
j
jk na
conexão de Wagner satisfaz T (j)(j)(k) = 0 = T
j
j(k) = T
(j)
(j)k com índices repetidos e desta forma
o campo vetorial drift B toma a seguinte forma
B = 12 g
ik T jjk δi −
1
2 g
ik Cjkj
9∂i. (4.36)
Observemos que temos índices repetidos nas expressões dos coeficientes P jjk e C
j
kj dados
pelas relações (4.29). Eles representam os tensores de torção P e C de Cartan (conexão)
na base adaptada {δi, 9∂i}.
Na expressão do campo vetorial drift, é necessário calcular os coeficientes
Tjjk, P
j
jk e C
j
kj para o nosso sistema bidimensional proposto por (4.4).
Neste caso, de acordo com a equação (4.30), observando que
Q(x) = Q(x1, x2) = −(α1 + β1)x1 + [(1 + λ)α2 + β2]x2 obtemos
Tjjk = F
j
jk − F jkj,
= Qj δjk −Qk δjj
= Qk − nQk
= −(n− 1) Qk
(4.37)
que para k = 1 obtemos T jj1 = −(n− 1) Q1 e para k = 2 obtemos T jj2 = −(n− 1) Q2,
com somatório nos índices repetidos, onde denotamos por Qk =
∂Q
∂xk
a derivada parcial do
polinômio Q(x), com x = (x1, x2).
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Para o caso bidimensional, ou seja, temos que n = 2 e assim obtemos
Tjj1 = −Q1
= − ∂Q
∂x1
= −(α1 + β1)
Tjj2 = −Q2
= −[(1 + λ)α2 + β2]
(4.38)
Para o cálculo dos coeficientes Cjkj do tensor de Cartan devemos utilizar a
relação entre este tensor e o escalar principal I num espaço Finsler (M,F ) bidimensional
(RUND et al., 1959), equipado com uma base de Berwald {li,mi}.
Cjkj =
I
F
mj mk mj
= I
F
mk
(4.39)
pois temos índices repetidos. Desta forma, para j = 1, 2, obtemos
Cj1j =
I
F
m1
Cj2j =
I
F
m2
(4.40)
Para exibir a expressão do escalar principal I é necessário utilizar a defini-
ção 1.136 conforme (RUND et al., 1959) capítulo 6. De fato, os espaços Finsler bidimensio-
nais com escalar principal I constante e não-nulo são listados numa tabela, com αi 9xi e
βi 9xi representando duas formas pfaffianas linearmente independentes,
logF = 12
ˆ
1− I?
I2 − 4
˙
log(αi 9xi) +
1
2
ˆ
1 + I?
I2 − 4
˙
log(βi 9xi), (4.41)
neste caso, faremos as escolhas α1 = β2 = 1 e α2 = β1 = 0 e assim temos que 9x1 = y2 e
9x2 = y1 e utilizando o fato de que o polinômio Q(x1, x2) se torna um escalar independente
de qualquer fator conforme eQ, ou seja, da equação (1.136) observemos que F¯ C¯ijk =
I m¯i m¯j m¯k, then F¯ Cijk = I m¯i m¯j m¯k, e como o tensor Cijk é um fator conforme, temos
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que F¯ Cijk = I mi mj mk. Assim obtemos as igualdades
logF = 12
ˆ
1− I?
I2 − 4
˙
log(αi 9xi) +
1
2
ˆ
1 + I?
I2 − 4
˙
log(βi 9xi)
(1 + 1/λ) log y2 − (1/λ) log y1 = 12
ˆ
1− I?
I2 − 4
˙
log(αi 9xi) +
1
2
ˆ
1 + I?
I2 − 4
˙
log(βi 9xi)
(4.42)
de onde podemos concluir de (4.42) acima que
λ2 I2 = (λ+ 2)2 (I2 − 4) (4.43)
e assim obtemos a expressão para o escalar principal
I2 = (λ+ 2)
2
λ+ 1 (4.44)
Antes de analisarmos as equações da dinâmica média, nos cade no momento
fazer algumas observações sobre a adição de um pequeno ruído nas equações da dinâmica
determinística. Devemos observar que, quando perturbamos por um pequeno ruído � na
dinâmica determinística
dxi
ds = f
i(x) (4.45)
obtemos
dxi = f i(x) ds+ � e−φ(x) dwi (4.46)
onde � é um pequeno parâmetro na dinâmica estocástica com wi representando o movimento
browniano. A difusão de Markov correspondente a esta perturbação é dada por
−∂p
∂s
= �
2
2 Δg p+ f
i ∂
∂xi
p (4.47)
que é a equação reversa de Kolmogorov. Observe que Δg = gij
ˆ
∂2
∂xi∂xj
− Γkij
∂
∂xk
˙
representa o operador laplaciano em (M, g), onde gij = e−2φ(x)δij é a matriz inversa de gij.
Neste caso, temos que as matrizes Γkij são dadas de forma explícita por
Γkij =
1
2g
kl
ˆ
∂gli
∂xj
+ ∂gjl
∂xi
− ∂gij
∂xl
˙
=
“
δki (∂jφ) + δkj (∂iφ)− δklδij(∂lφ)
‰
= δki φj + δkj φi − δij(δklφl)
(4.48)
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Desta forma, temos que
gijΓkij = gijδki φj + gijδkj φi − gijδij(δklφl)
= 2(gjkφj)−
n�
i=1
gij(δklφl)
= 2e−2φφk −
n�
i=1
e−2φδij(δklφl)
= 2e−2φφk − ne−2φφl
= −(n− 2)e−2φφk
(4.49)
Podemos escrever o operador laplaciano Δg como abaixo,
Δg = �e−2φδij(∂i∂j) + (n− 2)�e−2φφk∂k
= �e−2φ
“
(∂21 + · · · ∂2n) + (n− 2)φk∂k
‰ (4.50)
Para o caso n = 2, temos que
�Δg = �2 e−2φΔ (4.51)
onde Δ representa o operador laplaciano euclidiano.
Desta forma, para n = 2, a equação de Kolmogorov reversa (4.47) toma a
seguinte forma
�2
2 e
−2φΔp+ f i ∂ip = −∂p
∂s
. (4.52)
De fato, observando a equação de Kolmogorov (4.52) acima, temos que as equações da
dinâmica média são obtidas abandonando-se o termo de difusão �2e
−2φΔp e assim obtemos
dx¯i
ds = f
i(x¯). (4.53)
Devemos proceder da mesma maneira como acima para obter as equações da dinâmica
média após inserir os elementos da análise estocástica, isto é, a partir do gerador diferencial
D da hv−difusão Finsler, vamos esquecer o termo quadrático de D e obteremos, a partir
do campo drift B as equações desejadas.
Podemos escrever a equação de Kolmogorov (4.52) acima em termos de uma
base z = (zji ) no fibrado de bases no espaço Rn. Devemos observar que neste momento
será necessário adequar os conceitos da geometria estocaśtica nessa abordagem. Neste
momento, cabe observar que a difusão Riemanniana em (TM,G) com G representando o
levantamento de Sasaki da métrica g com dois termos no drift Finsler B juntamente com o
termo yi δi representado numa base de Berwald {δi, 9∂i}. Para isto precisamos estabelecer
alguns conceitos de geometria estocástica.
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Definição 4.2.10. O sistema de equações diferenciais estocásticas (X,Z) em Rn
dX i := Z ij ◦ dW j
dZij := −Γikl Z lj ◦ dXk
(4.54)
com X(0) = x0 ∈ (Rn, gij) e Z(0) = z0 uma base ortonormal em TRnx0 e dW j sendo
ruído branco em Rn, define uma difusão onde z(t) é uma base ortonormal em TRnx0(t) com
respeito a gij(x(t)).
A difusão X acima possui como gerador diferencial o operador
D = 12e
−2φ(∂i∂j + Γkij ∂k) =
1
2Δg. (4.55)
Num espaço de Berwald bidimensional com base {δi, 9∂i} o gerador diferencial
D da difusão (4.54) acima é dada por
D = 12�
2e−2φgjk(y)(δ¯j δ¯k − (φjδik)δ¯i) +
1
2�
2e−2φ gjk(y)( 9∂j 9∂k − C ijk 9∂i) + yiδ¯i + g¯ij T¯ ijk g¯lm yk yk 9∂i
(4.56)
O gerador diferencial da difusão Finsler (x, y) (4.56) acima corresponde a um sistema de
equações determinísticas adicionado de um pequeno ruído � conforme abaixo
dxi = yids+ � dui
dyi := −Γijk yj ykds+ � dvi
(4.57)
onde dui = e−φdwi e dvi = dwi conforme (4.4) no início desta seção. Através do proce-
dimento de rolling isométrico conforme (ANTONELLI; LACKEY, 1998), obtemos uma
hv-difusão em (M,F ) definida pelo sistema de equações abaixo
dxi = yids+ � zij ◦ dui
δyi = �zij ◦ dwj
dzij = −F ikl � zlj ◦ dxk − C ikl � zlj ◦ δyk
(4.58)
onde δyi = dyi + N ij(x, y) ◦ dxj e us e ws são dois movimentos brownianos canônicos
independentes em Rn.
Conforme o teorema 4.2.1 de (ANTONELLI; ZASTAWNIAK, 1999), se numa
variedade Riemanniana M a conexão Γijk for substituída pela conexão Finsler (N
j
i ,Fijk, C ijk)
com torção T ijk = Γijk − Γikj, temos que X representa uma difusão em M com gerador
diferencial D = 12Δ+B, onde B é um campo vetorial em M.
Capítulo 4. Modelagem Estocástica 116
Nosso objetivo é adequar o mergulho estocástico com ruído � pequeno, isto é,
� ∼ 0, para uma difusão num espaço Finsler do tipo Berwald equipada com a conexão de
Wagner. De fato, utilizando o hv−desenvolvimento, obteremos as equações da dinâmica
das médias, na qual faremos as discussões biológicas adequadas.
É conhecido que a densidade de probabilidade p(σ, x, τ, E) satisfaz a equação
reversa de Kolmogorov (ANTONELLI; RUTZ, 2013),
�2 aij(σ, x) ∂
2p
∂xi∂xj
+ bi(σ, x) ∂p
∂xi
= −∂p
∂σ
(4.59)
onde estamos assumindo a notação de Einstein para os somatórios. O próximo passo
é escrever a equação de Kolmogorov (4.59) para o ambiente geométrico bidimensional
adequado ao nosso objetivo, isto é, analisar e interpretar biologicamente o comportamento
do sistema após a adição de ruído branco. Na igualdade (4.59) acima a matriz aij(σ, x) é
definida positiva para cada (σ, x).
Se esta matriz de covariância é independente de σ, então a matriz inversa,
define um funcional de comprimento de arco em Rn através da expressão
ds2 = �2 aij (x) dxi dxj. (4.60)
Em Rn, se tivermos aij = δij, então ds2 = (dx1)2+ · · · (dxn)2 o qual é conhecido
como o comprimento de arco euclidiano.
Definição 4.2.11. O coeficiente bi(σ, x) é chamado campo drift do processo markoviano.
Aqui vale observar que bi não é um campo de vetores. De fato, como estamos
interessados em analisar equações diferenciais em variedades, é necessário considerar como
os coeficientes da equação de Kolmororov (4.59) se comportam através de uma mudança
de coordenadas.
Considere ui = f i(u1, · · · , un) com i = 1, · · · , n uma transformação não-
singular no sentido que a matriz Jacobiana
ˆ
∂ui
∂uj
˙
p
tem determinante diferente de zero
em todo ponto p para alguma escolha de vizinhanças coordenadas U ⊂ Rn. O termo
�2 aij(σ, x) ∂
2
∂xi∂xj
na equação de Kolmogorov (4.59) transforma-se em �2 a˜ij(σ, x) ∂
2
∂x˜i∂x˜j
onde temos que
a˜ij(σ, x˜) = ∂x˜
i
∂xk
∂x˜j
∂xl
akl(x) (4.61)
através da regra da cadeia. Naturalmente, temos que det
ˆ
∂x˜i
∂xj
˙
deve ser diferente de zero
em toda parte de U. A lei de transformação (4.61) é a lei de transformação tensorial para
campos de tensores contravariantes de posto 1, geralmente chamado campos de vetores
b˜i(x˜) = ∂x˜
i
∂xj
bj(x). (4.62)
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A matriz inversa (aij(x)) é um campo de tensores covariante de posto 2, cuja
lei é expressa por
a˜ij(x˜) =
∂xk
∂x˜i
∂xl
∂x˜j
akl(x). (4.63)
A lei correspondente para o campo de tensores covariante de posto 1, usualmente é chamado
de forma covariante de um campo de vetores, é
b˜i(x˜) =
∂xk
∂x˜i
bk(x) (4.64)
onde bi é chamado a forma covariante do campo de vetores. O campo drift bi(x) na equação
de Kolmogorov homogênea no tempo (4.59) satisfaz a transformação drift
bi
∂x˜m
∂xi
= b˜m − 12 g
st ∂x˜
m
∂xs∂xt
(4.65)
através de uma transformação de coordenadas não-singular x˜m = f(x1, · · · , xn), com
m = 1, · · · , n a qual não é um campo vetorial.
Observamos que as equações da dinâmica determinística dx
i
ds foram perturbadas
por um ruído pequeno � gerando uma dinâmica estocástica com � representando um
parâmetro pequeno.
Através do processo de mergulho estocástico Finsleriano para o drift Riemanni-
ano com levantamento de Sasaki da métrica G numa base de Berwald {δi, 9∂i}, obtemos o
gerador diferencial abaixo
D = �
2
2 ΔG +
�
2 g
ik Tjjk δi −
�
2 g
ik Cjkj
9∂i + yi δi (4.66)
onde obtemos as equações da dinâmica média, fazendo �2 próximo de zero e eliminando �
no campo vetorial drift composto por T e C acima, ou seja,
dx
ds = f
i(x) (4.67)
com i = 1, 2. A difusão de Markov (x, y) correspondente a perturbação realizada nas
equações acima se relaciona com a densidade de probabilidade p das soluções do sistema
(4.69), ou seja, a densidade de probabilidade p(x, y, τ) das soluções de um sistema de
equações diferenciais estocásticas satisfaz a equação reversa de Kolmogorov.
Desta forma podemos escrevâ-la como uma equação reversa de Kolmogorov
correspondente (ØKSENDAL, 2003),
−∂p
∂s
= 12 ΔG p+
1
2 g
ik Tjjk δi p−
1
2 g
ik Cjkj
9∂i p+ yi δi (4.68)
onde G representa a métrica Riemanniana do tipo Sasaki levantada para o fibrado tangente
TM cortado de acordo com a matriz (4.24).
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Numa base de Berwald {δi, 9∂i} as equações da dinâmica média, a partir da
expressão do campo vetorial dfrit B dado pela equação (4.68) acima são dadas por

δxi
δs
= −12 Qk g
ik + yi
δyi
δs
= −12
I
F
gik mk
(4.69)
onde δixi = ∂ixi −Gri 9∂r (xi).
Como estamos trabalhando num ambiente (Mn, F (x, y)) do tipo localmente
Minkowki, temos que F = F (y), ou seja, F depende apenas de y = (yi) para alguma
escolha de x = (xi). Desta forma, os coeficientes G são nulos, e obtemos que δx
i
δt
= ∂x
i
∂t
e
as equações da dinâmica (4.69) tomam a seguinte forma
dxi
ds = −
1
2 Qk g
ik + yi
dyi
ds = −
1
2
I
F
mi
(4.70)
Observemos que a quantidade produzida dy
i
dt depende apenas dos betas de vento e não da
taxa λ. Agora vamos considerar o caso bidimensional, ou seja, escrever as equações da
dinâmica (4.70) para um espaço Finsler de dimensão dois.
Definição 4.2.12. O vetor unitário mi normal ao vetor unitário li na direção do elemento
de suporte 9xi é definido através das matrizes
εik =
¨˝
0 ?g
−?g 0
‚˛, εik =
¨˚
˚˝ 0 1?g
− 1?
g
0
‹˛‹‚ (4.71)
onde g = det(gij). O vetor mi é expresso por
li = εik mk, li = εikmk. (4.72)
Precisamos calcular os coeficientes Gi do spray para reescrever as equações da
dinâmica média (4.70) em termos da métrica de Wagner. Temos que 2G1 = −λQ1(y1)2
e 2G2 = λ
λ+ 1Q2(y
2)2 e assim obtemos m1 = − l2?
g¯
e m2 = l1?
g¯
onde li = 9∂i F¯ , com
F¯ = eQ (y
2)1+1/λ
(y1)1/λ .
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Para isto vamos utilizar as relações (4.71) acima, de acordo com (ANTONELLI;
RUTZ; HIRAKAWA, 2012)
9∂2F (ε12) =
1?
g
9∂2F = −m1 =
?
λ+ 1
ˆ
y1
y2
˙1+1/λ
e−Q
9∂1F (−ε21) = 1?
g
9∂1F = m2 =
1?
λ+ 1
e−Q
ˆ
y1
y2
˙1/λ (4.73)
onde ε11 = ε22 = 0, que por sua vez, tomam a seguinte forma,
dxi
ds = −
1
2 g
ik Qk, para i = 1, 2
dy1
ds = −
1
2
I
F
m1
dy2
ds = −
1
2
I
F
m2
(4.74)
e como a função métrica Finsler está definida pela expressão (4.3), obtemos os termos do
tensor métrica Finsler gij como segue abaixo
g11 =
ˆ
1 + 2
λ
˙ˆ
1
λ
˙ˆ
y2
y1
˙2+ 2
λ
· e2Q(x1,x2)
g22 =
ˆ
1 + 2
λ
˙ˆ
1
λ
+ 1
˙ˆ
y2
y1
˙ 2
λ
· e2Q(x1,x2)
g12 = g21 = −2
ˆ
λ+ 1
λ2
˙ˆ
y2
y1
˙1+ 2
λ
· e2Q(x1,x2)
(4.75)
e assim como g12 = g21, obtemos que g = det(gij) = g11g22 − (g12)2, ou seja,
g = e4Q(x)
ˆ
λ+ 1
λ2
˙ˆ
y2
y1
˙2+ 4
λ
(4.76)
utilizamos a raiz quadrada de (4.76)
?
g = e2Q(x)
c
λ+ 1
λ2
ˆ
y2
y1
˙1+ 2
λ
(4.77)
para escrever as duas matizes (4.73) e desta forma determinamos completamente as
equações da dinâmica média (4.70).
4.3 Discussão Biológica dos Resultados
Nosso objetivo nesta seção é interpretar biologicamente os resultados obtidos
a partir do sistema de equações (4.74) e derivar um significado biologicamente relevante
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para o modelo matemático proposto. Ao introduzir ruído branco nas equações da dinâmica
(4.1) equipada com a métrica Finsler F (x,C) dada pela equação (4.3), o polinômio
Q(x) = Q(x1, x2) = −(α1 + β1)x1 + [(1 + λ)α2 + β2]x2 é denominado o potencial de
produção do Modelo. De acordo com o Teorema 3.1.2, temos que ao longo da trajetória de
uma curva média C i no sistema de equações da dinâmica das médias (4.69) o funcional de
custo de produção F (x, C) é constante.
Ao longo de uma trajetória média da difusão (4.1) as equações de primeira
ordem numa base de Berwald (4.69) satisfazem a relação abaixo,
dQ
dt =
dQ
dxi
dxi
dt = −
1
2 g
ij Qi Qj < 0, (4.78)
onde utilizamos o sistema 4.74. Como a matriz gij é positiva definida, temos que o lado
direito da equação (4.78) é negativo, ou seja, o potencial de produção Q é decrescente,
isto é, está diminuindo em média. Isto faz sentido para o modelo matemático pois estamos
tratando com espécies em competição, o que reforça o resultado essencial, prevalece que a
produção da variante natural diminui frente a competição com a variante geneticamente
modificada.
Devemos analisar o sistema de equações da dinâmica média, obtido do gerador
diferencial da hv−difusão Finsler, com quatro equações (4.70). Observe que tomando a
razão entre os termos dy
i
dt na segunda equação do sistema (4.74), temos que
dy1
dy2 =
m1
m2
= −
?
λ+ 1
ˆ
y1
y2
˙1+1/λ
e−Q
− 1?
λ+ 1
e−Q
ˆ
y1
y2
˙1/λ
= (λ+ 1) y
1
y2
(4.79)
Trabalhando com a integração em ambos os lados da última igualdade de (4.79) acima, a
menos de uma constante de integração C, obtemos a seguinte relação
y2 = C (y1)
1
λ+1 , (4.80)
como as equações dy
i
dt tornam-se, para todo tempo t, os valores médios, E(C
i), com i = 1, 2
do ruído. Ou seja, E(C1)(t) e E(C2)(t) satisfazem
lnE(C2)(t) = 1
λ+ 1 lnE(C
1)(t) + C, (4.81)
onde C representa uma constante de integração. Com a relação acima vemos que, para
qualquer tempo t, a média da lavoura normal, tipo #2, é muito menor que a média da
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lavoura transgênica, tipo #1. Se a taxa de crescimento λ for igual a 1, obtemos que E(C2)
é a raiz quadrada de E(C1).
Por exemplo, se uma empresa adota a lavoura tipo #1, ou seja, a lavoura
geneticamente modificada crescer com uma taxa de λ = 4, a lavoura do tipo #2, a lavoura
natural, está produzindo somente a raiz quinta do que a lavoura GM #1 está produzindo.
Isto é muito pequeno. Aqui cabe observar o forte contraste com a razão de equilíbrio das
médias espaciais.
De fato, na razão entre as médias espaciais das populações N1 e N2 apresenta
termos α’s, ou seja,
C2∗
C1∗
= α2
α1
.
Estes valores esperados estão associados com o ruído �, o qual forma o contexto para as
médias espaciais C1 e C2. Observe que da equação (4.81) temos que na razão entre E(C1)
e E(C2) não possui termos com α’s.
Além da curvatura escalar, outro invariante geométrico de interesse na trofodi-
nâmica analítica é o escalar principal I, o qual toma lugar na teoria da difusão em espaços
Finsler como foi desenvolvido no último capítulo. De fato, considerando a equação (4.44),
podemos expressar a taxa de crescimento λ em termos do escalar principal. Para isto,
partindo da igualdade (4.44), resolvemos a seguinte equação quadrática na variável λ,
λ2 + (4− I2)λ+ 4− I2 = 0 (4.82)
a qual tem discriminante Δ = I2(I2 − 4) positivo, pois da equação (4.44) temos que
I2 − 4 > 0. Desta forma obtemos a expressão
λ = −(4− I
2)±aI2(I2 − 4)
2 (4.83)
a qual mostra o efeito estocástico do ruído num espaço Finsler.
Podemos concluir que o ruído aumentou o efeito da taxa de crescimento λ. De
fato, a taxa λ desempenha o papel do escalar principal I, e de fato esse termo aparece
no campo vetorial drift B, e consequentemente está presente nas equações da dinâmica
média conforme as equações (4.74). Os resultados deste capítulo (ANTONELLI; RUTZ;
JUNIOR, ) serão submetidos numa revista com arbitragem científica.
122
5 Conclusão e Novas Etapas
Abordamos aqui uma primeira abordagem do impacto do cultivo de sementes
no ambiente natural. Nos últimos anos, temos visto o uso crescente dos organismos
transgênicos na agricultura e na indústria de combustíveis orgânicos. Estes organismos
foram geneticamente modificados para desenvolver características de outras espécies para
conferir resistência aos predadores naturais, a fim de oferecer a perspectiva de aumento da
produção. Não sendo produto de um processo evolutivo natural, o impacto dessas variantes
transgênicas no meio ambiente é uma questão particularmente importante. O clássico
princípio da exclusão competitiva (ANTONELLI; BRADBURY, 1996; RICKLEFS, 1979)
sozinho já indica uma provável diminuição da biodiversidade, com consequências diretas
na quantidade e qualidade na cadeia alimentar humana.
Adotamos como um primeiro passo para acessar o impacto das variantes
artificialmente desenvolvidas, os seus efeitos em culturas semelhantes na vizinhança.
Posteriormente, iremos expandir este trabalho para considerar as possíveis interações
entre essas variantes artificiais no bioma natural da espécie original, como uma floresta
tropical, usando a noção já desenvolvida de ecostrain como ferramenta para modelar a
perturbação. Neste trabalho, focamos, como um primeiro passo, na concorrência entre
culturas transgênicas e naturais próximas. Em particular, consideramos a competição
intraespecífica entre o organismo natural e sua variante transgênica. Como variantes
da mesma espécie e, portanto, procurando os mesmos nutrientes e abrigo no ambiente,
estas populações são concorrentes puros. Como tal, tomamos a dinâmica populacional
representada pelo modelo clássico de Gause-Witt. Este bem conhecido modelo de dinâmica
populacional de concorrentes puros, amplamente utilizado em ecologia e evolução, tem
por consequência quase exclusiva o princípio da exclusão competitiva, mecanismo que
implica na extinção da variante mais fraca. Este primeiro passo para analisar o impacto
das culturas artificialmente reforçadas introduzidas no ambiente, ainda que simples, já
sinaliza a possibilidade de perda de biodiversidade. Numa segunda etapa, introduzimos
efeitos secundários a fim de produzir modelos mais realistas para a interação entre as
variantes. Neste ponto, incorporamos o desenvolvimento orgânico das sementes plantadas,
estimando o impacto da sua concorrência na produção líquida de biomassa característica
de cada variante, gerada ao longo de um tempo finito entre plantio e colheita.
O efeito da concorrência entre as variantes ocorre nos níveis de população,
enquanto o crescimento orgânico acontece no nível individual. A biomassa total, ou a fração
que representa o produto de interesse comercial, tais como grãos, frutas, folhas, etc., é dada
como a soma sobre todos os produtos individuais em cada população. Mais especificamente,
usando a idéia de Harper, segundo o qual um organismo é visto como uma coleção de
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módulos, cada um composto por uma subpopulação (tais como folhas, raízes, grãos, etc.,
no caso de plantas), então a competição ocorre no nível das raízes, enquanto a produção
economicamente significativa é estimada em nível de sementes ou de frutos, de acordo com a
cultura particular em questão. O crescimento orgânico é representado extensivamente pela
curva de Gompertz e pode ser combinado com uma dinâmica de população competitiva,
dada pelas equações de Gause-Witt. Mas a colheita real é melhor representada pela noção
de crescimento líquido, ou a diferença entre a produção de biomassa total e o que foi
usado na reparação e manutenção, como proposto por Whittaker no contexto da dinâmica
florestal. Este conceito de fato generaliza a equação de Gompertz e permite compor a
dinâmica populacional e o processo de produção orgânica em um único sistema de equações
diferenciais.
Finalmente, apresentamos a dispersão de sementes, que misturam culturas
originalmente distintas e causa concorrência entre sementes transgênicas e naturais, en-
quanto crescem. Mecanismos, tais como vento, água ou pássaros, causam a mistura das
populações mesmo quando não adjacentes, afetando suas taxas de produção. A dispersão é
introduzida no modelo matemático como termos de difusão nas equações diferenciais. De
uma forma simplificada, podemos imaginar duas culturas adjacentes de uma única espécie,
composta por variantes naturais e transgênicas. Supondo que o mecanismo de dispersão
no ambiente é suficientemente forte, ou o campo ser pequeno o suficiente, as populações
das diferentes sementes se misturam até que as duas são distribuídas uniformemente sobre
toda a região. Note-se que, posteriormente, poderemos presumir que as áreas onde ocorre
a mistura são distribuídas geograficamente dependendo da fonte de dispersão, e podem
dividir a região entre categorias mistas e não-misturadas.
A metodologia de modelagem matemática que foi adotada aqui é trofodinâmica
analítica, que faz uso de equações diferenciais ordinárias que representam os mecanismos
associados com o sistema biológico, tanto ao nível ecológico (interação entre espécies,
dinâmica populacional), como no nível de produção (biomassa, ou frações desta). Modelos
que incorporam ambos aspectos são chamados de Volterra-Hamilton, de uso extensivo em
ecologia, evolução, epidemiologia, embriologia e outras áreas da biologia. A estabilidade
do processo de produção, dado pelo sistema dinâmico, é baseada nas idéias de Lyapunov,
cuja descrição geométrica de Jacobi é convenientemente tratada no contexto da teoria
KCC (tal como desenvolvido por Cartan, Chern e Kosambi). Neste contexto, a métrica
geralmente expressa a conservação dos nutrientes. Resultados de geometria Riemanniana,
quando interações dependem explicitamente os produtos criados e consumidos pela espécie,
chamados então de metabólicos, no lugar de simplesmente ecológicos, quando são constantes,
ou médias geográficas e/ou ao longo do tempo. A geometria de Finsler representa as
interações que dependem de proporções entre as diferentes populações, conhecidas como
interações sociais no contexto biológico. Tais considerações serão abordadas em um próximo
artigo, e não foram desenvolvidas nesta tese.
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