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Abstract
We examine some of the problems associated with managing a server
farm; that is, a collection of servers which are used to provide different
types of services to paying customers. The users are charged for the
services provided, but are also promised that certain Quality-of-Service
criteria will be met. Failure to satisfy those QoS undertakings incurs
pre-specified penalties. In order to maximize the revenue obtained, the
service provider must employ intelligent dynamic policies dealing with
server allocation and job admission decisions. A number of such policies
are surveyed.
Keywords: Service Provisioning, Cloud Computing, Quality of service, Rev-
enue maximization, Server allocation, Admission policies.
1 Introduction
The business model whereby a company makes money by selling computing
services which are delivered through large server farms, or data centers, is be-
coming increasingly important. Variously referred to as Cloud Computing, or
Utility Computing, or Service Provisioning, that model has been adopted by
major organizations such as Amazon, Google, IBM, Microsoft and Yahoo. The
idea is that a user avoids the capital costs of buying expensive equipment, and
instead relies on the infrastructure provided by the server farm to perform var-
ious tasks, paying only for the resources consumed. Those tasks may involve
computation, file input/output, or a mixture of both.
Service Provisioning is typically intended to be regulated by means of Ser-
vice Level Agreements (SLAs), which not only indicate how much is to be paid
for each type of service, but also include Quality of Service (QoS) guarantees.
The latter might promise particular levels of performance for different types of
services, e.g. bounds on waiting times. There would be specified penalties that
the provider would incur if those obligations are not met.
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The objective of a service provider is of course to maximize the return on the
investment in setting up the server farm. However, it is far from obvious what is
the best way to achieve that objective. Should fixed numbers of servers be ded-
icated to different types of services? That is unlikely to be optimal, as it could
lead to some servers being under-utilized, while others are overloaded. Should
all incoming requests be accepted? Again, that could be counter-productive
during periods of heavy demand, since the provider could end up losing more
in performance penalties than gaining in income.
Clearly, it is necessary to employ efficient policies to control both the allo-
cation of servers to tasks of different types, and the admission of user requests.
Moreover, those policies should be dynamic, in order to be able to react to ran-
dom and unpredictable changes in demand. The design, implementation and
evaluation of such policies, in the context of explicit SLAs involving penalties
for failing to meet performance targets, is the topic of this survey. It is based
mainly on work carried out by British Telecom and the University of Newcastle
over the last few years.
A general diagram of the subject system is shown in figure 1. Two kinds
of SLAs will be considered. In the first kind, the granularity of a user demand
is an individual request, or lob, as we shall refer to it. In that model, charges,
penalties and admission decisions apply to separate jobs. The second kind of
SLA applies to a group of jobs submitted by the same user at a given rate over
a period of time; such a group is referred to as a stream. Once a stream is
admitted, all jobs in it must be executed. In that case, the QoS guarantees, and
the penalties for non-compliance, are stated in terms of entire streams.
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Figure 1: A Service Provisioning System
Some related work can be found in the papers by Villela et al [14] and Levy
et al [7]. They consider a similar economic model in systems consisting of one
or more shared servers. The emphasis is on allocating server capacity only;
admission policies are not considered. Yet we shall see that revenues can be
improved very significantly by imposing suitable conditions for accepting jobs.
Huberman et al [5] and Salle and Bartolini [12] present two different abstract
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frameworks involving pricing and contracts in IT systems. Those approaches
do not take congestion into account explicitly and are therefore not readily
applicable in the present context.
Rajkumar et al [11] consider a resource allocation model for QoS manage-
ment, where application requirements may include timeliness, reliability, secu-
rity and other criteria. The model is described in terms of a utility function to
be maximised. That model is extended in [3] and [4]. Such multi-dimensional
QoS is beyond the scope of this survey. However, although those models allow
for variation in job computation time and frequency of application requests,
once again, congestion and response/waiting times are not considered.
Chandra et al [2], Kanodia and Knightly [6] and Bennani and Menasce´ [1, 10]
examine certain aspects of resource allocation and admission control in systems
where the QoS criterion is related to response time. Those studies do not
consider the economic issues related to income and expenditure.
The service-level agreements based on individual jobs, and the corresponding
allocation and admission policies, are presented in section 2. The stream-based
SLAs, and the corresponding policies, are treated in section 3. Other aspects of
resource allocation, including power-saving policies, are mentioned in section 4.
Section 5 concludes the survey.
2 Pay-per-job server farms
Suppose that the server farm contains N servers and offers m different types
of services. A request for service i is referred to as a ‘job of type i’. Assume
that the quality of service experienced by an accepted job of type i is measured
either in terms of its response time, W (the interval between the job’s arrival
and completion), or in terms of its waiting time, w (excluding the service time).
Whichever the chosen measure, it is mentioned explicitly in a service level agree-
ment between the provider and the users. In particular, each SLA includes the
following three clauses:
1. Charge: For each accepted and completed job of type i a user shall pay a
charge of ci (in practice this may be proportional to the average length of
type i jobs).
2. Obligation: The response time, Wi (or waiting time, wi), of an accepted
job of type i shall not exceed qi.
3. Penalty: For each accepted job of type i whose response time (or waiting
time) exceeds qi, the provider shall pay to the user a penalty of ri.
Thus, service type i is characterized by its ‘demand parameters’ (these de-
scribe the arrival pattern and the run times of type i jobs), and its ‘economic
parameters’, namely the triple
(ci, qi, ri) = (charge, obligation, penalty) (1)
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This model is examined in Mazzucco et al [8].
Within the control of the provider are the resource allocation and job ad-
mission policies. The first decides how to partition the total number of servers,
N , among the m service pools. That is, it assigns ni servers to jobs of type
i (n1 + n2 + . . . + nm = N). The allocation policy may deliberately take the
decision to deny service to one or more job types (this will certainly happen if
the number of services offered exceeds the number of servers).
In practice, a service is deployed on a server by fetching it from some (remote)
repository. This incurs a migration time which may be on the order of seconds,
or possibly minutes. If storage is plentiful, it would be desirable to deploy all
services on all servers, regardless of where and whether they are currently being
offered. Then, allocating a server to a particular service pool does not involve a
new deployment; it just means that only jobs of that type would be sent to it.
In those circumstances, switching a server from one pool to another does not
incur any overhead.
As far as the provider is concerned, the utility of the system is measured by
the average revenue, V , obtained per unit time. This is evaluated according to
V =
m∑
i=1
γi[ci − riP (Wi > qi)] , (2)
where γi is the average number of type i jobs accepted per unit time, and P (Wi >
qi) is the probability that the response time of an accepted type i jobs exceeds
the obligation qi. If the service level agreements are in terms of waiting times
rather than response times, then Wi should be replaced by wi.
The objective of the resource allocation and job admission policies is to
maximize the average revenue V .
Note that, although nothing is assumed about the relative magnitudes of
the charge and penalty parameters, the more interesting case is where the latter
is at least as large as the former: ci ≤ ri. Otherwise one could guarantee a
positive revenue by accepting all jobs, regardless of loads and obligations.
In order to detect and react to changes in demand, the system is monitored
throughout its operation. Time is divided into intervals called windows. The
statistics collected during one window are used to make policy decisions during
the next window.
2.1 Server allocation policies
The study [8] proposes the following server allocation heuristics.
1. Measured Loads heuristic. Use last window’s data to estimate the arrival
rate, λi, and average service time, 1/µi, for each job type. For the duration
of the current window, allocate the servers roughly in proportion to the
offered loads, ρi = λi/µi, and to a set of coefficients, αi, reflecting the
economic importance of the different job types. In other words, start by
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setting
ni =
⌊
N
ρiαi∑m
j=1 ρjαj
+ 0.5
⌋
(3)
(adding 0.5 and truncating is the round-off operation). Then, if the sum
of the resulting allocations is either less than N or greater than N , adjust
the numbers so that they add up to N .
2. Measured Queues heuristic. Use last window’s data to estimate the average
queue sizes, Li, for each job type. For the duration of the current window,
allocate the servers roughly in proportion to those queue sizes and the
coefficients αi. That is, start by setting
ni =
⌊
N
Liαi∑m
j=1 Ljαj
+ 0.5
⌋
, (4)
and then adjust the numbers so that they add up to N .
The intuition behind both of these heuristics is that more servers should be
allocated to services which are (a) more heavily loaded and (b) more important
economically. The difference is that the first estimates the offered loads directly,
while the second does so indirectly, via the observed average queue sizes. One
might also decide that it is undesirable to starve existing demand completely.
Thus, if the heuristic suggests setting ni = 0 for some i, but there have been
arrivals of that type, an attempt is made to adjust the allocations and set ni = 1.
Of course, that is not always possible.
One could use different expressions for the coefficients αi. Experiments have
suggested that a good choice is to set αi = ri/ci (the supporting intuition is
that the higher the penalty, relative to the charge, the more important the job
type becomes). If ri = ci, then αi = 1 and servers are allocated in proportion
to offered loads or queues.
An allocation policy decision to switch a server from one pool to another
does not necessarily take effect immediately. It is usually desirable to make
switching non-preemptive, i.e. if a service is in progress at the time, it is allowed
to complete before the server is switched.
Under both allocation policies it may happen, either at the beginning of a
window, or during a window, that the number of servers allocated to a pool is
greater than the number of jobs of the corresponding type present in the system.
In that case, one could decide to return the extra servers to a ‘spare pool’ and
to assign them temporarily to other job types. If that is done, the heuristic is
called ‘greedy’. The original policy, where no reallocation takes place until the
end of the current window, is called ‘conservative’. Thus, there are conservative
and greedy versions of both the Measured Loads heuristic and the Measured
Queues heuristic.
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2.2 Admission policies
A simple way to control job admissions is to define a set of thresholds, Ki (i =
1, 2, . . . , m); incoming jobs of type i are rejected if there are Ki of them already
present in the system. The extreme values Ki = 0 and Ki = ∞ correspond to
accepting none, or all, of the type i jobs. The question is how to choose those
thresholds in a sensible manner.
Unfortunately, the optimal values for Ki depend not only on the server
allocations ni and on the average interarrival and service times, but also on the
distributions of those random variables. Therefore, the practical approach to
obtaining a good heuristic is to make simplifying assumptions about the arrival
and service processes, and choose the ‘best’ thresholds under those assumptions.
Such choices may be sub-optimal when the assumptions are not satisfied, but
nevertheless produce reasonable admission policies.
The simplification consists of assuming that jobs of type i arrive according
to an independent Poisson process with a given rate, and their required service
times are distributed exponentially with a given mean. This leads to a standard
and easily solvable model for queue i when ni servers are allocated to it. The
solution can be obtained in isolation of the other queues, and yields the prob-
ability of having to pay a penalty for violating the QoS guarantee for a job of
type i, for any given threshold Ki.
The above probabilities, together with (2), enable the average revenue V
to be computed efficiently and quickly. Moreover, to maximize V , it is enough
to maximize separately the contributions due to each job type. The resulting
search for the best thresholds Ki is typically very fast and can be done on-line
at the beginning of each window.
Thus, having chosen a dynamic server allocation policy, a dynamic job ad-
mission policy is obtained as follows:
• For each job type i, whenever its server allocation ni changes, compute the
‘best’ admission threshold, Ki, by using the current parameter estimates
and solving the corresponding simplified queueing model.
There are quotation marks around the word ‘best’, because that threshold may
not be optimal if the exponential assumptions are violated. The admission
policy can be applied in any system but is, in general, a heuristic.
Note that, whenever ni = 0 for some job type, then Ki = 0, i.e. jobs of that
type are not accepted. If that is undesirable for reasons other than revenue,
then either the allocations or the thresholds can be adjusted appropriately.
The effect of the admission threshold on the achievable revenue is illustrated
in figure 2. A single service is offered on a cluster of 10 servers (N = 10, m = 1).
The average service time is 1. The charge and penalty are equal to 100. The
QoS contract specifies that the average response time of a job should not exceed
twice its service time, or the average waiting time should not exceed the service
time (qi = 1/µi).
The revenue earned, V , is plotted against the admission threshold, K, for
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three different arrival rates. The model is solved numerically, under the simpli-
fying exponential assumptions.
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Figure 2: Revenue as function of admission threshold
N = 10, m = 1, c = r = 100
The figure confirms the intuition that the heavier the load, the lower the
optimal threshold and the higher the maximum achievable revenue. It also
indicates that the heavier the load, the more important it is to operate at or near
the optimum threshold. Thus, when λ = 8.0, the optimal admission threshold
is K = 18; however, much the same revenue would be earned by setting K = 10
or K = ∞. When the arrival rate is λ = 8.8, about 10% higher revenue is
obtained by using the optimal threshold of K = 17, compared with the worst
one of K = ∞. When the arrival rate increases further to λ = 9.6, the revenue
drops very sharply if the optimal admission threshold of K = 16 is exceeded
significantly.
To see the combined effect of a server allocation and a job admission policy,
consider an experiment where a 20-server system with 2 types of service is
subjected to fluctuating demand controlled by a single parameter, λ. During a
period of time of length 1000, jobs of type 1 and 2 arrive at rates λ1 = λ and
λ2 = 10λ, respectively. Then, during the next period of length 1000, the arrival
rates are λ1 = 10λ and λ2 = λ, respectively; and so on. The average service
times for the two types are equal to 0.8. All charges and penalties are equal to
100. The QoS contract is as before.
Three operating policies are simulated and compared in figure 3, assuming
that the demand parameters do not have to be estimated. The first is the
optimal policy, obtained by an exhaustive search of all possible server alloca-
tions and the corresponding admission thresholds. The second is, essentially,
the Measured Loads allocation heuristic (except that no windows are necessary
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because the loads are given), coupled with the admission thresholds calculated
by the model. The third policy uses the same heuristic server allocations, but
does not restrict admissions (i.e., K1 = K2 = ∞). In all cases, it is assumed
that, at the beginning of every new period, the demand parameters become
known instantaneously, so that the server allocations and admission thresholds
can be computed and applied during that period.
Figure 3 shows the total revenue earned per unit time by the three policies,
plotted against the offered load (expressed as a percentage of the maximum load
that the system can support). The near-optimality of the heuristic is rather
remarkable. In contrast, the revenues earned by the unrestricted admission
policy increase more slowly, and then drop sharply as the load becomes heavy.
This example demonstrates that, by itself, a sensible server allocation policy
is not enough; to yield good results, it should be accompanied by a sensible
admission policy.
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Figure 3: Policy comparisons: revenue as function of load
N = 20, ci = ri = 100
More extensive experimentation with a real cluster of servers has shown
that, of the two allocation heuristics, Measured Loads tends to perform slightly
better than Measured Queues. On the other hand, it can be more sensitive to
variability in demand. In any case, the differences are not large – on the order
of 5-10%.
3 Pay-per-stream server farms
The model in the previous section can be criticized on the grounds that, in prac-
tice, QoS guarantees are often given in terms of the average service experience,
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rather than that of individual jobs. Moreover, a user who wishes to submit
more than one job does not know which of them will be accepted for execution
and which will be rejected.
In Mazzucco et al [9], a different model is considered. A user request for
service i consists of ki jobs, submitted at the rate γi jobs per second. Such a
request is referred to as a ‘stream of type i’. If a stream is accepted, all jobs in
it will be executed. A stream which has been accepted but not yet completed
is said to be ‘currently active’. If Li streams of type i are currently active, then
the total current arrival rate of type i jobs is λi = Liγi.
The quality of service experienced by an accepted stream of type i is mea-
sured by the observed average waiting time, Wi:
Wi =
1
ki
ki∑
j=1
wj , (5)
where wj is the waiting time of the jth job in the stream (one could also decide to
measure the quality of service by the observed average response time, including
the job service times).
The service-level agreements are similar to the earlier ones, but are stated
in terms of streams and average waiting times:
1. Charge: For each accepted stream of type i, a user shall pay a charge of
ci (this would normally depend on the number of jobs in the stream, ki,
their submission rate and their average length).
2. Obligation: The observed average waiting time, Wi, of an accepted stream
of type i shall not exceed qi.
3. Penalty: For each accepted stream of type i whose Wi exceeds qi, the
provider shall pay to the user a penalty of ri.
As before, within the control of the provider are the server allocation and
stream admission policies. The observation windows are now best defined by the
instants when streams arrive and complete. The server allocation policy should
be invoked at every stream arrival and stream completion instant, since the
offered load can change then. The admission policy is invoked at stream arrival
instants and must decide whether the incoming stream should be accepted or
rejected. Of course, the allocation and admission policies are coupled: admission
decisions depend on the allocated servers and vice versa.
The assumptions concerning the distributions of interarrival and service
times can be relaxed, at the price of applying approximate analysis and of
having to collect more statistics. During each observation window, the monitor-
ing software obtains estimates not only of the average interarrival and service
times, but also their coefficients of variation. Those estimates are then used
by the policies at the next decision epoch. It is assumed that the observation
windows are reasonably large compared to the interarrival and service times, i.e.
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that enough jobs arrive and are served during a window to provide good traffic
estimates and to enable the system to be treated as having reached steady state.
Again, the objective is to maximize the total average revenue per unit time.
3.1 Allocation and admission policies for streams
As far as server allocation is concerned, either the Measured Loads or the Mea-
sured Queues can be used. The paper [9] concentrates on the former, as it
appears to perform marginally better. Thus, servers are allocated to services in
proportion to the observed offered loads, and to a set of coefficients reflecting
the economic importance of the different job types.
Devising an efficient admission policy for streams is more difficult. Each ad-
mitted stream causes an increase in offered load over a considerable time period,
and hence increases the likelihood that performance penalties will have to be
paid to streams that have already been admitted. To estimate the probability
of paying a penalty to a given active stream, one has to monitor all streams,
keeping track of how many jobs have already been completed in each, and what
is the currently achieved average waiting time over those jobs.
Consider an admission decision epoch for service i, i.e. an instant when
a new stream of type i is offered. The state of the system at that instant is
specified by the following values:
(a) For each service type, the number of corresponding streams currently ad-
mitted.
(b) For each stream of each type, the number of jobs already completed and
the average waiting time achieved over those jobs.
These values, as well as the parameter estimates, are provided by the monitoring
software.
Given the state information, one can estimate the difference in expected
revenue, ∆V , caused by accepting the new type i stream, compared to that of
rejecting it. A decision to accept, possibly in conjunction with a reallocation
of servers from other queues to queue i, would bring in an additional charge of
ci, but will also increase the job arrival rate at queue i by γi. There will be a
possible penalty to pay for the new stream, and also different probabilities of
paying penalties for the existing streams of type i, and for the existing streams
of the types that lost servers, if any. All these probabilities are estimated by
applying approximate solution techniques.
The suggestion is that, at arrival instants of type i streams, the following
policy is adopted:
1. Invoke the Measured Loads allocation heuristic to determine the numbers
of servers that each queue would have if the new stream was accepted.
2. Evaluate the expected change in revenue, ∆V . If it is positive, carry out
the server reallocation and accept the incoming stream. Otherwise, reject
the new stream and leave the server allocation as it was.
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This policy is referred to as the Current State admission heuristic.
At instances of stream completion, the question of admission does not arise,
but that of server reallocation does (since the offered load of one type is reduced).
The Measured Load allocation heuristic is invoked and any switching of servers
indicated by it is carried out.
The application of Measured Loads allocation and Current State admission
implies that, if a stream arrives into an otherwise empty system, all servers are
allocated to it. Then, if a stream of a different type arrives, several servers are
switched to the other queue, etc.
N.B. One can easily relax the assumption that all streams of type i have the
same job arrival rate, γi, and the same number of jobs, ki. There is no problem
in evaluating ∆V and making allocation and admission decisions if those quan-
tities vary from stream to stream, as long as each incoming stream announces
its arrival rate and number of jobs in advance. The charges, obligations and
penalties could also vary from stream to stream.
The Current State admission heuristic requires a rather detailed knowledge
of the states of all active streams in the system. Its computational demands
include approximate solutions for every active stream in every queue. A simpler
heuristic that allows decisions to be taken faster could therefore be attractive.
The Threshold heuristic uses a set of thresholds, (M1, M2, . . ., Mm). If, at
the moment when a stream of type i is submitted, there are fewer than Mi active
type i streams, the new stream is accepted, otherwise it is rejected. The values
of those thresholds are obtained by modelling the number of active streams of
type i, as the number of calls in an Erlang system with Mi trunks and a traffic
intensity which depends on the stream arrival rate, job arrival rate and number
of jobs per stream. The computation of the best thresholds is typically very
fast.
The Threshold heuristic is a very economical policy to implement, in terms
of computational overheads. Moreover, it scales well with both the number of
offered services m and the number of servers N . This is because it is essentially a
static policy: the server allocations and the corresponding admission thresholds
are computed only once, for a given set of demand parameters. The system is
still monitored, and if one or more of those parameters are observed to have
changed, the allocations and thresholds are recomputed.
Experiments have shown that the Threshold heuristic performs not much
worse than Current State. For example, figure 4 shows the revenues obtained
by the two policies in a 20 processor farm catering to streams of two types.
The demand parameters for type 1 are: γ1 = 0.2 (job arrival rate), 1/µ1 = 10
(average service time), k1 = 50 (number of jobs in a stream), c1 = r1 = 100
(charge and penalty). Type 1 streams are submitted at rate δ1 = 0.02. The
corresponding parameters for type 2 are γ2 = 0.4, 1/µ2 = 5, k2 = 50 and
c2 = 200. However, the offered load of type 2 is increased by reducing the
average interval between stream submissions from 125 down to about 25 (that
is, the submission rate δ2 increases from 0.008 to 0.04). All interarrival, service
and inter-stream intervals are distributed exponentially.
The QoS contract specifies that the average waiting times of the jobs in s
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stream should not exceed the corresponding average service times (qi = 1/µi).
The resulting revenues are plotted against δ2. Each point corresponds to to
a simulation run of 110000 time units, divided into 11 portions of 10000 time
units each for the purpose of computing a 95% confidence interval.
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Figure 4: Comparison of stream heuristics
N = 20, c1 = r1 = 100, c2 = r2 = 200
In this example, the performance of the simple Threshold heuristic is only
about 10-20% worse than that of the more complicated Current State policy.
The Threshold heuristic is certainly a credible candidate for an implementation
in a commercial service farm.
4 Other issues
If the methodology described here is to be applied successfully in practice, it
may be necessary to carry out some market research. It would be useful to
discover what kind of response time or waiting time obligations the users might
ask for, how much they would be willing to pay for them and what kind of
penalties they would accept. For example, instead of a single obligation and
a corresponding penalty, service i might have a sliding scale of mi obligations,
qi,1 < qi,2 < . . . < qi,mi , with penalties of increasing severity, ri,1 < ri,2 < . . . <
ri,mi . If the waiting time exceeds qi,1, penalty ri,1 would be due; if it exceeds
qi,2, the penalty would be ri,2, etc. Then the average revenue to be maximized
12
would be given by
V =
m∑
i=1
γi
[
ci −
mi∑
ℓ=1
ri,ℓP (qi,ℓ < Wi ≤ qi,ℓ+1)
]
, (6)
where qi,mi+1 = ∞ by definition. All admission policies can be adapted to this
more general model without too much difficulty.
Another issue that is assuming major importance in large server farms is
power usage and conservation. Servers can be instructed remotely to switch
from being powered up to powered down and vice versa. However, those opera-
tions are not instantaneous, and while they are in progress the relevant servers
consume power but cannot serve jobs. It is therefore a non-trivial problem to
decide when is the best time to power servers up or down.
One aspect of this problem was examined by Slegers et al [13]. The cost
function to be minimized included the costs of holding jobs of different types in
the system, and the costs of keeping servers powered up. Various heuristics for
powering servers down and up were evaluated. These included the Idle heuristic,
which consists of powering down any server that is idle and powering up a server,
if possible, when there are jobs in the system waiting to be served. That policy
ignores the times taken to power up or down, so its performance is clearly sub-
optimal. Better policies are constructed by applying a fluid approximation to
the queueing process and estimating the costs involved in clearing the current
load with and without powering servers on or off. In each state, the action with
the lowest cost is chosen.
The problem of designing control policies that optimize performance and
power consumption simultaneously is by no means solved yet.
5 Conclusions
As far as we know, the management and control policies discussed here have
not yet been used in an existing commercial environment. However, a proto-
type incorporating these ideas has been implemented as part of a collabora-
tion between Newcastle University and British Telecom. That system, called
SPIRE (Service Provisioning Infrastructure for Revenue Enhancement), is a self-
configurable and self-optimizing middleware platform that dynamically migrates
servers among hosted services and makes admission decisions. It collects traffic
statistics, estimates parameters and monitors charges and penalties. SPIRE is
currently subject to two European patents on behalf of BT.
Dynamic policies for server allocation and job or stream admission are clearly
crucial for the efficient and profitable operation of a server farm. There is some
evidence that the policies mentioned here are close to optimal. An important
feature from a practical point of view is that these heuristics are not very sen-
sitive with respect to the window size that is used in their implementation.
Moreover, they are able to cope with bursty arrivals and non-exponential ser-
vice times.
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A topic that has not received attention so far, but is worth studying, is the
interaction between different server farms, perhaps belonging to different coop-
erating organisations that offer the same services. Given an efficient mechanism
for sharing current state information, a job or a stream that is submitted to,
and rejected by one farm, could be passed automatically to another.
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