Abstract. We consider a control system for a Korteweg-de Vries equation with homogeneous Dirichlet boundary conditions and Neumann boundary control. We address the rapid exponential stabilization problem. More precisely, we build some feedback laws forcing the solutions of the closed-loop system to decay exponentially to zero with arbitrarily prescribed decay rates. We also perform some numerical computations in order to illustrate this theoretical result.
1.
Introduction. In this paper we address the boundary stabilizability problem for a linear Korteweg-de Vries (KdV) equation on a bounded domain. We consider a system with homogeneous Dirichlet boundary conditions where the control acts on the Neumann boundary condition at the right endpoint. This issue has been studied in the literature firstly in the case of periodic boundary conditions, mainly by adding a damping term to the equation. For example, in [8] a damping term distributed all along the domain is considered; in [17] the authors use a damping term distributed with localized support and in [16] the authors use a boundary damping term. In all these papers, an exponential decay of the solutions is proved. In the case of homogeneous Dirichlet boundary conditions with a localized damping term, the same stability property has been proved in [12] and [14] .
Here, we are interested in the case where there is no damping. In [23] , Zhang considers a feedback law which allows him to prove that solutions decay exponentially to zero. In [12] , Perla Menzala, Vasconcellos and Zuazua prove that the solutions decay exponentially to zero even in the case without control. It is done when the length of the domain does not belong to a countable set of critical values introduced by Rosier in [13] . In the case of critical domains, it is known that there exist some initial conditions such that the corresponding solutions conserve their L 2 -norm. Our main aim in this work is to prove that for any ω > 0, one can build a feedback law such that the closed-loop system has an exponential decay rate ω at least. This is a big difference with the previous works, where one proves the Remark 1. In order to get rapid stabilization for some partial differential equations control system, there exists another method, called backstepping method, which use neither a Gramian approach nor operator Riccati equations. We cite [20, 19] by Krstic and Smyshlyaev, [10] by Liu and the references therein. 
where the state is y(t, ·) : [0, L] → R and the control is u(t) ∈ R. In [23] , Zhang considers the following feedback law with α ∈ (0, 1) and L = 1
One obtains, for the closed-loop system, that the energy satisfies
Thus, a decay to zero of the solutions is naturally expected. In fact, Zhang proves that the closed-loop system is well posed in L 2 (0, 1) and that there exist ω > 0 and C > 0 such that
where y is the solution of (1)-(2) with initial data y 0 and L = 1. That means, the feedback law (2) stabilizes the control system (1) to the origin. Then, Rosier proves in [13] that for some values of L, called critical values (see the definition of the set N in (15)), there exist some initial conditions y 0 such that the corresponding solution of (1) with u = 0, conserves its L 2 -norm. These solutions also satisfy y x (t, 0) = 0,
RAPID STABILIZATION FOR A KORTEWEG-DE VRIES EQUATION 657
and therefore a feedback law as (2) does not stabilize the system. (Note that 1 / ∈ N ). Later, in [12] , Perla, Vasconcellos and Zuazua prove that (3) actually holds for (1) with u = 0, provided that the length L of the interval is not critical.
In this paper, we are interested in the design of some feedback laws
such that the closed-loop system (1) and (4) has an exponential decay rate (the constant ω in (3)) as large as desired. In order to get this stabilizability property we use a method due to Urquiza [22] . Let us explain his result on the following abstract control system
with state y(t) in a Hilbert space Y and control u(t) in a Hilbert space U . Here, the initial condition y 0 ∈ Y , A is a skew-adjoint operator (i.e. A * = −A) in Y whose domain is dense in Y , and B is an unbounded operator from U to Y . Let us assume that these operators satisfy the following hypothesis. 
(H4) Controllability property. There exist T > 0 and c T > 0 such that
Then, one has the following result whose proof mainly relies on general results about the algebraic Riccati equation associated with the linear quadratic regulator problem (see [3] ). 
is coercive and is an isomorphism on Y .
) is the infinitesimal generator of a strongly continuous semigroup on Y.
(iii) The closed-loop system (system (5) with the feedback law u = F ω (y)) is exponentially stable with a decay rate equals to 2ω, that is,
As one can see, the feedback operator is built in an explicit way. This fact and the free choice of the parameter ω are the main advantages of this method. The first point to check in order to be able to apply this theorem to our linear KdV control system is (H1). As we easily see, hypothesis (H1) holds if we take as control, the function v defined by u(t) = y x (t, 0) + v(t).
EDUARDO CERPA AND EMMANUELLE CRÉPEAU
Hence our system becomes
We can rewrite (6) in the abstract form (5) by defining the operators A and B as follows
It is not difficult to see that A * = −A and that
Hence, from classical semigroup results, one sees that the operator A satisfies (H1).
We also see that (H2) holds for the operator B. Hypothesis (H3) and (H4) are more delicate to show and will be proved in section 3. As our operator B stands for a boundary control, we will see that assumption (H3) is a sharp trace regularity. Concerning (H4), it implies an exact controllability result that will be stated below. Then, in section 4, by applying Theorem 2.1, a feedback law for our control system is given in an explicit way and the rapid stabilizability is asserted in a precise way. Finally, in section 5 we check the performance of our feedback laws on some numerical simulations.
Proof of (H3) and (H4).
In this section we first study the asymptotic behavior of the eigenvalues of the operator A. Then, we apply a classical Ingham's inequality to prove that (H3) and (H4) hold for our control system. An exact boundary controllability result is also stated.
3.1. Spectral properties of the operator A. It is not difficult to see that the skew-adjoint operator A has a compact resolvent. Hence the spectrum σ(A) of A consists only of eigenvalues. Furthermore the spectrum of A is a discrete subset of iR and the eigenfunctions form an orthonormal basis of L 2 (0, L). For the work to be done here, we require very detailed informations about the asymptotic behavior of the eigen-elements of the operator A. Let us denote by (iλ k ) k∈Z the eigenvalues of A and by (φ k ) k∈Z its eigenfunctions. Proposition 1. The real numbers (λ k ) k∈Z have the asymptotic form
Proof. The eigenvalue problem to be considered is
To each λ corresponds at least a real a such that λ = 2a(4a 2 − 1). Thus, the three solutions of
We distinguish 3 cases. 1. If 3a 2 − 1 < 0. In this case, it is easy to see that the eigenfunction φ of A associated to the eigenvalue λ = 2a(4a 2 − 1) may be written
where α, β and γ are some constants such that φ(0) = φ(L) = 0 and φ
From (7), one obtains
Taking the real part of equation (8), one obtains that a must satisfy
The number of parameters a satisfying (9) is finite and depends on L. As if a satisfies (9), then (−a) so, we find in this case 2N L eigenvalues
If 3a 2 − 1 = 0. We don't find any eigenfunction in this case. In fact, here
, z 2 = 2i √ 3 3 and the candidate function to be an eigenfunction cannot satisfy the boundary conditions.
If 3a
2 − 1 > 0. In this case, it is easy to see that the eigenfunction φ of A associated to the eigenvalue λ = 2a(4a 2 − 1) may be written as
We deduce from (10)- (11) that
and − 3a + ℑ(β) 3a 2 − 1 = −3a cos(2aL)
From these equations, one obtains that a satisfies the following one
If one neglects the terms e −L √
and hence there exists, for k ∈ N large enough, a unique solution a k+NL (respectively (12) and given asymptotically by
The associated eigenfunction, φ k is
where α k is chosen in such a way that φ k L 2 (0,L) = 1. Asymptotically, one sees that (α k ) converge to 1/ √ L as k goes to ∞.
Thus, from (13), one deduces the asymptotic behavior of the eigenvalues and therefore the proof of this proposition is complete.
Remark 2. We easily deduce from equations (9) and (12) that ∀k ∈ Z, a k = −a −k and λ k = −λ −k .
Remark 3. Similar asymptotical behaviors have been found out in [16] and [23] .
From the proof of the last proposition, we deduce the following lemma.
Lemma 3.1. There exists a constant C > 0 such that
Proof. By using the formulae for the eigenfunctions φ k , we get
This fact together with (13) allows us to find that
3.2.
Ingham's inequality. Given the asymptotic behavior of the eigenvalues of A, we have to modify the choice of the state space L 2 (0, L) in order to prove (H3) and (H4). From the previous section, we know that
Let us now define some useful spaces. In each space H s , one has the orthonormal basis {(1 + |λ k |)
With this definition we can state the following well-posedness result whose proof is direct from the previous analysis. Proposition 2. For any z 0 = k∈Z z k 0 φ k ∈ H s , there exists a unique solution of the homogeneous problem
which belongs to C(R, H s ) and is given by
Moreover, as {λ k } k∈Z ⊂ R, one has that ∀t ∈ R, z(t, ·) s = z 0 s . Now, we are interested in the regularity needed to obtain z x (·, L) ∈ L 2 (0, T ) for any T > 0. As one has at least formally,
one sees the importance of Lemma 3.1 which gives us the asymptotic behavior of φ ′ k (L) as k tends to ±∞. In order to find the regularity needed, we use the following classical result mainly due to Ingham (see [4] and [7] ). Then there exist two strictly positive constants C 1 and C 2 such that for any sequence {γ k } k∈Z satisfying k∈Z γ 2 k < ∞, the series f (t) = k∈Z γ k e iβ k t converges in L 2 (0, T ) and satisfies
Let us apply this lemma. Let z 0 = k∈Z z k 0 φ k ∈ H s for some s ≥ 0. We want to take β k = λ k and
From the asymptotic behavior, we have that if
This together with Proposition 1 allow us to apply the Ingham's inequality and get the existence of two constants C 1 , C 2 > 0 such that for any z 0 ∈ H s , with s ≥ 1,
We can estimate by above the right-hand side in terms of the H 1 -norm of z 0 , and consequently, in terms of any H s -norm with s ≥ 1. To get inequalities (H3) and (H4) in the space H 1 , we need to estimate by below the left-hand side in terms of the H 1 -norm of z 0 . In order to do that we can not lose any coefficient z
then, there exist no µ ∈ C, ϕ ∈ H 3 (0, L)\{0} satisfying
In particular, this implies that φ ′ k (L) = 0 for any k ∈ Z and therefore from (14), we get the existence of positive constants c T and C T such that
The left-hand inequality in (16) is called an observability inequality and as we will see below it implies an exact controllability result. This ends the proof of (H3) and (H4).
Controllability.
A direct consequence of (16) is the exact boundary controllability of our control system (6) . Let us define what we mean by a solution of this system. Definition 3.4. Let T > 0 be fixed. Let y 0 ∈ H −1 and v ∈ L 2 (0, T ). A solution of the Cauchy problem
is a function y ∈ C([0, T ], H −1 ) satisfying y(0) = y 0 and
where z ∈ C([0, T ], H 1 ) is the solution of the Cauchy problem
With this definition, we obtain the following result whose proof is classical and hence omitted here (see for example [7, page 13] ).
Then, the problem (17) has a unique solution.
Let us now focus our attention on the controllability problem. It is a classical result, that the observability inequality previously proved in this paper implies the following theorem. Remark 4. Using the Hilbert Uniqueness Method (see [9] ) one can choose a control v ∈ L 2 (0, T ) of minimal L 2 -norm among all the controls driving the system from y 0 at t = 0 to y T at t = T .
Remark 5. In order to have a controllability result in more regular spaces, one may apply the method used in [21] and [2] . This method mainly consists in considering more regular controls allowing us to derive the equation. Applying that, one could get Theorem 3.5 in the space H 2 with controls in H 1 (0, T ).
4. Rapid stabilization. In this section, we apply Urquiza's method to our linear control system (6) . Let us design the feedback laws allowing us to get the rapid stabilization result. We first define, for any q 0 and ψ 0 ∈ H 1 , the bilinear form
where q and ψ are the respective solutions of
We then define the operator Λ ω : H 1 −→ H −1 assumed to satisfy
Finally, we define the following operator
, where q 0 is the solution of the following Lax-Milgram problem
From section 3 and Theorem 2.1 one easily gets the following result. 
is globally well posed in H 1 . Moreover, the solutions decay to zero with an exponential rate of 2ω, i.e.,
5. Numerical simulations. Let ω > 0 be fixed. We use the Galerkin method and an approximation by modal superposition to decompose our solutions as in [1] . Let (iλ k , φ k ) be the eigenmodes of
Let us define
For any z 0 ∈ H 1 let q 0 N ∈ V N be the unique solution of the variational equation
where q N and ψ N are the respective solutions of
and
We define the discrete operator,
and we easily deduce from (18) and (19) that
In order to solve the stabilization problem we write the problem in a weak form where the boundary term appears. We multiply (6) by w ∈ D(A) and get by integration by parts We take as an approximation of the controlled solution, (20) Figure 1 and Figure 2 , we show the evolution of the solution for ω = 2 and ω = 3 respectively. Note particularly, on Figure 3 , the excellent agreement between theoretical and numerical results for the time-evolution of the H 1 -norm. Figure 3 . Time-evolution of the norm y H1 compared with e −ωt y 0 H1 for ω = 2 and ω = 3.
