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Summary
Introduction
A great variety of phenomena associated with different fields such as Physics, Phy-
siology, Economy, Biology, Geology, Meteorology, etc, show output signals which may
appear as erratic and noisy, but in fact, possess long-range correlations and fractal struc-
ture (Mandelbrot, 1975). Some examples where long-range correlations have been detected
are: human DNA (Hackenberg et al., 2011, 2012; Li and Kaneko, 1992; Peng et al., 1992;
Voss, 1992), music (Voss and Clarke, 1978), Hidrology (Hurst, 1951), human heartbeat
series (Peng et al., 1993b), keyword detection in texts (Carpena et al., 2009; Ortuno et al.,
2002), Economy (Peters, 1994), etc. Moreover, in some cases, the value of correlation is
linked to the state of the system, e.g. in the human heartbeat series the correlations
change dramatically from healthy to pathological subjects (Ivanov, 1999a), in different
physiological states (Ivanov et al., 1999) or as a function of age (Iyengar et al., 1996).
However, there also are some systems where series with identical long-range correlations
present totally different dynamical properties (Ashkenazy, 2001). These systems present
complex interactions (quadratic, exponential, trigonometric, etc) far away from linearity,
thus, an extensive study of these interactions can shed light on the dynamics of the system.
Nevertheless, it is very difficult to find out the functional dependence of these interac-
tions, and the goal, in most of the cases, is just to assess the degree of complexity or
nonlinearity in the system (Ivanov, 1999a; Kalisky et al., 2005). A simple approach to
break this degeneration is to analyze separately the correlation properties of magnitude
(absolute value of the series) and sign series (+1 if the series is positive and −1 if it is
negative) due to: (i) correlations in the magnitude time series have widely been associated
to nonlinear and multifractal properties (Ashkenazy, 2001, 2003; Go´mez-Extremera et al.,
2016; Kalisky et al., 2005) and (ii) the correlations in the sign series control the linear
correlations of the signal (Ashkenazy, 2001, 2003; Carretero-Campos et al., 2012). Thus,
studying the correlation properties of magnitude and sign series can be of great utility
to better understand the coupling mechanisms between both signals and consequently,
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obtaining information about complex systems where the dynamics is controlled by two
competitive forces, e.g. in the human heart the increases and decreases or cardiac rhythm
are controlled by Sympathetic and Parasympathetic branches of the Autonomic Nervous
System (NSA).
The standard method to quantify correlations is DFA (Detrended Fluctuation Analy-
sis) (Peng et al., 1994b). This method removes trends in the time series under study and
it is able to estimate (indirectly) the exponent of correlation in power-law1 correlated
time series. However, DFA presents an important drawback: when applying to real data,
in most of the cases, fluctuation does not follow a power-law as a function of the scale,
so the use of DFA could lead to spurious results (it is not clear yet what deviations over
the power-law mean). Furthermore, it requires that the the series is long enough in order
to get good statistics. For the magnitude and sign series, even in the cases where these
requirements are fulfilled, DFA is not able to accurate estimate correlations under certain
circumstances (Carpena et al., 2017). In order to solve this problem, an interesting option
is the study of the autocorrelation function itself, which despite being noisy and sensitive
to the size of the series, provides us with the exact information we are looking for.
Then, the objectives of this work are the study of magnitude and sign properties
by means of DFA and autocorrelation function, and then, detecting possible spurious
results given by DFA. Moreover, based on the widely known fact that given a time series,
correlations in its magnitude series are linked to the nonlinear properties, we will propose a
new measure of nonlinearity obtained from the autocorrelation function. Finally, we want
to apply this new measure of nonlinearity to real data (heartbeat) in different condition
and physiological states.
Magnitude and sign of long-range correlated time se-
ries
As we mentioned in the introduction of this summary, the study of magnitude and
sign is an useful technique to obtain information from systems with identical linear corre-
lations, but different nonlinear properties (Ashkenazy, 2001). Moreover, from an intuitive
point of view, magnitude and sign series also contain complementary information about
the original series (time series from which magnitude and sign are obtained). Magnitu-
de measures how big the changes are, whilst sign measures their direction. As relevant
examples of the utility of magnitude and sign it is worth-mentioning the human heart-
1When a time series is power-law correlated, the fluctuation also follows a power-law dependence as a
function of the scale.
5beat fluctuation (see Introduction), Fluid Dynamics (Zhu, 2012), Geology (Makse et al.,
1996b,c), Geophysics (Bartos and Ja´nosi, 2006; Li et al., 2014) and Economy (Liu, 1999).
However, despite how important magnitude and sign are in order to fully understand the
behavior of complex systems, there are still open questions: for example, given a time
series with known long-range correlations it is important to know if there are also corre-
lations present in the magnitude and sign series (decomposition problem from now on).
Moreover, time series present in real data from different systems usually show a totally
different behavior, thus, a systematic study of the decomposition problem might be an
struggling task. Then, instead of studying real time series, we will study synthetic time
series (fractional Gaussian noises and fractional Brownian motions, see Sec. 1.2 for a detai-
led description of these models) which are commonly used in order to model the behavior
of natural series. Another open question is how is the coupling between magnitude and
sign to conceive the product signal, i.e. every time we multiply the magnitude series by
the sign series we obtain a product signal (in case we decompose a series into magnitude
and sign, and then, multiply magnitude by sign, we will obtain again the original signal).
Obviously, a systematic study of the coupling between magnitude and sign would be of
great interest to improve the understanding of the mechanisms which control both. Here,
we are interested in how the magnitude and/or sign control the correlations in the pro-
duct series, nevertheless, magnitude and sign will have different coupling in time series
coming from different systems. Then, we can confront this problem from another point of
view: we can systematically study the correlations of time series generated by means of
uncoupled magnitude and sign (composition problem from now on). The composition can
be useful to understand the behavior of complex systems characterized by the coupling of
two different mechanisms, one controlling the dynamics of the magnitude and the other,
the sign’s.
Decomposition
Here, we quantify linear correlations in magnitude and sign series obtained by means of
the decomposition of linear Gaussian long-range correlated fractal time series (obtained
using the FFM, see Sec. 1.4). The procedure can be summarized as follows: first, we
generate time series with exponent of correlation αin ∈ [0, 2], for each series we calculate
its magnitude and sign series, and measure the linear correlations of the magnitude and
sign series (all measures of correlations are by means of DFA). In Fig. 2.3 we show the
results. We can mainly distinguish three regions:
(i) αin ≤ 0.5. Despite the anticorrelations in the time series, both magnitude and sign
are essentially uncorrelated. Taking this into account the anticorrelations present in
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the time series are due to the coupling between magnitude and sign. Thus, by means
of decomposition is not possible to generate anticorrelated time series (measured by
DFA). This limitation has also been found in other methods (Izrailev et al., 2007;
Keshet, 2004; Usatenko et al., 2014).
(ii) 0.5 < αin < 1. The sign series present correlations in the whole interval, whilst the
magnitude is only correlated for values αin > 0.75. The correlations in the series
are controlled by those in the sign, no matter if the magnitude is correlated or not.
Moreover, taking into account the analytic relation found in (Apostolov et al., 2008):
C(`) = sin
[pi
2
Csign(`)
]
, (1)
where C(`) is the autocorrelation function of the original signal, Csign is the auto-
correlation function of the sign series and ` is the lag, considering that the autoco-
rrelation function of linear Gaussian noises follows a power-law, we find an analytic
relation between the exponent of correlation of the series, αout
2 and the exponent
of correlation of the sign series, αsign:
αsign ' αout − log(pi/2)
2 log `
. (2)
We can see that αsign tends asymptotically to αout and the small differences we see
in Fig. 2.3 are because of finite size effects. Finally, by means of the decomposition
method we can generate binary sequences with the same exponent of correlation
that the original series. At last, it is also worth-mentioning that given the fact that
in this interval correlations are those in the sign, no matter the correlations in the
magnitude. This implies that the coupling between magnitude and sign does not
seem to play an important role.
(iii) 1 ≤ αin ≤ 2. The correlations in the magnitude and the sign increase as correlations
in the original series do. Now, αmag (exponent of correlation of the magnitude series)
tends asymptotically to αout, i.e. the magnitude controls correlations in this region.
On the other hand, the correlations in the sign are given by:
αsign =
1
2
(1 + αin) (3)
This behavior has also been previously explained by means of the first passage time
distributions (Carretero-Campos et al., 2012). We can also deduce from this result
2αout is the output exponent of DFA and its value practically coincides with αin
7that αsign ≤ 3/2 if αin < 2 (see Appendix A for a proof).
The dependence of αsign on αin (results obtained with DFA) can be summarized as follows:
αsign =

1
2
αin <
1
2
αin
1
2
≤ αin < 1
1
2
(1 + αin) 1 ≤ αin < 2
3
2
2 ≤ αin
(4)
For the magnitude, the asymptotic behavior consists of an uncorrelated zone for αin > 3/4
(in Chapter 3 we prove this is an spurious result of DFA (Carpena et al., 2017)), a
transition regime for 3/4 < αin < 5/4 and a region where αmag ' αin. This result is in
agreement with those shown in (Kalisky et al., 2005) for the series ∆x2i (in Chapter 3 we
will prove that both series possess similar scaling properties).
Composition of magnitude and sign series
Here, we study systematically the correlations properties of series generated by the
composition of independent magnitude and sign series. This procedure can be summarized
as follows: first, we generate a fGn with exponent αin1 and calculate its magnitude time
series, xmag(i). Then, we generate a fGn with exponent αin2 and calculate its sign series
αsign(i). Finally, the composed series, xcomp(i) is obtained: xcomp(i) = xmag(i) ·xsign(i) (this
method was originally proposed in (Kalisky et al., 2005)). Then, we study the correlation
properties of the composed series with αin1, αin2 in the interval [0.5, 2] (αmag ∈ [0.5, 2]
and αsign ∈ [0.5, 1.5]). We do not explore the region αin1, αin2 > 0.5 because, as shown
previously, in this region the magnitude and sign series are uncorrelated (measured by
DFA).
Case αsign > 1.
Here, the correlations in the composed signal are controlled by those in the sign series.
In Appendix B we show that the autocorrelation function of the composed series obtained
by means of the product of independent magnitude and sign is given by:
C(`) = Csign(`)
(pi − 2)Cmag(`) + 2
pi
, (5)
where C(`), Cmag(`) and Csign(`) are respectively the autocorrelation functions of the
composed, magnitude and sign series. Here, we can distinguish two different cases:
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(i) αmag < 1. If the composed series has correlations decaying as a power-law it can be
shown from Eq.5 that the autocorrelation functions of the composed and sign series
have similar scaling properties:
C(`) ∼ Csign(`) (6)
(ii) αmag ≥ 1. Now, Cmag(`) remains constant and we can obtain from Eq. 5 (for long
enough scales):
C(`) ∝ Csign(`) (7)
We remark that while Eq.6 is an approximation valid only for long enough scales `, Eq. 7
holds always (see Fig.2.6 for an example of both situations).
Case αmag < 1, αsign > 1.
In this case we observe different behaviors when considering short and long scales.
At short scales the exponent of correlation of the composed series behaves as α1 ' αmag
whilst at long scales, the exponent of the composed series is α2 ' αsign (see Fig. 2.7 to
visualize examples). From an intuitive point of view, the appearance of this crossover3
can be explained as follows: considering αsign > 1 is unlikely that sign changes its value
(from +1 to -1 or the opposite) in an small window (short scales). Then, the short term
correlations depend only on the magnitude series. However, at long enough scales, the
changes in the sign series will create fluctuations much higher than those created by the
magnitude series, and thus, the correlations in the composed series will be controlled by
the sign series. Here, we find that the position where the crossover is located, `c, depends
on the size of the series, N , and can be determined analytically, obtaining `c ∝ Nk, being
k = (αsign − 1)/(αsign − αmag) (see Fig. 2.8).
Case αmag > 1, αsign > 1.
Here, the fluctuation F (`) might also present a crossover, it will be difficult to observe
in practice though. In this case, we obtain analytically that the position of the crossover
is proportional to the size of the time series, i.e. `c ∝ N . This implies the position where
the crossover is located grows as the size of the sequence does, thus, making difficult a
clear observation of this phenomenon. Here, we can distinguish two different regions:
3The term crossover denotes a change in the exponent of correlation of the time series. Looking at
the log(F (`)) vs. log(`) plots it implies a change in the slope.
9(i) αmag ≥ αsign. In this case, in all experiments we obtain `c > N , so it is not possible
to visualize the crossover (see Fig. 2.9).
(ii) αmag > αsign. Here, in some situations we obtain `c > N , although the values for the
fluctuation of the magnitude and sign are quite similar, thus, making difficult the
visualization of the crossover (see Fig. 2.9). Moreover, when we apply DFA we only
analyze scales up to ` = N/10 in order to have a big enough number of windows
(Hu, 2001).
Definitely, in this region we barely observe crossover and the composed series will have
one single scaling, with value α = min{αmag, αsign} (see text in Chapter 2 for a proof of this
result). Another conclusion we can draw from this case is the fact that it is not possible
to generate synthetic series with exponent of correlation α > 1.5 (in average). Here, we
calculate the exponent of correlation of composed series obtained with αmag = 1.9 and
αsign = 1.5 (αin1 = 2.0, αin2 = 2.0). In Fig. 2.10 we see the distribution obtained from the
exponent of correlation of the composed series. We see a distribution with a sharp peak in
α = 1.5 (min{αmag, αsign}). There are some time series where the exponent of correlation
is α > 1.5 due to the fact that in some cases the scaling of the composed series is not
good, together with the cases where the crossover is observable.
Lastly, we summarize the results obtained for composition in the next table:
αsign αmag α crossover
< 1 [0.5, 2] αsign no
> 1 < 1
` < `c α1 = αmag `c ∝ Nk
` > `c α2 = αsign k =
αsign−1
αsign−αmag
> 1 > 1 mı´n{αmag, αsign} not observable
Tabla 1: Results obtained for composition by means of independent magnitude and sign
time series.
Multifractal properties of composed series
Up to now, we have focused only on the linear correlations. However, it is well-known
that time series with correlations in the magnitude also possess nonlinear and multifractal
properties (Ashkenazy, 2003; Kalisky et al., 2005) (In Chapter 3 we will prove that this
does not hold always). In this section, we study the multifractal properties of composed
series by means of independent magnitudes and signs. Considering that in the previous
section we proved the existence of crossovers, this behavior could imply the existence of
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two different multifractal spectra. Then, we will study only the region αsign < 1, where
the composed series has one single scaling and the correlations are controlled by those in
the sign (α = αsign). We should also take into account that during simulations numerical
instabilities can appear when αmag > 1.2. Then, we finally study the nonlinear properties
of composed series in the region αmag ∈ [0.5, 1.2] and αsign ∈ [0.5, 1]. Specifically, we cal-
culate the multifractal spectrum by means of MFDFA (see Chapter 1) for each composed
series and study systematically two properties: the width of the spectrum, ∆ζ, and the
location of the center of the spectrum, ζmax. We observe that the width of the spectrum
only depends on the exponent of correlation of the magnitude, αmag, being this dependen-
ce almost linear (see Fig. 2.11). Consequently, the width of the spectrum is negligible for
values α < 0.75 and starts to grow as the magnitude is correlated (α > 0.75). Moreover,
the exponent of correlation of the sign, αsign does not affect the width of the spectrum,
but it controls its location (see Fig. 2.11) (there is also a linear dependence between the
location of the center of the spectrum and the exponent of correlation of the sign). These
properties let us create a multifractal generation model which allows us to control both
linear and nonlinear properties. In fact, we can control the linear correlations of the signal
with αsign and the strength of nonlinearities with αmag.
Autocorrelation function of magnitude and sign in frac-
tional Gaussian noises
Up to now, we have studied the correlation properties of fGns and composed series
by means of DFA. However, DFA is a method which measures correlations indirectly and
only offers an accurate value of the exponent of correlation when the fluctuation follows a
power-law dependence with the scale of observation (also the power spectrum has a power-
law dependence with the frequency (Rangarajan and Ding, 2000)). Nevertheless, in most
cases when analyzing real data, there is no power-law dependence between fluctuation
and observation scale. This is the reason why we focus on the autocorrelation function,
which despite being noisy and sensitive to the size of the sequence, can be of great utility
to better understand the properties of the time series. Given a fGn {xi}, we first obtain
the analytic expression of the autocorrelation function of the magnitude C|x| as a function
of its autocorrelation Cx. We also obtain analytic expressions relating the autocorrelation
of the sign series Cs with the autocorrelation Cx, and the autocorrelation function of
quadratic series Cx2 with Cx. Finally, we propose a new index of nonlinearity based on
the deviation of the autocorrelation function of the magnitude in nonlinear series respect
to the autocorrelation expected in the case of linear Gaussian noises.
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Autocorrelation function of magnitude in fractional Gaussian noi-
ses
Given a fGn {xi} with autocorrelation function Cx(`), we obtain the autocorrelation
of its magnitude series ({|xi|}) C|x|(`) as a function of Cx(`). Considering two random
variables {X, Y }, both with zero mean and unit standard deviation and the bivariate
Gaussian distribution (Johnson et al., 2002):
ρ(x, y) ≡ Prob {X = x, Y = y} = 1
2pi
√
1− k2(`) exp
{
−x
2 + y2 − 2k(`)xy
2 [1− k2(`)]
}
, (8)
where k = 〈xy〉 is the covariance of variables X and Y, which also coincides with their
correlation taking into account that both of them have zero mean and unit standard
deviation. The covariance of |X| and |Y | is given by:
kmag ≡ 〈|x||y|〉 − 〈|x|〉〈|y|〉 =
∫ ∞
−∞
|x|dx
∫ ∞
−∞
|y|dyρ(x, y)− 2
pi
, (9)
where we have used that 〈|x|〉 = 〈|y|〉 = √2/pi. Finally, given that X ≡ xi and Y ≡ xi+`
the autocorrelation of the magnitude series can be expressed as:
C|x|(`) =
2
[
Cx(`)sin
−1(Cx(`))− 1 +
√
1− C2x(`)
]
pi − 2 . (10)
C|x|(`) always takes positive values in Eq. 10, thus, the magnitude cannot be anticorrelated
(see Fig. 3.1). We also see that despite being the magnitude series correlated, fGns are
linear (experimental points perfectly fits Eq. 10), then, the fact that a time series possesses
correlations in its magnitude series, does not necessary implies that the series has nonlinear
properties. Furthermore, considering the first non-vanishing term of the Taylor expansion
for small values in the autocorrelation of the magnitude we obtain:
C|x|(`) ' 1
pi − 2C
2
x(`), (11)
thus, the autocorrelation of the magnitude behaves as the square of the autocorrelation
of the original signal for small values (see Fig. 3.1). Taking into account that Eq. 1.12 is
valid for fractional Gaussian noises with 0 < H ≤ 1 where H is the Hurst exponent we can
draw some conclusions. Having in mind that H = (2−γ)/2 where γ is the autocorrelation
exponent (see Chapter 1 for a detailed description of different exponents of correlation) we
note that the time series will possess correlations when γ < 1 (H > 0.5). On the contrary,
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when γ > 1 (H < 0.5) the time series possesses negative correlations or anticorrelations.
Then, considering Eq. 11, we obtain that the autocorrelation of the magnitude decays as:
C|x|(`) ∝ 1
`2γ
, (12)
taking place two different scenarios:
(i) 2γ < 1 ⇒ H > 3/4. The correlations in the magnitude decays slower than 1/`,
leading to long-range correlations in the magnitude.
(ii) 2γ > 1 ⇒ H < 3/4. In this case, although the correlations are still positive (see
Fig. 3.1) they decay faster than 1/`, reaching the noise threshold quickly. In fact,
Fluctuation Analysis Techniques (FA and DFA) are not able to detect correlations
in the magnitude series when H < 3/4 (Carpena et al., 2017) (DFA measures
no correlations, αmag = 0.5) . Then, the results obtained for correlations in the
magnitude by means of DFA when H < 3/4 (H = α in the interval H ∈ [0, 1])
in Chapter 2 are spurious and the time series presents short term but positive
correlations which DFA is not able to detect (see Fig. 3.2).
Autocorrelation function of quadratic series
It is widely known that scaling properties of magnitude series {|xi|} are similar to
those in the quadratic series {x2i } (Kalisky et al., 2005). Due to this, and for the sake
of simplicity, sometimes the autocorrelation of the quadratic series is studied instead
of the autocorrelation of the magnitude. Here, we obtain the analytic relation for fGns
N (0, 1)between the autocorrelation of the quadratic series Cx2 and the autocorrelation of
the original series Cx. Cx2 is given by:
Cx2(`) =
〈x2i · x2i+`〉 − 〈x2i 〉〈x2i+`〉
σ2x2
, (13)
and the covariance of {x2i }, considering xi = x, xi+` = y:
Ksq(`) = 〈x2 · y2〉 − 〈x2〉〈y2〉, (14)
Expressing the covariance as an integral:
Ksq(`) =
∫ ∞
−∞
x2dx
∫ ∞
−∞
y2dy · ρ(x, y)− 1 = 2k2x(`) (15)
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being kx(`) the covariance of {xi}, ρ the bivariate Gaussian distribution (Johnson et al.,
2002) and considering 〈x2〉 = 〈y2〉 = 1. Finally, having in mind that our fGns have zero
mean and unit standard deviation we obtain:
Cx2(`) = C
2
x(`) (16)
This result implies that the autocorrelation of the quadratic series Cx2 cannot take ne-
gative values (see Fig. 3.3). Furthermore, this result fully explains the reason why the
magnitude and quadratic series present similar scaling properties (Kalisky et al., 2005) as
for long enough values of ` (Cx << 1), Cx and C|x| take almost identical values. Another
way to prove this result consists of comparing Eq. 11 and Eq. 16 where we can see that
both present the same scaling exponent.
Autocorrelation function of sign series
Sign series also provides with important information about the system under study.
In fact, it is instrumental when studying the first-passage time distributions (Carretero-
Campos et al., 2012) or keyword detection in texts (Carpena et al., 2009; Ortuno et al.,
2002). There is an analytic relation involving the autocorrelation of the sign Cs and the
autocorrelation of the original signal Cx for Gaussian series, which was originally proposed
by (Apostolov et al., 2008):
Cs =
2
pi
arcsen(Cx). (17)
Here, he prove this relation by two different ways (see Chapter 3) and, moreover, we prove
that this relation is also valid for non-Gaussian series. Considering the first non-vanishing
term of the Taylor expansion of Eq.17 we obtain (see Fig. 3.4):
Cs =
2
pi
Cx (18)
Taking into account that both original and sign series decays as a power-law with the
same exponent of correlation:
Cs(`) ∝ 1
`γ
, (19)
leading to two interesting cases (see Fig. 3.5):
(i) γ < 1⇒ αsign > 0.5. Correlations in the sign decay slower than 1/`, thus, there are
long-range correlations. Moreover, the exponent of correlation of the sign series is
identical to that in the original series.
(ii) γ > 1 ⇒ αsign < 0.5. Correlations in the sign decay faster than 1/`, thus, the sign
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series will present negative and short-term correlations (see Eq. 3.100). Considering
Eq. 18, the original and sign series must always have the same correlation exponent.
However, when decomposing fGns (see Fig. 2.3) and measured correlations with DFA
we obtained αsign = 0.5 for anticorrelated series. In fact, this is another spurious
result of DFA which is not able to detect short-term correlations in sign series
(Carpena et al., 2017)
Finally, combining Eqs. 10 and 17 we can obtain the analytic relation between the auto-
correlation of magnitude and sign in fGns (see Fig.3.6):
C|x| =
2
pi − 2
[pi
2
Cssin
(pi
2
Cs
)
+ cos
(pi
2
Cs
)
− 1
]
, (20)
and its Taylor expansion for small values of `;
C|x| =
pi2
4(pi − 2)C
2
s +O(C4s ) (21)
Nonlinear model
Up to now, whe have studied the analytic relations involving the autocorrelation fun-
ctions of original, magnitude and sign series (Eqs. 10,17,20). However, these equations are
only valid for linear Gaussian noises, and, in the case of nonlinear noises, the deviation
from these equations can be used as an index of nonlinearity. Moreover, this index of
nonlinearity does not require the presence of scaling in the time series under study, which
can be a great advantage over the standard techniques used to measure nonlinearity (DFA
and Multifractal DFA). We focus on Eq. 10, because it is widely known that correlations
in the magnitude are linked to nonlinear properties in the series under study (Ashkenazy,
2001; Kalisky et al., 2005) (although we have seen that it is possible that time series with
correlated magnitude do not have nonlinear properties). To show the effect of nonlinea-
rity we generate nonlinear series by means of composition of independent magnitudes and
signs (Kalisky et al., 2005). The autocorrelation function of these kind of series is given
by (Go´mez-Extremera et al., 2016):
Cx(`) = Cs(`)
(pi − 2)C|x|(`) + 2
pi
(22)
where C|x| is the auto-correlation of the magnitude series, generated from a fGn with
Hurst exponent H1 and Cs is the auto-correlation of the sign series, generated from a
fGn with Hurst exponent H2. Then, we can write the expression of the autocorrelation
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function of the composed series in terms of H1 and H2:
Cx(`) ' 2H2(2H2 − 1)
pi2`2−2H2
·
[
H21 (2H1 − 1)2
`4−4H1
+ 2
]
. (23)
In Fig. 3.7 we represent several examples of nonlinear Gaussian noises. In all cases the
noises have been generated by means of sign series with H2 = 0.85, thus, maintaining
the linear correlations in the series (controlled by the sign series). We also observe that
curves are different as we modify the correlations in the magnitude. Then, given a time
series {x(i)} we propose a new measure of nonlinearity based on the deviation of C|x|
respect to the expected value in case of linear Gaussian noises C|x|,linear. Then, the index
of nonlinearity, ∆ is defined as follows:
∆ =
`max∑
`=1
[C|x|(`)− C|x|,linear(`)]2, (24)
where C|x| is the autocorrelation function of the magnitude of the series under study,
C|x|,linear is the expected value in the case of a linear Gaussian noise and `max is the value of
` up to we compute the autocorrelation function. In the case of nonlinear series generated
by means of composition we can also obtain analytic expressions for the nonlinearity
index ∆ and we observe in Fig. 3.8 that ∆ increases substantially for values H1 > 0.75
(αmag > 0.5). This results agrees with those obtained when analyzing the multifractal
properties of composed series by means of Multifractal DFA. In fact, for both index (∆
and the width of the spectrum ∆ζ) the multifractal and nonlinear properties increase once
the magnitude is correlated. Moreover, for values H1 < 0.75 (range where DFA is not able
to detect correlations in the magnitude) the composed series also present nonlinearities,
although both parameters (the width of the multifractal spectrum and the nonlinearity
index) take very small values.
Measures of nonlinearity in real time series
In the field of time series, the concept of nonlinearity can be interpreted from different
points of view. One intuitive definition consists on considering as nonlinear series those
generated in systems ruled by nonlinear dynamics, i.e. the values of the time series depend
on nonlinear expressions such as quadratic, logarithms, trigonometric, exponential, etc.
However, in most of the cases, we do not know anything about these equations and the
goal is just to find them. Another definition of nonlinearity more suitable for practical
purposes is found in (Schreiber and Schmitz, 2000). Nonlinear series are those whose
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Fourier phases are not random. Then the presence of nonlinearities in a time series can
be assessed as follows: (i) Given a time series, compute its Fourier transform, randomize
its Fourier phases, and transform it back. The resulting surrogate series preserves the
distribution of the data and the linear correlations because its power spectrum remains
unchanged (Schreiber and Schmitz, 2000). Then, some statistics is evaluated between
the original and surrogate series and if there are significant differences, it means that
the original Fourier phases were not random and the null hypothesis of linearity can be
rejected. Sometimes, instead of accepting or rejecting the null hypothesis the goal is to
compare the degree of nonlinearity of two different series e.g. records obtained under
different physiological conditions, and the value of the statistics (∆ in our case) is directly
used as an index of nonlinearity.
Here we will analyze the heartbeat fluctuation time series. From the pioneering papers
(Peng et al., 1993b) much attention has been paid to RR signal (RR denotes the period
between two consecutive heartbeats). In fact, it has been shown that correlations in RR
series are of great utility to detect alterations due to pathologies or age (Goldberger et al.,
2002; Ivanov et al., 1996), different physiological states (Ivanov et al., 1999) or different
state of fitness (Aubert et al., 2003). In most of the cases, papers are only focused on
linear correlations, being the nonlinear correlations instrumental though (their absence
has been linked to age and pathological situations (Ivanov, 1999a)).
Nonlinearity during rest and exercise
It is well-known that heart behaves totally different during rest and exercise. The most
noticeable change is the abrupt increase of the cardiac rhythm and reduction of heart rate
variability (HRV) once the subject stars to do exercise (Sarmiento et al., 2013). Besides
these changes, it has also been shown that exercise modifies the power spectrum, decrea-
sing low-frequency components (Anosov et al., 2000; Brodie, 2006; Sarmiento et al., 2013)
and introducing high-frequency components clearly affected by the respiratory rhythm
(Lewis and Short, 2010; Mart´ın-Gonza´lez and Garc´ıa-Manso, 2012). With respect to the
linear correlations the short-term exponent of the DFA (α1) is commonly used (despite
the usual lack of scaling in RR series and being strongly affected by respiration (Perakakis
et al., 2009)). It can be found that short-term correlation increases when exercising (Kara-
sik et al., 2002; Platisa et al., 2008) and also when increasing the intensity of the exercise
(A. J. Hautala et al., 2003), although the opposite result can also be found (Tulppo et al.,
2001). Summarizing, in spite of these contradictory results obtained with α1 it seems that
exercise reduces the complexity of RR series due to the breaking of the balance between
sympathetic and parasympathetic branches of the Autonomic Nervous System (NSA).
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Here, we obtain nonlinear properties from recordings of amateur and professional
players during rest and exercise (running at moderate pace for amateur players and stress
test for professional players). We compute the nonlinearity index ∆ as follows: (i) we
obtain the increment series ∆RR (it has stationarity, at least in the weak sense and its
probability distribution has certain similarity with the Gaussian distribution) and (ii)
we transform the distribution of ∆RR to a Gaussian N (0, 1) and obtain {∆RRN} (see
Sec. 1.8). Then we compute the nonlinearity index of {∆RRN} by means of Eq. 24 and
using `max = 10.
In the case of amateur players we have a database of 10 recordings (rest and running),
all of them male (age 23.0± 2.1 yr without cardiac pathologies, see Table 4.1). Results in
Fig. 4.3 show a clear difference of nonlinearity between rest and exercise4 p = 3 · 10−4.
Following the same procedure previously mentioned we also compare the nonlinearity
index in professional soccer players. We use 12 recordings, all of them from male without
heart pathology (age 22.1± 3.4)(see Table 4.2) during rest and stress test. Again, results
in Fig. 4.5 show a clear difference between rest and stress test (p = 8 · 10−6).
Lastly we compare results obtained from amateur and professional players and observe
that nonlinearity is higher in rest for professional players p = 0.047 (we associate this result
to the fact that professional players are in better state of fitness than amateur players).
However, during exercise, we obtain a higher nonlinearity index for amateur players (they
were running at a moderate pace whilst professional players were doing an stress test)
(p = 0.17, thus, although we notice a difference between mean values, we cannot consider
this difference as significant). A possible explanation for this phenomenon is that the
intensity of the exercise is linked to the nonlinear properties of the time series, i.e the
time series loses complexity as the intensity of the exercise increases.
Nonlinearity during rest: aerobic and non-aerobic training
There are some papers in the literature which show the permanent effects of exercise
in the heart dynamics. For example, studying correlations at different levels of intensity
(A. J. Hautala et al., 2003), linear correlations during rest and exercise (Karasik et al.,
2002), linear correlations after and before a long period training (Tulppo et al., 2003) and
HRV study in some situations related to physical exercise (Bernardi et al., 1996; Byrne
et al., 1996; Davy et al., 1997; Goldsmith et al., 1992; Levy et al., 1998; Seals and Chase,
1989). Nevertheless, very few papers study the influence of exercise in the complexity of
the signals. In fact, the very few papers published are contradictory at a certain way.
4Due to the fact that during exercise time series are longer than in rest, we split our exercise series in
sub-series with the same size that their corresponding rest series, in order to avoid finite size effects.
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The only point of agreement is that periodic exercise decreases the cardiac rhythm and
increases HRV (during rest).
Here we compare the nonlinearity index during rest in two groups of people who follow
totally different training methods. On the one hand we have a database with recordings
from 28 soccer players (amateur and professional), all males with age 23.0 ± 4.1 yr (see
Table 4.3) who always have aerobic training during sessions. On the other hand we have a
34 recording database from amateur body-builders, age 28.0± 6.1 yr (see Table 4.4) who
do not include any cardiovascular exercise (aerobic) in their sessions. When comparing
the nonlinearity index (calculated in the same way we did in previous cases) we obtain
that nonlinearity during rest is higher for soccer players, observing clear group difference
(p = 7.6 · 10−4). This result suggests that aerobic training makes nonlinearity increase.
Other preliminary results
Here, we present some other preliminary results we have obtained with heartbeat time
series. Specifically, we know that, given a RR recording which has a rest stage, exercise and
rest after exercise (recovering), the behavior of the rest stages (before and after exercise)
are completely different. In fact, in Fig. 4.9 we show a register from the author of this
document in which appear a rest period (approximately 10 min), 50 minutes running at 15
km/h and a rest period (recovering after exercise, approximately 10 min). Having a look
at the figure it is clear that the initial rest period (before exercise) has completely different
statistical properties than the recovering period (much lower mean value and much less
stationary than the initial rest period). In fact, the recovering period has been used in
different ways to reveal important information: the number of heartbeats recovered per
minute is an index of state of fitness5, as a predictor of mortality (Cole et al., 1999), to
assess pathologies (Imai et al., 1994; Lipinski et al., 2004), analyzing its relation with the
NSA (Savin et al., 1982), etc.
Then, despite present significant differences respect to the rest before exercise, we hy-
pothesize that there will also exist significant differences between the recovery period and
exercise. To do so, we analyze a database from Prof. Bernaola-Galva´n in which registers
contain a running period (approximately one hour) and then, a recovery period (around
10 min). We show the results in Fig. 4.10, where we obtain that the nonlinearity index ∆
is much higher (in average) during recovery (p = 6 ·10−4). This result is interesting for the
future because: (i) in spite of the high nonstationarity of the RR series during exercise
and recovering period, our measure is able to detect that the subject is recovering (a
5Given two subjects exercising at the same intensity and duration (one in a great state of fitness and
the other sedentary) the sedentary will spend much more time to recover the mean RR in rest.
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significant difference exists) and (ii) we could design an experiment in which subjects in
different state of fitness did exercise following the same protocol (activity, duration, inten-
sity, etc) we could correlate the nonlinearity index with some other statistical properties
of the signal and then, establish a new way to assess the state of fitness of the subject,
detect possible pathologies, etc.

Introduccio´n
Un gran nu´mero de feno´menos asociados a distintos campos, entre los que podemos re-
saltar F´ısica, Fisiolog´ıa, Economı´a, Biolog´ıa, Geolog´ıa, Meteorolog´ıa, etc, ofrecen sen˜ales6
de salida que aunque en apariencia puedan aparecer erra´ticas y ruidosas, poseen correla-
ciones de largo alcance y estructura fractal (invariancia frente a cambios de escala) (Man-
delbrot, 1975). Algunos ejemplos destacados donde se han detectado correlaciones de largo
alcance son: el ADN humano (Hackenberg et al., 2011, 2012; Li and Kaneko, 1992; Peng
et al., 1992; Voss, 1992), la mu´sica (Voss and Clarke, 1978), Hidrolog´ıa (Hurst, 1951),
corazo´n humano (Peng et al., 1993b), bu´squeda de palabras clave en textos (Carpena
et al., 2009; Ortuno et al., 2002), economı´a (Peters, 1994), etc. Adema´s, en algunos casos,
el valor de la correlacio´n esta´ ı´ntimamente ligado al estado del sistema, e.g. en el corazo´n
el valor de la correlacio´n cambia dra´sticamente al analizar series pertenecientes a sujetos
sanos o enfermos (Ivanov, 1999a), en diferentes estados fisiolo´gicos (Ivanov et al., 1999) o
en funcio´n de la edad (Iyengar et al., 1996).
Sin embargo, tambie´n existen sistemas donde series con las mismas correlaciones de
largo alcance presentan propiedades dina´micas totalmente diferentes (Ashkenazy, 2001).
Estos sistemas presentan interacciones complejas (cuadra´ticas, logar´ıtmicas, exponencia-
les, trigonome´tricas, etc) que van mucho ma´s alla´ de la linealidad, por lo que un estudio
exhaustivo de las mismas puede arrojar informacio´n complementaria muy importante para
comprender la dina´mica del sistema. En la pra´ctica es muy dif´ıcil averiguar la dependencia
funcional de estas interacciones y el logro, en la mayor´ıa de los casos, consiste en evaluar
el grado de complejidad o no-linealidad del sistema (Ivanov, 1999a; Kalisky et al., 2005).
Una forma pra´ctica de romper esta degeneracio´n consiste en estudiar de forma separada
las correlaciones de la serie mo´dulo (valor absoluto de la serie) y las de la serie signo
(+1 si la serie es positiva y −1 si la serie es negativa) ya que: (i) las correlaciones de
la serie mo´dulo han sido asociadas a propiedades no lineales y multifractales del sistema
(Ashkenazy, 2001, 2003; Go´mez-Extremera et al., 2016; Kalisky et al., 2005) y (ii) las
correlaciones de la serie signo controlan las correlaciones lineales de la serie de la que
6A lo largo de este trabajo se utilizara´n los te´rminos sen˜al y serie temporal de forma indistinta
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procede (Ashkenazy, 2001, 2003; Carretero-Campos et al., 2012). Por tanto, el estudio de
las propiedades de correlacio´n de las series mo´dulo y signo puede ser de gran utilidad a la
hora de comprender los mecanismos de acoplamiento entre ambas y permite arrojar infor-
macio´n sobre sistemas complejos donde la dina´mica esta´ controlada por dos mecanismos
competidores, e.g. los aumentos y descensos del ritmo card´ıaco esta´n controlados por las
ramas simpa´tica y parasimpa´tica del Sistema Nervioso Auto´nomo respectivamente.
El DFA (Detrended Fluctuation Analysis) (Peng et al., 1994b) (ver Seccio´n 1.3.2) es la
te´cnica por excelencia utilizada en la bibliograf´ıa para la estimacio´n de correlaciones. Esta
te´cnica elimina tendencias en series temporales y es capaz de medir (de forma indirecta)
el exponente de correlacio´n en series cuyas correlaciones decaen en forma de ley de po-
tencias7. Sin embargo, el DFA presenta un importante inconveniente: cuando se aplica a
datos reales, en la mayor´ıa de los casos, la fluctuacio´n no tiene una dependencia funcional
en forma de ley de potencias con la escala de observacio´n, por lo que su uso puede condu-
cir a resultados espurios (au´n no esta´ claro que´ significan las desviaciones sobre la ley de
potencias). Adema´s, es necesario que la serie bajo estudio sea suficientemente larga para
conseguir buena estad´ıstica. Para el mo´dulo y el signo, incluso en los casos donde estos
requisitos se cumplen, el DFA no es capaz de estimar de forma precisa sus correlaciones en
algunos casos (Carpena et al., 2017). Para afrontar este problema, una interesante opcio´n
es el estudio de la funcio´n de autocorrelacio´n, que a pesar de ser ruidosa y sensible al
taman˜o de la serie, nos facilita la informacio´n que estamos buscando.
A ra´ız de lo expuesto, en este trabajo nos proponemos estudiar las propiedades de
series mo´dulo y signo mediante te´cnicas de ana´lisis de fluctuacio´n (DFA) y funcio´n de
autocorrelacio´n, detectar los posibles resultados espurios ofrecidos por el DFA y basa´ndo-
nos en el hecho contrastado de que las correlaciones del mo´dulo esta´n asociadas a las
propiedades no lineales de la serie de la que procede (ma´s adelante veremos que esto no
es siempre as´ı), establecer una nueva medida de no-linealidad a partir de la funcio´n de
autocorrelacio´n. Finalmente, estudiaremos propiedades no lineales de la serie de latidos
card´ıacos en diferentes condiciones y estados fisiolo´gicos. Para cumplir estos objetivos,
este trabajo se estructura de la siguiente forma:
En el cap´ıtulo 1 estudiamos conceptos ba´sicos de series temporales, modelos que
reproducen series presentes en la naturaleza, as´ı como un amplio abanico de herra-
mientas y te´cnicas utilizadas en el estudio de series temporales.
En el cap´ıtulo 2 estudiamos mediante el uso del DFA las correlaciones lineales de
series mo´dulo y signo procedentes de series lineales Gaussianas. Tambie´n estudiamos
7Cuando una serie tiene correlaciones que decaen en forma de ley de potencias, su fluctuacio´n tambie´n
tiene una dependencia funcional en forma de ley de potencias con la escala de observacio´n.
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las correlaciones de series obtenidas a trave´s de series mo´dulo y signo que proceden
de diferentes series para entender los mecanismos de acoplamiento entre el mo´dulo
y el signo. Por u´ltimo, estudiamos propiedades no-lineales y multifractales de dichas
series mediante el uso del Multifractal Detrended Fluctuation Analysis (una versio´n
modificada del DFA para el estudio de no-linealidad).
En el cap´ıtulo 3 obtenemos las relaciones anal´ıticas de la funcio´n de autocorrelacio´n
del mo´dulo en ruidos lineales Gaussianos frente a la funcio´n de autocorrelacio´n de la
propia sen˜al. En el caso del signo, ya exist´ıa una relacio´n anal´ıtica que relaciona su
funcio´n de autocorrelacio´n con la de la sen˜al de la que procede en el caso de series
con distribucio´n de valores Gaussiana (Apostolov et al., 2008). Probamos que esta
relacio´n no es solo va´lida para series Gaussianas, sino que es va´lida para cualquier
serie con distribucio´n de valores sime´trica. Adema´s, comparamos los resultados ob-
tenidos, tanto para el mo´dulo como para el signo, con los obtenidos en el cap´ıtulo
2 mediante el uso del DFA para detectar posibles resultados espurios. Por u´ltimo,
estudiamos la funcio´n de autocorrelacio´n del mo´dulo en las series obtenidas a trave´s
del producto de mo´dulos y signos que proceden de series diferentes, y en base a
esto, proponemos una nueva medida de no-linealidad basada en la desviacio´n que
experimenta la autocorrelacio´n de la serie mo´dulo en una serie no lineal frente a la
que cabr´ıa esperar en el caso de que la serie fuese lineal.
En el cap´ıtulo 4 aplicamos esta nueva medida de no-linealidad a la serie de latidos
card´ıacos. En concreto, comparamos el comportamiento del corazo´n durante reposo
y ejercicio suave, reposo y test de esfuerzo y los efectos permanentes del ejercicio
ocasionados por el entrenamiento aero´bico frente al entrenamiento de fuerza.
Finalmente, en el cap´ıtulo 5 se presentan las conclusiones del trabajo y las perspec-
tivas de futuro del mismo.

Cap´ıtulo 1
Me´todos para el estudio y ana´lisis de
series temporales
Tradicionalmente se ha considerado que muchos sistemas presentes en la naturaleza,
entre los que se incluyen los sistemas fisiolo´gicos, esta´n regidos por el principio de ho-
meostasis, por el que el sistema se mantendr´ıa en un estado de equilibrio en ausencia de
perturbaciones, y en caso de haberlas, el sistema volver´ıa al estado inicial de equilibrio
una vez concluida la perturbacio´n y en un periodo de tiempo llamado tiempo de relajacio´n
(Bernard, 1878; Hyndman, 1974; Van Der Pol and Van der Mark, 1928). Adema´s, estos
sistemas presentan una u´nica escala temporal, relacionada con el tiempo de relajacio´n.
En cambio, estudios recientes muestran que dichos sistemas poseen fluctuaciones ruido-
sas que se manifiestan en mu´ltiples escalas temporales y cuyo comportamiento se asemeja
al de sistemas f´ısicos fuera del equilibrio (Bassingthwaighte et al., 1994; Malik and Camm,
1995; Peng et al., 1994a). Analizando en detalle estas fluctuaciones, se observa que presen-
tan correlaciones de largo alcance, es decir, el espectro de potencias de una determinada
propiedad del sistema presenta una dependencia funcional con la frecuencia de 1/fβ, con
β > 0, (de ah´ı que estas sen˜ales se denominen ruido 1/f) lo que implica una invariancia
frente a cambios de escala temporal, o dicho de otra forma, presentan un comportamien-
to fractal, concepto que fue introducido por B. Mandelbrot (Mandelbrot, 1975). Algunos
ejemplos destacados donde se ha puesto de manifiesto la existencia del ruido 1/fβ son
el ADN humano (Hackenberg et al., 2011, 2012; Li and Kaneko, 1992; Peng et al., 1992;
Voss, 1992), la mu´sica (Voss and Clarke, 1978), Hidrolog´ıa (Hurst, 1951), el corazo´n (Peng
et al., 1993b), bu´squeda inteligente de palabras (Carpena et al., 2009; Ortuno et al., 2002),
Economı´a (Peters, 1994), etc. Por tanto, para el estudio y comprensio´n de la dina´mica de
estos sistemas son imprescindibles modelos que sean capaces de generar ruidos artificiales
cuyo espectro de potencias decaiga en forma de ley de potencias. Uno de los modelos ma´s
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utilizados para reproducir el ruido 1/fβ es el ruido fraccionario Gaussiano (fGN) (ver
Sec. 1.2).
Este cap´ıtulo se organiza de la siguiente forma: En la Sec. 1.1 abordamos algunos
conceptos ba´sicos relativos a series temporales, en la Sec. 1.2 estudiamos el origen del
ruido fraccionario Gaussiano a partir del trabajo de Hurst, en la Sec. 1.3 estudiamos
te´cnicas empleadas para obtener propiedades de correlacio´n de sen˜ales mediante el ana´lisis
de fluctuacio´n. En la Sec. 1.4 analizamos el me´todo de Filtrado de Fourier, que es uno
de los me´todos por excelencia para la creacio´n de fGns de forma sinte´tica. Por u´ltimo,
en las secciones posteriores estudiamos algunas te´cnicas para el estudio de propiedades
multifractales, transformada wavelet, aleatorizacio´n de fases y distribucio´n de valores de
la serie.
1.1. Serie Temporal
Una serie temporal es una secuencia {xi}i=1,...,N de medidas obtenidas a partir de un
observable X en sucesivos intervalos de tiempo t = tk. El intervalo de tiempo entre dos
medidas consecutivas de X (muestreo) no necesariamente ha de ser igual, i.e. ∃ i, j | ti+1−
ti 6= tj+1 − tj, aunque de ahora en adelante supondremos un muestreo equiespaciado
(∀i : ti+1 − ti = cte) salvo que expl´ıcitamente se indique lo contrario.
1.1.1. Medidas de dependencia: covarianza y autocorrelacio´n
En general, la probabilidad de que una variable aleatoria X tome un valor menor o
igual que x (P (X ≤ x)) puede ser expresada en te´rminos de la funcio´n de densidad de
probabilidad acumulada:
FX = P (X ≤ x) =
∫ x
−∞
pX(x)dx, (1.1)
siendo pX(x) la funcio´n de densidad de probabilidad del suceso X, que satisface que
pX(x) ≥ 0 y
∫ +∞
−∞ pX(x)dx = 1. En el caso de N variables aleatorias Xi con i =
1, 2, ..., N , la probabilidad de que X1, X2, ..., XN sea menor o igual que los valores constan-
tes x1, x2, ..., xN viene dada por la distribucio´n de probabilidad conjunta (ver (Schumann,
2010)):
F (X1, X2, ..., XN)(x1, x2, ..., xN) = P (X1 ≤ x1, X2 ≤ x2, ..., XN ≤ xN). (1.2)
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Cuando la probabilidad conjunta en Eq. 1.2 puede expresarse como un producto de las
funciones de distribucio´n acumulada de cada una de las variables aleatorias del conjunto
Xi, i.e. F (X1, X2, ..., XN)(x1, x2, ..., xN) =
∏N
i=1 P (Xi ≤ xi), dicho conjunto de variables es
independiente, y es dependiente en la situacio´n contraria. Otro concepto muy importante
a tener en cuenta son los momentos de orden n. Las funciones de distribucio´n acumulada
de probabilidad FXi = P (Xi ≤ x), y sus derivadas, las densidades de probabilidad,
pXi(x) = ∂FXi(x)/∂x facilitan los momentos de orden n de la variable aleatoria Xi, que
en general se definen como:
µ
(n)
Xi
= E[Xni ] = 〈Xni 〉 =
∫ ∞
−∞
xnpXi(x)dx, n = 1, 2, 3, ... (1.3)
donde 〈·〉 denota el promedio y E el valor esperado. Algunos o´rdenes de momentos muy
relevantes son el momento de orden 1 y momento de orden 2 que representan la media y
la varianza respectivamente.
Con todo lo expuesto, estamos en condiciones de introducir el concepto de covarianza,
que es una de las medidas ma´s utilizadas a la hora de establecer el grado de dependencia
o independencia entre dos variables aleatorias Xi y Xj (1 ≤ i, j ≤ N). La covarianza se
define como:
Cov(Xi, Xj) = E[(Xi − E[Xi])(Xj − E[Xj])], (1.4)
o bien su versio´n normalizada, la funcio´n de correlacio´n cruzada que siempre toma valores
comprendidos en el intervalo [−1, 1]:
C(Xi, Xj) =
Cov(Xi, Xj)√
Var(Xi)Var(Xj)
, (1.5)
donde Var(·) denota la varianza. Un caso particular de la funcio´n de correlacio´n cruzada
y que vamos a analizar de manera larga y extendida en el transcurso de este trabajo
es la funcio´n de autocorrelacio´n. La funcio´n de autocorrelacio´n estudia la dependencia o
independencia lineal de una sen˜al consigo misma tras haberla sometido a un desplaza-
miento temporal k. La funcio´n de autocorrelacio´n de una variable X a distancia k puede
expresarse como:
CX(k) =
Cov(Xi, Xi+k)√
Var(Xi)Var(Xi+k)
(1.6)
1.1.2. Estacionariedad
La estacionariedad de una serie temporal {xi}i=1,...,N es una medida de la regulari-
dad de la serie a lo largo del tiempo. La estacionariedad estricta se consigue u´nicamente
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cuando la distribucio´n de probabilidad conjunta (Eq. 1.2) es ide´ntica a la que se obtiene
al realizar cualquier desplazamiento temporal admisible k en la serie temporal para todo
subconjunto {xj}j=i,...i+m de taman˜o m  N. Sin embargo, esta definicio´n es demasiado es-
tricta cuando trabajamos con series temporales procedentes de sistemas reales, por lo que
de ahora en adelante cuando mencionemos el concepto de estacionariedad entenderemos
que los momentos de orden 1 y 2 (media y varianza respectivamente) de la serie temporal
permanecen constates a lo largo del tiempo (estacionariedad de´bil o en el sentido de´bil).
1.2. Ruido Fraccionario Gaussiano y Movimiento Frac-
cionario Browniano
Desde tiempos ancestrales el R´ıo Nilo ha jugado un papel important´ısimo para la
supervivencia de los pueblos que habitaban las regiones ban˜adas por sus aguas. El hecho de
que el nivel de sus aguas muestre un comportamiento de largo alcance ha sido constatado
por muchos historiadores a lo largo de los an˜os. Largos periodos de lluvias eran seguidos
por tambie´n largos per´ıodos de sequ´ıas, con la importancia que esto conllevaba para
la agricultura y la ganader´ıa. El hidro´logo Harold Edwin Hurst (1951) analizo´ series
temporales en el flujo de agua del Nilo y se percato´ de que la serie temporal ten´ıa un
aspecto muy estacionario (Beran, 1994). Sin embargo, al analizar pequen˜os intervalos de
tiempo la serie presentaba ciclos y tendencias. Este efecto fue denominado como ‘efecto
de Hurst’ o ‘efecto Joseph’ y puede ser explicado en te´rminos de la capacidad ideal de
un embalse (Mandelbrot, 1979; Mandelbrot and Pignoni, 1983; Mandelbrot and van Ness,
1968; Mandelbrot and Wallis, 1968a,b). Supongamos que queremos calcular la capacidad
ideal de un embalse en el periodo de tiempo comprendido entre t y t + k. Con objeto
de simplificar, asumimos que el tiempo es discreto y que el embalse no presenta pe´rdidas
debidas a evaporaciones, fugas, etc. Cuando hablamos de capacidad ideal entendemos que
el flujo de salida debe ser uniforme y que en el instante temporal t + k el embalse debe
contener la misma cantidad de agua que en el instante inicial t. Adema´s, el embalse en
ningu´n momento podr´ıa desbordarse. Denotemos por Xi al flujo de entrada en el instante
temporal i de forma que Yj =
∑j
i=1Xi sea el flujo de entrada acumulado entre los instantes
temporales i y j. Entonces, la capacidad ideal del embalse es igual a:
R(t, k) = ma´x
0≤i≤k
[Yt+i − Yt − i
k
(Yt+k − Yt)]
− mı´n
0≤i≤k
[Yt+i − Yt − i
k
(Yt+k − Yt)].
(1.7)
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Con objeto de estudiar las propiedades que presentan invariancia frente a escala, se nor-
maliza R(t, k) mediante el factor:
S(t, k) =
√√√√k−1 t+k∑
i=t+1
(Xi − X¯t,k)2, (1.8)
donde X¯t,k = k
−1∑t+k
i=t+1Xi. El ratio R/S es llamado ‘rango reajustado reescalado’ o
simplemente estad´ıstico R/S. Hurst represento´ el estad´ıstico R/S para muchos valores de
k, obteniendo un comportamiento en forma de ley de potencias con exponente H > 1/2
donde H denota al exponente de Hurst. Este resultado estaba en clara contradiccio´n con
los resultados obtenidos mediante procesos de Markov y otros procesos estoca´sticos usados
para el modelado de series temporales en aquel tiempo, donde el estad´ıstico R/S mostraba
una dependencia en forma de ley de potencias con H = 1/2.
Entre los muchos modelos propuestos para la generacio´n sinte´tica de series temporales
que reproducen el efecto de Hurst destaca el ruido fraccionario Gaussiano (fGn por sus
siglas en ingle´s) (Mandelbrot and Wallis, 1968b, 1969a,b). Para la definicio´n del fGn
es necesaria la introduccio´n del concepto de auto-similaridad (ver (Beran, 1994)). Se
entiende por proceso auto-similar a todo proceso estoca´stico Yt con para´metro de auto-
similaridad H, en el que para todo factor de escala c > 0 el proceso reescalado c−HYct
tiene una distribucio´n de valores ide´ntica a la del proceso original Yt. Supongamos un
proceso Yt auto-similar con incrementos Xi = Yi−Yi−1 estacionarios y de media nula. La
autocovarianza del proceso con desviacio´n esta´ndar σ viene dada por:
Cov(k) =
1
2
σ2[(k + 1)2H − 2k2H + (k − 12H)], (1.9)
para k ≥ 0 y Cov(k) = Cov(−k) para k < 0. Entonces, teniendo en cuenta que el proceso
Yt tiene media nula, la funcio´n de autocorrelacio´n vendra´ dada por:
C(k) =
1
2
[(k + 1)2H − 2k2H + (k − 12H)], (1.10)
para k ≥ 0 y C(k) = C(−k) para k < 0. Desarrollamos en serie de Taylor C(k) para obte-
ner su comportamiento asinto´tico. En primer lugar consideramos que C(k) =
1
2
k2Hg(k−1)
y g(x) = (1 +x)2H −2 + (1−x)2H . Si (0 < H ≤ 1) y H 6= 1
2
el primer te´rmino no nulo del
desarrollo en serie de Taylor de la funcio´n g(x) en torno al origen es igual a 2H(2H−1)x2
por lo que:
C(k) ' H(2H − 1)k2H−2. (1.11)
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Asumiendo Xt como un proceso Gaussiano, la distribucio´n de valores estara´ perfectamente
definida por la media y la autocovarianza. Adema´s, para cada valor de H ∈ (0, 1) existe un
u´nico proceso Gaussiano Xt, que es el incremento estacionario del proceso auto-similar
Yt. El proceso Xt es el fGn mientras que el proceso Yt es el movimiento fraccionario
Gaussiano (fBm por sus siglas en ingle´s) (Mandelbrot and van Ness, 1968). El cla´sico
movimiento Browniano introducido por Robert Brown en 1828 corresponde al proceso Yt
con H =
1
2
, mientras que su incremento, Xt se denomina ruido blanco y ha sido de gran
importancia a la hora de modelar la componente puramente aleatoria de procesos reales.
Adema´s, considerando la Eq. 1.11 podemos establecer la aproximacio´n:
C(k) ' H(2H − 1)
k2−2H
∝ sign(1− γ)
kγ
, (1.12)
donde γ es el exponente de ca´ıda de la funcio´n de autocorrelacio´n, dado por γ = 2− 2H
con γ ∈ (0, 2). Por tanto, para valores γ < 1 (H > 0.5) las correlaciones son positivas y
de largo alcance, ya que el exponente de ca´ıda es menor que la unidad, mientras que para
valores γ > 1 (H < 0.5) las correlaciones sera´n negativas y de corto alcance (tambie´n
llamadas anticorrelaciones) debido a que la funcio´n de autocorrelacio´n decae mediante
una ley de potencias con exponente de ca´ıda mayor que la unidad. Para el caso γ = 0
(H = 0.5) la funcio´n de autocorrelacio´n se anula y no existen correlaciones (ruido blanco).
1.3. Te´cnicas de Ana´lisis de Fluctuacio´n
Como hemos visto en la seccio´n previa, la funcio´n de autocorrelacio´n determina un´ıvo-
camente las propiedades de correlacio´n lineal de una serie temporal para diferentes re-
tardos temporales. Sin embargo, en muchas ocasiones la funcio´n de autocorrelacio´n es
ruidosa y sensible al taman˜o del sistema, dificultando por tanto su estudio. Debido a
esto, se ha estandarizado el uso de te´cnicas indirectas para cuantificar el exponente de
autocorrelacio´n, siendo el Fluctuation Analysis (FA) y el Detrended Fluctuation Analysis
(DFA) las ma´s utilizadas. Estos me´todos estudian la fluctuacio´n de la sen˜al a distintas
escalas, logrando un resultado mucho ma´s suaizado y parecido a una ley de potencias que
el logrado mediante la funcio´n de autocorrelacio´n, enmascarando por tanto correlaciones
que no decaen mediante una ley de potencias.
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1.3.1. Fluctuation Analysis
El FA (Bryce and Sprague, 2012; Peng et al., 1992) es una te´cnica que se utiliza para
el estudio del scaling1 de series estacionarias. En primer lugar, dada una serie estacionaria
xi se calcula su serie acumulada Y (j) =
∑j
i=1 xi.
La fluctuacio´n para una determinada ventana de taman˜o ` viene dada por:
FFA(`) =
√
〈(Yi+` − Yi)2〉 (1.13)
El scaling existira´ u´nica y exclusivamente cuando FFA(`) ∼ `α. El exponente α se calcula
mediante un ajuste lineal de log(FFA(`)) vs. log(`), y esta´ relacionado con el exponente
de autocorrelacio´n γ mediante (Allegrini et al., 1995):
γ = 2− 2α (1.14)
Por tanto, teniendo en cuenta la Eq. 1.12, para sen˜ales correlacionadas estacionarias,
α ∈ (0, 1) y coincide con el exponente de Hurst (H). Valores α < 0.5 indican la presencia
de correlaciones negativas o anticorrelaciones, mientras que el valor α = 0.5 indica ausen-
cia de correlaciones (ruido blanco). Adema´s, mediante el Teorema de Wiener-Khinchin
(Rangarajan and Ding, 2000), se puede probar que cuando la funcio´n de autocorrelacio´n
de una serie temporal sigue una ley de potencias (C(`) ∼ `−γ), su espectro de potencias
tambie´n lo hace (S(f) ∼ f−β). El exponente de ca´ıda del espectro de potencias β esta´
relacionado con α mediante la relacio´n:
α =
β + 1
2
(1.15)
Las figuras (1.1) y (1.2) muestran los exponentes de correlacio´n α y β obtenidos mediante
el FA y el espectro de potencias de la sen˜al para un fGn correlacionado y otro anticorre-
lacionado respectivamente. En ambos casos, los exponentes γ, α y β toman los valores
establecidos por las Eqs. 1.14 y 1.15.
1.3.2. Detrended Fluctuation Analysis
El DFA (Peng et al., 1994b) es una versio´n modificada del FA que es capaz de eliminar
los efectos producidos por la no estacionariedad de la serie temporal. De manera ana´loga
al FA, este me´todo ofrece un para´metro de salida α para cuantificar las propiedades de
scaling de series con correlaciones de largo alcance. Por tanto, mediante el uso del DFA
1Se entiende por scaling a la invariancia frente a cambios de escala, asociada a una forma funcional
de ley de potencias.
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Figura 1.1: a) FA para un ruido fraccionario Gaussiano con exponente de autocorrelacio´n
γ = 0.4 y taman˜o de secuencia N = 218. El exponente FA obtenido es α = 0.806. b)
Espectro de potencias del ruido fraccionario Gaussiano utilizado en (a). El exponente de
ca´ıda del espectro de potencias es β = 0.602.
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Figura 1.2: a) FA para un ruido fraccionario Gaussiano anticorrelacionado con exponente
de autocorrelacio´n γ = 1.3 y taman˜o de secuencia N = 218. El exponente FA obtenido es
α = 0.352. b) Espectro de potencias del ruido fraccionario Gaussiano utilizado en (a). El
exponente de ca´ıda del espectro de potencias es β = 0.296.
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es posible cuantificar las propiedades de scaling tanto de fGns (α < 1) como de fBms
(α ≥ 1). El algoritmo DFA se puede resumir en los siguientes pasos:
(i) Partiendo de una serie correlacionada xi de taman˜o N obtiene la sen˜al integrada
y(j) ≡
j∑
i=1
[xi − µ] (1.16)
donde µ es la media de la serie.
(ii) La serie integrada y(j) se divide en ventanas de igual taman˜o `.
(iii) En cada ventana de taman˜o ` se calcula un ajuste lineal de y(j) que representa la
tendencia lineal dentro de esa ventana. La coordenada y de la recta de ajuste en
cada venta se denota por y`(j).
(iv) Se elimina la tendencia a la serie integrada y(j) mediante la resta de la tendencia
local en cada ventana y`(j) de longitud `.
(v) Para un determinado taman˜o de ventana `, se calcula la ra´ız cuadra´tica media
FDFA(`) (r.m.s por sus siglas en ingles) de la sen˜al integrada una vez eliminada la
tendencia:
FDFA(`) =
√√√√ 1
N
N∑
j=1
[y(j)− yl(j)]2 (1.17)
(vi) El ca´lculo efectuado en la Eq. 1.17 se repite para un gran rango de taman˜os de
ventana ` para obtener la relacio´n entre F (`) y el taman˜o de ventana `.
Para una serie con correlaciones (tanto de largo como de corto alcance) se debe cumplir
que la fluctuacio´n escale como una ley de potencias en funcio´n del taman˜o de ventana
(FDFA(`) ∼ `α). En el caso del DFA, la serie temporal presenta anticorrelaciones si α > 0.5,
es ruidosa o no correlacionada si α = 0.5 y presenta correlaciones de largo alcance si
α ∈ (0.5, 2). En particular, para el caso α = 1.5 la serie corresponde al Movimiento
Browniano, que como ya se menciono´ previamente en la Sec. 1.2 coincide con la integral
del ruido blanco.
El DFA ha sido sistema´ticamente estudiado con series temporales con diferentes tipos
de tendencias (Hu, 2001; Xu, 2005), pe´rdida de datos (Ma, 2010), diferentes artefactos
(Chen, 2002), pre-procesados lineales y no lineales (Chen, 2005) y coarse-graining de la
serie temporal (Xu et al., 2010). Aunque el DFA esta´ muy estandarizado, un uso incorrecto
del mismo puede llevar a la consecucio´n de resultados espurios. Hay que tener en mente
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Figura 1.3: Ejemplo de dos series temporales con y sin sclaing e ide´ntico exponente de
correlacio´n α obtenido mediante el DFA. (a) Serie sinte´tica. En este caso podemos ver que
la derivada local de F (`) apenas fluctu´a por lo que la sen˜al tiene un buen scaling y el uso
del DFA para determinar el exponente de correlacio´n estar´ıa perfectamente justificado. (b)
Serie temporal de datos reales, en la que a pesar de mostrar un exponente de correlacio´n
α ide´ntico al obtenido en (a) el scaling no es para nada bueno ya que la derivada local
no es constante y presenta grandes fluctuaciones. En este caso, el uso del DFA para la
determinacio´n del exponente de autocorrelacio´n podr´ıa conducir a resultados espurios.
que el DFA esta´ originalmente disen˜ado como una te´cnica de ana´lisis de fluctuaciones,
que nos permite calcular de forma indirecta el exponente de autocorrelacio´n de la sen˜al
temporal bajo estudio. Dicho esto, el DFA u´nicamente es aplicable cuando la funcio´n
de autocorrelacio´n (o la fluctuacio´n en funcio´n de la escala) decae mediante una ley de
potencias, i.e. hay scaling. Para cerciorarnos sobre este aspecto, una te´cnica muy u´til
consiste en analizar la derivada local del plot en doble escala logar´ıtmica de la curva F (`)
vs. `. En la Fig. 1.3 podemos ver un claro ejemplo de dos series (una sinte´tica y otra de
datos reales) en las que a pesar de tener el mismo exponente DFA (α ∼ 1.2) obtenido
a trave´s de un ajuste global, presentan propiedades de scaling muy dispares. En la serie
sinte´tica el scaling es pra´cticamente perfecto, ya que la derivada local fluctu´a muy poco en
torno a un valor constante, mientras que en la serie de datos reales la fluctuacio´n es muy
grande aunque el ajuste de F (`) sea bueno. Adema´s, en el Cap. 3 veremos que las te´cnicas
de ana´lisis de fluctuacio´n tambie´n pueden conducir a resultados espurios en el ana´lisis de
correlaciones de series mo´dulo y signo, incluso cuando el scaling es suficientemente bueno.
1.4. Me´todo de Filtrado de Fourier
El me´todo de Filtrado de Fourier (FFM por sus siglas en ingle´s) (Bernaola-Galva´n
et al., 2012; Makse et al., 1996a) es uno de los algoritmos ma´s utilizados a la hora de
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generar de forma sinte´tica fGns y fBms en los que podamos controlar a priori sus propie-
dades. El me´todo hace uso de la Eq. 1.15 y puede resumirse en los siguientes pasos:
(i) Generamos un ruido blanco η(i), i.e. una serie estacionaria sin correlaciones y con
una distribucio´n de valores Gaussiana. Calculamos su transformada de Fourier ηˆ(f).
(ii) La serie con el exponente de correlacio´n α deseado se obtiene como
x(i;α) ≡ F−1
[
ηˆ(f)
fα−1/2
]
, (1.18)
donde F−1[·] denota la transformada inversa de Fourier. Para comprobarlo, sim-
plemente se debe tener en cuenta que la transformada de Fourier de x(i;α) es una
ley de potencias de exponente α − 1/2 y por tanto, su espectro de potencias sigue
una ley de potencias con exponente 2α − 1 por lo que, de acuerdo con Eq. 1.15 el
exponente DFA ser´ıa α. Las series generadas mediante el FFM tienen media nula y
desviacio´n esta´ndar unidad.
Otros autores resuelven el problema de crear series sinte´ticas con propiedades controladas
a priori a partir de derivaciones e integraciones fraccionales de ruidos blancos (Herrmann,
2014; Hosking, 1981; Wyss, 1991). Denotemos λ = α − 1/2. De acuerdo con Eq. 1.18
valores positivos de λ pueden ser considerados como integraciones fraccionales de orden
λ (no necesariamente entero) de x(i;α), mientras que valores negativos de λ son vistos
como derivadas fraccionales de orden −λ. Por tanto, los ruidos fraccionarios Gaussianos
corresponden a valores λ < 0.5 y los movimientos fraccionarios Brownianos a valores
λ ≥ 0.5, incluyendo el ruido 1/f , tambie´n conocido como ruido rosa (Lowen and Teich,
2005).
De la Eq. 1.18 podemos concluir que un ruido fraccionario exhibe un comportamiento
en forma de ley de potencias inversa en su espectro de potencias, con exponente β = 2λ,
y de ah´ı que a este tipo de ruidos se les conozca tambie´n por ruidos 1/fβ. En la Fig. 1.4
aparecen algunos ejemplos de ruidos generados mediante el Me´todo de Filtrado de Fourier.
1.4.1. Generacio´n de ruidos fraccionarios con espectro de po-
tencias limpio
Como ya se ha explicado previamente, el hecho de que una serie temporal tenga una
funcio´n de autocorrelacio´n en forma de ley de potencias, implica que el espectro de po-
tencias tambie´n tendra´ una dependencia en forma de ley de potencias con la frecuencia.
Adema´s, es posible relacionar el exponente de correlacio´n α del DFA que caracteriza al
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Figura 1.4: Ejemplos de ruidos fraccionarios generados mediante el Fourier Filtering Met-
hod. Este me´todo es una aplicacio´n directa de la definicio´n de ruido fraccionario mostrada
en la Eq. 1.18: En primer lugar, generamos ruido blanco η(i) con distribucio´n de valores
Gaussiana y calculamos su transformada de Fourier ηˆ(f). Para obtener la serie con el
deseado exponente de correlacio´n β en el espectro de potencias, simplemente dividimos
ηˆ(f) en el espacio de Fourier por fλ = fβ/2 y calculamos la transformada inversa de
Fourier. Las sen˜ales representadas en esta figuran tienen un taman˜o de N = 1024 puntos
y todas ellas han sido generadas a partir de la misma serie inicial de ruido blanco Gaus-
siano. (a) Ruido blanco (β = 0, α = 0.5), (b) ruido fraccionario Gaussiano con (β = 0.5,
α = 0.75), (c) ruido 1/f (β = 1, α = 1) y (d) movimiento fraccionario Browniano (β = 1.5,
α = 1.25) (Figura publicada originalmente en (Bernaola-Galva´n et al., 2012)).
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fGn o fBm en cuestio´n con el correspondiente exponente del espectro de potencias (Eq.
1.15). Sin embargo, en las Figs. 1.1 y 1.2 vemos que a pesar de que el valor del exponente
de ajuste mediante una ley de potencias realizado al espectro de potencias coincide ple-
namente con el valor que predice la Eq. 1.15, el espectro de potencias presenta un aspecto
por lo general bastante ruidoso. Para evitar esto, de Moura (de Moura and Lyra, 1998)
introdujo una modificacio´n al me´todo de Filtrado de Fourier que permite la obtencio´n de
ruidos fraccionarios Gaussianos y movimientos fraccionarios Brownianos con espectro de
potencias totalmente limpio. El algoritmo se resume en los siguientes pasos:
De forma contraria al me´todo de filtrado de Fourier, donde se part´ıa de un ruido
blanco Gaussiano, ahora el punto de partida va a ser la propia transformada de
Fourier, definida como:
Re(f) = f−β/2cos(2piu) (1.19)
Im(f) = f−β/2sen(2piu) (1.20)
donde Re(f) e Im(f) son las partes real e imaginaria de la transformada de Fourier
para la frecuencia f y u es un nu´mero aleatorio perteneciente a una distribucio´n
de valores Gaussiana. Con esta definicio´n de la transformada de Fourier, nos ase-
guramos que el espectro de potencias siga estrictamente una ley de potencias con
exponente de ca´ıda β.
Realizamos la transformada inversa de Fourier para volver al dominio del tiempo, y
normalizamos la serie mediante la desviacio´n esta´ndar.
En la Fig. 1.5 se representa el espectro de potencias obtenido mediante esta te´cnica para
ruidos con diferentes exponentes de correlacio´n.
1.5. Multifractal DFA
El DFA estudia el scaling del momento de segundo orden en funcio´n del taman˜o de
ventana `, y consecuentemente, solo considera las correlaciones lineales presentes en la
serie temporal. El Multifractal Detrended Fluctuation Analysis (MFDFA por sus siglas
en ingle´s) puede ser entendido como una generalizacio´n del DFA que analiza el scaling
de todos los posibles momentos de orden q, incluyendo aquellos negativos (Kantelhardt,
2002). La Eq. 1.17 se generaliza de la siguiente forma:
Fq(`) =
(
1
N
N∑
j=1
|y(j)− y`(j)|q
) 1
q
(1.21)
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Figura 1.5: Espectros de potencias de series sinte´ticas de taman˜o 214 generadas mediante el
me´todo expuesto en (de Moura and Lyra, 1998) con diferentes exponentes de correlacio´n.
Como se puede apreciar, los espectros de potencias siguen una rigurosa dependencia en
forma de ley de potencias con la frecuencia.
En el caso de series temporales con correlaciones de largo alcance que decaen con un
comportamiento de ley de potencias,
Fq(`) ∼ `h(q) (1.22)
donde h(q) es el exponente de scaling de las fluctuaciones de orden q en funcio´n del
taman˜o de ventana `. Obviamente, el exponente DFA α es un caso particular para q = 2,
i.e. α = h(2). Para series temporales en las que u´nicamente hay presentes correlaciones
lineales h(q) = α ∀q, es decir, existe un u´nico exponente de scaling y la serie se denomina
monofractal. En cambio, cuando la serie posee correlaciones no lineales cada momento de
orden q escala con un exponente h(q) diferente y la serie tiene cara´cter multifractal.
Los exponentes de scaling h(q) se pueden relacionar con los exponentes cla´sicos multifrac-
tales τ(q) mediante la expresio´n:
τ(q) = qh(q)− 1 (1.23)
Finalmente, calculando la Transformada de Legendre podemos obtener el espectro multi-
fractal (ver (Kantelhardt, 2002)).
ζ = τ
′
(q) (1.24)
f(ζ) = qζ − τ(q) (1.25)
donde f(ζ) denota la dimensio´n fractal del subconjunto de la serie temporal caracterizado
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Figura 1.6: Espectros multifractales obtenidos mediante el MFDFA para una serie tem-
poral monofractal (fGn generado mediante el me´todo de Filtrado de Fourier con α = 0.8)
y otra multifractal generada mediante composicio´n de mo´dulos y signos independientes
(ver Cap. 2), ambas de taman˜o N = 218. En el caso de la serie monofractal la anchura
del espectro multifractal es pra´cticamente nula, mientras que para la serie multifractal la
anchura del espectro es considerable, indicando por tanto la presencia de correlaciones no
lineales.
por ζ. Para el caso particular de series monofractales, debido a que todos los momentos
de orden q escalan con el mismo exponente, h(q) = α, h′(q) = 0 y el espectro multifractal
tendra´ un aspecto de funcio´n delta:
f(ζ) = δ(ζ − α). (1.26)
Por el contrario, para una serie temporal multifractal, f(ζ) tendra´ una anchura ∆ζ distinta
de cero (ver Fig. 1.6), la cual puede usarse como medida de la no-linealidad presente en
la serie temporal.
1.6. Transformada Wavelet
La transformada Wavelet (ver (Arneodo et al., 2002))(WT) es una te´cnica introducida
en los an˜os ochenta por (Goupillaud et al., 1984; Grossmann and Morlet, 1985) que
permite la expansio´n de series temporales en te´rminos de wavelets construidas a partir de
una funcio´n madre, ψ, por medio de traslaciones y dilataciones. La transformada wavelet
de una funcio´n real f(x) se define como:
Tψ[f ](x0, a) =
1
a
∫ +∞
−∞
f(x)ψ(
x− x0
a
)dx (1.27)
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donde x0 es el para´metro espacial y a (a > 0) es la escala de observacio´n. Generalmente,
la funcio´n ψ es una funcio´n bien localizada tanto en tiempo como en frecuencia, de media
nula y ortogonal a polinomios de bajo orden, es decir:∫ +∞
−∞
xmψ(x)dx = 0, ∀m, 0 ≤ m ≤ nψ, m N (1.28)
Desde su introduccio´n ha sido objeto de estudio y aplicada en diferentes campos (Arneodo
and Bacry, 1995; Coifman et al., 1992; Erlebacher et al., 1996). La WT es considerada un
microscopio matema´tico ya que sus coeficientes son una expresio´n del comportamiento de
la serie temporal a distintos niveles de resolucio´n (escalas) (Arneodo et al., 1988). A modo
de ejemplo, en la Fig. 1.7 podemos ver co´mo al aplicar la WT a una serie temporal, esta
se suaviza a medida que aumentamos la escala de observacio´n. Adema´s, varios trabajos
muestran que toda la informacio´n relevante que puede aportar la WT esta´ contenida en
su skeleton o l´ıneas de mo´dulo ma´ximo (Mallat et al., 1992). Dichas l´ıneas esta´n definidas
para cada valor de la escala a como los ma´ximos locales de |Tψ[f ](x, a)|, considerados
como una funcio´n de la variable espacial x. El intere´s en las l´ıneas de ma´ximo reside en
que escalan como:
Tψ[f ](x0, a) ∼ ah(x0) (1.29)
siendo h(x0) el exponente de Hurst local (tambie´n conocido como el exponente de Ho¨lder)
en el punto espacial x0. Esta te´cnica nos permite evaluar el exponente de Hurst (exponente
de correlacio´n) local en cada punto de la serie temporal, y por tanto, mediante una forma
totalmente diferente a la descrita en Sec. 1.5 podemos obtener de nuevo informacio´n
concluyente acerca de las propiedades multifractales del sistema bajo estudio. Adema´s,
puede ser de gran utilidad a la hora de evaluar el comportamiento local de ciertas series
temporales procedentes de sistemas presentes en la naturaleza, donde en muchos casos
las te´cnicas de ana´lisis de fluctuacio´n (FA y DFA) no pueden ofrecer buenos resultados
debido a la ausencia de scaling y al comportamiento altamente no estacionario de la serie
temporal.
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Figura 1.7: Serie sinte´tica de taman˜o N = 214 y transformada Wavelet mediante la primera
derivada Gaussiana para escalas a = 32 y a = 128.
1.7. Randomizacio´n de fases
La randomizacio´n de fases (Ivanov, 1999a; Schreiber and Schmitz, 2000) es una te´cnica
que permite eliminar las no-linealidades presentes en una serie temporal. Dada una serie
temporal con no-linealidades, η(i), el proceso consiste en:
(i) Calcular la Transformada de Fourier η(j) = F(η(i))
(b) Modificamos η(j), conservando las amplitudes y barajando las fases, dando lugar
a ηˆ(j). De esta forma nos cercioramos que las correlaciones lineales no se vera´n
afectadas, ya que el espectro de potencias u´nicamente depende de la amplitud. En
cambio, las no-linealidades presentes en la serie sera´n eliminadas.
(c) Calculamos la Transformada inversa de Fourier para volver al dominio del tiempo:
ηˆ(i) = F−1(ηˆ(j))
En la Fig. 1.8 se muestra la pe´rdida de no-linealidad en una serie temporal tras realizarse
un barajado de fases. El espectro multifractal reduce muy considerablemente su anchura
una vez realizado el barajado de fases.
1.8. Transformacio´n a distribucio´n Gaussiana
En algunos casos, dada una serie temporal con una distribucio´n de valores no Gaus-
siana, {xi}, es necesario convertirla a Gaussiana, {x′i}. Para ello, se puede hacer uso de
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Figura 1.8: Espectros multifractales obtenidos mediante el MFDFA para una serie tem-
poral multifractal antes y despue´s de realizar el barajado de fases. El taman˜o de la serie
es N = 218.
la siguiente transformacio´n:
x′ = Φ−1 [F (x)] , (1.30)
donde F (·) es la distribucio´n acumulada de la serie de partida {xi} y Φ(·) es la distribucio´n
acumulada de la distribucio´n normal esta´ndar N (0, 1). Adema´s, hemos comprobado que
esta´ transformacio´n apenas modifica las correlaciones lineales de la serie de partida. La
Fig. 1.9 muestra los pasos a seguir para realizar esta transformacio´n, partiendo de una serie
cuya distribucio´n de valores no es Gaussiana (en este caso se trata de una exponencial,
pero es extrapolable a cualquier otra distribucio´n). Adema´s, las correlaciones lineales de la
serie de partida no se ven excesivamente afectadas tras esta transformacio´n. La Fig. 1.10
muestra el DFA de dos series sinte´ticas: (i) serie con exponente de correlacio´n α = 0.8 y
distribucio´n de valores exponencial, (ii) la misma serie usada en (i) una vez realizada la
transformacio´n, y por tanto, con distribucio´n de valores Gaussiana
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Figura 1.9: Transformacio´n a distribucio´n Gaussiana de una serie cuya distribucio´n de
valores original no es Gaussiana. En primer lugar, se calcula la distribucio´n acumulada
original de la serie (l´ınea azul) y para cada valor de la serie original {xi} se calcula su
correspondiente valor en la distribucio´n acumulada, se mapea ese valor a la distribucio´n
acumulada Gaussiana (l´ınea roja) y finalmente se obtiene el valor correspondiente {x′i}
que sigue una distribucio´n de valores Gaussiana.
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Figura 1.10: DFAs antes y despue´s de la transformacio´n a distribucio´n Gaussiana de
una serie con correlaciones de largo alcance α = 0.8 cuya distribucio´n inicial de valores es
exponencial. Como se puede apreciar, el hecho de realizar la transformacio´n pra´cticamente
no afecta al exponente de correlacio´n, que sigue siendo α ' 0.8.

Cap´ıtulo 2
Mo´dulo y signo de series con
correlaciones de largo alcance
Una amplia variedad de feno´menos pertenecientes a diferentes campos, entre los que
podemos destacar Fisiolog´ıa, Geolog´ıa, Economı´a, Meteorolog´ıa, etc, presentan una dina´mi-
ca compleja con sen˜ales de salida que aunque en apariencia parecen ruidosas y erra´ticas,
poseen correlaciones de largo alcance y estructura invariante frente a cambios de escala.
Adema´s, la presencia de dichas correlaciones ha sido asociada a propiedades relevantes
del sistema bajo estudio. Por ejemplo, las correlaciones en la serie de latidos card´ıacos
cambian dra´sticamente entre sujetos sanos y enfermos (Ivanov, 1999a) o entre diferentes
estados fisiolo´gicos (Ivanov, 1999b).
En muchos casos, dada una serie temporal xi, i = 1, 2, . . . , N , los incrementos ∆xi =
xi+1−xi son ma´s relevantes que la propia serie porque las propiedades de los incrementos
ofrecen informacio´n importante sobre la dina´mica subyacente del sistema y pueden ayudar
a desarrollar modelos u´tiles que lo describan.
Para sistemas no lineales es importante ir ma´s alla´ del estudio de las correlaciones
lineales, ya que estas no tienen en cuenta todas las propiedades dina´micas de este tipo de
sistemas — e.g series de incrementos con las mismas correlaciones lineales pueden corres-
ponder a sistemas con comportamientos no lineales y multifractales totalmente diferentes
(Ashkenazy, 2001). Una simple estrategia para romper esta degeneracio´n consiste en estu-
diar de forma separada las correlaciones en el mo´dulo (valor absoluto de la serie) y signo
(+1 si el valor es positivo y -1 en el caso de que sea negativo) de la serie de incrementos.
Las correlaciones en el mo´dulo (tambie´n conocido como volatilidad) han sido asociadas a
la presencia de correlaciones no lineales y estructura multifractal (Ashkenazy, 2001, 2003;
Kalisky et al., 2005), mientras que las correlaciones del signo esta´n u´nicamente determi-
nadas por las correlaciones lineales de la serie de procedencia del signo (Ashkenazy, 2001,
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2003), y han sido estudiadas en el contexto de tiempos de paso en procesos correlacionados
con invariancia de escala (Carretero-Campos et al., 2012).
Adema´s, desde un punto de vista intuitivo, las series mo´dulo y signo contienen infor-
macio´n complementaria sobre la serie original: el mo´dulo mide co´mo de grandes son los
cambios y el signo indica la direccio´n de estos. A modo de ejemplo, en la dina´mica del
corazo´n (Ashkenazy, 2001), que se concibe como el resultado de dos fuerzas que compi-
ten (ramas simpa´tica y parasimpa´tica del Sistema Nervioso Auto´nomo), esto lleva a una
compleja variabilidad con propiedades de invariancia frente a escala. Se podr´ıa decir que
la primera es responsable de lentos incrementos en el ritmo card´ıaco (pequen˜os en mo´dulo
y positivos en signo), mientras que la segunda esta´ normalmente asociada con ra´pidas ba-
jadas del ritmo card´ıaco (grandes en mo´dulo y negativas en signo). Otros ejemplos de la
utilidad del ana´lisis del mo´dulo y el signo se encuentran en series temporales obtenidas en
sistemas de Dina´mica de Fluidos (Zhu, 2012), Geolog´ıa (Makse et al., 1996b,c), Geof´ısica
(Bartos and Ja´nosi, 2006; Li et al., 2014) y Economı´a (Liu, 1999).
A pesar de la importancia de las series mo´dulo y signo que acabamos de mencionar, to-
dav´ıa existen cuestiones abiertas: por ejemplo, dada una serie con conocidas correlaciones
de largo alcance es clave saber si hay tambie´n correlaciones presentes en la series mo´dulo
y signo. Esto es lo que de ahora en adelante llamaremos descomposicio´n. En principio,
un estudio sistema´tico de este problema es una tarea ardua, ya que las series originales
pueden ser de naturalezas muy variopintas, como hemos mencionado previamente. En
lugar de estudiar estas series, vamos a estudiar la descomposicio´n de series artificiales
que son comu´nmente usadas para modelar el comportamiento de series temporales con
correlaciones de largo alcance. En particular, vamos a considerar fGns y fBms para mo-
delar series temporales con correlaciones de largo alcance estacionarias y no estacionarias
respectivamente.
Una segunda cuestio´n (todav´ıa abierta en muchos casos) es co´mo el mo´dulo y el signo
se acoplan para formar la sen˜al producto1: por ejemplo, en el corazo´n humano, al analizar
los incrementos de la serie RR2, no esta´ au´n clara la relacio´n entre el mo´dulo (co´mo de
grande es el cambio) y el signo (direccio´n del cambio). Obviamente, un estudio sistema´tico
del acoplamiento entre mo´dulo y signo ser´ıa de gran intere´s para mejorar la comprensio´n
de la relacio´n entre ellos y el comportamiento de los mecanismos de control subyacentes.
Espec´ıficamente, estamos interesados en co´mo las correlaciones de la sen˜al producto esta´n
controladas por las correlaciones del mo´dulo y del signo, as´ı como el acoplamiento entre
ellos. Sin embargo, los mecanismos de acoplamiento del mo´dulo y del signo sera´n diferentes
1Al descomponer una sen˜al en mo´dulo y signo, el producto de ambos garantiza la obtencio´n de la
sen˜al original o sen˜al de procedencia
2La serie RR es una serie temporal cuyos elementos son los periodos entre latidos consecutivos
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Figura 2.1: (a) Ejemplo de una serie con correlaciones de largo alcance obtenida a trave´s
del FFM con αin = 1. (b) Serie mo´dulo y (c) serie signo.
en series temporales de distinta naturaleza, ya que la dina´mica subyacente sera´ distinta
tambie´n y esta variedad de mecanismos potenciales de acoplamiento dificulta un ana´lisis
sistema´tico. En cambio, podemos enfocar este problema desde un punto de vista diferente:
podemos estudiar sistema´ticamente las correlaciones de series temporales con mo´dulo y
signo desacoplados. Este enfoque es lo que llamaremos de ahora en adelante composicio´n.
La composicio´n puede ser u´til para comprender el comportamiento de sistemas complejos
caracterizados por el acoplamiento de dos mecanismos diferentes, cada uno controlando la
dina´mica del mo´dulo y el signo respectivamente. Adema´s, los resultados de la composicio´n
pueden ser usados para detectar la existencia de mecanismos de acople al analizar sistemas
complejos reales y proporcionan un modelo de series Gaussianas no-lineales.
2.1. Descomposicio´n
Nuestro objetivo es cuantificar las correlaciones lineales en las series mo´dulo y signo
(mediante el DFA) obtenidas a trave´s de la descomposicio´n de sen˜ales correlacionadas, con
una correlacio´n controlada mediante un exponente de correlacio´n de entrada. Para estudiar
sistema´ticamente la correlacio´n de las sen˜ales mo´dulo y signo generamos series artificiales
con una longitud 220 ' 106 a trave´s del FFM con exponentes de correlacio´n de entrada
en el intervalo (0, 2). En la Fig 2.1 se muestra un ejemplo de una serie correlacionada
obtenida para αin = 1.0 as´ı como su serie mo´dulo y signo.
El procedimiento que seguimos puede ser resumido de la siguiente forma: primero,
para cada serie temporal obtenemos su correspondiente serie mo´dulo y signo, calculamos
los exponentes (αmag y αsign respectivamente) y los promediamos una vez realizado este
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Figura 2.2: Efectos de taman˜o finito. (a) Distribuciones de αout, αmag y αsign para dos
conjuntos de 65000 series generadas a trave´s del Fourier Filtering Method con αin = 0.7.
S´ımbolos abiertos: taman˜o de la secuencia N = 220 ' 106, s´ımbolos opacos: taman˜o de la
secuencia N = 210 ' 103. Debido a fluctuaciones estad´ısticas, los valores obtenidos para el
exponente de correlacio´n no son exactamente iguales a αin. De hecho, esta´n distribuidos de
acuerdo a una distribucio´n normal con una varianza que decrece conforme N aumenta. Un
comportamiento similar es observado para αmag y αsign. (b) Valores medios y desviaciones
esta´ndar (barras de error) de las distribuciones de αout, αmag y αsign para experimentos
similares a los mostrados en (a) para series temporales con taman˜o variando entre N = 210
y N = 220. En los tres casos los valores medios parecen aproximarse a un valor asinto´tico
cuando N aumenta. En particular, αout y αsign tienden al mismo valor αin, siendo la
convergencia ma´s lenta para αsign. El hecho de que αout y αsign tengan el mismo l´ımite
asinto´tico se da solo en la regio´n 0.5 ≤ αin < 1, mientras que en la regio´n αin > 1, αmag
tiende asinto´ticamente al mismo l´ımite as´ı como αout (ver seccio´n 2.1).
proceso 200 veces para cada exponente de entrada αin. Tambie´n calculamos el exponente
de correlacio´n de la serie temporal generada (αout) que puede ser ligeramente diferente a
αin debido a efectos de taman˜o finito (ver Fig. 2.2).
En la figura 2.3 representamos los resultados. Podemos claramente distinguir tres
regiones:
(i) αin ≤ 0.5 A pesar de las anticorrelaciones presentes en la serie temporal, las series
mo´dulo y signo son esencialmente ruidosas (sin correlaciones). En todos los casos
la serie mo´dulo muestra un ajuste perfecto a una curva en forma de ley de po-
tencias con exponente αmag = 0.5 para todas las escalas consideradas. Estas series
son pra´cticamente indistinguibles de las series constituidas por variables aleatorias
independientes e ide´nticamente distribuidas (i.i.d). Por otro lado, el signo (especial-
mente para αin > 0.2) muestra valores de αsign . 0.5, implicando la presencia de
anticorrelaciones.
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Figura 2.3: Promedio de los exponentes de correlacio´n para la serie compuesta (αout),
mo´dulo (αmag) y signo (αsign) en funcio´n de αin. Para cada valor de αin generamos 200
series de longitud N = 220 para obtener los valores medios.
Encontramos que el signo u´nicamente presenta anticorrelaciones a corta escala,
mientras que para escalas intermedias o largas muestra claramente un comporta-
miento ruidoso o no correlacionado. Este efecto se muestra en la Fig. 2.4, donde re-
presentamos el comportamiento t´ıpico de Fsign(`) para el signo en la regio´n αin ≤ 0.5.
A cortas escalas `, la fluctuacio´n Fsign(`) escala con un exponente α1 = 0.36 y, des-
pue´s de un re´gimen de transicio´n, el resto de la curva muestra un exponente de
scaling α2 = 0.50 correspondiente a un comportamiento ruidoso o no correlaciona-
do. Por esta razo´n, el exponente global αsign, obtenido mediante un ajuste en todo
el rango de escalas ` (Fig. 2.3), esta´ afectado por estos primeros valores de la curva
Fsign(`), lleva´ndonos por tanto, a obtener valores de αsign . 0.5.
En resumen, para escalas suficientemente largas, las series mo´dulo y signo no poseen
correlaciones (de nuevo hacemos hincapie´ en que estos resultados son obtenidos a
trave´s del DFA). Teniendo esto en mente, las anticorrelaciones en la serie (presentes
en todo el rango de escalas), segu´n el DFA, deben ser fruto del acoplamiento resul-
tante entre el mo´dulo y el signo, porque ninguno de ellos posee anticorrelaciones por
s´ı mismo. Para comprobar esto u´ltimo, llevamos a cabo el siguiente experimento:
Generamos una sen˜al con αin = 0.3, la descomponemos y obtenemos su mo´dulo y su
signo, barajamos el signo (destruyendo el posible acoplamiento entre el mo´dulo y el
signo) y finalmente multiplicamos el signo aleatorizado por el mo´dulo para obtener
una serie subrogada con mo´dulo y signo desacoplados. Tambie´n repetimos el mismo
experimento barajando el mo´dulo en lugar del signo. Los resultados mostrados en
la Fig. 2.5 confirman nuestra suposicio´n inicial: las dos series subrogadas pierden
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Figura 2.4: Fsign(`) vs. ` para la serie signo en la regio´n αin ≤ 0.5. Promediamos Fsign(`)
sobre un conjunto de 200 series signo obtenidas a trave´s de series anticorrelacionadas de
taman˜o N = 220 y αin = 0.2. El exponente de scaling global, αsign = 0.46, indica la pre-
sencia de anticorrelaciones, pero mediante una inspeccio´n directa de Fsign(`) se revela la
existencia de un crossover en torno a `c = 190. Por debajo de `c la serie signo muestra prin-
cipalmente un comportamiento anticorrelacionado (α1 = 0.36), pero tal comportamiento
desaparece para ` > `c (α2 = 0.50).
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Figura 2.5: F (`) vs. ` para series anticorrelacionadas (αin = 0.3) y series surrogadas ob-
tenidas mediante la aleatorizacio´n del mo´dulo o del signo: Generamos una serie signo con
αin = 0.3, la descomponemos y obtenemos sus correspondientes series mo´dulo y signo,
aleatorizamos el signo o el mo´dulo y obtenemos dos series surrogadas, una multiplicando
el signo aleatorizado por el mo´dulo original (4) y la otra multiplicando el mo´dulo aleato-
rizado por el signo original (). Ambas curvas han sido obtenidas mediante sen˜ales con
taman˜o N = 220 y promediando sobre 200 experimentos.
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sus anticorrelaciones ya que F (`) escala mediante una ley de potencias `0.5. Hay
que tener en cuenta que en el segundo experimento, donde hemos aleatorizado el
mo´dulo, la serie subrogada obtenida au´n preserva ciertas anticorrelaciones a corta
escala, procedentes de la serie signo original. Sin embargo, para escalas ` suficiente-
mente grandes, se recupera el comportamiento aleatorio y las fluctuaciones escalan
con α = 0.5.
Una importante conclusio´n que podemos extraer es el hecho de que no podemos
obtener secuencias binarias con anticorrelaciones de largo alcance a partir de la serie
signo de una serie anticorrelacionada. Esta limitacio´n ha sido tambie´n encontrada en
otros me´todos descritos en la bibliograf´ıa para la generacio´n de secuencias binarias
con correlaciones de largo alcance (Izrailev et al., 2007; Keshet, 2004; Usatenko
et al., 2014).
(ii) 0.5 < αin < 1. La serie signo presenta correlaciones en todo este intervalo, mientras
que el mo´dulo u´nicamente esta´ correlacionado para valores αin ≥ 0.75. En cambio,
las correlaciones en la sen˜al original esta´n controladas por las del signo, sin importar
si el mo´dulo esta´ correlacionado o no. Adema´s, teniendo en cuenta (Apostolov et al.,
2008) donde se muestra una relacio´n anal´ıtica entre C(`) y Csign(`):
C(`) = sin
[pi
2
Csign(`)
]
(2.1)
va´lido para γ < 1 y C(`) > 0, i.e. 0.5 < α < 1. Teniendo en cuenta que las
correlaciones tomara´n un valor mucho ma´s pequen˜o que la unidad para el exponente
de correlacio´n cuando se consideren escalas suficientemente grandes, el seno en Eq.
2.1 puede ser aproximado por su argumento y, asumiendo una dependencia en forma
de ley de potencias para la funcio´n de autocorrelacio´n, se tiene que:
C(`) ≈ `−γ (2.2)
Csign(`) ≈ `−γsign , (2.3)
y sustituyendo en Eq. 2.1:
`−γ = sen
[pi
2
`−γsign
]
. (2.4)
Considerando el primer te´rmino del desarrollo en serie de Taylor:
`−γ ≈ pi
2
`−γsign ⇒ `γsign−γ ≈ pi
2
. (2.5)
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Operando:
(γsign − γ) log(`) ≈ log
(pi
2
)
⇒ γsign − γ ≈ log
(pi
2
)
/log(`). (2.6)
Por otro lado, usando la Eq. 1.14 tendremos:
2(1− αsign)− 2(1− αout) ≈ log
(pi
2
)
/log(`), (2.7)
y finalmente:
αsign ' αout − log(pi/2)
2 log `
, (2.8)
donde se relaciona el valor de αsign y αout en funcio´n de la escala `.
Se debe tener en cuenta que, de acuerdo con la Eq. 2.8, en la Fig. 2.3 αsign toma
siempre valores ligeramente ma´s pequen˜os que αout. De hecho, αsign → αout solo de
manera asinto´tica (ver Fig. 2.2.b). Este comportamiento ya ha sido analizado pre-
viamente en (Carretero-Campos et al., 2012) estudiando la serie signo en el contexto
de la distribucio´n de tiempos de paso en series correlacionadas.
Dentro de esta regio´n, a partir del uso de la serie signo se puede obtener un me´todo
para obtener series correlacionadas binarias con un exponente de correlacio´n αsign
que es virtualmente igual que el exponente de la serie original αin. Por ejemplo,
este´ me´todo es u´til para estudiar secuencias de ADN que han sido frecuentemente
modeladas como secuencias binarias correlacionadas con exponentes de correlacio´n
comprendidos en el rango 0.5 < α < 1 (Bernaola-Galva´n et al., 2002).
Aqu´ı, de manera contraria a lo que observamos en la regio´n estudiada anteriormente,
el acoplamiento entre la series mo´dulo y signo parece no jugar un papel relevante.
Como demostraremos en la seccio´n 2.5, incluso bajo la asuncio´n de la independencia
entre el mo´dulo y el signo, las correlaciones de la sen˜al producto esta´n controladas
por las correlaciones del signo, siempre que se cumpla que αmag, αsign ∈ (0.5, 1).
(iii) 1 ≤ αin ≤ 2. Ambos αmag y αsign aumentan su valor cuando lo hace αin. Ahora, αmag
es el u´nico que tiende asinto´ticamente a αout, i.e. en esta regio´n las correlaciones de
la serie producto esta´n controladas por el mo´dulo. Por otro lado, αsign crece como
funcio´n de αin con una pendiente 1/2, por lo que, en esta regio´n:
αsign =
1
2
(1 + αin) (2.9)
Este comportamiento puede ser explicado de manera anal´ıtica usando las propie-
dades de la distribucio´n de tiempos de paso para series lineales correlacionadas
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(Carretero-Campos et al., 2012). Tambie´n es fa´cil probar que αsign no puede ser
mayor que 3/2 (Ver Ape´nd. A para la demostracio´n de ambas propiedades).
En resumen, el exponente de correlacio´n del signo medido mediante el DFA, en funcio´n
de αin muestra el siguiente comportamiento asinto´tico:
αsign =

1
2
αin <
1
2
αin
1
2
≤ αin < 1
1
2
(1 + αin) 1 ≤ αin < 2
3
2
2 ≤ αin
(2.10)
En cuanto al exponente de correlacio´n del mo´dulo αmag (medido con el DFA), el compor-
tamiento asinto´tico consiste en una zona no correlacionada para αin <
3
4
, un re´gimen de
transicio´n para 3
4
< αin <
5
4
y una regio´n donde αmag ' αin para αin > 54 . Las correlacio-
nes observadas en la serie mo´dulo coinciden con las encontradas para la serie (∆xi)
2 en
(Kalisky et al., 2005).
2.2. Composicio´n mediante series mo´dulo y signo
Como ya se dijo en la introduccio´n del presente cap´ıtulo, estamos interesados en la
composicio´n de series mo´dulo y signo independientes3. Nuestro intere´s es doble: Por un
lado, estudiamos el comportamiento de series temporales cuyo mo´dulo y signo esta´n con-
trolados por mecanismos diferentes. Uno de ellos controla el mo´dulo de los incrementos,
mientras que el otro controla el signo (direccio´n de los incrementos). Esto puede ser con-
siderado como la estrategia ma´s sencilla para el modelado de series reales. Por otro lado,
mediante la comprensio´n de las propiedades de correlacio´n de series compuestas de dichas
caracter´ısticas, podemos elucidar si mo´dulo y signo de series reales esta´n acoplados o no.
El procedimiento para generar una serie compuesta con mo´dulo y signo independiente
se detalla a continuacio´n. Para obtener mo´dulo y signo independientes, usamos el FFM
para generar dos series correlacionadas independientes con exponentes de correlacio´n de
entrada αin1 y αin2, x(i;αin1) y x(i;αin2) respectivamente. Entonces, la serie mo´dulo se
obtiene como:
xmag(i) = |x(i;αin1)| (2.11)
cuyo exponente de correlacio´n, αmag depende de αin1 (Fig. 2.3). De la misma forma, la
3La composicio´n de series mo´dulo y signo independientes se realiza mediante el producto de un mo´dulo
por un signo procediendo cada uno de ellos de una serie original distinta.
54 Cap´ıtulo 2. Mo´dulo y signo de series con correlaciones de largo alcance
serie signo se obtiene como:
xsign(i) = sgn[x(i;αin2)] (2.12)
cuyo exponente de correlacio´n, αsign depende de αin2 (Fig. 2.3). Finalmente, la serie pro-
ducto viene dada por:
xcomp(i) = xmag(i) · xsign(i) (2.13)
Aqu´ı estudiamos sistema´ticamente las correlaciones de la serie producto por medio del
DFA con αin1, αin2 en el rango [0.5, 2] (αmag ∈ [0.5, 2] y αsign ∈ [0.5, 1.5], Fig. 2.3). La
regio´n αin1, αin2 < 0.5 no se explora porque, como hemos demostrado previamente en la
Sec. 2.1, para estos valores tanto la serie mo´dulo como la serie signo no poseen correlacio-
nes. Dependiendo de los valores de αmag y αsign hemos observado tres comportamientos
diferentes:
2.2.1. Caso αsign < 1
Aqu´ı, independientemente del exponente αmag, las correlaciones en la serie produc-
to4 esta´n controladas por las correlaciones del signo. Dada una serie temporal obtenida
mediante el producto de de dos series independientes mo´dulo y signo, mostramos en el
Ape´nd. B que su funcio´n de autocorrelacio´n puede ser escrita como:
C(`) = Csign(`)
(pi − 2)Cmag(`) + 2
pi
(2.14)
donde C(`), Cmag(`) y Csign(`) son las funciones de autocorrelacio´n de la serie compuesta
a distancia `, su mo´dulo y su signo respectivamente. Dependiendo de αmag distinguimos
dos reg´ımenes:
(i) αmag < 1. Si la serie temporal presenta correlaciones que decaen en forma de ley de
potencias:
Cmag(`) ∼ `−γmag y Csign(`) ∼ `−γsign (2.15)
donde γmag = 2αmag − 2 y γsign = 2αsign− 2 de acuerdo con (1.14). Usando Eq. 2.15
en Eq. 2.14 obtenemos para la funcio´n de autocorrelacio´n de la sen˜al compuesta:
C(`) ∼ pi − 2
pi
`−(γmag+γsign) +
2
pi
`−γsign (2.16)
Como estamos considerando αmag, αsign ∈ [0.5, 1), es evidente que γsign < γmag+γsign
y entonces, el segundo te´rmino sera´ el dominante para escalas ` suficientemente
4Tambie´n nos podemos referir a ella como serie compuesta a lo largo del texto
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Figura 2.6: Ejemplo de serie compuesta generada mediante la multiplicacio´n de mo´dulo y
signo obtenidos a trave´s de series originales independientes para αsign < 1. (a) αmag < 1.
Para ` suficientemente grande (` > 30) F (`) escala con α ' αsign de acuerdo con Eq. 2.17.
(b) αmag > 1. F (`) escala con α = αsign en el rango completo. De forma contraria a la
Eq. 2.17, la Eq. 2.18 no es una aproximacio´n para grandes `. El taman˜o de la serie es 220
y los resultados se promedian realizando 200 experimentos.
grandes:
C(`) ∼ Csign(`) (2.17)
(ii) αmag ≥ 1. Ahora Cmag(`) = cte y se obtiene de forma directa a partir de la Eq. 2.14:
C(`) ∝ Csign(`) (2.18)
Se debe tener en cuenta que mientras que la Eq. 2.17 es una aproximacio´n va´lida solo
para ` suficientemente grande, la Eq. 2.18 mantiene su validez en el rango completo.
En la Fig. 2.6 mostramos un ejemplo de dichas situaciones. Para un valor fijado αmag obte-
nemos series compuestas con diferentes valores de αsign y, en todos los casos, el exponente
de correlacio´n resultante toma un valor pra´cticamente igual al de αsign de acuerdo con
las Eqs. 2.17 y 2.18. Teniendo esto u´ltimo en cuenta, es posible generar series artificiales
con un exponente de correlacio´n deseado (controlado por αsign) independientemente de las
correlaciones presentes en el mo´dulo. Debido a que las correlaciones en el mo´dulo esta´n
asociadas a propiedades no lineales de la sen˜al (Kalisky et al., 2005) esto implica que po-
demos controlar por separado las propiedades lineales y no lineales de la serie compuesta
(ver Sec. 2.3).
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Figura 2.7: Ejemplos de series compuestas generadas mediante la multiplicacio´n de mo´du-
los y signos procedentes de distintas series para el caso αmag < 1 y αsign > 1. Obtenemos
un crossover que divide el rango en dos reg´ımenes con diferente scaling: α1 ' αmag para
` < `c y α2 ' αsign para ` > `c. El taman˜o de serie es 220 y los resultados esta´n promedia-
dos sobre 200 experimentos. Las diferentes curvas F (`) han sido desplazadas verticalmente
para una mejor visualizacio´n.
2.2.2. Caso αmag < 1, αsign > 1
Para este caso observamos comportamientos diferentes a corta y larga escala (Fig. 2.7).
Mientras que a corta escala el exponente de correlacio´n α1 ' αmag, a larga escala el signo
controla las correlaciones y obtenemos α2 ' αsign. El porque´ de este crossover5 se puede
explicar de la siguiente forma: Teniendo en cuenta que αsign > 1, en ventanas de taman˜o
pequen˜o la serie es muy persistente y por tanto, es poco probable que haya un cambio
en el signo por lo que estara´ formada por grandes regiones solo de 1’s o -1’s (Carretero-
Campos et al., 2012), por lo que las fluctuaciones a corta escala dependen u´nicamente de
la serie mo´dulo. Por otro lado, para escalas suficientemente grandes, los cambios de signo
dentro de la ventana creara´n fluctuaciones mucho ma´s grandes que las creadas debido a las
correlaciones del mo´dulo, por tanto, el exponente de correlacio´n tomara´ valores pro´ximos
a αsign.
La posicio´n del crossover `c entre los dos reg´ımenes depende del taman˜o de la secuencia
N y puede ser determinada anal´ıticamente considerando que la transicio´n entre estas dos
regiones debe ocurrir a una escala `c para la que las fluctuaciones debidas tanto al mo´dulo
como al signo tengan la misma contribucio´n.
Una serie con correlaciones de largo alcance y α < 1 es estacionaria, por lo que podemos
escribir que las fluctuaciones del mo´dulo a escala `:
5El te´rmino crossover denota un cambio de pendiente en F (`)
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Fmag(`) = Amag`
αmag (2.19)
donde Amag es una constante. Sin embargo, para α ≥ 1 la serie es no estacionaria y las
fluctuaciones a a una determinada escala tambie´n dependen del taman˜o de secuencia N .
En particular la varianza crece como Nα−1, y debido a que generamos series con media
cero y varianza unidad, tenemos un factor de normalizacio´n 1/Nα−1. De acuerdo con esto,
en el Ape´nd. A demostramos que las fluctuaciones en la serie signo cuando α ≥ 1 pueden
ser escritas como:
Fsign(`) = Bsign
`αsign
Nαsign−1
(2.20)
donde Bsign es una constante. Claramente, la potencia positiva de N (αsign − 1 > 0) en
el divisor de (2.20) hace que Fsign(`) < Fmag(`) a corta escala mientras que Fsign(`) >
Fmag(`) para largas escalas. Este comportamiento tambie´n justifica el hecho, comentado
previamente, de que a corta escala la serie escala con α1 ' αmag y para largas escalas lo
hace con α2 ' αsign. Por lo tanto, el crossover estara´ localizado en un punto `c donde se
igualen las fluctuaciones del mo´dulo y signo (Eqs. 2.19 y 2.20) y entonces:
`c =
Amag
Bsign
N
αsign−1
αsign−αmag ∝ Nk (2.21)
donde
k =
αsign − 1
αsign − αmag (2.22)
Los resultados anal´ıticos obtenidos en Eqs. 2.21 y 2.22 muestran una buena concordancia
con las simulaciones de la Fig. 2.8. Vale la pena mencionar que k < 1, teniendo en cuenta
que αmag < 1. Esto significa que la posicio´n del crossover `c crece de manera ma´s lenta
que el taman˜o de la secuencia, y consecuentemente, el crossover sera´ siempre visible para
secuencias de taman˜o suficientemente grande.
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Figura 2.8: Posicio´n del crossover `c en funcio´n del taman˜o de la secuencia N . (a) Para
comprobar que `c crece como una ley de potencias en funcio´n del taman˜o de la secuencia
N (Eq. 2.21), generamos series con αsign = 1.25 y αmag = 0.52 y taman˜os de secuencia en el
rango [213, 224]. Para cada taman˜o obtenemos F (`), promediada sobre 1000 experimentos
y determinamos la posicio´n del crossover `c ajustando F (`) a la derivada de una sigmoide
(Carpena et al., 2002). Este ajuste tambie´n nos facilita los valores de la pendiente para
los dos reg´ımenes. El ajuste de la curva `c vs. N (c´ırculos rojos y abiertos) a una ley
de potencias (l´ınea so´lida azul) ofrece un exponente k = 0.345 muy pro´ximo al valor
0.342 predicho por la Eq. 2.22. (b) Repetimos este experimento para diferentes valores
de αsign en el rango [1,1.5] y obtenemos el valor del exponente k para cada uno de ellos.
Finalmente, ajustamos la curva de k vs. αsign (c´ırculos rojos y cerrados) a la Eq. 2.22 (l´ınea
azul discontinua). El valor obtenido para αmag = 0.52 coincide con el valor utilizado para
las simulaciones.
2.2.3. Caso αsign > 1, αmag > 1
En este caso F (`) puede tambie´n presentar un crossover aunque sera´ dif´ıcil de observar.
Para mejorar la comprensio´n del comportamiento de F (`) en esta regio´n seguimos un
procedimiento similar al descrito en el caso anterior. De manera ana´loga a la Subsec. 2.2.2,
αsign > 1 y obtenemos para las fluctuaciones en el signo:
Fsign(`) = Bsign
`αsign
Nαsign−1
(2.23)
Adema´s, para este caso, la serie mo´dulo es ahora no estacionaria (αmag > 1) y de la
definicio´n del Movimiento Fraccionario Browniano se sabe que la varianza de la serie
crece con N2(αmag−1). Esto significa que, para mantener la serie con desviacio´n esta´ndar
unidad, el me´todo de generacio´n de series (FFM) realiza una divisio´n en la serie por un
factor Nαmag−1 (Kantelhardt et al., 2000) y, por lo tanto, para las fluctuaciones de la serie
mo´dulo obtendremos:
Fmag(`) = Bmag
`αmag
Nαmag−1
(2.24)
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De nuevo, la posicio´n del crossover vendra´ dada por el valor donde las fluctuaciones del
mo´dulo y del signo tengan la misma contribucio´n:
Bmag
`
αmag
c
Nαmag−1
= Bsign
`
αsign
c
Nαsign−1
(2.25)
`c = N
(
Bmag
Bsign
) 1
αsign−αmag ∝ N (2.26)
Esto significa que la posicio´n del crossover crece proporcionalmente al taman˜o de la serie.
Aqu´ı es importante sen˜alar que la normalizacio´n descrita previamente produce una reduc-
cio´n de las fluctuaciones a corta escala (Kantelhardt et al., 2000). Esta reduccio´n se hace
ma´s evidente a medida que α aumenta y, por lo tanto, a corta escala (` `c), las fluctua-
ciones esta´n controladas por el valor ma´s pequen˜o α1 = mı´n{αmag, αsign}, mientras que a
larga escala (` `c) el exponente de correlacio´n vendra´ dado por α2 = ma´x{αmag, αsign}.
Para calcular los valores de la escala donde tiene lugar el crossover `c, hemos generado
pares de series mo´dulo y signo correlacionadas con αmag ∈ (1, 2) y αsign ∈ (1, 1.5) y, pa-
ra cada par de series mo´dulo y signo obtenemos αmag, αsign, Bmag y Bsign y evaluamos `c
usando la Eq. 2.26. Encontramos dos regiones diferentes:
i) αmag ≥ αsign. Para este caso, en todos los experimentos obtenemos `c > N por lo
que no es posible alcanzar el crossover.
ii) αmag < αsign. Aqu´ı, en algunas situaciones obtenemos `c ≤ N aunque los valores de
Fmag(`) y Fsign(`) son muy pro´ximos y, por tanto, dificultan la apreciacio´n de un
claro crossover. Adema´s, u´nicamente valores de `c ≤ N/10 pueden ser observados
ya que el DFA coge un taman˜o ma´ximo de ventana N/10 (Hu, 2001).
En definitiva, raramente observamos crossovers dentro de esta regio´n y la serie com-
puesta mostrara´ un u´nico scaling en todo el rango de escalas, siendo el exponente de
correlacio´n α = α1 ' mı´n{αmag, αsign}.
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Figura 2.9: Ejemplo de series compuestas generadas a trave´s de la multiplicacio´n de mo´du-
los y signos procedentes de series independientes para αmag > 1 y αsign > 1. En esta regio´n
no observamos crossover (ver texto). (a) Ejemplo con αsign < αmag. El exponente de co-
rrelacio´n de la serie compuesta toma el valor αsign (mı´n{αmag, αsign}) para cada serie. (b)
Ejemplo con αsign > αmag. Las correlaciones en la serie compuesta esta´n principalmente
controladas por el mo´dulo, aunque el exponente de correlacio´n es ligeramente ma´s alto
que el del mo´dulo. Este efecto se hace ma´s notable a medida que la diferencia entre el
exponente de correlacio´n del mo´dulo y del signo disminuye, ya que el crossover es menos
pronunciado y, por tanto, existe una pequen˜a contribucio´n debida al segundo re´gimen
(situado despue´s del crossover).
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Figura 2.10: Distribucio´n de exponentes para series obtenidas con αmag ' 1.9 y αsign ' 1.5.
El taman˜o de la serie es 220 y los resultados son fruto del promedio sobre 105 series.
Otra conclusio´n que podemos extraer de este caso es el hecho de que no es posible
generar series artificiales con un exponente de correlacio´n α > 1.5 mediante la composicio´n
de mo´dulos y signos procedentes de series originales independientes. Para corroborar esto,
intentamos obtener el ma´ximo exponente de correlacio´n posible a trave´s de composicio´n
de series, usando para ello αin = 2 para el mo´dulo (αmag ' 1.9) y αin = 2 para el signo
(αsign ' 1.5) (ver Fig. 2.3). Multiplicamos cada par de series mo´dulo y signo generadas,
calculamos α para la serie compuesta y representamos la distribucio´n de valores. Los
resultados (ver Fig. 2.10) muestran una distribucio´n con un pico muy pronunciado en
α = 1.5 (mı´n{αmag, αsign}), en concordancia con lo que hemos explicado previamente. Si
bien es cierta la existencia de algunas series con α > 1.5, estas series esta´n asociadas a
situaciones donde el scaling de la serie compuesta no es bueno, junto con las pocas veces
en las que el crossover puede ser observable.
Finalmente, la tabla 2.1 resume los resultados obtenidos en esta seccio´n.
αsign αmag α crossover
< 1 [0.5, 2] αsign no
> 1 < 1
` < `c α1 = αmag `c ∝ Nk
` > `c α2 = αsign k =
αsign−1
αsign−αmag
> 1 > 1 mı´n{αmag, αsign} no observable
Tabla 2.1: Resultados obtenidos para la composicio´n de series a trave´s de mo´dulos y signos
independientes.
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2.3. Propiedades multifractales de series compuestas
En la seccio´n anterior nos hemos limitado u´nicamente a estudiar las correlaciones linea-
les en las series compuestas. Sin embargo, sabemos que series con mo´dulos correlacionados
(αmag > 0.5) y signos no correlacionados (αsign = 0.5) tambie´n poseen correlaciones no
lineales (propiedades multifractales) (Ashkenazy, 2003; Kalisky et al., 2005) . Por tanto,
en esta seccio´n vamos a analizar las propiedades multifractales de series compuestas a
trave´s de mo´dulos y signos independientes.
Los resultados obtenidos para series compuestas en la Sec. 2.2 indican la existencia de
un crossover a escala `c siempre y cuando αsign > 1. Dicho comportamiento podr´ıa indicar
la existencia de dos espectros multifractales diferentes, uno por encima y otro por debajo
de `c. Adema´s, no podemos garantizar que `c = cte para los diferentes momentos de orden
q, dificultando por tanto un ca´lculo directo de ambos espectros multifractales. Por esta
razo´n, nos restringimos a la regio´n αsign < 1 donde, en primer lugar la serie compuesta
tiene un u´nico scaling y, en segundo lugar las correlaciones lineales en dicha serie esta´n
directamente controladas por el signo (α = αsign) (ver Sec. 2.1). Tambie´n se debe tener
en cuenta que a la hora de calcular el espectro multifractal de series compuestas existen
inestabilidades nume´ricas cuando el exponente de correlacio´n del mo´dulo toma valores
superiores a αmag > 1.2. Por todo esto, vamos a estudiar las propiedades multifractales
de series compuestas con αmag y αsign en los intervalos [0.5, 1.2] y [0.5, 1] respectivamente.
Espec´ıficamente, calculamos el espectro multifractal para cada serie compuesta usando
MFDFA (ver Sec. 1.5) y estudiamos sistema´ticamente dos propiedades: la anchura del
espectro multifractal, ∆ζ, y la localizacio´n de su centro, ζmax. En cuanto a las propiedades
del espectro multifractal, observamos que la anchura ∆ζ depende u´nicamente de αmag, y
es pra´cticamente independiente del valor de αsign. Ambas propiedades se muestran en la
Fig. 2.11 a), donde tambie´n nos percatamos de que la dependencia de ∆ζ con αmag es
pra´cticamente lineal. Esta propiedad es muy interesante, ya que sabiendo la correlacio´n del
mo´dulo usado para la composicio´n αmag, podemos controlar directamente las propiedades
no lineales de la serie, ya que vienen cuantificadas por la anchura del espectro ∆ζ.
Tambie´n estudiamos co´mo las correlaciones lineales presentes en la serie compuesta, las
cuales son controladas por αsign (α = αsign), esta´n implicadas en la localizacio´n del centro
del espectro multifractal ζmax. Observamos que, dado un valor fijo αmag, (y por tanto ∆ζ)
el espectro multifractal es desplazado proporcionalmente al valor que toma el exponente
de correlacio´n del signo αsign (ver Fig. 2.11 b). De hecho, si calculamos nume´ricamente la
localizacio´n del centro del espectro, ζmax, obtenemos una dependencia lineal muy buena
de ζmax con αsign (ver Fig. 2.11 c), con pendiente ' 1.
A modo de conclusio´n, las propiedades multifractales de series temporales obtenidas
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Figura 2.11: (a) Relacio´n entre ∆ζ y αmag de series compuestas mediante la multiplicacio´n
de mo´dulos y signos independientes. ∆ζ aumenta de forma lineal con αmag cuando la serie
mo´dulo abandona la regio´n en la que no presenta correlaciones (αmag > 0.5), mientras
que αsign no juega un papel relevante en el valor de ∆ζ. Las series tienen un taman˜o de
218 y los resultados esta´n promediados sobre un conjunto de 50 series. (b) Ejemplo de
espectros multifractales de una serie de taman˜o 218 con αmag = 0.95 y αsign en el intervalo
[0.5, 1]. Para obtener el espectro multifractal, el MFDFA (1.21) se ha ejecutado utilizando
momentos comprendidos en el intervalo q ∈ [−5, 5]. A pesar de variar αsign, ∆ζ toma
pra´cticamente el mismo valor para todos los casos. Los espectros multifractales esta´n
centrados en ζmax ' αsign. (c) Relacio´n entre αsign y ζmax para los espectros multifractales
obtenidos en (b). Los datos son ajustados mediante regresio´n lineal con pendiente 0.95.
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mediante la multiplicacio´n de mo´dulos y signos independientes esta´n totalmente controla-
das por dos para´metros: los exponentes de correlacio´n αsign y αmag. Mientras que el primero
controla las correlaciones lineales de la serie compuesta (α) y la localizacio´n del centro
del espectro multifractal (ζmax), el segundo cuantifica la anchura del espectro multifractal
(∆ζ) y, por tanto, la intensidad de las no linealidades. Obviamente, este procedimiento
puede ser usado como un algoritmo de generacio´n de series artificiales en las que, adema´s
de controlar las correlaciones lineales (FFM), tambie´n podamos controlar las propiedades
multifractales.
Cap´ıtulo 3
Funcio´n de autocorrelacio´n de series
mo´dulo y signo de fGns
En el Cap. 2 hemos utilizado sistema´ticamente el DFA para la obtencio´n de exponentes
de correlacio´n de sen˜ales mo´dulo y signo. Sin embargo, el DFA es un me´todo de medida de
correlacio´n indirecto (Peng et al., 1994b), que como veremos u´nicamente ofrece resultados
interpretables cuando las correlaciones de la serie bajo estudio decaen mediante una ley
de potencias. Uno de los mayores problemas que plantea el DFA a la hora de utilizarlo en
datos procedentes de sistemas reales es que en la mayor´ıa de los casos la curva F (`) vs. `
no se puede ajustar mediante una ley de potencias i.e. no hay scaling, por lo que no tendr´ıa
sentido alguno hablar del exponente de correlacio´n α medido por el DFA, ya que no esta´
claro que´ significan las desviaciones sobre la ley de potencias. Es aqu´ı donde reside nuestro
intere´s en el estudio de la propia funcio´n de autocorrelacio´n, que a pesar de ser en muchos
casos ruidosa y sensible al taman˜o N de la serie temporal, nos facilita la informacio´n
exacta que estamos buscando sin importar si la propia funcio´n de autocorrelacio´n, y por
consiguiente la curva F (`) vs. ` se ajusta de manera o´ptima o no mediante una ley de
potencias. Adema´s, desde el descubrimiento del ruido 1/f se ha puesto el foco u´nicamente
en las correlaciones que decaen mediante una ley de potencias, obviando en la mayor´ıa
de los casos que la funcio´n de autocorrelacio´n de la sen˜al revela propiedades importantes
sobre el sistema independientemente de su dependencia funcional, por lo que tambie´n
consideramos interesante el estudio de la funcio´n de autocorrelacio´n cuando esta no decae
mediante una ley de potencias.
De nuevo, de forma ana´loga a lo que hicimos en el cap´ıtulo anterior, estamos in-
teresados en el estudio de las correlaciones de la serie mo´dulo y la serie signo, dada la
importancia que tienen a la hora de entender la dina´mica de sistemas complejos. Para
abordarlo, en primer lugar calculamos de manera anal´ıtica la expresio´n que relaciona la
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funcio´n de autocorrelacio´n de la serie mo´dulo C|x| con la funcio´n de autocorrelacio´n de
la serie original Cx para ruidos lineales Gaussianos, i.e. series temporales en las que los
valores siguen una distribucio´n Gaussiana, y de acuerdo con la definicio´n de Schreiber
y Schmitz (Schreiber and Schmitz, 2000), las fases son aleatorias (ver Cap. 4). Tambie´n
calculamos la relacio´n entre la funcio´n de autocorrelacio´n de la serie cuadra´tica Cx2 en
funcio´n de la funcio´n de autocorrelacio´n de la serie original Cx y probamos que la relacio´n
anal´ıtica entre la funcio´n de autocorrelacio´n del signo Cs y la de la serie original Cx (Apos-
tolov et al., 2008) no so´lo es va´lida para distribuciones normales, sino que lo es para todas
las distribuciones de valores sime´tricas. Despue´s, discutimos la relacio´n entre la funcio´n
de autocorrelacio´n del signo Cs y la del mo´dulo C|x| en fGns y por u´ltimo establecemos un
me´todo para la cuantificacio´n de la no-linealidad en series temporales a partir del estudio
de la funcio´n de autocorrelacio´n de series no lineales generadas a trave´s de la composicio´n
de mo´dulos y signos independientes (ver Sec. 2.2).
3.1. Autocorrelacio´n de la serie mo´dulo para ruidos
fraccionarios Gaussianos
Dado un ruido fraccionario Gaussiano {xi} cuya distribucio´n de valores corresponde a
una Gaussiana de media nula y desviacio´n esta´ndar unidad N (0, 1), pretendemos calcular
la funcio´n de autocorrelacio´n de su serie mo´dulo {|xi|}, C|x|(`) en funcio´n de la autoco-
rrelacio´n de la serie de partida (a lo largo del texto nos referimos a esta serie de manera
reiterada como serie original) {xi}, Cx(`).
Consideramos que la serie {xi}, i ∈ {1, ..., N} esta´ compuesta por variables Gaussianas
con x¯ = 0 y σx = 1. Si solo consideramos las correlaciones lineales presentes en la serie,
la densidad de probabilidad conjunta para dos variables separadas temporalmente por `
(xi,xi+`) vendra´ dada por la distribucio´n Gaussiana bivariada (Johnson et al., 2002):
ρx,`(ξ, ϕ) ≡ Prob {xi = ξ, xi+` = ϕ} = 1
2pi
√
1− k2x(`)
exp
{
−ξ
2 + ϕ2 − 2kx(`) ξϕ
2 [1− k2x(`)]
}
,
(3.1)
donde kx(`) es la autocovarianza (tambie´n coincide con la autocorrelacio´n por el hecho de
ser variables con media nula y desviacio´n esta´ndar unidad) de la serie {xi} a distancia `:
kx(`) = 〈ξϕ〉. (3.2)
Por otro lado, denotando Ak =
√
1− k2x(`), la distribucio´n de probabilidad conjunta de
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la serie mo´dulo puede ser obtenida como:
F|x|,`(ξ, ϕ) ≡ Prob {|xi| ≤ ξ, |xi+`| ≤ ϕ} =
∫ ξ
−ξ
dξ′
∫ ϕ
−ϕ
dϕ′ρx,`(ξ′, ϕ′) (3.3)
=
∫ ξ
−ξ
dξ′
∫ ϕ
−ϕ
dϕ′
2
piAk
exp
(
−ξ
′2 + ϕ′2 − 2kx(`)ξ′ϕ′
2A2k
)
= I.
A continuacio´n procedemos a la resolucio´n de la integral I:
I =
1
2piAk
[∫ ξ
−ξ
dξ′
(∫ 0
−ϕ
dϕ′ exp
(
−ξ
′2 + ϕ′2 − 2kx(`)ξ′ϕ′
2A2k
)
. (3.4)
+
∫ ϕ
0
dϕ′ exp
(
−ξ
′2 + ϕ′2 − 2kx(`)ξ′ϕ′
2A2k
))]
=
1
2piAk
[∫ 0
−ξ
dξ′
∫ 0
−ϕ
dϕ′ exp
(
−ξ
′2 + ϕ′2 − 2kx(`)ξ′ϕ′
2A2k
)
(3.5)
+
∫ ξ
0
dξ′
∫ 0
−ϕ
dϕ′ exp
(
−ξ
′2 + ϕ′2 − 2kx(`)ξ′ϕ′
2A2k
)
+
∫ 0
−ξ
dξ′
∫ ϕ
0
dϕ′ exp
(
−ξ
′2 + ϕ′2 − 2kx(`)ξ′ϕ′
2A2k
)
+
∫ ξ
0
dξ′
∫ ϕ
0
dϕ′ exp
(
−ξ
′2 + ϕ′2 − 2kx(`)ξ′ϕ′
2A2k
)]
,
En la Eq. 3.5, desarrollamos las exponenciales y manipulamos para obtener los mismos
l´ımites de integracio´n en todos los sumandos:
I =
1
2piAk
[∫ ξ
0
dξ′
∫ 0
0
dϕ′ exp
(
−ξ
′2 + ϕ′2
2A2k
)
exp
(
kx(`)ξ
′ϕ′
2A2k
)
(3.6)
+
∫ ξ
0
dξ′
∫ ϕ
0
dϕ′ exp
(
−ξ
′2 + ϕ′2
2A2k
)
exp
(
−kx(`)ξ
′ϕ′
2A2k
)
+
∫ ξ
0
dξ′
∫ ϕ
0
dϕ′ exp
(
−ξ
′2 + ϕ′2
2A2k
)
exp
(
−kx(`)ξ
′ϕ′
2A2k
)
+
∫ ξ
0
dξ′
∫ ϕ
0
dϕ′ exp
(
−ξ
′2 + ϕ′2
2A2k
)
exp
(
kx(`)ξ
′ϕ′
2A2k
)]
=
1
2piAk
∫ ξ
0
dξ′
∫ ϕ
0
dϕ′ exp
(
−ξ
′2 + ϕ′2
2A2k
)[
2 exp
(
kx(`)ξ
′ϕ′
2A2k
)
+ 2 exp
(
−kx(`)ξ
′ϕ′
2A2k
)]
,
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por lo que finalmente podemos expresar el valor de F|x|,`(ξ, ϕ) como:
F|x|,`(ξ, ϕ) ≡ Prob {|xi| ≤ ξ, |xi+`| ≤ ϕ} = I (3.7)
=
2
piAk
∫ ξ
0
dξ′
∫ ϕ
0
dϕ′ exp
(
−ξ
′2 + ϕ′2
2A2k
)
cosh
(
kx(`)ξ
′ϕ′
2A2k
)
.
La densidad de probabilidad vendra´ dada por:
ρ|x|,`(ξ, ϕ) =
∂2
∂ξ∂ϕ
F|x|,`(ξ, ϕ) =
2
piAk
exp
(
−ξ
′2 + ϕ′2
2A2k
)
cosh
(
kx(`)ξ
′ϕ′
2A2k
)
, (3.8)
y la autocovarianza del mo´dulo:
k|x|(`) = 〈|xi| · |xi+`|〉 =
∫ ∞
0
dξ′
∫ ∞
0
dϕ′ρ|x|,`(ξ′, ϕ′). (3.9)
Tomando el cambio de variable ξ =
ξ′
Ak
y ϕ =
ϕ′
Ak
:
k|x|(`) =
2
piAk
∫ ∞
0
A2kξdξ
′
∫ ∞
0
A2kϕdϕ
′ exp
(
−(ξAk)
2 + (ϕAk)
2
2A2k
)
cosh(kx(`)ξϕ)
=
2A3k
pi
∫ ∞
0
ξ exp
(
−ξ
2
2
)
dξ
∫ ∞
0
ϕ exp
(
−ϕ
2
2
)
cosh(kx(`)ξϕ)dϕ. (3.10)
Llamando I1 a:
I1 =
∫ ∞
0
ϕ exp
(
−ϕ
2
2
)
cosh(kx(`)ξϕ)dϕ, (3.11)
y aplicando la te´cnica de separacio´n de variables podemos expresar I1 como:
I1 =
1
ξ
∂
∂kx(`)
[∫ ∞
0
exp
(
−ϕ
2
2
)
sinh(kx(`)ξϕ)dϕ
]
. (3.12)
Ahora, resolvemos la integral que aparece en (3.12), denota´ndola por I2:
I2 =
∫ ∞
0
exp
(
−ϕ
2
2
)
sinh(kx(`)ξϕ)dϕ (3.13)
=
∫ ∞
0
dϕ exp
(
−ϕ
2
2
)
ekx(`)ξϕ − e−kx(`)ξϕ
2
=
1
2
∫ ∞
0
dϕe−ϕ
2/2+kx(`)ξϕ︸ ︷︷ ︸−
∫ ∞
0
dϕe−ϕ
2/2−kx(`)ξϕ︸ ︷︷ ︸
 .
I2+ I2−
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Utilizando la siguiente identidad (Gradshteyn and Ryzhik, 2014):∫ ∞
0
e−a
2x2+bxdx =
√
pi
2a
exp
(
b2
4a2
)[
1 + erf
(
b
2a
)]
, (3.14)
podemos expresar I2+ y I2− como:
I2+ ≡ {a = 1√
2
, b = kx(`)ξ} =
√
2pi
2
exp
(
k2x(`)ξ
2
2
)[
1 + erf
(
kx(`)ξ√
2
)]
(3.15)
I2− ≡ {a = 1√
2
, b = kx(`)ξ} =
√
pi
2
exp
(
k2x(`)ξ
2
2
)[
1 + erf
(
−kx(`)ξ√
2
)]
. (3.16)
Operamos y haciendo uso del cara´cter impar de la funcio´n error:
erf(x) =
2
pi
∫ x
0
e−t
2
dt, (3.17)
ya estamos en disposicio´n de resolver la integral I2 (3.13)
I2 =
∫ ∞
0
exp
(
−ϕ
2
2
)
sinh(kx(`)ξϕ)dϕ =
√
pi
2
exp
(
k2x(`)ξ
2
2
)
erf
[
kx(`)ξ√
2
]
, (3.18)
lo que nos permite solucionar (3.11)∫ ∞
0
ϕ exp
(
−ϕ
2
2
)
cosh(kx(`)ξϕ)dϕ =
1
ξ
∂
∂kx(`)
[√
pi
2
exp
(
k2x(`)ξ
2
2
)
erf
(
kx(`)ξ√
2
)]
=
√
pi
2
kx(`)ξ exp
(
k2x(`)ξ
2
2
)
erf
(
kx(`)ξ√
2
)
+ 1. (3.19)
Ahora, al sustituir (3.19) en (3.10) podemos escribir la autocovarianza de la serie mo´dulo
como:
k|x|(`) =
2A3k
pi
∫ ∞
0
ξ exp
(
−ξ
2
2
)
dξ
[√
pi
2
kx(`)ξ exp
(
k2x(`)ξ
2
2
)
erf
(
kx(`)ξ√
2
)
+ 1
]
=
√
2
pi
kx(`)A
3
k
∫ ∞
0
ξ2 exp
(
−A
2
kξ
2
2
)
erf
(
kx(`)ξ√
2
)
dξ +
2A3k
pi
∫ ∞
0
ξ exp
(
−ξ
2
2
)
dξ. (3.20)
Resolvemos la primera de las dos integrales que aparecen en (3.20) (la llamamos I3):
I3 =
∫ ∞
0
ξ2 exp
(
−A
2
kξ
2
2
)
erf
(
kx(`)ξ√
2
)
dξ, (3.21)
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y usamos la identidad extra´ıda de (Ng and Geller, 1969):∫ ∞
0
ξ2 dξ exp
(−b2ξ2) erf(aξ) = √pi
4b3
sign(a)− 1
2
√
pi
[
1
b3
arctan
(
b
a
)
− a
b2(a2 + b2)
]
con a =
K√
2
, b =
Ak√
2
, (3.22)
para obtener:√
2
pi
kx(`)A
3
kI3 = kx(`)−
2
pi
kx(`)tan
−1
(
Ak
kx(`)
)
+
2
pi
k2x(`)Ak. (3.23)
Para el caso de la segunda integral que aparece en (3.20) (la llamamos I4):
I4 =
∫ ∞
0
ξ exp
(
−ξ
2
2
)
dξ (3.24)
usamos la identidad encontrada en (Ng and Geller, 1969):∫ ∞
0
xe−ax
2+bxdx =
1
2a2
[√
pib
2a
exp
(
b2
4a2
)
erfc
(
− b
2a
)
+ 1
]
(3.25)
con {a = 1√
2
, b = 0}
siendo erfc(x) = 1− erf(x). Obtenemos I4 = 1, por lo que:√
2
pi
kx(`)A
3
kI4 =
√
2
pi
kx(`)A
3
k. (3.26)
Finalmente, reemplazando (3.23) y (3.26) en (3.20) obtenemos que la autocovarianza del
mo´dulo puede ser expresada como:
k|x|(`) = kx(`) +
2
pi
[√
1− k2x(`)− kx(`)tan−1
(
Ak
kx(`)
)]
. (3.27)
Ahora bien, utilizando la conocida relacio´n trigonome´trica:
tan2(α) =
1
cos2(α)− 1 , (3.28)
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siendo para nuestro caso:
x =
Ak
kx(`)
⇒ tan−1 Ak
kx(`)
= cos−1
 1√
1 +
A2k
k2x(`)
 = cos−1(kx(`)). (3.29)
Finalmente, la relacio´n entre la autocovarianza de la serie mo´dulo y la serie original para
un fGn puede expresarse como:
k|x|(`) = kx(`) +
2
pi
[√
1− k2x(`)− kx(`)cos−1 (kx(`))
]
. (3.30)
Por u´ltimo, para obtener una relacio´n anal´ıtica entre la autocorrelacio´n del mo´dulo
y la autocorrelacio´n de la sen˜al original debemos tener en cuenta que {xi} u´nicamente
posee correlaciones lineales, por lo que la funcio´n de autocorrelacio´n a distancia ` vendra´
dada por:
Cx(`) =
〈xixi+`〉 − 〈xi〉〈xi+`〉
σ2x
= 〈xixi+`〉, (3.31)
donde 〈·〉 denota el promedio sobre la serie y σ2x es la varianza de la serie. Considerando
que la serie es estacionaria, de media nula y varianza unidad, el valor de la autocorrelacio´n
coincide con el de la autocovarianza y, por tanto:
kx(`) ≡ 〈xixi+`〉 − 〈xi〉〈xi+`〉 = Cx(`). (3.32)
Por otro lado, para la serie mo´dulo tenemos que:
〈|xi|〉 = 〈|xi+`|〉 =
√
2
pi
σ2|x| = 1−
2
pi
, (3.33)
por lo que su funcio´n de autocorrelacio´n vendra´ dada por:
C|x|(`) =
〈|xi| · |xi+`|〉 − 〈|xi|〉〈|xi+`|〉
σ2|x|
=
pik|x|(`)
pi − 2 . (3.34)
Reemplazando (3.30) en (3.34) obtenemos la relacio´n anal´ıtica entre la autocorrelacio´n
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del mo´dulo y la de la sen˜al original:
C|x|(`) =
2
[
Cx(`)sen
−1(Cx(`))− 1 +
√
1− C2x(`)
]
pi − 2 . (3.35)
Es fa´cil comprobar que (3.35) siempre toma valores positivos, lo que implica que un fGn
nunca puede tener anticorrelaciones en su serie mo´dulo (ver Fig. 3.1). Adema´s, si consi-
deramos pequen˜os valores en la autocorrelacio´n podemos aproximar la Eq. 3.35 mediante
un desarrollo en serie de Teylor, obteniendo:
C|x|(`) =
1
pi − 2C
2
x(`) +O(C4x(`)) (3.36)
Por tanto, para pequen˜os valores, la autocorrelacio´n del mo´dulo se comporta esencialmente
como el cuadrado de la autocorrelacio´n de la serie original. De hecho, en la Fig. 3.1 se
puede apreciar que el error en (3.36) esta´ en torno al 2 % para Cx = ±0.5, lo que nos
hace poder considerar en el futuro esta aproximacio´n como correcta para la mayor´ıa de
los casos en los que usemos datos reales. Tambie´n vale la pena mencionar el hecho de
que en la Fig. 3.1 veamos dos series con las mismas correlaciones lineales (cuadrados
azules y tria´ngulos verdes), ambas poseen correlaciones en el mo´dulo y sin embargo una
de ellas esta´ situada sobre la curva de la Eq. 3.35 (cuadrados azules) mientras que la
otra (tria´ngulos verdes) esta´ totalmente alejada de dicha curva, dando esto a entender,
que el hecho de poseer correlaciones en el mo´dulo no necesariamente indica la existencia
de propiedades no-lineales, sino la desviacio´n sobre su expectacio´n en el caso de ruidos
lineales (3.35).
Adema´s, teniendo en cuenta la Eq. 1.12 (C(`) ∼ sgn(1 − γ)/`γ), va´lida para ruidos
fraccionarios Gaussianos estacionarios (0 < H ≤ 1) podemos extraer algunas conclusio-
nes. Recordando la relacio´n que une al exponente de autocorrelacio´n γ y el exponente de
Hurst H, H = (2 − γ)/2 concluimos que la serie tendra´ correlaciones positivas cuando
γ < 1, ya que en ese caso H > 0.5. Los procesos f´ısicos que producen series de salida con
estas caracter´ısticas son denominados como procesos con larga memoria o largo alcance
(Beran, 1994; Rangarajan and Ding, 2000) ya que la funcio´n de autocorrelacio´n decae de
forma muy lenta con un exponente γ < 1. Por el contrario, cuando γ > 1 y, por tanto,
H < 0.5 la serie posee correlaciones negativas o anticorrelaciones y aunque la funcio´n
de autocorrelacio´n tambie´n decae mediante una ley de potencias no podr´ıamos hablar de
anticorrelaciones de largo alcance ya que decaen de una manera muy ra´pida. Obviamente,
esto nos induce a pensar que no es posible obtener ruidos fraccionarios Gaussianos con co-
rrelaciones positivas y cuya funcio´n de autocorrelacio´n decaiga ma´s ra´pido que 1/`. Ahora
bien, reemplazando (1.12) en (3.36) obtenemos que la serie mo´dulo de ruidos fraccionarios
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Figura 3.1: Autocorrelacio´n de la serie mo´dulo C|x| en funcio´n de la autocorrelacio´n de la
serie original Cx. La l´ınea so´lida corresponde a la expresio´n obtenida mediante la Eq. 3.35
mientras que la l´ınea discontinua corresponde a su aproximacio´n cuadra´tica, Eq. 3.36. Los
s´ımbolos representan los valores obtenidos para la autocorrelacio´n del mo´dulo a distancias
` = 1, 2, 3, ..., 20 para dos rudios fraccionarios Gausianos (los c´ırculos corresponden a
H = 0.05 y los cuadrados a H = 0.95) y un ruido no lineal con correlaciones lineales
H = 0.95 (tria´ngulos verdes). Los fGns han sido generados por el me´todo de filtrado
de Fourier mientras que el ruido no lineal ha sido generado mediante la composicio´n
de mo´dulos y signos independientes (todas las series tienen un taman˜o N = 220). En
concreto, el fGn con H = 0.95 corresponde a un ruido altamente correlacionado mientras
que el fGn con H = 0.05 corresponde a un ruido muy anticorrelacionado. El ruido no
lineal (H = 0.95) muestra un comportamiento totalmente alejado del que predice la
Eq. 3.35 para ruidos lineales. En todos los casos, independientemente del valor de la
funcio´n de autocorrelacio´n de la serie original, las correlaciones en la serie mo´dulo son
siempre positivas en los tres ruidos.
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Gaussianos estacionarios tambie´n decae mediante una ley de potencias:
C|x|(`) ∝ 1
`2γ
, (3.37)
dando lugar a dos casos diametralmente opuestos:
(i) 2γ < 1. En ese caso ⇒ γ < 1/2 ⇒ 2 − 2H < 1/2 ⇒ H > 3/4. Las correlaciones
de la serie mo´dulo decaen ma´s lentamente que 1/` dando lugar a correlaciones de
largo alcance en la serie mo´dulo.
(ii) 2γ > 1, por tanto, H < 3/4. En este caso, aunque las correlaciones siguen siendo po-
sitivas (hab´ıamos visto en Eq. 3.35 que la serie mo´dulo de un fGn nunca puede tener
correlaciones negativas) decaen de forma ma´s ra´pida que 1/` alcanzado ra´pidamen-
te valores propios del ruido blanco (ver Fig. 3.2). De hecho, los me´todos indirectos
utilizados para el ca´lculo del exponente de correlacio´n basados en el estudio de fluc-
tuaciones de la serie temporal, e.g. el FA y el DFA, no son capaces de detectar
correlaciones en la serie mo´dulo cuando H < 3/4 (Carpena et al., 2017). En conse-
cuencia, el DFA otorga resultados espurios en la Fig. 2.3 y en (Go´mez-Extremera
et al., 2016; Kalisky et al., 2005) para la serie mo´dulo en la regio´n αin < 3/4 (re-
cordamos que α = H en la regio´n 0 < H ≤ 1) ya que no es capaz de detectar las
correlaciones que decaen ma´s ra´pido que 1/` y asigna un valor αmag = 0.5 cuando
en realidad la serie mo´dulo s´ı posee correlaciones positivas, pero de corto alcance. El
valor αmag = 0.5 obtenido a trave´s del DFA en la regio´n 0 < αin < 3/4 u´nicamente
es verdadero para αin = 0.5.
3.2. Autocorrelacio´n de la serie cuadra´tica
Se ha probado nume´ricamente que las propiedades de scaling de la serie cuadra´tica
{x2i } coinciden con las de la serie mo´dulo {|xi|} (Kalisky et al., 2005) (en esta seccio´n lo
probamos de manera anal´ıtica). Debido a esto, por simplicidad, en muchos casos se estudia
la funcio´n de autocorrelacio´n de la serie cuadra´tica en detrimento de la del mo´dulo. La
funcio´n de autocorrelacio´n de la serie cuadra´tica viene dada por:
Cx2(`) =
〈x2i · x2i+`〉 − 〈x2i 〉〈x2i+`〉
σ2x2
(3.38)
A continuacio´n, y de manera ana´loga a como hicimos en la seccio´n anterior (Sec. 3.1)
para el mo´dulo, calculamos la relacio´n anal´ıtica entre la funcio´n de autocorrelacio´n de la
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Figura 3.2: Funcio´n de autocorrelacio´n Cx y funcio´n de autocorrelacio´n de la serie mo´dulo
C|x| para dos fGns (uno con H > 0.75 y otro con H < 0.75) generados a trave´s del
me´todo de filtrado de Fourier y con un taman˜o de serie N = 224 ∼ 1.6 · 107. Para
evitar fluctuaciones estad´ısticas se promedia en cada caso sobre 100 experimentos. La
l´ınea discontinua corresponde a la frontera entre la zona de correlaciones de corto y largo
alcance. En el caso de H = 0.9 vemos que la funcio´n de autocorrelacio´n, Cx, y la de su
mo´dulo, C|x| presentan correlaciones de largo alcance ya que γ < 1 y, por tanto, la funcio´n
de autocorrelacio´n decae ma´s lentamente que 1/`. En cambio, para H = 0.7 la funcio´n de
autocorrelacio´n, Cx muestra correlaciones de largo alcance (de nuevo γ < 1) mientras que
la de su mo´dulo, C|x|, cae en el re´gimen de correlaciones de corto alcance ya que γ > 1 por
lo que la funcio´n de autocorrelacio´n decae ma´s ra´pido que 1/`. Adema´s, en este ejemplo
en particular debido a la ra´pida ca´ıda de C|x| y al bajo valor que toma C|x| para ` = 1,
el nivel del ruido se alcanza para distancias relativamente cortas (` < 100) incluso para
series temporales tan largas (se considera que una funcio´n de autocorrelacio´n entra en la
zona de ruido cuando C(`) < 1/
√
N). En ambos casos, H = 0.7 y H = 0.9, el exponente
de ca´ıda de la funcio´n de autocorrelacio´n del mo´dulo toma el valor doble del exponente
de la funcio´n de autocorrelacio´n de la serie original, de acuerdo con la Eq. 3.37.
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serie cuadra´tica, C2x, y la funcio´n de autocorrelacio´n de la serie original, Cx, para ruidos
fraccionarios Gaussianos.
La covarianza de la serie cuadra´tica Ksq(`) para dos variables aleatorias X, Y normalmente
distribuidas vendr´ıa dada por la expresio´n:
Ksq(`) = 〈x2 · y2〉 − 〈x2〉〈y2〉, (3.39)
y expresada en forma integral:
Ksq(`) =
∫ ∞
−∞
x2dx
∫ ∞
−∞
y2dy · ρ(x, y)− 1 (3.40)
siendo de nuevo ρ(x, y) la distribucio´n Gaussiana bivariada y 〈x2〉 = 〈y2〉 = 1. Teniendo
en cuenta la Eq. 3.1 y denotando Ak =
√
1− k2x(`) podemos expresar la autocovarianza
de la serie cuadra´tica mediante la expresio´n:
Ksq(`) =
1
2piAk
∫ ∞
−∞
x2dx
∫ ∞
−∞
y2dy · exp
(
−x
2 + y2 − 2kx(`)xy
2A2k
)
− 1. (3.41)
Realizando el cambio de variable:
ξ =
x
Ak
; x = ξ · Ak; dx = Akdξ (3.42)
ϕ =
y
Ak
; y = ϕ · Ak; dy = Akdϕ
expresamos la covarianza de la serie cuadra´tica como:
Ksq(`) =
A5k
2pi
∫ ∞
−∞
ξ2dξ exp
(
−ξ
2
2
)∫ ∞
−∞
ϕ2dϕ exp
(
−ϕ
2
2
+ kx(`)ξϕ
)
dϕ (3.43)
Llamamos I1 a la segunda integral que aparece en (3.43), es decir:
I1 =
∫ ∞
−∞
ϕ2dϕ exp
(
−ϕ
2
2
+ kx(`)ξϕ
)
dϕ, (3.44)
y la resolvemos utilizado la siguiente identidad (Gradshteyn and Ryzhik, 2014):∫ ∞
−∞
x2 exp
(−µx2 + 2νx) dx = 1
2µ
√
pi
µ
(
1 + 2
ν2
µ
)
exp
(
ν2
µ
)
. (3.45)
En nuestro caso µ = 1/2, y 2ν = kx(`)ξ ⇒ ν = kx(`)ξ/2, por lo que al sustituir obtenemos
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un valor para la integral I1:
I1 =
√
2pi
(
1 + k2x(`)ξ
2
)
exp
(
k2x(`)ξ
2
2
)
, (3.46)
y por tanto, la covarianza de la serie cuadra´tica puede ser expresada en te´rminos de una
integral en una u´nica variable ξ:
Ksq(`) =
A5k√
2pi
∫ ∞
−∞
ξ2 exp
(
−A
2
k
2
ξ2
)
dξ+
A5k√
2pi
k2x(`)
∫ ∞
−∞
ξ4 exp
(
−A
2
k
2
ξ2
)
dξ− 1. (3.47)
Deshacemos el cambio de variable realizado en (3.42), i.e. ξ = x/Ak ⇒ dξ = dx/Ak
obteniendo:
Ksq(`) =
A2k√
2pi
∫ ∞
−∞
x2 exp
(
−x
2
2
)
dx︸ ︷︷ ︸+
I2
k2x(`)√
2pi
∫ ∞
−∞
x4 exp
(
−x
2
2
)
dx︸ ︷︷ ︸−1,
I3 (3.48)
y resolvemos I2 utilizando la identidad mostrada en (3.45) usando µ = 1/2 y ν = 0
obteniendo I2 =
√
2pi. Para la resolucio´n de la integral I3 utilizamos la siguiente identidad,
encontrada en (Gradshteyn and Ryzhik, 2014):∫ ∞
−∞
xn exp
(−px2 + 2qx) dx = 1
2n−1p
√
pi
p
dn−1
dqn−1
(
q exp
(
q2
p
))
, p > 0, (3.49)
siendo n = 2, q = 0, p = 1/2 y, por tanto:
dn−1
dqn−1
(
qeq
2/p
)
=
2
p
[
eq
2/p +
2q2
p
eq
2/p · (3 + q2) + 2q3eq2/p
]
= 12, (3.50)
por lo que finalmente la integral I3 toma el valor:
I3 =
1
23 · 1
2
√
2pi · 12 = 3
√
2pi, (3.51)
reemplazamos en (3.48):
Ksq(`) =
A2k√
2pi
√
2pi +
k2x(`)√
2pi
· 3
√
2pi − 1 = 1− k2x(`) + 3k2x(`)− 1, (3.52)
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y finalmente:
Ksq(`) = 2k
2
x(`) (3.53)
Ahora bien, teniendo en cuenta que para la serie cuadra´tica {x2i } la desviacio´n esta´ndar
es σx2 =
√
2, su funcio´n de autocorrelacio´n vendra´ dada por:
Cx2(`) =
Ksq(`)
σ2x2
=
2k2x(`)√
2
√
2
= k2x(`). (3.54)
Teniendo en cuenta que la serie de partida {xi} es un ruido lineal Gaussiano con media
nula y desviacio´n esta´ndar unidad, la funcio´n de autocorrelacio´n de la serie cuadra´tica
toma la forma:
Cx2(`) = C
2
x(`) (3.55)
Este resultado implica que la autocorrelacio´n de la serie cuadra´tica, al igual que la del
mo´dulo, nunca puede tomar valores negativos (ver Fig. 3.3). Adema´s, este resultado tam-
bie´n explica el motivo por el que la funcio´n de autocorrelacio´n del mo´dulo y la serie
cuadra´tica escalan con el mismo exponente (asinto´ticamente), i.e. tienen las mismas pro-
piedades de scaling, (Kalisky et al., 2005) ya que para grandes valores del retardo ` la
autocorrelacio´n de la serie original toma valores muy pequen˜os Cx << 1, propiciando que
la autocorrelacio´n del mo´dulo y la serie cuadra´tica tomen valores pra´cticamente ide´nticos.
Otra forma de corroborar esto consiste en considerar la aproximacio´n (3.36). Es evidente
que si C|x| y Cx2 siguen una ley de potencias, ambas escalara´n con el mismo exponente.
Sin embargo, dejando de lado el exponente de scaling claramente influenciado por la cola
de la funcio´n de autocorrelacio´n (grandes valores del retardo `), el uso de la funcio´n de au-
tocorrelacio´n de la serie cuadra´tica en detrimento del de la serie mo´dulo, puede inducirnos
a errores a la hora de estimar valores de autocorrelacio´n del mo´dulo a distancias cortas.
En la Fig. 3.3 podemos ver que el error relativo entre ambas funciones de autocorrelacio´n
puede alcanzar valores hasta de un 20 % para valores Cx ' ±0.5. Este hecho ensalza au´n
ma´s el resultado obtenido en la Eq. 3.36, ya que usando esta aproximacio´n cometer´ıamos
un error relativo aproximado del 2 % para valores Cx ' ±0.5. Por tanto, concluimos que
a pesar de que la serie cuadra´tica y la serie mo´dulo muestran propiedades de scaling simi-
lares, no es conveniente sustituir la serie mo´dulo por la serie cuadra´tica para el estudio de
la autocorrelacio´n a corta escala del mo´dulo. Por el contrario, la aproximacio´n encontrada
en (3.36) funciona con gran precisio´n hasta valores cercanos a Cx ∼ ±0.75.
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Figura 3.3: Autocorrelacio´n de la serie mo´dulo C|x| y la serie cuadra´tica Cx2 en funcio´n
de la autocorrelacio´n de la serie original Cx. La l´ınea continua negra corresponde a la
autocorrelacio´n de la serie mo´dulo C|x| obtenida en la Eq. 3.35 para ruidos fracciona-
rios Gaussianos mientras que la l´ınea continua azul corresponde al primer te´rmino de su
aproximacio´n mediante desarrollo en serie de potencias (3.36). Las l´ınea discontinua roja
representa la autocorrelacio´n de la serie cuadra´tica Cx2 obtenida en (3.55). Los s´ımbolos
blancos corresponden a la autocorrelacio´n del mo´dulo de un fGN {xi} generado a trave´s
del me´todo de Filtrado de Fourier con un exponente de Hurst H = 0.8 y un taman˜o
de secuencia N = 218, mientras que los s´ımbolos rojos representan la autocorrelacio´n de
la serie cuadra´tica {x2i }. Por u´ltimo, los tria´ngulos verdes representan la autocorrelacio´n
del mo´dulo para un ruido no lineal que consta del mismo exponente de correlacio´n lineal
que los ruidos generados anteriormente (H=0.8). Se aprecia una clara desviacio´n sobre la
curva teo´rica (Eq. 3.35) para ruidos lineales Gaussianos.
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3.3. Autocorrelacio´n de la serie signo
Como ya vimos en el cap´ıtulo anterior, la serie mo´dulo y la serie signo son una gran
fuente de informacio´n acerca de la sen˜al original. En concreto, dada una serie original
{xi} el mo´dulo indica co´mo de grandes son los cambios mientras que el signo se encarga
de facilitar su direccio´n. La serie signo es de gran importancia tambie´n a la hora de
estudiar los tiempos de paso en procesos correlacionados (Carretero-Campos et al., 2012),
en bu´squeda de palabras clave (Carpena et al., 2009; Ortuno et al., 2002), y en el estudio
de actividad s´ısmica (Corral, 2006). Partiendo de un fGn {xi} Apostolov et al. (Apostolov
et al., 2008) han obtenido una relacio´n anal´ıtica para la autocorrelacio´n de la serie signo
en funcio´n de la autocorrelacio´n de la serie original para series Gaussianas:
Cx = sen
(pi
2
Cs
)
(3.56)
donde Cs es la autocorrelacio´n de la serie signo, y por tanto:
Cs =
2
pi
arcsen(Cx). (3.57)
A continuacio´n obtenemos la relacio´n anal´ıtica obtenida por Apostolov a trave´s de dos
me´todos diferentes:
Integracio´n
La autocorrelacio´n de la serie signo de una serie Gaussiana con media nula y desviacio´n
esta´ndar unidad entre dos variables (sgn(x), sgn(y)) separadas temporalmente por ` puede
definirse como:
Cs =
〈sgn(x) · sgn(y)〉 − 〈sgn(x)〉〈sgn(y)〉
σsgn(x)σsgn(y)
= 〈sgn(x) · sgn(y)〉, (3.58)
por lo que la expresio´n en forma de integral de Cs sera´:
Cs =
∫ ∞
−∞
∫ ∞
−∞
sgn(x)sgn(y)h(x, y, k) dx dy (3.59)
donde h(x, y, k) es la distribucio´n Gaussiana bivariada, por lo que:
Cs =
1
2piAk
∫ ∞
−∞
∫ ∞
−∞
sgn(x)sgn(y) exp
(
−x
2 + y2 − 2kxy
2A2k
)
dx dy, (3.60)
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siendo Ak =
√
1− k2. Para resolver la integral en primer lugar consideramos la integral
en la variable y, es decir:
I =
∫ ∞
−∞
sgn(y) exp
(
−x
2 + y2 − 2kxy
2A2k
)
dy (3.61)
=
∫ 0
−∞
−1 · exp
(
−x
2 + y2 − 2kxy
2A2k
)
dy +
∫ ∞
0
exp
(
−x
2 + y2 − 2kxy
2A2k
)
dy. (3.62)
Expresamos (3.62) de forma que aparezca un cuadrado perfecto en las exponenciales:
I = exp
(−x2 + k2x2
2A2k
)

∫ ∞
0
exp
(
−
(
y − kx√
2Ak
)2)
dy −
∫ 0
−∞
exp
(
−
(
y − kx√
2Ak
)2)
dy︸ ︷︷ ︸
I1

(3.63)
A continuacio´n, realizamos el siguiente cambio de variable para poder expresar I1 en
funcio´n de la funcio´n error:
t =
y − kx√
2Ak
; dt =
1√
2Ak
dy ⇒ dy =
√
2Akdt, (3.64)
obteniendo para I1:
I1 =
√
2Ak
[∫ ∞
−kx/(√2Ak)
exp
(−t2) dt− ∫ −kx/(√2Ak)
−∞
exp
(−t2) dt] , (3.65)
y teniendo en cuenta que la funcio´n error, erf(x) y la funcio´n error complementario,
erfc(x), son funciones impares que vienen dadas por:
erf(x) =
2√
pi
∫ x
0
e−t
2
dt, erfc(x) =
2√
pi
∫ ∞
x
e−t
2
dt, (3.66)
estar´ıamos en disposicio´n de resolver I1:
I1 =
√
2Ak
[



−√pi
2
erfc
(
kx√
2Ak
)
+
√
pi · erf
(
kx√
2Ak
)
+



√
pi
2
erfc
(
kx√
2Ak
)]
, (3.67)
y reemplazando finalmente I1 en (3.63):
I = exp
(−x2 + k2x2
2A2k
)√
2piAk · erf
(
kx√
2Ak
)
. (3.68)
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Para completar la integracio´n, debemos realizar la integral en la variable x en (3.60):
Cs =
1
2piAk
√
2piAk
∫ ∞
−∞
sgn(x) exp
(−x2 + k2x2
2A2k
)
erf
(
kx√
2Ak
)
dx
=
1√
2pi
[∫ ∞
0
exp
(−x2 + k2x2
2A2k
)
erf
(
kx√
2Ak
)
dx−
∫ 0
−∞
exp
(−x2 + k2x2
2A2k
)
erf
(
kx√
2Ak
)
dx.
]
(3.69)
La funcio´n resultante en ambos integrandos es una funcio´n impar, debido a que se trata
del producto entre una funcio´n impar (funcio´n error) y una funcio´n par (exponencial).
Por tanto, la correlacio´n del signo, Cs se puede expresar como:
Cs =
√
2
pi
∫ ∞
0
exp
(−x2 + k2x2
2A2k
)
erf
(
kx√
2Ak
)
dx. (3.70)
Para su resolucio´n, usamos la siguiente identidad encontrada en (Ng and Geller, 1969):∫ ∞
0
erf(ax)e−b
2x2dx =
√
pi
2b
− 1
b
√
pi
arctan
(
b
a
)
, (3.71)
siendo en nuestro caso:
b = ± 1√
2
, a =
k√
2Ak
. (3.72)
Para que la correlacio´n del signo tome valores en el intervalo [−1, 1] (u´nica solucio´n
aceptable) debemos tomar b = 1/
√
2 si k ≥ 0 y b = −1/√2 si k < 0, dando lugar a dos
posibles casos:
Cs =

〈sgn(x) · sgn(y)〉 = 1− 2
pi
arctan
(
Ak
k
)
si k ≥ 0
〈sgn(x) · sgn(y)〉 = −1− 2
pi
arctan
(
Ak
k
)
si k < 0
Ahora bien, con objeto de llegar a la misma expresio´n obtenida por Apostolov (Eq. 3.57),
buscamos una expresio´n que relacione las funciones inversas del seno y la tangente. Con-
sideremos un a´ngulo α de forma que tan(α) = t ⇔ tan−1(t) = α. Utilizando la conocida
relacio´n trigonome´trica tan2(α) + 1 = 1/cos2(α) podemos obtener una relacio´n entre ar-
coseno y arcotangente:
arcsen
±
√
t2
1 + t2
 = arctan(t), (3.73)
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siendo en nuestro caso t = Ak/k, por lo que:
arctan
(
Ak
k
)
= arcsen
(
±
√
1− k2
)
, (3.74)
y teniendo en cuenta que el arcoseno y el arcotangente son funciones impares podemos
expresar la autocorrelacio´n en la serie signo como:
Cs =

〈sgn(x) · sgn(y)〉 = 1− 2
pi
arcsen
(√
1− k2) si k ≥ 0
〈sgn(x) · sgn(y)〉 = −1− 2
pi
arcsen
(−√1− k2) si k < 0
Finalmente, para obtener la Eq. 3.57 hacemos una manipulacio´n trigonome´trica:
(i) k ≥ 0. Consideramos sen(z) = k por lo que √1− k2 = cos(z), y por tanto:
Cs = 1− 2
pi
arcsen
(√
1− k2
)
= 1− 2
pi
arcsen (cos(z)) . (3.75)
Teniendo en cuenta que k ≥ 0 ⇒ 0 ≤ z ≤ pi/2 y podemos establecer la relacio´n:
cos(z) = sen
(pi
2
− z
)
. (3.76)
Reemplazando (3.76) en (3.75) obtenemos:
Cs = 1− 2
pi
arcsen
(
sen
(pi
2
− z
))
=
2
pi
z. (3.77)
Deshaciendo el cambio de variable (z = arcsen(k)) la expresio´n de la autocorrelacio´n
del signo viene dada por:
Cs =
2
pi
arcsen(k) k ≥ 0 (3.78)
(ii) k < 0. De nuevo, introducimos el cambio de variable sen(z) = k ⇒ √1− k2 =
cos(z), teniendo en este caso la relacio´n:
Cs = −1− 2
pi
arcsen
(
−
√
1− k2
)
= −1− 2
pi
arcsen (−cos(z)) . (3.79)
Considerando k < 0 ⇒ −pi
2
≤ z < 0 y podemos establecer la relacio´n:
cos(z) = sen
(pi
2
+ z
)
. (3.80)
Reemplazando (3.80) en (3.79) y haciendo uso del cara´cter impar de la funcio´n
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arcoseno:
Cs = −1 + 2
pi
arcsen
(
sen
(pi
2
+ z
))
=
2
pi
z. (3.81)
De nuevo, deshaciendo el cambio de variable sen(z) = k ⇔ z = arcsen(k) obtenemos
Cs =
2
pi
arcsen(k) k < 0 (3.82)
Por u´ltimo, generalizando (3.78) y (3.82), y teniendo en cuenta que nuestras series de par-
tida tienen media nula y desviacio´n esta´ndar unidad (autocovarianza k y autocorrelacio´n
Cx coinciden) obtenemos la relacio´n de Apostolov (3.57):
Cs =
2
pi
arcsen(Cx) ∀Cx ∈ [−1, 1] (3.83)
Transformacio´n af´ın
Mediante este procedimiento vamos a probar que la relacio´n de Apostolov es va´lida
para todas las series con distribucio´n de valores sime´trica (no necesariamente ha de tener
una distribucio´n de valores Gaussiana). Dadas dos variables aleatorias x1 y x2, definimos
la correlacio´n de su signo:
Cs =
〈sgn(x1) · sgn(x2)〉 − 〈sgn(x1)〉〈sgn(x2)〉
σsgn(x1)σsgn(x2)
= 〈sgn(x1) · sgn(x2)〉
= 1 · Prob[sgn(x1) = sgn(x2)]− 1 · Prob[sgn(x1) 6= sgn(x2)]
= 1 · Prob(x1 > 0, x2 > 0) + 1 · Prob(x1 < 0, x2 < 0)
−1 · Prob(x1 > 0, x2 < 0)− 1 · Prob(x1 < 0, x2 > 0)
= 2 · Prob(x1 > 0, x2 > 0)− [1− 2 · Prob(x1 > 0, x2 > 0)] . (3.84)
Denotando P = Prob(x1 > 0, x2 > 0), la autocorrelacio´n de la serie signo vendra´ dada
por Cs = 2P − (1− 2P ) = 4P − 1. Ahora bien, si x1 y x2 siguen una distribucio´n el´ıptica1
(McNeil et al., 2015) la matriz de covarianza Σ entre las dos variables x1 y x2 puede
expresarse como:
Σ =
(
1 k
k 1
)
(3.85)
1Las variables correlacionadas x1 y x2 siguen una distribucio´n el´ıptica cuando sus distribuciones
marginales son sime´tricas
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donde k es la covarianza entre x1 y x2. Si una variable X sigue una distribucio´n el´ıptica
se puede establecer una transformacio´n af´ın:
X = µ+ A · Z (3.86)
donde A es una matriz 2 × 2, µ es la media (nula en nuestro caso) y Z es una variable
aleatoria que sigue distribucio´n esfe´rica (McNeil et al., 2015) y por tanto, cuya matriz de
covarianza es la matriz identidad2. La matriz de covarianza de la variable X viene dada
por N (µ,Σ) = N (µ,AAt). A partir de la factorizacio´n de Cholesky de Σ podemos obtener
los valores de la matriz A:(
1 k
k 1
)
=
(
a 0
c d
)(
a c
0 d
)
=
(
a2 a c
c a c2 + d2
)
, (3.87)
y tras resolver el sistema de ecuaciones obtenemos:
A =
(
1 0
k
√
1− k2
)
, (3.88)
y reemplazando en Eq. 3.86: (
x1
x2
)
=
(
1 0
k
√
1− k2
)(
z1
z2
)
, (3.89)
dando lugar al siguiente sistema de ecuaciones:
z1 = x1
kz1 + z2
√
1− k2 = x2
}
(3.90)
Dado nuestro intere´s en el ca´lculo de P , nuestro sistema de ecuaciones se transforma en:
z1 > 0
kz1 + z2
√
1− k2 > 0
}
(3.91)
Haciendo un doble cambio a coordenadas polares: {z1 = Rcos(φ), z2 = Rsen(φ), R > 0}
y {k = sen(θ), √1− k2 = cos(θ)} obtenemos:
cos(φ) > 0 > 0
sen(θ)cos(φ) +
√
1− k2 sen(θ) > 0
}
(3.92)
2Un ejemplo ser´ıa la N (0, 1)
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por lo que la solucio´n es φ > 0, φ > −θ, y por tanto, podemos obtener P mediante el
cociente entre el a´rea que representa esta regio´n y el a´rea total del c´ırculo, es decir:
P =
pi/2 + θ
2pi
. (3.93)
Finalmente calculamos la correlacio´n del signo Cs:
Cs = 4P − 1 = 2pi + 4θ
2pi
− 1 = 2
pi
θ =
2
pi
arcsen(k). (3.94)
En el caso de series con media nula y varianza unidad la autocovarianza k coincide con
la autocorrelacio´n Cx y obtenemos la Eq. 3.57:
Cs =
2
pi
arcsen(Cx) (3.95)
Una vez probada la relacio´n de Apostolov de dos formas diferentes, adema´s de ver que
no solo es va´lida para series con distribucio´n de valores Gaussiana sino que lo es para cual-
quier serie con distribucio´n de valores sime´trica, estudiamos sus propiedades. Realizando
un desarrollo en serie de potencias para pequen˜os valores de ` en 3.57, obtenemos:
Cs =
2
pi
Cx +O(C3x). (3.96)
En la Fig. 3.4 podemos ver la dependencia funcional tanto de la autocorrelacio´n del
signo como la del primer te´rmino de su desarrollo en serie de potencias en funcio´n de
la autocorrelacio´n de la serie original. Esta aproximacio´n (Eq. 3.96) nos indica que la
autocorrelacio´n de la serie signo es directamente proporcional a la de la sen˜al original.
Adema´s, en el caso de ruidos fraccionarios Gaussianos, Cx y Cs decaen en forma de ley de
potencias (ver Sec. 2.1) por lo que ambas deben mostrar el mismo exponente de scaling.
A ra´ız de este resultado, reemplazamos (1.12) en (3.96) obteniendo:
Cs(`) ∝ 1
`γ
, (3.97)
dando lugar a dos casos de intere´s (ver Fig. 3.5):
(i) γ < 1. En ese caso, teniendo en cuenta (1.14), αs > 0.5. Las correlaciones decaen
ma´s lento que 1/` por lo que tendremos correlaciones positivas de largo alcance.
Adema´s, el exponente de correlacio´n α de la serie original coincide con el de la serie
signo αs.
(ii) γ > 1. Teniendo de nuevo en cuenta (1.14) para este caso tendr´ıamos que αs < 0.5,
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Figura 3.4: Autocorrelacio´n de la serie signo Cs en funcio´n de la autocorrelacio´n de la
serie original Cx. La l´ınea continua representa la autocorrelacio´n de la serie signo Cs
obtenida en Eq. 3.57 mientras que la l´ınea discontinua corresponde al primer te´rmino de
su aproximacio´n mediante un desarrollo en serie de potencias (3.96). Dicha aproximacio´n
funciona correctamente siempre y cuando el valor absoluto de la correlacio´n de la serie
original no sea excesivamente alto. De hecho, para valores Cx ≈ ±0.4 el error relativo
no supera el 3 %. Los c´ırculos corresponden a un fGn con H=0.05, los cuadrados a un
fGn con H=0.80 y los tria´ngulos a un ruido no-lineal generado mediante composicio´n
de mo´dulos y signos independientes, con correlaciones lineales H = 0.8, donde se puede
apreciar una clara desviacio´n sobre la curva de la Eq. 3.57. Todos los ruidos tienen un
taman˜o de N = 220 ' 106.
lo que implica que las correlaciones en el signo decaen ma´s ra´pido que 1/` por lo
que sera´n correlaciones negativas y de corto alcance. Considerando la Eq. 3.96, el
exponente de correlacio´n de la serie signo debe ser en todo momento igual al de
la serie original. Sin embargo, en la Sec. 2.1 obtuvimos mediante el uso del DFA
que los ruidos fraccionarios Gaussianos anticorrelacionados (α < 0.5) poseen signos
aleatorios (αs=0.5). De nuevo estamos ante un resultado espurio del DFA (Carpena
et al., 2017) que no es capaz de detectar las correlaciones de corto alcance existentes
en las series signo cuando α < 0.5, ya que teniendo en cuenta la Eq. 3.96 el exponente
de la serie signo de un fGn debe coincidir siempre con el de su serie original.
Finalmente, reemplazando Eq. 3.56 en Eq. 3.35 podemos obtener la dependencia anal´ıtica
de la autocorrelacio´n del mo´dulo en funcio´n de la del signo para fGns:
C|x| =
2
pi − 2
[pi
2
Cssen
(pi
2
Cs
)
+ cos
(pi
2
Cs
)
− 1
]
, (3.98)
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y su desarrollo en serie de potencias para pequen˜os valores de `:
C|x| =
pi2
4(pi − 2)C
2
s +O(C4s ) (3.99)
La desviacio´n de (3.98) puede ser utilizada como un indicador de acoplamiento lineal
entre el mo´dulo y el signo y puede ser de gran ayuda a la hora de estudiar sistemas en
los que el comportamiento del mo´dulo y el signo juegan un papel esencial en la dina´mica
del sistema. En la Fig. 3.6 podemos ver la dependencia funcional de las Eqs. 3.98 y 3.99
junto a los resultados obtenidos para dos ruidos (uno presenta acoplamiento lineal entre
mo´dulo y signo mientras que el otro no). Se puede apreciar que para el caso del ruido
con acoplamiento lineal los puntos siguen perfectamente la curva teo´rica (3.98), mientras
que para el ruido sin acoplamiento lineal, a pesar de mostrar exactamente las mismas
propiedades de scaling que el ruido con acoplamiento lineal, los puntos esta´n totalmente
desviados de la curva teo´rica para el acoplamiento lineal (Eq. 3.98).
3.4. Modelo no lineal de series
Hasta el momento, hemos estudiado u´nicamente la relacio´n entre la autocorrelacio´n
de sen˜al original, modulo y signo para ruidos lineales Gaussianos (Eqs. 3.35 y 3.57). Sin
embargo, estas ecuaciones dejan de ser va´lidas cuando estudiamos ruidos Gaussianos no
lineales, y la desviacio´n sobre dichas ecuaciones puede ser utilizada como una medida
de no-linealidad. Cabe destacar que esta nueva medida de no-linealidad no requiere la
presencia alguna de scaling en la serie bajo estudio, lo que supone una gran ventaja
frente a los me´todos tradicionales utilizados para evaluar las correlaciones del mo´dulo
(te´cnicas de Ana´lisis de Fluctuacio´n y Multifractal DFA) en series naturales, donde la
presencia de scaling no esta´ siempre garantizada. En concreto, vamos a centrar nuestra
atencio´n en la Eq. 3.35, debido a que diversos estudios muestran que las propiedades no
lineales y multifractales de una serie esta´n asociadas a las propiedades de correlacio´n de
la serie mo´dulo (Ashkenazy, 2001; Go´mez-Extremera et al., 2016; Kalisky et al., 2005) (ya
hemos visto que esto no es siempre as´ı, ya que ruidos correlacionados pueden presentar
correlaciones en el mo´dulo, pero ajustarse perfectamente a la curva Eq. 3.35). Para mostrar
el efecto de la no-linealidad en series temporales vamos a generar series con propiedades
no-lineales mediante la composicio´n de mo´dulos y signos independientes (tanto el mo´dulo
como el signo proceden de series con distribucio´n de valores Gaussiana)(ver Sec. 2.2)
inicialmente propuesta por (Kalisky et al., 2005). Recordamos que mediante este me´todo
obten´ıamos una serie compuesta x(i) a trave´s del producto de la serie mo´dulo xmod(i) y
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Figura 3.5: Funcio´n de autocorrelacio´n de serie original Cx y serie signo Cs para dos rui-
dos fraccionarios Gaussianos con γ = 0.3 (correlacionado) y γ = 1.4 (anticorrelacionado).
En este u´ltimo caso (γ = 1.4) representamos |Cx| y |Cs| para permitir la representacio´n
en doble escala logarimica. Ambos fGns tienen un taman˜o aproximado de 107 y esta´n
generados a trave´s del Me´todo de Filtrado de Fourier. Adema´s, para evitar fluctuaciones
estad´ısticas, las funciones de autocorrelacio´n son fruto del promedio sobre 100 experi-
mentos. En ambos casos, la funcio´n de autocorrelacio´n de serie original y de serie signo
decaen con el mismo exponente (son paralelas en doble escala logar´ıtmica) de acuerdo con
la Eq. 3.96. En el caso de la serie anticorrelacionada, γ > 1, la funcio´n de autocorrelacio´n
alcanza la franja del ruido para valores ` < 100, ya que dicha franja se alcanza cuando
Cx < 1/
√
N ≈ 3 · 10−4.
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Figura 3.6: La l´ınea so´lida representa la autocorrelacio´n de la serie mo´dulo, C|x|, en funcio´n
de la autocorrelacio´n de la serie signo Cs en ruidos lineales (Eq. 3.98). La l´ınea discontinua
representa el primer te´rmino no nulo del desarrollo en serie de potencias de (3.98) para
valores ` pequen˜os. Los c´ırculos azules representan los resultados experimentales obte-
nidos para un fGn con exponente de Hurst H = 0.8 y taman˜o N = 220, mientras que
los cuadrados rojos representan un ruido con H = 0.8 y acoplamiento entre mo´dulo y
signo no lineal generado mediante la composicio´n de mo´dulos y signos independientes (la
distribucio´n de valores sigue siendo Gaussiana). Para el caso del ruido lineal, los puntos
experimentales se ajustan perfectamente a la curva teo´rica, mientras que para el ruido
con acoplamiento no lineal los resultados experimentales esta´n totalmente alejados de la
curva predicha por Eq. 3.98 para el acoplamiento lineal.
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la serie signo xs(i) generadas a partir de dos fGns distintos con exponentes de Hurst H1 y
H2 respectivamente, de forma que la serie resultante es (x(i) = xmod(i) · xs(i)) Gaussiana
por naturaleza y presenta correlaciones no-lineales (ver Sec. 2.3). Adema´s, su funcio´n de
autocorrelacio´n viene dada por:
Cx(`) = Cs(`)
(pi − 2)C|x|(`) + 2
pi
(3.100)
donde C|x| es la funcio´n de autocorrelacio´n de la serie xmod(i) generada a trave´s del fGn con
exponente de Hurst H1 y Cs es la funcio´n de autocorrelacio´n de xs(i) generada a trave´s del
fGn con exponente de Hurst H2. Hay que tener en cuenta que aunque la autocorrelacio´n
de la serie compuesta no es exactamente una ley de potencias, decae asinto´ticamente con
el exponente de la serie usada para la obtencio´n del signo, H2. Adema´s, teniendo en cuenta
que la autocorrelacio´n de la serie compuesta esta´ perfectamente descrita por (3.100), que
los ruidos fraccionarios Gaussianos tienen una funcio´n de autocorrelacio´n dada por 1.12, y
las aproximaciones realizadas tanto para la autocorrelacio´n del mo´dulo como la del signo
de un fGn Eqs. 3.36 y 3.96, podemos ver su dependencia funcional con el retardo `:
Cx(`) ' 2
pi2
(2H2 − 1)2H2
2`2−2H2
·
[
4H21 (2H1 − 1)2
4`2(2−2H1)
+ 2
]
, (3.101)
y finalmente:
Cx(`) ' 2H2(2H2 − 1)
pi2`2−2H2
·
[
H21 (2H1 − 1)2
`4−4H1
+ 2
]
. (3.102)
Para valores 0 < H1, H2 < 1 el segundo sumando se impone y, por tanto, la funcio´n de
autocorrelacio´n de la serie compuesta tiene una dependencia asinto´tica Cx(`) ∝ 1/`2−2H2 ,
por lo que teniendo en cuenta la Eq. 1.14 podemos ver que las correlaciones de la serie
compuesta esta´n controladas asinto´ticamente por las de la serie signo (ver Figs. 2.2 y 2.6
a).
En la Fig. 3.7 representamos la autocorrelacio´n del mo´dulo en funcio´n de la autocorre-
lacio´n de la serie original para algunos ejemplos de series no lineales generadas mediante
la composicio´n de mo´dulos y signos independientes (ver Sec. 2.2). En todos los casos las
series han sido generadas a trave´s de un signo con exponente H2 = 0.85, por lo que todas
tendra´n las mismas correlaciones lineales. En cambio, la serie que da origen al mo´dulo tie-
ne un exponente de correlacio´n H1 variable, dando lugar a desviaciones respecto al valor
esperado para series lineales (Eq. 3.35, l´ınea discontinua). Esto implica que el desacopla-
miento de mo´dulo y signo en series independientes siempre conduce a un comportamiento
no lineal, o visto de otra forma, en un ruido lineal Gaussiano el mo´dulo y el signo no
son independientes pero esta´n acoplados de tal forma que conducen al comportamiento
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Figura 3.7: (a) Autocorrelacio´n de la serie mo´dulo C|x| en funcio´n de la autocorrelacio´n de
la serie original, Cx para series no lineales generadas a trave´s de la composicio´n de mo´dulos
y signos artificiales (Kalisky et al., 2005) (ver texto). La l´ınea discotinua representa la
Eq. 3.35 que ha sido incluida como referencia. Las l´ıneas so´lidas corresponden a las curvas
teo´ricas obtenidas usando (3.102), asumiendo que los fGns siguen de forma estricta la
Eq. 1.12 para su comportamiento asinto´tico. Teniendo en cuenta que la Eq. 3.102 es
exacta, podemos achacar las desviaciones observadas al hecho de que los fGns creados
por el me´todo de Filtrado de Fourier son aproximados, la ecuacio´n para su funcio´n de
autocorrelacio´n es va´lida u´nicamente de forma asinto´tica y tambie´n debido a fluctuaciones
estad´ısticas (sobre todo para pequen˜os valores de C|x|). (b) Mismo gra´fico que en (a) con
la salvedad de que el eje de ordenadas se encuentra en escala lineal (en (a) se encontraba
en escala logar´ıtmica)
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mostrado por la Eq. 3.35. Tambie´n podemos ver (Fig. 3.1) que los ruidos lineales Gaus-
sianos a pesar de presentar correlaciones en su serie mo´dulo, estas van sobre la curva
que marca la Eq. 3.35 y por tanto, no presentan desviaciones que indiquen no-linealidad.
Debido a los resultados mostrados en la Fig. 3.7 planteamos la posibilidad de considerar
la desviacio´n de C|x| frente al valor esperado en el caso de series lineales como una medida
de no-linealidad.
3.4.1. No-linealidad y multifractalidad
Multifractalidad y no-linealidad son dos conceptos ı´ntimamente ligados. De hecho, la
anchura del espectro multifractal esta´ asociada al grado de no-linealidad de la serie (Badin
and Domeisen, 2016; Frisch and Parisi, 1985) y la existencia de propiedades multifractales
esta´ relacionada con interacciones complejas no lineales en el sistema bajo estudio. Sin
embargo, los resultados obtenidos en la Sec. 2.3 parecen discrepar a priori con los obtenidos
en la Fig. 3.7 debido a que mediante el uso de las te´cnicas de ana´lisis de fluctuacio´n
obtenemos valores no nulos para la anchura del espectro multifractal siempre y cuando
H1 > 3/4 mientras que en la Fig. 3.7 obtenemos desviaciones frente a la curva del ruido
lineal Gaussiano siempre que desacoplamos mo´dulo y signo. Para resolver esta cuestio´n,
en primer lugar definimos un ı´ndice de no-linealidad ∆ equivalente al promedio del valor
absoluto de la desviacio´n cuadra´tica de la autocorrelacio´n del mo´dulo frente a la esperada
en el caso de un ruido lineal Gaussiano desde ` = 1 hasta un valor `max, i.e.
∆ =
`max∑
`=1
[C|x| − C|x|,lineal]2 (3.103)
donde C|x| es la autocorrelacio´n del mo´dulo de la serie bajo estudio y C|x|,lineal es la
autocorrelacio´n del mo´dulo en el caso de un ruido lineal Gaussiano. En el caso de series
generadas de forma artificial mediante la composicio´n de mo´dulo y signo independientes,
el ı´ndice de no-linealidad ∆ puede ser calculado de manera anal´ıtica teniendo en cuenta
las Eqs. 2.14 - 3.35 - 3.57 - 1.11. Con objeto de simplificar los ca´lculos denotaremos:
C fgn|x| (`) =
H1(2H1 − 1)
`2−2H1
(3.104)
C fgns (`) =
H2(2H2 − 1)
`2−2H2
. (3.105)
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Aplicando la Eq. 2.14 y teniendo en cuenta las Eqs. 3.35 y 3.57 obtenemos la autocorre-
lacio´n de la sen˜al compuesta:
Cx(`) =
4
pi2
arcsen(C fgns (`)) ·
(
C fgn|x| (`) · arcsen(C fgn|x| (`)) +
√
1− C fgn|x| (`)2
)
(3.106)
mientras que la correlacio´n del mo´dulo de la serie compuesta, C|x|(`) viene dada por:
C|x|(`) =
2
pi − 2
[
C fgn|x| (`) · arcsen(Cfgn|x| (`))− 1 +
√
1− Cfgn|x| (`)2
]
, (3.107)
y su valor esperado en el caso de ruido lineal Gaussiano:
C|x|,lineal(`) =
2
pi − 2
[
Cx(`) · arcsen(Cx(`))− 1 +
√
1− Cx(`)2
]
. (3.108)
Finalmente, reemplazando mediante las Eqs. 3.107 y 3.108 podemos obtener de forma
anal´ıtica el ı´ndice de no-linealidad ∆ en funcio´n de los para´metros H1 y H2 utilizados
para la obtencio´n de series compuestas, es decir:
∆(H1, H2) =
2
(pi − 2)2
`max∑
`=1
(C fgn|x| (`) · arcsen(C fgn|x| (`)) +
√
1− C fgn|x| (`)2
− Cx(`)arcsen(Cx(`)) +
√
1− Cx(`)2 − 2)2. (3.109)
En la Fig. 3.8 se representa el ı´ndice de no-linealidad ∆ (de forma anal´ıtica) en fun-
cio´n del valor de H1 para series generadas mediante la composicio´n de mo´dulos y signos
independientes. De forma contraria a lo que puede parecer tras una simple inspeccio´n de
la Fig. 3.7a donde se aprecia desviacio´n sobre el ruido lineal Gaussiano para todos los
valores de H1, el ı´ndice de no-linealidad ∆ empieza a crecer de forma considerable para
valores H1 > 3/4 independientemente del valor H2 que marca las correlaciones del signo
(podemos apreciar este resultado en la Fig. 3.7b donde vemos las posibles desviaciones
sobre la Eq. 3.35 en escala lineal). Este resultado es muy similar al obtenido en la Fig. 2.11
donde se aprecia que la anchura del espectro multifractal (asociada a las propiedades no
lineales de la serie) empieza a crecer sustancialmente a medida que la serie mo´dulo toma
correlaciones de largo alcance, i.e. H1 > 3/4. Por tanto, a pesar de los problemas que pre-
sentan las te´cnicas de ana´lisis de fluctuacio´n para estimar correlaciones en la serie mo´dulo
y serie signo (Carpena et al., 2017), las medidas de no-linealidad obtenidas mediante el
uso del MFDFA no se ven afectadas por resultados espurios (de acuerdo con nuestro ı´ndi-
ce de no-linealidad). Por otro lado, el me´todo que hemos propuesto para la estimacio´n
de propiedades no lineales otorga resultados pra´cticamente ide´nticos a los obtenidos me-
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Figura 3.8: Ca´lculo anal´ıtico del ı´ndice de no-linealidad ∆ a trave´s de la Eq. 3.109 para
series artificiales generadas mediante la composicio´n de mo´dulos y signos independientes
en funcio´n del exponente de entrada para la serie mo´dulo H1. Los resultados muestran un
claro crecimiento de ∆ para valores H1 > 3/4 para todos los valores de H2. Este resultado
avala los resultados obtenidos en la Fig. 2.11 donde se muestra que la anchura del espectro
multifractal (asociada a las propiedades no lineales de la serie) empieza a crecer cuando
la serie mo´dulo presenta correlaciones de largo alcance, i.e. H1 > 3/4.
diante el uso de me´todos tradicionales (te´cnicas de ana´lisis de fluctuacio´n) (Kalisky et al.,
2005). Por u´ltimo, vale la pena mencionar que para valores H1 < 3/4, donde la funcio´n
de autocorrelacio´n de la serie mo´dulo decae de forma ma´s ra´pida que 1/`, tambie´n existe
desviacio´n sobre la curva que rige la Eq. 3.35, por lo que tambie´n existir´ıan propiedades
no-lineales, aunque el valor del ı´ndice de no-linealidad en estos casos es pra´cticamente
despreciable en comparacio´n con los casos donde H1 > 3/4.
3.4.2. Efectos de taman˜o finito en medidas de no-linealidad
Los efectos de taman˜o finito son siempre un factor a tener en cuenta a la hora de tratar
con series temporales. De hecho, en algunos casos, el obviarlos puede conducir a resultados
espurios y erro´neos. Sin ir ma´s lejos, en el Cap. 2 vimos que en la descomposicio´n, las
correlaciones de la serie signo se aproximan a las correlaciones de la serie original a medida
que aumentamos el taman˜o de la secuencia. Tambie´n, jugaban un papel esencial en la
posicio´n del crossover existente durante la composicio´n cuando αmag < 1 y αsign > 1. En
la bibliograf´ıa tambie´n podemos encontrar varios trabajos que se centran en estudiar los
efectos de taman˜o finito: en el DFA (Coronado and Carpena, 2005), en el ADN (Peng
et al., 1993a), en redes con invariancia frente a escala (Boguna´ et al., 2004), en transiciones
de fase (Borgs and Kotecky`, 1992), etc.
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En nuestro caso, estudiamos en que´ medida los efectos de taman˜o finito afectan nuestra
media de no-linealidad. En primer lugar vamos a hacerlo mediante la generacio´n de ruidos
fraccionarios Gaussianos de diversos taman˜os, los cuales son ruidos lineales, por lo que
a priori sus puntos deben estar sobre la curva que marca la Eq. 3.35. A pesar de eso,
queremos ver los efectos de taman˜o que propician las fluctuaciones estad´ısticas. La Fig. 3.9
muestra los resultados. Podemos apreciar que el ı´ndice de no-linealidad decrece a medida
que aumenta el taman˜o de la secuencia, no se ve afectado por el exponente de correlacio´n
del fGn en cuestio´n, y tiene una dependencia funcional en forma de ley de potencias
respecto al taman˜o de la secuencia, con exponente de ca´ıda aproximadamente igual a
la unidad. Por lo tanto, para ruidos fraccionarios Gaussianos, el ı´ndice de no-linealidad
presente, debido a fluctuaciones estad´ısticas se comporta como:
∆ ∝ 1
N
, (3.110)
donde N es el taman˜o de la secuencia. Por otro lado, vamos a estudiar tambie´n los posibles
efectos de taman˜o finito en series no lineales. De nuevo, vamos a utilizar las series obtenidas
mediante la composicio´n de mo´dulos y signos independientes (Kalisky et al., 2005). La
Fig. 3.10 muestra los resultados obtenidos para series generadas con H1 = 0.9 y H2 = 0.5.
El coeficiente de no-linealidad no parece verse afectado de forma clara por el taman˜o de
la secuencia, ya que oscila en torno a un valor constante, por lo que au´n no podemos
extraer conclusiones claras sobre el efecto del taman˜o de la secuencia en la medida de no-
linealidad. Como perspectiva de futuro de este trabajo, ser´ıa interesante un estudio ma´s
en profundidad sobre este aspecto, mediante la bu´squeda de relaciones anal´ıticas que nos
permitan entender de una forma ma´s clara co´mo el taman˜o de la secuencia repercute en
la no-linealidad. Por el momento, durante los ana´lisis de no-linealidad de series card´ıacas
que realizaremos en el pro´ximo cap´ıtulo procuraremos, en la medida de lo posible, analizar
series del mismo taman˜o cuando se comparen los ı´ndices de no-linealidad.
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Figura 3.9: I´ndice de no-linealidad ∆ en funcio´n del taman˜o de la secuencia para fGns
con exponente de correlacio´n H = 0.5 y H = 0.8. Para cada taman˜o de secuencia, el
experimento se repitio´ un nu´mero de veces de acuerdo con el taman˜o de secuencia (ma´s
veces para los taman˜os menores y menos veces para taman˜os mayores), se calculo´ para
cada una de ellas el ı´ndice de no-linealidad y posteriormente, el valor medio en cada
taman˜o. Las l´ıneas discontinuas negras y azules representan el ajuste mediante una ley
de potencias para las series con correlacio´n H = 0.8 y H=0.5 respectivamente. En ambos
casos, se aprecia claramente como el ı´ndice de no-linealidad decrece sustancialmente a
medida que aumenta el taman˜o de la secuencia. Adema´s, ∆ parece decrecer de igual forma
independientemente del exponente de correlacio´n de la sen˜al en cuestio´n. Por u´ltimo, ∆
se ajusta de manera o´ptima a una ley de potencias de forma que ∆ ∝ 1/N .
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Figura 3.10: I´ndice de no-linealidad ∆ en funcio´n del taman˜o de la serie, en series generadas
mediante la composicio´n de mo´dulos y signos independientes (H1 = 0.9, H2 = 0.5). Para
cada taman˜o de secuencia, el experimento se repitio´ un nu´mero de veces de acuerdo con
el taman˜o de secuencia (ma´s veces para los taman˜os menores y menos veces para taman˜os
mayores), indicando los puntos el valor medio y las barras el error esta´ndar. No se puede
extraer una clara conclusio´n sobre los efectos que el taman˜o de la serie propicia en el
coeficiente de no-linealidad.
Cap´ıtulo 4
Medidas de no-linealidad en series
card´ıacas
En el campo de las series temporales, el concepto de no-linealidad puede ser inter-
pretado de varias maneras (Ashkenazy et al., 2003). Una definicio´n intuitiva consiste en
que las series no lineales son aquellas generadas mediante sistemas regidos por dina´micas
no lineales, i.e. los valores de la serie temporal dependen de expresiones no lineales tales
como cuadrados, logaritmos, funciones trigonome´tricas, etc. Sin embargo, normalmente
no tenemos informacio´n alguna sobre esta dependencia funcional, y en muchos casos, el
logro es simplemente hallar las ecuaciones que rigen la dina´mica del sistema. Otra defini-
cio´n de no-linealidad, aunque no tan intuitiva, es la aportada por Schreiber and Schmitz
(Schreiber and Schmitz, 2000), por la que una serie es lineal cuando sus fases de Fourier
son aleatorias, i.e. los valores de esta serie esta´n uniformemente distribuidos en el intervalo
[−pi, pi]. Entonces, la presencia de correlaciones no lineales en la serie podr´ıa ser evaluada
mediante el siguiente test:
i) Dada una serie temporal, calculamos la transformada de Fourier, aleatorizamos sus
fases y calculamos la transformada inversa de Fourier. De esta forma, nos aseguramos
que las correlaciones lineales no var´ıan ya que al no modificar la amplitud de la
transformada de Fourier, el espectro de potencias no cambia y consecuentemente,
tampoco lo hacen las correlaciones lineales (Schreiber and Schmitz, 2000).
ii) Se realizan tests estad´ısticos entre la sen˜al original y la sen˜al surrogada obtenida
en i) y se comprueba si hay diferencias significativas entre ambas. En el caso de
haberlas implicar´ıa que la sen˜al original tiene fases de Fourier no aleatorias y, por
tanto, correlaciones no lineales. En caso de no existir tales diferencias, nuestra sen˜al
original ser´ıa lineal.
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En muchos casos, el objetivo es determinar el grado de no-linealidad de la serie bajo estu-
dio, y se usa el valor del propio estad´ıstico como medida de no-linealidad. Las correlaciones
en la serie mo´dulo han demostrado ser un buen indicio para estudiar la existencia de co-
rrelaciones no lineales (aunque ya vimos que no siempre es as´ı, e.g. series monofractales
pueden poseer correlaciones en la serie mo´dulo, y sin embargo, no presentar propiedades
no lineales). Una vez obtenida la serie mo´dulo, el procedimiento esta´ndar para evaluar
sus correlaciones suele ser el uso del DFA. Como ya hemos visto en el cap´ıtulo 3, el uso
del DFA induce en ciertos casos a errores en la estimacio´n del exponente de correlacio´n
de series mo´dulo y signo (ver de forma detallada en (Carpena et al., 2017)). Adema´s,
requiere que la dependencia funcional entre la fluctuacio´n y el taman˜o de ventana sea
una ley de potencias (existencia de scaling), algo que en muchos casos es una utop´ıa a la
hora de estudiar series temporales procedentes de sistemas reales. Por estas razones, en
el cap´ıtulo 3 propusimos una nueva medida de no-linealidad basada en la desviacio´n que
experimentan las correlaciones de la serie mo´dulo bajo estudio, C|x|,exp, frente a las que
cabr´ıa esperar en el caso de un ruido lineal Gaussiano, C|x|. A lo largo de este cap´ıtulo
vamos a aplicar esta nueva medida de no-linealidad al estudio de series fisiolo´gicas (ritmo
card´ıaco) en diferentes estados y condicio´n.
Desde los primeros trabajos (Peng et al., 1993b), mucho se ha hablado sobre las co-
rrelaciones de la serie RR (serie temporal cuyos elementos son los periodos de tiempo que
transcurren entre dos latidos consecutivos). De hecho, se ha probado que las correlaciones
en esta serie constituyen una poderosa herramienta para detectar alteraciones debidas a
patolog´ıas o la edad (Goldberger et al., 2002; Ivanov et al., 1996), discriminar entre esta-
dos fisiolo´gicos (Ivanov et al., 1999) y evaluar el grado de forma f´ısica (Aubert et al., 2003;
Dong, 2016). En la mayor´ıa de los casos, los trabajos se limitan al estudio de las corre-
laciones lineales (espectro de potencias, funcio´n de autocorrelacio´n, DFA, etc), pasando
por alto la presencia de correlaciones no lineales, a pesar de jugar un papel importante
en la dina´mica del corazo´n, ya que su ausencia ha sido asociada a situaciones patolo´gicas
y edad avanzada (Ashkenazy, 2001; Ivanov, 1999a).
4.1. Estudio de no-linealidad durante ejercicio y re-
poso
En cuanto al comportamiento del corazo´n durante el ejercicio f´ısico es bien sabido
que la dina´mica cambia de forma ostensible. El cambio ma´s evidente es el incremento
abrupto que se produce en el ritmo card´ıaco (reduccio´n del valor medio de los intervalos
RR) y la reduccio´n de la variabilidad card´ıaca (HRV), i.e. reduccio´n de la varianza de
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la serie RR (Sarmiento et al., 2013). Junto con estos cambios que pueden apreciarse
tras una simple inspeccio´n visual de la serie RR, tambie´n se ha probado que el ejercicio
f´ısico modifica el espectro de potencias de la serie, reduciendo las componentes en baja
frecuencia (Anosov et al., 2000; Brodie, 2006; Sarmiento et al., 2013) e introduciendo
componentes de muy alta frecuencia, altamente influenciadas por el ritmo respiratorio
(Lewis and Short, 2010; Mart´ın-Gonza´lez and Garc´ıa-Manso, 2012), adema´s de reducir la
entrop´ıa (Platisa et al., 2008). En cuanto a las correlaciones lineales es frecuente utilizar
como estimador el exponente de corta escala del DFA, α1 (exponente de scaling de F (`) vs.
` en el intervalo comprendido entre 4−11 latidos). En la bibliograf´ıa se puede encontrar que
las correlaciones lineales de corto alcance esta´n altamente influenciadas por la respiracio´n
(Perakakis et al., 2009), aumentan durante el ejercicio f´ısico (Karasik et al., 2002; Platisa
et al., 2008) y con la intensidad del ejercicio (A. J. Hautala et al., 2003), aunque el
resultado opuesto tambie´n puede ser encontrado (Tulppo et al., 2001). Debido a esto,
merece la pena comentar que a pesar de que el estimador α1 ha sido utilizado en cientos
de trabajos para cuantificar correlaciones lineales de corto alcance, es un estimador de
dudosa eficacia por varias razones:
i) Taman˜o insuficiente de la muestra estad´ıstica (realiza una regresio´n con una muestra
de aproximadamente 4 puntos).
ii) Pasa por alto la correlacio´n a distancia 1-4 (puntos donde la funcio´n de autoco-
rrelacio´n esta´ pra´cticamente exenta de ruido y arroja informacio´n muy importante
acerca de la dina´mica del sistema).
iii) Esta´ altamente influenciado por el ritmo respiratorio (Perakakis et al., 2009).
iv) Ausencia de scaling en la serie RR, sobre todo en el transcurso de la actividad f´ısica.
En resumen, a pesar de las discrepancias originadas por el uso indebido del estimador
α1, esta´ claro que el ejercicio f´ısico reduce la complejidad de la serie RR, y que este
efecto se debe posiblemente a la rotura del equilibrio presente entre las ramas simpa´tica
y parasimpa´tica del sistema nervioso auto´nomo (SNA) (ver Ape´ndice C), debido a una
retirada del sistema parasimpa´tico y/o activacio´n del sistema simpa´tico (Brodie, 2006;
Lewis and Short, 2010).
En esta seccio´n vamos a realizar un estudio sobre la no-linealidad en series RR de
reposo y ejercicio en futbolistas aficionados y profesionales. Partimos de la hipo´tesis de
que la reduccio´n en complejidad mencionada previamente debe verse transferida tambie´n
en una pe´rdida de no-linealidad. En particular, vamos a centrarnos en el estudio a corta
escala (` < 11 latidos) ya que en este rango los trabajos encontrados en la bibliograf´ıa
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Suj Edad lat/min SDNN (ms) SDSD (ms) NN50 (ms) pNN50 ( %)
1 22 63.51 93.51 71.14 106 16.99
2 22 67.26 82.35 63.20 132 19.56
3 28 88.22 44.97 26.40 20 4.12
4 23 61.51 98.84 72.64 108 18.00
5 23 69.98 111.59 91.50 120 17.14
6 25 68.72 74.83 58.84 102 14.87
7 23 80.72 82.00 33.85 44 5.50
8 23 75.77 95.45 54.67 93 11.83
9 21 66.00 83.08 47.57 75 12.50
10 20 71.71 101.30 50.51 98 13.94
Med 23 71.34 86.79 57.03 89.80 13.45
Tabla 4.1: Medidas de variabilidad cariaca (HRV) durante el reposo en futbolistas aficio-
nados.
afirman que las correlaciones lineales se ven claramente influenciadas por la actividad
f´ısica. En primer lugar, analizamos registros en reposo y moderada actividad f´ısica de
10 futbolistas aficionados, todos ellos hombres (edad 23.0 ± 2.1 an˜os, ver Tabla 4.1) que
carecen de patolog´ıas cardiovasculares en su historial cl´ınico. Cada registro incluye dos
etapas: (i) 10 minutos en reposo, tumbados en posicio´n supina sobre el campo de fu´tbol
(ii) seguidos de 20 minutos de ejercicio moderado (carrera a ritmo de calentamiento, ver
Fig. 4.1a). El ritmo card´ıaco fue monitorizado latido a latido mediante dispositivos Polar
S810i RR (Polar Electro, Oy, Finland) (Weippert et al., 2010).
Debido a que normalmente las series RR no son estacionarias, especialmente duran-
te el transcurso de la actividad f´ısica (Figs. 4.1b y 4.1c), es comu´n utilizar la serie de
incrementos de RR en lugar del propio RR. Los incrementos de la serie RR se definen
mediante:
∆RRi = RRi+1 −RRi. (4.1)
Los incrementos de la serie RR se caracterizan por tener un comportamiento bastante
estacionario (al menos en el sentido de´bil), siendo sus distribuciones de valores bastante
sime´tricas (ver Figs. 4.1f y 4.1g) y aunque no se ajustan perfectamente a una curva
Gaussiana, son distribuciones Levi-estables con colas decayendo de forma ma´s lenta que
en el caso Gaussiano (Peng et al., 1993b). Debido a esto, es conveniente convertir los datos
de forma que tengan una distribucio´n de valores Gaussiana (se debe recordar que en el
Cap. 3 se calculo´ la relacio´n anal´ıtica entre la autocorrelacio´n del mo´dulo y autocorrelacio´n
de serie original para series temporales con distribucio´n de valores Gaussiana) mediante
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la siguiente transformacio´n (Sec. 1.8):
x′ = Φ−1[F (x)] (4.2)
donde x′ denota la serie de datos ∆RR tras la conversio´n, F (·) es la distribucio´n acu-
mulada de los datos originales ∆RR y Φ es la distribucio´n normal esta´ndar acumulada
N (0, 1). Adema´s, hemos observado que esta transformacio´n pra´cticamente no altera las
correlaciones lineales de la serie bajo estudio (Fig. 1.10). Para cada sujeto calculamos la
funcio´n de autocorrelacio´n de la serie de incrementos, Cx(`), y la de su mo´dulo, C|x|(`)
para los registros de reposo y ejercicio. En la Fig. 4.2 mostramos los resultados obteni-
dos para uno de los sujetos (en este ejemplo se aprecian los puntos calculados con un
retardo ` = 1, 2, ..., 20). En general, observamos que Cx alcanza valores similares durante
reposo y ejercicio (incluso mayores en ejercicio) (Fig. 4.2b) pero, por otro lado, C|x| es
normalmente mayor durante el reposo (Fig. 4.2c). Adema´s, analizando de una forma ma´s
detallada la Fig. 4.2a esta´ claro que no solo los valores de C|x| son mayores en promedio
en reposo, sino que tambie´n los valores de C|x| en ejercicio esta´n ma´s pro´ximos a la l´ınea
que representa el valor esperado en caso de ruidos lineales Gaussianos. Por este motivo,
y como ya indicamos en el cap´ıtulo anterior, la autocorrelacio´n del mo´dulo C|x| no es un
buen ı´ndice de no-linealidad, pero s´ı lo es su distancia al valor esperado en caso de ruidos
lineales Gaussianos, es decir:
δC(`) = C|x|(`)− C|x|,lineal(Cx(`)), (4.3)
donde C|x|,lineal(Cx(`)) representa la correlacio´n de la serie mo´dulo en un ruido lineal
Gaussiano para un valor determinado de Cx. δC(`) no solo tiene en cuenta el valor de C|x|
sino que tambie´n considera su diferencia respecto al valor esperado en el caso de series
lineales. Por ejemplo C|x|(` = 1) alcanza un valor relativamente alto tanto en reposo como
ejercicio (Fig. 4.2c), pero, una vez sustra´ıdo el valor esperado en caso de serie lineal,
δC(` = 1) es mucho mayor en reposo que en ejercicio (Fig. 4.2d). Para obtener un u´nico
nu´mero que cuantifique el grado de no-linealidad presente en la serie, y de forma ana´loga
a lo que hicimos en el cap´ıtulo anterior, proponemos que nuestro ı´ndice de no-linealidad
sea fruto de la suma cuadra´tica de los valores δC(`):
∆ =
`max∑
`=1
δC(`)2 (4.4)
Debido a que estamos interesados en las correlaciones de corto alcance y siguiendo el
criterio de muchos autores, adoptamos el valor `max = 10. Obtenemos que nuestro ı´ndice
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de no-linealidad ∆ es claramente superior en reposo que en ejercicio (Fig. 4.3). Para cada
sujeto ∆ es mayor en el registro de reposo, algo que tambie´n se consigue en promedio,
ya que las diferencias de grupo son claras (p < 10−7). Sin embargo, debemos tener en
cuenta que al tratar series temporales relativamente cortas, la comparacio´n de resultados
entre series de distinto taman˜o puede conducir a resultados espurios debido a efectos de
taman˜o finito. En nuestro caso, los registros durante ejercicio son aproximadamente el
doble de largos que los correspondientes al reposo, y an˜adiendo el hecho de que el ritmo
card´ıaco aumenta dra´sticamente durante el transcurso de la actividad f´ısica, los registros
durante ejercicio poseen 4-5 veces ma´s latidos que los correspondientes al reposo. Por
este motivo, comprobamos la validez de los resultados obtenidos comparando registros
en reposo con registros en ejercicio con el mismo nu´mero de latidos: consideramos un
sujeto con Nr latidos durante el reposo y un registro en ejercicio con Ne latidos, siendo
Ne > Nr y denotamos n = [Ne/Nr]. Extraemos n ventanas no solapantes del registro
de ejercicio, de izquierda a derecha, y otras n ventanas no solapantes empezando por la
derecha y acabando por la izquierda 1. A continuacio´n calculamos ∆ para las 2n ventanas
y promediamos los valores para cada sujeto (ver Fig. 4.3). Aunque ahora las diferencias
entre reposo y ejercicio son algo menores, todos los valores de ∆ durante el reposo esta´n por
encima de los correspondientes valores durante ejercicio (incluyendo las barras de error) y
la diferencia entre los valores medios de ambos grupos es au´n significativa (p = 3 · 10−4).
Siguiendo exactamente el mismo procedimiento descrito anteriormente para el caso
de futbolistas aficionados, analizamos una base de datos pertenecientes a futbolistas de
e´lite. En este caso, disponemos de una base de datos con registros de 12 futbolistas con
edad 22.1 ± 3.4 an˜os (ver Tabla 4.2, consultar Ape´nd. C para ma´s informacio´n sobre
las medidas que aparecen en la tabla). La base de datos consta de registros en reposo
(de nuevo tumbados en posicio´n supina) y registros durante la realizacio´n del ‘yo-yo’ test
(Krustrup et al., 2003) en el que la intensidad de la carrera se incrementa progresivamente.
En la Fig. 4.5 analizamos a uno de los sujetos. De nuevo, se aprecia que en la curva C|x|
vs. C los puntos correspondientes al reposo esta´n mucho ma´s lejos (en comparacio´n con
los puntos correspondientes al test de esfuerzo) de la curva que representa a los ruidos
lineales Gaussianos, siendo llamativa la presencia de un punto muy anticorrelacionado,
pero situado pra´cticamente sobre la curva lineal. Del mismo modo que en el caso de
futbolistas aficionados, la autocorrelacio´n del mo´dulo en reposo esta´ por encima de la
correspondiente al test de esfuerzo.
La Fig. 4.5 muestra lo resultados obtenidos en cuanto al ı´ndice de no-linealidad para
todos los sujetos. De nuevo, y de forma ana´loga al caso anterior (futbolistas aficionados), el
1Esto se hace con la finalidad de usar todos los datos disponibles
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Figura 4.1: Registro RR en reposo y ejercicio moderado procedente de un futbolista afi-
cionado. (a) Registro completo (10 minutos de reposo tumbado en posicio´n supina) y 20
minutos corriendo a un ritmo moderado. (b)(c) Registros separados para reposo y ejer-
cicio respectivamente. (d) (e) Serie de incrementos ∆RR para reposo y ejercicio. (f) (g)
Distribucio´n de valores de ∆RR en reposo y ejercicio (se ha incluido el mejor ajuste a
una curva Gaussiana).
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Figura 4.2: Autocorrelacio´n Cx y autocorrelacio´n del mo´dulo C|x| para la serie de incre-
mentos ∆RR durante reposo y ejercicio para el sujeto mostrado en la Fig. 4.1. (a) C|x|
vs. Cx durante reposo (c´ırculos) y ejercicio (tria´ngulos). La l´ınea azul corresponde a la
curva teo´rica para el caso de ruidos lineales Gaussianos (Eq. 3.35). (b) Autocorrelacio´n
Cx(`) en funcio´n de la distancia ` durante reposo y ejercicio. (c) Autocorrelacio´n de la
serie mo´dulo, C|x|(`) en funcio´n de la distancia ` durante reposo y ejercicio. (d) Diferencia
entre C|x| y el valor esperado para ruidos lineales Gaussianos dado Cx en funcio´n de la
distancia ` durante reposo y ejercicio.
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Figura 4.3: I´ndice de no-linealidad ∆ (`max = 10) para 10 futbolistas aficionados, hom-
bres, con edad 23.8 ± 2.9 an˜os. Los c´ırculos corresponden a regitros de 10 minutos en
reposo, tumbados sobre el campo de fu´tbol. Cuadrados: 20 minutos corriendo a ritmo de
calentamiento. Tria´ngulos: promedio de 2n subseries (ver texto) obtenidas a partir del
registro en ejercicio y con el mismo nu´mero de latidos que el correspondiente registro de
reposo para cada sujeto (las barras de error representan la desviacio´n esta´ndar sobre el
valor obtenido para el coeficiente de no-linealidad en todas las subseries de cada sujeto).
Tambie´n se adjuntan los promedios y el error esta´ndar de grupo.
ı´ndice de no-linealidad se reduce dra´sticamente durante el transcurso de la actividad f´ısica,
existiendo una clar´ısima diferencia de grupo (p = 8.6 · 10−6). Tambie´n hemos calculado
los posibles efectos de taman˜o debido a la longitud diferente de los registros en reposo y
test, obteniendo en este caso que son pra´cticamente despreciables (los registros durante el
test de esfuerzo tienen una longitud menor que los registros de 20 min de carrera continua
usados en el caso de futbolistas aficionados).
Por u´ltimo, analizamos los promedios obtenidos tanto en futbolistas aficionados y
profesionales, en reposo y durante el transcurso de la actividad f´ısica. La Fig.4.6 muestra
el promedio de cada grupo tanto en reposo como en ejercicio junto con el error esta´ndar.
Los futbolistas profesionales muestran en reposo un mayor grado de no-linealidad (en
promedio) respecto a los futbolistas aficionados (p = 4.7 · 10−2). En cambio, durante el
ejercicio f´ısico, los futbolistas profesionales (test de esfuerzo) muestran un menor grado
de no-linealidad que los futbolistas aficionados (carrera continua), sin llegar a ser esta
diferencia significativa (p = 5.9 · 10−2).
A modo de conclusio´n, el hecho de que el ejercicio f´ısico reduzca de manera dra´stica el
coeficiente de no-linealidad apoya la hipo´tesis de partida, por la que durante transcurso
de la actividad f´ısica la sen˜al card´ıaca pierde complejidad. Otra conclusio´n que podemos
extraer es el hecho de que, segu´n los resultados obtenidos, existe una relacio´n entre el
estado de forma f´ısica y el grado de no-linealidad alcanzado en reposo (futbolistas de
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Figura 4.4: Autocorrelacio´n Cx y autocorrelacio´n del mo´dulo C|x| para la serie de incre-
mentos ∆RR durante reposo y test de esfuerzo en un futbolista profesional. (a) C|x| vs.
Cx durante reposo (c´ırculos) y ejercicio (tria´ngulos). La l´ınea azul corresponde a la curva
teo´rica para el caso de ruidos lineales Gaussianos (Eq. 3.35). (b) Autocorrelacio´n Cx(`)
en funcio´n de la distancia ` durante reposo y test de esfuerzo. (c) Autocorrelacio´n de
la serie mo´dulo, C|x|(`) en funcio´n de la distancia ` durante reposo y test de esfuerzo.
(d) Diferencia entre C|x| y el valor esperado para ruidos lineales Gaussianos dado Cx en
funcio´n de la distancia ` durante reposo y test de esfuerzo.
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Suj Edad lat/min SDNN (ms) SDSD (ms) NN50 (ms) pNN50 ( %)
1 28 59.67 123.18 89.75 162 0.269
2 27 64.60 98.21 36.98 44 6.71
3 22 82.00 121.00 49.20 68 8.27
4 18 74.35 118.50 95.60 145 18.19
5 26 63.12 119.73 46.41 47 9.46
6 22 63.02 164.18 109.14 172 23.21
7 20 79.64 97.39 50.29 82 10.95
8 23 71.78 113.68 79.58 114 15.43
9 17 80.19 56.12 27.45 25 3.11
10 20 65.88 94.16 55.91 98 14.80
11 19 62.75 120.63 109.82 173 27.33
12 23 56.26 153.04 101.15 131 24.17
Med 22 68.61 114.99 70.94 105.08 15.79
Tabla 4.2: Datos de futbolistas profesionales durante el reposo.
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Figura 4.5: I´ndice de no-linealidad ∆ (`max = 10) para 12 futbolistas profesionales, hom-
bres, con edad 22.5 ± 3.1 an˜os. Los c´ırculos corresponden a regitros de 10 minutos en
reposo, tumbados sobre el campo de fu´tbol. Cuadrados: Realizacio´n de un test de esfuer-
zo con duracio´n aproximada de 5-10 min. Tria´ngulos: promedio de 2n subseries (ver texto)
obtenidas a partir del registro en ejercicio y con el mismo nu´mero de latidos que el corres-
pondiente registro de reposo para cada sujeto (las barras de error indican ± desviacio´n
esta´ndar). Tambie´n se adjuntan los promedios de grupo y el error esta´ndar.
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Figura 4.6: Promedio de ı´ndice de no-linealidad para futbolistas profesionales en repo-
so (c´ırculos negros opacos), futbolistas aficionados en reposo (cuadrados rojos opacos),
futbolistas profesionales durante test de esfuerzo (c´ırculos negros rayados) y futbolistas
aficionados durante carrera continua (cuadrados rojos rayados). Las barras de error re-
presentan el error esta´ndar de grupo, y no se aprecian en los casos de ejercicio f´ısico por
ser menores que el taman˜o de los s´ımbolos empleados. Durante el reposo los futbolistas
profesionales muestran un mayor ı´ndice de no-linealidad que sus homo´logos aficionados
(p = 0.047). En cambio, durante el transcurso de la actividad f´ısica los futbolistas aficio-
nados (carrera continua) presentan un mayor grado de no-linealidad que los profesionales
(test de esfuerzo), sin llegar a ser significativa esta diferencia (p = 0.17).
e´lite ostentan un mayor grado de no-linealidad que futbolistas aficionados, p = 0.047).
Tambie´n parece existir una correlacio´n entre la reduccio´n de no-linealidad y la intensidad
del ejercicio f´ısico, i.e. los futbolistas profesionales presentan menos linealidad durante el
test que los futbolistas aficionados (realizan carrera continua a un ritmo suave), a pesar
de darse el caso contrario durante el reposo (los profesionales tienen ma´s no-linealidad
que los aficionados). En este u´ltimo caso hemos obtenido un valor p = 0.17, por lo que no
podemos considerar la diferencia como significativa.
4.2. Estudio de no-linealidad en sujetos con entrena-
miento aero´bico y de fuerza
Existen varios trabajos en la bibliograf´ıa que intentan mostrar los efectos del entrena-
miento en la dina´mica del corazo´n. Se puede encontrar trabajos en los que se estudian las
correlaciones lineales a diferentes grados de intensidad de ejercicio (A. J. Hautala et al.,
2003), correlaciones lineales en reposo y ejercicio (Karasik et al., 2002), correlaciones linea-
les en reposo antes y despue´s de someterse a un largo per´ıodo de entrenamiento (Tulppo
et al., 2003), y estudio de la variabilidad card´ıaca (HRV) en diferentes situaciones relacio-
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nadas con el ejercicio f´ısico (Bernardi et al., 1996; Byrne et al., 1996; Davy et al., 1997;
Goldsmith et al., 1992; Levy et al., 1998; Seals and Chase, 1989). En cambio, aunque
existen algunos trabajos que estudian co´mo var´ıa la complejidad en la sen˜al card´ıaca tras
someter a los sujetos a periodos de entrenamiento (Heffernan et al., 2007; Kanaley et al.,
2009; Tulppo et al., 2001), no existen apenas referencias a la no-linealidad. Los resultados
obtenidos hasta el momento son en cierto modo contradictorios, y lo u´nico que se sabe a
ciencia cierta es que el ejercicio f´ısico disminuye dra´sticamente el ritmo card´ıaco en reposo
y aumenta la variabilidad (basta con un par de semanas de entrenamiento a intensidad
baja-moderada en una persona sedentaria para corroborar este efecto).
En esta seccio´n, vamos a estudiar la no-linealidad de la serie RR en reposo de dos
grupos de sujetos que realizan habitualmente actividades deportivas totalmente diferen-
tes. Por un lado tenemos a un grupo de culturistas aficionados, formado por 31 hombres,
adultos, con edad 28.0 ± 6.1 an˜os (ver Tabla 4.4), y por otro lado tenemos a un grupo
de 28 futbolistas (profesionales y aficionados), adultos, con edad 23.0± 4.1 an˜os (ver Ta-
bla 4.3). Ambos grupos realizan habitualmente entrenamientos diametralmente opuestos:
mientras que los culturistas u´nicamente realizan entrenamientos de fuerza sin realizar
trabajo aero´bico, los futbolistas realizan sesiones de entrenamiento donde predomina la
componente aero´bica (sin obviar que la componente anaero´bica siempre esta´ presente en
el entrenamiento de fu´tbol). Para ambos grupos los datos se colectaron mediante dispo-
sitivos Polar RS800CX (Weippert et al., 2010), estando los sujetos tumbados en posicio´n
supina, y teniendo los registros de ritmo card´ıaco una duracio´n aproximada de 10-12 min.
La Fig. 4.7 muestra el ı´ndice de no-linealidad ∆ para cada uno de los sujetos de ambos
grupos (el procedimiento para la obtencio´n del ı´ndice de no-linealidad es exactamente el
mismo que en los casos anteriores). Se aprecia una clara diferencia de grupo, ya que los
futbolistas presentan un ı´ndice de no-linealidad en promedio mucho ma´s alto que el de
los culturistas (p ' 7.6 · 10−4). Teniendo en cuenta que los sujetos que forman ambos
grupos esta´n en un rango similar de edades y sin patolog´ıas card´ıacas conocidas, pode-
mos asegurar, segu´n los resultados obtenidos, que el entrenamiento aero´bico fomenta la
no-linealidad y complejidad en el corazo´n humano.
4.3. Comparacio´n de resultados mediante el expo-
nente α1 del DFA
Para mostrar las bondades de nuestra medida de no-linealidad, vamos a comparar
nuestros resultados con los obtenidos mediante el uso del exponente α1 del DFA en algu-
nos de los grupos de datos usados a lo largo de este cap´ıtulo. En el caso del DFA, en lugar
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Suj Edad lat/min SDNN (ms) SDSD (ms) NN50 (ms) pNN50 ( %)
1 28 59.67 123.18 89.75 162 0.269
2 27 64.60 98.21 36.98 44 6.71
3 22 82.00 121.00 49.20 68 8.27
4 18 74.35 118.50 95.60 145 18.19
5 26 63.12 119.73 46.41 47 9.46
6 22 63.02 164.18 109.14 172 23.21
7 20 79.64 97.39 50.29 82 10.95
8 23 71.78 113.68 79.58 114 15.43
9 17 80.19 56.12 27.45 25 3.11
10 20 65.88 94.16 55.91 98 14.80
11 19 62.75 120.63 109.82 173 27.33
12 23 56.26 153.04 101.15 131 24.17
13 22 63.51 93.51 71.14 106 16.99
14 22 67.26 82.35 63.20 132 19.56
15 28 88.22 44.97 26.40 20 4.12
16 23 61.51 98.84 72.64 108 18.00
17 23 69.98 111.59 91.50 120 17.14
18 25 68.72 74.83 58.84 102 14.87
19 23 80.72 82.00 33.85 44 5.50
20 23 75.77 95.45 54.67 93 11.83
21 21 66.00 83.08 47.57 75 12.50
22 20 71.71 101.30 50.51 98 13.94
23 33 64.99 62.23 39.27 54 8.14
24 34 47.26 95.58 116.24 159 33.19
25 28 46.99 91.56 111.13 131 30.61
26 25 77.69 75.83 30.32 34 4.19
27 22 115.56 28.07 8.58 0 0.00
28 23 64.62 119.87 56.20 444 14.73
Med 23 69.82 97.80 63.63 107.29 14.77
Tabla 4.3: Medidas de variabilidad card´ıaca (reposo) en futbolistas (profesionales y afi-
cionados).
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Suj Edad lat/min SDNN (ms) SDSD (ms) NN50 (ms) pNN50 ( %)
1 25 63.21 152.14 137.75 121 17.31
2 40 65.08 74.55 59.49 92 14.07
3 26 63.26 119.62 86.74 156 22.41
4 27 75.39 55.76 38.21 54 7.16
5 22 59.13 68.96 55.75 86 14.43
6 22 56.82 68.25 63.97 82 14.51
7 26 56.01 99.68 86.62 158 28.16
8 20 52.56 126.14 143.25 165 31.19
9 36 60.03 62.58 34.87 30 3.68
10 26 70.02 104.23 100.80 216 28.05
11 20 52.19 182.35 204.67 183 35.12
12 24 54.08 81.13 65.84 110 20.33
13 34 59.87 102.61 65.57 112 18.67
14 30 63.97 60.80 39.69 19 2.97
15 24 59.30 166.94 224.43 131 20.86
16 25 56.04 51.22 52.92 106 18.43
17 24 58.96 68.94 69.15 149 25.25
18 43 60.71 105.45 87.68 191 27.21
19 21 78.79 63.79 39.26 33 4.16
20 35 52.19 182.35 204.67 183 35.12
21 37 64.41 32.40 17.52 2 0.31
22 26 61.60 58.23 29.14 30 4.78
23 27 57.55 130.86 71.90 132 17.84
24 34 49.76 130.89 120.90 124 24.90
25 25 57.88 66.73 70.87 152 25.25
26 26 48.81 182.95 189.24 164 33.40
27 28 48.74 132.44 139.79 131 26.46
28 24 52.76 83.15 72.85 122 20.00
29 35 69.05 53.96 48.17 95 13.73
30 27 59.77 77.05 65.05 129 21.57
31 29 82.52 63.06 29.22 26 2.96
Med 28 60.34 97.07 87.61 112.39 18.72
Tabla 4.4: Medidas de variabilidad card´ıaca (reposo) en culturistas (aficionados).
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Figura 4.7: I´ndice de no-linealidad ∆ de la serie ∆RR calculado mediante la Eq. 4.4 con
`max = 10 para futbolistas (profesionales y aficionados) (cuadrados azules) y culturistas
(c´ırculos naranjas). Existe efecto de grupo ya que en promedio el ı´ndice de no-linealidad
es mayor para los futbolistas (p ' 7.6 · 10−4). En ambos casos, los registros corresponden
a series de reposo, tomados con el sujeto tumbado en posicio´n supina y con una duracio´n
aproximada de 10-12 min. Las barras de error representan el error esta´ndar.
de analizar la serie ∆RR analizamos la propia serie RR usando previamente un filtro que
permite eliminar tendencias de segundo orden, por aquello de la alta no estacionariedad
durante el transcurso de la actividad f´ısica. El exponente α1 es una medida que analiza las
correlaciones lineales a corta escala de una serie temporal (usualmente entre 4-11 latidos
en el caso de la sen˜al card´ıaca) y que se utiliza de manera esta´ndar en la bibliograf´ıa para
discernir entre grupos de datos en distinto estado o condicio´n fisiolo´gica. Como ejemplos
relevantes podemos mencionar: sujetos sanos y angina de pecho (Ma¨kikallio et al., 1998),
sujetos sanos y enfermedad coronaria (Laitio et al., 2000), evolucio´n en funcio´n de la edad
(Pikkuja¨msa¨ et al., 1999), sujetos sanos y fallo congestivo card´ıaco (Peng et al., 1995),
reposo y ejercicio (Karasik et al., 2002; Tulppo et al., 2003), ejercicio a diferentes inten-
sidades (A. J. Hautala et al., 2003), etc. En la Fig. 4.8 se muestran los resultados: en
primer lugar, en cuanto a los futbolistas aficionados obtenemos un mayor exponente de
correlacio´n de corto alcance durante el transcurso de la actividad f´ısica, llegando a ser
significativa esta diferencia. En el caso de los futbolistas profesionales, aunque la media
durante el test de esfuerzo es ligeramente superior a la correspondiente durante el reposo,
la diferencia no es ni mucho menos significativa (p = 0.87). Por u´ltimo, en cuanto a la
comparacio´n en reposo de futbolistas (tanto profesionales como aficionados) y culturis-
tas aficionados, vemos que que los primeros presentan una mayor correlacio´n de corto
alcance, siendo significativa la diferencia. Existe cierta contradiccio´n entre los resultados
encontrados: si bien en el caso de los futbolistas aficionados el ejercicio parece estimular
el exponente α1 de acuerdo con los resultados mostrados en (Karasik et al., 2002; Platisa
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Figura 4.8: Comparacio´n de datos fisiolo´gicos mediante el exponente α1 del DFA. En este
caso el DFA se aplica directamente a las series RR, que previamente han sido sometidas
a un filtrado que es capaz de eliminar tendencias de segundo orden. (a) Comparacio´n
entre futbolistas aficionados en reposo (c´ırculos negros) y carrera moderada (cuadrados
rojos). En la parte derecha del gra´fico se adjuntan las medias y desviaciones esta´ndar de
grupo, teniendo en este caso que durante la carrera α1 es mayor que en reposo (p = 10
−4).
(b) Comparacio´n entre futbolistas profesionales en reposo (c´ırculos negros) y durante la
realizacio´n de un test de esfuerzo (cuadrados rojos). La media durante el test de esfuerzo
es ligeramente superior a la obtenida durante el reposo, sin llegar a ser estos resultados
significativos (p = 0.87). (c) Comparacio´n entre grupo de futbolistas (aficionados y pro-
fesionales) (tr´ıangulos azules) y culturistas aficionados (tria´ngulos margenta). El valor
promedio de α1 en los futbolistas es mayor que el correspondiente a los culturistas, siendo
significativa la diferencia (p = 5 · 10−4).
et al., 2008), para los futbolistas profesionales que realizan un test de esfuerzo (mucho
ma´s intenso que la carrera moderada) las diferencias con el reposo son insignificantes,
en contraposicio´n con lo visto en (A. J. Hautala et al., 2003). Por otro lado, en (Tulppo
et al., 2003) hemos encontrado que el entrenamiento aero´bico disminuye levemente el va-
lor del exponente α1. Sin embargo, en nuestra comparacio´n entre futbolistas y culturistas
observamos el caso contrario: los futbolistas (realizan entrenamiento aero´bico) presentan
un mayor valor de α1 que los culturistas (no realizan entrenamiento aero´bico).
Por tanto, los resultados obtenidos mediante el ana´lisis del exponente α1 son un tanto
contradictorios y no podemos extraer conclusiones claras de los mismos.
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Figura 4.9: Ejemplo de subida y bajada del ritmo card´ıaco en un registro de 10 min
de reposo (sentado), 50 min de carrera y un per´ıodo de recuperacio´n en torno a 10 min
(caminando a un paso muy lento al principio, y sentado despue´s de los 5 primeros minutos).
Se aprecia claramente que justo al iniciar la carrera se produce un aumento brusco del
ritmo card´ıaco (descenso de los per´ıodos RR). Por el contrario, al iniciar el per´ıodo de
recuperacio´n, el descenso del ritmo card´ıaco (aumento de los per´ıodos RR) es mucho ma´s
lento.
4.4. Otros resultados preliminares
En esta seccio´n exponemos otros resultados preliminares que hemos obtenido a trave´s
de medidas de no-linealidad en series card´ıacas. En concreto, hemos obtenido varios re-
gistros de un mismo sujeto que constan de carrera continua con una duracio´n aproximada
45-50 min, seguidos de un periodo de recuperacio´n o vuelta a la calma donde el sujeto se
encuentra de pie caminando lentamente. Como antesala de los resultados sabemos que los
aumentos del ritmo card´ıaco (propiciados por la rama simpa´tica del NSA) son mucho ma´s
abruptos, que los descensos (propiciados por la rama parasimpa´tica del NSA). A modo de
ejemplo gra´fico, en la Fig. 4.9 visualizamos un registro card´ıaco correspondiente al autor
de este trabajo con una duracio´n aproximada de 10 min de reposo (sentado), 50 min de
carrera a una velocidad de 15 km/h y un per´ıodo de recuperacio´n post-carrera aproxima-
do de 10 min. Como podemos apreciar, una vez iniciada la carrera, la rama simpa´tica del
Sistema Nervioso propicia un aumento brusco del ritmo card´ıaco (descenso de los perio-
dos RR). Sin embargo, una vez iniciada la recuperacio´n, el ritmo card´ıaco decrece de una
forma mucho ma´s paulatina (aumento de los periodos RR) (ver Ape´ndice C).
Una vez analizado este ejemplo, parece claro que las propiedades estad´ısticas de series
4.4. Otros resultados preliminares 117
card´ıacas durante el reposo, ejercicio y recuperacio´n son totalmente diferentes. Adema´s,
el per´ıodo de recuperacio´n ha sido como un indicador del estado de forma f´ısica del
sujeto, e.g. en el caso de un sujeto que realiza entrenamiento aero´bico de forma habitual
y un sujeto sedentario, si ambos se someten a un ejercicio f´ısico de ide´ntica intensidad y
duracio´n, una vez concluido este, el sujeto con mejor estado de forma f´ısica lograra´ reducir
su ritmo card´ıaco (volver a la calma) mucho antes que el sujeto sedentario. Un completo
ana´lisis de las propiedades estad´ısticas de la fluctuacio´n card´ıaca inmediatamente despue´s
de la actividad f´ısica puede ser encontrado en (Javorka et al., 2002). Tambie´n ha sido
estudiado el per´ıodo de recuperacio´n como un predictor de mortalidad (Cole et al., 1999),
en situaciones patolo´gicas (Imai et al., 1994; Lipinski et al., 2004), su relacio´n con el SNA
(Savin et al., 1982), etc. Debido por tanto al intere´s que puede suscitar el estudio de
las propiedades de la serie card´ıaca durante el periodo de recuperacio´n tras realizar una
actividad aero´bica, nos proponemos comparar el coeficiente de no-linealidad durante el
ejercicio y el per´ıodo de recuperacio´n. Disponemos de 18 registros pertenecientes al Dr.
Pedro A. Bernaola Galva´n tomados durante un periodo de 3 an˜os (edad comprendida
entre 44-47 an˜os) y sin que se daten patolog´ıas card´ıacas en su historial cl´ınico. Cada
registro consta de una hora de carrera a velocidad constante seguido de un per´ıodo de
recuperacio´n de 10-15 min (andando a paso muy lento). Los resultados se muestran en la
Fig. 4.10. El protocolo aplicado es exactamente el mismo que el expuesto en las secciones
anteriores. De nuevo, apreciamos que el ı´ndice de no-linealidad es mucho ma´s elevado en
promedio durante el ejercicio que el correspondiente durante el per´ıodo de recuperacio´n
post-carrera (p = 2.8 · 10−2).
Como ampliacio´n de este estudio, en el futuro buscaremos obtener bases de datos
card´ıacos de sujetos en diferente estado de forma f´ısica, mientras realizan ejercicio aero´bico
y con posterior per´ıodo de recuperacio´n. El ejercicio aero´bico se realizara´ preferiblemente
en una bicicleta esta´tica para poder controlar la intensidad mediante potencio´metro y
garantizar que la recuperacio´n se de´ exactamente en las mismas condiciones para todos los
sujetos. Con este experimento podremos determinar si existe correlacio´n entre el nu´mero
de latidos recuperados por minuto en cada atleta y su coeficiente de no-linealidad.
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Figura 4.10: Comparacio´n del ı´ndice de no-linealidad durante el ejercicio y la posterior
recuperacio´n. En el caso de la carrera, para mitigar los posibles efectos de taman˜o finito se
obtiene el coeficiente de no-linealidad en series del mismo taman˜o que el correspondiente
a la recuperacio´n, representando los cuadrados el valor medio y las barras de error la
desviacio´n esta´ndar sobre todas las series obtenidas a partir del mismo registro. Tambie´n
se adjuntan las medias y errores esta´ndar de grupo, quedando patente que la no-linealidad
durante el ejercicio es menor en promedio que la correspondiente al per´ıodo de recupera-
cio´n (p = 2.8 · 10−2)
Cap´ıtulo 5
Conclusions
5.1. Chapter 1
We have done a general review about concepts related to time series, models to repro-
duce some time series present in nature (fractional Gaussian noise and fractional Brownian
noise), methods to generate synthetic time series (Fourier Filtering Method), estimating
linear correlations (fluctuation analysis techniques), nonlinear correlations (multifractal
spectrum, wavelet transform) and some other useful techniques to deal with time series.
5.2. Chapter 2
In this chapter we have presented a systematic study of the correlation properties (by
means of DFA) of the decomposition of artificial long-range power-law linearly correlated
time series into their magnitude and sign series as well as the correlation properties,
including nonlinear ones, of the composed series obtained as products of independent
magnitude and sign series.
Regarding the decomposition problem, we have studied the correlations of the magni-
tude and sign of a variety of fractional Gaussian noises and fractional Brownian motions
generated by means of the Fourier Filtering Method, one of the most widely used to gene-
rate artificial linear correlated series. The results are summarized in Fig. 2.3. In addition,
we have obtained analytic expressions for the correlation exponent of the sign series αsign
(Eq. 2.10), in particular, we show that αsign ≤ 3/2 independently of the correlations of the
original series. These results, together with those obtained numerically for the magnitude
shown in Fig. 2.3 (also in agreement with (Kalisky et al., 2005) for the square of the
series), will be of great help in order to model surrogate time series. For example, the
sign series obtained from the decomposition are often used to generate correlated binary
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series in the study of DNA sequences (Bernaola-Galva´n et al., 2002, 2012; Peng et al.,
1994b) or disordered binary solids (P. Carpena and Stanley, 2002) as well as to generate
distributions of first-passage times of correlated series (Carretero-Campos et al., 2012). It
is also worth mentioning that, following the results shown in Sec. 2.1 it is clear that long-
range anticorrelated binary sequences cannot be obtained using this method, a drawback
shared with other methods (Izrailev et al., 2007; Keshet, 2004; Usatenko et al., 2014).
Apart from the utility of the decomposition to generate surrogate series, the compa-
rison of the results obtained here for artificial linear series with those obtained from real
data would help to unveil the existence of coupling in the mechanisms responsible for the
magnitude and sign or to discard it. This information is instrumental for the study of the
underlying processes generating complex non-linear time series such as those obtained
from physiological systems.
By means of the composition, we studied the correlations in series obtained as the
product of independent series of correlated magnitudes and signs. First, we explore the
linear correlations measured by the DFA exponent and find that, only for those composed
series with αsign < 1 we obtain a scale free behavior, i.e. a fit to a single power-law of F (`)
in the whole range. In addition, the correlation exponent of the composition is given by
αsign independently of αmag. On the other hand, for αsign ≥ 1, we observe clear crossovers
for αmag < 1 whose position, `c, can be obtained analytically (Eq. 2.21). Here the composed
signal scales with α1 ' αmag for ` < `c whereas for ` > `c it scales with α2 ' αsign. For
αmag ≥ 1 we show that crossovers, although theoretically predicted, are difficult to detect
in practice and the composed signal approximately scales with a single exponent given by
α1 = min{αmag, αsign}. As a consequence of this, and taking into account that αsign ≤ 3/2,
the composition cannot produce signals with correlation exponents above 3/2. Results are
summarized in table 2.1.
Finally, we analyze the nonlinear properties of composed signals by means of MFDFA
in the region αsign < 1. As a measure of the nonlinearity in the signal we use the width
of the multifractal spectrum (∆ζ) and show that it grows almost linearly with αmag, thus
indicating that the nonlinear properties of the composed signals are controlled by the
correlations in the magnitude. In addition, we also find that ∆ζ is independent of αsign.
This last result is interesting because it means that we can generate surrogate signals for
which we can fix both the linear correlations (αsign) and the strength of the nonlinearities
(∆ζ).
At last, we would like to remark that some of the results obtained by means of DFA
for magnitude and sign time series throughout this chapter are spurious because, just like
we show in Chap. 3, DFA is not able to detect correlations in the magnitude series when
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αin > 3/4, and in the sign series when αin > 1/2 (Carpena et al., 2017).
5.3. Chapter 3
In this chapter we have obtained the analytic expression between the autocorrelation
function of a fractional Gaussian noise, Cx, and its magnitude, C|x| (Eq. 3.35). By vi-
sual inspection of C|x| vs. Cx (Fig. 3.1) it is clear that the autocorrelation function of
the magnitude time series of a fractional Gaussian noise cannot be anticorrelated, i.e.
take negative values. Furthermore, considering the first non-vanishing term of the Taylor
expansion of Eq. 3.35 we can see that the autocorrelation function of the magnitude,
C|x|, shows a quadratic dependence (approximately) with the autocorrelation function of
the original series. Moreover, we have also obtained the analytic expression between the
autocorrelation function of the quadratic series (Eq. 3.55), Cx2 , as a function of the au-
tocorrelation function of the original signal, Cx, also obtaining a quadratic dependence.
This results implies that fractional Gaussian noises and their quadratic series have similar
asymptotic behavior and justifies that in some papers, scaling properties of magnitude
and quadratic time series are associated (Kalisky et al., 2005).
For the sign series (also of great interest when studying important properties of the
system under study) exists an analytic relation between its autocorrelation function, Cs,
and the original series, Cx, originally found by (Apostolov et al., 2008) for Gaussian
series (Eq. 3.57). Throughout this chapter we prove this analytical relation by means
of two different ways, Moreover, we show that Eq. 3.57 is not only valid for Gaussian
distributions, but for symmetrical distributions. By visual inspection of Eq. 3.57 we see
that sign series can be anticorrelated, something that Fluctuation Analysis Techniques
are not able to detect (Carpena et al., 2017). Moreover, considering only the first non-
vanishing term of the Taylor expansion of Eq. 3.57, we obtain that the autocorrelation
function of the sign series, Cs, shows a similar asymptotic behavior to the autocorrelation
function of the original series, Cx. This result also corroborate those obtained in Chapter 2
where the scaling exponent of a fractional Gaussian noise takes the same value that the
one of the original signal for values 0.5 ≤ αin < 1 (this is the range where (i) it is possible
to calculate the autocorrelation function and (ii) Fluctuation Analysis Techniques do not
present spurious results).
In addition, combining Eqs. 3.35 and 3.57 we can obtain an analytic expression which
relates the autocorrelation of the magnitude and sign series in linear Gaussian noises
(Eq. 3.98), which can be of great utility when studying dynamical properties in systems
where the magnitude and sign play an essential role.
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Finally, we note that, up to now, all the analytic relations previously mentioned are
only valid for linear Gaussian noises. Then, we have obtained nonlinear synthetic series
by means of the composition method, and we have checked that in all cases the autoco-
rrelation of the magnitude series shows deviation from the expected value in case of linear
Gaussian noises (Eq. 3.35). For this reason, we propose a new measure on nonlinearity
based on this deviation. Lastly, we have obtained analytic expressions for the nonlinea-
rity index in synthetic series generated by means of the composition method. The results
obtained here are in perfect agreement with those obtained by using the Fluctuation
Analysis Techniques in Chapter 2 where the nonlinear properties appear only when the
magnitude series is generated with values H1 > 3/4.
5.4. Chapter 4
In this chapter we apply this new measure of nonlinearity to real data (heartbeat
series). First, we do a general review of the use of correlations in order to find out dy-
namical properties in the human heart, e.g correlations change dramatically with age,
physical shape, and different physiological states. However, most of the papers found in
the literature are focused on the linear correlations (specially using the short term DFA
exponent α1), being the nonlinear correlations of great importance though, e.g. nonlinear
correlations are totally different in healthy and pathological situations. Here, we use the
nonlinearity index, ∆, to assess the strength of nonlinearities in:
Rest and exercise. We analyze recordings from amateur soccer player resting and
running at a moderate pace and found that nonlinearity is always higher during
the rest stage (this result is found for each subject and also in average). We also
analyze recordings from professional soccer players during rest and stress test, ob-
taining also that nonlinearity is dramatically reduced during exercise. This result
supports the hypothesis that during exercise the heartbeat time series loses comple-
xity. Furthermore, we also obtain that professional players show higher nonlinearity
during rest (in average) than amateur players. This result suggests that the state
of fitness (higher for professional players) increases the strength of nonlinearities in
the human heart. Lastly, another important conclusion drawn from the analysis is
the fact that the intensity of exercise seems also to be involved in the strength of
nonlinearities. Professional players show less nonlinearity index during stress test
than amateur players running at moderate pace, despite being the opposite during
rest, i.e. professional players show higher nonlinearity than amateur players.
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Cardiovascular and strength training. Much has been said about the perma-
nent effects of cardiovascular exercise in the human heart. In the literature we can
find different results (contradictory in some cases), however, it seems clear that
the average cardiac rhythm decreases and heart rate variability (HRV) increases
in people who usually do cardiovascular exercise. Here, we calculate the nonlinea-
rity index ∆ of recordings from two groups of people who usually follow totally
different training methods. On the one hand, we have football players (amateurs
and professionals) who are continuously moving during training sessions and thus,
cardiovascular component is always present. On the other hand, we have a group
of bodybuilders who do not include any cardiovascular activity in their training.
Looking at Tables 4.3 and 4.4 we can see similar parameters in both groups, thus,
making impossible to draw results from RR statistics. However, our results show
that nonlinearity is higher for athletes who include cardiovascular training in the
seasons (p = 7.6 · 10−4). This result suggests that although nonlinearity is much lo-
wer during aerobic episodes, this kind of exercise tends to increase the nonlinearity
of the heartbeat time series during rest.
Results obtained with DFA exponent α1. Here, we have obtained the α1 DFA
exponent for: (i) rest and exercise episodes from amateur and professional players,
finding that α1 is much higher while running for amateur players. However, despite
having been previously published that the intensity of exercise is correlated with α1
(A. J. Hautala et al., 2003) we find for professional players that α1 takes practically
the same value for rest and stress test. Finally we also compare the results obtained
between football players and bodybuilders obtaining that α1 is slightly higher for
soccer players. However, in (Tulppo et al., 2003) we can find the opposite result, i.e.
aerobic training decreases the exponent α1.
Other preliminary results. Finally, in this chapter we also obtain some new
preliminary results. Specifically, we know that recovering periods after exercise are
frequently used to assess the state of fitness. Here, we analyze several recordings from
Prof. Bernaola-Galva´n (running and recovering period) and show that, nonlinearity
experiments abrupt increase when stopping exercising. This results could be of great
interest for the future, as we could draw conclusions about state of fitness just
analyzing how the nonlinearity index evolves after exercising.
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5.5. General conclusion and future perspective
In this work we have studied correlations properties of magnitude and sign time series
by means of DFA and autocorrelation function. We have shown that DFA is not able
to accurately estimate correlations in the magnitude and sign time series in some cases.
Moreover, we have based on the fact that correlations in the magnitude have widely
been used to determine nonlinear properties in time series to propose a new nonlinearity
measure which is not affected by the spurious results offered by DFA in some cases. In
addition, we have applied this new measure to real data (heartbeat series) during rest and
exercise and different training methods.
Finally, as a future perspective, we hope that this work raises awareness of the inap-
propriate use of DFA found in many papers in the literature and encourages researchers
to look for new measures to quantify linear and nonlinear properties in fractal time series.
The new nonlinearity index we have proposed here can be applied to analyze nonlinear
properties in time series in very different fields and, consequently, better understand the
dynamics of complex systems. However, it is still necessary to research how this measure
is affected by finite size effects, the `max parameter and the initial value distribution of
the series under study.
Ape´ndice A
Fluctuaciones del signo en series no
estacionarias (α ≥ 1)
Consideramos una serie con correlaciones de largo alcance con α ≥ 1 (fBM) y denota-
mos por x al taman˜o de un segmento en cuyo interior no hay ningu´n cambio de signo (i.e
segmentos con signo constante, o simplemente “segmentos” de ahora en adelante). Se ha
probado que la distribucio´n de x sigue una ley de potencias con exponente α− 3, la cual
una vez normalizada puede ser escrita de la siguiente forma:
p(x) =
(2− α)N2−α
N2−α − 1 x
α−3 (A.1)
El valor medio 〈x〉 de los segmentos de signo constante viene dado por:
〈x〉 =
∫ N
1
p(x) dx =
(
2− α
α− 1
)
N −N2−α
N2−α − 1 (A.2)
y el nu´mero medio de tales segmentos en una serie de taman˜o N :
n =
N
〈x〉 =
(
α− 1
2− α
)
N2−α − 1
1−N1−α (A.3)
Al evaluar las fluctuaciones para un taman˜o de ventana `, u´nicamente la porcio´n de sen˜al
cubierta por segmentos con x < ` tendra´ contribucio´n no nula: para el resto de la sen˜al,
la totalidad de la ventana de taman˜o x < ` estara´ localizada dentro de un segmento de
signo constante y, por tanto, sin fluctuacio´n, por lo que su contribucio´n a Fsign(`) sera´
nula1.
Para evaluar la porcio´n de sen˜al cubierta por segmentos con x < `, en primer lugar
1Para ser precisos, por cada segmento de signo constante x > ` tendremos al menos dos ventanas que
pertenecen parcialmente al segmento. Este efecto sera´ pra´cticamente insignificante para α > 1.
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evaluamos la probabilidad de que dado un segmento, su taman˜o sea ma´s pequen˜o que `:
P (x < `) =
∫ `
1
p(x) dx = 1− N
2−α − `2−α
`2−α [N2−α − 1] , (A.4)
el taman˜o medio de estos segmentos:
〈x<`〉 =
∫ `
1
x p(x) dx
P (x < `)
=
(
2− α
α− 1
)
`α−1 − 1
1− `α−2 (A.5)
y la fraccio´n de serie cubierta por segmentos con x < `:
f(x < `) =
nP (x < `) 〈x<`〉
N
=
`α−1 − 1
Nα−1 − 1 '
`α−1
Nα−1
(A.6)
Si denotamos por i al nu´mero de unos en una ventana de taman˜o `, se puede obtener de
manera directa que la varianza de la ventana viene dada por:
var(i, `) =
4i
`
− 4i
2
`2
(A.7)
Teniendo en cuenta que para taman˜os de serie N suficientemente grandes encontraremos
todos los posibles valores de i ∈ {1, 2, ..., ` − 1}, podemos asumir que la varianza media
en ventanas de taman˜o ` localizadas dentro de segmentos con x < ` sera´:
var(`) = f(x < `)〈var(i, `)〉i =
=
`α−1
Nα−1
1
`− 1
(
2
3
`− 2
3`
)
∝
(
`
N
)α−1
(A.8)
y su desviacio´n esta´ndar:
σ(`) =
√
var(`) ∝
(
`
N
)α−1
2
(A.9)
Fsign(`) mide el valor cuadra´tico medio de las fluctuaciones de la sen˜al integrada respecto
a ` y entonces:
Fsign(`) ∝ σ(`) · ` ∝ `
1
2
(α+1)
N
1
2
(α−1) =
`αsign
Nαsign−1
(A.10)
donde αsign =
1
2
(α + 1) es el exponente DFA de la serie signo para 1 ≤ α < 2.
Para valores ma´s altos de α, las ecuaciones comprendidas entre (A.1) y (A.3) no son
va´lidas (Carretero-Campos et al., 2012). Para estos valores, el nu´mero de segmentos n,
pasa a ser constante e independiente del taman˜o de la secuencia N . Para un taman˜o de
ventana dado `, u´nicamente n de las N/` ventanas contribuira´n con varianza no nula y,
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por tanto, podemos escribir:
var(`) =
n`
N
〈var(i, `)〉i = n`
N
1
`− 1
(
2
3
`− 2
3`
)
∝ `
N
(A.11)
Fsign(`) ∝ `
3
2
N
1
2
=
`αsign
Nαsign−1
(A.12)
donde αsign =
3
2
es el exponente DFA De la serie signo para α ≥ 2.
Se debe tener en cuenta que ambos resultados (Eqs. A.10 y A.12), concuerdan con el
hecho de que las fluctuaciones en una serie no estacionaria deben depender del taman˜o
de la secuencia N .

Ape´ndice B
Funcio´n de autocorrelacio´n de series
temporales con mo´dulo y signo
desacoplados.
La funcio´n de autocorrelacio´n de una serie temporal {xi} a distancia `, cuyos valores
siguen una distribucio´n normal con media cero y desviacio´n esta´ndar unidad viene dada
por:
C(`) =
〈xixi+`〉 − 〈xi〉〈xi+`〉
σ2
= 〈xixi+`〉, (B.1)
donde 〈·〉 denota la media sobre la serie temporal. Obviamente podemos escribir:
C(`) = 〈sgn(xi)|xi|sgn(xi+`)|xi+`|〉 (B.2)
C(`) = 〈sgn(xi)sgn(xi+`)|xixi+`|〉, (B.3)
donde sgn(·) denota la fluctuacio´n del signo. Si consideramos que mo´dulo y signo no esta´n
acoplados (i.e. son variables aleatorias independientes) podemos asumir que:
C(`) = 〈sgn(xi)sgn(xi+`)〉〈|xixi+`|〉 (B.4)
C(`) = Csign(`)〈|xixi+`|〉, (B.5)
donde Csign(`) es la funcio´n de autocorrelacio´n a distancia ` de la serie signo. Por otro
lado, en cuanto a la funcio´n de autocorrelacio´n del mo´dulo, podemos escribir:
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desacoplados.
Cmag(`) =
〈|xixi+`|〉 − 〈|xi|〉〈|xi+`|〉
〈|xi|2〉 − 〈|xi|〉2 , (B.6)
y, teniendo en cuenta que {xi} sigue una normal con media cero y desviacio´n esta´ndar
unidad, se obtiene que:
〈|xi|〉 =
√
2
pi
y 〈|xi|2〉 = 1 (B.7)
Sustituyendo en (B.6) obtenemos:
〈|xixi+`|〉 = (pi − 2)Cmag(`) + 2
pi
(B.8)
y finalmente insertando 〈|xixi+`|〉 en (B.4):
C(`) = Csign(`)
(pi − 2)Cmag(`) + 2
pi
(B.9)
Ape´ndice C
Conceptos de Fisiolog´ıa
Este ape´ndice ofrece un breve resumen de algunos conceptos que ayudan a entender
los mecanismos ba´sicos del funcionamiento del corazo´n humano. En concreto, vamos a
centrarnos en el Sistema Nervioso Auto´nomo que controla el sistema cardiorespiratorio
(ver (Ernst, 2014; Schumann, 2010)).
C.1. Sistema Nervioso Auto´nomo
El sistema nervioso auto´nomo (ANS) es una parte perife´rica del sistema nervioso que
controla y regula la homeostasis en el cuerpo humano, i.e. mantiene bajo control ciertas
variables fisiolo´gicas como pueden ser la presio´n sangu´ınea y el ritmo card´ıaco. Cada cir-
cuito de control forma una espira cerrada donde el controlador (cerebro o sistema nervioso)
obtiene continuamente el valor actual de la variable bajo control, e.g. baro-receptores en
arterias miden la presio´n sangu´ınea y lo ajustan dependiendo de la situacio´n. Algunas
de las propiedades ma´s relevantes controladas por el Sistema Nervioso Auto´nomo son el
contenido de gases, iones y nutrientes en tejidos, salivacio´n, respiracio´n a trave´s de la
piel y funciones digestivas y cardiorespiratorias. En este resumen, y debido a los resul-
tados presentados en el Cap. 4 vamos a centrarnos en la parte que atan˜e a las funciones
cardiorespiratorias. El ANS esta´ a su vez dividido en tres partes: (i) sistema simpa´tico
(SNS), (ii) sistema parasimpa´tico (PNS) y (iii) el sistema nervioso ente´rico (ENS). En la
regulacio´n de las funciones cardiorespiratorias u´nicamente intervienen los dos primeros.
Ambos componentes actu´an de forma complementaria: la activacio´n de la rama para-
simpa´tica resulta en la liberacio´n de un neurotransmisor por el nervio neumoga´strico que
es detectada por el receptor de acetilcolina del corazo´n que a su vez aumenta la conduc-
tividad K+ en las membranas del corazo´n y produce la deceleracio´n del ritmo card´ıaco.
Por el contrario, la aceleracio´n del ritmo card´ıaco es inducida por la activacio´n de la ra-
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ma simpa´tica debido a la liberacio´n de epinefrina y norepinefrina que llega a receptores
adrene´rgicos. Diversos estudios han asociado la activacio´n parasimpa´tica con componen-
tes de alta frecuencia (0.15 − 0.40 Hz) en la sen˜al de ritmo card´ıaco, mientras que la
activacio´n de la rama simpa´tica estimula las componentes en baja frecuencia 0.04− 0.15
Hz, aunque esto u´ltimo ofrecio´ mucha controversia ya que algunos estudios apuntan a que
la banda de baja frecuencia tambie´n es influenciada por la rama parasimpa´tica (Camm
et al., 1996; Goldberger, 1999). Tambie´n se debe tener en cuenta que la activacio´n para-
simpa´tica es bastante ma´s ra´pida debido a una alta concentracio´n de acetilcolinesterasa
en el no´dulo sinoauricular que induce la contraccio´n del corazo´n. Sin embargo, la rama
simpa´tica predomina en situaciones donde se requiere una ra´pida respuesta, e.g. levantarse
de forma repentina, situaciones en las que hay miedo, etc. Por el contrario, las respuestas
a la activacio´n parasimpa´tica parecen mucho ma´s lentas (a modo de ejemplo se puede
pensar en el tiempo necesario para volver a la calma despue´s de realizar ejercicio f´ısico).
Una posible explicacio´n para esta aparente contradiccio´n radica en la omnipresencia de la
componente simpa´tica. La activacio´n simpa´tica puede ser inducida mediante una reduc-
cio´n parasimpa´tica (ocurre con mucha rapidez). Aun as´ı, los mecanismos de regulacio´n
del sistema nervioso auto´nomo no se entienden completamente hoy en d´ıa y se siguen
investigando.
C.2. Latido Cardiaco
A trave´s de electrocardiogramas (ECG) es posible obtener informacio´n sobre el co-
razo´n, su dina´mica y su estado de salud. El electrocardiograma es una te´cnica no invasiva
que mide las diferencias de potencial inducidas por la excitacio´n card´ıaca. Fue introducido
por primera vez por Willem Einthoven, quien recibio´ el premio Nobel en 1924. La Fig. C.1
muestra la configuracio´n de un equipo de medida de electrocardiograma BIOPAC con 3
electrodos, mientras que la Fig. C.2 muestra un t´ıpico esquema del ciclo card´ıaco en un
sujeto sano.
Mecanismos de depolarizacio´n y repolarizacio´n forman la t´ıpica forma de una curva
ECG (la nomenclatura PQRST fue introducida por Einthoven). Durante el reposo, las
ce´lulas card´ıacas presentan un equilibrio mediante cargas positivas en el exterior de la
ce´lula y cargas negativas en el interior, conduciendo esto a una polarizacio´n. Una con-
traccio´n del corazo´n es entonces simulada por el no´dulo sinoauricular, el cual tiene un
taman˜o de solo unos cuantos mil´ımetros cuadrados. Aunque el no´dulo sinoauricular esta´
conectado al sistema nervioso auto´nomo, y la repeticio´n de sus pulsos puede ser modulada
por activacio´n parasimpa´tica y simpa´tica, su funcio´n como marcapasos es generalmente
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Figura C.1: Configuracio´n de electrodos en un equipo de medida BIO-
PAC. Imagen encontrada originalmente en http://ttktamop.elte.hu/online-
tananyagok/physiology practical/ch05s02.html
Figura C.2: Ejemplo de ciclo card´ıaco. Imagen encontrada originalmente en
https://es.wikipedia.org/wiki/Electrocardiograma
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Figura C.3: Esquema del corazo´n humano. (Imagen publicada originalmente en (Schu-
mann, 2010)).
independiente debido a ce´lulas auto-excitables y descargas naturales que ocurren a escalas
aproximadas de 100 min−1 (Despopoulos and Silbernagl, 2003). El no´dulo sinoauricular
induce la depolarizacio´n en la aur´ıcula derecha (aproximadamente 50 ms despue´s de la
generacio´n del impulso) la cual evoluciona hasta la aur´ıcula izquierda (85 ms despue´s)
y despue´s abajo hasta el no´dulo atrioventricular. Esta depolarizacio´n de la aur´ıcula se
manifiesta en la onda P (ver Fig. C.2). Cuando el pulso llega al no´dulo auroventricular
es transmitido al haz de His (segmento PQ, llegada - 50 ms, transmisio´n - 125 ms) desde
donde es conducido hasta las fibras de Purkinje. La depolarizacio´n de los ventr´ıculos se
manifiesta en el complejo QRS, donde el pico R esta´ asociado al a´pex del corazo´n. La
repolarizacio´n del tejido card´ıaco finalmente genera la onda T y el ciclo card´ıaco empieza
de nuevo. Como acabamos de ver, el ciclo card´ıaco es algo complejo. Sin embargo, el pico
R es su caracter´ıstica ma´s prominente. Por consiguiente el per´ıodo RR no es ma´s que el
periodo entre dos latidos consecutivos, y la serie temporal RR (estudiada en el Cap. 4) es
la serie cuyos elementos son los periodos entre latidos consecutivos.
C.2.1. Observables card´ıacos
Con motivo de entender la dina´mica del corazo´n, evaluar el riesgo, e identificar pato-
log´ıas card´ıacas que puedan inducir a situaciones peligrosas como el infarto o la muerte
su´bita, se han propuesto una serie de para´metros de medida. Los ma´s populares son ex-
tra´ıdos a partir de la serie RR y se pueden dividir en medidas temporales o medidas
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espectrales (Camm et al., 1996; Ernst, 2014). Entre las primeras podemos encontrar la
desviacio´n esta´ndar de la serie RR (SDNN), la desviacio´n esta´ndar de los promedios de
la serie RR en periodos de 5 min (SDANN), la ra´ız cuadrada de la media de la suma de
los cuadrados de las diferencias entre RRs consecutivos (RMSSD), la desviacio´n esta´ndar
de los incrementos de RR (SD SD), el nu´mero de pares de RRs consecutivos que difie-
ren en ma´s de 50 ms (NN50), y NN50 dividido entre el nu´mero total de intervalos RR
(pNN50). En cuanto a los espectrales cabe destacar: (i) la potencia en alta frecuencia
(HF, f ∈ (0.15, 0.40] Hz), (ii) potencia en baja frecuencia (LF, f ∈ (0.04, 0.15] Hz), (iii)
potencia en muy baja frecuencia (VLF, f ∈ (0.033, 0.04] Hz), (iv) potencia en ultra baja
frecuencia (f ≤ 0.0033 Hz) aunque este u´ltimo para´metro solo puede ser evaluado en
registros de gran duracio´n (∼ 24 h).

Ape´ndice D
Publicaciones y contribuciones
Los resultados de la investigacio´n han dado lugar a varias publicaciones y comunica-
ciones que se listan a continuacio´n.
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M. Go´mez-Extremera, P. Carpena and P. A. Bernaola-Galva´n. Magnitude and sign
decomposition of long-range fractal correlated time series. Proceedings Itise 2015,
161-170, ISBN: 978-84-16292-20-2.
P. A. Bernaola-Galva´n, M. Go´mez-Extremera, P. Carpena and A. R. Romance.
Correlations in magnitude series to assess nonlinearities: Application to multifrac-
tal models and heartbeat fluctuacions. Physical Review E, 2017. (Bernaola-Galva´n
et al., 2017)
P. Carpena, M. Go´mez-Extremera, C. Carretero-Campos, P. A. Bernaola-Galva´n
and A. V. Coronado. Spurious Results of Fluctuation Analysis Techniques in Mag-
nitude and Sign Correlations. Entropy, 19(6), 261, 2017. (Carpena et al., 2017)
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