In this paper, we discuss an extension of the Split Hamiltonian Monte Carlo (Split HMC) method for Gaussian process model (GPM). This method is based on splitting the Hamiltonian in a way that allows much of the movement around the state space to be done at low computational cost. To this end, we approximate the negative log density (i.e., the energy function) of the distribution of interest by a quadratic function U 0 for which Hamiltonian dynamics can be solved analytically. The overall energy function U is then written as U 0 +U 1 , where U 1 is the approximation error. The Hamiltonian is then split into two parts; one part is based on U 0 is handled analytically, the other part is based on U 1 for which we approximate Hamiltonian's equations by discretizing time. We use simulated and real data to compare the performance of our method to the standard HMC. We find that splitting the Hamiltonian for GP models could lead to substantial improvement (up to 10 folds) of sampling efficiency, which is measured in terms of the amount of time required for producing an independent sample with high acceptance probability from posterior distributions.
Introduction
Gaussian processes are widely used stochastic processes indexed by t, i.e., {X t : t ∈ T }, for which the joint distribution of any finite set of values is multivariate normal. Similar to multivariate normal distributions, Gaussian processes are specified by their mean and covariance. It is, however, common to set the mean to zero so the stochastic process is fully determined by its covariance function Cov[X t , X t ]. In machine learning, Gaussian processes provide a flexible yet mathematically convenient framework for specifying priors over stochastic functions of the form y = f (x), which capture the relationship between a response variable y and a set of predictors x. Despite their flexibility, Gaussian process models (GPM) are plagued by their high computational cost, which has been a preventive factor limiting the application of these models to relatively low dimensional problems. In recent years, developing methods to speed up the Gaussian process computations has been an active area of research. See for example, Barber and Williams (1997) ; Neal (1998) ; Seeger et al. (2003) ; Girolami and Rogers (2006) ; Rasmussen and Williams (2006) ; Murray et al. (2010) .
We have previously proposed a new Hamiltonian Monte Carlo (HMC) scheme, called Split HMC (Shahbaba et al., 2011) , for improving the efficiency (i.e., reducing the computational cost 1 arXiv:1201.3973v1 [stat.CO] 19 Jan 2012 involved in producing distant proposals with relatively high acceptance probabilities) of the standard HMC. In this paper, we extend this approach for sampling from the posterior distribution of model parameters in GPM. Our method is based on splitting the Hamiltonian (Leimkuhler and Reich, 2004; Neal, 2010) , and consequently the simulation of the dynamics, into two parts such that one part provides a good approximation to the Hamiltonian and can be handled analytically.
Before describing this method, we provide a brief introduction to GPM for regression and classification. To discuss GPM for regression, we start with the following simple linear regression model:
y i = β 0 + β 1 x i1 + β 2 x i2 + ...β p x ip + ε i , ε i ∼ N (0, σ 2 ε ), i = 1, · · · , n For β's, we usually use independent normal priors with mean zero,
We can rewrite the above model in vector as follows:
For a vector of n response values, the resulting distribution is a multivariate normal N (0, C), where
Setting up the model this way, we put the prior directly on the relationship between y and x. This is specially useful if our objective is to predict future cases rather than making inference about the relationship between y and x using a parametric model. (See Neal, 1998 , for details.) Suppose that we have observed (x, y) for n cases, and we want to predictỹ for a new observation with predictor valuesx. Since the covariance function depends on x, we can find C n+1 for the n the training cases along with the new observation, (x,x). To avoid confusion we denote the covariance matrix for just the training cases as C n . We can write down C n+1 based on (x,x) as follows:
where K is the n × 1 covariance vector betweenỹ and the n observed y, and v is the prior variance ofỹ obtained based on the covariance function C. For the new case, we can now obtain the posterior predictive distribution, which is also Gaussian, with the following mean and variance:
n K For the above linear regression model, the elements of C are
where δ ij is equal to 1 if i = j, and 0 otherwise. In general, we could use other covariance functions to allow for nonlinear relationships between y and x. For example, the following covariance function is commonly used for this purpose (Neal, 1998) :
The constant part, λ, is used to make sure the model fit functions where the mean of y is not zero. The noise parameter (also called jitter ), γ 2 , is adjusted to make covariance matrix positive definite. In this setting, there is one ρ for each predictor. These parameters play an important role in identifying which predictor is relevant to the prediction task. (See Neal, 1998, for details.) To use GPM for classification problems, where the target variable t can take one of K possible values, i.e., 1, 2, · · · , K, we model the probability of each class using a multinomial logistic function of some latent variables y 1 , y 2 , · · · , y K , (Neal, 1998) 
Similar to the regression model discussed above, we use a Gaussian process with mean zero and covariance C as our prior over
In general, we do not have enough information to specify the values of parameters (especially ρ's) in the covariance function a priori. Therefore, we typically treat them as hyperparameters, denoted as θ = (λ, η, ρ, γ), with their own priors and find their posterior distributions given a set of observed data. For classification models, we also need to obtain samples from the posterior distribution of latent variables {y k }. While using hyperparameters makes GPM more flexible and powerful nonparametric Bayesian models, the application of these models in practice has been greatly limited due to their costly computations. As a result, GPM have been less frequently used compared to alternative nonparametric methods such as support vector machines.
In what follows, we use an efficient sampling scheme, called Split Hamiltonian Monte Carlo (Split HMC), based on splitting the Hamiltonian in HMC for GPM. We focus our effort on ρ since they are typically large vectors (one ρ for each predictor), whereas the other hyperparameters (λ, η, and γ) are usually scalars. We also extend our approach for sampling from the posterior distribution of latent variables used in classification models.
Split HMC with partial analytical solution
In this section, we start with a brief discussion of HMC (Duane et al., 1987) and show how its efficiency can be improved by splitting the Hamiltonian in a general setting. For more detailed discussion of HMC, refer to Neal (2010) . The application of our proposed method to GPM is discussed in the next section.
Hamiltonian Monte Carlo (HMC) reduces the random walk behavior of Metropolis by proposing states that are distant from the current state, but nevertheless have a high probability of acceptance. These distant proposals are found by numerically simulating Hamiltonian dynamics for some specified amount of fictitious time. This concept can be explained using a frictionless puck sliding on an uneven surface. The state space of this dynamic system consists of its position, denoted by a vector q, and its momentum (mass m times velocity v), denoted by a vector p. In this system, the potential energy, U (q), is proportional to the height of the surface at position q, and the kinetic energy is K(p) = |p| 2 /(2m). As the puck moves on an upward slope, its potential energy increases while its kinetic energy decreases, until it becomes zero. At that point, it slides back down, with its potential energy decreasing and its kinetic energy increasing.
The above dynamic system can be represented by a function of q and p known as the Hamiltonian, usually defined in the following way:
The partial derivatives of H(q, p) determine how q and p change over time, according to Hamilton's equations:
These equations define a mapping, T s , from the state at time t to the state at time t + s. HMC uses Hamiltonian dynamics to sample from the distribution of interest with density f (q), which depends on parameters q. The potential energy function, U (q), is set to minus the log of the density function (plus some constant),
To define the dynamic system, a fictitious momentum variables p (with the same dimension as q) is used. The distribution of p, which is usually assumed to be Gaussian, defines the kinetic energy function. The joint density of q and p is then defined based on the above Hamiltonian function (4),
In Bayesian statistics, we need to sample from the posterior distribution of q given the observed data D. To this end, we set
where f (q) is the prior, and L(q|D) is the likelihood function.
Having defined a Hamiltonian function with respect to the distribution of interest (e.g., the posterior distribution of model parameters), we could in theory use Hamilton's equations to propose a new state (i.e., by moving for some pre-specified time from the current state) in the Metropolis algorithm. In theory, because Hamiltonian dynamics leaves the value of H (and hence the probability density) invariant, this proposal is accepted with probability 1. (See Neal, 2010, for more detailed explanation.) In practice, however, solving Hamiltonian's equations exactly is not always feasible so we need to approximate the equations by discretizing time using some small step size ε. To do this, it is common to use the leapfrog method, which consists of the following steps:
). In HMC, we typically use L leapfrog steps of size ε from our current state (q, p) to propose a new state (q * , p * ). The new state is then accepted with the following probability:
The choice of the step size, ε, is crucial; large step sizes lead to large discretization errors, which in turn lead to low acceptance rate, while small step sizes waste computational time and lead to slow exploration of posterior distribution.
The Split HMC (Neal, 2010; Shahbaba et al., 2011) allows much of the movement around the state space to be done at low computational cost. To this end, Split HMC aims at identifying a part of the Hamiltonian that can be handled analytically so the corresponding dynamics could move with larger step sizes. This could reduce the computational cost of HMC when the part with analytical solution provides a good approximation to the overall Hamiltonian. We can rewrite the Hamiltonian H(q, p) = U (q) + K(p) as follows:
where U (q) = U 0 (q) + U 1 (q). Note that we preserve the symmetry of H(q, p) to ensure the reversibility of the resulting Markov Chain. Now, suppose U 0 (q) has analytical solution and provides a good approximation to U (q). For example, if we set U 0 (q) = 1 2 q T Aq + Bq + C, the following derived Hamilton Dynamics with H 0 (q, p) = U 0 (q) + K(p) is analytically solvable:
If U 0 (q) provides good approximation to U (q), we should be able to take larger step sizes (i.e., fewer steps for a given trajectory length) since part of the potential energy is handled exactly (i.e., there is no discretization error). Note that before and after this step, the simulations of the dynamics are performed based on the approximation error, U 1 (q),
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As we will see in the next section, the quadratic functions of the form U 0 (q) = 1 2 q T Aq + Bq + C provide good approximations to the energy functions of GPM.
Application of Split HMC to GPM
In this section, we discuss the application of the Split HMC method to GPM for regression and classification. First, we focus on sampling from the posterior distribution of hyperparameters. Among all hyperparameters, we specifically focus on ρ since the remaining hyperparameters are typically scalars. Next, we discuss the application of our approach for sampling from the posterior distribution of latent variables in classification problems.
Sampling hyperparameters ρ
Our proposed method for sampling from the posterior distribution of ρ is the same for regression and classification problems. In what follows, we assume that y is a set of K vectors. For regression models, K = 1 and y is the observed response variable. For classification problems, K is the number of classes, and y 1 , . . . , y K are latent variables.
Throughout this section, we assume the following prior for ρ:
Given the other hyperparameters (i.e., λ, η, and γ) and y, the energy function with respect to ρ is
Note that U 0 (ρ) has a quadratic form for which Hamiltonian dynamics can be handled analytically. Moreover, when the number of predictors is moderate to large, U 0 (ρ) plus a constant provides a good approximation to U (ρ). To show this, we need to show that
Consider the covariance function shown in (1). The derivatives of covariance matrix with respect to ρ u are as follows:
Here, ∂C ij /∂ρ u = 0 if i = j, and it is non-zero otherwise. However, as the number of predictors, p, increases,
2 becomes large, and exp(− p u=1 ρ 2 u (x iu − x ju ) 2 ) approaches zero. Therefore, for relatively large p, we have
Fig. 1 illustrate this concept using a simple example. We generate p predictors with independent standard normal distribution and randomly sample the response variable for n = 50 observations from the following distribution:
2 )
The left panel of Fig. 1 shows the approximation of U (ρ) by U 0 (ρ) plus a constant when p = 3. Increasing p to 5 (right panel) improves the approximation such that the two functions become almost indistinguishable. Hamiltonian dynamics (7) based on U 0 (ρ) has the following form:
I 0 , and 1 p is a vector of size p (number of predictors) with all elements equal to 1.
Suppose A can be diagonalized as A = ΓDΓ −1 , where Γ and D could be complex matrices in general, but e At = Γe Dt Γ −1 is always real. Then, the solution ofẊ = AX is
Algorithm 1 shows the modified HMC based on the above partial analytical solution.
Sampling latent variables y
We now discuss the application of Split HMC for sampling from the posterior distribution of latent variables y k in GPM for classification problems. For fixed k, the potential energy U k (y) in terms of y k is Energy Function
Figure 1: Approximating U (ρ) by U 0 (ρ) plus a constant. As we can see, U 0 (ρ) becomes almost exactly parallel to U (ρ) as the number of predictors, p, increases from 3 to 5.
Note that U k0 has a quadratic form for which Hamiltonian dynamics can be handled analytically. Next, we show that changes in the overall energy function U k are mainly dominated by changes in U k0 and the two functions are almost parallel. For this, we write the gradient of U k ,
is a vector whose i th component is 1 if t i = k, and 0 otherwise. The i th component of
is simply
.
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Algorithm 1 Leapfrog steps in Split HMC for sampling ρ.
Sample initial values for
Using Taylor expansion, we have
, we expect y ik to be much bigger than y ik for k = k so ∂U k1 /∂y ik is dominated by ∂U k0 /∂y ik = (C −1 y k ) i , which is a linear function of y k . Even when y ik is relatively small, ∂U k1 /∂y ik would tend to be small since the absolute values of its components are less than 1. Fig. 2 illustrates the approximation of U k (y) by U k0 (y) (adjusted by a constant) for a classification problem with three classes. (The classification problem used for this example is discussed in the next section under Simulation.) As we can see, U k0 (y) is almost exactly parallel to U k (y).
For Hamiltonian dynamics (7) based on U k0 , we can find the solution analytically as follows:
Therefore, we can modify HMC to improve the sampling efficiency analogous to what we proposed for hyperparameters ρ. When the number of observations is large, solvingẊ = BX analytically by eigen-decomposition, B = Γ B DΓ B , becomes computationally intensive. To avoid this issue, we can approximate the solution using a one-step leapfrog (nested within the L-steps leapfrog for the overall dynamics) based on U k0 (y) alone. Algorithm 2 shows the resulting Split HMC scheme for this purpose. Note that for the nested leapfrog steps, the Markov Chain remains reversible. Such nested leapfrog is also known as Sexton-Weingarten scheme (Sexton et al., 1992) .
We can also show that the approximation based on the inner leapfrog step is almost equivalent to a 2nd order Taylor expansion. Note that the theoretical solution to the linear dynamics based on U k0 (y) is in fact e Bt , which can be expanded as follows:
On the other hand, we can write the approximate solution based on the one-step inner leapfrog in the following form:
where ε 3 /4C −2 is almost zero when ε is small (<< 1).
Algorithm 2 Leapfrog steps in Split HMC for sampling latent variables y k .
p for = 1 to L do p ← p − ε 2 ∂U 1 ∂y k p ← p − ε 2 C −1 y k y k ← y k + εp p ← p − ε 2 C −1 y k p ← p − ε 2 ∂U 1 ∂y k end for
Experiments
In this section, we compare the efficiency of Split HMC to the standard HMC using simulated and real data. For a given acceptance probability, we define efficiency as the amount of time required to produce an independent sample using a Markov Chain. We estimate efficiency by multiplying the required CPU time s per iteration by the autocorrelation time τ , which is defined as the number of Markov Chain transitions needed to get an independent draw from the posterior distribution.
To estimate τ , we divide the posterior samples into batches of size B, then estimate the autocorrelation time as follows:
Here, S 2 is the sample variance, and S 2 b is the sample variance of batch means (Geyer, 1992; Thompson, 2010) . We use n 1/3 batches of size B = n 2/3 (Thompson, 2010) , where n is the number of MCMC samples. Throughout this section, we set n = 2000.
For the standard HMC, we set the number of leapfrogs to 20 and choose the step size ε such that the overall acceptance probability (AP) of the Markov Chain is close to 0.7. For Split HMC, we increase the step size but decrease the number of leapfrog so the trajectory length εL remains the same as that of the standard HMC, while keeping the acceptance probability of Split HMC the same as or larger than the acceptance probability of the standard HMC.
For each experiment, we first find the autocorrelation time for model parameters separately, and then compare the two methods using the maximum autocorrelation time over all parameters. For regression models, we report the results based on hyperparameters ρ. For classification problems, we report the results based on ρ and latent variables y k .
Throughout this section, we use the following priors for ρ:
Simulation
We start with two simulation problems: one for regression and one for classification.
Regression For the regression problem, we draw n = 100 data points randomly for x from a multivariate normal distribution of dimension p = 30 with mean zero and the following covariance matrix: Using three of the predictors only, we obtain the value of the response variable as follows:
For each method, we use 40% of the data for training the model and use the remaining 60% as a test set. This is only to ensure that the two methods perform the same in terms of prediction accuracy as we expect. We compare the two methods in terms of their computational efficiency only. The results are provided in Table 1 . As we can see, Split HMC is 44.62/7.72 = 5.78 times more efficient than the standard method, while both methods have almost the same prediction accuracies. Classification Next, we compare the two methods based on a classification problem with three classes. We simulate data as follows: For u = 1, · · · , 10, i = 1, · · · , 100, we drawx iu from Uniform(0, 1). If
(i) u < 0.8, then t i is set to 2; t i is set to 3 for all other cases. Finally, we randomly generate the values of the predictors by adding noise tox iu such that x iu ∼ N (x iu , .1
2 ). As before, we use 40% of the data as the training set and the remaining 60% as the test set. Again, we expect the two methods perform similarly in terms of prediction accuracy and only differ in terms of computational efficiency. Table 2 shows that indeed our Split HMC method is 9.88/1.26 = 7.84 times more efficient than the standard HMC for sampling from the posterior distribution of hyperparameters ρ. In terms of latent variables y k our approach is 17.63/9.33 = 1.89 times more efficient. 
Real data
In this section, we use two real problems, one regression and one classification, to evaluate the computational efficiency of Split HMC.
Regression For the regression problem, our goal is to predict the level of prostate-specific antigen. The data are based on the study conducted by Stamey et al. (1989) and include 97 subjects for whom 8 different predictors are measured. We randomly choose 67 observations as the training set and the remaining 30 observations as the test. Table 3 compares the performance of our method with the standard HMC. Compared to the standard method, Split HMC is 55.22/11.98 = 4.61 times more efficient.
Classification For our classification example, we use the wine data available from (http:// archive.ics.uci.edu/ml/datasets/Wine). The objective is to determine the origin of wines based on their chemical analysis. The data include 178 observations and 13 predictors. We use 60% of the observations for training and the remaining 40% as the test set. The results based on the standard HMC and Split HMC are provided in Table 4 . As before, Split HMC provides substantial improvement over the standard method. 
Discussion
We have discussed a new scheme for sampling from the posterior distribution of GPM parameters more efficiently. Our approach speeds up GPM by producing distant proposals with high acceptance probabilities in fewer steps. For this, we rely on splitting the Hamiltonian into two parts, where one part can be handled analytically (see Shahbaba et al., 2011 , for more details). A different approach for improving HMC has been recently proposed by Girolami and Calderhead (2011) . Their method, which is based on Riemannian Manifold HMC (RMHMC), also provides substantial improvement to standard HMC. Unlike our method, however, RMHMC utilizes the geometric properties of the parameter space to explore the best direction, typically at higher computational cost, to produce distant proposals with high probability of acceptance. By contrast, our method attempts to find a simple approximation to the Hamiltonian to reduce the computational time required for reaching distant states. One possible research direction is to combine Split HMC and RMHMC to develop a sampling schemes, which is more efficient compared to each of these two methods.
Another possible research direction is to explore the possibility of splitting the Hamiltonian by dividing the observed data into several subsets. This might be especially useful for problems with large sample sizes for which the covariance matrix C is large.
