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Re´sume´
Ce me´moire est consacre´ a` la dynamique aux temps longs des syte`mes
d’ondes Hamiltoniens. Dans une premie`re partie nous identifierons l’e´tat d’e´quilibre
comme le minimum de l’e´nergie libre. La dynamique e´volue, alors, en re`gle
ge´ne´rale de telle manie`re que l’e´nergie libre soit minimum en respectant les quan-
tite´s conserve´es. Ensuite nous de´crivons la the´orie de la turbulence faible comme
approche cine´tique a` l’e´quilibre statistique d’un syste`me d’ondes. Nous expli-
quons comment cette description cine´tique conduit le syste`me a` l’e´quilibre. Dans
le cadre d’un syste`me quantique de particules indiscernables nous pre´sentons
une de´rivation nouvelle de l’e´quation de Boltzmann quantique pour des inter-
actions de coeurs durs. Nous montrons que sous certaines conditions la dyna-
mique future de l’e´quation de Boltzmann quantique pour des bosons de´veloppe
une singularite´ en temps fini comme pre´curseur de la formation d’un condensat
de Bose-Einstein. Nous examinons l’analogue classique de la condensation de
Bose-Einstein : la condensation d’ondes a` l’aide de l’e´quation de Schro¨dinger
non line´aire. En effet la the´orie de la turbulence faible montre que la dynamique
aux temps longs est gouverne´e par une e´quation cine´tique a` quatre ondes qui suit
une singularite´ en temps fini comme pre´curseur de la formation d’un condensat
d’ondes. Finalement nous obtenons l’e´quation cine´tique a` quatre ondes pour la
dynamique d’une plaque e´lastique vibrante.
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Chapitre 1
Introduction
Les me´canismes responsables des processus d’auto-organisation dans les
syste`mes d’ondes conservatifs et re´versibles sont un proble`me difficile qui a fait
l’objet d’un inte´reˆt significatif ces dernie`res anne´es. Contrairement aux syste`mes
dissipatifs qui peuvent montrer une e´volution irre´versible vers un attracteur,
un syste`me conservatif Hamiltonien ne peut pas e´voluer vers un e´tat ordonne´,
parce qu’une telle e´volution impliquerait une violation du the´oreme de Liou-
ville, donc une perte d’information statistique pour le syste`me, ce qui violerait
sa re´versibilite´ formelle. Ne´anmoins, un pas important e´te´ accompli par V.I. Pet-
viashvili and V.V. Yankov en 1985 et par V.E. Zakharov et collaborateurs en
1988 [1, 2, 3]. Des simulations nume´riques re´alise´es dans le cadre de l’e´quation
de Schro¨dinger non-line´aire focalisante, mais non-integrable, indiquent que le
syste`me hamiltonien e´voluerait, en re`gle ge´ne´rale, vers la formation d’une struc-
ture localise´e a` grande e´chelle (e.g. onde solitaire) immerge´e dans une mer de
fluctuations turbulentes de petite e´chelles. L’onde solitaire joue alors le roˆle d’un
“attracteur statistique” pour le syste`me hamiltonien, alors que les fluctuations
a` petite e´chelle contiennent, en principe, toute l’information ne´cessaire pour
l’inversion temporelle.
De point vue fondamental, la solution onde-solitaire correspond a` la solu-
tion qui minimise l’e´nergie (hamiltonien), de sorte que le syste`me approche l’e´tat
de plus basse e´nergie, alors que les fluctuations de petite e´chelle compensent la
diffe´rence entre l’e´nergie initiale (une quantite´ conserve´e) et l’e´nergie de la struc-
ture localise´e. Remarquablement, si le syste`me hamiltonien est contraint par
une inte´grale du mouvement supple´mentaire(par exemple, le nombre de parti-
cules), l’augmentation de l’entropie des fluctuations turbulentes de petite e´chelle
recquiert la formation de structures localise´es, de telle sorte qu’il est thermody-
namiquement avantageux pour le syste`me d’approcher l’e´tat fondamental qui
minimise l’energie [4, 5, 6].
Comme sugge´re´ par Zakharov [2], une description the´orique rigoureuse
de l’e´volution a` long terme du syste`me recquiert une description thermodyna-
mique du syste`me. Ce n’est que tout re´cemment que des approches d’e´quilibre
statistique ont e´te´ e´labore´s dans le cadre de la me´canique statistique [5, 6, 7].
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D’un autre point de vue, de´puis plus de quarante anne´es on a e´tabli
que les proprie´te´s statistiques a` long terme d’un syste`me d’ondes oscillant de
manie`re ale´atoire posse`dent une fermeture asymptotique en raison de la nature
dispersive des ondes et de l’interaction faiblement non-line´aire entre elles [8, 9,
10, 11]. Cette “the´orie de turbulence faible” s’est ave´re´e une me´thode puissante
pour e´tudier l’e´volution des syste`mes dispersifs d’ondes non-line´aires [12, 13].
Il s’ensuit que la dynamique a` long terme est re´gie par une e´quation cine´tique
de´crivant l’e´volution de la distribution des densite´s spectrales. Cette me´thode a
e´te´ applique´e aux ondes de surface de gravite´ [9, 11, 14], aux ondes capillaires
[15], les ondes de plasma [16], a` l’optique non-line´aire [17], et plus re´cement aux
vibrations de plaque e´lastiques [18, 19].
L’e´quation cine´tique a des proprie´te´s semblables a` l’e´quation habituelle
de Boltzmann pour les gaz dilue´s, comme la conservation de l’e´nergie et de
l’implusion, ainsi qu’un the´ore`me-H de´crivant la relaxation du syste`me vers
l’e´quilibre : la distribution de Rayleigh–Jeans. Outre les solutions d’e´quilibre (ou
thermo-dynamique), Zakharov a montre´ [16] que des solutions hors-e´quilibre en
loi de puissance existent e´galement, a` savoir les solutions Kolmogorov–Zakharov
(KZ), ou spectres de KZ, qui de´crivent l’e´change des quantite´s conserve´es (par
exemple l’e´nergie) entre de grandes et petites e´chelles.
Des mesures expe´rimentales de spectres de KZ ont e´te´ re´alise´es dans les
ondes de surface de l’oce´an [20] et dans les ondes de surface capillaires [21, 22, 23]
et plus re´cemment dans le cadre ge´ne´ral des ondes de surface [24]. Bien que ces
mesures soient possibles dans une feneˆtre d’au plus deux de´cades en fre´quence (le
plus souvent une, voire moins d’une) et ne peuvent pas discriminer de possibles
anomalies ou petits e´carts entre les exposants d’une cascade directe d’e´nergie ou
d’une cascade inverse de particules (ou “action de l’onde”), elles ne contredisent
pas la the´orie. Des simulations nume´riques ont e´galement montre´ l’existence de
spectres de KZ dans les ondes capillaires faiblement turbulentes [25] et plus
re´cemment dans les ondes de gravite´ [26] et les plaques e´lastiques [18].
Dans le chapitre 2 nous de´crivons la formation d’une structure cohe´rente
a` grande e´chelle, en particulier on montre que la relaxation vers l’e´quilibre est
gouverne´e par la recherche du minimum de l’e´nergie libre, meˆme si l’e´volution est
hamiltonienne et re´versible. Nous ajoutons quelques exemples ou` la formation
d’une structure est observe´e apre`s l’e´volution a` long terme d’une dynamique
hamiltonienne.
Ensuite, dans le chapitre 3 de ce me´moire nous de´crivons la the´orie de
la turbulence faible, c’-est-a`-dire l’existence d’une fermeture naturelle pour la
dynamique du spectre de l’onde, i.e. le cumulant d’ordre deux, pour un syste`me
d’ondes dispersives et faiblement nonline´aires. En particulier nous discutons
des propriete´s fondamentales comme les lois de conservation, le theore`me-H, le
domaine de validite´ de la the´orie, ainsi que les conditions d’existence de spectres
re´gulie`rs (homoge´ne´ite´ spatiale et se´paration pre´cise d’e´chelle temporelle [13]).
Meˆme si les hypothe`ses de la the´orie de la turbulence faible sont tre`s
ge´ne´rale, la validite´ de l’expansion de´pend crucialement de l’e´chelle conside´re´e,
alors la the´orie peut bien eˆtre valide a` grande e´chelle et e´chouer a` certaines
e´chelles plus petites avant que les me´canismes de dissipation puissent agir (par
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exemple pour l’e´cumes des vagues [27]). De manie`re ge´ne´rale pour un syste`me
isole´, il existe toujours une e´chelle au dela la the´orie n’est plus valide (par
exemple la the´orie cine´tique des gaz est valide seulement si les e´chelles de va-
riation de la fonction de distribution sont plus longues que le temps de colli-
sions). Alors un re´gime comple`tement non line´aire s’e´tablie ou` diffe´rents pro-
cessus entrent en jeu, comme l’apparition de singularite´s, structures localize´es,
vortices, structures cohe´rents, chocs, de´ferlements, etc. L’e´tat d’e´quilibre, ou
plus pre´cise´ment stationnaire est domine´ par ces evenements [28].
La formation d’une structure cohe´rente est un effet singulie`r du point
vue de la the´orie cine´tique de la turbulence faible dans le sens ou` le spectre
devient non-de´finie. En effet il est lie´ a` l’apparition spontane´e d’une distribution
singulie`re ce qui viole la validite´ de la the´orie cine´tique. Nous verrons dans la
suite de ce me´moire comment ce type de singularite´ se de´veloppe, en quoi elle
consiste, et comment on re´gularise cette singularite´.
Nous avons e´te´ amene´ a` ce proble`me apre`s une e´tude de la formation d’une
singularite´ en temps fini dans l’e´quation cine´tique de Boltzmann quantique.
Suivant, donc, un parcours plus chronologique que logique nous essayons de
re´pondre aux questions de la formation de singularite´s dans l’e´quation cine´tique
des ondes et des gaz. Dans le chapitre 4 nous examinons les proble`mes lie´s a` la
de´duction d’une e´quation de Boltzmann pour un gaz quantique dilue´, en par-
ticulier a` la lumie`re d’une Note de Jacques Yvon en 1958 sur cette question.
Cette e´quation a e´te´ propose´e peu apre`s la fondation de la me´canique quan-
tique, cependant elle est rigoureusement de´rive´e seulement dans la limite dite
de Bogoluibov, c’est-a`-dire quand le potentiel d’interaction entre particules est
inte´grable, ou alors, quand la section efficace de diffusion suite a` une collision
peut eˆtre traite´e via l’approximation de Born.
Dans le chapitre 5 nous e´tudions la formation d’un condensat via une sin-
gularite´ autosimilaire en temps fini. En particulier nous conjecturons que pre`s
de la singularite´ le phe´nome`ne est domine´ par la dynamique d’une e´quation
cine´tique a` quatre ondes, de plus il s’agit d’une singularite´ de deuxie`me espe`ce,
dans le sens de Zel’dovich, et on esquisse des conditions pour de´terminer l’ex-
posant qui gouverne la dynamique pre`s de la singularite´.
Il semble naturel que comme la dynamique de l’e´quation de Schro¨din-
ger nonline´aire (NLS) de´focalisant (ou Gross–Pitaevskii comme elle est connue
dans la communaute´ des condensats de Bose-Einstein) est re´gie par une e´quation
cine´tique a` quatre ondes alors on peut s’attendre a` ce que cette e´quation ex-
hibe un effet de condensation d’ondes “classiques” puisse construire un conden-
sat d’ondes. Brie`vement, l’e´quation cine´tique suit une dynamique autosimilaire,
comme dans le chapitre 5, cependant pre`s de la singularite´ l’e´quation cine´tique
n’est plus valide. En effet, le moment d’ordre un n’est plus nul, et les corrections
aux ordres supe´rieures de´vienent importantes. Dans le chapitre 6 nous de´crivons
en de´tail comment ce phe´nome`ne se re´alise, en particulier il existe un phe´nome`ne
de condensation d’ondes classiques qui est annalogue a` la condensation de Bose-
Einstein. A` deux dimensions spatiales la condensation d’ondes est sensible a` la
taille du domaine, et la tempe´rature critique de condensation tends vers zero a`
la limite thermodynamique.
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Un syste`me d’ondes nonline´aires privilige´es sont les de´formations d’une
plaque e´lastique plane. Les ondes sont dispersives avec une relation balistique
entre la fre´quence d’oscillation et le nombre d’onde. L’interaction entre les ondes
est alors formellement e´quivalente, du point vue de la conservation de l’impulsion
et de l’e´nergie lors d’une collision, a` celle d’un syste`me de particules classiques.
De plus le terme d’interaction dominant est une interaction a` quatre ondes. On
pourrait ainsi s’attendre a` avoir une condensation d’ondes dans une plaque oscil-
lante de taille finie (qui est normalement le cas), cependant cette condensation
n’est pas possible comme on le montrera dans ce me´moire.
A` la fin, nous ajoutons une copie des articles qui ont directement conexion
avec les sujets traite´s dans ce memoire :
“Coalescence and Droplets in the subcritical Nonlinear Schro¨din-
ger equation”, [Phys. Rev. Lett. 78, 1215 (1997).] en collaboration
avec C. Josserand.
“Dynamical formation of a Bose–Einstein condensate”, [Physica
D 152-153 pp. 779-786 (2001).] en collaboration avec R. Lacaze, P.
Lallemand et Y. Pomeau.
“Condensation of classical nonlinear waves”, Phys. Rev. Lett. 95,
263901 (2005).] en collaboration avec C. Connaughton, C. Josserand,
A. Picozzi, et Y. Pomeau.
“Weak Turbulence for a Vibrating Plate : Can One Hear a Kol-
mogorov Spectrum?”, [Phys. Rev. Lett. 97, 025503 (2006).] en col-
laboration avec G. Du¨ring et C. Josserand.
Ce manuscrit est une suite naturel des recherches entame´es il y a quinze
ans en collaboration avec Yves Pomeau sur la dynamique de mode`les de super-
fluide et supersolides, la thermodynamique et la cine´tique de la condensation
de Bose-Einstein. Je suis gre´ non seulement de son enthousiasme pour ce sujet
mais aussi pour tout son savoir qu’il m’a fait partager.
Dans ce parcours ardu, j’ai puˆ be´ne´ficier de discussions avec mes amis
et collaborateurs Christophe Josserand et Antonio Picozzi ainsi que du travail
de Gustavo Du¨ring sur les multiples subtilite´s de la the´orie de la turbulence
d’ondes.
Je tiens a` mentionner aussi mes discussions avec Mokhtar Adda-Bedia,
Arezki Boudaoud, Enrique Cerda, Xavier Leyronas et Thomas Witten, qui se
sont ave´re´es toujours stimulantes.
Je voudrais remercier les Professeurs Stephan Fauve, Alan Newell et Al-
berto Verga pour avoir eu la gentillese d’accepter d’eˆtre les rapporteurs, ainsi
que Pierre Coullet, Sergey Nazarenko et Jean-Bernard Zuber, membres du jury.
Je remercie Yves Pomeau qui a bien eu la diligence de lire et corriger
le manuscript original. Son travail a assure´ une re´daction compre´hensible et
acceptable. Ainsi j’ai profite des conseils, remarques et corrections de Xavier
Leyronas a` plusieurs reprises. Enfin, je remercie Stephan Fauve et Alan Newell
pour les commentaires et corrections effe´ctues a` la version finale.
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a` remercier Fundaco´n Andes, Fondecyt y Anillo Act 15.
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Chapitre 2
E´quilibre statistique
Dans ce chapitre nous identifierons une e´tat d’e´quilibre comme le mini-
mum de l’e´nergie libre. Alors la dynamique e´volue en re´gle ge´ne´rale de telle
manie`re que l’e´nergie libre soit minimum en respectant les quantite´s conserve´es.
Dans les sections suivantes nous passons en revue quelques exemples qui montrent
l’e´volution irreversible d’une condition initiale douce mais ale´atoire vers un “at-
tracteur statistique” gouverne´ par la condition que l’e´nergie soit minimale.
2.1 Evolution irreversible vers une onde solitaire
dans des syste`mes hamiltoniens uni-dimensionels
Conside´rons l’e´quation de Schro¨dinger avec une non-line´arite´ arbitraire
telle qu’elle respecte les propriete´s fondamentales, telles que : la dynamique est
hamiltonienne, i.e. i∂tψ = −δH/δψ¯ ; donc l’e´nergie H est conserve´e et la dy-
namique est re´versible : ψ(x, t) → ψ¯(x,−t). L’invariance de phase ψ(x, t) →
ψ(x, t)eiα, avec α une contante re´elle, donc la masse N =
∫ |ψ(x, t)|2dx est
conserve´e, et l’invariance vis a` vis d’un changement de referentiel Galilee´n
ψ(x, t)→ ψ(x−vt, t)ei(vx−v2t/2), et donc le moment line´aire P = Im (i ∫ ψ¯∂xψdx)
est conserve´. Soit cette e´quation de la forme :
i∂tψ = −1
2
∂xxψ − f(|ψ|2)ψ; (2.1)
avec f(·) une fonction re´elle. Alors H = ∫ ( 12 |∂xψ|2 − F (|ψ|2)) dx, ou` f(s) =
F ′(s).
Zakharov et al. [2] conside`rent les formes f(|ψ|2) = |ψ| et aussi f(|ψ|2) =
|ψ|2 1+0.1|ψ|21+0.5|ψ|2 . Dans la figure 2.1 on peut voir l’e´volution d’une condition initiale
plus ou moins uniforme a` ψ(x, t = 0) ≈ 1.
Dans la Ref. [5] la fonction f(|ψ|2) = |ψ| est aussi considere´e, une e´volution
irreversible vers une onde solitaire Fig. 2.2-gauche est aussi observe´e. De plus
l’onde solitaire se trouve eˆtre le minimum d’e´nergie a` nombre de particules
constant (puis qu’il est conserve´). Ce minimum satisfait l’e´quation :
15
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Fig. 2.1 – (D’apre`s [2]) Simulation de (2.1) avec f(|ψ|2) = |ψ|2 1+0.1|ψ|21+0.5|ψ|2 . A`
gauche : t = 52.2 unite´s de temps et a` droite t = 203.35 unite´s. de temps.
1
2
∂xxψ + f(|ψ|2)ψ + µψ = 0,
ou` µ est un multiplicateur de Lagrange que doit eˆtre fixe´ par la condition :
N =
∫ |ψ(x, t)|2dx. Le minimum se trouve naturellement pour un champ ψ(x)
avec une phase fixe´e. Alors pour ψ(x) une fonction re´elle, cette e´quation est
comple`ment integrable ; en effet(
dψ
dx
)2
= µψ2 + F (ψ2) + Cte.
La constante d’integration Cte = 0 car ψ → 0 et ψx → 0 pour x→ ±∞.
La diffe´rence entre l’e´nergie initiale E0 et celle que l’on trouve apre`s le
processus de minimisation se trouve dans les fluctuations et sa distribution dans
les diverses e´chelles suit la loi d’e´quipartition. Soit ψk la transforme´e de Fourier
de ψ, alors l’e´nergie par degre de liberte´ est k2|ψk|2 et |ψk|2 ∼ 1/k2.
2.2 Se´paration de phases dans l’e´quation de Schro¨din-
ger non line´aire sous critique.
Dans la re´f. [4] nous avons e´tudie´ la dynamique d’une transition du pre-
mier ordre, F (|ψ|2) = −ρc|ψ|4 + 13 |ψ|6. Notre point de de´part etait l’e´quation
de Schro¨dinger non line´aire sous-critique1
i
∂ψ
∂t
= −1
2
∇2ψ − 2ρc|ψ|2ψ + |ψ|4ψ; (2.2)
ρc est une constante lie´e a` la densite´ critique pour la cavitation, c’est a` dire la
cre´ation d’une bulle c’est-a`-dire un e´tat tel que ψ = 0 localement. Il est utile
1En ge´ne´ral nous parlerons dans contexte de l’he´lium superfluide, c’est-a`-dire un liquide.
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Fig. 2.2 – (D’apre`s [5]) A` Gauche : Se´quence dans le temps de l’e´volution. Noter
que l’e´chelle n’est pas la meˆme entre le temps initial et le temps final. A` droite :
une comparaison entre le spectre de l’onde solitaire et celui de la fonction d’onde
ψ. La droite re´presente le spectre d’e´quipartition 1/k2.
de de´finir ρ = |ψ|2 que nous appellerons la “densite´ locale du liquide” alors,
la masse totale ou nombre de particules, N =
∫
ρdDx, est conserve´, ainsi que
l’e´nergie :
H =
∫ (
1
2
|∇ψ|2 − ρc|ψ|4 + 1
3
|ψ|6
)
dDx (2.3)
est e´galement conserve´ par la dynamique de (2.2).
L’invariance de la phase implique que le comportement aux grandes lon-
gueurs d’onde du syste`me est de´crit par une variable de phase ; il se trouve que
la phase de ψ, φ suit une e´quation d’onde :
∂ttφ = c
2
s∇2φ, avec cs =
√
ρ(ρ− ρc).
Les variation de densite´ sont la variable conjugue´e a` la phase. On peut de´finir
une pression, soit en partant de l’e´nergie (2.3), soit en partant de la vitesse de
propagation des ondes car, dpdρ = ρ(ρ− ρc), i.e.
p(ρ) = ρ2
(ρ
3
− ρc
2
)
.
La pression s’anule pour ρ = 3ρc2 et elle devient negative pour ρ <
3ρc
2 . la
cavitation, cependant, apparaˆıt lorsque c2 < 0, i.e. ρ < ρc.
Nous avons observe´ deux comportements differents : la coalescence et la
formation des gouttelettes. Dans les processus de coalescence, la taille line´aire
typique des domaines e´volue comme une puissance dans le temps ; et la fonction
de corre´lation de la densite´ suit une dynamique auto-similaire avec la loi d’e´chelle
habituelle. Pour diffe´rentes conditions initiales, nous observons la nucle´ation et
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la dynamique des e´tat localise´s stables. Ces deux re´sultats peuvent eˆtre compare´s
a` la cavitation de l’he´lium quatre superfluide ou pour la filamentation dans un
syste`me optique non-line´aire ou pour les condensats de Bose-Einstein.
A` une dimension spatiale on peut trouver facilement la solution qui mi-
nimize l’e´nergie :
ρ(x) =
3ρc
2
1− a2
2a cosh2(
√
2µx) + 1− a ; (2.4)
avec
a =
√
1− 4µ
3ρ2c
.
Le parame`tre sans dimensions a caracte´rise comple`tement la solution. Nous
reproduisons dans la Fig. 2.3 diffe´rentes solitons pour differents valeurs de a.
Fig. 2.3 – Forme de la solution type onde solitaire pour diffe´rentes valeurs du
nombre de particules N , a` partir des grands fronts jusqu’aux plus petits, N
prend les valeurs : 32, 8, 2, 1/2. L’unite´ spatialle est s = ρcx et ρc est choisi
comme e´chelle de densite´.
Apre`s avoir impose´ le nombre total de particules e´gal a` :N =
∫∞
−∞ ρ(x)dx,
on trouve :
µ =
3ρ2c
4
tanh2
(√
2
3
N
)
; (2.5)
alors, N est directement lie´ au parame`tre a par a = 1/ cosh
(√
2/3N
)
.
Dans la limite thermodynamique (N →∞) a tend vers a` 0, i.e. µ→ 3ρ2c4 ,
et le soliton tend vers la forme d’un front ρ = 0 (a` x→ −∞) jusqu’a` ρ = 3/2ρc
pour une re´gion interme´diare (arbitrairement grande qui de´pend line´airement
de N) proche de x = 0, et a` nouveau ρ = 0 pour x → ∞. La valeur ρ = 3/2ρc
est te´lle que l’e´quilibre de pressions est e´tabli p(ρ = 0) = p(ρ = 3/2ρc) = 0. Une
situation similaire apparaˆıt a` deux dimensions d’espace, cependant des solutions
inte´grables analytiquement n’existent pas.
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Fig. 2.4 – Se´quence temporelle d’un e´tat domine´ par une goutte oscilla-
toire de a) a` d). Nous avons employe´ une me´thode en diffe´rence-finie Crank-
Nicholson/Gauss-Seidel avec une grille de dx = 1.0 dans a boˆıte de 2562 avec
des conditions aux bords de Neuman.
Si la densite´ locale ρ est plus petite que ρc, une instabilite´ a` grand lon-
gueur d’onde se de´veloppe parce que c2 est ne´gatif. Des perturbations line´aires
de la densite´ : ρ+ δρke
ik·x+σkt, avec
σk =
√
ρ(ρc − ρ)k2/2− k4/4
sont instables pour toute perturbation de longueur d’onde telle que : k <√
2ρ(ρc − ρ). Dans ce cas-ci, (ρ ≤ ρc) nous obtenons nume´riquement aux temps
courts une modulation cellulaire d’une taille ℓ ≈ 1/√2ρ(ρc − ρ), voir 2.5-a. La
matie`re est ejecte´e d’un domaine a` d’autres voisins. Ensuite la se´paration de
phase est e´tablie avec des domaines de densite´s bien de´finies soit ρ ≈ 32ρc ou`
ρ ≈ 0 menant a` une coalescence et une e´volution lente-irre´versible vers une
structure a` grande e´chelle comme observe´ dans la “transition de Coarsening”,
voir figure 2.5.
La taille typique des structures e´volue comme ℓ(t) ∼ t1/2 a` deux dimen-
sions ; d’ailleurs, les simulations nume´riques montrent que le facteur de structure
S(k, t) =
〈|ψk(t)|2〉, e´volue comme
S(k, t) = ℓ(t)DSD(ℓ(t)k).
ou` SD(·) est une fonction universelle [4].
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Fig. 2.5 – A` Gauche : Se´quence dans le temps de la coalescence des “bulles”.
L’e´chelle repre´sente la phase vapeur ψ = 0 en orange (ou gris clair en impression
noir et blanc) et le “liquide” en violet (gris fonce´). Les images sont prises : a) a`
t = 36.2 ; b) t = 61.1 ; c) t = 203.35 ; et d) t = 634.7 unite´s de temps de NLS. Le
nombre de bulles diminue avec le temps suivant la loi ∼ t−1, comme d’habitude
dans les phe´nome`nes de coalescence.
2.3 Autres exemples
Dans ces sections nous de´crivons brie`vement deux syste`mes (dont un
avec des inte´ractions a long porte´) ou` la dynamique a` long terme e´volue vers
une structure coherent.
2.3.1 Dynamique de “corsening” dans l’e´quation de Landau–
Lifshitz du mage´tisme.
L’e´quation de Landau-Lifshitz pour un vecteur unitaire qui peut tourner
dans la sphe`re unitaire a` trois dimensions spatialles est l’e´quation aux de´rive´es
partielles
∂S
∂t
= S × (∇2S + Szeˆz) . (2.6)
Cette e´quation suit une dynamique hamiltonienne
∂S
∂t
= S × ∂H
∂S
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avec
H =
1
2
∫ (
(∇Sx)
2 + (∇Sy)
2 + (∇Sz)
2 + (Sz)
2
)
dx
et pre´serve l’unitariete´ : S ·S = 1 ainsi que l’aimantation initialeM = ∫ SzdDx.
Pour une situation ou` Sz ≈ 1 (ou Sz ≈ −1 ) Sx et Sy suivent, si on
de´fini ψ = Sx + iSy, l’e´quation de NLS focalisante. Comme montre´ par Rumpf
et Newell [6] une instabilite´ modulatione`lle se de´veloppe comme dans la section
pre´cedente. Notons que Sx et Sy restent borne´s car le vecteur S est unitaire.
a) b)
c) d)
Fig. 2.6 – Se´quence dans le temps de la coalescence des domaines magne´tiques.
L’aimantation initiale par unite´ de surface est M = 0. L’e´chelle repre´sente la
phase Sz = −1 en orange (ou gris clair en impression noir et blanc) et le Sz = 1
en violet (gris fonce´). Les images sont prises a` : a) t = 100 ; b) t = 20000 ; c)
t = 50000 ; et d) t = 150000 unite´s de temps.
Cette instabilite´ de´veloppe rapidement une se´paration de domaines qui
suit une dynamique tre`s lente dans le temp du type “coarsening”. En guise
d’exemple dans la figure 2.6 l’aimantation initiale est nulle et dans ce cas on
observe la se´paration des domaines dans une structure labirentique qui change
son e´chelle dans le temps de manie`re auto-similaire. Si l’aimantation est proche
de l’unite´ le syste`me engendre rapidement des bulles magne´tiques qui coalescent
dans le temps. L’e´volution est tre`s similaire a` celle de la section pre´ce´dente,
sauf que les e´tat Sz = 1 et Sz = −1 sont comple`tement syme´triques et les lois
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d’e´chelle ne sont pas universelles car l’exposant critique por la croissance de
domaines de´pend explicitement de l’aimantation initiale.
Rumpf et Newell [6] ont aussi montre´ que dans les zones ou` Sz ≈ ±1
l’e´quilibre satistique est atteint, la distribution d’e´quilibre e´tant donne´e par la
distribution de Jeans ; de plus lorsque l’e´nergie initiale diminue le syste`me suit
une transition du type ferromagnetique, et il existe une e´nergie critique analogue
a` une te´mperature de Curie.
La condition initiale est Sz = S0 avec −1 ≤ S0 ≤ 1, Sx =
√
1− S20 cosϕ
et Sy =
√
1− S20 sinϕ avec ϕ une variable ale´atoirement distribue´ dans [−π, π].
a) b)
c) d)
Fig. 2.7 – Se´quence dans le temps de la coalescence des domaines magne´tiques.
L’aimantation initiale par unite´ de surface est M = 0.75. Meˆme e´chelle que
la figure pre´ce´dente. Les images sont prises : a) t = 100 ; b) t = 50000 ; c)
t = 100000 ; et d) t = 150000 unite´s de temps.
2.3.2 Formation des coques gravitationelles.
A` la difference des exemples anterieurs cet exemple conside`re des interac-
tions a` longue pore´e comme c’est le cas des forces gravitationelles. Un proble`me
important en astrophysique est lie´ a` la dynamique aux temps longs d’un en-
semble de particules massives en interaction garvitationelle. Meˆme si a` cause
des forces a` longue porte´e il n’existe pas de re´sultat formel pour l’e´quilibre ther-
modynamique, des simulations nume´riques monttrent que parfois il existe une
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dynamique vers un e´tat type attracteur statistique. Ce-ci est le cas lorsque des
structures en formes de coquilles se forment2.
Soit une grande masse M au repos au centre du syste`me de coordone´es,
et N masses m telles que m ≪ M et mN ≪ M de telle fac¸on que la masse au
centre reste au re`pos. L’e´nergie du syste`me est alors
H =
N∑
n=1
1
2
mv2n −GMm
N∑
n=1
1
|rn| −Gm
2
N∑
l<n
1
|rl − rn| .
Soit une condition initiale ou` toutes les particules se dirigent vers la masse
centrale avec un parame`tre d’impact petit et distruibue´ de manie`re telle que le
moment angulaire initial soit nul (voir Figure 2.8-a).
Suivant les principes de minimum d’e´nergie, on extre´malise l’e´nergie a`
l’aide d’un multiplicateur de Lagrange pour assurer la conservation du moment
angulaire
L = m
N∑
n=1
rn × vn.
Le terme d’interaction entre les masses −Gm2∑Nl<n 1|rl−rn| est ne´glige´ car il est
de l’ordre de G(mN)2/R alors que les autres sont de l’ordre de GM(mN)/R,
Si ces termes sont absents les N masses sont comple`ment de´couple´es les une
des autres. Cependant meˆme si l’interaction entre les differentes particules est
ne´gligeable, c’est cette interaction qui assure la non-integrabilite´ et le me´lange
futur. On minimise donc
F =
N∑
n=1
1
2
mv2n −GMm
N∑
n=1
1
|rn| − λ ·
N∑
n=1
mrn × vn, (2.7)
par rapport aux coordone´s rn et vitesses vn. Dans (2.7) λ sont les multiplica-
teurs de Lagrange qui assurent la conservation du moment angulaire,
∂F
∂rn
=
GMm
|rn|3 rn +mλ× vn = 0, (2.8)
∂F
∂vn
= mvn −mλ× rn = 0, (2.9)
d’uu` l’on obtient
GM
|rn|3 rn = −λ× (λ× rn) = |λ|
2rn,
ou` la dernie`re e´galite´ re´sulte de λ · rn = 0. Alors
GM
|rn|3 = λ
2.
2Je remercie Andre´s Meza de l’Universite´ du Chili qui m’a comunique´ un tel phenome`ne.
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Toutes les particules orbitent a` une meˆme distance R du centre, de plus λ est la
frequence angulaire de rotation a` cause de la troisie`me loi de Kepler. Le plan de
rotation de la n-ie`me particule zˆn reste arbitraire, cependant il doit satisfaire a`
L = m
√
GMR
N∑
n=1
zˆn ≈ 0.
On comprend donc que losrque N → ∞, la distribution des plans doit se faire
uniforme´ment sur la sphe`re unitaire.
a) b)
c) d)
Fig. 2.8 – (Gentillesse d’Andre´s Meza, Universite´ du Chili.) Se´quence dans le
temps de la formation d’une coque gravitationelle de matie`re. Les images sont
prises : a) t = 0 ; b) t = 300 ; c) t3000 ; et d) t = 8000 unite´s de temps.
Chapitre 3
The´orie de turbulence faible
La dynamique a` long terme des ondes dispersives ale´atoires dans un
syste`me posse´dent une fermeture asymptotique naturelle quand il y a des inter-
actions non-line´aires faibles entre les ondes [8, 9, 10, 11] (pour plus de details voir
les re´ferences plus re´centes [12, 13]). Il en re´sulte que la dynamique a` long terme
est re´gie par une e´quation cine´tique, semblable a` l’e´quation habituelle de Boltz-
mann pour un gaz dilue´ mais sans “Stosszahlansatz”, pour la distribution des
densite´s spectrales. Cette e´quation cine´tique tient compte de l’interaction entre
les modes a` cause “d’une re´sonance interne”. Si la relation de dispersion des
ondes est quadratique dans le nombre d’onde alors les mathe´matiques derrie`re
cette condition de re´sonance sont formellement identiques a` la conservation de
l’e´nergie et de l’impulsion dans un gaz classique ou quantique.
D’ailleurs, la dynamique de l’e´quation cine´tique conserve l’e´nergie cine´tique
et le moment line´aire, de plus un the´ore`me–H fournit l’e´quilibre caracte´rise´ par
une distribution du type Rayleigh-Jeans. Par conse´quent, un syste`me isole´ e´volue
d’un e´tat initial ale´atoire a` une situation d’e´quilibre statistique comme le fait
un gaz de particules. Conside´rons un oscillateur non-line´aire qui suit une dy-
namique Hamiltoniene dans l’espace de Fourier, caracterise´e par l’amplitude de
Fourier de l’onde : Ak(t) et la variable canonique conjugue´ : A
∗
k(t). La relation
de dispersion est ωk et on supose que dans le syste`me original existe un petit
parame`tre ǫ qui mesure le rapport re´lative entre chaque term nonline´are.
La forme ge´ne´ral pour la dynamique de Ak(t) est
dAsk
dt
= −isωskAsk + ǫ
∑
s1s2
∫
Lss1s2kk1k2A
s1
k1
As2k2δ
(D)(k1 + k2 − k)dDk12 + (3.1)
+ ǫ2
∑
s1s2s3
∫
Lss1s2s3kk1k2k3A
s1
k1
As2k2A
s3
k3
δ(D)(k1 + k2 + k3 − k)dDk123 +O(ǫ3)
Les matrices Lss1s2kk1k2 , L
ss1s2s3
kk1k2k3
de´pendent explicitement du de´tail du syste`me
original et elles posse`dent en ge´ne´ral diverses symmetries.
En guise d’exemple, pour les ondes capillaires ωk ∼ k3/2 et le terme
quadratique, soit le premier ordre en ǫ est suffisant, on dit alors que l’interaction
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a` trois ondes domine la dynamique lente. Pour l’e´quation de Schro¨dinger non-
line´aire (NLS) ωk ∼ k2 et il n’existe pas de terme quadratique et la matrice L
du terme cubique est bien plus simple (voir plus loin, chapitre 6), la dynamique
est gouverne´e par l’inte´raction a quatre ondes. Pour les ondes de gravite´ ωk ∼
k1/2, l’interaction a` trois ondes n’est pas resonante, il faut donc, aller a` l’ordre
suivant et comme dans NLS c’est l’interaction a` quatre ondes qui domine la
dynamique. Pour la derivation des e´quations cine´tiques, l’article de revue re´cent
d’A. Newell, S. Nazarenko et L. Biven [13] est la re´ference pour les calculs et
de´tails complementaires.
Comme dans [13], nous definisons Ask avec les deux choix possibles s =
+,− correspondant a` la direction de propagation, telle que A+k ≡ Ak alors que
A−k ≡ A∗−k (Notons que A−s−k = Ask∗).
3.1 Moments et cumulants
Si φs(x) est le champ dans l’espace physique alors le moment d’ordre N
est donne´ par
M s1,...sNN (x,x2 · · ·xN ) = 〈φs1(x)φs2 (x+ x2) · · ·φsN (x+ xN )〉
ou` 〈. . . 〉 signifie la moyenne d’ensemble. L’homoge´ne´ite´ spatiale1 impose que le
moment d’ordre N ne depend pas du choix de l’origine x. Les moments dans
l’espace physique son directement lie´s au moment dans l’espace de Fourier, en
effet, soit
φs(x, t) =
∫
Ask(t)e
ik·xdDk, (3.2)
alors
M s1,...sNN =
∫
ei(k1+···+kN )·x
〈
As1k1 · · ·AsNkN
〉
ei(k2·x2+···+kN ·xN )dDk1 . . . dDkN .
En accord avec l’homoge´ne´ite´ spatiale le moment
〈
As1k1 · · ·AsNkN
〉
doit imposer
k1 + · · · + kN = 0, ce qui fait apparaˆıtre des termes du type δ de Dirac, voir
plus bas.
On remarque, que les moment ne sont pas des quantite´s pertinentes car
ils ne s’annulent pas lorsque les variables |x2| → ∞, |x3| → ∞, . . .|xN | → ∞ de
manie`re inde´pendante (la transforme´e de Fourier posse`dent des singularite´s).
Au contraire des moments les cumulants dans l’espace physique de´croˆıssent
a` l’infini. Les cumulants dans l’espace physique note´s par R’s
R(N)s1,...sN (x2 · · ·xN ) = {φs1(x)φs2 (x+ x2) · · ·φsN (x+ xN)}
sont relie´s quant a` eux aux moments M ’s :
1Par homoge´ne´ite´ spatiale nous voulons dire : si φs(x) est le champ initial alors le moment
M
s1,...sN
N
= 〈φs1 (x)φs2 (x+ x2) · · ·φsN (x+ xN )〉 ne de´pend pas du choix de l’origine x.
Notons que meˆme si a` l’instant initial elle est valide, cette hypothe`se pourait eˆtre brise´e par
la dynamique future [13].
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M s1 = 〈φs(x)〉 = {φs(x)} = R(1)s,
M s1,s22 (x,x2) = 〈φs1 (x)φs2(x+ x2)〉 = {φs1 (x)φs2(x+ x2)}+ {φs(x)} {φs2(x+ x2)}
= R(2)s1s2(x2) +R
(1)s1R(1)s2 ,
M s1,s2,s33 (x,x2,x3) = 〈φs1 (x)φs2(x+ x2)φs3(x+ x3)〉 = R(3)s1s2s3(x2,x3) +
+ R(1)s1R(2)s2s3(x3 − x2) +R(1)s2R(2)s1s3(x3) +R(1)s3R(2)s1s2(x2) +
+ R(1)s1R(1)s2R(1)s3 ,
M s1,s2,s3,s44 (x,x2,x3,x4) = R
(4)s1s2s3s4(x2,x3,x4) +R
(1)s1R(3)s2s3s4(x3 − x2,x4 − x2) +
+ P234R(1)s2R(3)s1s3s4(x3,x4) + P234R(2)s1s2(x2)R(2)s3,s4(x4 − x3) +
+ R(1)s1P234R(1)s2R(2)s3s4(x4 − x3) + P234R(1)s2R(1)s3R(2)s1s4(x4) +
+ R(1)s1R(1)s2R(1)s3R(1)s4 ,
etcætera.
Finalement on notera par Qs les transforme´es de Fourier des cumulants
Rs par :
R(N)s1...sN (x2 · · ·xN ) =
∫
Q(N)s1···sN (k2, · · · ,kN )ei(k2·x2+kN ·xN )dDk2 . . . dDkN .
A` partir de (3.1) on peut e´crire des e´quations inte´grales directement pour
les moments
〈
As1k1 . . . A
sN
kN
〉
. Cependant, avant de faire cela on e´tablira une re-
lation entre les moments et les cumulants dans l’espace de Fourier. Conside´rons
la transforme´e inverse de Fourier de (3.2) :
Ask(t) =
1
(2π)D
∫
φs(x, t)e−ik·xdDx, (3.3)
alors
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〈
As1k1
〉
=
1
(2π)D
∫
M s1e
−ik·xdDx =M s1 (t)δ
(D)(k) = Q(1)s(t)δ(D)(k)
〈
As1k1A
s2
k2
〉
=
1
(2π)2D
∫
M s1,s22 (x,x2)e
−i(k1·x+k2·(x+x2))dDxdDx2 =
=
1
(2π)D
∫
(R(2)s1s2(x2) +R
(1)s1R(1)s2)e−ik2·x2dDx2δ(D)(k1 + k2) =
= Q(2)s1s2(k2)δ
(D)(k1 + k2) +Q
(1)s1(t)Q(1)s2(t)δ(D)(k1)δ
(D)(k2),〈
As1k1A
s2
k2
As3k3
〉
= Q(3)s1s2s3(k2,k3)δ
(D)(k1 + k2 + k3) +
+ P123Q(1)s1(t)Q(2)s1s3(k3)δ(D)(k3)δ(D)(k2 + k3) +
+ Q(1)s1(t)Q(1)s2(t)Q(1)s3(t)δ(D)(k1)δ
(D)(k2)δ
(D)(k3),〈
As1
k1
As2
k2
As3
k3
As4
k4
〉
= Q(4)s1s2s3s4(k2,k3,k4)δ
(D)(k1 + k2 + k3 + k4) +
+ P1234Q(1)s1(t)Q(3)s2s3s4(k2,k3)δ(D)(k1)δ(D)(k2 + k3 + k4) +
+ P234Q(2)s1s2(k2)Q(2)s3s4(k4)δ(D)(k1 + k2)δ(D)(k3 + k4) +
+ P123Q(1)s2Q(1)s3Q(2)s1s4(k4)δ(D)(k2)δ(D)(k3)δ(D)(k1 + k4) +
+ P234Q(1)s1Q(1)s2Q(2)s3s4(k4)δ(D)(k1)δ(D)(k2)δ(D)(k3 + k4) +
+ Q(1)s1(t)Q(1)s2(t)Q(1)s3(t)Q(1)s4(t)δ(D)(k1)δ
(D)(k2)δ
(D)(k3)δ
(D)(k4)
etcætera.
Il est important souligner que :
Q(2)s1s2(k) = Q(2)s2s1(−k).
Habituellement, le cumulant d’ordre 1 : Q1(t) est conside´re´ nul car il repre´sente
la moyenne du champ classique. Cependant il existe des situations, comme le
cas de la condensation d’ondes (chapitre 6), ou` le champ ale´atoire n’est pas de
moyenne nulle. Ne´amoins, dans la suite on conside´rera que Q1 = 0. Le cumulant
d’ordre 2
Q−ss2 (k) = n(sk) ≡ nsk (3.4)
est appele´ le spectre de l’onde [10].
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3.2 Hie´rarchie du type BBGKY pour le cumu-
lants.
La prochaine e´tape consiste a` e´crire une hie´rarchie infinie d’e´quations
integro-differentieles non line´aires (P1′2′ signifie l’exchange des (s′1s′2) et (k′1,k′2)) :
d
dt
Q(2)s
′
1s
′
2(k′2) = i(s
′
1ωk′1 + s
′
2ωk′2)Q
(2)s′1s
′
2(k′2) +
+ ǫP1′2′
∑
s1,s2
∫
L
s′2s1s2
k′2k1k2
Q(3)s
′
1s1s2(k1,k2)δ
(D)(k1 + k2 − k′1)dDk12 +
+ ǫ2P1′2′
∑
s1s2s3
∫
L
s′2s1s2s3
k′2k1k2k3
Q(4)s
′
1s1s2s3(k1,k2,k3)δ123,1′d
Dk123 +
+ ǫ2P1′2′
∑
s1s2s3
∫
L
s′2s1s2s3
k′2k1k2k3
P123Q(2)s′1s1(−k′1)Q(2)s2s3(k3)δ11′,0δ23,0dDk123.
(3.5)
Dans cette e´quation, on a k′1 + k
′
2 = 0, on a de plus note´ : δ123,1′ = δ
(D)(k1 +
k2 + k3 − k′1) et δ23,0 = δ(D)(k2 + k3). Des e´quation similaires peuvent eˆtre
obtenues pour les cumulants supe´rieures2 :
d
dt
Q(3)s
′
1s
′
2s
′
3(k′2,k
′
3) = i(s
′
1ωk′1 + s
′
2ωk′2 + s
′
3ωk′3)Q
(3)s′1s
′
2s
′
3(k′2,k
′
3) +
+ ǫP1′2′3′
∑
s1,s2
∫
L
s′3s1s2
k′3k1k2
Q(4)s
′
1s
′
2s1s2(k′2,k1,k2)δ
(D)(k1 + k2 − k′1)dDk12 +
+ 2ǫP1′2′3′
∑
s1,s2
L
s′3s1s2
k′3−k′1−k′2Q
(2)s1s
′
1(k′1)Q
(2)s2s
′
2(k′2) +
+ ǫ2P1′2′3′
∑
s1,s2,s3
∫
L
s′3s1s2s3
k′3k1k2k3
Q(5)s
′
1s
′
2s1s2s3(k′2,k1,k2,k3)δ123,1′2′d
Dk123 +
+ ǫ2(termes)(Q(3)Q(2)), (3.6)
etcætera. Ici nous avons aussi que k′1+k
′
2+k
′
3 = 0. La structure de la hie´rarchie
est similaire a` toute ordre : une dependence a` tout ordre d’une oscillation rapide
(premie`res termes de membre de droite des e´quations (3.5) et (3.6)), et que le
nombre d’inte´grales a` faire diminuent pour les termes qui contienent un grand
nombre de cumulants de bas degre´e.
Le proble`me consiste, de´sormais, a` trouver une fermeture a` cette hie´rarchie
infinie d’e´quations. Litvak [8] et Hasselmann [9] ont suppose´ des statistiques
quasi-Gaussiennes pour fermer cette hie´rarchie. Cependant, meˆme si elle est
valide a` l’instant initial, cette hypothe`se pourait eˆtre brise´e par la dynamique
future. Plus tard Benney et Saffman [10] ont montre´ un re´sultat re´marquable :
les e´quations cine´tiques que nous obtiendrons dans la suite suivante sont asymp-
totiquement valides, inde´pendament des conditions initiales et de si la statistique
est Gaussienne ou non, lorsque le petit parame`tre ǫ→ 0.
2On a suposse´ des syme´tries pour L et que L s’annule a` k = 0 [13].
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3.3 Analyse multi-eche`lle.
La strategie de solution consiste a` re´aliser une analyse perturbative dans
les Qs :
Q(N) = Q
(N)
0 + ǫQ
(N)
1 + ǫ
2Q
(N)
1 + . . . (3.7)
et dans le temps (analyse multi-e´chelle) pour tenir compte des diffe´rentes e´chelles
temporelles :
d
dt
=
d
dt0
+ ǫ
d
dt1
+ ǫ2
d
dt2
+ . . .
L’ordre ze´ro pour tous les cumulants donne
d
dt0
Q
(N)s1...sN
0 (k2,k3, . . . ,kN ) = i(s1ωk1+· · ·+sNωkN )Q(N)s1...sN0 (k2,k3, . . . ,kN ).
Les cumulants oscillent rapidement dans le temps :
Q
(N)s1...sN
0 (k2,k3, . . . ,kN ) = e
i(s1ωk1+···+sNωkN )t0q(N)s1...sN0 (k2,k3, . . . ,kN , t1, t2 . . . ).
(3.8)
Au premier ordre il en re´sulte un syste`me infinie d’oscillateurs decouple´es. Nous
avons a` l’ordre ǫ :
d
dt0
Q
(2)s′1s
′
2
1 (k
′
2) = i(s
′
1ωk′1 + s
′
2ωk′2)Q
(2)s′1s
′
2
1 (k
′
2)−
d
dt1
Q
(2)s′1s
′
2
0 (k
′
2) +
+ P1′2′
∑
s1,s2
∫
L
s′2s1s2
k′2k1k2
Q
(3)s′1s1s2
0 (k1,k2)δ
(D)(k1 + k2 − k′1)dDk12,
d
dt0
Q
(3)s′1s
′
2s
′
3
1 (k
′
2,k
′
3) = i(s
′
1ωk′1 + s
′
2ωk′2 + s
′
3ωk′3)Q
(3)s′1s
′
2s
′
3
1 (k
′
2,k
′
3)−
d
dt1
Q
(3)s′1s
′
2s
′
3
0 (k
′
2,k
′
3) +
+ P1′2′3′
∑
s1,s2
∫
L
s′3s1s2
k′3k1k2
Q
(4)s′1s
′
2s1s2
0 (k
′
2,k1,k2)δ
(D)(k1 + k2 − k′1)dDk12 +
+ 2P1′2′3′
∑
s1,s2
L
s′3s1s2
k′3−k1−k2Q
(2)s1s
′
1
0 (k
′
1)Q
(2)s2s
′
2
0 (k
′
2).
On peut inte´grer directement par rapport a` t0 car les Q
(N)
0 sont oscillatoires
(3.8). Soit
Q
(N)s1...sN
1 (k2,k3, . . . ,kN ) = e
i(s1ωk1+···+sNωkN )t0q(N)s1...sN1 (k2,k3, . . . ,kN , t0, t1, t2 . . . ),
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alors (on note de´sormais ωi = ωki)
q
(2)s′1s
′
2
1 (k
′
2) = −t0
d
dt1
q
(2)s′1s
′
2
0 (k
′
2) + (3.9)
+ P1′2′
∑
s1,s2
∫
L
s′2s1s2
k′2k1k2
q
(3)s′1s1s2
0 (k1,k2)∆t0(s1ω1 + s2ω2 − s′2ω′2)×
× δ(D)(k1 + k2 − k′1)dDk12
q
(3)s′1s
′
2s
′
3
1 (k
′
2,k
′
3) = −t0
d
dt1
q
(3)s′1s
′
2s
′
3
0 (k
′
2,k
′
3) + (3.10)
+ P1′2′3′
∑
s1,s2
∫
L
s′3s1s2
k′3k1k2
q
(4)s′1s
′
2s1s2
0 (k
′
2,k1,k2)∆t0(s1ω1 + s2ω2 − s′3ω′3)×
× δ(D)(k1 + k2 − k′1)dDk12 +
+ 2P1′2′3′
∑
s1,s2
L
s′3s1s2
k′3−k′1−k′2q
(2)s1s
′
1
0 (k
′
1)q
(2)s2s
′
2
0 (k
′
2)∆t0(s1ω
′
1 + s2ω
′
2 − s′3ω′3),
etcætera. Encore une fois, dans (3.9) k′1+k
′
2 = 0 et dans (3.10) k
′
1+k
′
2+k
′
3 = 0.
Ici
∆t(x) =
∫ t
0
eixτdτ =
eixt − 1
ix
.
Dans la limite t→∞ la distribution ∆t(x) est tr`es oscillatoire mais reste borne´e.
Elle a de plus la propriete´ :
lim
|t|→∞
∫
f(x)
eitx − 1
ix
dx = π sgn(t)f(0) + i−
∫
f(x)
x
dx, (3.11)
ou` sgn(t) = t/|t| et −∫ correspond a` la valeur partie principale de Cauchy de
l’inte´grale.
3.4 Variete´ re´sonante et fermeture.
Plus pre´cisement on a besoin de l’expression asymptotique de l’inte´grale
de la forme :
I = lim
|t|→∞
∫
f(k1,k2)∆t(s1ωk1 + s2ωk2 − ωk)δ(D)(k1 + k2 − k)dDk12
le terme dominant de l’inte´grale est pour (k1,k2) dans la varie´te´ re´sonante
de´finie par :
k1 + k2 − k = 0 & s1ωk1 + s2ωk2 − ωk = 0.
Cependant la valeur limite en de´pend si s1ωk1 + s2ωk2 −ωk s’anulle de manie`re
simple ou double (re´sonance simple pour le premier cas, re´sonance double ou
dege´nere´ pour le deuxie`me). Dans le cas d’une re´sonance simple, qui est le cas
pour les syste`mes non dispersifs, nous avons
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I =
∫
f(k1,k2)
[
π sgn(t)δ(s1ω1 + s2ω2 − sω) + iP
(
1
s1ω1 + s2ω2 − ω
)]
δ(D)(k1+k2−k)dDk12.
La perturbation q
(N)
1 doit rester borne´e ce qui est le cas du second
terme dans (3.9) et dans le second et troisie`me terme de (3.10). Cependant
le premier croˆıt line´airement en t0. Alors on impose que
d
dt1
q
(N)
0 = 0, c-a`-d,
q
(N)
0 = q
(N)s1...sN
0 (k2,k3, . . . ,kN , t2).
A` l’ordre 2 nous avons3 :
d
dt0
q
(2)s′1s
′
2
2 (k
′
2) = −
d
dt2
q
(2)s′1s
′
2
0 (k
′
2)−
d
dt1
q
(2)s′1s
′
2
1 (k
′
2) + P1′2′
∑
s1,s2
∫
L
s′2s1s2
k′2k1k2
×
× q(3)s′1s1s21 (k1,k2)ei(s1ω1+s2ω2−s
′
2ω
′
2)t0δ(D)(k1 + k2 − k′1)dDk12
Ici on a ddt1 q
(2)s′1s
′
2
1 (k
′
2) = 0 car q
(2)
1 depend explicitement de t0 et des cumulants
a ordre zero q
(N)
0 . En inte´grant, on trouve
q
(2)s′1s
′
2
2 (k
′
2) = −t0
d
dt2
q
(2)s′1s
′
2
0 (k
′
2) +
+ P1′2′
∑
s1,s2
∫
L
s′2s1s2
k′2k1k2
[∫ t0
0
q
(3)s′1s1s2
1 (k1,k2)e
i(s1ω1+s2ω2−s′2ω′2)τdτ
]
×
× δ(D)(k1 + k2 − k′1)dDk12 (3.12)
Le terme dominant pour la dynamique de q
(3)
1 dans (3.10), lorsque t→∞ est4 :
q
(3)s′1s1s2
1 (k1,k2) = 2P1′12
∑
s4,s5
Ls2s4s5
k2−k′1−k1q
(2)s4s
′
1
0 (k
′
1)q
(2)s5s1
0 (k1)∆t0(s4ω
′
1+s5ω1−s2ω2).
Dans l’inte´grale : ∫ t
0
q
(3)s′1s1s2
1 (k1,k2)e
i(s1ω1+s2ω2−s′2ω′2)τdτ
on reconnaˆıt l’existence d’un terme re´sonant qui croˆıt line´airement dans le
temps, en effet∫ t
0
∆t0(s4ω
′
1 + s5ω1 − s2ω2)ei(s1ω1+s2ω2−s
′
2ω
′
2)t0dt0
3On re´tiendrais ici seulement les termes qui provienent de l’interaction a` trois ondes.
4Le terme en q
(4)
1 ne croˆıt pas avec le temps, donc il n’est pas re´sonant. En ge´ne´ral, meˆme si
le cumulant d’ordre N de´pend des cumulants d’ordre supe´rieur a` N , il est re´genere´ seulement
par des produits de cumulants d’ordre infe´rieur a` N .
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n’est pas rapidement oscillant si l’argument de l’exponentielle ajoute´ a` celui de
∆t(·) est nul5 : s4ω′1+ s5ω1+ s1ω1− s′2ω′2, c’est a`-dire pour s5 = −s1 et s4 = s′2
(car rappelons nous que dans (3.12) k′1 + k
′
2 = 0).
L’e´limination des termes re´sonants dans (3.12) donne la dynamique finale
pour le cumulant d’ordre deux (voir l’e´quation cine´tique (3.13)).
Cette analyse multi-e´chelle fournit une fermeture asymptotique lorsque
ǫ→ 0, c.-a`-d. pour les temps longs, naturelle pour les moments plus e´leve´s. Les
oscillations rapides re´ge´nerent les cumulants d’ordre e´leve´ en terme des cumulant
d’ordre inferieur graˆce aux resonances. C’est la re´sonance qui permet le transfert
d’e´nergie entre les modes aux temps longs. Nous soulignerons, encore une fois,
qu’il n’est pas ne´cessaire aucune supposition sur la statistique des moments ou
cumulants, les seules restrictions a` la validite´ de la the´orie sont :
Validite´ asymptotique : limite ǫ→ 0.
Existence de l’homoge´ne´ite´ spatiale.
Re´sonances sont simples sur la variete´ re´sonante.
Cette de´rivation ne s’aplique pas aux syste`mes line´airement dispersifs,
comme les ondes sonores. Cependant, dans la propagation acoustique les vec-
teurs d’onde tre`s co-line´aires re´alisent un effet difractive entre eaux et une fer-
meture est possible [29]. De meˆme dans les ondes d’Alfven il est possible obtenir
une fermeture [30].
3.5 E´quations cine´tiques pour la turbulence d’ondes.
Pour l’interaction a` trois ondes on trouve a` la fin une e´quation cine´tique6 :
∂tnsk(t) = 4πs
∑
s1,s2
∫
|Lss1s2kk1k2 |2ns1k1ns2k2nsk
(
s
nsk
+
s1
ns1k1
+
s2
ns2k2
)
× δ(1)(sωk + s1ωk1 + s2ωk2)δ(D)(k + k1 + k2)dDk12 (3.13)
et une renormalization de la fre´quence
ω˜k = ωk + 4ǫ
2
∑
s1,s2
∫
Lss1s2kk1k2L
s1s−s2
k1k−k2nk2δ
(D)(k − k1 − k2)
×
(
P
1
s1ωk1 + s2ωk2 − ωk
− iπδ(1)(s1ωk1 + s2ωk2 − ωk)
)
dDk12(3.14)
ou` P signifie que l’on conside`re la partie principale de Cauchy de l’inte´grale.
5Notons que si : ∆t[x, y] =
R t
0 e
iyτ e
ixτ−1
ix
dτ , alors limt→∞
R
f(x)∆t[x,−x]dx ∼
t
“
π sgn(t)f(0) + i−
R f(x)
x
dx
”
.
6Ici nous avons utilise´ des proprie´te´s de syme´trie des L’s, pour plus de de´tails voir [13].
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Pour les interactions a` quatre ondes, l’e´quation cine´tique plus ge´nerale
est (ici on conside`re le cas simplifie´ ou` Lss1s2kk1k2 = 0) :
∂tnsk(t) = 4πs
∑
s1,s2,s3
∫
|Lss1s2s3kk1k2k3 |2ns1k1ns2k2ns3k3nsk
(
s
nsk
+
s1
ns1k1
+
s2
ns2k2
+
s3
ns3k3
)
× δ(1)(sωk + s1ωk1 + s2ωk2 + s3ωk3)δ(D)(k1 + k2 + k3 − k)dDk123 (3.15)
et pour la correction de la fre´quence :
ω˜k = ωk − 3iǫ2
∑
s2
∫
Lss2−s2skk2−k2knk2d
Dk2. (3.16)
Parmi les quatre termes de la somme dans l’e´quation (3.13) un d’entre
eux s’anule directement car la condition de re´sonance ωk + ωk1 + ωk2 se ve´rifie
seulement dans un ensemble de mesure nulle. Idem pour (3.15) et la re´sonance
ωk + ωk1 + ωk2 + ωk3 .
Comme l’e´quation habituelle de Boltzmann, l’e´nergie cine´tique
E =
∫
ωknk(t)d
Dk
et l’impulsion line´aire
P =
∫
knk(t)d
Dk
sont “formellement” 7 conserve´es par l’e´volution (3.13) et (3.15) . De plus ces
e´quations cine´tiques satisfont a` un The´ore`me-H :8
soit S =
∫
dDk lnnk alors ∂tS ≥ 0.
La solution d’e´quilibre (flux nul) anulle exactement Coll[neqk ] et est donne´e
par la distribution dite de Rayleigh-Jeans
neqk =
T
ωk − v · k . (3.17)
Sous certaines conditions et a` cause des symme´tries on simplifie l’e´quation
cine´tique (3.15) en :
7“Formellement” signifie ici que la preuve exige la convergence de n’importe quelle inte´grale
simple dans l’e´change de l’ordre d’inte´gration par le the´ore`me du Fubini [13].
8L’entropie de non e´quilibre de´fine donne toujours une expression divergente, cependant
on pourais de´finir
S =
Z
dDk ln
`
nk/n
eq
k
´
laquelle est au moins nulle pour la distribution d’e´quilibre (3.17). Le taux de production
d’e´ntropie :
R =
Z
dDk
∂tnk
nk
donne des expressions finies [34].
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∂tnk(t) = ǫ
4
∫
|Tkk1k2k3 |2nk1nk2nk3nk
(
1
nk
+
1
nk1
− 1
nk2
− 1
nk3
)
× δ(1)(ωk + ωk1 − ωk2 − ωk3)δ(D)(k + k1 − k2 − k3)dDk123
(3.18)
cette e´quation de´crit le comportement irre´versible des ondes ale´atoires dans
l’e´quation de Schro¨dinger non-line´aire (|T |2 = 1) et aussi pour le cas des ondes
de surface due a` la gravite´. Ce dernier cas est un peu plus subtil car l’interac-
tion a` trois ondes ne donne pas une inte´grale de collision car la condition de
re´sonance n’est pas satisfaite, apre`s la bonne determination des termes reso-
nants9 Zakharov et Filonenko [14] et Newell [11] ont abouti a` l’e´quation (3.18)
avec |Tkk1k2k3 |2 qui se comporte comme |Tλk,λk1,λk2,λk3 |2 = λ6|Tkk1k2k3 |2.
3.6 Spectres de Kolmogorov-Zakharov
Mis a` part la conservation de l’e´nergie cine´tique et du moment line´aire,
l’e´volution (3.18) pre´serve l’action de l’onde
N =
∫
nk(t)d
Dk.
Dans ce cas, la solution d’e´quilibre est
neqk =
T
ωk − v · k − µ. (3.19)
Tant (3.17) que (3.19) sont des solutions formelles seulement, parce qu’ils
ne donnent une expression convergente ni pour l’e´nergie ni pour la masse. Cette
divergence n’est pas physique et l’e´quation cine´tique ne´cessite un amortissement
pour le re´gime ultra-violet. Bien que l’evolution future n’est pas assure´ d’eˆtre
re´gulier, voir chapitre 6, le seul e´tat d’e´quilibre dans un syste`me isole´ est la
distribution de Rayleigh-Jeans.
Comme de´ja` re´marque´, l’e´quation (3.18) posse`de des solutions exactes de
non-e´quilibre de´couvertes par une suite d’astuces par Zakharov. Explicitement
si
ωk ∼ kα et |Tλk,λk1,λk2,λk3 |2 = λβ |Tkk1k2k3 |2, (3.20)
9La matrice |Tkk1k2k3 |2 est un peu plus complique´e que celle ou` Lss1s2kk1k2 = 0, en effet il
faut prendre
L˜ss1s2s3
kk1k2k3
= Lss1s2s3
kk1k2k3
− 2i
3
P
X
s4
Ls−s4s1
kk4k1
L−s4s2s3
k4k2k3
s2ωk2 + s3ωk3 + s4ωk4
,
avec k4 = k2 + k3, et P signifie toutes les permutations possibles de 1, 2 et 3. Finalement,
notons que si ωk ∼ kα avec α < 1, alors les interactions a` quatre ondes de la forme ωk =
ωk1 + ωk2 + ωk3 ne sont pas resonantes.
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alors
nJk = C
J1/3
k(β−α)/3+D
(3.21)
nPk = C
P 1/3
kβ/3+D
(3.22)
ou` J est le flux de “l’action de l’onde” et P le flux d’e´nergie dans l’espace de
Fourier. Pour NLS a` D dimensions d’espace β = 0 et α = 2 alors
nJk = C
J1/3
kD−2/3
(3.23)
nPk = C
P 1/3
kD
. (3.24)
Bien que les solutions de Zakharov, (e.g. (3.21) et (3.22), ou` bien (3.23)
et (3.24)) sont des solutions exactes d’un syste`me isole´, elles devraient eˆtre
interpre´te´es seulement dans le cadre d’un syste`me non isole´. Par exemple quand
il existe un forc¸age externe qui assure un flux d’e´nergie ou de “particules” (action
de l’onde) d’une e´chelle a` une autre, ou bien si une condition de frontie`re dans
l’espace des nombres d’ondes k nous permet un tel flux. Comme dit plus haut,
pour un syste`me isole´ le seul e´tat d’e´uilibre est la solution de Rayleigh-Jeans.
Il faut souligner, cependant, que l’importance de solutions a` flux finies ne
se situe pas dans leur comportement en loi de puissance, par exemple comme
dans (3.21) et (3.22), ou` bien (3.23) et (3.24), mais dans le fait qu’il existe
des solutions stationnaires des e´quations cine´tiques que assurent le tranfert des
quantite´s conserve´es, comme l’e´nergie, d’une e´chelle a` l’autre. La forme explicite
en loi de puissance de´pend de l’existence des homoge´neite´s pre´cises de la relation
de dispersion et de la matrice d’interaction T , comme souligne´ plus haut (3.20).
En ge´ne´ral le comportement de la relation de dispersion, ainsi que celle des
matrices d’interactions non line´aires, changent avec l’e´chelle, mais l’e´nergie, par
exemple, est transporte´e de l’e´chelle d’injection jusqu’a` celle ou` elle est absorbe´e.
Finalement, la the´orie de la turbulence faible est valide s’il existe une
se´paration des e´chelles temporelles, alors le temps de collision (ou temps non-
line´aire) de´finie comme 1tcoll ≈ ∂tnknk doit eˆtre beacoup plus grand que les periodes
characteristiques d’oscillations line´aires, c’est-a`-dire tcollωk ≫ 1. Naturellement
cette inegalite´ de´pend du nombre d’onde k et restrin la feneˆtre (dans l’espace
des k) de validite´ de la the´orie10. On de´finit
1
tcoll
=
∫
|Tkk1k2k3 |2nk2nk3δ(1)(ωk + ωk1 − ωk2 − ωk3)
× δ(D)(k + k1 − k2 − k3)dDk123, (3.25)
10Il est inte´ressant de noter que les conditions obtenues pour tcoll sont e´quivalentes a` la
condition que l’expansion (3.7) soit bien ordonne´e. Dans ces estimations nous suppondrons,
comme en ge´ne´ral par tout dans le texte, que l’espectres font converger l’inte´grale de collision,
ce qui n’est pas toujours garantie.
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alors pour une distribution nk donne´e, le temps de collision depend de l’e´chelle,
en guise d’exemple, si on conside`re la distribution d’e´quilibre (3.19) avec µ et v
nuls nous avons : tcoll(k)ωk =
k4α−2D−β
T 2 alors k ≫ T
2
4α−2D−β .
Si nous avons une cascade d’e´nergie (3.22) nous obtenons tcoll(k)ωk =
k2α−β/3
P 2/3
alors k ≫ P 26α−β , d’un autre coˆte´ pour la cascade inverse tcoll(k)ωk =
k(4α−β)/3
J2/3
alors k ≫ J 24α−β . Dans le cas de NLS β = 0 et α = 2 alors k ≫ T 14−D
pour l’e´quilibre a` dimension D et nous avons aussi k ≫ P 16 et k ≫ J 14 pour
la re´alisation d’une cascade d’e´nergie ou d’une cascade inverse de l’action de
l’onde. Toutes ces conditions peut eˆtre satisfaites, en practique, si on choisie
une temperature ou des flux adapte´s.
3.7 Remarque finale
Une grande resemblance existe entre les parcours de la thermodynamique
et de la the´orie cine´tique des gaz classiques et les constations sur l’existence
d’un “attracteur statistique”, dans le sens que la dynamique e´volue irreversi-
blement vers un minimum d’e´nergie soumis a` des conditions a` cause des lois de
conservations, et la the´orie cine´tique de turbulence faible. En effet les variations
d’entropie autour de l’e´quilibre11 :
δS = S[neqk + δnk]− S[neqk ] =
∫
δnk
neqk
=
=
∫
ωk − v · k − µ
T
δnk =
=
1
T
(δE − v · δP − µδN) ,
satisfont la premie`re et deuxie`me loi de la thermodynamique. L’e´nergie libre
E − v ·P − µN est stationnaire quand l’entropie atteint son maximum.
11Je remercie Antonio Picozzi pour cet argument.
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Chapitre 4
Sur l’e´quation de
Boltzmann quantique
1
L’application directe des concepts de la physique statistique a` des situa-
tions physiques concre`tes est souvent rendue difficile par l’absence de petit pa-
rame`tre dans ces situations et l’impossibilite´ qui en re´sulte de calculs explicites
conduisant a` des re´sultats quantitatifs. Il est donc important de pouvoir analy-
ser en profondeur des cas ou` un tel petit parame`tre existe et qui correspondent
a` des syste`mes existant au laboratoire.
On pense bien suˆr a` la the´orie cine´tique de Boltzmann qui de´crit de fac¸on
pre´cise la dynamique d’un gaz classique dilue´, le petit parame`tre e´tant la proba-
bilite´ pour une particule d’eˆtre implique´ dans une collision a` un moment donne´.
Si cette the´orie de´crit parfaitement les gaz classiques, l’obtention re´cente de la
condensation de Bose-Einstein dans des vapeurs atomiques donne l’espoir de
comparer les pre´dictions d’une the´orie cine´tique quantique cohe´rente avec des
re´sultats expe´rimentaux. Ce chapitre fait le point sur cette question the´orique,
en particulier a` la lumie`re d’une Note d’Yvon en 1958 [35]. Pour e´tablir son
e´quation cine´tique, Boltzmann avait utilise´ des arguments probabilistes dont
la subtilite´ en fit une source majeure, sinon ine´puisable, de controverses. Peu
apre`s l’apparition de la me´canique quantique, Nordheim en 1928 [36] et Uehling
et Uhlenbeck en 1933 [37] proposent une e´quation cine´tique quantique dont les
solutions d’e´quilibre sont les distributions de Fermi-Dirac ou de Bose-Einstein
suivant la statistique des particules. Cette e´quation cine´tique de´crit la dyna-
mique de fonctions qui doivent eˆtre interpre´te´es comme les transforme´es de Wi-
gner de la matrice densite´ a` un corps [38], l’e´quivalent quantique des fonctions
de distributions classiques a` un corps. Or on sait bien que ces transforme´es de
Wigner ne doivent pas eˆtre interpre´te´es comme des distributions de probabilite´.
Si elles sont bien re´elles, leur signe est arbitraire, ce qui rend suspecte l’e´quation
1Dans ce chapitre on reproduis une Note non publie´e en collaboration avec Yves Pomeau
en 1997.
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de Nordheim et d’Uehling-Uhlenbeck. De plus, comme nous allons le voir, cette
e´quation ne tient pas bien compte de certains effets quantiques d’e´change lors des
collisions. En fait il existe une autre voie pour de´duire l’e´quation de Boltzmann
qui conside`re celle-ci comme une solution cohe´rente de la hie´rarchie BBGKY
dans la limite des faibles densite´s, et c’est cette voie que nous allons suivre, en
analysant une Note d’Yvon [35] sur la question.
La hie´rarchie BBGKY de´crit l’e´volution couple´e des fonctions de distri-
bution a` une, deux, trois, . . .particules, et suit de l’e´quation de Liouville pour
la fonction densite´ totale. Comme l’a montre´ Bogoliubov [39], l’analyse de cette
hie´rarchie permet de trouver l’e´quation de Boltzmann en controˆlant les approxi-
mations : faibles densite´s, collisions binaires, etc. Cette me´thode donne aussi une
recette pour inclure des effets de gaz denses et/ou des collisions impliquant plus
de deux particules en poussant l’approximation aux ordres supe´rieurs. Ce for-
malisme canonique de l’e´quation de Liouville doit permettre une ge´ne´ralisation
a` la me´canique quantique : en suivant la me´thode de Bogoliubov on peut ima-
giner trouver une e´quation de Boltzmann quantique. Dans cette ligne de pense´e
Yvon obtient une telle e´quation de Boltzmann quantique. Cependant, il ne s’agit
que d’un calcul formel et selon l’auteur “La pre´sente de´duction n’est qu’une es-
quisse. Seules des approximations plus pousse´es permettraient d’aller au fond
du proble`me”. En particulier, Yvon ne donne pas de resultat concret compa-
rable a` l’e´quation de Boltzmann classique. Il n’en va pas de meˆme des travaux
un peu poste´rieurs de Sa´enz [40], Mori et Ross [41], Snider [42] et Waldmann
[43] qui retrouvent l’e´quation de Boltzmann dans le cas quantique a` partir de
la hie´rarchie BBGKY. Cependant ces derniers auteurs ne font pas la meˆme
hypothe`se qu’Yvon pour les corre´lations avant collision (ce que nous appelons
plus loin la factorisation de Dirac). Ils supposent pratiquement des particules
discernables, ce qui interdit de conside´rer l’interfe´rence des fonctions d’onde des
particules hors collisions, un effet important a` basse tempe´rature et que nous al-
lons justement examiner. L’approche syste´matique de Bogoliubov devrait aussi
pouvoir mener a` une the´orie cine´tique correcte en pre´sence de condensat de
Bose-Einstein, ce qui ne semble pas avoir encore e´te´ fait ou meˆme tente´, et
pose des difficulte´s conside´rables (cf. infra). Dans cette revue, nous de´duirons
pratiquement une e´quation cine´tique explicite des re´sultats d’Yvon et, suppo-
sant d’abord les particules discernables, nous montrerons que cette e´quation
cine´tique quantique n’est autre que l’e´quation de Boltzmann originale. Comme
de´ja` remarque´ par Yvon, cette e´quation n’est pas en accord avec l’e´quation de
Nordheim et d’Uehling-Uhlenbeck. Cette dernie`re e´quation a e´te´ e´tablie par un
calcul formel qu’on peut trouver dans la litte´rature [44, 45], mais seulement
avec l’hypothe`se d’une interaction faible, i.e. si V (r) est le potentiel d’interac-
tion entre particules alors n1/3
(
m
~
∫
V (r)dDr
) ≪ 1, qui est assez diffe´rent des
conditions d’application d’une the´orie de type Boltzmann ou´ l’interaction est
forte et de courte porte´e.
L’e´quation d’Yvon ne de´crit donc pas la relaxation vers l’e´quilibre, de
Bose-Einstein pour les bosons ou` de Fermi-Dirac pour les fermions pour une
raison que nous discuterons plus loin. En revanche, nous montrerons qu’elle
pre´sente une proprie´te´ remarquable, qui a son origne dans la factorisation de Di-
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rac (et qui est donc absente dans [40, 41, 42, 43]) : pour des fermions l’ope´rateur
de collision disparaˆıt aux basses tempe´ratures, ce qui s’explique par des effets
quantiques, qui ne sont pas pris en compte ni par les auteurs deja` cite´s.
Nous allons pre´senter d’abord la hie´rarchie BBGKY quantique. Nous dis-
cuterons ensuite la factorisation de Dirac des e´tats asymptotiques et montrerons
comment la construction de l’e´tat de diffusion usuel conduit a` une forme expli-
cite de l’e´quation de Boltzmann. Nous nous plac¸ons donc dans une limite de
faible densite´, au sens dynamique, c’est a` dire que nous supposons que si f est
la longueur de diffusion (qui de´crit comple´tement les interactions binaires aux
basses tempe´ratures conside´re´es) alors nf3 est petit, n densite´ nume´rique des
particules suppose´es identiques. En revanche, nous ne supposons pas que la dis-
tance entre particules, n−1/3 soit petite devant la longueur de de Broglie, ce qui
fait que les effets d’e´change sont a priori d’ordre unite´. Nous nous restreindrons
au cas ou` la tempe´rature est assez e´leve´e pour qu’il n’ y ait pas de condensation
de Bose-Einstein.
4.1 La hie´rarchie BBGKY quantique
Dans cette section nous rappelons le formalisme de la hie´rarchie BBGKY
pour le cas quantique, ce qui nous donne l’occasion de de´finir diverses quantite´s
utiles pour la suite. La matrice densite´ ρ obe´it a` l’e´quation de Liouville-von
Neumann ([A,B] = AB −BA) :
i~∂tρ = [H, ρ].
Ici H est l’ope´rateur :
H =
N∑
i=1
p2i
2m
+
∑
i<j
V (|xi − xj |),
V (|xi − xj |) e´tant le potentiel d’inte´raction de porte´e nettement plus courte
que la longueur d’onde de de Broglie et que la distance entre particules. En
repre´sentation de coordonne´es, cette matrice densite´ s’e´crit ρ(x1, . . . , xN ;x
′
1, . . . , x
′
N ; t),
d’ou` l’e´quation de Liouville-von Neumann pourN particules identiques de masse
m, 2π~ e´tant la constante de Planck
i~∂tρ(x1, . . . , xN ;x
′
1, . . . , x
′
N ; t) =
− ~
2
2m
N∑
i=1
(∇2i −∇2i′)ρ+
∑
i<j
(V (|xi − xj |)− V (|x′i − x′j |))ρ (4.1)
ici ∇2i (/∇2i′) est le Laplacien a` trois dimensions par rapport a` xi(/x′i). On en
de´duit les premie`res e´quations de la hie´rarchie pour les matrices re´duites. Pour
la matrice densite´ a` une particule :
i~∂tR1(x1;x
′
1, ; t) = −
~
2
2m
(∇21 −∇21′)R1 + (4.2)
+ (N − 1)
∫
d3x2(V (|x1 − x2|)− V (|x′1 − x2|))R2(x1, x2;x′1, x2; t),
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Pour celle a` deux particules :
i~∂tR2(x1, x2;x
′
1, x
′
2; t) = −
~
2
2m
(∇21 +∇22 −∇21′ −∇22′)R2 + (4.3)
+ (V (|x1 − x2|)− V (|x′1 − x′2|))R2 +O(R3),
etcætera. Cette matrice densite´ a` une particule R1 s’obtient en “trac¸ant” dans
R2 la seconde particule : R1(x1;x
′
1; t) =
∫
d3x2R2(x1, x2;x
′
1, x2; t), la matrice
densite´ a` deux particules R2 s’obtient en “trac¸ant” dans R3 la troisie`me par-
ticule : R2(x1, x2;x
′
1, x
′
2; t) =
∫
d3x3R3(x1, x2, x3;x
′
1, x
′
2, x3; t), etc., finalement
la matrice densite´ a` (N − 1) particules s’obtient en trac¸ant la matrice densite´
comple`te sur seulement une particule. La trace de R1 vaut 1 avec notre choix
de normalisation. Chaque matrice densite´ (sauf celle a` une particule) doit eˆtre
syme´trique ou antisyme´trique par permutation entre indices de particules iden-
tiques suivant qu’il s’agit de bosons ou de fermions. Pour la matrice densite´
a` deux particules nous avons par exemple (+ pour des bosons et − pour des
fermions)
R2(x1, x2;x
′
1, x
′
2) = ±R2(x1, x2;x′2, x′1)
= ±R2(x2, x1;x′1, x′2).
La transforme´e de Wigner de la matrice densite´ a` une particule est relie´e a`
R1(x1;x
′
1) par la formule [38] :
R1(x1;x
′
1) =
∫
d3qeiq·(x1−x
′
1)wq
(
x1 + x
′
1
2
)
. (4.4)
En raison de l’hermiticite´ des matrices densite´s (R1(x1;x
′
1) = R
∗
1(x
′
1;x1) ou`
∗
indique la conjuguaison complexe) l’amplitude de Wigner wq est re´elle, mais
pas ne´cessairement positive, ce qui, comme de´ja` indique´, rend suspecte toute
manipulation base´e explicitement ou implicitement sur la supposition que wq
est la “probabilite´” qu’une particule ou une quasiparticule posse`de l’impulsion
~q, en contradiction manifeste avec la possibilite´ pour wq de prendre des valeurs
ne´gatives.
4.2 Equation cine´tique quantique pour des par-
ticules discernables
Yvon ne´glige les effets lie´s a` la matrice densite´ a` trois particules dans
(4.3), une approximation que nous examinerons plus loin (et qui devient incor-
recte a` basse tempe´rature quand existent des corre´lations sur des distances de
l’ordre de la longueur de de Broglie). Comme lui, nous supposerons aussi qu’a`
partir des conditions asymptotiques, loin du domaine d’interaction et pour des
particules entrant dans ce domaine, R2 a atteint un e´tat stationnaire, ce qui
implique que R1 qui spe´cifie la condition asymptotique “incidente” pour toutes
les matrices densite´ change plus lentement que la dure´e typique d’une collision.
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Cette hypothe`se “adiabatique” est vraie pour un gaz “dilue´” (classique ou quan-
tique), parce que les collisions sont suffisament rares pour que R1 change a` un
taux tre`s lent devant a` la dure´e d’une collision.
Utilisant l’e´quation (4.3) dans le cas quasi stationnnaire, on transforme
l’inte´grale de collision dans (4.2) en :
i~Coll ≡ − ~
2
2m
(N−1)
∫
d3x2d
3x′2δ
(3)(x2−x′2)(∇21+∇22−∇21′−∇22′)R2(x1, x2;x′1, x′2).
(4.5)
L’e´quation (4.3) pour R2 repre´sente la dynamique de deux particules
interagissant. Supposant qu’il n’y a pas d’e´tats lie´s, les seules solutions sont
celles de diffusion qui sont determine´es comme suit : soit une fonction d’onde
a` deux particules incidentes : ψ(x1, x2) = ξ(x1 + x2)e
ik·(x1−x2), ou` ξ(x1 + x2)
tient compte du paquet d’onde centre de masse. La fonction d’onde totale de
diffusion s’e´crit :
ψscatter(x1, x2) = ξ(x1 + x2)
(
eik·(x1−x2) +
fk(θ)
|x1 − x2|e
i|k||x1−x2|
)
. (4.6)
Toute l’information du potentiel d’interaction V est contenue dans l’ ampli-
tude de diffusion fk(θ), ou` θ est l’angle entre le vecteur d’onde incident k et la
ligne d’action (x1 − x2), cette formule est valable pour |x1 − x2| supe´rieur a` la
porte´e des interactions. Il est licite d’utiliser cette limite de diffusion, parce que
l’inte´grale de collision (4.5) se re´duit elle-meˆme a` des contributions de surface
pour de grandes valeurs de |x1 − x2| et |x′1 − x′2|, termes de surface de´termine´s
pre´cise´ment par la forme asymptotique de diffusion.
Pour clore le syste`me, Yvon retient comme “Stosszahlansatz” quantique
la factorization :
R2(x1, x2;x
′
1, x
′
2) = R1(x1;x
′
1)R1(x2;x
′
2)±R1(x1;x′2)R1(x2;x′1), (4.7)
suivant une formule due a` Dirac [46], et qui satisfait la syme´trie d’e´change.
Comme nous allons le voir, cette factorisation de Dirac conduit a` un re´sultat final
diffe´rent des re´ferences [40, 41, 42, 43] : ne retenant que le premier terme de cette
de´composition ils ne tiennent donc pas compte d’effets d’e´change entre particules
identiques. A basse tempe´rature, ne´gliger cet e´change conduit a` des conclusions
errone´es : pour des fermions on ne trouve plus que les interactions disparaissent
par interfe´rence dans la voie s. Nous allons commencer par de´duire la contribu-
tion a` l’ope´rateur de collision provenant du premier terme de la de´composition
de Dirac, soit le seul qui existerait pour des particules discernables, le Stosszah-
lansatz prenant alors la forme R2(x1, x2;x
′
1, x
′
2) = R1(x1;x
′
1)R1(x2;x
′
2), nous
ne conside´rerons ici que le premier terme du membre de droite de (4.7). Comme
nous le montrons plus loin, le re´sultat final est le meˆme pour le second terme.
Ceci est remarquable : graˆce a` cette factorisation de Dirac (4.7) et pour les
basses e´nergies nous multiplions le terme de collision de Boltzmann par deux
pour des bosons, et l’annulons pour des fermions. Ceci s’interpre`te de la fac¸on
suivante : si la collision concerne deux fermions identiques il n’y a pas de dif-
fusion dans l’e´tat s qui est pair et donc syme´trique dans la permutation des
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deux particules implique´es. En revanche les interfe´rences entre particules iden-
tiques renforcent l’amplitude de diffusion dans la voie s pour des bosons. Si
ces effets quantiques ne sont pas pris en compte correctement si l’on ne retient
que le premier terme de la de´composition de Dirac, ils ne le sont pas davan-
tage dans l’approche probabiliste d’Uehling-Uhlenbeck qui ne trouvent pas non
plus cette disparition des effets des collisions binaires pour des fermions a` basse
tempe´rature. Physiquement l’approximation consistant a` ne retenir que le pre-
mier terme de la de´composition de Dirac pour R2 implique une tempe´rature
suffisamment e´leve´e pour ne´gliger les effets d’e´change, ce qui implique qu’avant
une interaction il n’y a pas eu d’e´change, donc que la la distance entre particules
est bien supe´rieure a` la longueur d’onde de de Broglie, soit une te´mperature T
telle que kBT ≫ ~22mn2/3, n densite´ nume´rique, kB constante de Boltzmann 2.
Le premier terme dans la de´composition de Dirac (4.7) s’e´crit en repre´sentation
de Wigner :
R2(x1, x2;x
′
1, x
′
2) =
∫
d3q′d3q′′eiq
′·(x1−x′1)+iq′′·(x2−x′2)wq′
(
x1 + x
′
1
2
)
wq′′
(
x2 + x
′
2
2
)
.
(4.8)
Dans la suite nous ne´gligerons les effets possibles d’inhomoge´neite´s spatiales, soit
toute de´pendance explicite dans les coordonne´es du “centre du paquet d’onde”
(
x1/2+x
′
1/2
2 ).
Si l’on introduit (4.8) directement dans l’inte´grale de collision (4.5) nous
obtenons exactement ze´ro, ayant perdu les effets des interactions qui doivent
eˆtre pris en compte a` travers des amplitudes de diffusion. Appliquant la re´gle
correcte pour la fonction d’onde de diffusion (4.6) on obtient la bonne forme
pour R2, incluant l’effet des interactions a` courte porte´ via une fonction d’onde
de la forme (4.8).
R2(x1, x2;x
′
1, x
′
2) =
∫
d3q′d3q′′wq′wq′′e
i(q′+q′′)·
„
x1+x2
2 −
x′1+x
′
2
2
«
×
×
[
e−i∆q·(x
′
1−x′2) +
f∗∆q
|x′1 − x′2|
e−i|∆q||x
′
1−x′2|
]
×
×
[
ei∆q·(x1−x2) +
f∆q
|x1 − x2|e
i|∆q||x1−x2|
]
. (4.9)
Ou` ∆q ≡ (q′ − q′′)/2.
Quand on introduit (4.9) dans le terme de collision (4.5) plusieurs sim-
plifications apparaissent :
i) le pre´facteur exponentiel e
i(q′+q′′)·
„
x1+x2
2 −
x′1+x
′
2
2
«
dans (4.9) commute avec
(∇21 +∇22 −∇21′ −∇22′).
ii) Le terme non diffusif, qui est inde´pendant de f∆q, dans le produit de (4.9)
s’annule.
2Il existe trois longueurs dans ce proble`me : la longeur de diffusion f , la longueur de de
Broglie : λdB =
q
~2
2kBTm
et la distance moyenne entre particules d = 1
n1/3
.
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iii) Si l’on e´crit ∇21 + ∇22 = 12∇2x1+x2
2
+ 2∇2x1−x2 le premier Laplacien dans la
coordone´e du centre de masse n’agit pas sur les termes de diffusion, et on peut
le laisser de coˆte´.
iv) L’unique contribution non nulle vient de∇2x1−x2(1/|x1−x2|) ≡ −4πδ(3)(x1−
x2).
D’o`u finalement,
i~Coll = −~
2
m
(N − 1)4π
∫
d3q′d3q′′wq′wq′′ × (4.10)
×
(
(f∆q − f∗∆q)eiq
′·ξ − |f∆q|2 e
i q
′+q′′
2 ·ξ
|ξ|
[
ei|∆q||ξ| − e−i|∆q||ξ|
])
ici ξ = x1 − x′1. Prenant la transforme´e de Wigner inverse de l’e´quation (4.2)
mais avec le terme de collision (4.10), nous obtenons (la` x = (x1 + x
′
1)/2)
i~∂twq(x; t) = −i~
2
m
q · ∇xwq − ~
2
m
(N − 1)4π
∫
d3q′d3q′′wq′wq′′
1
(2π)3
∫
d3ξe−iq·ξ ×
×
(
(f∆q − f∗∆q)eiq
′·ξ − |f∆q|2 e
i q
′+q′′
2 ·ξ
|ξ|
[
ei|∆q||ξ| − e−i|∆q||ξ|
])
. (4.11)
La premie`re inte´grale sur ξ donne δ(3)(q − q′) alors qu’apparaˆıt dans le second
terme une inte´grale du type
1
(2π)3
∫
d3ξ
1
ξ
eik·ξ
[
ei|∆q||ξ| − e−i|∆q||ξ|
]
=
−i
2π|k|
(
δ(1)(|k|+ |∆q|)− δ(1)(|k| − |∆q|)
)
ou` |k| =
∣∣∣−q + q+q′2 ∣∣∣, le premier δ(1) ne contribue pas car son argument ne
s’annule jamais.
Un point crucial pour la suite est la relation suivante, satisfaite par l’am-
plitude de diffusion et qui re´sulte de l’unitarite´ de la diffusion e´lastique a` deux
corps : f∆q :
f∆q − f∗∆q = 2i|∆q||f∆q|2 = i|q′ − q′′||f∆q|2,
une e´galite´ dont se de´duit ce que l’on appelle le theore`me optique en the´orie de
la diffusion.
Rassemblant tous ces re´sultats, on obtient pour le terme de collision :
i~Coll = −i~ ~
m
(N−1)
∫
d3q′d3q′′|f∆q|2wq′wq′′
(
|q − q′′|4πδ(3)(q − q′)− 2
k
δ(1)(|k| − |∆q|)
)
.
(4.12)
Une fois substitue´ dans (4.11) ceci donne exactement le terme de collision de
Boltzmann, la partie de “pertes” (le premier terme a` l’inte´rieur de la parenthe`se)
a l’e´criture usuelle de l’ope´rateur de collision de Boltzmann [47], alors que le
terme de “gain” ne´cessite quelques transformations supple´mentaires pour eˆtre
mis dans la forme usuelle.
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En effet, dans l’e´quation de Boltzmann les indices des fonctions de Wigner
dans le term de “gain” ne sont pas les meˆmes que ceux du terme de “perte”. Pour
corriger ce proble`me d’e´criture nous ajoutons une variable “q” supple´mentaire
avec une fonction−δ de Dirac qui impose la conservation de l’impulsion totale
dans la collision. Donc nous conside´rons l’expression∫
d3q˜d3q′d3q′′δ(3)(q + q˜ − q′ − q′′) 2
k
δ(1)(|k| − |∆q|)|f∆q|2wq′wq′′ ,
soit une re´ecriture du terme de gain. Maintenant on peut re´crire δ(1)(|k|−|∆q|) =
2δ(1)(|q − q˜| − |q′ − q′′|) qui impose la conservation des modules des vitesses
relatives lors d’une collision e´lastique. Il reste a` inte´grer par rapport a` q′ et q′′,
ce qui se fait a` l’aide du changement de variables u = q′ − q′′ et v = (q′ + q′′).
Le Hessien donne un facteur 18 , l’inte´grale sur v se fait directement mais dans
l’inte´grale comportant l’e´le´ment diffe´rentiel d3u = dΩu2du on ne peut inte´grer
que sur le module u, on a donc (∆q˜ = |q − q˜|/2)∫
d3q˜dΩ|q − q˜||f∆q˜|2wq′wq′′ .
Ce qui est bien une e´criture possible classique pour le terme de gain de l’ope´rateur
de collision de Boltzmann.
4.3 Esquisse d’une the´orie comple`te
Pour N ≫ 1 on de´finit la quantite´ re´elle Nwq(x; t) comme la “densite´
numerique”3 et nous avons vu, en explicitant le calcul d’Yvon, que pour un gaz
de particules quantiques discernables cette quantite´ suit exactement l’e´quation
de Boltzmann classique [47]. Une calcul tre`s similaire montre que l’autre terme
de la factorisation de Dirac de R2(x1, x2;x
′
1, x
′
2), soitR1(x1;x
′
2)R1(x2;x
′
1) donne
aussi l’ope´rateur de collisions de Boltzmann classique mais apres le changement
∆q → −∆q. On peut se rendre compte facilement de ceci a` partir de la fonction
d’onde de dispersion (4.6) quand on change la particule 1 et 2. Finalement, il
faut noter que l’amplitude de diffusion |f∆q|2 dans l’ope´rateur de collision (4.12)
prend la valeur |f∆q|2 + |f−∆q|2 pour des bosons et |f∆q|2 − |f−∆q|2 pour des
fermions, qui est bien, dans la limite classique, la section efficace diffe´rentielle de
diffusion dσdΩ ce qui comple`te le terme de collisions dans l’e´quation de Boltzmann.
Ceci montre que si l’on veut tenir compte des effets statistiques devant
conduire a` une e´quation cine´tique quantique comple`te qui aurait comme solu-
tions d’e´quilibre les distributions de Bose-Einstein ou de Fermi-Dirac, on doit
inclure des effets qui ne sont pas pris en compte dans [35, 40, 41, 42, 43], soit
des corre´lations quantiques de´crites par les matrices densite´s a` trois particules.
Cet effet, typiquement quantique, n’est pas repre´sente´ par la factorisation de
Dirac.
Ne´gliger les effets a` trois particules s’ave`re une proble`me bien plus subtil
en physique quantique que classique : meˆme si les collisions sont binaires, des
3Comme on l’a de´ja` dit, les wq ne sont pas necessairement positifs .
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corre´lations a` plusieurs corps sont cre´e´es par e´change. En effet, et contrairement
au cas classique, une collision entre deux particules va cre´er une corre´lation qui
ne se limitera pas a` la porte´e des forces, mais, en raison des effets d’e´change,
cette corre´lation va s’e´tendre a` toutes les particules situe´es a` des distances de
l’ordre de la longueur de de Broglie. Ainsi, les deux particules d’indice 1 et 2
qui contribuent au terme de collision peuvent eˆtre corre´le´es avant la collision
par e´change si l’une des deux, 1 par exemple a rencontre´ auparavant, a` une
distance de l’ordre de la longueur de de Broglie une troisie`me particule, d’indice
3 qui va affecter la particule 2, en raison de la syme´trisation (pour des bosons,
antisyme´trisation pour des fermions) de la fonction d’onde entre cette particule
1 et les particules emergeant de la collision 2, 3.
1       2      3
Fig. 4.1 – Esquisse classique d’une collision en presence d’une troisie`me par-
ticule. Il faut noter qu’en remplac¸ant 1 par 2 et vice versa nous obtenons une
collision dont il faut aussi tenir compte.
Nous proposons dans ce qui suit une me´thode de calcul qui tient compte
de cet effet. Comme l’a montre´ le calcul explicitant l’ope´rateur de collision
d’Yvon, l’effet des collisions sur la matrice densite´ consiste a` remplacer les
ondes planes apparaissant dans la de´composition de Wigner par des fonctions
repre´sentant les e´tats de diffusion. Avant la collision 2, 3, la matrice densite´ a`
trois corps se factorise en six termes, suivant une de´composition qui, comme
celle de Dirac pour les deux corps, consiste a` ajouter les termes ne´cessaires pour
satisfaire a` la syme´trie d’e´change. Alors la de´composition de Dirac pour R3
s’e´crit :
R3(x1, x2, x3;x
′
1, x
′
2, x
′
3) = (R1(x1;x
′
1)R1(x2;x
′
2)±R1(x1;x′2)R1(x2;x′1))R1(x3;x′3) +
+ (R1(x1;x
′
2)R1(x2;x
′
3)±R1(x1;x′3)R1(x2;x′2))R1(x3;x′1) +
+ (R1(x1;x
′
3)R1(x2;x
′
1)±R1(x1;x′1)R1(x2;x′3))R1(x3;x′2).
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Imaginons maintenant tenir compte de l’effet des interactions entre 1, 3 et
2, 3. On cherche la modification de R2 induite par les interactions (i.e. collision
proprement dite et e´change) avec une troisie`me particule avant la collision 1, 2.
En l’absence de corre´lation 1, 2 il n’y a pas de contribution a` l’ope´rateur de
collision. D’autre part, nous ne cherchons que les contributions d’ordre le plus
bas a` cet ope´rateur de collision dans la limite des basses densite´s, soit d’ordre
f2. Comme un des f provient obligatoirement de l’interaction 1, 2, on se limite
aux perturbations a` R3 d’ordre f et dues aux interactions 1, 3 et 2, 3. Une autre
simplification provient de ce qu’il faut prendre la trace sur 3 pour de´duire de
R3 une contribution a` R2, c’est a` dire :
R2(x1, x2;x
′
1, x
′
2) = (R1(x1;x
′
1)R1(x2;x
′
2)±R1(x1;x′2)R1(x2;x′1)) +
+
∫
d3x3d
3x′3δ(x3 − x′3) (R1(x1;x′2)R1(x2;x′3)±R1(x1;x′3)R1(x2;x′2))R1(x3;x′1) +
+
∫
d3x3d
3x′3δ(x3 − x′3) (R1(x1;x′3)R1(x2;x′1)±R1(x1;x′1)R1(x2;x′3))R1(x3;x′2).
Le premier terme est de´ja` pre´sent dans (4.7) donc les corrections d’e´change
viennent des quatre autres termes.
Prenons par exemple le terme R1(x1;x
′
2)R1(x2;x
′
3)R1(x3;x
′
1) en trans-
forme´e de Wigner :
R1(x1;x
′
2)R1(x2;x
′
3)R1(x3;x
′
1) =
∫
d3q′d3q′′d3q′′′eiq
′·(x1−x′2)+iq′′·(x2−x′3)+iq′′′·(x3−x′1)wq′wq′′wq′′′ .
(4.13)
La collision 2, 3 va ajouter deux termes d’ordre f , dont la somme vaut :
R1(x1;x
′
2)R1(x2;x
′
3)R1(x3;x
′
1) =
∫
d3q′d3q′′d3q′′′wq′wq′′wq′′′ei(q
′·x1−q′′′·x′1) ×
e
i
2 (q
′′+q′′′)·(x2+x3)e−
i
2 (q
′+q′′)·(x′2+x′3) ×[
e−
i
2 (q
′−q′′)·(x′2−x′3) +
f∗q′−q′′
|x′2 − x′3|
e−
i
2 |q′−q′′||x′2−x′3|
]
×[
e
i
2 (q
′′−q′′′)·(x2−x3) +
fq′′−q′′′
|x2 − x3|e
i
2 |q′′−q′′′||x2−x3|
]
. (4.14)
La contribution a` R2 (a` l’ordre f) provenant de ce terme est obtenue une
fois prise la trace sur 3, ce qui donne apre`s inte´gration sur x3 = x
′
3 :
R˜2(x1, x2;x
′
1, x
′
2) =
∫
dx3R1(x1;x
′
2)R1(x2;x3)R1(x3;x
′
1) = (4.15)∫
d3q′d3q′′d3q′′′wq′wq′′wq′′′ei(q
′·x1+q′′·x2−q′′′·x′1−(q′+q′′−q′′′)·x′2)f∗q′−q′′∆−(|2q′′′ − (q′ + q′′)|, |q′ − q′′|) +∫
d3q′d3q′′d3q′′′wq′wq′′wq′′′ei(q
′·x1+(q′′′+q′′−q′)·x2−q′′·x′1−q′′′·x′2)fq′′−q′′′∆+(|2q′ − (q′′ + q′′′)|, |q′′ − q′′′|)
ou`
∆s(k, q) =
∫
d3ξ
eiξ·k
|ξ| e
is|q||ξ| = −2π|k| limR→∞
(
eiR(|k|−s|q|) − 1
(|k| − s|q|) +
eiR(|k|+s|q|) − 1
(|k|+ s|q|)
)
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Cette dernie`re limite doit eˆtre comprise dans le sens des distributions comme
dans (3.11) :
Alors :
∆s(k, q) = −2π
2i
|k| (δ(|k|+ s|q|)− δ(|k| − s|q|))+
2π
|k|
(
P
(
1
|k| − s|q|
)
+ P
(
1
|k|+ s|q|
))
.
Cette contribution de R˜2 de (4.15) doit eˆtre inse´re´e dans l’ope´rateur de collision
comme on l’a fait pour la de´composition de Dirac de R2. Apre`s remplacement
des ondes planes ei(q
′·x1+q′′·x2) et e−i(q
′′′·x′1+(q′+q′′−q′′′)·x′2) du premier terme de
(4.15) par les e´tats de diffusion, on obtient :
R˜2(x1, x2;x
′
1, x
′
2) =
∫
d3q′d3q′′d3q′′′wq′wq′′wq′′′f∗q′−q′′∆−(|2q′′′ − (q′ + q′′)|, |q′ − q′′|)×
× ei(q
′+q′′)·
„
x1+x2
2 −
x′1+x
′
2
2
« [
e
i
2 (q
′−q′′)·(x1−x2) +
fq′−q′′
|x1 − x2|e
i
2 |q′−q′′||x1−x2|
]
×
×
[
e−
i
2 (2q
′′′−(q′+q′′))·(x′1−x′2) +
f2q′′′−(q′+q′′)
|x′1 − x′2|
e
i
2 |2q′′′−(q′+q′′)||x′1−x′2|
]
. (4.16)
De ce de´veloppement seulement nous inter´esse le terme qui donne fq′−q′′f∗q′−q′′ ,
car les autres termes doivent s’annuler a` la fin, c’est a` dire :
R˜2(x1, x2;x
′
1, x
′
2) =∫
d3q′d3q′′d3q′′′wq′wq′′wq′′′ |fq′−q′′ |2∆−(|2q′′′ − (q′ + q′′)|, |q′ − q′′|)×
ei(q
′+q′′)·(x1+x22 )e−i(q
′′′·x′1+(q′+q′′−q′′′)·x′2) 1
|x1 − x2|e
i 12 |q′−q′′||x1−x2|.
(4.17)
Il ne reste plus alors qu’a` faire agir le re´sultat sur la partie cine´tique de l’ope´rateur
d’e´nergie cine´tique dans (4.5) puis a` tracer sur 2 pour obtenir la contribution a`
l’ope´rateur de collision et finalement prendre la transforme´e de Wigner inverse.
Les e´tapes de ce calcul ne´cessitent des me´thodes voisines de celles que nous
avons utilise´es pour analyser l’e´quation (4.12). Finalment, on note que la par-
ticule x3 peut eˆtre n’importe laquelle parmi x3, x4, . . . xN alors un pre´-facteur
(N − 2) apparaˆıt en dans le terme de collision :
i~C˜oll =
4π
(2π)3
~
2
2m
(N − 1)(N − 2)
∫
d3q′d3q′′wq′wq′′wq′′′ |fq′−q′′ |2∆−(|2q′′′ − (q′ + q′′)|, |q′ − q′′|)
= −i~ ~
2m
(N − 1)(N − 2)
∫
wq′wq′′wq′′′
|fq′−q′′ |2
|q′ − q′′| δ
(1)(|2q′′′ − (q′ + q′′)|/2)d3q′d3q′′ (4.18)
La dernie`er expression est juste la moitie´ exacte d’un des termes pertinent de
l’e´quation de Boltzmann quantique. En effet le terme (4.13) gene`re deux contri-
butions de la forme (4.18) alors les quatre termes gene`rent huit termes possibles
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au total. De plus il faut conside´rer les interactions entre la particule 3 et la 1
au lieu de 2. En conclusion on a 16 termes a` calculer qui donnent les diverses
contributions. Ces 16 termes s’ajoutent de telle fac¸on que la contribution en
inte´grale de partie principale de Cauchy s’annule lorsque tous les termes sont
inclus.
En rassemblant toutes les contributions de ce type a`R2 on trouve l’ope´rateur
de collision :
Coll = (N − 1)
∫
Wq,q′ ;q′′,q′′′ (wq′′wq′′′ − wqwq′ ) d3q′d3q′′d3q′′′
± (N − 1)(N − 2)
∫
Wq,q′ ;q′′,q′′′ (wq′wq′′wq′′′ + wqwq′′wq′′′ − wqwq′wq′′ − wqwq′wq′′′) d3q′d3q′′d3q(4.19)
la` on a de´finie
Wq,q′ ;q′′,q′′′ =
~
m
|q−q′| (|fq−q′ |2 ± |fq′−q|2) δ(3)(q+q′−q′′−q′′′)δ(1)(|q−q′|−|q′′−q′′′|)
D’apre`s la relation de de Broglie v = ~qm et si on de´finit les fonctions des distri-
butions comme Nwq, on retrouve l’e´quation obtenue par Nordheim et Uehling
et Uhlenbeck circa les anne´es 30.
Chapitre 5
Dynamique auto-similaire
des e´quations cine´tiques
vers la condensation
La de´couverte de la Condensation de Bose–Einstein en vapeur atomique
ouvre une manie`re d’examiner des pre´visions de la physique statistique quan-
tique d’e´quilibre et de non-e´quilibre. Comme la formation d’un condensat de
Bose–Einstein est un processus dynamique, il existe un espoir de comparer les
pre´visions de la the´orie cine´tique quantique a` des re´sultats expe´rimentaux.
Dans ce chapitre, nous de´crivons le sce´nario pour la formation d’un
condensat de Bose–Einstein a` l’aide de l’e´quation de Boltzmann-Nordheim pour
des particules de Bose agissant l’une sur l’autre avec une dispersion uniforme.
Nous pre´sentons e´galement une approximation locale de cette e´quation de Boltz-
mann quantique qui pre´serve plusieurs des proprie´te´s de l’inte´grale de colli-
sion originale, comme les quantite´s conserve´es, l’existence d’un the´ore`me-H qui
conduit le syste`me a` l’e´quilibre, une distribution a` l’e´quilibre de type de Bose–
Einstein, la positivite´ des solutions si on commence par une condition initiale
positive, les flux stationnaires, etc.
Le sce´nario pour la formation d’un condensat consiste en la dispari-
tion d’une solution lisse au dela` d’une certaine valeur critique de densite´ (par
exemple) a` une tempe´rature donne´e. Ce sce´nario consiste en l’existence d’une
singularite´ en temps fini de la fonction de distribution. L’ide´e que les singula-
rite´s en temps fini des solutions des e´quations cine´tiques peuvent expliquer la
condensation de Bose-Einstein semble eˆtre due a` Zel’dovich et a` Levich en 1969
[48], et a e´te´ applique´e a` l’e´quation de Kompaneets [49].
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5.1 E´quations cine´tiques
5.1.1 E´quation de Boltzmann Quantique (ou de Boltzmann–
Nordheim).
Peu apre`s la conception finale de la the´orie quantique non-relativiste,
Nordheim [36] a propose´ une e´quation de type Boltzmann comme the´orie cine´tique
quantique pour un gaz de Bosons et Fermions, de´crivant en particulier la relaxa-
tion a` l’e´quilibre. Cette e´quation cine´tique de´crit la dynamique de la distribution
de moment qui est e´galement la transforme´e de Wigner de la matrice densite´
a` une particule (4.4)1. L’e´quation de Boltzmann Quantique (ou de Boltzmann–
Nordheim) est :
∂twp1(t) = Coll[w] ≡
∫
d3p2d
3p3d
3p4Wp1,p2;p3,p4
× (wp3wp4(1 + wp1)(1 + wp2)− wp1wp2(1 + wp3)(1 + wp4)) .(5.1)
ou` wp(t) peut eˆtre vu comme une distribution de probabilite´ pour le moment
2.
D’ailleurs
Wp1,p2;p3,p4 =
1
m~3
(|fp1−p2 |2+|fp2−p1 |2)δ(3)(p1+p2−p3−p4)δ(1)(p21+p22−p23−p24)
donne l’e´criture originale de Boltzmann une fois que les inte´grales sur p3 et p4
sont faites, f e´tant la longueur de dispersion, m la masse atomique et 2π~ la
constante de Planck. La distribution de Wigner est normalise´e par :
1
~3
∫
d3pwp(t) = n ≡ N/V,
ou` N est le nombre total de particules et V le volume.
L’e´quation cine´tique de Boltzmann–Nordheim pour une distribution ho-
moge`ne dans l’espace est conside´rablement simplifie´e pour des distributions
isotropes. On de´finit comme nouvelle variable l’e´nergie cine´tique ǫp =
|p|2
2 ,
nǫ =
1
4π
∫
wp(t)dΩp la moyenne sur les angles et,
Sǫ1,ǫ2;ǫ3,ǫ4 =
1
m~3
∫
dΩp1dΩp2dΩp3dΩp4(|fp1−p2 |2+|fp2−p1 |2)δ(3)(p1+p2−p3−p4).
L’e´quation cine´tique quantique de Boltzmann–Nordheim prend la forme
plutoˆt simple [12, 50] :
∂tnǫ1(t) = Coll[nǫ1] ≡
1√
ǫ1
∫
D
dǫ3dǫ4Sǫ1,ǫ2;ǫ3,ǫ4
× (nǫ3nǫ4(1 + nǫ1)((1 + nǫ2)− nǫ1nǫ2(1 + nǫ3)(1 + nǫ4)) , (5.2)
1La normalisation dans la suite est differente de celle utilise´e dans le chapitre pre´ce´dent 4.
2Noter que la fonction de Wigner est re´elle mais pas ne´cessairement une quantite´ positive,
cependant si wp(t = 0) > 0, cependant l’e´quation de Boltzmann-Nordheim pre´serve cette
positivite´ a` toute autre temps (au moins pour des bosons). Pour les fermions, cette probabilite´
devrait rester entre 0 et 1 pour e´viter clairement des ennuis mathe´matiques.
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ou` ǫ2 = ǫ3 + ǫ4 − ǫ1 doit eˆtre positif, donc on inte`gre dans un domain D avec
ǫ3 + ǫ4 > ǫ1, voir Fig. 5.1.
Pour finir, pour des dispersions d’onde–s, c.-a.-d, f = cte, dominante a`
basse e´nergie le re´gime ou` la condensation Bose-Einstein se produit, alors le
taux de transition dans l’espace d’e´nergie, se simplifie en 3 :
Sǫ1,ǫ2;ǫ3,ǫ4 = min {
√
ǫ1,
√
ǫ2,
√
ǫ3,
√
ǫ4} ,
ε
 3ε 1
ε  + ε  = ε
 3                4             1
IV
III
II
I
O
ε
 1
ε
 4
Fig. 5.1 – Domaine d’inte´gration D = I ∪ II ∪ III ∪ IV de l’e´quation cine´tique
(5.2).
Comme de´ja` dit, l’e´volution vers des temps positifs satisfait la conser-
vation de la masse (ou nombre de particules, i.e. l’inte´grale
∫∞
0 nǫ
√
ǫdǫ) et de
l’e´nergie (l’integrale
∫∞
0 nǫǫ
√
ǫdǫ), ainsi qu’a` un the´ore`me–H pour l’entropie :
S =
∫ ∞
0
[(1 + nǫ) log(1 + nǫ)− nǫ lognǫ]
√
ǫdǫ (5.3)
qui montre que les solutions de (5.2) relaxent vers
neqǫ = 1/(e
(ǫ−µ)/T − 1)
(T est la temperature absolue en unite´s d’e´nergie) contraint par la conservation
du nombre de particules et de l’e´nergie.
Soit l’e´tat initial (A et γ sont lie´s au nombre initial de particules et a`
3Nous prendrons ~ = m = f2 = 1 dans toute l’analyse.
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l’e´nergie)4
nǫ(t = 0) = A
(
1 + γǫ+
(γǫ)2
2
)
e−γǫ, (5.4)
la relaxation conserve
∫∞
0 nǫ
√
ǫdǫ et
∫∞
0 ǫnǫ
√
ǫdǫ. Ceci donne une relation entre
A et le potentiel chimique sans dimension µ/T :
A =
216
(
ζ3/2(e
µ/T )
)5/2
175
√
5
(
ζ5/2(eµ/T )
)3/2 . (5.5)
A` des faibles densite´s (petits A) µ est ne´gatif comme dans un gaz classique ide´al.
A` mesure que A augmente µ augmente aussi, jusqu’a` une valeur critique pour
µ = 0 et inde´pendante de γ : Ac =
216(ζ3/2(1))
5/2
175
√
5(ζ5/2(1))
3/2 = 3.91868 . . . Si A > Ac,
il est impossible de satisfaire (5.5) et la transition pre´vue par Einstein en 1924
[51] se produit.
µ/Τ
A
Fig. 5.2 – L’amplitude de l’e´tat initial A en fonction de µ/T . L’asymptotique
pour µ→ 0− atteint la valeur critique Ac = 3.91868 . . .
La question maintenant est : soit nǫ(t = 0), e.g. la forme ci-dessus (5.4),
un e´tat initial lisse (de non-e´quilibre) pour (5.2), comment est l’e´volution dans
le temps de nǫ(t) ? En particulier que se passe-t-il toutes les fois que A est plus
grand que l’amplitude critique Ac ? Dans la section 5.2.1 nous de´crivons la sin-
gularite´ en temps fini de l’e´quation (5.2) au moyen d’une solution autosimilaire
de l’e´quation cine´tique.
4La sensibilite´ aux conditions initiales n’a pas encore e´te´ e´tudie, cependant il est fort
probable que le sce´nario est bien robuste, si la condition initiale est telle que le potentiel
chimique s’anulle pour une temperature finie.
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5.1.2 Approximation locale (ou de Fokker-Planck) de l’e´quation
cine´tique de Boltzmann–Nordheim.
Une approximation locale de l’e´quation Boltzmann–Nordheim (5.2) peut
eˆtre obtenue de la meˆme manie`re que l’e´quation cine´tique de Landau pour les
particules rapides. Le coeur de l’approximation est l’hypothe`se que la contribu-
tion principale a` l’inte´grale de collision du coˆte´ droit de (5.2) vient du voisinage
de l’intersection des quatre domaines : I, II, III et IV dans la figure 5.1, c.-a.-d
de la re´gion ǫ1 ≈ ǫ2 ≈ ǫ3 ≈ ǫ4. D’apre`s l’approche de la Re´f. [17] on multiplie le
membre droit de (5.2) par
√
ǫ1ξ(ǫ1), ou` ξ(ǫ1) est une fonction d’essai, arbitraire
et qui satisfait des conditions aux bords appropie´es et on inte`gre sur ǫ1 > 0.
E´changeant l’ordre de l’inte´gration, on obtient :
I ≡
∫ ∞
0
Coll[n]ξ(ǫ1)√ǫ1dǫ1 = 1
4
∫ ∞
0
Sǫ1,ǫ2;ǫ3,ǫ4δ(ǫ1 + ǫ2 − ǫ3 − ǫ4)×
× (nǫ3nǫ4(1 + nǫ1)(1 + nǫ2)− nǫ1nǫ2(1 + nǫ3)(1 + nǫ4))×
× (ξ(ǫ1) + ξ(ǫ2)− ξ(ǫ3)− ξ(ǫ4)) dǫ1dǫ2dǫ3dǫ4.
Avec le changement de variable : ǫi = ǫ1(1 + qi) (for i = 2, 3, 4) et en
de´veloppant les deux parenthe`ses au deuxie`me ordre en ǫ1 on trouve
I ≈ 1
16
∫ ∞
0
Sǫ1,ǫ1(1+q2);ǫ1(1+q3),ǫ1(1+q4)
(
q22 − q23 − q24
)2 ×
×
(
n4ǫ1
∂2
∂ǫ21
(
1
nǫ1
)
− n2ǫ1
∂2 log(nǫ1)
∂ǫ21
)
∂2ξ(ǫ1)
∂ǫ21
×
× ǫ71δ(ǫ1(q2 − q3 − q4))dǫ1dq2dq3dq4.
A` cause de la proprie´te´ de similitude Sλǫ1,λǫ2;λǫ3,λǫ4 =
√
λSǫ1,ǫ2;ǫ3,ǫ4 et
apre`s prolongement des inte´grales des qi’s sur leur axe re´el, on trouve
I ≈ S0
∫ ∞
0
ǫ
13/2
1
(
n4ǫ1
∂2
∂ǫ21
(
1
nǫ1
)
− n2ǫ1
∂2 log(nǫ1)
∂ǫ21
)
∂2ξ(ǫ1)
∂ǫ21
dǫ1
ou`
S0 =
1
16
∫ ∞
−∞
S1,(1+q2);(1+q3),(1+q4)
(
q22 − q23 − q24
)2
δ(q2 − q3 − q4)dq2dq3dq4.
En conclusion, inte´grant deux fois par partie et supposant que les limites dis-
paraˆıssent et parce que la fonction ξ(ǫ1) d’essai est arbitraire, on constate que
l’inte´grale de collision peut eˆtre approxime´e par le membre droit de :
∂tnǫ(t) =
S0√
ǫ
∂2
∂ǫ2
[
ǫ13/2
(
n4ǫ
∂2
∂ǫ2
(
1
nǫ
)
− n2ǫ
∂2 lognǫ
∂ǫ2
)]
. (5.6)
Cette approximation pre´serve la conservation de la masse totale N =∫∞
0
nǫ
√
ǫdǫ et de l’e´nergie cine´tique E =
∫∞
0
ǫnǫ
√
ǫdǫ, si les conditions de
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frontie`re pour l’e´quation (5.6) sont :
∂
∂ǫ
[
ǫ13/2
(
n4ǫ
∂2
∂ǫ2
(
1
nǫ
)
− n2ǫ
∂2 lognǫ
∂ǫ2
)]
= 0, ǫ→ 0, ǫ→∞ (5.7)
ǫ13/2
(
n4ǫ
∂2
∂ǫ2
(
1
nǫ
)
− n2ǫ
∂2 lognǫ
∂ǫ2
)
= 0, ǫ→ 0, ǫ→∞. (5.8)
D’ailleurs, l’entropie (5.3) augmente e´galement sans interruption jusqu’a` sa va-
leur d’e´quilibre, si les conditions aux bords de flux nul (5.7) et (5.8) sont satis-
faites. Cet e´quilibre est atteint quand
nǫ =
1
e
ǫ−µ
T − 1
comme dans l’e´quation originale de Boltzmann quantique (5.2).
Les meˆmes conclusions et questions que dans la section 5.1.1 surgissent
ici pour l’e´quation (5.6) avec les conditions de frontie`re (5.7) et (5.8) : si (5.4)
est la condition initiale5, et si A < Ac = 3.91868 . . . (atteint inde´pendamment
de la valeur de γ), alors les solutions de l’e´quation (5.6) tend vers la solution
d’e´quilibre (5.5) mais si A > Ac ceci ne peut pas se produire.
5.2 Singularite´ en temps fini de la cine´tique
5.2.1 Singularite´ en temps fini dans l’e´quation de Boltz-
mann quantique.
Si A > Ac, nous nous attendons a` une condensation a` moment nul (ou
e´nergie nulle dans le cas isotrope que nous e´tudions), a` savoir l’occurrence spon-
tane´e d’une singularite´ dans les solutions de (5.2) pour ǫ = 0 (une singularite´
menant a` une solution du type nǫ =
n0√
ǫ
δ(ǫ)+ϕǫ, avec ϕǫ une fonction lisse
6) un
phe´nome`ne inte´ressant par lui-meˆme. Par conse´quent nous attendons que juste
avant la singularite´ le nombre d’ocupation (c.-a`-d. la distribution d’e´nergie nǫ,
un nombre sans dimension en me´canique quantique) a` petites e´nergies devient
tre`s grand, nǫ ≫ 1, ce qui nous permet ne´gliger les termes quadratiques dans
l’e´quation (5.2). Ceci donne une e´quation cine´tique a` quatre ondes (3.18) sous
la forme :
∂tnǫ1(t) = Coll3[n] ≡
1√
ǫ1
∫
D
dǫ3dǫ4Sǫ1,ǫ2;ǫ3,ǫ4 ×
× (nǫ3nǫ4nǫ1 + nǫ3nǫ4nǫ2 − nǫ1nǫ2nǫ3 − nǫ1nǫ2nǫ4) . (5.9)
avec ǫ2 = ǫ3 + ǫ4 − ǫ1 et le domaine D est de´fini par la condition ǫ3 + ǫ4 > ǫ1,
voir Fig. 5.1.
5Noter que l’e´tat initial (5.4) est choisie d’une manie`re dnǫ
dǫ
= d
2nǫ
dǫ2
= 0 a` ǫ = 0 , afin de
satisfaire les conditions de frontie`re (5.7) et (5.8).
6La fonction singulie`re δ(ǫ) est telle que
R∞
0 g(ǫ)δ(ǫ)dǫ = g(0), pour toute fonction g(ǫ)
lisse.
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La solution d’e´quilibre : nǫ =
T
ǫ−µ de cette e´quation re´sulte de la maximi-
sation de l’entropie S = ∫∞0 log(nǫ(t))√ǫdǫ. Comme de´ja` dit, c’est une solution
formelle seulement, parce qu’elle ne donne pas des expressions convergentes pour
l’e´nergie et la masse totale7. Mis a` part de la solution d’e´quilibre, Zakharov a
trouve´ deux autres solutions stationnaires [12, 16]
nǫ = P
1/3ǫ−3/2, and nǫ = J1/3ǫ−7/6. (5.10)
Ici P et J sont le flux d’e´nergie et de masse (ou de particules) respectivement
dans l’espace des e´nergies ǫ. Ces solutions peuvent eˆtre obtenues par une analyse
a` la Kolmogorov, pour des flux constants P et J , mais comme montre´ par
Zakharov [12, 16], elles annullent exactement l’inte´grale de collision dans (5.9).
Cependant, il ne semble pas possible d’employer ce genre de solution pour le
proble`me actuel parce que nous nous attendons a` ce que l’effondrement soit
un processus dynamique, de sorte que les solutions stationnaires peuvent aider
au mieux a` comprendre qualitativement le transfert de la masse et d’e´nergie a`
travers le spectre. En particulier, comme montre´ plus tard, l’exposant trouve´
pour l’autosimilarite´ ne suit pas de simples argument dimensionels (dans la
terminologie de Zel’dovich ceci est une autosimilarite´ de deuxie`me espe`ce).
Nous remarquons que l’e´quation (5.2) admet une solution dynamique au-
tosimilaire laquelle tend a` accumuler des particules a` e´nergie nulle (bien qu’au
moment de la singularite´ il n’y ait aucune masse empile´e a` e´nergie nulle). Cher-
chons une solution autosimilaire de la forme :
nǫ(t) =
1
τ(t)ν
φ
(
ǫ
τ(t)
)
(5.11)
ou` τ(t) s’anulle lorsque t → t∗ et ν > 0. Naturellement, ce genre de singularite´
n’a aucun sens en dehors du domaine de validite´ de l’e´quation de Boltzmann
quantique, soit pour des e´chelles de temps de l’ordre ou plus court que le temps
de collision : tcoll, c.-a`-d. (5.11) est valide pour |t∗ − t|/tcoll ≫ 1 seulement8.
Si l’on introduit (5.11) dans (5.9) et si on l’impose la se´paration des variables
purement temporelle, τ(t), et des variables re-e´chelle´s, ω = ǫτ(t) , on trouve :
Coll3[φ(ω)]
(νφ(ω) + ωφ′(ω))
= −τ(t)2ν−3 dτ(t)
dt
≡ 1. (5.12)
Pour ν > 1 nous avons9
τ(t) = (2(ν − 1)(t∗ − t))
1
2(ν−1) . (5.13)
7Ge´ne´ralement, ce genre de divergence au grand moment ou grande e´nergie est non perti-
nent pour la pre´sent e analyse, parce que l’approximation cubique de l’ope´rateur de collision
de´vient invalide de sorte que la solution de puissance pour nǫ se raccorde avec des solutions “a`
grandes e´nergies” qui prennent soin de la convergence des inte´grales pour la masse et l’e´nergie.
8Ici tcoll est de´finie de la meˆme manie`re que dans (3.25).
9Pour ν = 1 on a que τ(t) de´croˆıt vers ze´ro en temps infini comme τ(t) ∼ e−t.
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De plus φ(ω) satisfait une equation inte´gro-diffe´rentielle
νφ(ω) + ωφ′(ω) = Coll3[φ(ω)] ≡ 1√
ω
∫
D
dω3dω4Sω,ω2;ω3,ω4
× φωφω2φω3φω4
(
1
φω
+
1
φω2
− 1
φω3
− 1
φω4
)
(5.14)
avec les conditions aux bords (ici on a choisit une normalisation arbitraire pour
φ)
φ(ω) → φ0 as ω → 0 (5.15)
φ(ω) → 1
ων
as ω →∞ (5.16)
Notons que le comportement de φ(ω) pour ω grand est tel que lorsque τ(t)→ 0,
la fonction nǫ(t), comme donne´ dans (5.11) ne de´pend pas du temps quand
ǫ ≫ τ(t). L’e´quation inte´gro-diffe´rentielle non-line´aire (5.14) et les conditions
de frontie`re (5.15) et (5.16) de´finissent un type de proble`me aux valeurs propres
non-line´aire. Ici φ0 et ν > 1 sont les seuls parame`tres non de´finis restant a`
de´terminer.
Plusieurs solutions dela forme de (5.11) ont e´te´ conside´re´es pour la premie`re
fois dans la Re´f [52]. En effet, Svistunov montre un groupe de solutions autosi-
milaires possibles avec ν = 3/2, ν = 5/2, ν = 7/6 et, finalement, une solution
avec un exposant ζ qui “apparemment, . . .ne peut pas eˆtre de´termine´ a` partir
de conside´rations ge´ne´rales” , sans indiquer precise´ment a` quoi il fait allusion.
Svistunov, dans la Re´f. [52], comme dans un article plus tard [53], a conside´re´
que la valeur approprie´e pour ν est ν = 7/6. Plus tard, Semikoz et Tkachev
[54] ont identifie´ une diffe´rence significative entre l’exposant de Kolmogorov-
Zakharov 7/6 ≈ 1.167 (voir (5.10)) et leur valeur nume´rique observe´e ν ≈ 1.24.
Une re´solution nume´rique e´leve´e est exige´e pour un re´sultat de cette sorte, donc
il est imaginable que Svistunov et collaborateurs [52, 53] aient conside´re´ l’expo-
sant 7/6 comme correct. Comme sugge´re´ dans [55] l’exposant ν est une valeur
propre non-line´aire de (5.14) qui permet de satisfaire les conditions de frontie`re
(5.15) et (5.16), ce qui fait une similitude de deuxie`me espe`ce. En ame´liorant le
nume´rique de [54] nous avons obtenu, en Re´f. [55], un spectre de loi de puissance
φ(ω) ∼ 1/ων avec ν ≈ 1.234 (voir Fig. 5.3).
Mise a` part l’e´vidence nume´rique directe des Re´fs. [54, 55], aucune ide´e
physique ou mathe´matique ne semble donner simplement la valeur exacte de
l’exposant ν, cependant diverses bornes peuvent eˆtre trouve´es. Nous avons deja`
vu que ν > 1, et il est facile de montrer que ν < 3/2. En effet, toute la masse a`
l’inte´rieur de la creˆte ou pic ne peut pas diverger10 (a` ǫ = 0). Par conse´quent,
soit ǫ∗(t) = ǫ∗τ(t) l’e´nergie “e´tire´e” du pic (ǫ∗ une constante), puis :
10Ce qui est e´quivalent a` dire que le syste`me a une capacite´ finie a` absorber de particules.
Par ailleurs une dynamique auto-similaire de ce type a` e´te´ remarque´e dans le cas d’ondes
d’Alfven, mais lorsque le spectre s’e´tale vers l’infinie [30]. Il semble que lorsque la capacite´ est
finie le syste`me suit des comportements autosimilaires de deuxie`me espe`ce [34].
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n  ε
ε
Fig. 5.3 – L’e´volution autosimilaire, d’apre`s [55], de la fonction de distribution
nǫ(t) (entre deux courbes successives, nǫ=0(t) a augmente´ d’un facteur 5). Les
diffe´rentes courbes dans le temps montrent une e´volution autosimilaire claire.
On voit la construction d’une loi de puissance d’exposant -1.234 des grandes aux
petites e´nergies, ainsi qu’un comportement en ǫ−ν inde´pendant du temps de la
solution dans une re´gion qui augmente vers ǫ petit quand le temps s’approche
du temps d’explosion.
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Npic =
∫ ǫ∗(t)
0
τ(t)−νφ
(
ǫ
τ(t)
)√
ǫdǫ = τ(t)(3/2−ν)
∫ ǫ∗
0
φ (ω)
√
ωdω. (5.17)
L’inte´grale du coˆte´ droit e´tant un nombre pur, on a ν < 3/2. D’un point de
vue physique on pre´voit que ν > 7/6 aussi, parce que pour ν < 7/6 le flux des
particules
Jpic =
∫ ǫ∗(t)
0
Coll3[nǫ1 ]
√
ǫ1dǫ1 = τ(t)
(7/2−3ν)
∫ ǫ∗
0
Coll3[φ(ω1)]√ω1dω1
s’annulle lorsque t→ t∗ (or τ(t)→ 0), mais pour ν > 7/6 il diverge en permet-
tant d’alimenter la singularite´ a` ǫ = 0.
Une autre quantite´ physique significative est l’entropie du pic
Spic =
∫ ǫ∗(t)
0
log[nǫ1 ]
√
ǫ1dǫ1 = τ(t)
3/2
∫ ǫ∗
0
(log[φ(ω1)]−ν log τ(t))√ω1dω1.
Elle s’annulle lorsque t → t∗ (ou τ(t) → 0) ainsi le taux de production d’en-
tropie au pic, qui est une quantite´ mieux de´finie car elle donne des re´sultats
convergents :
Rpic =
∫ ǫ∗(t)
0
Coll3[nǫ1 ]
nǫ1
√
ǫ1dǫ1 = τ(t)
−2ν+7/2
∫ ǫ∗
0
Coll3[φω1 ]
φω1
√
ω1dω1
aussi s’anulle quand t→ t∗ (ou τ(t)→ 0) car ν < 7/4. En conclusion, les bornes
pour ν sont :
7/6 < ν < 3/2. (5.18)
Il semble difficile d’obtenir plus d’informations au sujet des solutions de
(5.14). En effet, il n’y a pas de preuve qu’il y a une seule valeur propre ν de
(5.14) avec (5.15) et (5.16). Il est possible qu’il existe un ensemble discret de ν,
ou fini ou de´nombrable, ou un ensemble continu ou meˆme plus curieusement un
ensemble de Cantor. Dans le cas de valeurs propres non-line´aires ν multiples, la
dynamique pourrait choisir la valeur observe´e unique ν = 1.234 . . . , comme il se
produit dans le proble`me bien connu de Kolmogorov, Petroskii, et Piskunov par
exemple. Nous pre´senterons quelques remarques pertinentes pour ce proble`me
dans la section 5.3.
5.2.2 Singularite´ en temps finie dans l’approximation lo-
cale.
Nous espe´rons que l’approximation locale (5.6) ou de type de Fokker-
Planck de l’e´quation de Boltzmann–Nordheim fournit de l’information sur les
singularite´s en temps fini de la distribution nǫ(t). Nous avons re´alise´ une simula-
tion nume´rique de l’e´quation (5.6) avec les conditions de frontie`re (5.7) et (5.8).
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n  ε
ε
Fig. 5.4 – Trace´ en log-log de l’e´volution de n(ǫ, t) en fonction de ǫ a` diffe´rents
instants pour A = 4 > Ac = 3.918 . . .. Avec un ensemble d’instructions simples
sur Mathematica, on observe une loi de puissance naissante. La ligne droite
repre´sente la pente -1.35 comme re´fe´rence.
Comme pre´vu pour A > Ac, une accumulation de matie`re apparaˆıt au basses
e´nergies indiquant une possible singularite´ en temps fini (voir figure 5.4).
Recherchant une solution autosimilaire du meˆme type que (5.11) et gar-
dant seulement la limite cubique sur nǫ parce que cela constitue la principale
contribution pour nǫ grand, on obtient une e´quation diffe´rentielle ordinaire du
quatrie`me ordre :
νφ(ω) + ω
dφ
dω
=
1√
ω
d2
dω2
[
ω13/2φ4
d2
dω2
(
1
φ
)]
. (5.19)
Comme dans la section pre´ce´dente φ(ω) → ω−ν lorsque ω → ∞ et φ(ω) → φ0
quand ω → 0, les conditions de frontie`re restantes devraient e´viter des diver-
gences dans les deux limites. Une caracte´ristique importante de la partie cubique
de l’approximation locale (5.6), est qu’elle a le meˆme spectre de Kolmogorov–
Zakharov (5.10) que l’e´quation Boltzmann–Nordheim. D’ailleurs le coˆte´ droit
de l’e´quation (5.19) agit d’une manie`re semblable a` l’inte´grale de collision du
coˆte´ droit de (5.14) sur des distributions en loi de puissance. En fait, l’action
du coˆte´ droit de (5.6) sur une solution nω ∼ ω−s donne
1√
ω
d2
dω2
[
ω13/2n4ω
d2
dω2
(
1
nω
)]
= 9s(s− 1)(s− 7/6)(s− 3/2)ω−3s+2.
Par conse´quent s = 0, s = 1, s = 7/6 et s = 3/2 font annulent le membre
de droite de (5.19) avec les meˆmes exposants que pour Boltzmann–Nordheim.
L’analyse asymptotique de l’e´quation (5.19) lorsque ω → ∞ me`ne a` une se´rie
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de Laurent :
φ(ω) =
1
ων
(
1 +
∞∑
n=1
an(ν)ω
2n(1−ν)
)
. (5.20)
Cette serie asymptotique (qui semble divergente, car le terme ge´ne´ral croˆıt plus
vite que n!) peut eˆtre pousse´e, en principe, jusqu’a` n’importe quel ordre. Les
deux premiers coefficients sont :
a1(ν) = −3
8
ν(3− 2ν)(−7 + 6ν)
a2(ν) = − 3
128
ν(−3 + 2ν)(2 + 3ν)(−7 + 6ν)(−13 + 10ν)(−11 + 10ν).
Cependant cette asymptoptique semble inutile a` cause de la singularite´ en ω = 0.
L’asymptotique proche de ω = 0 sugge`re de rechercher une solution de la
forme
φ(ω) = φ0 + δφ(ω).
Cependant, la structure de l’ope´rateur diffe´rentiel du quatrie`me ordre du membre
de droite de (5.19) me`ne aux corrections exponentiellement petites δφ(ω) ∼
e−1/ω
3/2
qui ne peuvent pas e´quilibrer le membre de gauche νφ0. Nous verrons
dans la prochaine section que cette difficulte´ n’apparaˆıt pas pour le proble`me
inte´gro-diffe´rentiel (5.14).
Puisqu’il ne semble pas possible de trouver une solution de l’e´quation de
similitude (5.19) avec les conditions de frontie`re impose´es, la singularite´ pouraˆıt
eˆtre de la forme
nǫ(t) =
1
ǫ0(t)α
φ¯
(
ǫ− ǫ0(t)
ǫ0(t)β
)
avec α > 0, et β > 1. La fonction ǫ0(t) satisfait une e´quation auxiliaire. Ce
exemple montre la sensibilite´ du sce´nario de singulatrite´ auto-similaire aux
de´tails de l’e´quation de l’e´volution. En fait, l’approximation locale (5.6) de
l’e´quation de Boltzmann-Nordheim partage beaucoup de proprie´te´s (lois de
conservation, graduation, etc.) de cette dernie`re, mais le sce´nario pour l’ex-
plosion est comple`tement diffe´rent.
5.3 Remarques sur le proble`me νφ(ω) + ωφ′(ω) =
Coll3[φ(ω)].
Dans cette section nous pre´senterons quelques observations sur le proble`me
aux valeurs propres de l’e´quation (5.14). Comme c’etait le cas du mode`le local,
on peut construire ordre par ordre une se´rie de Laurent de la forme (5.20)
pour ω grand. Inte´grant formellement l’e´quation (5.14), on la transforme dans
l’e´quation inte´grale :
φ(ω) =
1
ων
− 1
ων
∫ ∞
ω
ων−11 Coll3[φ(ω1)]dω1. (5.21)
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Si on introduit φ(ω) = 1/ων dans le coˆte´ droit, on obtient le prochain ordre
dans le de´veloppement de Laurent a` grand ω, et ainsi de suite. On trouve :
φ(ω) =
1
ων
− Cν
2(ν − 1)ω3ν−2 −
CνDν
8(ν − 1)2
1
ω5ν−4
+O
(
1
ω7ν−6
)
(5.22)
La fonction Cν est de´finie par l’action de l’inte´grale de collision sur une loi de
puissance Coll3[ω−ν ] ≡ Cνω−3ν+2, c’est-a`-dire [12]
Cν =
∫
I
x−νy−νz
1
2−ν (1 + zν − xν − yν)
(
1 + z3ν−7/2 − x3ν−7/2 − y3ν−7/2
)
dxdy,
ou` z = x+ y− 1 et l’inte´grale est faite dans la re´gion I (avec ǫ1 ≡ 1) de la figure
5.1. Bien que la convergence de diffe´rentes inte´grales soit pour ν < 5/4, des
annulations rendent le re´sultat convergent dans un domaine de ν plus grand.
Le re´sultat est trace´ dans la figure 5.5. Comme Cν , la fonction Dν est l’ordre
suivant et il peut eˆtre exprime´ en termes d’inte´grales qui, par souci de simplicite´,
ne sont pas e´crites explicitement ici. 11
νC
ν
νD
ν
Fig. 5.5 – Gauche : E´valuation nume´rique du pre´facteur de collision Cν comme
fonction de ν. On voit clairement ce coefficient s’annule pour ν = 1 (la distri-
bution de Rayleigh-Jeans), ν = 7/6 (la cascade inverse de l’action de l’onde) et
ν = 3/2 (la cascade d’e´nergie). Droite : E´valuation nume´rique de Dν en fonction
de ν. Dν s’annule pour ν = 11/10 et ν = 13/10.
La convergence des inte´grales Cν indique qu’on a, dans un certain sens,
localite´ des interactions dans l’espace d’e´nergie : l’interaction est la plupart
du temps entre particules avec des e´nergies semblables. Cette proprie´te´ a e´te´
employe´e dans le e´veloppement (5.22). D’ailleurs, l’approximation locale de
l’inte´grale de collision par l’ope´rateur diffe´rentiel, comme dans la section 5.1.2,
est justifie´e par la localite´ de l’inte´grale de collision. D’autre part, la fonction Cν
joue un roˆle important dans diverses quantite´s physiques pertinentes. En fait le
flux de la matie`re est :
J =
∫ ω
0
Coll3[nω]
√
ωdω =
Cν
3(7/6− ν)ω
3(7/6−ν),
11On note que Dν s’annule pour ν = 11/10 et ν = 13/10, en tant qu’approximation locale
(voir le a2(ν) dans la section 5.2.2).
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le flux d’e´nergie
P =
∫ ∞
ω
Coll3[nω]ω
√
ωdω =
Cν
3(3/2− ν)ω
3(3/2−ν),
et le taux de production entropie :
R =
∫ ω
0
Coll3[nω]
nω
√
ωdω =
Cν
2(7/4− ν)ω
2(7/4−ν).
Ces quantite´s sont trace´es dans la figure 5.6. Comme il est bien connu dans la
litte´rature [3, 12], les limites ν → 7/6 pour le flux de la matie`re J et ν → 3/2
pour le flux d’e´nergie P sont bien de´finies par l’interme´diaire de la re`gle de
l’Hoˆpital. Bien que, dans la re´f. [34], il a e´te´ note´ que parce que ν ∈ [7/6, 3/2]
le spectre 1/ων de loi de puissance a une production ne´gative d’entropie R,
en accord avec l’ide´e qualitative qu’un condensat est en train de se construire.
Jusqu’a maintenant aucune obtention de l’exposant ν base´e sur la forme de la
fonction Cν , n’a e´te´ re´ussie.
ν
i
ii
iii
iiii
Fig. 5.6 – Trace´ de la fonction Cν (i), le pre´-facteur du flux de matie`re
Cν
3(7/6−ν)
(ii), le pre´-facteur du flux d’e´nergie Cν3(3/2−ν) (iii), le taux de production d’en-
tropie Cν2(7/4−ν) (iiii). La ligne verticale marque la position de la valeur propre
non-line´aire montre´e par dynamique ν = 1.234 . . . indiquant que rien d’excep-
tionnel ne se produit pour cette valeur.
Puisque Cν disparaˆıt pour ν = 7/6 et aussi pour ν = 3/2 on voit pourquoi
il est impossible d’obtenir ν = 7/6 ou 3/2 comme il devrait suivre de (5.10),
parce que la correction a l’ordre suivant (5.22) disparaˆıt puisque Cν est ze´ro
pour les deux cas, et le de´veloppement de Laurent a` grand ω s’arreˆte la`.
La solution (5.22) est de´ja` singulie`re a` ω = 0, bien que nous voulions
e´tudier une solution telle que φ(ω = 0) = φ0 soit fini et positif. On peut pre´voir
de pousser le de´veloppement de Laurent afin de capturer de mieux en mieux le
comportement en ω = 0. Cependant, la convergence des inte´grales implique´es
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n’est pas assure´e du tout, la localite´ des interactions disparaˆıt probablement a`
partir d’un certain ordre.
Le de´veloppement asymptotique pre`s de ω = 0 ne´cessite φ(ω) ≈ φ0 + δφ,
donc, on doit avoir
lim
ω→0
Coll3[φ(ω)]→ νφ0.
La limite ω → 0 de l’inte´grale de collision (5.14) exige que les re´gions II et III
du domaine d’inte´gration dans 5.1 se re´tre´cissent sur les axes respectifs, donnant
une contribution de l’ordre de ω, la re´gion I se re´tre´cit dans l’origine donnant
une contribution a` l’ordre suivant : ω2, tandis que la re´gion IV devient pour
toutes les valeurs positives de ω3 and ω4. Finalement, lorsque apparaˆıt φω2 on
de´velope ω2 = ω3 + ω4 − ω dans ω. On trouve finalement :
lim
ω→0
Coll3[φω ] = φω
∫ ∞
0
(φω3φω4 − φω3φω3+ω4 − φω4φω3+ω4)dω3dω4 +
+
∫ ∞
0
φω3φω4φω3+ω4dω3dω4 +
2
3
ω(φω − φ0)
∫ ∞
0
φ2ω4dω4 +
+ ω
∫ ∞
0
(φω(φω3 + φω4)− φω3φω4)φ′ω3+ω4dω3dω4 +O(ω2).
Enfin, a` l’ordre zero en ω on a la condition :
νφ0 =
∫ ∞
0
[φ0φω3φω4 + (φω3φω4 − φ0φω3 − φ0φω4)φω3+ω4 ] dω3dω4. (5.23)
Cette condition peut eˆtre vue comme une e´quation pour φ0 en fonction de ν.
En effet une fonction d’essai simple peut nous fournir une approximation pour
les inte´grales dans (5.23). Il y a bessoin d’une deuxie`me relation pour fixer ν.
Cette condition est aussi une expression inte´grale : si on multiplie par
√
ω et on
inte`gre l’e´quation (5.14) pour tout ω positif on trouve que le membre de droite
s’annule, alors : ∫ ∞
0
(νφ(ω) + ωφ′(ω))
√
ωdω = 0. (5.24)
On remarque que cette inte´grale converge a` cause du comportement a` l’infini
(5.22)12. De plus l’inte´grand (νφ(ω) + ωφ′(ω)) doit changer de signe.
Pour une estimation simple de ces deux conditions on construit une fonc-
tion d’essai. Soit cette fonction d’essai :
φ¯(ω) =
{ 1
ων − Cν2(ν−1)ω3ν−2 pour ω > Ω;
φ0 pour ω < Ω.
(5.25)
12Formellement on a aussi queZ ∞
0
ω
`
νφ(ω) + ωφ′(ω)
´√
ωdω = 0,
et Z ∞
0
1
φ(ω)
`
νφ(ω) + ωφ′(ω)
´√
ωdω ≥ 0.
Cependant la premie`re integrale converge seulement si ν > 3/2 et le deuxie`me si ν > 7/4,
donc ces deux inte´grales ne convergent pas pour 7/6 < ν < 3/2.
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qui de´pend de trois parame`tres : ν, φ0 et Ω. Alors, les conditions (5.23), (5.24) et
continuite´ de φ¯(ω) en ω = Ω fixent en principe chacun de ces trois parame`tres.
On peut d’abord imposer la continuite´ de φ¯(ω) en ω = Ω et puis la
condition (5.24) pour de´terminer que :
2
3
νφ0 =
2Cν
(6ν − 7)Ω2−3ν (5.26)
Ω =
(
Cν(2ν − 3)(3ν − 2)
2ν(ν − 1)(6ν − 7)
) 1
2(ν−1)
On peut re´aliser finalement les inte´grales du membre de droite de (5.23)
et tracer une autre condition pour φ0(ν). Les points d’intersection correspondent
aux valeurs propres ν recherche´es. Comme on le voit dans la figure 5.7, il existe
une unique intersection pour ν = 1.2 qui est proche de la valeur connue ν = 1.234
ν
i
ii
Fig. 5.7 – Trace´ de φ0 comme une fonction of ν, la courbe i) suit de la condition
(5.26) alors que le trait ii) suit la condition (5.23), le point d’intersection est
pour ν = 1.1989... .
Bien que les deux conditions inte´grales (5.23) et (5.24) donnent une valeur
proche pour une fonction d’essai de la forme de´crite, cette me´thode ne donne pas
un me´canisme de controˆle plus pre´cis comme le serait une ine´galite´ variationelle.
Ces re´sultats doivent eˆtre considere´s seulement comme une esquisse.
Chapitre 6
Condensation d’ondes
classiques non line´aires
Dans ce chapitre nous conside´rons le re´gime defocalisant de l’e´quation
de NLS ou de Gross-Pitaevskii, qui est connue pour eˆtre e´galement approprie´e
pour la description des gaz de bosons a` interaction faible a` basse temperature.
Comme expose´ inde´pendamment par Pomeau [32] et par Dyachenko et al.
[17] en 1992, ce re´gime d’interaction est caracte´rise´ par une e´volution irre´versible
du syste`me vers une solution homoge`ne avec des fluctuations turbulentes de
petite amplitude. Ce sce´nario corrobore la re`gle ge´ne´rale, discute´e au-par-avant
(section 2), parce que la solution homoge`ne re´alise le minimum d’e´nergie (hamil-
tonienne) dans le cas de´focalisant. En conse´quence, l’e´quation de NLS montre-
rait un genre de processus de condensation, un me´canisme qui a e´te´ confirme´ tout
re´cemment dans le contexte des simulations nume´riques intensives de l’e´quation
(projete´e) de NLS qui ont e´te´ effectue´es a` 3D dans la re´fe´rence [31].
Notre but est de fournir une description thermodynamique a` l’aide de la
the´orie cine´tique de ce processus de condensation classique. L’e´quation NLS a`
trois dimensions d’espace montre un ve´ritable processus de condensation dont
les proprie´te´s thermodynamiques sont analogues a` celle de la condensation de
Bose-Einstein, malgre´ le fait que la condensation des bosons est en soit un effet
quantique. Notre analyse est base´e sur une the´orie cine´tique de l’e´quation NLS
dans laquelle nous introduissons une coupure a` haute fre´quence pour e´viter une
catastrophe ultra-violette inhe´rente a` la nature classique d’une e´quation d’ondes
(paradoxe de Rayleigh-Jeans).
Bien que nous pre´sentions notre the´orie dans le cas particulier de l’e´quation
de NLS, notre analyse est ge´ne´rale et peut facilement eˆtre applique´e a` d’autres
syste`mes d’ondes non-line´aires, qui rend notre travail e´galement approprie´ pour
divers syste`mes. En effet, meˆme s’il n’existe pas une de´scription a` la Zakharov
en turbulence forte, de re´cents travaux nume´riques de M.E. Brachet et colla-
borateurs [57] montrent une me´canisme similaire. De meˆme a` deux dimensions
d’espace l’apparition et la persistance des structures localise´es a` grande e´chelle
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au milieu de fluctuations a` e´chelle re´duite est un comportement commun de
beaucoup de fluides turbulents, des plasmas ou des syste`mes optiques [33].
6.1 Evidence nume´rique de condensation d’ondes.
Nous remettons en cause ici l’e´quilibre statistique d’un syste`me d’ondes
classiques. Les comportements asymptotiques a` petites (i.e. k →∞) et grandes
e´chelles (k → 0) sont d’inte´reˆt particulier. Les petites e´chelles sont toujours at-
teintes dans la description continue de l’e´quation de NLS. Comme toute the´orie
de champs classique une description statistique pose des proble`mes a` cause de
la catastrophe ultraviolette ou divergence de Rayleigh-Jeans : une quantite´ finie
d’e´nergie tente de se re´partir sur un nombre infini de modes. On a alors sugge´re´
[17, 32] que la dynamique e´voluerait vers la formation d’une structure a` grande
e´chelle contenant une fraction des particules plus une mer de fluctuations a`
e´chelle re´duite. Le syste`me suivirait ainsi une dynamique lente irre´versible ou`
les fluctuations atteindraient des e´chelles de plus en plus petites. Brie`vement, la
structure a` grand e´chelle minimize l’Hamiltonien tandis que l’e´nergie en exce`s
envahit les e´chelles plus petites, avec une contribution ne´gligeable au nombre de
particules (voir le principe ge´ne´rale dans le chapitre 2).
Conside´rons l’e´quation de Schro¨dinger non-line´aire de´focalisante (NLS)
a` D dimensions spatiales pour la fonction d’onde complexe, i.e. un champ clas-
sique, ψ :
i∂tψ = −∆ψ + |ψ|2ψ (6.1)
ou` ∆ repre´sente l’ope´rateur de Laplace a` dimension D. La dynamique conserve
le nombre total de particules
N =
∫
|ψ|2dDx,
l’e´nergie
H =
∫ [
|∇ψ|2 + 1
2
|ψ|4
]
dDx
et le moment line´aire
P = Im
∫
ψ∗∇ψdDx.
Nous examinons la dynamique de formation du condensat commenc¸ant
par une condition initiale ale´atoirement distribue´e aux grandes longueurs d’ondes.
Soit Ak la transforme´e de Fourier de ψ de´finie par
ψ(x, t) =
1√
V
∑
k
Ak(t)e
ik·x.
Puis, soit l’e´tat initial
Ak(0) = Ae
− k2
σ2 eiθk (6.2)
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avec A l’amplitude, σ la largeur gaussienne et θk est une phase ale´atoire dis-
tribue´e uniforme´ment en [0, 2π[. De tels e´tats initiaux correspondent dans l’es-
pace re´el a` une fonction d’onde module´e a` une longueur typique de l’ordre de
1/σ. Comme on a vu dans la section 3 l’e´volution a` long terme est re´gie par une
e´quation cine´tique pour de l’interaction de quatre ondes(3.18) pour le spectre
nk.
Comme deja` dit l’e´quation cine´tique (3.18) posse`de les meˆmes proprie´te´s
que l’e´quation de Boltzmann habituelle, la masse N =
∫
nk(t)d
Dk, le mo-
ment P =
∫
knk(t)d
Dk et l’e´nergie cine´tique E =
∫
k2nk(t)d
Dk sont conserve´s
par l’e´volution (3.18). Cette e´quation cine´tique satisfait aussi au The´ore`me-H :
∂tS > 0 pour S =
∫
dDk lnnk.
La solution d’e´quilibre (ze´ro-flux) annule exactement Coll[neqk ] et est donne´e
par la distribution de Rayleigh-Jeans (3.19) avec ωk = k
2 qui est une solution
formelle seulement. Ici nous ajouterons seulement la coupure ultra-violette kc
afin d’obtenir des re´sultats finis. Cette coupure kc arrive naturellement en raison
du nombre fini de modes des simulations nume´riques.
Le fait que l’e´quation cine´tique (5.9) de´crive l’e´volution a` long terme de
la distribution spectrale, alors la question suivantese pose : l’e´quation cine´tique
cubique pure montrant une singularite´ en temps fini comme pre´curseur d’une
condensation, pouvons nous avoir une condensation d’ondes dans l’e´quation de
NLS ?
D’apre`s les Refs. [31, 58, 59, 60, 61] l’e´quation NLS ou de Gross-Pitaevskii
montre un genre de processus de condensation, ce qui a e´te´ exactement confirme´
par des simulations nume´riques de (6.1) a` trois dimensions d’espace. Dans la re´f.
[60] nous avons obtenu une description thermodynamique de ce me´canisme de
condensation dont les proprie´te´s thermodynamiques sont analogues a` celles de
de la condensation de Bose-Einstein dans un gaz quantique.
Notre analyse est base´e sur une the´orie cine´tique de l’e´quation NLS dans
laquelle nous introduissons une coupure a` haute fre´quence pour e´viter une catas-
trophe ultra-violette (paradoxe de Rayleigh-Jeans). Ceci nous permet de pre´ciser
le roˆle essentiel que joue le nombre de modes dans la formation dynamique du
condensat, de sorte qu’une de´finition cohe´rente de la tempe´rature du syste`me
puisse eˆtre donne´e clairement. D’ailleurs, notre the´orie indique que dans le cas
de l’e´quation de NLS a` deux dimensions spatiales on ne trouve pas de processus
de condensation dans la limite thermodynamique, en raison d’une divergence in-
frarouge des quantite´s the´modynamiques d’e´quilibre, en analogie comple`te avec
un gaz de Bose ide´al et uniforme a` 2D. Dans la figure 6.1, on voit que la conden-
sation de´pend du nombre de modes utilise´s dans les simulations indiquant que
la limite thermodynamique ne peut pas eˆtre re´alise´e dans la limite de re´solution
infinie. Ce re´sultat signifie que le syste`me e´volue vers un e´tat d’e´quilibre (en-
tropie maximale) sans produire une structure cohe´rente qui re´duit au minimum
l’e´nergie (hamiltonienne), contrairement a` la re`gle ge´ne´rale discute´e dans la
section 2.
Un autre point important est que la coupure ultra-violette de nombre
d’onde (kc) de´finie une e´nergie critique Ec, de sorte que si l’e´nergie initiale
est supe´rieure a` cette e´nergie critique aucune condensation n’est observe´e. Plus
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Fig. 6.1 – Fraction condense´e en fonction du temps pour diffe´rentes tailles du
syste`me. On voit que lorsque la taille du syste`me est augmente´e la fraction
condense´e moyenne diminue. La resolution spatialle est dx = 1 et kc = π.
pre´cise´ment, si l’e´nergie cine´tique initiale est E et N la normalisation de la fonc-
tion d’onde, alors si E < Ec ∼ k2cN la condensation apparaˆıt. Une conse´quence
importante est qu’ on n’obtient jamais une condensation d’ondes pour une vraie
e´quation aux de´rive´es partielles, i.e. si kc → ∞. Par conse´quent, on voit que
la coupure ultraviolette joue un roˆle important. Dans un syste`me d’ondes clas-
siques cette coupure est fournie par un me´canisme dissipatif, cependant, comme
il est bien connu depuis plus d’un sie`cle, un syste`me conservatif pur d’ondes
exige la physique quantique pour e´viter la catastrophe ultra-violette.
L’e´tude de la formation dynamique d’un condensat dans le cadre de
l’e´quation NLS est proche du sce´nario suivant : le spectre de l’onde nk, de´fini par
l’interme´diaire du moment au deuxie`me ordre de la transforme´e de Fourier de la
fonction d’onde complexe 〈ψkψ∗k′〉 = nkδ(3)(k − k′), suit l’e´quation cubique de
Boltzmann1 (5.9), alors, si E < Ec, nous pre´voyons la condensation au nombre
d’onde nul, ce qui se produit par l’occurrence spontane´e d’une singularite´ dans
le spectre de l’onde pour k = 0. Par conse´quent une solution autosimilaire de la
forme (5.11) de´crit l’accumulation de particules au nombre d’onde ze´ro k = 0
[52, 54, 55].
L’e´vidence de cette sorte de singularite´ (5.11) avec ν = 1.234 dans NLS
n’est pas encore re´alise´e d’une manie`re satisfaisante. L’obstacle principal est
qu’essentiellement on a besoin d’un grand nombre de modes pour obtenir une
bonne re´solution. C’est faisable dans le cadre de l’e´quation (5.9) parce que, c’est
une e´quation pour un champ a` une dimension donc on peut avoir facilement 109
points, mais nous ne pouvons pas nous attendre bientoˆt a` une simulation de
l’e´quation de NLS ou` Gross-Pitaevskii avec 1027 modes.
1Ici nous supposons l’isotropie dans l’espace du nombre d’onde : nk = n|k|.
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Ne´anmoins, ce sce´nario correspond a` l’e´quation de Boltzmann dont la
de´termination omet les e´chelles a` court terme, ainsi la singularite´ en temps-fini
est naturellement re´gularise´e dans des simulations directes d’e´quation de Gross-
Pitaevskii. L’e´tat initial pour les simulations nume´riques conside`re une super-
position ale´atoire d’ondes. Naturellement ce champ initial posse`de un grand
nombre de ze´ros ou de noeuds de la fonction d’onde complexe avec une dis-
tribution spatiale qui de´pend probablement du spectre initial. Ces ze´ros sont,
dans un certain sens, des “vortex line´aires”2 du champ et leur existence ne brise
pas la validite´ de la the´orie de la turbulence faible. Cependant, a` mesure que la
fraction du condensat augmente plusieurs des ze´ros s’annihilent, mais certains
d’entre eux persistent et deviennent des “vortex non-line´aires”, et a` cette e´tape
la description cine´tique n’est plus valide (sauf localement, c.-a`.-d. loin des coeurs
des vortex). Un e´tat domine´ par les vortex a e´te´ observe´ a` 3D [58] et 2D [61].
Finalement aux temps longs ces vortex s’annihilent et le syste`me e´volue laissant
une zone libre de de´fauts avec un condensat plus ou moins uniforme (voir la
figure 6.2).
6.2 Crite`re thermodynamique de la condensa-
tion d’ondes
La condensation a lieu par analogie avec la transition de Bose-Einstein
pour les gaz quantiques. Si l’inte´grale du nombre de particules ne diverge pas a`
k = 0 : ce qui se produit si D > 2 comme on peut le voir du comportement
N/V =
∫ kc
ǫ
kD−1
T
k2
dk ∼ ǫD−2 + terme fini
lorsque ǫ → 0. Pour D ≤ 2, µ ne disparaˆıt jamais pour une e´nergie finie, prou-
vant que la distribution d’e´quilibre de´crit le syste`me au moins pour des grands
nombres d’onde. Pour un e´tat initial sphe´riquement syme´trique le moment ini-
tial disparaˆıt, de sorte que le terme v·k est absent dans la distribution d’e´quilibre
(3.19). Comme l’e´quation de Schro¨dinger non-line´aire originale, dans le re´gime
cine´tique l’e´quation de Zakharov pre´serve la masse et l’e´nergie totales, ainsi a`
3D on a
N/V = 4π
∫ kc
0
k2
T
k2 − µdk = 4πTkc
(
1−
√−µ
kc
arctan(kc/
√−µ)
)
(6.3)
E/V = 4π
∫ kc
0
k2
Tk2
k2 − µdk =
4πTk3c
3
(
1 + 3
µ
k2c
+ 3
(−µ
k2c
)3/2
arctan(kc/
√−µ)
)
(6.4)
2Lignes de vortex, a` trois dimensions, et des points, a` deux dimensions, sont des de´fauts
topologiques du champ complexe ψ et sont eux aussi des structures non-line´aires dans le sens
que la dispersion line´aire (e´nergie cine´tique) est du meˆme ordre que le terme non-line´aire
(l’e´nergie potentielle).
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Fig. 6.2 – E´volution de la fraction du condensat n0/N en fonction du temps t
dans une simulation de NLS avec 1283 modes spectraux et des conditions aux
bords pe´riodiques. L’e´tape finale me`ne a` 90 % d’onde condense´e. Les graphiques
a` 3D inse´re´s dans l’image repre´sentent les iso-surfaces de |Ψ|2 pour une valeur
de 0.3 pour les temps suivants (de gauche a` droite) t = 40, 120, 200, 400 et
800 unite´s. A` l’e´tat initial on voit que le syste`me est domine´ par les vortex
line´aires ou des noeuds, toutefois pour des temps plus grands que 200 unite´s
l’e´tat vortical domine l’e´volution.
Ces e´quations devraient eˆtre comprises de la manie`re suivante : si on su-
pose que nous avons une masse et une e´nergie initiales N & E puis le syste`me est
conduit a` l’e´quilibre par l’e´quation cine´tique (3.18) ou` bien (5.9), a` l’e´quilibre la
distribution (3.19) et nous obtenons des e´quations, (6.3,6.4) pour les parame`tres
T&µ, ainsi pour une paire donne´e (N,E) on obtient une paire (T, µ) par l’in-
terme´diaire de (6.3,6.4).
Comme dans la condensation de Bose-Einstein standard pour un gaz de
Bose, le phe´nome`ne de condensation se produit si µ→ 0− pour une masse finie
(ou le nombre de particules) et e´nergie finie. Explicitement, d’apre`s (6.3) on
obtient N/V ≈ Tkc
(
1− π
√−µ
2kc
+ . . .
)
pour |µ| ≪ k2c , on voit que µ atteint
ze´ro pour un volume spe´cifique fini V/N (ou T ) alors on est en pre´sence du
phenome`ne de condensation d’ondes. Une conclusion semblable re´sulte de la
valeur de l’e´nergie par particule. L’e´nergie par particule est une fonction qui
diminue lorsque µ s’approche de ze´ro du coˆte´ ne´gatif. Il y a une e´nergie critique,
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de´note´e par EBE , telle que si E = EBE , le potentiel chimique µ = 0, sa valeur
critique est donne´e a` dimension D par
EBE
Nk2c
=
D − 2
D
. (6.5)
Par conse´quent, si on diminue l’e´nergie par particule on refroidira le syste`me et
on atteint un seuil fini EBE au-dessous du quel le phenome`ne de la condensation
d’ondes surgit dans le syste`me.
µ/
E/Nkc
2
kc
2 µ/
E/Nkc
2
kc
2
Fig. 6.3 – Trace´ du potentiel chimique µ/k2c vs. l’e´nergie par particule E/Nkc
2
a` partir (6.3) et (6.4). A` gauche pour trois dimensions spatiales le seuil est a`
1/3 alors qu’a` droite pour deux dimensions le seuil n’existe pas.
La meˆme analyse peut eˆtre faite a` 2D. On trouve aise´ment (S est ici la
surface du syste`me)
N/S = 2π
∫ kc
0
k
T
k2 − µdk = πT log
(
k2c − µ
−µ
)
(6.6)
E/S = 2π
∫ kc
0
k
Tk2
k2 − µdk = πT
(
k2c + µ log
(
k2c − µ
−µ
))
. (6.7)
On a alors E/N = µ + k2c/ log(1 − k2c/µ), de sorte que la tempe´rature T , et
aussi l’e´nergie par particule E/N , s’annulent lorsque µ → 0−, de sorte que la
condensation n’a plus lieu a` 2D, ce que nous avons confirme´ par des simulations
nume´riques directes de l’e´quation (6.1). Contrairement au cas 3D ou` le champ ψ
produit une solution homoge`ne (condensat), a` 2D ψ reste un champ stochastique
a` moyenne nulle, dont le spectre e´volue vers la distribution d’e´quilibre (3.19)
avec µ 6= 0, c.-a`-d., avec une longueur de corre´lation finie √−µ.
L’e´tude de la formation dynamique du condensat a e´te´ examine´e dans
le chapitre 5 par les solutions autosimilaires de la forme (5.11), ou` φ satisfait
l’e´quation inte´gro-diffe´rentielle (5.14), et τ est une fonction de´pendant seulement
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du temps (5.13)3 de l’e´quation cine´tique (5.1), menant a` une singularite´ en temps
fini. Bien que cette singularite´ soit naturellement re´gularise´e dans dynamique
de NLS, elle de´crit l’accumulation de particules au nombre d’onde ze´ro k = 0
[52, 54, 55].
Dans la Re´f. [55], il est montre´ nume´riquement que le proble`me non
line´aire de valeur propre pour D = 3 a une solution pour ν ≈ 1.234. Un re´sultat
central est qu’une loi de puissance 1/ǫν me`ne a` une masse nulle vers le mode
ze´ro, ne´anmoins cette solution produit un flux infini de masse au mode ze´ro.
Il n’existe aucun re´sultat semblable dans d’autres dimensions. Bien que nous
ne nous attendions pas a` une condensation a` D = 2, il n’y a aucune raison de
croire que l’e´quation de Boltzmann (3.18) n’a pas une singularite´ en temps fini a`
D = 2. En effet, nous avons besoin que ν > 1 mais nous avons besoin e´galement
que le flux de matie`re s’annule quand t → t∗, ce qui implique ν < 4/3. Seule
une e´tude de´taille´e de ce proble`me re´pondra a` cette question en suspens.
Quand le condensat commence a` se former (t > t∗), un e´change de la
masse entre le condensat et la partie non condense´e ou incohe´rente est ne´cessaire
pour atteindre l’e´quilibre. On a discute´ dans lesRefs. [32, 17] que cette dyna-
mique peut eˆtre de´crite a` l’aide des equations cine´tique avec des interactions a`
trois ondes (la quatrie`me onde e´tant le condensat). Cet aspect a e´te´ re´cemment
exprime´ avec plus de pre´cision en prolongeant l’e´quation cine´tique (5.1) aux
distributions singulie`res [52, 54, 55], qui change nǫ → n0 14π√ǫδ(1)(ǫ) + ϕǫ, ou`
ϕǫ est la partie re´gulie`re de la distribution, de sorte qu’une paire d’e´quations
cine´tiques couple´es pour l’e´volution des composantes condensat et incohe´rente
ont e´te´ obtenues [55]. Ces e´quations de´crivent un flux de masse de la compo-
sante incohe´rente vers le condensat, jusqu’a` ce que l’e´quilibre thermique soit
atteint, c.-a`-d., jusqu’a` ce que les termes de collision s’annulent exactement.
Ces e´quations sont :
∂tn0(t) = n0(t)Coll2[ϕ], ici (6.8)
Coll2[ϕ] =
∫
(ϕǫ3ϕǫ4 − ϕǫ3+ǫ4(ϕǫ3 + ϕǫ4 + 1))dǫ3dǫ4;
∂tϕǫ1(t) = Coll[ϕ] + n0(t)C˜oll2[ϕ] ici (6.9)
Coll[ϕ] = 1√
ǫ
∫
Sǫ1,ǫ2;ǫ3,ǫ4 (ϕǫ3ϕǫ4(1 + ϕǫ1)(1 + ϕǫ2)− ϕǫ1ϕǫ2(1 + ϕǫ3)(1 + ϕǫ4)) dǫ3dǫ4
C˜oll2[ϕ] = 1√
ǫ1
∫
(ϕǫ3ϕǫ4 − ϕǫ1(ϕǫ3 + ϕǫ4 + 1))δ(ǫ1 − ǫ3 − ǫ4)dǫ3dǫ4
+
2√
ǫ1
∫
(ϕǫ4(ϕǫ1 + ϕǫ2 + 1)− ϕǫ1ϕǫ2)δ(ǫ1 + ǫ2 − ǫ4)dǫ3dǫ4.
On a utilise´ la relation
∫∞
0
Sǫ1,ǫ2;ǫ3,ǫ4
√
ǫkg(ǫk)δ(ǫk)dǫk = g(0) pour k = 1, 2, 3&4.
3Une ge´ne´ralisation cette solution est possible pour D 6= 3, qui donne τ(t) = 1
2(D−1−ν)
(t∗−
t)
1
ν+(1−D)/2 , une signature d’une singularite´ en temps fini a` t∗ (qui de´pend des conditions
initiales). Naturellement, on doit avoir ν > (D − 1)/2.
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Ces e´quations couple´es conservent la masse et l’e´nergie et un the´ore`me-H est
satisfait4.
Ceci se produit pour la distribution d’e´quilibre ϕeqk = T/k
2, qui corres-
pond a` la distribution (3.19) avec un potentiel chimique nul. Ceci nous permet
de supposer le´gitimement µ = 0 au-dessous du seuil de transition E ≤ EBE =
1
3k
2
cN . Le nombre de particules condense´es n0 et l’e´nergie E ≤ EBE) peuvent
eˆtre e´galement calcule´s en e´crivant µ = 0 dans la distribution d’e´quilibre (3.19).
On obtient aise´ment
(N − n0)/V = 4π
∫ kc
0
k2
T
k2
dk = 4πTkc
et E/V = 4πTk3c/3, ce qui donne
n0/N = 1− E/EBE , (6.10)
ou alternativement n0/N = 1−T/TBE, ou` TBE = 3EBE/(4πV k3c ). Comme dans
la condensation standard de Bose-Einstein, n0 s’annule a` la tempe´rature critique
TBE, et n0 devient le nombre total de particules lorsque T → 0. Le comporte-
ment line´aire de n0 versus E dans l’Eq. (6.10) est en accord avec les re´sultats
de simulations nume´riques (voir la Fig. 6.4), toutefois il faut noter que l’Eq.
(6.10) est obtenue pour une distribution continue sphe´riquement syme´trique de
nk, alors que dans la simulation nume´rique l’inte´gration dans l’espace de Fou-
rier est discre´tise´e avec une symmetrie cubique. L’e´quation (6.10) devrait eˆtre
ge´ne´ralise´e ainsi par
n0
N
= 1− E
N
∑′
k 1/(k
2
x + k
2
y + k
2
z)∑′
1
(6.11)
ou`
∑′
k signifie une somme discre`te pour −kc ≤ kx, ky, kz ≤ kc telle qu’elle exclut
l’origine kx = ky = kz = 0.
L’e´quation (6.11) peut eˆtre calcule´e exactement et de´pend tre`s faiblement
du nombre de modes pour d’assez grandes valeurs. En guise d’exemple, nous
avons :
Nb. de modes
(∑′
k 1/(k
2
x + k
2
y + k
2
z)
)
/
(∑′
1
)
E´q. (6.11) pour kc = π
643 1.8835/k2c n0 = N − 0.1908E
1283 1.9011/k2c n0 = N − 0.1926E
2563 1.9098/k2c n0 = N − 0.1935E
∞ 1.9185/k2c n0 = N − 0.1944E
Les droites donne´es par les e´quations de la colonne de droite de la Table
4La solution d’e´quilibre est la distribution de Bose avec un potentiel chimique nul, i.e.
ϕǫ =
1
eǫ/T−1
.
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sont trace´es dans la Fig. 6.4 et compare´es aux valeurs donne´es par les simula-
tions nume´riques de (6.1) sans aucun parame`tre ajustable et avec les conditions
initiales de´finies par (6.2). Les simulations nume´rique confirment l’existence du
processus de condensation pour des densite´s suffisantes a` e´nergie re´duite [60].
n  /N0
E/V
Fig. 6.4 – Fraction du condensat n0/N en fonction de la densite´ moyenne
d’e´nergie 〈H〉 /V . Les points se rapportent a` des simulations nume´riques de
NLS Eq. (6.1) pour une densite´ fixe N/V = 1/2 et kc = π. Les couleurs des
points correspondent a` 323 (vert), 643 (bleu) et 1283 (rouge) modes. Les lignes
droites correspondent a` l’Eq (6.11) avec 323 (vert), 643 (bleu) et 1283 (rouge)
modes. La ligne droite(i) [(ii)] correspond a` l’Eq continue (6.10).
Nous avons effectue´ des simulations nume´riques avec un nombre croissant
de modes (163, 323, 643 et 1283), mais avec la meˆme fre´quence de coupure
(kc = π). Ceci signifie que nous avons conside´re´ des syste`mes de taille croissante,
puisque la discre´tisation spatiale de la grille dx est constante (plus pre´cisement
dx = 1 dans les simulations). Nos re´sultats nume´riques indiquent que, toutes
les fois que le nombre de modes exce`de 163, la fraction condense´e n0/N varie
faiblement avec le nombre de modes. Ceci signifie que le syste`me a de´ja` atteint
la limite thermodynamique avec seulement de 163 modes. D’ailleurs, nous avons
ve´rifie´ que pour un volume total donne´ V et une densite´ fixe N/V , le seuil
d’e´nergie pour la condensation, augmente comme la fre´quence de coupure, en
accord avec la the´orie (EBE ∝ k2c ).
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6.3 Description thermodynamique avec conden-
sat
Bien que la de´pendance line´aire (6.11) entre n0 et E donne une bonne ap-
proximation des re´sultats nume´riques elle n’est pas comple`tement satifaisante,
principalement parce que la fraction du condensat a e´te´ calcule´e en tenant
compte seulement de la contribution de l’e´nergie cine´tique E a` l’e´nergie totale
H . Pour inclure la contribution de l’e´nergie potentielle (c.-a`-d. le terme non-
line´aire), nous suivons un approche inspire´e par la the´orie de Bogoliubov d’un
gaz de Bose avec interactions faibles [63], que nous prolongeons au proble`me
des ondes classiques conside´re´ ici. La raison principale d’une telle de´faillance
de l’e´quation (6.10) est que nous avons employe´ seulement la partie cine´tique,
k2, pour l’e´nergie des modes et on sait qu’une fois que la fraction condense´e
est diffe´rente de ze´ro, le spectre ωk = k
2 devient le spectre de Bogoliubov [63]
ωB(k) =
√
k4 + 2n0k2/V . Nous commenc¸ons a` partir de l’e´nergie totale H de
l’onde non-line´aire
H =
∑
k
k2a∗kak +
1
2V
∑
k1,k2,k3,k4
a∗k1a
∗
k2
ak3ak4δk1+k2−k3−k4 , (6.12)
ou` δk est le symbole de Kronecker. Le hamiltonien peut eˆtre de´compose´ en
quatre termes, H = H0+H2+H3+H4, selon la fac¸on dont le mode ze´ro, c.-a`-d.
a0 = ak=0, et les modes avec ak 6=0, entrent dans le de´veloppement :
H0 =
1
2V
(|a0|4 + 2|a0|2(N − |a0|2))
H2 =
′∑
k
[
k2a∗kak +
1
2V
(
a20a
∗
ka
∗
−k + a
∗2
0 aka−k + 2|a0|2a∗kak
)]
H3 =
1
2V
′∑
k1,k2,k3
(2a0a
∗
k1
a∗k2ak3 + c.c.)δk1+k2−k3
H4 =
1
2V
′∑
k1,k2,k3,k4
a∗k1a
∗
k2
ak3ak4δk1+k2−k3−k4
la`
∑′
k exclut le mode k = 0. La the´orie cine´tique de la turbulence faible exige
du hamiltonien d’eˆtre diagonal dans les termes quadratiques. A` cet effet, nous
appliquons la transformation du Bogoliubov pour les variables canoniques
bk = ukak − vka∗−k,
ou` la condition |uk|2 − |vk|2 = 1 pre´serve les relations des crochetsde Poisson
{ak, a∗k} = i dans la base des bk’s. Imposant que le terme quadratique H2 soit
diagonal dans cette base, on trouve
uk =
1√
1− L2k
et vk =
Lk√
1− L2k
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avec
Lk =
−k2 − ρ0 + ωB(k)
ρ0
,
et
H2 =
∑
k
′
ωB(k) b
∗
kbk,
la` ρ0 = n0/V ≡ |a0|2/V , et
ωB(k) =
√
k4 + 2ρ0k2.
C’est la relation de dispersion de Bogoliubov qui prend en compte l’interaction
non-line´aire. Soulignons que, dans la base des bk, les e´quations cine´tiques qui
de´crivent l’e´volution du condensat couple´ a` la composante incohe´rente de l’onde,
sont semblables a` celles obtenues dans la re´f. [55], mais la relation de dispersion
ω(k) = k2 est remplace´e par l’expression ωB(k) de Bogoliubov.
La distribution d’e´quilibre se trouve eˆtre ϕeqk = T/ωB(k), avec 〈bkb∗k′〉 =
ϕeqk δ(k − k′), En supposant une distribution d’e´quilibre isotrope (〈b∗kbk〉 =〈
b∗−kb−k
〉
), la fraction non condense´e est lie´e a` 〈b∗kbk〉 via la transformation
Bogoliubov :
〈a∗kak〉 =
1
2
(〈b∗kbk〉 − 〈b∗−kb−k〉)+ k2 + n02ωB(k)
(〈b∗kbk〉+ 〈b∗−kb−k〉) .
Finalement la fraction non condense´e est
N − n0 =
′∑
k
k2 + ρ0
ωB(k)
ϕeqk = T
′∑
k
k2 + ρ0
ω2B(k)
. (6.13)
L’e´nergie totale moyenne 〈H〉 en pre´sence de l’interaction non-line´aire a
des contributions de H0, H2 et H4. Le terme H4 doit eˆtre conside´re´ soigneuse-
ment parce qu’il n’est pas d’ordre supe´rieur a`H0 et H2. Apre`s une inspection ra-
pide, on voit que des termes particuliers ou` chacun des quatre kα’s (α = 1, 2, 3, 4)
sont e´gaux, et ceux ou` : kα = kν , kβ = kω et kα = kω avec kβ = kν contribuent
au premier ordre. D’autres termes pre´sentent des corre´lations qui sont traite´es
par l’approximation de phase ale´atoire. La somme finale dans H4 est
H4 =
1
2V

 ′∑
α
|aα|4 + 2
( ′∑
α
|aα|2
)
 ′∑
β
|aβ |2



 .
Bien que la somme
∑′
α |aα|4 soit de´finitivement ne´gligeable, la deuxie`me contri-
bution est du meˆme ordre que H0.
En prenant la moyenne d’ensemble, nous obtenons
〈H〉 = 1
2V
[
N2 + (N − n0)2
]
+
′∑
k
ωB(k)ϕ
eq
k = E0 + T
′∑
k
1.
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La tempe´rature T peut eˆtre substitue´e de cette expression en employant l’e´quation
(6.13), ce qui donne une relation ferme´e entre 〈H〉 et n0,
〈H〉 = E0 + (N − n0)
∑′
k 1∑′
k[(k
2 + ρ0)/ω2B(k)]
, (6.14)
ou`E0 =
1
2V
[
N2 + (N − n0)2
]
. Cette expression s’ave`re en un accord quantitatif
avec les simulations nume´riques de NLS (6.1) (voir le Fig.6.5).
n  /N0
E/V
Fig. 6.5 – Fraction du condensat n0/N versus la densite´ moyenne d’e´nergie
〈H〉 /V , ou` 〈H〉 = E + E0, E0 e´tant l’e´nergie condensat [voir l’Eq. (6.14)].
Les points se rapportent a` des simulations nume´riques de NLS Eq. (6.1) pour
une densite´ fixe N/V = 1/2 et une coupure a` kc = π. Les diffe´rent points
correspondent a` : 163 (orange), 323 (vert), 643 (bleu) et1283 (rouge) modes).
Les courbes correspondent a` la condensation en pre´sence des interactions non-
line´aires [d’Eq. (6.14)] pour le meˆme nombre de modes que les simulation
nume´riques, i.e. 163, 323, 643, 1283.
L’expression (6.14) montre remarquablement que la pre´sence de l’inter-
action non-line´aire change la nature de la transition a` la condensation, qui de-
vient du premier ordre5. Bien que ce comportement sous-critique soit un petit
5Une transition du premier ordre pour un gaz de Bose a` interaction faibles a e´te´ pour la
premiere fois specule´e par Huang, Yang et Luttinger [64] cependant il a e´te´ longtemps cru
qu’une telle transition discontinue e´tait un objet fac¸onne´ par l’approximation. Un traitement
soigneux de la the´orie de Bogoliubov montre qu’une discontinuite´ dans la transition persiste
[65].
80CHAPITRE 6. CONDENSATION D’ONDES CLASSIQUES NON LINE´AIRES
effet, voir figure 6.6, les mesures nume´riques de la de´pendance de la fraction
du condensat sont en accord quantitatif avec les simulations sans parame`tre
ajustable [60].
n  /N0
<H>/V
i)
iv)
iii)
ii)
Fig. 6.6 – De´tail de la re´gion d’hystere´sis. Fraction du condensat n0/N en
fonction de la densite´ moyenne d’e´nergie 〈H〉 /V , a` partir de l’Eq. (6.14). La
densite´ est fixe N/V = 1/2 et kc = π). La courbe i) correspond a` (6.14) avec
1283modes, ii) Idem. mais pour 643, iii) Idem. mais pour 323, et iv) Idem. mais
pour 163. Les points se rapportent a` des simulations nume´riques de NLS avec
diffe´rents nombre de modes, leur coleur (on-line) signifie que la simulation a e´te´
faite avec le nombre de modes correspondant aux courbes i-iv).
Finalment, la formule (6.13) est aussi aplicable a` deux dimensions d’es-
pace, il est possible de obtenir une courbe de condensation comme on le voit
dans la figure suivante :
Cependant, les courbes varient a` fur et a` mesure la taille du syste`me varie,
montrant la non existence de limite thermodynamique. De plus nous voyons que
l’hyste´resis est bien plus large a` 2D qu’a` 3D.
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n  /N0
E/V
64
2
1024
2
128
2
256
2512
2
Fig. 6.7 – Fraction du condensat n0/N en fonction de la densite´ moyenne
d’e´nergie 〈H〉 /V , ou` 〈H〉 = E + E0, a` deux dimensions spatielles. La den-
site´ est fixe´e a` N/V = 1/2 et la coupure ultraviolette a` kc = π (dx = 1). Les
diffe´rents points correspondent a` : 642 (vert), 1282 (bleu), 2562 (orange), 5123
(rouge) et 10242 (violette).
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Chapitre 7
The´orie de turbulence faible
pour une plaque e´lastique
mince
Dans ce chapitre les oscillations d’une plaque ou coque e´lastique mince
sont conside´re´es. Ajoutant de l’inertie a` la the´orie (statique) des plaques minces
on trouve que les ondes dispersives de flexion [66] interagissent par l’interme´diaire
des termes non-line´aires qui sont faibles si les de´formations de la plaque sont
petites. Nous de´veloppons ici une the´orie de la turbulence faible pour le spectre
de l’onde. Essentiellement, les ondes se propagent ale´atoirement sur le syste`me
et agissent les unes sur les autres par l’interme´diaire d’une re´sonance interne
induite par les non-line´arite´s faibles. Les mathe´matiques au dela` de cette condi-
tion de re´sonance sont formellement identiques a` la conservation de l’e´nergie et
de la quantite´ de mouvement d’un gaz classique des particules. Dans ce sens,
une plaque e´lastique est formellement e´quivalente a` un gaz a` 2D de particules
classiques agissant les unes sur les autres avec une section de dispersion non
triviale. En effet, un syste`me isole´ e´volue d’un e´tat initial ale´atoire a` une si-
tuation d’e´quilibre statistique comme un gaz de particules classiques. En plus
de l’e´quilibre statistique pour les syste`mes isole´s, la the´orie de la turbulence
faible pre´voit ici une cascade d’e´nergie d’une source d’e´nergie (forc¸age) vers une
e´chelle de dissipation typiquement caracte´rise´e par les de´formations plastiques,
l’impe´dance des bords, etc.. D’ailleurs, alors qu’il y a un manque d’observations
directes des pre´visions de la turbulence faible, nous exhibons nume´riquement la
relaxation a` l’e´quilibre et la cascade d’e´nergie avec des spectres d’un Kolmogorov
pour la dynamique d’une plaque.
Cette dynamique est illustre´e dans 7.1 pour un syste`me de´porvu de dis-
sipation ou` la de´formation de la plaque sont montre´es au temps initial et apre`s
une longue e´volution.
83
84CHAPITRE 7. THE´ORIE DE TURBULENCE FAIBLE POURUNE PLAQUE E´LASTIQUEMINCE
 0
 10
 20
 30
 10
 20
 30
-8
-4
 0
 4
 8
x
y
ζ  (x,y)
 0
 10
 20
 30
 10
 20
 30
-8
-4
 0
 4
 8
ζ  (x,y)
x
y
Fig. 7.1 – Agrandissement d’un morceau de la surface ζ(x, y). L’image a` gauche
est la condition initiale alors que l’image a` droite repre´sente l’e´volution apre`s
1200 unite´s de temps. Le rapport d’aspect est 1 :1 :1.
7.1 The´orie statique des plaques e´lastiques
Les e´quations d’e´quilibre d’une plaque mince ont e´te´ donne´es par Fo¨ppl
en 1907 [68, 69] :
− Eh
2
12(1− σ2)∆
2ζ + {ζ, χ} = 0; (7.1)
1
E
∆2χ+
1
2
{ζ, ζ} = 0, (7.2)
avec
{f, g} = fxxgyy + fyygxx − 2fxygxy,
∆ = ∂xx + ∂yy est l’ope´rateur de Laplace, ζ l’amplitude de la de´formation,
telle que le rayon de courbure de la plaque reste toujours tre`s supe´rieur a` h,
son e´paisseur. La fonction χ est le potentiel d’Airy dont de´rive le tenseur des
contraintes. Ce syste`me est e´crit en variables lagrangiennes, c’est a` dire avec les
coordonne´es (x, y) dans le plan de la plaque plane non perturbe´e. Bien que les
conditions aux bords mathe´matiquement les plus simples : pe´riodiques, ou ζ =
∆ζ = 0 et χ = ∆χ = 0 aux bords, ne sont pas les plus adapte´es physiquement,
ne´anmoins nous conside´rons, ici, ces conditions aux bords pe´riodiques.
Les e´quations (7.1,7.2) sont les conditions d’Euler-Lagrange extre´malisant
formellement l’e´nergie :
U = h
∫ [
h2E
24(1− σ2) (∆ζ)
2 − 1
2E
(∆χ)2 − 1
2
χ{ζ, ζ}
]
dxdy
La fonctionelle U [ζ, χ] n’est pas borne´e infe´rieurement en raison du terme cu-
bique χ{ζ, ζ}, et ne peut avoir de minimum absolu. Pour e´viter cette difficulte´,
on rede´finit l’e´nergie e´lastique comme fonctionelle de la seule de´formation ζ,
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ce qui peut se faire par re´solution formelle de l’e´quation (7.2) pour ∆χ, ce qui
donne :
U = Eh
∫ [
h2
24(1− σ2) (∆ζ)
2 +
1
8
(∆−1{ζ, ζ})2
]
dxdy (7.3)
Cette formulation a une interpre´tation ge´ome´trique inte´ressante puisque ∆ζ
repre´sente la courbure moyenne, i.e. 1R1 +
1
R2
, et {ζ, ζ} la courbure gaussienne
1
R1R2
(R1 et R2 sont les rayons maximum et minimum).
7.2 The´orie de turbulence faible d’une plaque
oscillante.
Le point de de´part est la version dynamique des e´quations d’une plaque
mince
ρ
∂2ζ
∂t2
= − Eh
2
12(1− σ2)∆
2ζ + {ζ, χ}; (7.4)
1
E
∆2χ = −1
2
{ζ, ζ}. (7.5)
ou` ρ est la densite´ de masse.
Les petites perturbations en ondes planes (ζ ∼ ei(k·x−ωt) avec x = (x, y))
d’une plaque plate sont dispersives avec le comportement balistique habituel des
ondes de flexion : ωk = hc|k|2 = hck2 [66, 69]. Ou` c =
√
E
12(1−σ2)ρ a la dimension
d’une vitesse.
En de´pit de la complexite´ de (7.4) et (7.5) le syste`me pre´sente une struc-
ture hamiltonienne qui est plus e´vidente d’apre`s (7.3) et a un sens mieux de´fini
dans l’espace de Fourier a` cause de l’operateur ∆−1 dans (7.3). Si la transforme´e
de Fourier est ζk(t) =
1
2π
∫
ζ(x, t)eik·xd2x (avec ζk = ζ∗−k), on trouve a` partir
de (7.5) : χk(t) = − E2|k|4 {ζ, ζ}k ou` {ζ, ζ}k est la transforme´e de Fourier de
{ζ, ζ}. La dynamique devient donc :
ρ
∂2ζk
∂t2
= − Eh
2k4
12(1− σ2)ζk
+
∫
V−k,k2;k3,k4ζk2ζk3ζk4δ
(2)(k − k2 − k3 − k4)d2k2,3,4
ou` d2k2,3,4 ≡ d2k2d2k3d2k4 et V12;34 = E2(2π)2 |k1×k2|
2|k3×k4|2
|k1+k2|4 .
La structure hamiltonienne devient e´vidente, si nous de´finissons en tant
que variables canoniques la de´formation ζk(t) et le moment conjuge´ pk(t) =
ρ∂tζk(t). Le Hamiltonien est alors :
H [ζk, pk]/h =
∫ [
1
2ρ
|pk|2 + Eh
2k4
24(1− σ2) |ζk|
2
]
d2k
+
1
4
∫
Vk1,k2;k3,k4ζk1ζk2ζk3ζk4δ
(2)(k1 + k2 + k3 + k4)d
2k1,2,3,4.(7.6)
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La transformation canonique
ζk =
Xk√
2
(Ak +A
∗
−k)
pk = − i√
2Xk
(Ak −A∗−k) (7.7)
avec Xk =
1√
ωkρ
qui a` satisfait la condition : [Ak, A
∗
k′ ] = iδ
(2)(k − k′) permet
d’e´crire le Hamiltonien dans une forme diagonale :
H [Ak, A
∗
k]/h =
∫
ωk|Ak|2d2k+1
4
∫
Jk1,k2;k3,k4
∑
{si}
As1k1A
s2
k2
As3k3A
s4
k4
δ(2)(k1+k2+k3+k4)d
2k1,2,3,4
(7.8)
ou` Jk1,k2;k3,k4 =
1
6Xk1Xk2Xk3Xk4P234Vk1,k2;k3,k4 avec P234 la somme sur les six
permutations possibles des index 2,3 & 4. Comme dans [13], nous de´finirons
Ask avec les deux choix possibles s = +,− correspondant a` la direction de
propagation, te`l que A+k ≡ Ak alors que A−k ≡ A∗−k (Notons que A−s−k = Ask∗).
Des crochets de Poisson on de´duit l’oscilateur non-line´aire :
dAsk
dt
+ isωskA
s
k = −is
∫
J−kk1k2k3
∑
s1s2s3
As11 A
s2
2 A
s3
3 δ
(2)(k1+k2+k3−k)d2k123
(7.9)
Si le gradient de la de´formation est petit, les termes non-line´aires intervient a`
l’ordre suivant et cet oscillateur non-line´aire a deux e´chelles distinctes de temps,
l’oscillation rapide iωkAk et la non-line´arite´ faible. Puis, en suivant l’approche
de la the´orie de la turbulence faible (voir section 3, chapitre ??), nous obtenons
ainsi une e´quation cine´tique de type Boltzmann qui de´crit l’e´change de l’e´nergie
d’un mode a` l’autre en raison des re´sonances a` quatre ondes [18, 19] :
dnp1
dt
= 12π
∫
d2k123|Jp1k1k2k3 |2
∑
s1s2s3
nk1nk2nk3np1
×
(
1
np1
+
s1
nk1
+
s2
nk2
+
s3
nk3
)
× δ(ωp1 + s1ωk1 + s2ωk2 + s3ωk3) δ(p1 + s1k1 + s2k2 + s3k3)(7.10)
Le domaine de validite´ de cette e´quation est tcoll(k)ωk ≫ 1 avec tcoll(k)
le temps de collision (de´finie dans (3.25)), c’est-a`-dire
1
tcoll(k)
= 12π
∫
|Jkk1k2k3 |2nk2nk3δ(ωk + ωk1 − ωk2 − ωk3) δ(k + k1 − k2 − k3)d2k123
∼ 12π|J |2k4n
2
k
ωk
(7.11)
et la condition pre´ce´dente devient
tcoll(k)ωk ∼ ω
2
k
12πk4n2k
∼ 1
n2k
≫ 1 (7.12)
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car J a un degre´ zero en k, i.e. J ∼ 1.
L’e´quation (7.10) conserve “formellement” la quantite´ de mouvement to-
tale par unite´ de surface P = h
∫
knk(t) d
2k et l’e´nergie cine´tique par unite´
de surface E = h ∫ ωknk(t) d2k et elle satisfait au the´ore`me-H : soit S(t) =∫
ln(nk) d
2k l’entropie de non-e´quilibre, alors dS/dt ≤ 0. Cependant, bien
qu’il s’agisse d’un e´quation cine´tique gouverne´e par des interactions a` quatre
ondes (7.10), l’action de l’onde N = ∫ nk(t)d2k n’est pas conserve´e. L’e´quation
cine´tique (7.10) de´crit ainsi une e´volution irre´versible vers la distribution d’e´quilibre,
de Rayleigh-Jeans qui donne, quand P = 0 :
neqk =
T
ωk
, (7.13)
ou` T s’appelle, par analogie avec la thermodynamique, la tempe´rature (avec des
unite´s d’e´nergie/longueur, soit une force) qui est naturellement lie´e a` l’e´nergie
initiale E0 = h
∫
ωkneqd
2k = hT
∫
d2k. La quantite´
∫
d2k est le nombre de
degre´s de liberte´ par unite´ de surface. Par conse´quent, chaque degre´ de liberte´
posse`de la meˆme e´nergie : hT . Naturellement, pour un syste`me infini ce nombre
diverge (de meˆme que l’e´nergie). Ceci est la catastrophe de Rayleigh-Jeans clas-
sique et elle est toujours supprime´e a` une certaine coupure physique qui cor-
respond ici aux processus de dissipation pour des longueurs d’onde plus petites
que h. Les simulations nume´riques sur une grille re´gulie`re fournisent e´galement
une coupure naturelle kc = πdx, avec dx la maille de la grille, ce qui donne
E0 = πhTk2c pour une grande plaque.
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Fig. 7.2 – Simulation nume´rique d’une plaque carre´e avec h/L = 10−3 avec10242
modes. Nous trac¸ons le spectre moyen de puissance de la de´flexion
〈|ζk|2〉 en
fonction du nombre d’onde k apre`s 1200 unite´s de temps. La ligne repre´sente la
loi de Rayleigh-Jeans 1/k4.
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Fig. 7.3 – Evolution de l’action de l’onde N = ∫ nk(t)d2k dans le temps. On
remarque qu’elle n’est pas conserve´e.
7.3 Spectre de Kolmogorov
En plus de la distribution d’e´quilibre de Rayleigh-Jeans, il existe aussi
des solutions stationnaires de (7.10) de non e´quilibre. Elles ont une importance
majeure dans le processus de tranfert des quantite´s conserve´es, l’e´nergie en guise
d’exemple, entre diffe´rentes e´che´lles. Ces solutions peuvent eˆtre devine´es par
analyse dimensionnelle mais, comme il a e´te´ montre´ par Zakharov [16], ce sont les
solutions exactes de l’e´quation cine´tique. En de´pit de quelques diffe´rences avec
l’e´quation cine´tique habituelle, la me´thode de Zakharov peut eˆtre applique´e. En
effet, inte´grant sur les angles l’amplitude de dispersion |Jk1k2k3k4 |2δ(2)(k1+k2+
k3 + k4), on de´finit une nouvelle amplitude S qui ne de´pend que des modules
ki = |ki| et qui peut eˆtre e´crite comme une fonction des fre´quences ωki :
Sω1,ω2,ω3,ω4 =
1
6
P234
∫ |Jk1k2k3k4 |2
|k2 × k3| dϕ4.
Recherchant une solution en loi de puissance de la forme nk = Aω
−α
k , on trouve,
que les huit termes de l’inte´grale de collision du membre de droite de l’e´quation
(7.10) se de´composent en1
3Coll2↔2 + Coll3↔1
de´fini comme
1Notons que de les huit termes seulement sept d’entre eux jouent un role car le terme avec
s1 = s2 = s3 = 1 n’est pas re´sonante.
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Colls = 3πA
3
2(hc)3
∫
Ωs
Sωk,ω1,ω2,ω3
ωαkω
α
1 ω
α
2 ω
α
3
(ωαk + sω
α
1 − ωα2 − ωα3 )
×
(
1 + s
(
ω1
ωk
)3α−2
−
(
ω2
ωk
)3α−2
−
(
ω3
ωk
)3α−2)
dω2dω3.
Pour Coll2↔2 on doit prendre s ≡ 1 et le domaine d’integration est sur Ω+ =
{0 ≤ ω2 ≤ ωk&ωk − ω2 ≤ ω3 ≤ ωk} avec ω1 = ω2 + ω3 − ωk, c’est-a`-dire le
domaine I dans la figure 5.1. Pour Coll3↔1 on a s ≡ −1 et l’inte´grale est sur
Ω− = {0 ≤ ω2 ≤ ωk&0 ≤ ω3 ≤ ωk − ω2}, le domaine O dans la figure 5.1, avec
ω1 = ωk − ω2 − ω3.
Ces termes collisionels ont l’e´chelle Coll2↔2 = C+(α)ω1−3αk et Coll3↔1 =
C−(α)ω1−3αk . Les coefficients C±(α) sont des fonctions re´elles qui dependent
seulement de α.
Meˆme si la forme explicite de la matrice Sω1,ω2,ω3,ω4 n’est pas simple, sa
valeur peut eˆtre borne´s dans les deux domaines Ω±, ainsi le terme de collision
converge pour des valeurs telles que α ∈ (0.5, 1.2), ce qui valide la condition de
localite´. Les deux coefficients s’annulent avec une de´ge´ne´rescence double pour
α = 1 montrant que le spectre de Kolmogorov-Zakharov : nKZk ∼ 1ωk ∼ 1k2
co¨ıncide avec la solution de Rayleigh-Jeans (7.13). Cela veut dire que le flux
d’e´nergie est nul. Cette double de´ge´ne´rescence pour α = 1 sugge`re l’existence
de corrections logarithmiques, comme dans le cas de l’e´quation de Schro¨dinger
nonline´aire a` 2D [17]. Comme montre´ dans Ref. [70] cette correction logarith-
mique produit un resultat divergent pour NLS. Cependant, dans notre cas, il est
possible de montrer que toutes les inte´grales sont finies, montrant qu’il existe
un flux d’e´nergie finie2. En conclusion on trouve a` la fin :
nKZk = C
hP 1/3ρ2/3
(12(1− σ))2/3
ln1/3(k∗/k)
k2
. (7.14)
ou` C and k∗ sont des nombres re´els. De plus P est le flux d’e´nergie impose´
dans la cascade d’e´nergie entre la grande e´chelle et la petite e´chelle (il a les
dimensions de la masse/temps3). Pour α = 0 et 3α − 4 = 0 le terme collisionel
Coll2↔2 s’annulle e´galement. Ces solutions sont l’equipartition d’action de l’onde
(α = 0) et un deuxie`me spectre de KZ : nk ∼ 1/k4/3 correspond a` la cascade
inverse de l’action de l’onde. Cependant, ce spectre n’annule pas le deuxie`me
terme de collision Coll3↔1, en accord avec la non conservation de l’action d’ondes
mentionne´e ci-dessus.
Une conse´quence importante est la non existence ici de cette deuxie`me
cascade inverse nk ∼ 1/k4/3, comme on la trouve d’habitude pour les syste`mes
domine´s par des interactions a` quatre ondes, comme les ondes de gravite´ ou
meˆme l’e´quation de Schro¨dinger non-line´aire.
2La principale difference avec la Re´f. [17] est que dans le cas pre´sent la matrice S s’annule
sur les lignes ω2 = ω3 = ω4 = 0, assurant la convergence.
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Fig. 7.4 – Moyenne du spectre
〈|ζk|2〉 pour la cascade d’e´nergie, la ligne trace
la loi en puissance1/k4. L’insertion trace k4
〈|ζk|2〉 vs. log k et montre une
de´viation logarithmique clair.
En conclusion, conside´rons a` nouveau la condition de validite´ de la the´orie
cine´tique (7.12) : la distribution de Rayleigh-Jeans reste valide pour un do-
maine de nombre d’onde tel que tcoll(k)ωk ∼ k4T 2 ≫ 1, i.e. k ≫
√
T , alors que
la cascade d’e´nergie reste valide si tcoll(k)ωk ∼ k4(P ln(k∗/k))2/3 ≫ 1, c’est-a`-dire
si k
ln(k∗/k))1/6
≫ P 1/6. Bien que les e´quations e´lastiques d’une plaque plate
demeurent toujours valides lorsque l’amplitude des de´formations deviennent
grandes a` condition que la courbure moyenne reste plus petite que l’inverse
de l’e´paisseur de la plaque, i.e h∆ζ ≪ 1, l’e´tirement ne peut pas eˆtre traite´
comme une perturbation faible et un phe´nome`ne du type “de´ferlement de va-
gue” est pre´vu : l’e´nergie se focalise dans les structures localise´es comme des
rides [71] ou des surfaces coniques (appele´es les d-coˆnes) [72, 73]. E´tonnamment,
un re´gime domine´ par des rides de´veloppe un spectre de puissance |ζk|2 ∼
1/k4 semblable au spectre de la turbulence faible obtenue ici. D’une autre
part, pour un re´gime domine´ par les d-coˆnes le spectre pre´vu devrait suivre
|ζk|2 ∼ 1/k6, le spectre de Kolmogorov-Zakharov se croise avec l’espectre de
d-coˆnes pour hP
1/3ρ2/3
(12(1−σ))2/3
ln1/3(k∗/k)
k2 ≈ hcρk4 , c’est-a`-dire pour k2dc ln1/3(k∗/kdc) ≈
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(12(1−σ))2/3ρ1/3
cP 1/3
, i.e. k < kdc ∼ P−1/6.
Finalment, il est possible d’obtenir une feneˆtre de transparence : P 1/6 ≪
k ≪ P−1/6 ou` le spectre peut se re´aliser et puisque les vibrations des plaques
transmettent leur son a` l’air, nous pre´tendons qu’un spectre de Kolmogorov
peut eˆtre entendu !
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Chapitre 8
Remarques finales
En conclusion, nous posons quelques questions qui nous semblent inte´ressantes
et nous y re´pondons brie`vement :
Dans le chapitre 5 :
5-i) L’e´quation (5.14) avec les conditions aux bords (5.15) et (5.16) pour
ν = 7/6 a-t-elle une solution ?
5-ii) L’e´quation de Boltzmann pour des particules classiques avec une
interaction du type “ coeur dur” (c’est a` dire l’e´quation (5.2) sans les termes
cubiques) e´volue-t-elle vers une singularite´ en temps finie ?
5-iii) Conside´rons une e´quation de Boltzmann avec un terme d’interac-
tion ge´ne´ral (i.e. avec une section efficace non constante dans (5.2)) avec une
de´pendance du type loi de puissance dans l’impulsion ou l’e´nergie en dimension
D : existe-t-il aussi une singularite´ en temps finie ?
Dans le chapitre 6 :
6-i) Pour les ondes de gravite´, on a ωk ∼ k1/2. Le crite´re “thermodynami-
que” pour la condensation est alors satisfait en dimensionD = 1 etD = 2. Est-ce
que l’e´quation de Boltzmann pour la dynamique d’ondes de gravite´ re´alise une
singularite´ en temps finie ? Se produit-il un processus de condensation d’ondes ?
6-ii) Comme il est bien connu, la condensation de Bose–Einstein n’existe
pas dans un espace bidimensionnel infini. D’ou` la question : l’e´quation de Boltz-
mann (5.2) a` deux dimensions d’espace e´volue-elle vers une singularite´ en temps
finie ?
Dans le chapitre 7 :
7-i) Existe-il une condensation d’ondes a` grande e´chelle dans une plaque
e´lastique meˆme s’il n’existe pas de cascade inverse ?
Commentons ces questions ge´ne´rales :
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Les trois premie`res question ont pour objet de remarquer que bien qu’on puisse
deviner une solution autosimilaire de la forme (5.11) et e´crire une e´quation du
type de (5.14) avec des conditions aux bords (5.15) et (5.16) pour la variable
autosimilaire, ceci ne signifie pas que le proble`me de valeur propre a une solution.
Un proble`me de valeur propre non-line´aire de´pend explicitement des de´tails du
proble`me. En effet, l’e´quation (5.19) ne semble pas avoir une solution pour des
valeurs de ν positives.
5-i) La se´rie de perturbation (5.22) semble mener a` la conclusion que
l’e´quation (5.14) avec ν = 7/6 satisfaisant les conditions de frontie`re (5.15) et
(5.16) n’a aucune solution parce que Cν , Dν , etc. s’annulent. Cependant, un
comportement singulier pour grand ω est possible. Par conse´quent, ν = 7/6
pourrait eˆtre une solution exacte mais tre`s singulie`re de (5.14).
5- ii) Comme montre´ par Carleman [50], pour une distribution initiale
ade´quate, les solutions de l’e´quation Boltzmann classique pour les sphe`res dures
sont borne´es pour t > 0. Par conse´quent, une solution autosimilaire de la forme
(5.11) montrant la singularite´ en temps fini est impossible. Ce re´sultat peut eˆtre
pre´vu d’un point de vue plus physique. Bien que l’e´quation classique de Boltz-
mann posse`de un spectre de Kolmogorov-Zakharov pour le flux de la matie`re
de la forme nǫ = J
1/2ǫ7/4, le signe de J est negatif1. D’ailleurs, on pre´voit
que la fonction auto-similaire φ(·) posse`de une masse infinie au “pic” proche de
l’e´nergie nulle. En effet, l’ine´galite´ (5.18) devient : 7/4 < ν < 3/2 ce qui est
impossible a` satisfaire.
5-iii) Soit un syste`me d’ondes avec une relation de dispersion ǫ(k) = kα,
dans un espace de dimension D, et supposons que la section efficace se comporte
comme a2(ǫ) ∼ 1/ǫ2/ℓ. Les solutions de Kolmogorov pour le flux de particules
devienent nǫ = J
1/3/ǫD/2−1/3, tandis que pour le flux d’e´nergie on a nǫ =
P 1/3/ǫD/α−2/3ℓ. L’ine´galite´ (5.18) devient
D
α
− 1
3
− 2
3ℓ
< ν <
D
α
.
En principe, aucune objection ne surgit concernant l’existence d’une solution
autosimilaire de la forme (5.11). D’ailleurs, le lecteur pourrait ve´rifier cela : pour
les particules classiques a` trois dimensions l’ine´galite´ (5.18) donne : 74 − 1ℓ <
ν < 32 , qui permet des solutions pour ℓ ≤ 4. 2 Naturellement, ℓ est relie´ a`
l’e´nergie potentiel inter-particule U(r) ∼ 1
rℓ
. Donc des particules interagissant
plus faiblement que le potentiel : U(r) ∼ 1r4 (dit de Maxwell) pourraient donner
lieu a` une singularite´ en temps fini du type (5.11).
1Les signes des flux de Kolmogorov de´pendent de la de´rive´e de la courbe correspondante
Cν (de´fini en (5.5) pour le proble`me des re´sonances a` quatre-ondes) pour l’e´quation classique
de Boltzmann. Dans le cas de l’e´quation de Boltzmann classique, on s’attend a` une solution
autosimilaire de la forme
nǫ(t) = t
− ν
2(ν−1) φ
„
ǫ/t
1
2(ν−1)
«
qui satisfait aux conditions physiques et mathe´matiques ci-dessus.
2Le flux de particules vers l’origine a un signe ne´gatif dans l’approximation locale, et un
signe inconnu pour l’e´quation de Boltzmann.
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6- i) La cascade inverse pour les ondes de gravite´ est nk = J
1/3/k23/6,
ce qui veut dire q’une e´volution auto-similaire de la forme (5.11) avec un ex-
posant proche de 23/6 (ou 23/3 en terme de fre´quences) n’est pas admissible
car on aurait besoin d’une masse infinie pour construire ce condensat. En effet∫
k0
nkkdk ∼ k−11/60 diverge lorsque k0 → 0. Plus pre´cisement l’ine´galite´ (5.18)
dans ce cas la` devient
23
3
< ν < 4,
qui est impossible a` satisfaire.
6-ii) Le taux de transition S dans l’e´quation de Boltzmann (5.9) et/ou
(5.14) se comporte comme S ∼ ǫ3D/2−4, avec D la dimension de l’espace.
Par conse´quent le spectre Kolmogorov–Zakharov pour un flux constant J de
particules est nǫ = J
1/3/ǫD/2−1/3, alors que pour le flux d’e´nergie P on a :
nǫ = P
1/3/ǫD/2. 3 Les valeurs propres non-line´aires possibles ν sont telles que :
D/2− 1/3 < ν < D/2. Il est connu que, dans un espace bidimensionnel infini,
le potentiel chimique µ ne s’annule jamais a` l’e´quilibre, donc une condensation
de type Bose-Einstein ne se produit donc formellement pas a` deux dimensions
d’espace. Toutefois nous ne voyons aucune objection a` l’existence d’une solution
pour le proble`me aux valeurs propre non-line´aire a` deux dimensions. En effet
la pre´ce´dente ine´galite´ borne ν par : 2/3 < ν < 1 a` 2D. Peut-eˆtre une singu-
larite´ surgit-elle mais l’e´volution future ne permet pas d’alimenter le condensat
avec des particules ou, peut-eˆtre, plus simplement il n’y a aucune singularite´ en
temps fini. Cette question reste ouverte et demanderait davantage de re´flexions.
7-i) Il semble qu’il n’existe pas de condensation dans une plaque e´lastique
de taille finie (finie veut dire qu’on doit supprimer la divergence infrarouge).
Nous en donnons deux raisons. En effet, meˆme s’il s’agit d’une dynamique
d’interaction a` quatre ondes, les processus de collision de trois ondes a` une
onde (et vice versa) sont possibles. Il n’existe pas de cascade inverse qui puisse
transfe´rer de l’amplitude des ondes a` petite e´chelle vers les grande e´chelles. Cela
n’est pas un grand proble`me car rien n’empe`che le spectre de s’alimenter de
la partie a` petites e´chelles. Cependant, le terme nonline´aire n’admet pas d’in-
teraction lorsqu’une des ondes peut avoir une impulsion ou nombre d’onde nul
(Vk1,k2;k3,k4 = 0 s’il existe un ki = 0), car le condensat ne peut pas s’alimenter.
La raison fondamentale de cela est que pour une plaque vibrante (ou meˆme pour
des ondes de surface de gravite´), il existe la condition ou` le de´placement total
de la de´formation sur toute la surface (ou le centre masse) est nul.
3pour D = 2 le spectre d’e´nergie et la distribution d’e´quilibre de Rayleigh–Jeans sont les
meˆmes, impliquant un flux d’e´nergie nul. Pour plus de de´tails voir [3].
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Coalescence and Droplets in the Subcritical Nonlinear Schrödinger Equation
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We describe here the coalescence and formation of droplets, in a Hamiltonian kinetics of a first
order phase transition. In the process of coalescence, the typical linear size of single phase domains
grows as a power of time. The density correlation function follows the usual self-similar dynamic
scaling.	 For different initial conditions, we observe the nucleation and dynamics of stable pulses. The
stability	 of such pulses in one dimension is also computed. Both results may be relevant to superfluid
He 4
 cavitation or for filamentation in nonlinear optics and for the recent evidence of Bose-Einstein
condensation in Li 7 . [S0031-9007(97)02409-5]
PACS numbers: 42.65.Sf, 03.40.Kf, 03.75.Fi, 67.40.–w
The well known process of the formation of singular-
ities at finite time in nonlinear wave phenomena (for in-
stance optics) is generically described by the (focusing)
nonlinear Schrödinger equation [1]
ﬀﬂﬁﬃ! #"%$ &('*) (1)
Here+ , is a complex quantity representing the amplitude
of- the wave, i.e., the electric field in optics. The nonlinear
term. represents the action of a refraction index depending
on- the field intensity. For spatial dimensions equal and
higher/ than two and for a large set of initial conditions the
electric0 field diverges at a finite time.
Experimentally1 we observe in optics only a kind of
filamentation, i.e., two dimensional pulses of very high
but2 finite intensity (see, for instance, [2]). We may
imagine that physically the appearance of singularities
at3 finite time and collapsing waves are, in some sense,
“fictions,” since for very large electric fields we must
include higher orders in the expansion of the nonlinear
refraction index. As a consequence, the divergence is
stopped, creating stable and intense light pulses. In He4
superfluidity, those pulses must be regarded as superfluid
droplets.4
We5 study the formation of these localized structures
when6 higher order terms are added to Eq. (1). We
describe4 a Hamiltonian system where the energy has two
local stable minima. In some sense, by analogy with
the. bifurcation theory, this can be called a “subcritical”
conservative7 dynamic. The physics observed in the
numerics is very analogous to the formation of droplets in
a3 “dynamical” first order phase transition. By dynamical
we6 mean that all the physical processes take place out
of- equilibrium; moreover, there is no explicit relaxation
process:8 The dynamics are completely reversible (and
Hamiltonian).+
A9 purely variational (and nonconservative in the sense
of- matter) dynamics does not lead to stable droplets
because2 of the minimization of the free energy of the
system, which finally is completely filled by the most
stable phase. However, stable solitary waves induced
by2 subcritical nonvariational instabilities were discovered
some time ago by Thual and Fauve [5] and studied in
detail4 later [6]. In this case, the nonvariational effects
stabilize the solitons.
In this Letter we show that stable solitary waves arise
1D, 2D, and 3D whenever we add a fifth power term
to. Eq. (1). We show also a mechanism of coalescence
between2 the liquid droplets or gaseous bubbles, leading
finally to two stable domains in a finite volume. This
process8 follows a self-similar dynamical scaling. Finally,
we6 argue that the pulses or droplets are stable because
of- the mechanism of coalescence which transfer (irre-
versibly): the matter of small droplets (perturbations) to
the. main drop, in a kind of condensation.
Our; starting point is a subcritical nonlinear Schrödinger
(SNLS) equation (we use the same notations as in [7] and
in general we shall speak in the context of Bose superfluid
at3=<?>=@ K, that is, a liquid, instead of nonlinear optics)
ACBED
FEGIHKJML
NﬀOQPﬂRSUT(VXWZY#[]\ ^`_badc#e]f g(h*i (2)
jXk is a constant. In general the inverse of lXm representsn
the. small expansion parameter of the nonlinear terms:
Foro p#q%r sutwvXx the. cubic term [Eq. (1)] is sufficient to
describe4 the phenomena; however, when y#z%{ |~} , one
must add the quintic term. Physically, for superfluid He
II,  is related to the critical density for cavitation; that
is, when the sound speed vanishes (see later), experimen-
tally. this happens for densities of the order of  gŁ cm7
[3]. In optics, the expansion parameter represents an elec-
tric. field intensity being a characteristic of the material.
Typically % V (~ (the characteristic intensity
in atomic scales).
In a similar way, Eq. (2) could be a good model to
study the dynamics of the many body system of attractive
two. particles interaction which is the case of Li7 [4]. If
one- neglects the three body interactions, this ultracold gas
is unstable as in the case of nonlinear optics; however,
it was suggested (see Ref. [13] of [4]) that the external
magnetic forces, used to trap the atoms, could stop the
0031 -9007   97¡£¢ 78(7) ¤ 1215(4)$10.00 © 1997 The American Physical Society 1215
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collapse,7 in an unclear way because the magnetic field
varies: so slowly in the small region of the collapse. The
three. particle interaction has to be repulsive in order to
regularizen singularities; thus our results could be relevant
in the recent experiments of Bose-Einstein condensation
of- Li7 .
Equation1 (2) possesses the following invariances: (i)
translation,. (ii) Galilean invariance, and (iii) global phase
change.7 The total mass or number of particles, ¥§¦
¨#©%ª «­¬¯®±°
, is conserved, as well as the energy:
²´³ µ¶
·¸ ¹»º]¼ ½¿¾IÀÁZÂ#Ã%Ä Å¿ÆÇÈÊÉ#Ë]ÌÍÏÎÏÐÑÓÒÕÔ (3)
The long wavelength behavior of the system is de-
scribed by a phase variable, the phase of Ö , which follows
a3 wave equation. The variations of the modulus of × are3
related to the phase fluctuations. It is useful to define
Ø!ÙÛÚÝÜ]Þ ß which6 we shall call the local “density of the
liquid” (“light intensity” in nonlinear optics). The den-
sity à satisfies a wave equation: áãâäâæå=çéèëêìﬀíî , cï being2
the. sound velocity. For a density ð the. sound speed is
ñMò ó`ô»õæöÛ÷?öøúù ; therefore, it vanishes for û=üýXþ . If
the. local density ß is less than   , a long wavelength in-
stability develops because locally 

becomes2 negative.
The linear density perturbation 	
   , with
ﬀﬁﬃﬂ ! 
"#%$%&('*),+%-!.(/ and3 0!1243	5687:9;=<?>A@ , are un-
stable for all perturbations such that BDCFE GHI . Starting
with6 an initial uniform density JLK slightly less than MON , the
density4 variations grow exponentially in time, as one can
see in Fig. 2(a), creating a cellular modulation with the
length scale of the fastest growing mode, i.e., PQRTS ; see
Fig. 1(a). This very short scale modulation expels matter
from one domain to another, creating regions with more
FIG. 1. A time sequence of the coalescence of gas bubbles.
TheU gray scale represents the vapor phase by a light gray
andV the liquid by a dark gray. The images are taken (a) at
WYX[ZT\^]`_
, (a b) bdc[egfihjf ,a (c) kYl[m^nTo^p`o^q andV (d) rdsut^v^wTx y timez
units.{ The number of bubbles decreases in time following
thez law |~},% ,a as usual in coalescence phenomena. We
used{ a Gauss-Seidel Crank-Nicholson finite-difference method
in a (256) 2 box with Neuman boundary conditions, =Ł  ,a
8ij
,a and 
8 .
stable densities, and leading to a splitting of space into
well6 defined domains with large O  and3 small ¡£¢¥¤¦
stable densities.
A9 second intermediary and short stage in the process
occurs:- The pressure difference between the low density
(gas) and the large density (liquid) phases contract the
liquid phase, until the liquid density reaches §¨ª©O« , the
point8 where pressure equilibrium is established. Finally,
one- can observe a third step, with slow spatiotemporal
dynamics,4 where the stable droplets and bubbles coalesce:
The number of domains diminishes inversely proportional
to. the time. This process may be seen by the simple
kinetic process ¬®­°¯u±³² . Let ´¶µ¸·º¹ be2 the total number
of- bubbles B by2 volume unit; then, if we suppose the
diffusion4 constant independent of the radius of the bubble,
the. number of bubbles follows the rate equation [8]
»½¼
¾À¿ÂÁÄÃÅ½Æ%Ç
i.e., ÈÊÉÌËÍ
Î as3 we observe in the numerical simulations
in two and three spatial dimensions (see Figs. 1 and 2);
however,/ in 1D the number of domains decreases only as
ÏÊÐÌÑiÒÓÕÔ¸Ö
, lacking a satisfactory explanation.
Indeed, we observe that the typical size of structures
growsŁ as ×½Ø¸ÙºÚ8ÛÝÜ¸ÞÕß¸à in two spatial dimensions and
á½â¸ãºäåÌæ¸çjèé
in three spatial dimensions [ê½ë¸ìºíîï¸ðÕñ¸ò in 1D]
as3 shown in Fig. 2(b); moreover, numerical simulations
show that the structure factor óõô÷öLø(ùºúûü(ý÷þªß  
	 [ 
being2 the Fourier transform of ﬀ and3 ﬁﬂﬂﬃﬂ  the. angular
average3 in Fourier space] evolves as
 "!$#&%
'()+*-,/.02143655 587:9;<=?> > >A@
where6 BDC/EF is a universal function for large tG [9]. Figure 2
plots8 the function HJIKLMNﬃO
P-QRS2T as3 a function of U:VWXY
forZ different times in 2D. One can see the convergence
to. the universal function [ forZ large tG , as well as the
exponential0 growth of \"]$^_`a at3 a defined scale for small
tG . In addition, let us notice that b follows the Porod law,
i.e., cDdefgih:jAk lnm-oqp , at least in 2D, which means that we
are3 dealing with sharp domain walls [9].
This kind of physical process is not the only one
possible;8 it happens for an initial condition such that
the. initial ratio rts is close from uwv , which is the case
of- superfluid helium. However, in nonlinear optics the
electric0 field amplitude is usually much less than an
atomic3 one; thus xty{z}|w~ . This is also the case of
condensates7 of Li7 since the total number of trapped
atoms3 is very small. In both cases, the fifth power term
is negligible in (2) and the focusing instability tends
naturally towards singular points in a finite time, until
the. amplitude of $  becomes2 comparable with n , at
which6 point the fifth power term “saturates” the focusing
instability and leads to the formation of stable droplets as
seen in Fig. 3 for a 2D simulation. This kind of situation
seems to be the one observed in nonlinear optics.
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FIG. 2. (a) Log-log plot of Łqt2 vs} atV different
equal times intervals, in 2D. The curves at the bottom represent
thez exponential growth in time of the focusing instability given
by the linear equation  q¡£¢¤¥§¦2¨ª©¬«-­®£¯°²±§³2´ . The nonlinearities
saturate	 this exponential growth, and we can see that these
functions
µ
reach a universal function, which for large u¶ follow
µ
thez Porod law in 2D, ·£¸¹»ºn¼¾½:¿
À ÁtÂÃÅÄ ,a D being the space
dimension.Æ (b) For large tÇ ,a the mean value ÈÊÉ»Ë , ia n 2D and
3DÌ has been computed and one can note that the inverse of
thez characteristic length of our problem follows the scaling
lawÍ Î/ÏÐnÑ¾ÒÓÔÅÕqÖ . This means that the number or bubbles in
thez system is inversely proportional to the time. All these
simulations	 have been done with ×-Ø4ÙÛÚ§ÜqÚ andV Ý-ÞßÛà .
Because of the slow coalescence or condensation of
the. small droplets, the final state is a unique solitary
droplet.4 The long term evolution, with Dirichlet boundary
conditions7 on á , makes the droplets disappear on the
boundaries2 leading to a single droplet at the center of
the. box, presumably the structure of the ground state of
the. system. The excess energy transforms into vibrations
of- the droplet and small scale oscillations. We note
that. the central pulse has an internal excited mode of
oscillation- (the second angular harmonic), which persists
as3 far as we could follow in numerical simulations. The
FIG.â 3. A temporal sequence of a state dominated by oscilla-
toryz droplets as we see from (a) through (d).
frequencyZ is given by the classical formula of Rayleigh
for capillary oscillations [10] ã6äæå+ç-èDéêëìí , î being2 the
surface energy (per unit of mass) which we will discuss
later and ï/ð the. radius of the droplet.
The first step to understand this two dimensional pulse
is through the one dimensional case. We seek a solution
of- (2) of the form ñóò$ô?õö²÷ øtù , with úóûﬃünýßþ   , for  :

	
ﬁﬀﬃﬂ !#"%$'&)(+*ﬁ,
We5 obtain the known soliton solution of [11]:
-.0/2143ﬁ57689
:
;<=?>
@0A
cosh7 BDCFE GIHKJ4LNM)OP QR
(4)
where6 SUT VXWYIZ\[^]`_bac . The dimensionless parameter
a
d characterizes7 completely the solitons.
By imposing that the total number of particles is equal
to.fe7g h i
hjlkmn`o2prq
, we get s)tvuxw`ybz{}|^~`?` I^Ł0 ;
thus,. N is directly related to ad by2`^}^ ^`¡  .
In the thermodynamic limit ¢2£¥¤§¦¨ ad goes© to 0,
i.e., ª«§¬`­b® ¯°^± , and the soliton tends to a front from
²+³%´ (atµ·¶¹¸»º¼ ) t½ o ¾+¿ÁÀÂbÃÄ forÅ a intermediate band
(arbitraryµ large depending linearly on N )½ near ÆÈÇ%É ,
andÊ then again Ë%Ì+Í for ÎÏÐ . This value Ñ+ÒÁÓÔÖÕ×
is such that the equilibrium pressure is established, i.e.,
ØÚÙÜÛ+Ý%Þß\àâáÚãÜä%åæ
çÖèéëêíìâî [7], as we have explained
for the coarsening process.
Let us come back to the surface energy between
theï liquid and the vapor in 2D. We can estimate
thisï when the number of particles is large, i.e., ð+ñ
òóbô õ}ö^÷
. We consider a one dimensional pulse between
øíù2úüûþýß 	
 and ﬀﬂﬁﬃ "!#%$'& ; thus,
the( surface energy is given by integration along x) of* the
energy+ (3) (in fact at equilibrium we need the free energy
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Thew soliton solution (4) is stable towards fluctuations
inx the x) direction,y as we shall now prove. We introduce a
perturbationz of the soliton solution (4): {|}~Ł
_;;Ł W
intox Eq. (2). For small  ¡ we¢ get the
eigenvalue+ problem
£ ¤%¥¦
§%¨ª© « ¬ ­®
¯°²± ³
´%µ¶
·%¸ª¹ º (5)»
with¢ ¼½¾À¿ÂÁÃÄÆÅÅÈÇLÉÊGËOÌGÍÎÏÐÑLÒGÓÔÕÖ×2Ø andÙ
Ú4ÛÂÜÞÝàß
áâÆããäLågæ'çOèGésêëì%íÂîGïðñòôóöõà÷ùøûúýü'þOß 	


, two Hermitian operators.
As a consequence of the symmetries of the solution
(4)» of Eq. (2) the null space has at least dimension four
[the three mentioned above plus a continuous symmetry
of* the solution (4) by the arbitrary choice of the initial
total( number of particles, which lead to an extra Goldstone
mode].
Thew eigenvalues follow directly from the spectra of
 ﬀ
. We compute numerically the spectra getting
fourﬁ neutral modes with an eigenvalue equal to zero, and
two( continuous imaginary branches with a well defined
frequency gap equal to ﬂ . There is no eigenvalue with
aÙ real part for any set of parameter; thus, the soliton
solution (4) is stable. However, transverse perturbations
dependingy on the yﬃ andÙ z coordinates are unstable. If
we¢ make  "!ﬀ#$%'&)("*,+-.0/214365 , the only change in the
eigenvalue+ problem (5) is 7 going8 to 9;:=<?>@BA . Thus,
forﬁ the continuum part of the spectrum there is always
aÙ positive gap; however, the four neutral modes split in
such a way that two of them develop a long wavelength
instabilityx in qC . The growth rate increases as the wave
numberD of the perturbation increases until a maximum,
then( the rate decreases to zero for a given wave number.
Consequently,E a transverse one dimensional soliton breaks
downy in 2D into droplets with a more or less well defined
size.
Actually, the analytical stability of two dimensional
dropletsy is more difficult because we do not know the
shape of the soliton solution (probably, we may compute
this( solution only numerically). However, numerically,
we¢ can say that droplets are stable only as long as
our* numerical simulation ran (few thousand time units).
Furthermore,F the two dimensional pulses are unstable
againstÙ perturbations in the third dimension, as is usual in
the( Rayleigh instability of a column of liquid in classical
fluidG dynamics [10], leading to stable 3D droplets.
Finally,F it may be suggested that droplets in two
dimensionsy are, furthermore, unstable against a small
perturbationz far from the main pulse, because of the
focusingﬁ instability: The small perturbation tends to
increase since the fifth power term is negligible; thus, one
may imagine a final state made of many different droplets
with¢ a principal one. However, because of the coarsening
process,z these perturbations are evaporated, increasing
the( amount of matter in the main one. Another—
more interesting—situation will be an array or crystal of
droplets,y and this situation is unstable for the same reason.
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Dynamical formation of a Bose–Einstein condensate
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Abstract
We explain how a condensate forms in finite time by a selfsimilar blow-up of the solution of the relevant quantum Boltzmann
kinetic equation for a dilute quantum Bose gas. The condensate, once it is there, keeps exchanging mass with the rest of the
distribution until equilibrium is reached, as described by a version of the kinetic equation that includes the existence of this
condensate. © 2001 Published by Elsevier Science B.V.
Keywords: Bose–Einstein condensation; Kinetic equations
1. Introduction and quantum Boltzmann equation
Soon after the final conception of non-relativistic
quantum theory, Nordheim [1] proposed a Boltzmann
like quantum kinetic theory for bosons and fermions,
describing in particular relaxation to equilibrium.
This kinetic equation describes the dynamics of the
momentum distribution that is also the Wigner trans-
form of the one-particle density matrix. Below, we
address the question of the formation of a singu-
lar equilibrium distribution as a solution of the
Boltzmann–Nordheim (BN for short later on) equa-
tion after a finite time. We explain how, if the initial
number density exceeds a critical threshold, some so-
lutions of the kinetic equation may blow-up at a finite
time t∗ (depending on the initial conditions). This
time t∗ is the incipient time for the BE condensate
(BE stands for Bose–Einstein). In the case of the BN
equation for bosons, it seems obvious that the piling
up of particles near zero momentum is a manifesta-
tion of the BE condensation. However, the connection
∗ Corresponding author.
is not that obvious, since the collapse at zero momen-
tum is a dynamical process, without any direct link
with the physics behind the BE condensation.
Once the condensate is formed, its mass can still
evolve by exchange with the thermal background, until
the global equilibrium BE distribution is reached for
the given conditions of mass and energy. The growth
of a singular part in the momentum distribution is
an indication that a condensate is formed, in some
sense. However, this cannot mean that phase correla-
tions with an infinite range set in after a finite time.
This would imply the unphysical assumption that for
an infinite system the “information” (of phase) prop-
agates at infinite speed. We discuss in Section 4 this
question of phase coherence at large distances, and the
way it appears dynamically.
A collapse of the distribution density has been stud-
ied before in the context of a nonlinear Fokker–Planck
or Kompaneets equation [2]. Although, it shares some
features of the present problem, there are some impor-
tant differences. In particular, the Kompaneets equa-
tion does not preserve energy, because it describes
the evolution to equilibrium of a Bose gas with a
0167-2789/01/$ – see front matter © 2001 Published by Elsevier Science B.V.
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constant temperature background. However, it shows
nicely transfer of mass through the energy spectrum
as we shall present here. Similar ideas were developed
in the context of BN equation by Levich and Yakhot
[3,11] and Kagan and collaborators [4] but with con-
clusions different from ours.
The question of the incipient phase singularity
has been investigated numerically by Semikoz and
Tkachev [5] and our results agree with this work.
Below, we address a new question, however, the way
the mass of the condensate grows after the collapse
time (here “condensate” just means the singular piece
of the momentum distribution, related in a rather sub-
tle way to the large scale coherence of the condensate
in the true sense, see Section 4). This law of growth
is probably the most relevant information, as it can
likely be related to physical observations. It rests upon
a detailed understanding of the analytical structure of
the finite time singularity that is based upon the obser-
vation that the exponent is a nonlinear eigenvalue of
the similarity equation for collapse. The application of
the BN equation to this problem meets the following
difficulty (a second one shall be discussed in Section
3): as the formation of the condensate is predicted to
occur through a solution with a finite time singular-
ity, the rate of evolution of this solution diverges like
the inverse of the time remaining until the singular-
ity, which makes the kinetic theory invalid when this
time scale becomes shorter than the period associ-
ated with free particle motion by the Planck–Einstein
correspondence. Because of the low density assump-
tion, this breaking of the validity of the kinetic the-
ory occurs at a late stage of the blow-up process if
f n1/3  1 as we show at the end of Section 2.
The BN kinetic equation for a homogeneous
distribution in space (we shall discuss briefly
non-homogeneous condensation at the end) reads for
bosons
∂twp1(t) = Coll[w]
≡
∫
d3p2 d3p3 d3p4Wp1,p2;p3,p4
×(wp3wp4(1+ wp1)(1+ wp2)
−wp1wp2(1+ wp3)(1+ wp4)), (1)
where wp(t) can be seen as the probability distribu-
tion for the momentum, 1 m is the atomic mass, 2π
the Planck’s constant. Moreover,
Wp1,p2;p3,p4 =
1
m3
(|fp1−p2 |2 + |fp2−p1 |2)
×δ(3)(p1 + p2 − p3 − p4)
×δ(1)(p21 + p22 − p23 − p24)
gives back the Boltzmann original writing once the
integrals over p3 and p4 are carried out, f being the
scattering length taken as constant for the low mo-
mentum s-wave scattering. The Wigner distribution
is normalized by (1/3)
∫
d3pwp(t) = n ≡ N/V , N
is the total number of particles and V the volume of
the enclosure. We shall take  = m = 1 throughout
the analysis.
An H-theorem shows that solutions of (1) relax to
w
eq
p = 1
e(p
2/2−µ)/T − 1
(T is the absolute temperature in energy units) con-
strained by the conservation of the number of particles
and of the energy. Take the initial condition wp(t =
0) = A e−p2/γ . The relaxation to equilibrium pre-
serves
∫∞
0 p
αwpp
2 dp with α = 0 and 2 which yields
a relation between A and the dimensionless chemical
potential µ/T :
A = (ζ3/2(eµ/T ))5/2(ζ5/2(eµ/T ))−3/2 (2)
with ζs(z) =
∑∞
n=1(zn/ns), incomplete Riemann
ζ -function.
At low densities (small A) µ is negative as in an
ideal classical gas. As A increases µ increases too,
until a critical value: Ac = ζ3/2(1)5/2/ζ5/2(1)3/2 =
7.0992 . . . , where µ vanishes. However, if A > Ac,
it is not possible to satisfy (2) with µ negative, and
the transition predicted by Einstein in 1924 [6] occurs.
We have computed the relation between the chemical
potential obtained from the numerical solution of (1) at
very late times and the initial amplitude A in order to
1 Note that the Wigner functions are real but not necessarily
positive, however, if wp(t = 0) > 0, then the BN equation keeps
it positive at any further time (at least for bosons). For fermions,
this probability would have to stay between 0 and 1 to keep clear
of mathematical troubles.
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Fig. 1. The equilibrium chemical potential µ as a function of the
initial amplitude A. The crosses represent the numerical values
obtained from the evolution of the BN equation, while the con-
tinuous line traces the theoretical curve (2).
test our numerical code for solving (1), which worked
very well as we see in Fig. 1.
The question now is: let wp(t = 0) (e.g. the above
form) be a smooth initial (non-equilibrium) condition
for (1), what is the further evolution of wp(t)? In par-
ticular, wheneverA is larger than the critical amplitude
Ac. We shall explain first how to describe the finite
time singularity by means of a selfsimilar solution of
the full kinetic equation. 2
2. Dynamics before collapse
If A > Ac, we expect condensation to zero
momentum, that is the spontaneous occurrence of
a singularity in the solutions of (1) for p = 0, a
singularity leading to a solution of the type wp =
2 We investigated numerically this question and found results in
complete agreement with the selfsimilar solution described below.
We plan to report the details of these numerical investigations
(methods and results) in a future extended publication.
n0δ(3)(p)+ ϕp, ϕp is a smooth function, an interest-
ing phenomena on its own. Therefore we expect that
just before the singularity the occupation number of
small momenta becomes very large, wp  1, which
allows to neglect, for that purpose, the quadratic term
in Eq. (1) with respect to the cubic one, a remark
that has been already made in this context [3,4,11],
but with different conclusions from ours as we said.
This yields a simpler “degenerate” form of the kinetic
equation. (This kinetic equation has been thoroughly
studied in the context of nonlinear wave interaction
and “weak-turbulence”. For a review and references,
see [7]. However, the time dependent selfsimilar so-
lution exposed in the present note does not seem to
have been considered before.) 3 Let  = 12p2, and
W˜1,2;3,4 = (f 2/m3)min{
√
1,
√
2,
√
3,
√
4}:
∂tw1(t) = Coll3[w]
≡ 1√
1
∫
D
d3 d4W˜1,2;3,4(w3w4w1
+w3w4w2 − w1w2w3
−w1w2w4). (3)
Since 2 = 3 + 4 − 1 must be positive, one
integrates in a domain D such as 3 + 4 > 1. The
equilibrium solution of this equation follows from
the maximization of entropy and is w = T/( − µ).
This is a formal solution only, because it does not
yield a converging expression for the energy nor even
for the total mass. 4 For finite total mass and energy
this solution should be a function spreading forever
in momentum space [8], a spreading stopped in the
full BN equation by the quadratic terms in Coll[w].
Zakharov has found two other stationary solutions
w = Q1/3−3/2, w = J 1/3−7/6. (4)
3 As shown by Zakharov [12], and by Carleman before [13] for
an isotropic momentum dependence of the distribution function
one may integrate both sides of (1) in solid angles, this allows
one to write the simpler form (3) for w , which is better for the
numerics.
4 Generally speaking, this kind of divergence at “large
momentum/energy” is irrelevant for the present analysis, because
for this momentum, the cubic approximation to the collision op-
erator is not valid anymore, so that the power solution for w
merge with solutions “at large” (actually non-small) energies that
take care of the convergence of the integrals for mass and energy.
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Fig. 2. (a) The distribution function w(, t) (at times chosen for successive increase of w(0, t) by a factor 5). The different time plots
show a clear selfsimilar evolution. One sees the build-up of the power law distribution −1.234 from the large energies to the small ones.
(b) The ratio between the right- and left-hand side of Eq. (6). One sees that the best agreement is for ν = 1.234. The existence of a plateau
proves that one has the right “nonlinear eigenmode” and the right “nonlinear eigenvalue” ν.
Here Q(/J ) is the energy(/mass) flux in momentum
space per unit time. Those solutions are derived by
a Kolmogorov-like analysis, for Q and J constant.
It does not seem possible, however, to use this kind
of Kolmogorov-like solution for the present problem,
because we expect the collapse to be a dynamical
process, so that stationary solutions can help at best
to understand qualitatively the transfer of mass and
energy through the spectrum. In particular, as shown
later on, the actual exponents for the selfsimilar solu-
tion do not follow from simple scaling estimate.
We remark that because of its structure (in particu-
lar because the right-hand side of (3) is cubic homo-
geneous in w), Eq. (3) admits a selfsimilar dynamical
solution which accumulates particles at zero momen-
tum. The selfsimilar solution has the form (τ = t∗−t):
w(t) = β−1/2τ−αφ(τ−β) (5)
as t → t∗, α, β > 0. Putting (5) into (3) and im-
posing that the left- and right-hand sides are of the
same order as τ → 0, one gets that β = α − 12 , the
integro-differential equation for φ becomes
−(ν + ω∂ω)φ(ω) = Coll3[φ(ω)], (6)
where ω = τ−β and ν = α/β is the only remain-
ing free parameter. As shown below, this parameter is
a nonlinear eigenvalue of (6) allowing to satisfy the
boundary conditions φ(0) finite yet to be determined
and φ(ω) ≈ ω−ν as ω→∞ with a convenient choice
of normalization for φ.
We observed in our numerics that such a power
law spectrum φ(ω) ∼ 1/ων was established (for large
numerical values of ω) without mean flux of mass
or energy on the energy scale. The “observed” (see
Fig. 2) value is roughly ν ≈ 1.234(1) which differs
significantly from 76 and
3
2 that would follow from the
scaling properties of the solutions at constant mass or
energy flux.
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Besides a direct numerical attack (see Fig. 2a), it
seems difficult to get much analytical information
concerning solution(s) of (6). We shall nevertheless
present some remarks relevant to this problem. One
may construct order by order a Laurent expansion
of φ(ω) for large ω, beginning as 1/ων and then
putting this first term into Coll3. The beginning of
this expansion reads
φ(ω) = 1
ων
− C(ν)
2(ν − 1)ω3ν−2 + O
(
1
ω5ν−4
)
(7)
with C(ν) defined by the action of the collision oper-
ator Coll3 on a power law distribution Coll3[ω−ν] ≡
C(ν)ω−3ν+2. The function C(ν) is positive for
ν ∈ [1, 76 ], negative for ν ∈ [ 76 , 32 ] and positive again
for ν > 32 . One sees now why it is not possible to get
ν = 76 nor 32 as it should follow from (4), because the
next order and any higher order correction vanishes
since C(ν) is zero for both cases, and the Laurent
expansion at large ω stops there.
Therefore, this kind of solution (7) is already sin-
gular at ω = 0, although we want to study evolution
of a solution remaining finite at  = 0 at any time
less than t∗, which implies φ(ω = 0) finite. One may
expect to push the Laurent expansion in order to cap-
ture better and better the behavior near ω = 0. As we
said, the resulting series will diverge almost always
when approaching ω = 0 which is a singular point,
because near ω = 0 it is possible to expand the solu-
tion of (6) in the form φ = a(ν)ω−7/6+· · · , the entire
function a(ν) being completely determined by the
outer matching (this defines the asymptotic behavior
of the solution). The condition a(ν) = 0 fixes ν.
Supposing that the integral equation (6) has a
smooth solution that satisfies all the right bound-
ary conditions, it describes a collapsing solution of
the original kinetic equation. The distribution func-
tion at the peak scales like w( = 0) ∼ τ−α; the
energy-stretching of the peak: 0 ∼ τβ ; the flux of
particles: j0 ∼ τ−γ ; the flux of energy: Q ∼ τ δ; and
the density of particle at the peak (that is with an en-
ergy less than 0): n0 ∼ τ ξ . All these exponents can
be deduced from ν by simple algebraic manipulations.
In the following table, we compare the theoretical
values from the formula (second row) together with
ν = 1.234, and the direct numerical values:
Exponent Relation with ν For
ν = 1.234
Numerics
α ν/2(ν − 1) 2.637 2.639
β 1/2(ν − 1) 2.137 2.139
γ 3(ν − 76 )/2(ν − 1) 0.4316 0.4317
δ 3( 32 − ν)/2(ν − 1) 1.705 1.707
ξ ( 32 − ν)/2(ν − 1) 0.568 0.571
The numerical solution of (3) is in excellent agreement
with this scenario, in particular with the exponents
for the scaling laws for the collapse concerning their
relation to ν. On the other hand, one can check that
the numerical selfsimilar distribution, once written as
in (5) yields a function φ that satisfies numerically
Eq. (6) (see Fig. 2b).
The collapse time t∗ depends on the initial condi-
tions. Therefore one expects a dependence of t∗ on
the threshold to Ac when two and three body col-
lisions are included (in the case of only three body
collisions term as in (3) one has always a singularity
in a time t∗ ∼ A−2). Numerically, we have found
t∗ ∼ |A − Ac|−η with η = 0.4. This time t∗ is about
the time when quadratic and cubic terms become of
the same order in the full BN equation.
Notice that the flux of particles towards the origin
diverges as t goes to t∗, whereas the number of parti-
cles in the condensate remains zero. 5 This means that
the true formation of a condensate starts just after t∗.
We shall explain next what is predicted by the kinetic
equation after the condensate is formed. Finally, we
note that the exponent ν must be larger than 76 because
one needs to have an infinite flux of particles through
the peak in order to ensure the finite time singularity.
In the usual (non-quantum) Boltzmann equation this
is not possible: the power law solution with a constant
flux of matter is w = (J/f 2)1/2−7/4 and possess an
infinite mass at the peak at  = 0. Therefore the usual
Boltzmann equation for hard spheres does not present
5 This flux of particles is practically across an energy surface
that shrinks like τβ , therefore there is no contradiction: the flux
diverges, but it accumulates mostly outside of the origin, since it
is across a non-constant barrier on the energy scale.
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a finite time singularity. However, when the two parti-
cle interaction decreases at large distances like∼ 1/rl
one has an explicit dependence of the scattering am-
plitude on the relative velocity of collisions. There are
reasons to believe that for l < 4, the usual Boltzmann
equation could present a finite time collapse as the
one described here, because the collision frequency
diverges at small speed.
Ending this section let us discuss the breaking of
the validity of the kinetic theory near the blow-up. Let
τ be the time left until blow-up (τblow-up = 0), n be
the total number density, and f the scattering length.
The mean free flight time for the core of the energy
spectrum is tmfp = (1/nf 2)(m/Th)1/2, where Th ∼
p2/2m is the average kinetic energy per particle (a
constant). Assuming this energy to be of the order of
magnitude of the one at the BE transition, one has
tmfp = m/n4/3f 2. The BN kinetic theory applies
if the typical evolution time until blow-up, τ , is still
much larger than /0(τ ), where 0(τ ) is the aver-
age energy of particles taking part in this blow-up
(0(τ )→ 0 as τ → 0). We have shown in this section
that 0(τ ) ∼ Th(τ/tmfp)β (β > 0). Therefore, the BN
kinetic theory applies for τ > τcr with τcr = /0(τcr).
From the estimates given above, the inequality τcr 
tmfp is equivalent to f n1/3  1, precisely the condi-
tion for a dilute gas. Therefore, in this dilute gas limit,
the BN kinetic theory remains physically sound in the
time interval [tmfp, τcr] before blow-up.
3. Dynamics after collapse
At the singularity time, if our scenario of selfsim-
ilar collapse holds, as seems to be confirmed by our
numerical studies, the system is not yet at equilibrium,
and some exchange of mass between the condensate
and the rest is necessary to reach full equilibrium, be-
cause the mass inside the singularity is still zero at
t = t∗. It happens that this exchange of mass can be
described by extending the full kinetic equation to sin-
gular distributions, something that does not seem to
have been noticed before to the best of our knowledge.
As w( = 0) and the flux of matter diverge at t = t∗,
let us consider the following ansatz for times larger
than t∗: the distribution function behaves as
wp(t) = n0(t)δ(3)(p)+ ϕp,
ϕp smooth function, and n0(t∗) = 0. Now, the colli-
sion integral in (3) splits as Coll[wp] = j0(t)δ(3)(p)+
˜Coll[ϕp], where j0[ϕ] =
∫
S(0+)
√
1 d1 Coll[w1 ] =
−∫∞0 √1 d1 ˜Coll[ϕ1 ], and ˜Coll[ϕ] is for the ex-
act BN collision term of (1). This special form says
that there is a macroscopic flux of particles towards
the zero momentum, which is directly related to a
j
1/3
0 
−7/6 term as the dominant behavior of ϕ near
 = 0. This exchange term (between particles in the
condensate and excited states) has not been consid-
ered previously. Putting this ansatz into (1) one gets,
after splitting the terms with non-zero integral in a
small sphere around p1 = 0:
∂tn0(t)= j0 + n0(t)Coll2[ϕ], where
Coll2[ϕ]=
∫
2,3,4
δ2;3,4(ϕp3ϕp4 − ϕp2(ϕp3+ϕp4 + 1)),
(8)
∂tϕp1(t) = ˜Coll[ϕ]+ n0(t) ˜Coll2[ϕ], where
˜Coll2[ϕ] =
∫
3,4
δ1;3,4(ϕp3ϕp4 − ϕp1(ϕp3 + ϕp4 + 1))
+2
∫
2,4
δ1,2;4(ϕp4(ϕp1 + ϕp2 + 1)
−ϕp1ϕp2). (9)
We used the notations
∫
2,3 =
∫
d3p2 d3p3, and
δ2;3,4 = W0,p2;p3,p4δ(3)(p2−p3−p4)δ(1)(p22 −p23 −
p24), and so forth. These coupled equations conserve
mass and energy and a H-theorem applies. 6 For very
short times, that is |t − t∗|  tB (see below for the
definition of tB), it is possible to calculate a selfsimi-
lar solution of the form: n0 = K(−τ)σ , together with
the same kind of expression for ϕ as before. The ex-
ponent σ = ( 32 − ν)/2(ν − 1), while α and β remain
6 The coupled set (8) and (9) relax as t →∞, to the equilibrium
solution found by Einstein [6]:
ϕ
eq
p = 1
ep
2/2T − 1 ,
and n0 fixed by mass conservation. Notice, however, that interac-
tions modify this picture (see below).
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the same as before. For times just after t∗, one expects
that the function ϕ will be very close to the function
before the collapse “far” from zero energy, since it
changes infinitely fast near the origin only. Therefore,
by continuity this imposes that ϕ and φ behave in the
same way for large ω, and this implies that the coef-
ficient ν is the same as before. The constant K and
a(ν) (which is no longer zero) are fixed by a compli-
cated set of integro-differential equations following
directly from the most singular terms in (8) and (9).
The short time selfsimilar behavior merges at later
time with a relaxation behavior tending to equilibrium.
The full system (8) and (9) describes the relaxation
towards a constant value of the density of condensate
n0, while the flux j0 and different collisional terms
vanish leading to an equilibrium distribution for ϕ ,
which is the Bose factor with zero chemical potential.
Ending this section, we notice that the BN equa-
tion is not uniformly valid in its original form after
the formation of a condensate, since the appearance of
such a structure changes the energy spectrum at low
momenta, as shown by Bogoliubov [9], although the
kinetic equation assumes that, besides collisions, the
particles have a purely ballistic spectrum. For a di-
lute gas (where the quantum kinetic equation is valid)
the BN equation applies for most particles, since the
Bogoliubov renormalization of the energy concerns a
narrow energy domain. This would change the late
stages of the condensation only and would apply any-
way to the range of energies   (τcr), where τcr has
been defined before. It turns out that the typical Bo-
goliubov time scale: tB = m/f n0 appears at a later
stage because it is much longer than the mean free
path tmfp if n4/3f  n0, which is possible for a dilute
gas f n1/3  1 as long as n0  n.
4. Collapse and build-up of long range
correlations
As explained before, the collapse, as it results from
the singular solution of the BN kinetic equation, can-
not give the full physical picture. This is because the
quantum kinetic theory, as representing the true many
body dynamics, relies upon the assumption that the
time scale for the evolution of wp is much longer than
the time scale set by the Planck period of the motion
of a free particle. In the collapse phenomenon, this
assumption becomes clearly untrue at some stage,
since the typical time scale for the evolution of wp is
of order τ , the time until the collapse, and so becomes
as short as wanted, although the Planck period associ-
ated to particles of low momentum becomes infinitely
large when this momentum tends to zero. This puts a
constraint on the time when the kinetic theory looses
meaning close to the collapse time. Therefore, the
standard kinetic approach fails at time scales of order
or shorter than τcr with τcr ∼ /0(τcr) that is to be
combined with the estimate 0(τ ) ∼ Th(τ/tmfp)β , β
is positive, to yield
τcr ∼ tmfp(f 2n2/3)1/(β+1).
For times far closer to the collapse time than τcr,
it becomes inconsistent to use the kinetic theory in
its standard form to describe what happens in the
selfsimilar core of the distribution. In this range of
times, as well as later on, the growth of the coherence
length can be described by using arguments borrowed
from Pomeau [10]. The starting point is to assume
that there is a certain mass density in the condensate,
approximately uniform in space, but with a random
phase without long range order. Moreover, this can be
represented by the dynamics of a classical field, since
the occupation number at small momenta is very
large. This phase relaxes, at least after some transient
according to the equations of fluid mechanics derived
for long wave perturbations, namely the Bernoulli
equations for a compressible fluid. The energy is
transferred to small scales now by a steepening of the
gradient of the phase at random places, which yields
finally a typical time scale. Accordingly, the phase of
the “condensate” becomes uniform on space scales
L(t) growing with time like L(t) ∼ (t/m)1/2.
Consider now what happens at times much later than
the blow-up time. Because the law of growth of the
coherence length L(t) is independent upon the den-
sity, one expects that this length represents at time t
the coherence length scale for the phase, t = 0 being
the time of the singularity, after which the long range
correlations begin to build up. Near the blow up time
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the situation is probably more complicated, although
one can devise a simple estimate for the phase coher-
ence length that should be of order of the de Broglie
wavelength associated to the Planck period τcr.
5. Comments and conclusions
We propose a scenario for the formation of a
condensate of BE particles obeying the BN kinetic
equation. This scenario consists in a blow-up of the
distribution function at zero momentum. However,
the total mass density of this singularity is zero at
the time of the singularity, so that one needs to feed
this “condensate” in order to reach equilibrium at
later times. This is a very important point, because
we show that the kinetic equation predicts an ex-
change of mass between the condensate and the rest
of the system when the gas is out of equilibrium.
Finally, if there is spatial dependence one needs to
add a ((p1/m) · ∇rwp1 − (∇U/m) · ∇p1wp1) term
to the left-hand side of (1). This leads to a spatial
localization of the finite time singularity of the type
r ∼ τ 1+β/2, p1/m · ∇rwp1 being the most singular
term if the potential energy grows faster than U(r) ∼
r4/(2+β) ≈ r0.97. Another remark is of interest: the
connection between the finite singularity at zero
momentum of the solution of the BN equation is not
so directly related to the existence of a condensate in
the equilibrium theory. Actually, it is more like a prop-
erty of the dynamical equation itself. In particular, the
power law for the distribution close to zero momenta
is not the inverse ω typical of the Bose factor. There-
fore one expects that at some later time, after the col-
lapse this power law will switch from the ω−7/6 typ-
ical of the kinetic regime to the ω−1 typical of the
equilibrium regime.
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(Received 13 February 2005; published 22 December 2005)0031-9007=We study the formation of a large-scale coherent structure (a condensate) in classical wave equations by
considering the defocusing nonlinear Schro¨dinger equation as a representative model. We formulate a
thermodynamic description of the classical condensation process by using a wave turbulence theory with
ultraviolet cutoff. In three dimensions the equilibrium state undergoes a phase transition for sufficiently
low energy density, while no transition occurs in two dimensions, in complete analogy with standard
Bose-Einstein condensation in quantum systems. On the basis of a modified wave turbulence theory, we
show that the nonlinear interaction makes the transition to condensation subcritical. The theory is in
quantitative agreement with the numerical integration of the nonlinear Schro¨dinger equation.
DOI: 10.1103/PhysRevLett.95.263901 PACS numbers: 42.65.Sf, 05.45.a, 47.27.iThe problem of self-organization in conservative sys-
tems has generated much interest in recent years. For
infinite dimensional Hamiltonian systems like classical
wave fields, the relationship between formal reversibility
and actual dynamics can be rather complex. In integrable
systems, such as the 1D nonlinear Schro¨dinger (NLS)
equation, the dynamics is essentially periodic in time,
reflecting the underlying regular phase-space structure of
nested tori. This recurrent behavior is broken in nonintegr-
able systems, where the dynamics is in general governed
by an irreversible process of diffusion in phase space [1]. In
this respect, an important insight was obtained from nu-
merical simulations of solitons in the focusing, noninte-
grable NLS equation [2]. These studies revealed that the
nonlinear wave would generally evolve to a state contain-
ing a large-scale coherent localized structure, i.e., solitary-
wave, immersed in a sea of small-scale turbulent fluctua-
tions. The solitary wave is a ‘‘statistical attractor’’ for the
system, while the fluctuations contain, in principle, all
information necessary for time reversal. Importantly, the
solitary-wave solution minimizes the energy (Hamil-
tonian), so the system actually relaxes towards the state
of lowest energy [2]. Only recently has a statistical de-
scription of this self-organization been developed [3,4].
Remarkably, when such systems are constrained by an
additional invariant (e.g., the mass), the increase in entropy
of small-scale turbulent fluctuations requires the formation
of coherent structures to ‘‘store’’ this invariant [4], so that it
is thermodynamically advantageous for the system to ap-
proach the ground state which minimizes the energy [2].
We consider here the defocusing regime of the NLS
dynamics, which is also relevant to the description of
thermal Bose gases [5–7]. This regime would be charac-
terized by an irreversible evolution of the system to a
homogenous plane-wave [8–11], which can be described
by weak-turbulence theory [12]. This evolution is consis-05=95(26)=263901(4)$23.00 26390tent with the scenario discussed above [2–4], because a
plane wave minimizes the energy (Hamiltonian) in the
defocusing case. Thus the NLS equation should exhibit a
condensation process, a feature that has recently been
confirmed in the context of thermal Bose fields using 3D
numerical simulations of the NLS equation [6,7].
In this Letter we formulate a thermodynamic description
of this condensation process. We show that the 3D NLS
equation exhibits a subcritical condensation process. Its
thermodynamic properties are analogous to those of Bose-
Einstein condensation in quantum systems, despite the fact
that this wave system is completely classical. We use a
kinetic theory of the NLS equation in our analysis. We
introduce a frequency cutoff to regularize the ultraviolet
catastrophe inherent to ensembles of classical waves
(Rayleigh-Jeans paradox). We find that in 2D the NLS
equation does not undergo condensation in the thermody-
namic limit, in complete analogy with a uniform, ideal
Bose gas. The significance of this result is that the system
irreversibly evolves to a state of equilibrium (maximum
entropy) without generating a coherent structure minimiz-
ing the Hamiltonian. This contrasts with the general rule
outlined in [2– 4,11].
Given the universality of the NLS equation in nonlinear
science, this condensation process could stimulate interest-
ing new experiments in various branches of physics. Non-
linear optics is a natural context where classical wave
condensation may be observed and studied experimentally.
Moreover, the formal reversibility of the condensation
process could be demonstrated by means of an optical
phase-conjugation experiment. Additionally, wave con-
densation could be relevant to hydrodynamic surface
waves [13], given recent progress on measurements of
Zakharov’s spectra.
We consider the normalized defocusing NLS equation in
D spatial dimensions for the complex function  :1-1 © 2005 The American Physical Society
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where  is the D dimensional Laplacian. This equation
describes the evolution of defocusing interacting waves
through the cubic nonlinear term. The dynamics conserves
the mass (particle number) N  R j j2dDx, and the total
energy H  Rjr j2  12 j j4dDx.
We address the dynamical formation of the condensate
starting from a nonequilibrium stochastic initial condition
for the wave  , which we take to be of zero mean and
statistically homogeneous. In spite of the formal revers-
ibility of the NLS equation, the nonlinear wave  is
expected to exhibit an irreversible evolution towards ther-
mal equilibrium, as a result of an effective diffusion pro-
cess in phase space. The salient properties of this evolution
may be described by weak-turbulence theory. For most
purposes this is equivalent to the random phase approxi-
mation (assumption of quasi-Gaussian statistics) [12]. This
approximation breaks the time reversal symmetry of the
NLS equation, which allows one to derive an irreversible
kinetic equation for the averaged wave spectrum [12] [here
hak1ak2i  nk1Dk1  k2, ak being the Fourier trans-
form of  defined by akt 
R
 x; teikxdDx]:
@tnk1t 
Z
dDk2dDk3dDk4Wk1;k2;k3;k4nk3nk4nk1
 nk3nk4nk2  nk1nk2nk3  nk1nk2nk4; (2)
where the collision term Collnk	 [right-hand side of
Eq. (2)] provides a kinetic description of the four-wave
interaction, with Wk1;k2;k3;k4  42D Dk1  k2  k3 
k41k21  k22  k23  k24 [12]. Like Boltzmann’s equa-
tion, Eq. (2) conserves the mass, N  V R nktdDk, and
the kinetic energy, E  V R k2nktdDk. V is the system
volume in D  3 and the area in D  2. It has an H
theorem for entropy growth dS=dt 
 0, where St R
lnnkdDk is the nonequilibrium entropy. The kinetic
Eq. (2) then describes an irreversible evolution of the
wave spectrum towards the Rayleigh-Jeans equilibrium
distribution [12]:
neqk 
T
k2  ; (3)
where T and  (  0) are, by analogy with thermodynam-
ics, the temperature and the chemical potential, respec-
tively. The spectrum (3) is Lorentzian and the charac-
teristic correlation length of the wave  is c / 1= p .
The distribution (3) realizes the maximum of the entropy
Snk	 and vanishes exactly the collision term, Collneqk 	 
0. However, it is important to note that Eq. (3) is only a
formal solution, because it does not lead to converging
expressions for the energy E and the mass N in the short-
wavelength limit k! 1. To regularize this unphysical
divergence, we introduce an ultraviolet cutoff kc; i.e., we
assume nkt  0 for k > kc. Note that this cutoff arises26390naturally in numerical simulations through the spatial dis-
cretization of the NLS equation, and manifests itself in real
physical systems through viscosity or diffusion effects at
the microscopic scale [12].
To begin let us analyze the equilibrium distribution (3)
in 3D. From energy and mass conservation one gets
N
V
 4Tkc

1
p
kc
arctan

kcp

; (4)
E
V
4Tk
3
c
3

13
k2c
3

k2c

3=2
arctan

kcp

: (5)
These equations are interpreted as follows. The initial
nonequilibrium state of the field  has mass N and energy
E. The wave spectrum then relaxes to the equilibrium
distribution (3), whose temperature T and chemical poten-
tial  are determined by Eqs. (4) and (5). A given pair
N;E then determines a unique pair T;. Equation (4)
reveals that  tends to zero, i.e., c diverges to infinity, for
a nonvanishing temperature T (keeping N=V constant), or
a finite densityN=V (keeping T constant). By analogy with
the Bose-Einstein transition in quantum systems, this re-
veals the existence of a condensation process. The same
conclusion follows from analyzing the energy per particle
E=N. There exists a nonvanishing critical energy per par-
ticle Etr=N  k2c=3 such that   0. Dividing (5) by (4),
one gets E Etr=Nk2c   p =6kc O=k2c.
Decreasing the energy per particle effectively cools the
system, and one reaches a finite threshold Etr, below which
condensation occurs.
A similar analysis in 2D readily gives N=V 
T ln1 k2c= and E=N   k2c= ln1 k2c=. In
this case  reaches 0: (i) for a vanishing temperature T
(N=V constant), (ii) for a diverging density N=V (T con-
stant), (iii) for a vanishing energy per particle E=N. It
follows that condensation no longer takes place in 2D, a
feature that has been confirmed by numerical simulations
of the NLS Eq. (1).
The dynamical formation of the condensate has been
studied by means of self-similar solutions of the kinetic
Eq. (2), leading to a finite time singularity for some time t
[14,15]. This solution describes explicitly particle cumu-
lation to zero wave number k  0. When the condensate
begins to form (t > t), an exchange of mass between the
condensate and the incoherent wave component is neces-
sary to reach equilibrium. It was argued in Refs. [8,10,11]
that this dynamics may be described by a kinetic three-
wave interaction. More precisely, by extending the kinetic
Eq. (2) to singular distributions nkt  n0t3k 
kt [14,15], one gets a pair of coupled kinetic equations
for the evolution of the condensate (n0) and the incoherent
wave component (k) [15]. These equations describe a
flux of mass from the incoherent component to the con-
densate, until equilibrium is reached, i.e., the collision
terms vanish. This occurs for the equilibrium distribution1-2
〈H〉/V
i iiiii
n  /N0 n  /N0
〈H〉/V
FIG. 2 (color online). Condensate fraction n0=N vs total en-
ergy density hHi=V, where hHi  E E0, E0 being the con-
densate energy [see Eq. (9)]. Points () refer to numerical
simulations of the NLS Eq. (1) with 643 modes (N=V  1=2).
The straight line (i) [(ii)] corresponds to the continuous Eq. (6)
[discretized Eq. (7)] approximation. Curve (iii) refers to con-
densation in the presence of nonlinear interactions [from
Eq. (9)], which makes the transition to condensation subcritical,
as illustrated in the inset (with 10243 modes). Each point ()
corresponds to an average over 103 time units.
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FIG. 1 (color online). Numerical simulations of the NLS
Eq. (1) showing the temporal evolution of condensed particles
n0=N in 3D: independently of the number of computational
modes, n0=N tends to converge for long interaction times
(hHi=V  2, N=V  1=2, and kc  =dx where dx  1 refers
to the spatial discretization of the NLS equation).
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(3) with zero chemical potential. This allows us to legiti-
mately assume   0 below the transition threshold E 
Etr. Note that   0 is also justified by the fact that the
mass of the incoherent wave component is not conserved,
due to its interaction with the condensate, which plays the
role of a reservoir of particles.
The number of condensed particles n0 and the energy E
(  Etr) may then be calculated by setting   0 in the
equilibrium distribution (3). One readily obtains N 
n0=V  4Tkc and E=V  4Tk3c=3, which gives
n0=N  1 E=Etr; (6)
or n0=N  1 T=Ttr, where Ttr  3Etr=4Vk3c. As in
standard Bose-Einstein condensation, n0 vanishes at the
critical temperature Ttr, and n0 becomes the total number
of particles as T tends to zero. The linear behavior of n0 vs
E in Eq. (6) is consistent with the numerical simulations
(see Fig. 2). However, note that Eq. (6) is derived for a
spherically symmetric continuous distribution of nk, while
the numerical integration is implicitly discretized.
Equation (6) should thus be replaced by
n0
N
 1 E
N
P
k
01=k2x  k2y  k2zP
k
01
; (7)
where
P
k
0 denotes a discrete sum for kc  kx; ky; kz 
kc that excludes the origin kx  ky  kz  0.
This distribution is plotted in Fig. 2 and compared with
the numerical simulations of Eq. (1). The simulations
started from a nonequilibrium distribution  x; t  0 P
kak expik  x, where the phases of the complex ampli-
tudes ak are distributed randomly [6–8]. They confirm the
existence of the condensation process for sufficiently low26390energy densities [6]. We performed simulations with differ-
ent numbers of computational modes (83, 163, 323, 643,
and 1283). Our numerical results reveal that once the
number of modes exceeds 163, it only weakly affects the
condensate fraction n0=N (Fig. 1). This means that the
system has reached some thermodynamic limit with only
163 modes.
The linear dependence (7) between n0 and E gives a
poor approximation of the numerical results, mainly be-
cause the condensate fraction has been calculated by taking
into account only the linear (kinetic) contribution E to the
total energy of the wave H. To include the nonlinear
(interaction) contribution, we adapt the Bogoliubov expan-
sion procedure of a weakly interacting Bose gas [16] to the
classical wave problem considered here. Note that, within
the dimensionless units adopted in Eq. (1), the standard
criterion of applicability of Bogoliubov’s theory [17] reads
N=V1=2=83=2  1. We start from the total energy H
of the nonlinear waveH  Pkk2akak  12VPk1;k2;k3;k4ak1
ak2ak3ak4k1k2k3k4 , where k is the Kronecker delta
symbol. The Hamiltonian may be decomposed into four
terms, HH0H2H3H4, depending on how the
zero mode, a0  ak0, and nonzero modes, ak0, enter
the expansion: H0  12V ja0j4  2ja0j2N  ja0j2	, H2P
k
0k2ja0j2V akak 12V a20akakc:c	, H3 12VP
k1;k2;k3
02a0ak1ak2ak3 c:c:k1k2k3 , H4  12V P
k1;k2;k3;k4
0ak1a

k2
ak3ak4  k1k2k3k4 , where
P
k
0 ex-
cludes the k  0 mode. The kinetic equation requires the
Hamiltonian to be diagonal in quadratic terms. To this end,
we apply the Bogoliubov’s transformation for the canoni-
cal variables bk  ukak  vkak, with the condition1-3
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jukj2  jvkj2  1 that preserves the Poisson’s bracket re-
lation fak; akg  i in the bk’s basis. Imposing that the
quadratic term H2 is diagonal in this basis, we find uk 
1=

1 L2k
q
and vk  Lk=

1 L2k
q
with Lk  k2 
0 !Bk	=0 and H2 
P
k
0!Bkbkbk, where 0 
n0=V  ja0j2=V, and !Bk 

k4  20k2
p
is the
Bogoliubov’s dispersion relation that takes into account
the nonlinear interaction.
Let us emphasize that the kinetic equations describing
the coupled evolution of the condensate n0 and the inco-
herent wave component ’k, are similar to those derived
in Ref. [15], but the dispersion relation !k  k2 is re-
placed by the Bogoliubov’s expression !Bk. The equi-
librium distribution turns out to be ’eqk  T=!Bk, withhbkbk0 i  ’eqk k k0. In the bk’s basis, the uncondensed
mass then reads
N  n0 
X
k
0 k2  0
!Bk ’
eq
k  T
X
k
0 k2  0
!2Bk
: (8)
The total averaged energy hHi has contributions from H0,
H2, and H4: hHi  E0 Pk0!Bk’eqk  E0  TPk01,
where E0  12V N2  N  n02	 is the energy of the con-
densate. The temperature T may be substituted from this
expression by using Eq. (8), which gives a closed relation
between hHi and n0,
hHi  E0 
N  n0P
k
01
P
k
0k2  0=!2Bk	
: (9)
This expression is in quantitative agreement with the nu-
merical simulations of the NLS Eq. (1), without any ad-
justable parameter (see Fig. 2). Expression (9) remarkably
reveals that the nonlinear interaction changes the nature of
the transition to condensation, which becomes of the first
order. This subcritical behavior is a small effect that has not
been clearly identified in our numerical simulations.
In summary, by considering the defocusing NLS equa-
tion as a model, we showed that a classical nonlinear wave
exhibits a subcritical condensation process in 3D, while no
transition occurs in 2D. Numerical simulations of the NLS
equation with stochastic initial conditions are found in
quantitative agreement with the equilibrium distribution
of the kinetic equation derived from the NLS equation.
In spite of the formal reversibility of the NLS equation, the
condensation process manifests itself through an irrevers-
ible evolution of the field towards a homogeneous plane
wave (condensate) with small-scale fluctuations superim-
posed (uncondensed particles), which store the information
necessary for time reversal. Our study is thus conceptually
different from that reported in Ref. [9], in which the forced26390and dissipative (nonconservative) NLS equation is consid-
ered. We formulate a thermodynamic description of the
condensation process, whose properties are analogous to
those of standard Bose-Einstein condensation in quantum
systems. However, caution should be exercised when draw-
ing conclusions about condensation in real bosonic sys-
tems, because the NLS equation describes only highly
occupied modes satisfying nk  1, so that it cannot de-
scribe any transfer of mass between scarcely occupied
(high-energy) modes and the condensate [5–7,12,15].
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Weak Turbulence for a Vibrating Plate: Can One Hear a Kolmogorov Spectrum?
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We study the long-time evolution of waves of a thin elastic plate in the limit of small deformation so
that modes of oscillations interact weakly. According to the theory of weak turbulence (successfully
applied in the past to plasma, optics, and hydrodynamic waves), this nonlinear wave system evolves at
long times with a slow transfer of energy from one mode to another. We derive a kinetic equation for the
spectral transfer in terms of the second order moment. We show that such a theory describes the approach
to an equilibrium wave spectrum and represents also an energy cascade, often called the Kolmogorov-
Zakharov spectrum. We perform numerical simulations that confirm this scenario.
DOI: 10.1103/PhysRevLett.97.025503 PACS numbers: 62.30.+d, 05.45.a, 46.40.f
Introduction.—For more than 40 years it has been estab-
lished that long-time statistical properties of a random
fluctuating wave system possess a natural asymptotic clo-
sure because of the dispersive nature of the waves and of
the weakly nonlinear interaction between them [1,2]. This
‘‘weak turbulence theory’’ has been shown to be a powerful
method for studying the evolution of nonlinear dispersive
wave systems [3,4]. It follows that the long-time dynamics
is driven by a kinetic equation for the distribution of
spectral densities. This method has been applied to surface
gravity waves [1,5], capillary waves [6], plasma waves [7],
and nonlinear optics [8] for instance. The actual kinetic
equation has nonequilibrium properties similar to the usual
Boltzmann equation for dilute gases, conserving energy
and momentum, and it exhibits an H theorem driving the
system to equilibrium, characterized by the Rayleigh-Jeans
distribution. Most important, besides the elementary equi-
librium (or thermodynamic) solution, Zakharov has shown
[7] that power-law nonequilibrium solutions also arise,
namely, the Kolmogorov-Zakharov (KZ) solutions or KZ
spectra, which describe the exchange of conserved quan-
tities (e.g., energy) between large and small length scales.
Experimental evidence of KZ spectra have been found in
the ocean surface [9] and in capillary surface waves [10–
12]. Numerical simulations have also shown the existence
of KZ spectra in weak turbulent capillary waves [13] and,
more recently, in gravity waves [14].
In this Letter an oscillating thin elastic plate is consid-
ered [15]. Adding inertia to the well known (static) theory
of thin plates, one finds the existence of ballistic dispersive
waves [16]. They interact via the nonlinear terms that are
weak if the plate deformations are small. Understanding
the interaction between these waves is thus crucial to
describe acoustical properties of the plates. In fact, non-
linear solitary waves have been observed on the surface of
a cylindrical shell that show balance between nonlinear
effects and dispersion [17]. However, we develop here the
first weak turbulence theory for the surface deflection on
plate dynamics. We find that the bending waves travel
randomly through the system and interact resonantly be-
tween each other via the weak nonlinearities. The mathe-
matics behind the resonant condition is formally identical
to the conservation of energy and momentum in a classical
gas. In this sense an elastic plate is formally equivalent to a
2D gas of classical particles interacting with a nontrivial
scattering cross section. An isolated system evolves from a
random initial condition to a situation of statistical equi-
librium as a gas of particles does. In addition to statistical
equilibrium for isolated systems, the weak turbulence the-
ory predicts here an energy cascade from a source of
energy (a driving forcing) to a dissipation scale typical of
irreversible processes.
More precisely, we have in mind an elastic thin plate
under an external low frequency (few times the slowest
plate mode) random forcing. Typically the gravest mode
for a 10 10 cm2 free bounded steel sheet of 0.1 mm thick
is about 50 Hz and is a bit higher for a clamped sheet.
Internal resonance among modes buildup an energy cas-
cade from the injection scale to small scales where it is
ultimately dissipated mostly because of the boundaries, the
air entraintement, viscoelastic flows, or heat transfer. A
genuine cascade should setup if dissipation occurs at small
scales only. One needs to be careful concerning the heat
transfer since the damping coefficient does not depend on
the oscillation frequency there. However, heat loss is a
weak effect and can be in general neglected (see section 30
in Ref. [18]): indeed, for the above example, the heat loss
time scale is about 15 times smaller than the slowest
oscillation at room temperature. As in fluids, viscosity in
solids acts only at small scale. Finally, in a real experiment
the boundaries play an important role because of the finite
value of the experimental setup impedance. Such a damp-
ing coefficient grows linearly with wave number and is
probably the most relevant source of dissipation.
Therefore, it seems possible that energy cascades from
the scale of the plate to the dissipation scale.
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Moreover, while there is often a lack of direct observa-
tions of weak turbulence predictions, we exhibit numeri-
cally relaxation to equilibrium and energy cascade for the
plate dynamics, confirming the scenario presented above.
The plate dynamics is illustrated in Fig. 1 for an isolated
system where the plate deformations are shown at initial
time and after a long evolution.
Theory.—The starting point is the dynamical version of
the Fo¨ppl–von Ka´rma´n equations [18] for the plate defor-
mation x; y; t and the stress function x; y; t:
 
@2
@t2
  Eh
2
121 2
2  f; g; (1)
 
1
E
2   1
2
f; g; (2)
where h is the thickness of the elastic sheet. The material
has a mass density , a Young’s modulus E, and a Poisson
ratio .   @xx  @yy is the usual Laplacian and the
bracket f; g is defined by ff; gg  fxxgyy  fyygxx 
2fxygxy, which is an exact divergence, so Eq. (1) preserves
the momentum of the center of mass, namely
@tt
R
x; y; tdxdy  0. The first term on the right-hand
side of (1) represents the bending while the second one
f; g, together with Eq. (2), represents the stretching [19].
Despite the complexity of Eqs. (1) and (2) the system
presents a Hamiltonian structure that is straightforward in
Fourier space. Defining the Fourier transforms as kt 
1
2
R
x; teikxd2x (with k  	k), then one gets from
Eq. (2): kt   E2jkj4 f; gk, where f; gk is the Fourier
transform of f; g. The final equation is a nonlinear oscil-
lator with the usual ballistic dispersion relation of bending
waves !k  hcjkj2  hck2 [c 

E=121 2p has
the dimension of a velocity] [16,18]:
 
@2k
@t2
  Eh
2k4
121 2 k 
Z
Vk;k2;k3;k4k2k3k4
2k
 k2  k3  k4d2k2;3;4;
where V12;34  E222 jk1k2j
2jk3k4j2
jk1k2j4 and d
2k2;3;4 
d2k2d
2k3d
2k4. The Hamiltonian structure becomes evi-
dent if we define as canonical variables the deformation
kt and the momentum pkt  @tkt. Finally, the
canonical transformation k  Xk2p Ak  A	k and pk 
 i
2
p
Xk
Ak  A	k with Xk  1!kp allows us to write the
wave equation in a diagonalized form: dAkdt  i!kAk 
iN3Ak, where N3 is the cubic nonlinear term.
Weak turbulence theory.—This nonlinear oscillator has
two distinct time scales, the rapid oscillation i!kAk and the
weak nonlinearity: iN3Ak. Then, following the approach
of [4], one changes Ak  aktei!kt which removes the
rapid linear oscillating term:
 
dask
dt
 is X
s1s2s3
Z
Jkk1k2k3e
its!ks1!k1s2!k2s3!k3 
 as11 as22 as33 2k1  k2  k3  kd2k123; (3)
where we define ask with the two possible choices s   or relative to the propagation direction, such that ak  ak
while ak  a	k. The interaction term reads: Jk1;k2;k3;k4 
1
6Xk1Xk2Xk3Xk4P 234Vk1;k2;k3;k4 , where P 234 is the sum over
the six possible permutations between 2, 3, and 4. The next
step consists of writing a hierarchy of linear equations for
the averaged moments: has1k1a
s2
k2
i, has1k1a
s2
k2
as3k3a
s4
k4
i, etc. A
multiscale analysis provides a natural asymptotic closure
for higher moments: the fast oscillations drive the system
close to Gaussian statistics and higher moments are written
in terms of the second order moment: hak1a	k2i 
nk1
2k1  k2, where nk is called the wave spectrum.
The wave spectrum thus satisfies a Boltzmann-type
kinetic equation describing a slow exchange of energy
from one mode to another through four waves resonance:
 
dnp1
dt
 12
Z
jJp1k1k2k3 j2
X
s1s2s3
nk1nk2nk3np1

1
np1
 s1
nk1
 s2
nk2
 s3
nk3

!p1  s1!k1  s2!k2  s3!k3
 2p1  s1k1  s2k2  s3k3d2k123: (4)
As for the usual Boltzmann equation, Eq. (4) conserves
‘‘formally’’ [20] the total momentum per unit area P 
h
R
knktd2k and the kinetic energy per unit area E 
h
R
!knktd2k, and exhibits an H theorem: let St R
lnnkd2k be the nonequilibrium entropy, then dS=dt 

0, for increasing time. However, despite the four waves
interaction type kinetic Eq. (4), the ‘‘wave action’’ N R
nktd2k is not conserved. The kinetic Eq. (4) describes
thus an irreversible evolution of the wave spectrum towards
the Rayleigh-Jeans equilibrium distribution which reads,
when P  0:
 neqk  T=!k; (5)
here T is called, by analogy with thermodynamics, the
‘‘temperature’’ (with units of energy/length, i.e., a force),
which is naturally related to the initial energy by E0 
h
R
!kneqd
2k  hT R d2k. The quantity R d2k is the num-
ber of degrees of freedom per unit surface. Therefore each
degree of freedom takes the same energy: hT. Naturally,
 0
 10
 20
 30
 10
 20
 30
-8
-4
 0
 4
 8
x
y
ζ  (x,y)
 0
 10
 20
 30
 10
 20
 30
-8
-4
 0
 4
 8
ζ  (x,y)
x
y
FIG. 1. Zoom over a portion of the surface plate deflection
x; y. The left-hand image is the initial condition while the
right-hand one represents a long-time evolution of the plate.
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for an infinite system this number diverges (as well as the
energy). This classical Rayleigh-Jeans catastrophe is al-
ways suppressed due to some physical cutoff discussed
above. Numerical simulations on regular grid provide
also a natural cutoff kc  =dx, where dx is the mesh
size, which gives E0  hTk2c for a large plate.
Kolmogorov spectrum.—In addition, isotropic nonequi-
librium distribution solutions can arise [7]. They have a
major importance in the nonequilibrium process for the
energy transfer between different scales. These solutions
can be guessed via a dimensional analysis argument but
they are, in fact, exact solutions of the kinetic equation.
Despite some differences with the usual kinetics equation,
the Zakharov method can be applied here. Assuming an
isotropic spectrum nk  njkj and integrating over the an-
gles the scattering amplitude jJk1k2k3k4 j22k1  k2 
k3  k4, the new scattering amplitude depends only on
the modulus ki  jkij, and it can be written as a function of
the frequencies !ki : S!1;!2;!3;!4  16P 234
R jJk1k2k3k4 j2
jk2k3j d’4.
Since the degree of homogeneity of jJj2 in k is zero, S
scales as 1=k2  1=!k.
Looking for a power-law solution nk  A!k , the eight
terms of the collisional integral in the right-hand side of (4)
decompose into 3Coll2$2  Coll3$1, defined by
 
Colls  3A
3
2hc3
Z
s
S!k;!1;!2;!3
!k!

1!

2!

3
!k  s!1 !2 !3 


1 s

!1
!k

 

!2
!k

 

!3
!k



d!2d!3:
Here   3 2. For Coll2$2 one has that s  1 and the
integration domain is over   f0  !2  !k;!k 
!2  !3  !kg and !1  !2 !3 !k, while for
Coll3$1 one has that s  1 and the integration is over
  f0  !2  !k; 0  !3  !k !2g, with !1 
!k !2 !3. The collisional terms scale as Coll2$2 
C!13k and Coll3$1  C!13k . The coeffi-
cients C are pure real functions depending only on
. Although, the explicit form of the scattering matrix
S!1;!2;!3;!4 is not simple, its value can be bounded in
both domains  and the collision term converges for
suitable values of  2 0:5; 1:2 validating the locality
condition. Both coefficients vanish with double degeneracy
at   1 indicating that the KZ spectrum: nKZk  1!k  1k2
coincides with the Rayleigh-Jeans solution, Eq. (5). It
means, in fact, that the energy flux is zero. The double
degeneracy at   1 reveals the existence of a logarithmic
correction, similarly to the case of the nonlinear
Schro¨dinger equation (NLS) in two dimensions [8]. As
stated in Ref. [21] the logarithmic correction produces a
divergent result for NLS. In our case, it is possible to show
that all integrals are finite, indicating a finite energy flux
[22]. Thus one has
 nKZk  C
hP1=32=3
121 22=3
ln1=3k	=k
k2
; (6)
where P is the energy flux. C and k	 are real numbers.
For   0 and 3 2  0 the collisional part Coll2$2
also vanishes. This solution corresponds to the wave action
equipartition (  0) with a second KZ spectrum nk 
1=!2=3k related to wave action inverse cascade. However,
this spectrum does not vanish the second part of the colli-
sion term Coll3$1, in agreement with the nonconservation
of the wave action mentioned above. In conclusion there
exist only a single cascade: the energy cascade (6).
Numerical simulation.—Numerical simulations of the
full nonlinear system of Eqs. (1) and (2) are first performed
to validate the formation of the equilibrium spectrum
Eq. (5). In all the presented results c  1 and h  1=2 so
that the linear plate size is the only parameter of the
numerics. We have implemented a pseudospectral scheme
using FFT routines [23], with periodic boundary condi-
tions: the linear part of the dynamics is calculated exactly
in Fourier space: kt t  kt cos!kt  _kt!k 
sin!kt. The nonlinear terms in (1) and (2) are first
computed in real space and the integration in time is then
performed in Fourier space using an Adams-Bashford
scheme. It interpolates the nonlinear term of (1) as a
polynomial function of time (of order one in the present
calculations). Energy is conserved within a 1=100 relative
error. As initial conditions, we have taken: k 
0e
k2=k20ei’k with ’k a random phase, and a zero velocity
field _k  0. As time evolves, the random waves oscillate
with a disorganized behavior, as shown in Fig. 1. After a
long time the system builds up an equilibrium distribution
in agreement with the Rayleigh-Jeans nk  T=k2 spectrum.
That is, for the plate deflection hjkj2i  X2knk  nk!k 
T
h2c2k4 as shown in Fig. 2.
Nonequilibrium distributions can also be observed nu-
merically. One requires to input energy and pump wave
action at low wave numbers (k < kin) and to dissipate
energy at large ones (k > kout) defining a window of trans-
parency kin < k< kout. This artifact is implemented by
adding a term Fk  	k _k to the plate Eq. (1).
Following [14] the forcing term Fk is a nonzero random
force for k < kin, and 	k is a fictitious linear damping for
short length scales. Figure 3 shows a good agreement with
the predicted KZ spectrum Eq. (6) with an exponant for the
logarithmic correction 1=3 (inset of Fig. 3).
Conclusions.—We have successfully applied weak tur-
bulence theory for the new case of elastic thin plates. The
results allow for an analogy between an important property
of fluid dynamics and the mechanics of elastic plates.
Numerical simulations exhibit both the convergence to-
wards statistical equilibrium for a free system and an
energy cascade when forcing and dissipation are intro-
duced, as predicted by the weak turbulence analysis. An
important consequence is the nonexistence of an inverse
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cascade nk  1=k4=3, as usually found for four wave inter-
action systems such as gravity waves or NLS. The results
presented here suggest also a new experimental way of
studying weak turbulence through the analysis of the waves
produced by the plate oscillations [24].
For large deformations the elastic plate equations are
still valid, but stretching cannot be longer treated as a weak
perturbation and a ‘‘wave breaking’’ phenomenon is ex-
pected: energy focuses into localized structures as ridges
[25] and conical surfaces (named d-cones) [26].
Amazingly, a regime dominated by ridges shows a power
spectrum jkj2  1=k4 similar to the weak turbulence spec-
trum derived here. On the other hand for d-cone-dominated
regimes, as seemingly observed in [27], the expected spec-
trum should follow jkj2  1=k6.
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FIG. 3 (color online). Average power spectrum hjkj2i for the
energy cascade. The injection scale is kin 2 0:1; 0:25 while the
dissipation is at kout  3. The line plots the power law 1=k4.
Inset plots k4hjkj2i vs logk	=k in logarithmic scale with k	 
kout. The straight line corresponds to z  1=3.
1×10-14
1×10-12
1×10-10
1×10-8
1×10-6
1×10-4
 0.01
 1
 100
 0.01  0.1  1  10
k
- 4
 0.1
 0.2
 0.3
 0.4
 0.5
 0  200  400  600  800  1000
∫n  (t) d  k2k
t
| ζ  |k 2
FIG. 2 (color online). Numerical simulation for a 512 square
plate using 10242 modes with a mesh size dx  1=2. The initial
condition is with k0  1 and 0  0:02. We plot the power
spectrum of the mean deflection hjkj2i versus wave number k
after 1200 time units. The line plots the Rayleigh-Jeans power
law 7 106=k4 which gives T  2 106 in agreement with
the equipartition of the initial energy. The inset plots the evolu-
tion of the wave action with time.
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