We consider the evolution of the correlations between the Fourier coeficients of a solution of the Kamdostev-Petviavshvili II equation when these coefficients are initially independent random variables. We use the structure of normal forms of the equation to prove that those correlations remain small until times of order ε −5/3 or ε −2 depending on the quantity considered.
Introduction
We consider the Kadomtsev-Petviashvili II equation with a small non linearity on the torus of dimension 2, T 2 , that is ∂ x ∂ t u + ∂ The main aim of this paper is to extend the result of [2] to longer times and lower regularity on KP-II using a normal form version of this equation. But we require more integrability of the initial datum in the probability space. Normal forms have often been used to obtain better time scales in function of the size of the non linearity of a PDE (or equivalently, the size of the initial datum), see, for instance, [3, 5] .
The KP-II equation models shallow water waves in the approximation of long wave length in the x direction, and when the surface tension is weak. It is known to be well-posed in H s , s ≥ 0, see [1] .
Motivated by the notion of statistical equilibrium in the Physics literature, see [7, 8] , and also by [4] , we assume that the Fourier coefficients of the initial datum u 0 are independent from each other and that their laws are invariant by multiplication by e iθ , for all θ. We recall that the statistical equilibrium of a system modelled by the solution u(t) of a Hamiltonian equation is reached when the expectations E(|u n (t)| 2 ) of the amplitudes to the square of the Fourier coefficients of u(t) do not depend on time. This notion is introduced in [7] .We are interested in the persistence of the decorrelation between the Fourier coefficients of the solution. Indeed, to compute the random variable corresponding to statistical equilibrium, the expectations of products of the Fourier coefficients are approached by the products of the expectations. We want to know in which sense this approximation is true. A reasonable choice of quantities to study this decorrelation would then be the moments of the solution u, that is, writing u = these are defined for all p ∈ N and all (n 1 , . . . , n p ) ∈ Z p as
where E is the expectation. However, the bigger p is, the more complex the computation seems to be, thus we focus on p = 2 and p = 3. In [2] , the authors considered p = 2, but we think that adding the moments of order 3 (i.e. when p = 3) gives some insight regarding what happens when p is not fixed, as the behaviour of the moments of order p is partially dictated by whether p is odd or even. We comment this in the last subsection of this paper.
What we do is that we expand E u n u m at order 3 in ε and E u n u m u p at order 2 in ε. We keep track of the dependence in time.
We denote by iω k the eigenvalue of −∂ 3 x − ∂ −1 x ∂ 2 y associated to the wavelength k = (k 1 , k 2 ), that is ω k = k 
2 ) 2n 1 cos(∆ Notice that when n m E u n (t)u m (t)
is null up to third order, which gives some credit to the persistence of the decorrelation. The term ε 4 R is small as long as the time is a o(ε −5/3 ), and this is how we get longer times than [2] , in which the time scale is o(ε −1 ). But we can notice that the bound on the term of second order in ε, ε 2 F n,m (t) is uniform in time, hence this term is bounded by ε 2 . For the remainder to be smaller than this term, and make the expansion in ε an actual expansion for the times we consider, these times have to be at most o(ε −5/6 ). We can also remark that, according to [2] , it appears that in the case of an equation presenting resonances within the three waves interaction, that is, when ∆ k,l n can be 0, KP-I for instance, the expansion leads to terms of the type ε n |t| n as long as t is of order less than ε −1 , which makes it an actual expansion for the natural time scale. This gives estimates explaining why the non resonant terms are said to be negligible in the Physics literature.
Besides, as we use a contraction argument we get the same regularity on the solution u and the initial datum u 0 which enables us to assume that s > 1 instead of s > 2. However, we have to assume, in order to perform the contraction argument, that the initial datum is more integrable than in [2] , but it does not seem to contradict the assumptions made in the Physics literature.
In order to prove the theorem, we expand u into its three first Picard interactions
where a is the solution of the linear equation
with initial datum u 0 , b is the solution of The structure of F n,m (t) is derived from computations using the formulae giving a and b. The estimates on the remainder R(n, m, t, ε) require to use normal forms. As in [6] , we transform the equation on u into an equation on v = u + εS (u, u) of the form
where L is a linear map and F and S are multi linear maps. We estimate d by bounding the term of order 3 in v.
The gain on time comes from bounds on the source term of the equation using normal forms that are better (of size ε(1 + |t|)) than the one involved in the equation solved by d, which is of size 1 + |t|.
Nevertheless, the moments of order 3 contradicts the persistence of the decorrelation as it should be null if the considered Fourier coefficients u n , u m and u p are independent. But, regarding their expansion, we get the following result.
Theorem 2. The expansion in
when n + m + p = 0 and F n,m,p (t) = 0 otherwise. Moreover, n,m,p
is bounded uniformly in time and there exist ε 1 > 0 and T 1 > 0 such that for all ε < ε 1 and
We do not treat p = 1 but the same computation as we will perform leads to the fact that the mean value of u n (t) is null up to order 2 in ε and the remainder term is bounded by C s (1 + |t|)|t|.
What is more, if the norm of u 0 is equal to µ instead of 1, by replacing u by v = u µ and applying the theorem on v, we get that the estimates are valid until time T = T 1 (εµ) −5/3 or T = T 1 (εµ) −2 and R(n, m, t, ε) is bounded by C s µ 2 |t|(1 + |t|), and R(n, m, p, t, ε) is bounded by C s µ 3 |t|(1 + |t|).
Plan of the paper The paper is organized as follows.
In Section 2, we define the problem more precisely and we compute the derivatives in time of F n,m (t) and F n,m,p (t).
In Section 3, we reduce KP-II thanks to the normal form technique and get a bound for d. The main difference with [6] is that we need estimates independent from ε, and that we consider the expansion of the reduction.
In Section 4, we prove the estimates on R(n, m, t, ε), R(n, m, p, t, ε), F n,m (t), and F n,m,p (t). At the end of this section, we propose to compare the result to formally invariant measures, using particular values for λ n and g n . We then mention a possible form of the expansion of the moments of higher order.
Expansion of the solution and formal computations
In this section, we start by defining the objects we compute, and stating the assumptions on the initial datum. Then, we do the formal computations using the assumptions of independence and invariance by rotation of the initial datum.
Definition of the problem and probabilistic assumptions on the initial datum
We consider the Cauchy problem associated to KP-II with a weak non linearity on the torus of dimension 2, T 2 , that is :
We suppose that ε ≪ 1 and that the initial datum is a random variable on a probability space (Ω, A, P). We assume that the mean value of the solution u along its first variable x is 0, as it is a property preserved by the flow of KP-II. In other terms, we assume that the Fourier coefficients u (0,n 2 ) of the solution are zero and work on Sobolev spaces of functions satisfying this property. with n = (n 1 , n 2 ), z = (x, y), nz = n 1 x + n 2 y, |n| = |n 1 | + |n 2 | and where u n is the Fourier coefficient of u associated to the space frequency n.
In this space, we can write (2) considering where the initial datum lives as
Writing the solution u(t, x, y) = n u n (t)e inz , we aim to develop the mean values
where E is the expectation with regard to the probability space (Ω, A, P) in their different orders in ε up to order 3 for the former one and 2 for the latter. We make some assumptions on the initial datum u 0 . We assume that u 0 can be written :
where (λ n ) is a sequence of complex numbers and (g n ) a sequence of random variables from Ω to C. We assume that u 0 belongs to L ∞ (Ω, H s ), with s > 1. To remain in a real framework, we impose that
where −n = (−n 1 , −n 2 ). Finally, we assume that the g n for n 1 > 0 are all independent from each other, have the same law and that this law is invariant by all the rotations, that is for all θ ∈ [0, 2π], e iθ g n has the same law as g n . We now explain how we intend to make the afore-mentioned expansions (4). We expand u into its first Picard interactions, which means that we write
where a is the solution of the linearised around 0 equation of KP-II
with initial datum u 0 , where b is the solution of
with initial datum 0, c is the solution of 
with initial datum 0, hence depending on ε, unlike a, b and c.
We have explicit expressions of a, b and c depending on u 0 , which will enable us to do the computations of the first orders in ε of E(u n u m ) and E(u n u m u p ).
Let us give further notations.
We write
such that iω n is the eigenvalue of
associated to e inz . The flow of the equation ∂ t u = Lu is then denoted by U(t) and we have
Hence, a is equal to U(t)u 0 and its Fourier coefficient a n is given by e iω n t λ n g n . It is known that KP-II present no resonances regarding three waves interaction in the sense of the following proposition.
Proposition 2.2.
For all k, l, n ∈ Z 2 such that k 1 , l 1 and n 1 are different from zero and k + l = n, we have that
Proof. The proof is a straightforward computation.
We then write ∆ 
Proof. We write the equation satisfied by b n (t) :
and then replace a k a l by its value to geṫ
with initial datum 0, which we integrate to get the result, as 
Proof. Since c solves
with initial value 0, it can be written
Hence, its n-th Fourier coefficients is given by
and by replacing a k and b l by their values, we get
and, suppressing the use of the notation l, as ∆
Expansion of the moments of order 2
The following lemma sums up the formal computation related to E(u n u m ). Let us remark that they are essentially the same as in [2] .
Lemma 2.5. The expansion of ∂ t E(e i(ω m −ω n )t u n u m ) is written :
with the term of order 2 in ε given by
where δ m n is the Kronecker symbol, equal to 1 if n = m, 0 otherwise. What is more, the remainder satisfies, if s ≥ 1
where the L ∞ norm is taken on the probability space Ω, A, P and the H s norm on the torus T 2 .
Remark 2.2. It is noticeable that the term of order 1 is always null and that the term of order 2 is null when n m.
Proof. We begin by writing ∂ t E(e i(ω m −ω n )t u n u m ) as :
by replacing ∂ t e −iω m t u m by its expression as u is a solution of KP-II, that is
We then expand A n,m (t) in terms of ε as
by expanding u n in a n + εb n + ε 2 c n + ε 3 d n (ε) and where A n,m is equal to 0. We have that
As the law of g n is invariant by rotation, and that the g k are independent from each other, we get that for all k, l, n,
Indeed, if one of the indexes, for instance n, is different from the other ones and their opposites then E(g n g k g l ) = E(g n )E(g k g l ) and the mean value of g n is 0. Otherwise, it is equal to either
, which are all equal to 0 by invariance of the law by rotation. Since a k is equal to λ k g n e iω k t , we have that E(a n a k a l ) = 0 hence A 1 n,m (t) is equal to 0 for all n, m, t. The same argument works for A 3 since a sum of products of 1 a and 2 b or 2 a and 1 c is a sum of products of 5 g, which gives, as 5 is odd, A 3 n,m (t) = 0. Indeed, we can prove by induction that the expectation of any product of an odd number of g is null.
Proof. We proceed by induction, if p = 0 then by the invariances satisfied by the law of g n , we
For bigger p, we consider the sets
If A 3 is empty, we use the invariance of the law, that g −n = g n and the fact that the difference between the cardinals m 1 and m 2 of A 1 and A 2 , as their sum is odd, can not be 0, to have :
If A 3 is not empty, thanks to the independence, we have
As either the cardinal of A 1 ∪ A 2 or the one of A 3 is odd and strictly less than 2p + 1, we use the induction hypothesis to conclude the proof.
We now compute A 2 n,m (t). It involves products of 1 b and 2 a. Thus it can be written
We call m 2 = E(|g n | 2 ) and m 4 = E(|g n | 4 ). Let us compute E(a n a k b l )
when k + l = m. We replace b l by its value, that is
For E(g n g k g j g q ) not to be 0, we have to pair the indexes, otherwise the invariance by rotation and independence make it null. Indeed, we have the following lemma.
Lemma 2.7. Let (n 1 , . . . , n 4 ) ∈ Z * × Z. We have :
where S 4 is the set of permutations of {1, 2, 3, 4}.
Proof. Let A = {|n i | | i = 1, . . . , 4} and for all n ∈ A, let m 1 (n) be the cardinal of the set {i | n i = n} and m 2 (n) be the cardinal of {i | n i = −n}. If A has 4 elements, then for all n ∈ A, m 1 (n) + m 1 (n) = 1, hence by independence and invariance by rotation
If A has 3 elements, then there exists n ∈ A such that m 1 (n) + m 2 (n) = 0. Calling i 0 the unique index such that n i 0 = ±n, we get
If A has 2 elements, that is A = {n, n}, there is a first case :
This is equivalent to the existence of σ ∈ S 4 such that n σ(1) = −n σ (3) = n and n σ(2) = −n σ(4) = n. And we have n n. In this case,
In the other case, we have
If A has only one element, A = {n}, there is a first case m 1 (n) = m 2 (n) = 2. This is equivalent to the existence of σ ∈ S 4 such that n σ(1) = −n σ (3) = n σ(2) = −n σ(4) = n. In this case,
Otherwise, we have
We can not pair n with k, or l would be (0, 0) so we can only pair n with either j or q and −k with the other one. This is possible if and only if j + q = n − k, that is, m = k + l = n. By symmetry of j and q, there is two solutions when j q, which is equivalent to n −k. In this case, E(|g n | 2 |g k | 2 ) = m 2 2 . When k = −n, there are only one solution for j and q, l = 2n, and E(|g n | 2 |g k | 2 ) = m 4 . We have :
which can be rewritten as, using that ω −k = −ω k , and thus
In the same way, we have,
Let us compute E(b n a k a l ) .
By replacing b n by its value, we have :
To get a non zero mean value, we need to couple j with either k or l and q with the other one. This is possible if and only if n = j + q = k + l = m. If n 1 and n 2 are even and k = l = n/2 then there is only one solution for j and q, and E(|g k | 2 |g l | 2 ) = m 4 . Otherwise, by symmetry, there are 2 solutions, which gives :
Summing up (6), (7), and (8), we get an expression of A 2 n,m (t) :
Taking twice the real part of A 2 n,n (t) gives the expression of G n (t). For the bound on R, we remark that
Hence, using the table, we get that
and use the symmetry to bound A j m,n and then R.
Expansion of the moments of order 3
We sum up here the computations related to the development of E(u n u m u p ).
In this subsection, we expand u only up to order 2 hence, we write e = c + εd and u = a + εb + ε 2 e. In the sequel, the norm of e will be bounded by c + ε d . Lemma 2.8. The expansion of ∂ t E(e −i(ω n +ω m +ω p )t u n u m u p ) is written :
Proof. We start by writing ∂ t E(e −i(ω n +ω m +ω p )t u n u m u p ) as
as in the previous subsection. By replacing ∂ t (e −iω n t u n ) by its expression we get :
We then expand A n,m,p (t) in ε as
where A j n,m,p (t) is of the form
with α, β, γ, η replaced by a, b, or e and j is equal to 1 plus twice the number of occurrences of e plus the number of occurrences of b.
For the mean value not to be 0, we need to pair k with −m or −p and l with the other one. This is possible if and only if n + m + p = 0. If m = p then there is only one solution, otherwise there are 2, which yields
We can sum this up as :
By summing over the cyclic permutations over n, m, p we get the result. Let us compute A 2 . This part of the development is obtained by replacing either α, β, γ, or η by b and the other ones by a. By replacing b by its expression in terms of a, we get that A 2 is a sum which involves products of 5 occurrences of a, which means that we have to take the mean value of a product of 5 gs. But, since 5 is odd, the g n are independent from each other and their law is invariant by rotation, any product of 5 g has a null mean value. In the end, we have that :
Let us bound A j n,m,p (t) for j ≥ 3. We remark that the sum
is bounded by
where the L ∞ norm corresponds to the probability space Ω, A, P. 
In A 4 , there are 3 b and 1 a or 1 e, 1 b and 2 a, hence
In A 5 , there are 4 b, or 1 a, 2 b, 1 e, or 2 a, 2 e hence
In A 6 , there are 3 b and 1 e or 1 a, 1 b and 2 e, hence
In A 7 , there are 2 b and 2 e or 1 a and 3 e, hence
In A 8 , there are 1 b and 3 e, hence and then we sum over j to get the bound on R.
Normal forms
In this section, we first write the expansion of the solution of KP-II in terms of normal forms, the second subsection is dedicated to proving that for suitable times and small enough non linearities, we can retrieve d in terms of its normal form version, the third one deals with bounds on d (this is where we perform the contraction argument).
Rewriting KP-II using multi-linear maps
In this subsection, we modify KP-II in order to
, with a = U(t)u 0 , b the first Picard interaction, and c the second, we recall that u solves KP-II with initial datum u 0 if and only if d solves (5), which we recall here,
with initial datum 0.
Definition 3.1. We denote by S the bilinear map defined in terms of Fourier coefficients by :
Proposition 3.2. If u solves KP-II then v defined as
with F a trilinear map defined in terms of its Fourier coefficients as :
and with initial datum v(t = 0) = u 0 + εS (u 0 , u 0 ).
Proof. The derivatives with regard to time of the Fourier coefficients of u are given by :
Besides, the Fourier coefficients of v are equal by definition to :
Hence, the derivative of v n is equal tȯ
By replacingu n by its value, and using the symmetry over k and l in the non linearity, we get :
hence we get that terms in ε are equal to
which is iω n (v n − u n ). The term in ε 2 is equal to
Let us write b and c in terms of S and F.
Lemma 3.3. The first order in ε of u, that is b is equal to
Proof. The Fourier coefficients of b are given by
By dividing b n in two sums, we get :
The first sum is the nth Fourier coefficient of −S (a, a), the second is the one of U(t)S (u 0 , u 0 ).
Lemma 3.4. The second order in ε of u, that is c, equal to
Proof. To prove this lemma, we need to do two remarks. The first one is that we have the following formula :
Indeed, L is the Fourier multiplier by iω n , thus in terms of Fourier coefficients, we get
and we then recall that ∆ k,l n = ω k + ω l − ω n to get the simplification
The second remark is that
Indeed, in terms of Fourier coefficients
and suppressing the intermediary use of l,
which is equal to minus the n-th Fourier coefficient of F(α, β, γ).
We can now prove the lemma. We call
with initial datum 0. Besides S (a, b) satisfies another equation, we have
and using the equations satisfied by a and b, we get
Using our two remarks, we get , a, a) .
Thus, f − 2S (a, b) satisfies the equation
with initial datum 0 as b(t = 0) = 0. The solution of this equation being unique in the spaces we consider, we have c = f − 2S (a, b).
Finally, we expand v until order 3 in ε, we have
We recall that a solves ∂ t a − La = 0 with initial datum u 0 , that U(t)S (u 0 , u 0 ) solves the same equation with initial datum S (u 0 , u 0 ), and that f solves F(a, a, a) with initial datum 0. Hence, we get that w is the solution of
with initial datum 0. By expanding u in the expression of v, we get
Using our lemmas, that is b + S (a, a) = U(t)S (u 0 , u 0 ) and c + 2S (a, b) = f , and by identification, we get
Local inversion
We prove in this subsection, that as long as w is small enough, ten d can be retrieved in terms of w.
Proof. This proof is similar to the corresponding ones in [6] . Let u, v, w ∈ L ∞ , H s . We first suppose that s > 1/2. Let α = S (u, v), then α n satisfies :
We take this quantity to the square and we sum it over n to get
Using a Cauchy-Schwartz inequality on the sums over n we get :
and then on the sums over k,
The series converges as s > 1/2, hence
and by taking its L ∞ norm in the probability space,
We suppose now that s > 1. Let β = F(u, v, w) , then β n satisfies
By using the same inequalities as previously on ∆ k,l n and |n| s , we get
Using Cauchy Schwartz inequalities on the sum over n and symmetries of this expression, we get
and then
and the series converges as k is of dimension 2 and s > 1. Therefore,
and by taking its L ∞ norm in probability 
Proof. We use the descriptions of b and c in terms of S and F. We have
and since U(t) is isometric in H s , it is isometric in L ∞ , H s , we then have, thanks to the continuity of
For c, we have
we recall that f is given by
which gives the result.
Definition 3.7. We define Λ ε by
Remark 3.1. The quantity Λ ε (d) corresponds to the variation in d of w, the term of third order in the expansion of v, the solution of
More precisely, w is given by
and in terms of v v = a + εU(t)S (u 0 , u 0 ) + ε 2 f + ε 3 w . 
Proof. This is the local inversion theorem on Λ ε where we keep track of the dependence of the constants on ε.
As the norm of u 0 is supposed to be equal to 1, so is the norm of a, and hence, there exists C s such that the operator norm of dϕ |c satisfies
With ε less than ε 0 , |t| less than T = T 0 ε −3 , d less than r = r 0 ε −4 , and choosing the constants ε 0 , r 0 and T 0 small enough, we get that the norm of dϕ |d is less than 1/2. We then have that for all
If g is in B r/2 we can apply the fixed point theorem on ϕ + g to get the existence of a unique d in B r such that
Besides, for all g 1 , g 2 ∈ B r/2 , with d 1 = Λ −1 ε (g 1 ) and d 2 = Λ −1 ε (g 2 ), we have that
Probabilistic bounds
In this subsection, we perform the contraction argument that gives us the bound on d.
There exists three constants C s > 0, T 1 > 0 and ε 1 > 0 such that, with
Proof. If w is the solution of
with initial datum 0, then we have that
if w, t and ε are small enough to define Λ −1 ε . Then, d is the solution of the fixed point :
As we can do the factorization
we can bound
which gives, with the bounds on a, b and c,
With |t| less than
hence with T 1 small enough, as α ≤ 2, C big enough and ε ≤ 1, we get
and then integrating over time
Then, we can remark that
thus with C big enough, as ε 2 |t| ≤ T 1 ε 2−α ,
Finally, since C 4 (1 + |t|) 1+β ε 1−2α ≤ ε −4 and because Λ ε is invertible for radius of order ε −4 and times of order ε −3 , we can choose ε 1 small enough such that for all ε ≤ ε 1 , we can apply the local inversion theorem on Λ ε and hence have
For the contraction, let d 1 and d 2 be in the previously considered ball and u i = a+εb+ε 2 c+ε 3 d i . Since we can apply the local inversion theorem, we have that
With the same factorization regarding F as previously, we have
On the ball and for the times we considered, we have u i 1 and ε 2 |t| ≤ T 1 ε 2−α hence for T 1 small enough, A is a contraction and we can apply the fixed point theorem to get the result. 
Proof. For the remainder in ∂ t E(e i(ω m −ω n )t u n u m ), we use the estimate on R given in the subsection 2.2 :
Then, we use the bounds from the previous section with α = 5/3 and β = 2/7, assuming that
By inputting these estimates into the bound of R, we get :
Then, we factorize it by (1 + |t|) 7/5 to get
Finally, we use the bound (1 + |t|) ε −5/3 to get
In the end, we have that : 
We use the bounds of a, b, and e in this expression. With the bounds of the previous subsection applied with α = 2 and thus β = 1/2, we have
We use these estimates in the bound of R :
Again, we use that the estimates on e are valid only until times of order ε −2 , so that we can bound (1 + |t|)ε 2 by some constant. As well, we use that ε is less than 1 and that the bigger the power on (1 + |t|) is, the worse the estimates are, to bound all the terms involved in the remainder by C s (1 + |t|). In the end, we have that :
The integral in time gives the same estimate as in Theorem 2.
Estimates on the different terms of the formal expansion
In this subsection, we estimate t G n and t H n,m,p . Proof. The integral of G n over t is equal to
For n m, the derivative in time of e i(ω m −ω n )t F n,m (t) is equal to 0 and initially F n,m (0) = 0, hence at all time F n,m (t) = 0. For n = m, ω m = ω n , hence we have an explicit formula for the derivative with regard to time of F n,n , and besides, F n,n (t = 0) = 0, therefore
We bound E(|g n | 4 ) and E(|g n | 2 ) 2 by g n 4 L ∞ and we remark that the terms depending on E(|g n | 4 ) can be written like the terms under the sum to get :
Then, we use the bound on |∆ k,l n | to get :
Separating the sum into two different components, using the symmetry on k and l, we have :
We then sum this quantity over n having previously multiplied it by |n 1 | |n| 2s . Since (|k 1 l 1 |) −2 ≤ C|n 1 | −2 and |n| 2s ≤ C(|k| 2s + |l| 2s ) when k + l = n :
We then remark that
which concludes the proof. 
The integral over time of H is given by :
As n + m + p = 0, we have that
−p , therefore we get the bound :
which gives :
Multiplying this formula by |n 1 m 1 p 1 ||nmp| s and summing it over n, m, and p gives, by symmetry over n,m and p :
n,m,p
We then use that √ |n 1 ||n| s ≤ C s ( √ |m 1 ||m| s + |p 1 ||p| s ) when n + m + p = 0 and the symmetry over the sum in m and p to get : 
Almost conservation of the moments
In this subsection, we make further remarks about the result. First, we introduce the sequence
where the g n are L ∞ independent identically distributed random variables, we assume that
and we write
where λ N goes to 0 when N goes to ∞. We introduce this sequence because if in the term of second order in ε in the expansion of E(|u n (t)| 2 ), the λ n did not depend on n (and that E(|g n | 4 ) = 2E(|g n | 2 ) 2 ) then this term would be formally null. However, since the initial datum must be in L ∞ , H s with s > 1, the λ n can not be constant with regard to n within our framework.
We denote by F N n (t) the term of second order in ε in the development of E(|u n (t)| 2 ). Proof. We can write F N n (t) as :
thanks to the equality on the moments of g n . We treat the case when max(|n 1 |, |n 2 |) is less than N as N goes to ∞ and n is fixed. Then, whenever l and k satisfy the same property, we have λ N l = λ N k = λ N n and hence
By symmetry over k and l we get the following bound for For the first sum, we have only at most |n 2 | choices for k 2 . Indeed, if n 2 ≥ 0 then we have −N ≤ k 2 ≤ N and as k 2 = n 2 − l 2 and |l 2 | > N, then k 2 > n 2 + N ≥ N or k 2 < n 2 − N, which can be combined as −N ≤ k 2 < n 2 − N with a similar result in the case n 2 ≤ 0 (N + n 2 ≤ k 2 ≤ N). For the second sum we use the bound on |l 1 | and the fact that we have at most 2N choices for k 2 . For both, we use that k −2 1 is finite. This gives :
which concludes the proof, as if n is fixed, above a certain rank N ≥ |n| and λ N goes to 0. Nevertheless, if we wish to develop the moments of higher order than 2 or 3 of the solution in order to get a better idea of the evolution of the law of the solution, it seems that we should get a development of this form : 
