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ABSTRACT 
 
 We develop coarse-grained force fields (CGFFs) for computationally efficient and accurate 
molecular simulation of imidazolium-based ionic liquids (ILs). To obtain CGFF parameters, we 
employ a systematic coarse-graining approach based on the relative entropy (RE) method to 
reproduce not only the structure but also the thermodynamic properties of the reference all-atom 
molecular model. Our systematic coarse-graining approach adds a constraint to the RE 
minimization using Lagrange Multiplier in order to reproduce thermodynamic properties such as 
pressure. The Boltzmann inversion technique is used to obtain the bonded interactions, and the 
non-bonded and long-range electrostatic interactions are obtained using the constrained relative 
entropy (CRE) method, developed in this thesis. The structure and pressure obtained from the 
coarse-grained (CG) models for different alkyl chain lengths are in agreement with the all-atom 
molecular dynamics simulations at different thermodynamic states. We also find that the 
dynamical properties, such as diffusion, of the CG model compare well with the experimental data. 
The methodology developed here for reproduction of thermodynamic properties and treatment of 
long-range Coulombic interaction is applicable to other soft-matter. 
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CHAPTER 1: INTRODUCTION 
1.1 Background and Motivation 
The most fundamental picture about matters can be understood through quantum 
mechanics. Solving fundamental quantum mechanics results in the most accurate description of 
any system of interest for scientists. However, such accurate description demands computational 
resources, which are currently out of reach for many systems. The time- and size-scale of many 
physical phenomena are also far out of reach for quantum mechanics studies. Researchers came 
up with ab initio methods like density functional theory to make many calculation manageable 
with current high performance computing resources. However, the system size is still a limiting 
factor to multiple atoms. Moreover, sometime QM can be considered as overcomplicating a 
problem.  
In order to overcome aforementioned problems, irrelevant details of high-resolution 
systems can be omitted into low-resolution systems. This method known as coarse-graining 
enables researchers to conduct studies for large time- and size-scale systems.  There are two routes 
for development of coarse-grained models, top-down and bottom-up. In top-down approach, 
researchers try to incorporate experimental and macroscopic information into a molecular 
representation with minimal information about finer systems such information include molecular 
structure. On the other hand, the bottom-up approach also known as systematic coarse-graining 
and multiscale methods are developed in order to make connection between fine-grained and 
coarse-grained system. In a systematic coarse-graining, the objective is to keep information of 
fine-grained system as much as possible. There are different methods for this objective based on 
the information of interest like force, structure, and configurational probability. In this thesis, we 
extend the relative entropy (RE) coarse-graining method developed by Scott Shell1.  Two main 
2 
 
findings of this thesis include charge optimization and solving representability problem by adding 
constraint to the relative entropy metric. Therefore, we answer two important problems in coarse-
graining including long-range Coulombic interactions and   thermodynamics property 
reproduction in a coarse-grained system, which have been a bottleneck for many systematic 
coarse-graining task2.  
The method can be applied to different systems, and it is also not limited to pressure 
matching introduced in this thesis. In this study, we apply this method to Room Temperature Ionic 
Liquids (RTILs), which are an emerging class of solvents mostly composed of organic cations and 
inorganic anions. Due to their structural complexity, they are in liquid state at room temperature. 
RTILs have distinct properties distinguishing them from conventional electrolytes with uniform 
charge density dissolved in a large amount of solvent or high temperature molten salts3,4. Their 
emergence has opened a new avenue for many industrial and academic researches, to name a few, 
energy storage in non-Faradic batteries, electrotunable friction, drug discovery, and gas capture5–
9. Due to the variety of cations and anions, an unlimited number of RTILs can be engineered for a 
particular application, thereby making them “designer solvents”. However, lack of a fundamental 
understanding about their structural and dynamical behavior hinders numerous potential 
applications of RTILs.  
In the last decades, abundance of computational resources allowed researchers to use 
molecular dynamics (MD) simulation to study many biological and physicochemical systems in 
nanoscale10. MD simulation of RTILs has attracted wide attention to shed light on the physical 
mechanisms governing their behavior. MD simulations, for example, are performed in order to 
provide proof for the short life time of ion pairs11. In addition to MD simulations, using 
combination of molecular and multiscale coarse-graining simulations, it is shown that the neutral 
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tail of cations tends to aggregate heterogeneously, while the charged head groups of RTILs 
distribute uniformly in order to minimize electrostatic interaction within the system12–16. Despite 
the intensive MD simulations, which lead to advances in the performance and fundamental 
understanding in applications such as  electrochemical double layer (ECDL) capacitor and drug 
delivery, there remain profound questions to be answered concerning RTILs physical and chemical 
behavior in these systems8,17–21.  
The mesoscale study of many systems using classical MD simulation is hindered by its 
computational costs. Therefore, CG models are proposed in order to bridge length scales for many 
phenomena22–24. The mesoscale MD simulation of RTILs, which requires simulating a large 
system of thousand atoms for a long time (micro- to milliseconds), becomes computationally 
intractable, especially because of their slow dynamics. During the past decade, CG model 
development has become one of the topical research areas in the computational and theoretical 
chemistry. As mentioned previously, two different approaches are taken to develop CG models, 
top-down and bottom-up. In the top-down strategy, the interaction are parameterized with a simple 
functional forms, and the goal of model is to reproduce macroscopic thermodynamics properties 
of experimental or computational data with minimal information regarding the underlying AA 
model. This approach usually leads to inaccurate structural representation.  In bottom-up method, 
information of AA model is incorporated into the CG models using concepts like statistical 
mechanics and information theory. 
1.2.Thesis Overview 
In this these, we provide a comprehensive study regarding the systematic coarse-graining 
of RTILs. We also introduce new method to solve two bottlenecks of systematic coarse-graining, 
long-range Coulombic interactions and thermodynamics representability. A comprehensive study 
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concerning Ionic Liquids all-atom and coarse-grained simulation is also provided. In this section, 
we provide the general layout of this work and concisely go through different chapters. 
Chapter 2 describes the fundamental of the classical molecular dynamics simulation, 
including detailed discussion about basic algorithms, different ensembles and potentials used in 
MD simulation. Furthermore, the details of MD simulation employed in this study are provided.  
Chapter 3 discusses different systematic coarse-graining methods developed for different 
systems. In addition, it provides a comprehensive study of relative entropy methods and how 
additional constraint applied to it. The mathematical details of charge optimization algorithm and 
Lagrange multiplier are also provided. In this study, we only reproduced pressure as a 
thermodynamic properties, however, the method is extendable to any quantity, which has an 
analytical relation with pair-potential such as heat-of-vaporization and permittivity.  
Chapter 4 is devoted for the all-atom and coarse-grained MD simulations results. In this 
chapter, we discuss structural properties of ionic liquids including their heterogeneous structure 
and charge ordering. Then, we discuss thermodynamics and dynamics of coarse-grained system 
and its behavior compared with experimental results.  
Finally, chapter 5 summarizes the main findings and contribution of this thesis. It also 
discusses remaining questions and possible future line of the research.  
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CHAPTER 2: MOLECULAR DYNAMICS SIMULATION OF IONIC LIQUID 
Computational study plays a crucial role in many scientific discoveries. As computational 
resources become more available and accurate, they are turning into an indispensable part of 
scientific research to verify theoretical and experimental results. Even in some cases, they are used 
to discover new phenomena occurring in different systems including biological and physio-
chemical systems25,26. Therefore, there is no room to doubt that in the future their impact on the 
scientific research is going to increase. 
2.1. Fundamental of MD simulation 
Molecular dynamics (MD) simulations relies on Newton’s law of motion. In any instant of 
time, any classical system composed of 𝑁 particle can be described through position (𝑟𝑁 ) and 
velocity (𝑉𝑁). For many particle system, forces on each particle should be calculated at each time 
step. To do so, in every step of MD simulation forces are calculated based on the intermolecular 
and intramolecular potentials between particles. This potential also known as force field is 
approximated based on the quantum mechanics calculation. Having a force field as input to MD 
simulation, the trajectories and velocities of particles can be obtained by integration of the 
Newton’s equation of motion. Different numerical algorithm have been employed in order to 
improve the accuracy of integration. So MD simulation includes setting up the system (velocity, 
position, force field, and etc.), computing the forces, integration, and dumping necessary data.  
2.1.1. Set-up the System 
MD software needs initial configuration (particles position and velocity) of system to 
perform MD simulation. Initial configuration should be chosen such that it does not result in an 
enormous force on a particle. To do so, the energy minimization is performed on particles for 
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multiple steps before MD simulation. The initial velocities are obtained from a Maxwell 
distribution which depends on the system temperature. The distribution is given by, 
𝑇 =
1
𝑘𝐵𝑁𝑑𝑜𝑓
∑ 𝑚(𝑣𝑥
2 + 𝑣𝑦
2 + 𝑣𝑧
2)
𝑁
𝑖=1
 (2.1) 
where 𝑘𝐵 is the Boltzmann constant, 𝑚 is the particle mass and 𝑁𝑑𝑜𝑓 represents the number 
of degrees of freedom.  
2.1.2. Computing the Forces 
The force field is an input of MD simulation, but they are usually come as a potential. The 
force is calculated based on the derivative of total potential with respect to position of a particle. 
It is given, 
𝑭𝑖 =
𝜕𝑉
𝜕𝒓𝑖
 (2.2) 
Where 𝑉 is the potential energy of a system at each time step. 𝑟𝑖 shows position of particle 
i. The V is total potential energy of the system which composed of non-bonded and bonded 
interactions. The total potential energy has an N-body nature. The nonbonded interaction, therefore 
can be written as follows, 
𝑉 =  ∑ 𝑉𝑒𝑥𝑡(𝒓𝑖)
𝑖
+ ∑ ∑ 𝑉(2)(𝒓𝑖, 𝒓𝑗)
𝑗>𝑖𝑖
+ ∑ ∑ ∑ 𝑉3(𝒓𝑖, 𝒓𝑗, 𝒓𝑘)
𝑘>𝑗
  
𝑗>𝑖𝑖
+ ⋯ 
 
(2.3) 
Where 𝑉𝑒𝑥𝑡 refers to external potential field and the rest of the terms are two-body and 
higher-body potentials.  For MD simulation of this thesis, we consider force field based on the 
optimized potentials for liquid simulation all-atom (OPLS-AA) which composed of nonbonded 
interactions in Lennard-Jones and Coulombic interactions and bonded interactions of harmonic 
bond and angle and Fourier dihedral27. 
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The non-bonded interactions of this work composed of both short- and long-range 
interactions. The short-range interaction is modeled through Lennard-Jones (LJ) potential, which 
can be written as, 
𝑢𝐿𝐽(𝑟𝑖𝑗) = 4 𝜖𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
], (2.4) 
where 𝑟𝑖𝑗 is the distance between two atoms. 𝜖𝑖𝑗 and 𝜎𝑖𝑗 are energy- and length-scale 
parameters for LJ interactions between atoms i and j. The long-range Coulombic interaction is 
calculated based on Particle Mesh-Ewald (PME) method28. The short-range coulombic can be 
written as, 
𝑢𝐶𝑜𝑢𝑙(𝑟𝑖𝑗) =
𝑞𝑖𝑞𝑗
4𝜋𝜖𝑜𝜖𝑟𝑟𝑖𝑗
, (2.5) 
Where 𝑞𝑖 and 𝑞𝑗 are the atomic charges on each particle. 𝜖0 and 𝜖𝑟 are permittivity of free 
space and relative permittivity, respectively. The long-range part of interaction is calculated on the 
reciprocal space.  
In bonded interactions the bond and angle interaction potentials represent vibrational 
frequencies. They are usually modeled using a harmonic potential with following form, 
𝑉𝑏(𝑟𝑖𝑗) =
1
2
𝑘𝑖𝑗
𝑏 (𝑟𝑖𝑗 − 𝑟𝑖𝑗
(0)
)
2
, (2.6) 
𝑉𝑎(𝜃𝑖𝑗𝑘) =
1
2
𝑘𝑖𝑗𝑘
𝑎 (𝜃𝑖𝑗𝑘 − 𝜃𝑖𝑗𝑘
(0)
)
2
, 
(2.7) 
Where 𝑘𝑏 and 𝑘𝑎 are the bond and angle spring constants between two and three particles, 
respectively. 𝑟(0) and 𝜃(0)are the equilibrium bond length and angle between two adjacent bonds.  
The dihedral interaction is related to position of four particles within a molecules and 
depends on the conformation in the molecule due to the planar orientation of atoms. It is usually 
modeled using, 
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𝑉(𝜙) =
𝑣1
2
[1 + cos( 𝜙 − 𝜙1)] +
𝑣2
2
[1 − cos(2𝜙 − 𝜙2)] +
𝑣3
2
[1
+ cos(3𝜙 − 𝜙3)] +
𝑣4
2
[1 − cos(4𝜙 − 𝜙4)] 
(2.8) 
Where 𝜙 is the dihedral angle between four atoms within a molecules and 𝑣𝑖=1,2,3,4 are 
Fourier coefficients.   
Knowing empirical-coefficients of each interaction, we can calculate the potential and 
forces on each time step for any particle. 
2.1.2.1. Solving the Equation of Motion 
The Verlet method is the most popular integrator in MD simulation, which uses Taylor 
expansion of the position at time 𝑡 + Δ𝑡 and 𝑡 − Δ𝑡.  
𝑟(𝑡 + ℎ) = 𝑟(𝑡) + 𝑣(𝑡)ℎ +
1
2
𝑎(𝑡)ℎ2 + 𝑏(𝑡)ℎ3 + 𝑂(ℎ4) (2.9) 
𝑟(𝑡 − ℎ) = 𝑟(𝑡) − 𝑣(𝑡)ℎ +
1
2
𝑎(𝑡)ℎ2 − 𝑏(𝑡)ℎ3 + 𝑂(ℎ4) 
(2.10) 
where 𝑟 is the position of the particle at time t. 𝑎(𝑡) and 𝑏(𝑡) is the acceleration and jerk. 
ℎ = Δ𝑡 is the time step in the MD simulation. 𝑣 represents the velocity of particle. Once force (𝑓(𝑡)) 
and mass (m) of the particle is known. The Verlet algorithm can be written as, 
𝑟(𝑡 + ℎ) = 2𝑟(𝑡) − 𝑟(𝑡 − ℎ) +
𝑓(𝑡)
𝑚
ℎ2𝑂(ℎ4) (2.11) 
The acceleration is substituted by Newton’s law (𝑎(𝑡) =
𝑓(𝑡)
𝑚
). The velocity can also be 
obtained through, 
𝑣(𝑡) =
𝑟(𝑡 + ℎ) − 𝑟(𝑡 − ℎ)
2ℎ
+ 𝑂(ℎ2) (2.12) 
The Verlet algorithm conserve the energy, so it is time reversal invariance. However, in 
order to keep temperature constant, MD simulation take advantage of thermostat. Two of well-
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known thermostats include the Berendsen and the Nose-Hoover29,30. The time step of MD 
simulation is chosen such that it is not computationally expensive and it is not unphysical.  
2.1.2.2. Dumping Data and its Analysis 
In MD simulation, it is possible to calculate many different quantities using trajectories, 
velocities, and forces during long enough simulation. One example of such quantity is the radial 
distribution function, which is defined as, 
𝑔(𝑟) =
𝑉
𝑁𝑏
2 〈∑ ∑ 𝛿(𝑟 − 𝑟𝑖𝑗)𝑗≠𝑖𝑖 〉, (2.13) 
where 𝑁𝑏 is the total number of beads or center of mass. The ergodic hypothesis postulates 
that time-averaged of one replica (system under study) behaves as an ensemble average (numerous 
replicas of the system). From the statistical mechanics point of view, the ensemble average is 
defined the expected value of a quantity calculated by a probability distribution. Density, for 
example, is the average of fluctuating number of atoms or system volume over the instantaneous 
properties of a system with fluctuation.  Each instance of the system, known as state in statistical 
mechanics, is microscopically different, however, the average ensemble results in a specific 
macroscopic properties. 
For ergodic system, we can obtain ensemble averages by time averaging. The Verlet 
algorithm is energy conserving so it is equivalent to the system with constant number of particles 
(N), volume (V), and energy (E). The real system, however, are not isolated from environment, so 
they exchange energy. Therefore, in order for MD simulations to mimic real system other 
ensemble are also defined (canonical, Iosbaric-Isothermal, and grand canonical ensembles). As all 
the simulations in this thesis are performed in canonical and Isobaric-Isothermal ensembles, a brief 
introduction to them is provided for them. 
2.1.2.3. Canonical Ensemble (NVT) 
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The Canonical ensemble is defined as a system with constant number of particles and 
volume and with thermal equilibrium with a heat batch. Therefore, it is also known as the NVT 
ensemble. The free energy (F) in this ensemble is calculated using, 
𝐹 = 𝑈 − 𝑇𝑆 (2.14) 
Where 𝑈 represent internal energy. 𝑇 and S are temperature and entropy of the system. In 
order to maintain temperature constant various thermostat are developed including Anderson, 
Berendsen, Nose-Hoover, and Langevin. Both Anderson and Langevin thermostats couple system 
with an external heat bath. The kinetic energy of the system, therefore, is modified by adding 
stochastic forces such that temperature remains constant. Since the momentum of system is 
changed using both algorithm, dynamical properties are not accurate. In Berendsen thermostat 
velocities are rescaled to maintain temperature, leading to violation of time-irreversibility and 
inaccuracy in canonical ensemble. The Nose-Hoover algorithm nor add random forces neither 
rescale velocity. But, it uses the extended Lagrangian formalism of equation of motion by 
controlling friction factor. Therefore, the method is time-reversible with no impact on dynamics.  
2.1.2.4. Isobaric-Isothermal Ensemble (NPT) 
Isobaric-Isothermal Ensemble also known as NPT assumes constant number of particle, 
pressure (P) and temperature. Both temperature and pressure are maintained using thermostat and 
barostat. The Gibbs free energy describes the behavior of this ensemble. 
𝐺 = 𝐹 + 𝑃𝑉 (2.15) 
The NPT ensemble mimics the real experiment, so it is of great significance for many MD 
simulations.  There are Berendsen and Parrinello-Rahman Barostats. The latter is usually used for 
equilibrium simulation, while the former is used for pre-equilibrium. MD simulation uses energy 
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and pressure correction due to limitation in exact calculation of force and energy for long-range 
interactions. 
2.2.  Ionic Liquid Simulation Using MD simulation 
RTILS are an emerging class of solvents mostly composed of large organic cations and 
small inorganic anions. Complex molecular structures destabilize the solid-phase crystal, 
therefore, they are in liquid state at room temperature. MD simulation of RTILs Liquids has been 
focus of many research in academic community to pave the way for their numerous applications 
including electrochemical double layer (ECDL) capacitor, CO2 reduction, and etc6,31,32. Through 
MD and multiscale coarse-graining (MS-CG) methods, it has been shown that the neutral tail of 
cations tends to aggregate heterogeneously, while the charged head groups of RTILs distribute in 
a uniform way in order to minimize electrostatic interaction33,34. Due to viscous nature of RTILs, 
they have a very slow dynamics. Non-polarizable force fields, which is computationally more 
affordable compared to polarizable force fields, suffer from slow dynamics than experiment, 
unless charges of cation and anion are rescaled by an empirical coefficient35. In general, however, 
RTILs MD simulations are performed at an elevated temperature (400 K).  
In addition to elevated temperature, additional MD simulation procedures are performed 
in order to make sure that RTILs structure do not trap in a metastable state. In this thesis, we 
investigate Imidazolium-based ionic liquid using OPLS force field. The structure of molecules 
studied are shown in Figure 2.1. The following procedure is employed for MD simulation of RTILs 
in this thesis.  
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Figure 2.1 Schematic structures of molecules in all-atom representation. 
2.2.1. Energy Minimization 
The potential energy surface of a molecular system is high dimensional with a complex 
landscape36. Knowledge of all infimum enables ones to describe the structural, conformational, 
and dynamical properties of the system, as well as the corresponding free energies. In general, 
there exist no method to find all the local minimums and global minimum. However, there are 
methods, which can find the nearest local minima37. Energy minimization is a necessary step 
before MD simulation in order to prevent from unrealistic forces in initial steps. The algorithm 
tries to minimize force on each atom to an upper bound determined by user. The steepest descent 
method, simply takes a step in the direction of the negative gradient with no information about the 
history of previous steps.  
2.2.2. Annealing Simulation 
The annealing simulation is applied to system, which can trap in a local minima, especially 
for system with high concentration of Coulombic interactions such system includes RTILs. In 
annealing protocol, after energy minimization, system is simulated in a high temperature for a 
short period of time compared to production simulation. Then, its temperature is gradually 
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decreased to the production simulation temperature. The temperature decrease occurs linearly by 
time, and in order to prevent system from crashing and it should be applied a time span far larger 
than coupling time of thermostat used during annealing simulation. In MD simulation, it is possible 
to separate different groups from each other, however, here we couple all the system to one 
reference annealing thermostat. 
2.2.3. Isobaric-Isothermal Simulation 
Due to artifact of initial configuration, molecular systems density is different from that of 
a bulk density. To overcome this challenge and mimic a realistic behavior of the system, biological 
and physiochemical systems simulated using molecular dynamics are usually coupled with a 
pressure barostat. The role of barostat is to adjust the molecular system volume at specific time 
steps known as coupling time. The compressibility coefficient determines the change in volume. 
Due to the fluctuating nature of volume, the simulation length for a converged density and pressure 
needs to be far longer than annealing simulation. The pressure in a molecular system is defined, 
𝑃 =
1
𝑉
(
1
3
𝑁𝐷𝑂𝐹𝑘𝐵𝑇+<
1
3
∑ 𝑓𝑖𝑗. 𝑟𝑖𝑗
𝑖<𝑗
>) (2.16) 
where 𝑁𝐷𝑂𝐹 is the number of degree of freedom in the molecular system, V is the volume 
of the simulation box. The second term in Eq. 2.16 is the virial part of the pressure and 𝑓𝑖𝑗 is the 
force between two beads, i and j. 
The fluctuation of density in the MD simulation is statistically related to compressibility 
coefficient, 
𝜅𝑇 = −
1
𝑉
(
𝜕𝑉
𝜕𝑃
)
𝑇
=
1
𝜌
(
𝜕𝜌
𝜕𝑃
)
𝑇
= (
𝜕 ln(𝜌)
𝜕𝑃
)
𝑇
≈ (
ln(𝜌2 𝜌1⁄ )
𝑃2 − 𝑃1
)
𝑇
 (2.17) 
𝜅𝑇 =
(Δ𝑉)2
𝑘𝐵𝑇𝑉
 
(2.18) 
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where Δ𝑉 is the average of volume fluctuation during MD simulation.  
2.2.4. Structural Properties 
In order to quantify the structural properties of molecular system, radial distribution 
function (RDF) can be evaluated from MD simulation. For the system composed of charged 
species, the charge-ordering can be evaluated through charge radial distribution, 𝑄𝑖(𝑟), which can 
be defined such that 4𝜋𝑟2𝑞𝑖𝑄𝑖(𝑟)𝑑𝑟 is the net charge from a central ion i of charge qi at a distance 
r. The following relations can also be written between the charge radial distribution and RDFs, 
𝑄𝐶(𝑟) = 𝜌( 𝑔𝐶𝐶(𝑟) − 𝑔𝐶𝐴(𝑟)) (2.19) 
𝑄𝐴(𝑟) = 𝜌( 𝑔𝐴𝐴(𝑟) − 𝑔𝐶𝐴(𝑟)) (2.20) 
𝑄(𝑟) = 𝑄𝐶(𝑟) + 𝑄𝐴(𝑟) (2.21) 
where 𝜌 is the total number density of ions and is equal to two times of ion pair density. 
According to Keblinski et al.3, the asymptotic form of the charge distribution function approaches 
to the general form of Eq. 2.22 at high ionic strength, 
𝑄(𝑟) =
𝐴
𝑟
𝑒−𝑟/𝜆𝐼𝐿 sin(
2𝜋𝑟
𝑑
+ 𝜙) (2.22) 
where 𝐴 is the amplitude of exponentially decaying charge-charge correlations, 𝑑 and 𝜓 
are the period of oscillation and the phase shift, respectively, and  𝜆𝐼𝐿is the screening length which 
determines the distance beyond which the local charge neutrality exits.  
2.2.5. Thermodynamics and Dynamics Properties 
As mentioned before, many thermodynamics and dynamics properties can be obtained 
from MD simulation trajectories. Important quantities includes, but are not limited to the following 
list: 
Density 
Thermal Expansion 
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Isothermal Compressibility 
Diffusion 
In this thesis, we calculate most of the aforementioned properties for bulk ionic liquids 
shown in Figure 2.2. 
 
Figure 2.2 Schematic representation of ionic liquid in bulk. 
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CHAPTER 3: SYSTEMATIC COARSE-GRAINING 
The mesoscale all-atom MD simulation for many physiochemical and biological systems 
requires simulating a large molecular structures with thousand atoms for a long time (micro- to 
milliseconds), which becomes computationally intractable, especially because of slow evolving 
dynamics in many system of interest. Therefore, coarse-grained models are proposed in order to 
bridge length scales for many phenomena38–40. The objective of CG model is to omit unnecessary 
details of a molecular system, and to connect it to fine-grained system or experiments using 
statistical mechanics and information theory concepts. Hence, CG model development is one of 
the topical research areas in the computational and theoretical chemistry. Two different approaches 
are taken to develop CG models, top-down and bottom-up. In the top-to-bottom strategy, the 
interaction are parameterized with a simple functional forms, and with the objective to reproduce 
macroscopic thermodynamics properties of experimental or computational data with minimal 
information about the underlying high-resolution model. The approach has many practical 
benefits, however, it usually leads to inaccurate structural properties.  
In the bottom-up approach, unnecessary details of AA system are reduced, while the 
structure or force of fine-grained system are quantitatively reproduced. The significant challenge 
of a systematic CG model is to connect the average effects of a fine-grained model with a CG 
model41. Such an attempt requires to consider multibody interactions into computationally 
inexpensive and still accurate model. 
3.1. Introduction to systematic coarse-graining 
In the past two decades, there are numerous studies to develop systematic methods for 
development of CG models41–44. The methods mainly rely on the reproduction of the structural 
properties or forces of a reference system. For latter, Voth et. al. proposed the force matching 
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method, and it is successfully applied to various soft matter systems such as synthetic and 
biological systems13,15. For latter, there exist methods such as iterative Boltzmann inversion (IBI) 
and inverse Monte Carlo that aim for reproducing the structure45,46. But, CG methods yet suffer 
from different problems like transferability and representability2. For example, a CG model 
reproducing the structure of an AA system usually cannot preserve other thermodynamics 
properties of the reference system such as pressure, energy, and free energy of solvation. However, 
coarse-grained force field work well for the objective which they are optimized for. Due to the 
reduced numbers of degree of freedom and the smoother potential landscape the time step for 
integrating the equations of motion in CGMD simulations is several times higher than the reference 
AAMD simulation, which allows researchers to study larger time- and length-scales. Another 
challenge in parameterizing a CGFF is to systematically take into account the long-range 
interactions in a high resolution atomistic system into a low-resolution representation (CG model).  
Most of the CG methods rely on the modification of the short-range pairwise potential in order to 
implicitly consider the effects of electrostatic interactions. Recently, there have been attempts to 
consider the electrostatic interaction explicitly as it is a ubiquitous driving force in a variety of 
biomolecular phenomena including protein folding and DNA-protein assembly to name a few47–
50.  
Here, we give a brief introduction of the mathematical and physical point of view for two 
systematic coarse-graining method, force-matching (force reproduction) and IBI (structure 
reproduction).  
3.1.1. Force Matching 
In force matching (FM), objective is to match force on coarse-grained beads as close as 
possible to reference system. FM is computational less time-consuming as it is a non-iterative 
18 
 
method. In FM procedure, it is initially assumed that the force filed depends on M 
parameters {𝑔𝑖, 𝑖 = 1,2, . . , 𝑀}. The target forces on coarse-grained beads are calculated by proper 
reweighting of the forces on atoms, 
𝑓𝑖
𝑟𝑒𝑓 = 𝑀𝑖 ∑
𝑤𝛼𝑓𝛼
𝑚𝛼
𝛼
 (3.1) 
where 𝑀𝑖 = (∑ 𝑤𝛼
2 𝑚𝛼⁄𝛼 )
−1 is the mass of the bead i, index  𝛼 numbers all atoms belonging 
to this bead, 𝑓𝛼  is the force on the atom 𝛼. 𝑀𝛼  is its mass, 𝑤𝛼  are mapping coefficients used to 
obtain the position of the coarse-grained bead. 𝑅𝑖 =  ∑ 𝑤𝛼  𝒓𝛼𝛼  . With center of mass mapping it 
simplifies to the sum of the forces. 
The forces in the reference system is calculated for 𝐿 snapshots, we can write down 𝑁 × 𝐿 
equations: 
𝑓𝑖𝑙
𝑐𝑔 {𝑔}  =  𝑓𝑖
𝑟𝑒𝑓 , 𝑖 =  1, … , 𝑁 , 𝑙 =  1, … , 𝐿 (3.2) 
where 𝑓𝑖𝑙
𝑟𝑒𝑓
 is the force on the bead 𝐼, 𝑓𝑖𝑙
𝑐𝑔
  is the force in the coarse-grained representation. 
Index 𝑙 enumerates snapshots picked for coarse-graining. By running the simulations long enough 
one can always ensure that  𝑀 <  𝑁 ×  𝐿. In this case, the set of Eq. 3.2 is overdetermined and can 
be solved in a least-squares sense. 
3.1.2. Iterative Boltzmann Inversion: 
In contrast to the FM method, the objective of IBI is to reproduce structure. IBI is in fact 
an extension of Boltzmann inversion. In this approach, coarse-grained potential is refined 
iteratively in order to accurately reproduce structure as good as possible based on the following 
scheme, 
𝑢𝑛+1 = 𝑢𝑛 + 𝑘𝐵𝑇 ln 𝑔
𝑛(𝑟)/𝑔𝑡𝑔𝑡(𝑟) (3.3) 
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where 𝑔𝑡𝑔𝑡(𝑟)  and 𝑔𝑛(𝑟) are structure of target and current iteration. The convergence of 
algorithm occurs as soon as the target structure is reproduced. Due to the elegant idea behind the 
IBI, it is both applicable to bonded and non-bonded interactions.  
3.2. Relative entropy 
Stemming from information theory, the RE method has been used to quantify overlap 
between two molecular ensembles. Through RE, it is possible to connect AA and CG ensemble 
averages; such a relation can be written as follows, 
𝑆𝑟𝑒𝑙 = ∑ ℘𝐴𝐴(𝑟𝑖) ln (
℘𝐴𝐴(𝑟𝑖)
℘𝐶𝐺(𝑀(𝑟𝑖))
) +
𝑖
< 𝑆𝑚𝑎𝑝 >𝐴𝐴 (3.4) 
Where the summation proceeds overs all the configuration of the reference AA system, 
𝒓 = {𝑟𝑖}(𝑖 = 1,2, … ), M(r) is the mapping operator from AA to CG configuration, 𝑆𝑚𝑎𝑝 is the 
mapping entropy that stem from degeneracies in AA model mapping, and ℘𝐴𝐴(𝑟𝑖) and ℘𝐶𝐺(𝑀(𝑟𝑖)) 
are the normalized probability of a configuration i in the AA and CG model ensemble, respectively.  
In the canonical ensemble, relative entropy simplifies to 
𝑆𝑟𝑒𝑙 = 𝛽〈𝑈𝐶𝐺 − 𝑈𝐴𝐴〉𝐴𝐴 − 𝛽〈𝐴𝐶𝐺 − 𝐴𝐴𝐴〉𝐴𝐴 + 〈𝑆𝑚𝑎𝑝〉𝐴𝐴 (3.5) 
where all the averages are computed in the reference AAMD ensemble, and 𝐴𝐶𝐺 and 𝐴𝐴𝐴 
are the configurational part of the Helmholtz free energies from the CGMD and AAMD potentials, 
respectively. Here, we follows the couple Newton-Raphson strategy for the RE minimization as 
described by Chaimovich and Shell51. In this approach, the parameters 𝝀 are refined iteratively as  
𝑑𝝀𝑢 = −𝐇𝐒𝑆𝑟𝑒𝑙
−1 . ∇𝜆𝑆𝑟𝑒𝑙 (3.6) 
where 𝑑𝝀𝑢 is the change of parameters based on the previous iteration. ∇𝜆𝑆𝑟𝑒𝑙  is the first 
derivative of relative entropy with respect to each parameter. 𝐇𝐒𝑆𝑟𝑒𝑙
−1  is the hessian matrix of relative 
entropy. They can can be obtained from, 
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∇𝜆𝑆𝑟𝑒𝑙 = 〈
𝜕𝑈
𝜕𝜆
〉𝐶𝐺 − 〈
𝜕𝑈
𝜕𝜆
〉𝐴𝐴 (3.7) 
𝐇𝑆𝑆𝑟𝑒𝑙 = 〈
𝜕2𝑈
𝜕𝜆2
〉𝐶𝐺 − 〈
𝜕2𝑈
𝜕𝜆2
〉𝐴𝐴 + 𝛽 (〈
𝜕𝑈
𝜕𝜆
〉𝐶𝐺)
2
− 𝛽 〈(
𝜕𝑈
𝜕𝜆
)
2
〉𝐶𝐺 
(3.8) 
where, 𝑈 denotes the total potential energy of the CG system. In both equations, two types 
of averages appear (〈… 〉𝐶𝐺and 〈… 〉𝐴𝐴). For each of these averages, different methods are used to 
calculate them. The averages on the CG are evaluated through MD simulation (CGMD).The AA 
averages are based on the target pair distribution function. For a pairwise system, the following 
equation will hold, 
𝑈 = ∑ 𝑢(𝑟𝑖𝑗)
𝑗>𝑖
 (3.9) 
〈(
𝜕𝑛𝑈
𝜕𝜆𝑛
)
𝑚
〉𝐶𝐺 = 〈(∑
𝜕𝑛𝑢(𝑟𝑖𝑗)
𝜕𝜆𝑛
𝑗>𝑖
)
𝑚
〉𝐶𝐺 
(3.10) 
 
〈𝑈〉 = 2𝜋𝑁𝜌 ∫ 𝑔(𝑟)𝑢(𝑟)𝑟2𝑑𝑟 
∞ 
0
 
(3.11) 
〈
𝜕𝑛𝑈
𝜕𝜆𝑛
〉𝐴𝐴 = 2𝜋𝑁𝜌 ∫ 𝑔𝐴𝐴(𝑟)
𝜕𝑛𝑢(𝑟𝑖𝑗)
𝜕𝜆𝑛
𝑟2𝑑𝑟 
∞ 
0
 
(3.12) 
where 𝑢(𝑟) is pairwise potential. The coarse-grained force field (CGFF) developed, here, 
is comprised of nonbonded and bonded potentials and can be written as follows, 
𝑢𝑡𝑜𝑡𝑎𝑙 = 𝑢𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑 + 𝑢𝑏𝑜𝑛𝑑𝑒𝑑 (3.13) 
The nonbonded potential includes short-range van der Waals (VDW)[𝑢𝑉𝐷𝑊] and long-
range Coulombic interactions (𝑢𝑐𝑜𝑢𝑙). The nonbonded interactions are considered for beads in 
different molecules or beads within a molecule with at least three bonds apart. We consider two 
forms of short-range VDW interactions: uniform cubic B-splines (SP) and standard 12-6 LJ.  In 
case of a SP pair potential, an interval from zero to a cut-off distance, 𝑅𝑐𝑢𝑡, is discretized into 𝑛 −
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1 segments, {𝑟0, 𝑟1, 𝑟2, … , 𝑟𝑛−1}, of equal size Δ𝑟 = 𝑅𝑐𝑢𝑡/(𝑛 − 1) such that 𝑟𝑖 = 𝑖 × Δ𝑟, where 𝑖 ∈
(0, … , 𝑛 − 1). The value of the SP pair potential at a particular distance r can be written as follows, 
𝑢𝑠𝑝(𝑟) = [1 𝑡 𝑡2 𝑡3]
1
6
[
   1    4   1   0
−3    0    3   0
   3 −6    3   0
−1     3 −3   1
] [
𝑐𝑗
𝑐𝑗+1
𝑐𝑗+2
𝑐𝑗+3
], (3.14) 
where {𝑐0, 𝑐1, 𝑐2, … , 𝑐𝑛+1} are the spline knot values and the index 𝑗 is determined such that 
𝑟𝑗 ≤ 𝑟 < 𝑟𝑗+1, and 𝑡 is given by 
𝑡 =
𝑟 − 𝑟𝑗
∆𝑟
.           (3.15) 
For the LJ potential we use a standard 12-6 form as,   
𝑢𝐿𝐽(𝑟𝑖𝑗) = 4𝜖𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
] (3.16) 
where 𝜖𝑖𝑗 and 𝜎𝑖𝑗 are energy- and length-scale parameters for LJ interactions between atoms 
i and j. The long-range Coulombic interaction is given by, 
𝑢𝐶𝑜𝑢𝑙(𝑟𝑖𝑗) = 𝐴
𝑞𝑖𝑞𝑗
4𝜋𝜖0𝑟𝑖𝑗
             (3.17) 
where 𝑞 is the net lumped charges of AA system in the CG representation, 𝜖0 is the vacuum 
permittivity, and  𝐴 is a scalar factor applied to the Coulombic interactions in the CGFF.  
The bonded interactions include only angle and dihedral terms among the beads of same molecule. 
All bonds are assumed to be rigid and constrained using the LINCS algorithm. Based on the 
previous studies and AAMD simulations of the current study, for short chain imidazolium-based 
IL (𝑛 = 4) the angle is kept constant52,53. For longer chain ILs, we use the Boltzmann Inversion to 
obtain the dihedral and angle interactions. For this purpose, we assume that angle, and dihedral 
angle probability distributions are not correlated, i.e., 
𝑃( 𝜃, 𝜙) = 𝑃𝑎𝑛𝑔𝑙𝑒(𝜃)𝑃𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙(𝜙) (3.18) 
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where 𝜃 and 𝜙 denote angle, and dihedral angle, respectively. The resultant potentials are obtained 
using the Boltzmann inversion of the target probability distributions, which are computed using 
MD trajectories. Thus,  
𝑈𝑛𝑏 =  −𝑘𝐵𝑇 ∑ 𝑙𝑛 𝑃(𝑞)
𝑞=𝜃,𝜙
 (3.19) 
where 𝑞 represents a degree of freedom, which can be either 𝜃 or 𝜙. The probability 
distributions are given in Figure B.1 and B.2.  
. The only interaction parameters that need to be optimized are the non-bonded interactions 
and the charge scalar factor. In the case of the SP pair potential, we optimize the knot values (𝑐𝑗), 
while in the LJ form, the optimization parameters are 𝐶12 and 𝐶6.  
Another challenge in parameterizing a CGFF is to systematically take into account the 
long-range interactions in a high resolution atomistic system into a low-resolution representation 
(CG model).  Most of the CG methods rely on the modification of the short-range pairwise 
potential in order to implicitly consider the effects of electrostatic interactions. Recently, there 
have been attempts to consider the electrostatic interaction explicitly as it is a ubiquitous driving 
force in a variety of biomolecular phenomena including protein folding and DNA-protein 
assembly to name a few  According to Dong et al. 70% of interactions energy within RTILs is 
originated from the Coulombic interactions even though hydrogen bonding and van der Waals 
interactions play important roles in the structure and behavior of RTILs54. Furthermore, recent 
studies show that the net charges of cation and anion can have significant effects on the behavior 
of RTILs. Thus, arbitrary reduction of charges should be avoided in CG models in order to keep 
all interactions consistent with the AA reference. In this thesis, we consider the long-range 
interaction in a more systematic manner. To the best of our knowledge, for the first time we 
systematically link the long-range Coulombic interactions between CG and AA models. To do so, 
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we obtain the PME energy in each step of CGMD simulation and average energy of AAMD in the 
mapped configuration. For decoupled relative entropy the equation becomes as follows, 
3.3. Representability of CG model 
The RE is formulated in the canonical ensemble and does not guarantee that the pressure 
of AA reference system is preserved. Since both virial and kinetic parts of pressure in the CG 
system are different from the target system. There has been numerous research on how to 
reproduce pressure of AA system, such methods usually lie on the addition of pressure correction 
terms or constrained optimization of CG parameters. However, simple linear correction is not well-
defined for complex systems. Voth et. al. used constraint optimization within the FM framework 
to reproduce forces of references system and its pressure. We employ Lagrange multiplier 
constrain optimization to constraint relative entropy (CRE) minimization to reproduce AA 
pressure.  CG pressure is defined as follows, 
𝑃𝐶𝐺 =
1
𝑉
(
1
3
𝑁𝐷𝑂𝐹𝑘𝐵𝑇+<
1
3
∑ 𝑓𝑖𝑗. 𝑟𝑖𝑗
𝑖<𝑗
>) (3.20) 
where 𝑁𝐷𝑂𝐹 is the number of degree of freedom in the CG system, V is the volume of the 
simulation box. The second term in Eq. 3.18 is the virial part of the pressure and 𝑓𝑖𝑗 is the force 
between two beads, i and j. The mathematical description of Lagrange multiplier is presented in 
the Appendix I. Therefore, in this study, CRE minimization has additional terms compared with 
the original RE. The CRE optimization for pressure-matching and long-range Coulombic 
interactions are implemented in the VOTCA package55,56. The constraint and parameter 
refinements can be written as follows,  
𝐶 =
1
2
(
𝑃𝐶𝐺 − 𝑃𝐴𝐴
𝑃𝐴𝐴
)
2
 (3.21) 
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𝑑𝜆𝑐 = 𝑑𝜆 + 𝐻𝑆𝑆𝑟𝑒𝑙
−1 𝐽𝑇 . (𝐽. 𝐻𝑆𝑆𝑟𝑒𝑙
−1 𝐽𝑇)
−1
(𝐶 + 𝐽. 𝑑𝜆) (3.22) 
where 𝑃𝐶𝐺 and 𝑃𝐴𝐴 are pressure of CGMD and AAMD, respectively. 𝐽 is the Jacobean of 
pressure, 
𝐽 = [(
𝑃𝐶𝐺 − 𝑃𝐴𝐴
𝑃𝐴𝐴
2 )
𝜕𝑃𝐶𝐺
𝜕𝜆𝑖
] (3.23) 
where 
𝜕𝑃𝐶𝐺
𝜕𝜆𝑖
=
1
3𝑉
⟨
𝜕
𝜕𝜆𝑖
∑ (𝑟𝑛𝑚
𝑑𝑢𝐶𝐺(𝑟𝑛𝑚)
𝑑𝑟𝑛
)
𝑛<𝑚
⟩
𝐶𝐺
 (3.24) 
Finally, the CRE is not limited to the pressure, and it is applicable to any properties which 
is analytically related to a pair potential parameters, including permittivity, total energy, and etc.  
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CHAPTER 4: RESULTS  
In order to investigate the representability and transferability of the developed CGFF, the 
CGMD and AAMD simulations are performed for different thermodynamics states and alkyl chain 
length. The structural properties like pair and charge radial distribution functions of both AA and 
CG models are compared with each other. The thermodynamics and dynamics properties of the 
developed CGFF are determined for different thermodynamic states and longer chains ILs.  
4.1. Structural properties 
In order to quantify the structural properties of AA and CG system, we evaluate RDFs 
between different beads and the center of mass (COM) of the cation (CA) and the anion (AN) in 
both systems. For both AA and CG systems, the RDFs between different pairs are shown for both 
𝐶4𝑀𝐼𝑀 and 𝐶8𝑀𝐼𝑀 at reference temperature, 400 K, in Figure 4.1 and Figure 4.2, respectively. 
The short-range correlation between oppositely charged CG beads is strong, which can be 
related to strong attractive electrostatic interactions between them (Figure 4.1. a-c). All of the 
RDFs show long-range correlation, which persists even beyond 1.5 nm. This phenomena can be 
related to the presence of long-range electrostatic interactions and heterogeneous structure in 
RTILs.  
The COM RDFs are shown in Figure 4.3. CGMD simulations can capture structural 
properties of both 𝐶4𝑀𝐼𝑀 and 𝐶8𝑀𝐼𝑀. For example, the coordination number for both AAMD 
and CGMD are shown in Table 4.2, and they are in good agreement with each other. Moreover, it 
can be seen from Figure 4.4 that the short-range correlation becomes much weaker as the alkyl-
chains increases. This is more evident in case of the CA-AN RDF (see Figure 4.5). This can be 
attributed to the decrease in screening length of the Coulombic interactions.  
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Figure 4.1 Bead-Bead RDF of 𝐶4𝑀𝐼𝑀. a. AN-Me b. AN-Ar c. AN-Bu d. Me-Me e. Me-Ar f. 
Me-Bu g. Ar-Ar h. Ar-Bu i. Bu-Bu. Strong short-range correlation between oppositely charged 
beads is present in the first row, while for similar charges the short-range correlation is weak 
and almost close to 1.0 even though long-range correlation exists for both of them.  Circles is 
AAMD, Black Solid line is CGMD-SP, and Blue dash dot line is CGMD-LJ. 
 
In this study, we use charge-ordering to further investigate screening in RTILs. Previous 
AAMD and CGMD studies indicate presence of charge-ordering in RTILs in a way that counter-
ions tend to accumulate nearby each other53,57. The charge radial distribution, 𝑄𝑖(𝑟), can be defined 
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such that 4𝜋𝑟2𝑞𝑖𝑄𝑖(𝑟)𝑑𝑟 is the net charge from a central ion i of charge qi at a distance r The 
following relations can be written between the charge radial distribution and RDFs, 
𝑄𝐶(𝑟) = 𝜌( 𝑔𝐶𝐶(𝑟) − 𝑔𝐶𝐴(𝑟))          (4.1) 
𝑄𝐴(𝑟) = 𝜌( 𝑔𝐴𝐴(𝑟) − 𝑔𝐶𝐴(𝑟))           (4.2) 
𝑄(𝑟) = 𝑄𝐶(𝑟) + 𝑄𝐴(𝑟)           (4.3) 
where 𝜌 is the total number density of ions and is equal to two times of ion pair density. In 
Figure 4.4., the oscillatory behavior of charge in both 𝐶4𝑀𝐼𝑀 and 𝐶8𝑀𝐼𝑀 PF6 are shown. 
According to Keblinski et al.3, the asymptotic form of the charge distribution function approaches 
to the general form of Eq. 4.4 at high ionic strength, 
𝑄(𝑟) =
𝐴
𝑟
𝑒−𝑟/𝜆𝐼𝐿 sin(
2𝜋𝑟
𝑑
+ 𝜙) (4.4) 
where 𝐴 is the amplitude of exponentially decaying charge-charge correlations, 𝑑 and 𝜓 
are the period of oscillation and the phase shift, respectively, and  𝜆𝐼𝐿is the screening length which 
determines the distance beyond which the local charge neutrality exits. The number and value 
reported for this parameter in literature is very different from each other. Del Pópolo and Voth16 
reported a screening length of 0.7 nm for [𝐸𝑀𝐼𝑀]+ [𝑁𝑂3]
−. There are two values reported for 
BMIM PF6 which are 1.43 and 2.5 nm from studies by Roy et. al.58 and Wang et. al.57, respectively. 
In the latter, they used AAMD while the former study used CGMD. In this study we use larger 
system compared with the previous studies58. According to our fit at Figure 4.5, the screening 
length for 𝐶4𝑀𝐼𝑀 and 𝐶8𝑀𝐼𝑀 are 1.19 and 1.03 nm, respectively. In addition , longer chain ionic 
liquid provides far more accurate picture regarding screening length in ionic liquid solutions, 
especially as this topic has been focus of many new researches in the academia59,60.  
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Table 4.1 The bond, angle, and dihedral types for cation.  
 Atoms Type  Atoms Type 
1 Me-Ar Bond 7 Bu-TM-TM Angle 
2 Ar-Bu Bond 8 TM-TM-TM Angle 
3 Bu-TM Bond 9 Me-Ar-Bu-TM Dihedral 
4 TM-TM Bond 10 Ar-Bu-TM-TM Dihedral 
5 Me-Ar-Bu Angle 11 Bu-TM-TM-TM Dihedral 
6 Ar-Bu-TM Angle 12 TM-TM-TM-TM Dihedral 
 
Due to the simplicity of Eq. 4.4, it is expected to only predict qualitative behavior of RTILs 
which are highly structured liquid. According to our result, the screening length of RTILs 
decreases by increasing the chain length of alkyl chain, which is expected as the heterogeneity of 
the system increases due to the interaction between the alkyl chains. Furthermore, alkyl chain 
interactions decrease correlation due to Coulombic interactions therefore decreases the screening 
length. We calculate these parameters for CGMD simulation for 𝑛 = {4, 6, 8, 10} using CGMD 
simulation. The results are provided in the Figure 4.5.  
 
Table 4.2 Coordination number obtained from AAMD and CGMD simulations for 𝐶4𝑀𝐼𝑀 and 
𝐶8𝑀𝐼𝑀. 
𝑪𝒏𝑪𝟏𝑰𝑴 𝑷𝑭𝟔 𝒏 = 𝟒 𝒏 = 𝟖 
CA-CA CA-AN AN-AN CA-CA CA-AN AN-AN 
AAMD 6.87 2.52 5.89 2.72 3.25      6.19 
CGMD-SP 6.91 2.58 5.89 2.05 3.22 6.11 
CGMD-LJ 6.91 2.60 5.81 2.03 3.21 6.02 
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Figure 4.2 Bead-Bead RDF of 𝐶8𝑀𝐼𝑀 for interactions between new bead and other beads. As 
new bead is neutral the correlations are weak. a. AN-TM b. Ar-TM c. TM-Bu d. TM-Me e. TM-
TM 
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Figure 4.3 Structural properties of the center of mass from AAMD and CGMD. a-c) AN-AN, 
CA-AN, and CA-CA RDF for 𝐶4𝑀𝐼𝑀 d-f) AN-AN, CA-AN, and CA-CA RDF for 𝐶8𝑀𝐼𝑀  
 
 
4.2 Thermodynamics and dynamics properties 
Thermodynamics and dynamics properties obtained from bottom-to-top CGFF are usually 
different compared with those obtained by reference system. It is, however, possible to correct 
interaction parameters in order to reproduces several properties61,40. In this study, we adopted CRE 
minimization in order to reproduce pressure of AAMD simulation. We also study transferability 
and representability of the current CGFF to obtain other thermodynamics and dynamics properties 
in different thermodynamic states and alkyl chains.  
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Figure 4.4 The Charge distribution functions calculated for 𝐶4𝑀𝐼𝑀 and 𝐶8𝑀𝐼𝑀 at 400 K. The 
fit has been used to find screening length which has been find to be 1.19 and 1.03 nm for a. 
𝐶4𝑀𝐼𝑀 and b. 𝐶8𝑀𝐼𝑀, respectively. 
 
Table 4.3 Transferability of CGFF for a temperature range of 300-450 K. Number density for 
C4 and C8 at different temperatures obtained from CGMD with B-Spline and LJ functional form 
for pair potentials. 
𝑻 (𝑲) 
𝑪𝟒𝑪𝟏𝑰𝑴 𝑷𝑭𝟔 ,  𝝆 (𝒏𝒎
−𝟑) 𝑪𝟖𝑪𝟏𝑰𝑴 𝑷𝑭𝟔 , 𝝆 (𝒏𝒎
−𝟑) 
AAMD CGMD SP CGMD LJ AAMD CGMD SP CGMD LJ 
300 2.89 2.82 (2.31%) 2.93 (1.51%) 2.20 2.13 (3.18%) 2.22 (0.91%) 
350 2.80 2.76 (1.21%) 2.81 (0.44%) 2.13 2.09 (1.88%) 2.14 (0.47%) 
400 2.71 2.71 (0.00%) 2.69 (0.6%) 2.05 2.05 (0.00%) 2.05 (0.00%) 
450 2.62 2.65 (1.14%) 2.58 (1.64%) 1.98 2.01 (1.52%) 1.97 (0.51%) 
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4.2.1. Density  
As a result of the constraint optimization of RE which is formulated in the canonical 
ensemble, it is expected to reproduce the target pressure and density in the isothermal-isobaric 
ensemble. Therefore, we study transferability and representability of CGFF parameters by 
calculation density of CGMD simulation in the NPT ensemble for different alkyl-chains and 
thermodynamic states. Table 4.3 and 4.4 show results obtained from AAMD and CGMD for 
different temperature and alkyl-chains, respectively. Density obtained from CGMD simulations 
are in good agreement with results obtained from AAMD simulation with the maximum error of 
3 percent. 
4.2.2. Thermal Expansion and Compressibility Coefficients 
We compare the AAMD and CGMD thermal expansion coefficients defined as follows, 
𝛼 =
1
𝑉
(
𝜕𝑉
𝜕𝑇
)
𝑃
≈ − (
ln(𝜌2 𝜌1⁄ )
𝑇2 − 𝑇1
)
𝑃
           (4.5) 
where 𝜌 is the density obtained from CGMD and AAMD simulations. The thermal 
expansion coefficients are determined based on the densities provided in Table 4.4. In the same 
manner, we evaluate the isothermal compressibility based on the densities at P = 1 atm and P = 
100 atm, by following equation, 
𝜅𝑇 = −
1
𝑉
(
𝜕𝑉
𝜕𝑃
)
𝑇
=
1
𝜌
(
𝜕𝜌
𝜕𝑃
)
𝑇
= (
𝜕 ln(𝜌)
𝜕𝑃
)
𝑇
≈ (
ln(𝜌2 𝜌1⁄ )
𝑃2 − 𝑃1
)
𝑇
 (4.6) 
The computed values for these quantities are listed in Table 4.4 based on the AAMD and 
CGMD simulation and experimental values. The values of these quantities are in good agreement 
with each other. Like previous studies, we observe that CGFF have shortcoming in exact 
reproduction of other thermodynamics properties58. 
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Table 4.4 Transferability of CGFF for different alkyl-chain lengths based on the number 
density. 
𝑪𝒏𝑪𝟏𝑰𝑴 𝑷𝑭𝟔  𝒏 4 6 8 10 
AAMD Density 2.71 2.33 2.05 1.75 
CGMD SP 
Density 2.71 2.27 2.05 1.77 
Relative 
error 
(0.00%) (2.64%) (0.00%) (1.14%) 
CGMD LJ 
Density 2.69 2.26 2.05 1.78 
Relative 
error 
(0.6%) (3.00%) (0.00%) (1.71%) 
 
 
Figure 4.5 Screening length of ILs based on alkyl-chain length, upside triangle AAMD results, 
downside CGMD results at 400 K and 1 bar.  
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4.2.3. Diffusion Coefficient  
Transport property of RTILs plays a crucial role in many microscopic and macroscopic 
phenomena, especially charge dynamics in ECDL capacitors17. Molecular dynamics simulations 
provide the trajectories of the molecules from which diffusion coefficients can be extracted, 
especially in slit pores, where diffusion can be one to two orders of magnitude smaller than bulk 
or even can occur faster compared to bulk62–64. The diffusion coefficient can be determined using 
the Einstein relation 
𝐷 =
1
6
 lim
𝑡→∞
𝑑
𝑑𝑡
〈|∆𝒓(𝑡)|2〉 =
1
6
 lim
𝑡→∞
𝑑
𝑑𝑡
〈|𝒓𝑖(𝑡) − 𝒓𝑖(0)|
2〉 (4.7) 
where the diffusion coefficient is the mean slop of mean square displacements when time 
goes to infinity. Figure 4.6. shows 𝐶4𝑀𝐼𝑀 diffusion coefficients obtained from CGMD 
simulations and experimental values. CGFFs usually lead to a faster dynamics as many degree of 
freedom are removed and the free energy landscape is smoothed out during the coarse-graining 
process. There are attempts to reproduce underlying reference dynamics in CGFFs65–68. The 
diffusion coefficients obtained using SP pair potentials, are in a better agreement to the 
experimental values compared to LJ functional form. Because, far more accurate free energy 
landscape is reproduced using spline potential. Based on the results from AAMD, CGMD, and 
experiments, we see that the governing physics still works as anions moves slower compared to 
cations which can be related to high charge concentration on anions.  
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Figure 4.6 Diffusion coefficient with temperature for 𝐶4𝑀𝐼𝑀 
 
Table 4.5 Thermal expansion (𝛼) and isothermal compressibility (𝜅𝑇) coefficients obtained from 
CGMD simulation and compared with experimental values69. The experimental thermal expansion 
and isothermal compressibility coefficients are obtained at temperature of 343.2 and 323.2 K for C4 
and C8, respectively. 
 
𝑪𝟒𝑪𝟏𝑰𝑴 𝑷𝑭𝟔 
𝑪𝟖𝑪𝟏𝑰𝑴 𝑷𝑭𝟔 
Exp. CGMD SP 
CGMD 
    LJ Exp. 
CGMD SP CGMD LJ 
𝛼
× 10−4, 𝐾−1 
5.95 4.1 8.5 5.80       3.9      8.0 
𝜅𝑇 , GPa
−1 0.498 0.85 1.97 0.491 0.71      1.17 
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CHAPTER 5: CONCLUSION AND FUTURE WORK 
We have developed a systematic structure-based coarse-grained force field (CGFF) for 
simulation of imidazolium-based ionic liquids, which has a good transferability across different 
chain lengths. The force field is developed using constraint relative entropy minimization (CRE) 
method in order to reproduce thermodynamic properties like pressure. Furthermore, the structure 
of ionic liquids and charge alternation are investigated using both AAMD and CGMD simulations. 
Representability of CGFF for other thermodynamics properties e.g. thermal expansion and 
compressibility are obtained and compared with experimental values. Furthermore, the dynamical 
properties are also studied and compared with experimental values. The qualitative dynamical 
behavior of both system are similar.  
The developed method paves the way for more realistic coarse-grained force field to be 
developed for systems with charged entities. The method is also extendable to reproduce different 
thermodynamics properties subject to physical phenomena under investigation. 
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APPENDIX A: LAGRANAGE MULTIPLIER 
Lagrange multiplier method for optimization of function f(𝐱) where 𝐱 =  (x1, x2, … xn) subject to 
constraint of the form, 
𝑔(𝒙) = 0 (A1) 
(in this study, the constraint is assumed to be g(x) =
1
2
(
pCG(x)−pAA
pAA
)
2
) is associated with an 
unknown Lagrange multiplier λ, which is determined by imposing the solution of constraint onto 
the solution, 𝐱. The function F(𝐱, λ) can be constructed as, 
𝐹(𝒙, 𝜆) ≡ 𝑓(𝒙) − 𝜆𝑔(𝒙 ) (A2) 
Minimizing F(𝐱, λ) with respect to 𝒙 results in obtaining the minima of constrained f(𝐱). Assuming 
current point x = x0, then a quadratic Taylor series of F(𝐱, λ) can be written as follows, 
𝐹(𝒙, 𝜆) ≅ 𝐹(𝒙𝟎, 𝜆) + ∑(𝑥𝑖 − 𝑥𝑖
0)
𝑛
𝑖=1
(
𝜕𝐹
𝜕𝑥𝑖
)
0
+ (𝜆 − 𝜆0) (
𝜕𝐹
𝜕𝜆
)
0
+  
1
2
∑ ∑(𝑥𝑖 − 𝑥𝑖
0)
𝑛
𝑗=1
(
𝜕2𝐹
𝜕𝑥𝑖𝜕𝑥𝑗
)
0
(𝑥𝑗 − 𝑥𝑗
0)
𝑛
𝑖=1
+ ∑(𝑥𝑖 − 𝑥𝑖
0)
𝑛
𝑖=1
(
𝜕2𝐹
𝜕𝑥𝑖𝜕𝜆
)
0
(𝜆 − 𝜆0)    
(A3) 
 
where the second derivative of 𝐹(𝒙, 𝜆) with respect to Lagrange multiplier is zero ((
𝜕2𝐹
𝜕𝜆2
)
0
= 0). 
Substituting Eq. A2 into the right-hand side of the Eq. A3 and neglecting the second derivative of 
terms involving constraints, 
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𝐹(𝒙, 𝜆) ≅ 𝐹(𝒙𝟎, 𝜆) + ∑(𝑥𝑖 − 𝑥𝑖
0)
𝑛
𝑖=1
{(
𝜕𝑓
𝜕𝑥𝑖
)
0
− 𝜆0 (
𝜕𝑔
𝜕𝑥𝑖
)
0
} − (𝜆 − 𝜆0)𝑔(𝒙𝟎)
+  
1
2
∑ ∑(𝑥𝑖 − 𝑥𝑖
0)
𝑛
𝑗=1
{(
𝜕2𝑓
𝜕𝑥𝑖𝜕𝑥𝑗
)
0
− 𝜆0 (
𝜕2𝑔
𝜕𝑥𝑖𝜕𝑥𝑗
)
0
} (𝑥𝑗 − 𝑥𝑗
0)
𝑛
𝑖=1
− ∑(𝑥𝑖 − 𝑥𝑖
0)
𝑛
𝑖=1
(
𝜕𝑔
𝜕𝑥𝑖
)
0
(𝜆 − 𝜆0),     
(A4) 
 
Eq. A4 simplified to Eq. A5, 
𝐹(𝒙, 𝜆) ≅ 𝐹(𝒙𝟎, 𝜆) + ∑(𝑥𝑖 − 𝑥𝑖
0)
𝑛
𝑖=1
(
𝜕𝑓
𝜕𝑥𝑖
)
0
+  
1
2
∑ ∑(𝑥𝑖 − 𝑥𝑖
0)
𝑛
𝑗=1
(
𝜕2𝑓
𝜕𝑥𝑖𝜕𝑥𝑗
)
0
(𝑥𝑗 − 𝑥𝑗
0)
𝑛
𝑖=1
− (𝜆 − 𝜆0)𝑔(𝒙𝟎) − ∑(𝑥𝑖 − 𝑥𝑖
0)
𝑛
𝑖=1
(
𝜕𝑔
𝜕𝑥𝑖
)
0
𝜆0        
(A5) 
The required condition to minimize 𝐹(𝒙, 𝜆) with respect to 𝑥𝑖 is, 
0 =
𝜕𝐹
𝜕𝑥𝑖
= (
𝜕𝑓
𝜕𝑥𝑖
)
0
+ ∑(𝑥𝑗 − 𝑥𝑗
0)
𝑛
𝑗=1
(
𝜕2𝑓
𝜕𝑥𝑖𝜕𝑥𝑗
)
0
− (
𝜕𝑔
𝜕𝑥𝑖
)
0
𝜆0     (A6) 
where 𝑔(𝒙𝟎) is a constant with respect to 𝑥𝑖. Defining the following variables, 
Γ𝑖 ≡ (
𝜕𝑓
𝜕𝑥𝑖
)
0
 (A7) 
HS𝑖𝑗 ≡ (
𝜕2𝑓
𝜕𝑥𝑖𝜕𝑥𝑗
)
0
 (A8) 
J𝑖 ≡ (
𝜕𝑔
𝜕𝑥𝑖
)
0
 (A9) 
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Equation A10 can be expressed in the matrix form as, 
𝚪 + 𝐇𝐒. Δ𝐱 − 𝐉𝐓𝜆 = 0 (A10) 
Expanding the constraint to first order at the update point and substituting it back into Eq. A9, the 
following equation can be obtained, 
Δ𝐱 = 𝐇𝐒−𝟏. 𝚪 − 𝐇𝐒−𝟏𝐉𝐓. (𝐉. 𝐇𝐒−𝟏𝐉𝐓)−𝟏(𝑔0 − 𝐉. 𝐇𝐒−𝟏. 𝚪) (A11) 
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APPENDIX B: MOLECULAR STRUCTURE 
 
Table B1. Bead Properties. 
Name Mass Charge 
Me 15.04 0.22 
Ar 67.07 0.56 
Bu 57.12 0.22 
AN 144.96 -1.00 
TM 14.04 0.00 
 
 
Table B2. Angle Definition. 
Type Atom 
1 Me-Ar-Bu 
2 Ar-Bu-TM 
3 Bu-TM-TM 
4 TM-TM-TM 
 
 
 
 
Table B3. Dihedral Definition. 
Type Atom 
1 Me-Ar-Bu-TM 
2 Ar-Bu-TM-TM 
3 Bu-TM-TM-TM 
4 TM-TM-TM-TM 
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Table B4. Length-scale parameters for LJ interactions. 
𝜎 (nm) 
Bead name Me Ar Bu AN TM 
Me 0.351646 0.651969 0.406918 0.395818 0.421714 
Ar - 0.375451 0.466293 0.867274 0.397035 
Bu - - 0.474692 0.513959 0.491721 
AN - - - 0.497446 0.409569 
TM - - - - 0.386074 
 
 
Table B5. Energy-scale parameters for LJ interactions. 
𝜖 ( kJ mol-1 ) 
Bead name Me Ar Bu AN TM 
Me 0.351646 0.651969 0.406918 0.395818 0.421714 
Ar - 0.375451 0.466293 0.867274 0.397035 
Bu - - 0.474692 0.513959 0.491721 
AN - - - 0.497446 0.409569 
TM - - - - 0.386074 
 
 
 
 
Table B6. Charge scalar factor for Coulombic interactions. 
 
Charge scalar factor 
𝐴𝑐 0.6263584 
 
 
47 
 
 
 
  
 
Figure B.1. Angle distribution shown in the same order as their definitions in Table B2. 
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Figure B.2. Dihedral angle distribution shown in the same order as their definitions in Table 
B3. 
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APPENDIX C: MD SIMULATION DETAILS 
 
C.1 All-atom molecular dynamics (AAMD) simulation 
The all-atom force field is taken from ref.70, which consists of nonbonded and bonded 
potentials, and can be written as follows, 
𝑉𝑡𝑜𝑡𝑎𝑙 = 𝑉𝑛𝑏 + 𝑉𝑏 (C1) 
The nonbonded potential includes short-range van der Waals (VDW) and long-range 
Coulombic interactions. The nonbonded interactions are considered for atoms in different 
molecules or atoms in one molecule with three or more bonds apart; 1-4 interactions are scaled 
down by the fudge factor of 𝑓𝑖𝑗 = 0.5, otherwise 𝑓𝑖𝑗 = 1. The Lorentz-Berthelot combination rules 
are applied to obtain the interaction parameters between unlike atoms. The nonbonded potential 
can be written as, 
𝑉𝑛𝑏 = 𝑓𝑖𝑗 (4𝜖𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (
𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
] +
𝑞𝑖𝑞𝑗
4𝜋𝜖0𝑟𝑖𝑗
) (C2) 
where 𝜖𝑖𝑗 and 𝜎𝑖𝑗 are the energy- and length-scale parameters of LJ interactions between atoms i 
and j. 𝑞 is charge of each atom. In order to accurately calculate long-range Coulombic interaction, 
the Particle Mesh Ewald (PME) method has been used.  
The bonded interactions include bond, angle, and dihedral terms among the atoms of the 
same molecule. Within the OPLSA force field, angle and bonds are described by harmonic 
potential while cosine potential is used to describe dihedral interactions. The total bonded potential 
can be written as follows, 
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𝑉𝑏 = ∑
1
2
𝑘𝑟(𝑟 − 𝑟0)
2
𝑏𝑜𝑛𝑑𝑠
+ ∑
1
2
𝑘𝜃(𝜃 − 𝜃0)
2
𝑎𝑛𝑔𝑙𝑒𝑠
+ ∑ {
1
2
𝐾1 [1 + cos(𝜙)] +
1
2
𝐾2 [1 − cos(2𝜙)]     
𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠
+   
1
2
𝐾3 [1 + cos(3𝜙)] +
1
2
𝐾4 [1 − cos(4𝜙)]} 
(C3) 
All the molecular dynamics simulations have been performed using the GROMACS 
package71. Initial configurations of ILs have been created using PACKMOL72. Prior to the 
production run, we performed an isothermal-isobaric (NPT) simulated annealing procedure with 
the following sequential steps: melting at high temperature T=600 K for 4ns, annealing from 600 
K to 400 K for 4ns, and equilibration at 400 K for 4ns. Finally, we performed a production run of 
12ns in NPT ensemble to collect enough statistics. During the simulation, to maintain the 
temperature at 400 K and pressure at 1bar, the Nosé-Hoover30 thermostat and Berendsen barostat29 
were used with time constants of 0.2 ps and 1 ps, respectively. Periodic boundary conditions were 
applied in all directions. For the van der Waals (vdw) interactions, we used the standard 12-6 
Lennard-Jones potential with a cutoff length of 1.3 nm. The Coulomb interactions were treated via 
particle mesh Ewald summation73 with a real space cutoff of 1.3 nm and FFT grid spacing of 0.1 
nm. Long range dispersion corrections for energy and pressure were applied during bulk MD 
simulations. The LINCS algorithm has been used to fix all hydrogen bonds. The equations of 
motion are integrated every 1fs. Using the trajectories from the production run, pressure, diffusion, 
and radial distribution functions (RDFs) of the all-atom system have been calculated. 
C.2 Coarse-grained molecular dynamics (CGMD) simulation 
The CGMD simulation includes both nonbonded and bonded interactions. However, as 
most of the bonds show small deviation from their equilibrium value during the AAMD simulation 
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their length has been restricted using LINCS algorithm. For short chain Imidazolium -based IL (n 
= 4) based on the previous studies52,53,74 the angle is kept constant. For longer ILs dihedral and 
angle interactions are calculated based on the tabular potentials obtained from AAMD distributions 
using the Boltzmann Inversion. The nonbonded interaction in CGMD simulation is chosen to have 
either 12-6 LJ form or B-Spline form. The NVT ensemble has been used to perform the CGMD 
simulations. To maintain the temperature, the Nosé-Hoover thermostat was used with a time 
constant of 0.2 ps. For the van der Waals (vdw) interactions, we consider a cutoff length of 1.5 
nm. Similar to AAMD simulations, the Coulomb interactions were treated via particle mesh Ewald 
summation with a real space cutoff of 1.5 nm and FFT grid spacing of 0.12 nm. The CGMD 
simulations were carried out for at least 2 ns to make sure that enough statistics are collected and 
the calculated pressure is converged. PME is used for electrostatic interactions. 
