Background {#Sec1}
==========

In recent years, Burr type X (BX) distribution was introduced by Burr ([@CR5]) and it has received much attention in the literatures. The BX distribution has played an important role in reliability study, modeling the life time of random phenomena, health, agriculture and biology. Consider the two parameter Burr type X with cumulative distribution function (CDF),$$\documentclass[12pt]{minimal}
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                \begin{document}$$\theta ,\lambda$$\end{document}$ are the shape and scale parameters, respectively. Then the probability density function (PDF) is$$\documentclass[12pt]{minimal}
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                \begin{document}$$f(x,\theta ,\lambda )=2\theta \lambda ^{2}\,x \,e^{-(\lambda x)^{2}}\left[ 1-e^{-(\lambda x)}\right] ^{\theta -1}.$$\end{document}$$The *k*th moment for the BX distribution is defined as in Surles and Padgett ([@CR30])$$\documentclass[12pt]{minimal}
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                \begin{document}$$\mu ^{(k)}=\frac{\theta }{\lambda ^{k}} \Gamma \left( \frac{m}{2}+1\right) \sum ^{\theta - 1}_{j=0} {\theta -1 \atopwithdelims ()j}\frac{(-1)^{j}}{\left( j+1\right) ^{\frac{k}{2}+1}}.$$\end{document}$$The two parameter BX has several types of distribution like Rayleigh (R) when $\documentclass[12pt]{minimal}
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                \begin{document}$$(\theta = 1)$$\end{document}$ and Burr type X distribution with one parameter (BX1) when $\documentclass[12pt]{minimal}
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                \begin{document}$$(\lambda =1)$$\end{document}$. BX1 has been studied by some authors, for example: Ahmad Sartawi and Abu-Salih ([@CR3]),  Jaheen ([@CR11]),  Jaheen ([@CR12]),  Ahmad et al. ([@CR2]),  Raqab ([@CR23]) and Surles and Padgett ([@CR28]). Surles and Padgett ([@CR29]) proposed and observed that Eq. ([1](#Equ1){ref-type=""}) could be used quite effectively in modeling strength data as well as modeling general life time data. Raqab and Kundu ([@CR24]) studied the relationship of Burr type X with Weibull, Gamma, Generalized Exponential and Exponentiated Weibull distributions.  Lio et al. ([@CR15]) studied the control charts for monitoring Burr X, and in the same year (Smith et al. [@CR26]) studied the higher order inference for stress--strength reliability with independent Burr X.

In this article we extend the Burr type X distribution with two parameters introduced by Surles and Padgett ([@CR29]) by proposing the beta Burrtype X (BBX) distribution which contains some special sub models and it seems to be more flexible as an alternative model to use in a variety of life time problems.

The extension of this Burr type X distribution with two parameters is through the beta-G generator defined by  Eugene et al. ([@CR9]). We investigate and explore the properties of this new distribution. Eugene et al. ([@CR9]) proposed a new technique for building a new distribution from G(x). It is known as the beta generalized class of distribution and it has two shape parameters in the generator. If G is the cumulative function of any random variable, the beta generalized distribution is define by$$\documentclass[12pt]{minimal}
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                \begin{document}$$G(x,\alpha ,\beta )=\frac{1}{B(\alpha ,\beta )} \int ^{F(x)}_{0}t^{\alpha -1}(1-t)^{\beta -1}dt \quad 0<\alpha , \beta < \infty,$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$\beta$$\end{document}$ are the extra shape parameters for the G distribution.
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                \begin{document}$$0< x <1,\; \alpha>0,\; \beta >0$$\end{document}$ and$$\documentclass[12pt]{minimal}
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                \begin{document}$$B(\alpha ,\beta )=\frac{\Gamma (\alpha ) \Gamma (\beta )}{\Gamma (\alpha +\beta )}.$$\end{document}$$The CDF for beta distribution is$$\documentclass[12pt]{minimal}
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                \begin{document}$$G(x,\alpha ,\beta )=\frac{1}{B(\alpha ,\beta )} \int ^{x}_{0}t^{\alpha -1}(1-t)^{\beta -1}dt .$$\end{document}$$Another function for beta distribution is the Incomplete beta function and is defined as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} G(x,\alpha ,\beta )=I_{x}(\alpha ,\beta ) =\frac{B(x,\alpha ,\beta )}{B(\alpha ,\beta )} , \end{aligned}$$\end{document}$$where by$$\documentclass[12pt]{minimal}
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                \begin{document}$$B(x,\alpha ,\beta )=\int ^{x}_{0}t^{\alpha -1}(1-t)^{\beta -1}dt .$$\end{document}$$ Paranaíba et al. ([@CR21]) have introduced beta Burr type XII (BBXII) distribution which has five parameters (4 shape and one scale), which is different model to BBX. The BBXII has sub-models such is beta Weibull, beta Log-Logistic, beta Pareto type II, and exponentiated Burr type XII it is different from BBX as we see later.

This kind of class has received considerable attention in recent years. After the work by Eugene et al. ([@CR9]) many authors follow the same idea by taking a different G(x) such as  Nadarajah and Gupta ([@CR18]), Nadarajah and Kotz ([@CR19], [@CR20]),  Akinsete et al. ([@CR4]), Silva et al. ([@CR25]),  Pescim et al. ([@CR22]), Cordeiro et al. ([@CR7], [@CR6]),  Lemonte ([@CR14]), Domma and Condino ([@CR8]), Merovci and Sharma ([@CR16]), and  Jafari et al. ([@CR10]), among others. The rest of this paper is organized as follows: in "[Beta Burr X](#Sec2){ref-type="sec"}" section, we introduce the PDF and CDF of beta Burr type X, the plot of the PDF and hazard function followed by finding the limit of Hazard function. In "[Some properties of the BBX distribution](#Sec4){ref-type="sec"}" section, we discuss some important properties of the BBX. The estimation parameters by using maximum likelihood estimation (MLEs) of the unknown parameters are derived in "[Parameter estimation](#Sec9){ref-type="sec"}" section. We have provided the simulation study in "[Simulation study](#Sec10){ref-type="sec"}" section. The application of the model on real data set are provided in "[Application](#Sec11){ref-type="sec"}" section. Finally, "[Conclusion](#Sec12){ref-type="sec"}" section ends with some conclusions.

Beta Burr X {#Sec2}
===========

In this section, we introduce the BBX and discuss its important properties. Suppose that *F*(*x*) is the cumulative distribution function of a random variable X. The CDF for a generalized class of distribution for the random variable of X, according to  Eugene et al. ([@CR9]), can be generated by applying the inverse CDF for a beta distribution.

PDF, CDF, hazard function, plots, and limit {#Sec3}
-------------------------------------------

For any continuous baseline, the cumulative distribution function for the beta-G distribution G(x) is given as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\beta$$\end{document}$ are additional shape parameters.

The probability density function is given by $\documentclass[12pt]{minimal}
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                \begin{document}$$x>0,\alpha>0, \beta>0, \lambda ,\theta > 0$$\end{document}$ that can be reduced to$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$g(x,\alpha ,\beta ,\lambda , \theta )=\frac{2\theta \lambda ^{2} x e^{-(\lambda x)^{2}}}{B(\alpha ,\beta )}\left[ 1-e^{-(\lambda x)^{2}}\right] ^{ \theta \alpha -1} \left\{ 1-\left[ 1-e^{-(\lambda x)^{2}}\right] ^{\theta }\right\} ^{\beta -1}.$$\end{document}$$If X is a random variable with PDF ([6](#Equ6){ref-type=""}) ,then $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$X\sim$$\end{document}$ BBX$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$(\alpha ,\beta ,\lambda ,\theta )$$\end{document}$.
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Figures [1](#Fig1){ref-type="fig"} and [2](#Fig2){ref-type="fig"} illustrate some of possible shapes of the density and hazard functions for selected parameter values. The density and hazard functions can take many forms depending on the selected different values of parameter. The hazard function can be an increased form or bathtub shape depending on the values of parameter. The BBX distribution as we can see is more flexible than Burr type X distribution with two parameters. We can see that by the additional parameters of shape $\documentclass[12pt]{minimal}
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The limit of beta-Burr type X density function when $\documentclass[12pt]{minimal}
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Some properties of the BBX distribution {#Sec4}
=======================================

We use the appropriate transformation to ease the steps of attaining the properties of BBX distribution starting from the equation of the CDF ([7](#Equ7){ref-type=""}). First, if $\documentclass[12pt]{minimal}
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Quantile function, skewness and kurtosis {#Sec5}
----------------------------------------
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Sub models {#Sec6}
----------

The BBX has many special sub models by fixing some parameters as the follows:When $\documentclass[12pt]{minimal}
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Moment and the moment generating function {#Sec7}
-----------------------------------------

In this section we find the moment and moment generating function (mgf) for BBX. Some of the most important properties of the distributions can be studied from the moments such as tendency, dispersion, skewness and kurtosis. The definition of *r*th moment of the BBX distribution is$$\documentclass[12pt]{minimal}
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Order statistics {#Sec8}
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Parameter estimation {#Sec9}
====================

The most widely used method for the estimation of parameters of distribution is the maximum likelihood estimation method (MLE) and the moment method. We employ the maximum likelihood estimation method MLE to estimate the unknown parameter of BBX distribution.

Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$X_{1},X_{2}, \ldots ,X_{n}$$\end{document}$ be a random sample of size *n* from BBX $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\left( \alpha ,\beta ,\lambda ,\theta \right)$$\end{document}$ distribution. The likelihood function is given by$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} L(\alpha ,\beta ,\lambda ,\theta&=\frac{2^{n}\theta ^{n}\lambda ^{2 n}x^{n}e^{-\sum ^{n}_{i=1}(\lambda x _{i})^{2}}\left[ \Gamma (\alpha +\beta )\right] ^{n}}{\left[ \Gamma (\alpha )\right] ^{n} \left( \Gamma (\beta )\right) ^{n}} \prod ^{n}_{i=1} \left[ 1-e^{-\left( \lambda x_{i}\right] ^{2}}\right] ^{(\alpha \theta -1)} \nonumber \\&\quad *\prod ^{n}_{i=1}\left\{ 1-\left[ 1-e^{-(\lambda x _{i})^{2}}\right] ^{\theta }\right\} ^{\beta -1}\,\,. \end{aligned}$$\end{document}$$The log-likelihood function for the vector of parameters $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\Theta =(\alpha ,\beta ,\lambda ,\theta )^{T}$$\end{document}$ is expressed as$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} l=l(\Theta )&= n[\log 2 +\log \theta + 2 \log \lambda + \log x + \log \Gamma (\alpha +\beta )-\log \Gamma (\alpha )\nonumber \\&\quad - \,\log \Gamma (\beta )] -\sum ^{n}_{i=1}(\lambda x _{i})^{2}+(\alpha \theta -1)\sum ^{n}_{i=1}\log \left[ 1-e^{-(\lambda x _{i})^{2}}\right] \nonumber \\&\quad +\,(\beta -1)\sum ^{n}_{i=1}\log \left[ 1-\left( 1-e^{-(\lambda x _{i})^{2}}\right) ^{\theta }\right] . \end{aligned}$$\end{document}$$By taking partial derivatives of log-likelihood in ([22](#Equ22){ref-type=""}) with respect to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\alpha ,\beta ,\lambda ,$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\theta$$\end{document}$ and equating the derivatives to zero we get.$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \frac{\partial l}{\partial \alpha }&= n\Psi (\alpha +\beta )-n\Psi (\alpha )+\theta \sum ^{n}_{i=1}\log \Big [1-e^{-(\lambda x_{i})^{2}}\Big ]=0. \\ \frac{\partial l}{\partial \beta }&= n\Psi (\alpha +\beta )-n\Psi (\beta )+\sum ^{n}_{i=1}\log \left\{ 1-\left[ 1-e^{-(\lambda x_{i})^{2}}\right] ^{\theta }\right\} =0. \\ \frac{\partial l}{\partial \lambda }&=\frac{2n}{\lambda }-2\lambda \sum ^{n}_{i=1}(x_{i})^{2}+(\alpha \theta -1)\sum ^{n}_{i=1}\frac{2\lambda (x_{i})^{2} e^{-(\lambda x_{i})^{2}}}{1-e^{-(\lambda x_{i})^{2}}} \\&\quad -(\beta -1)\sum ^{n}_{i=1}\frac{2\theta \lambda (x_{i})^{2}\left[ 1-e^{-(\lambda x_{i})^{2}}\right] ^{(\theta -1)}e^{-(\lambda x_{i})^{2}}}{\left\{ 1-\left[ 1-e^{-(\lambda x_{i})^{2}}\right] ^{\theta }\right\} }=0.\\ \frac{\partial l}{\partial \theta }&=\frac{n}{\theta }+\theta \sum ^{n}_{i=1}\log \left[ 1-e^{-(\lambda x_{i})^{2}}\right] \\&\quad -(\beta -1)\sum ^{n}_{i=1}\frac{\left[ 1-e^{-(\lambda x_{i})^{2}}\right] ^{\theta }\log \left[ 1-e^{-(\lambda x_{i})^{2}}\right] }{\left\{ 1-\left[ 1-e^{-(\lambda x_{i})^{2}}\right] ^{\theta }\right\} }=0. \end{aligned}$$\end{document}$$The expected value of the unit score vector vanishes leading to the following equations$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$E\left\{ \sum ^{n}_{i=1}\log \left[ 1-e^{-(\lambda x_{i})^{2}}\right] \right\} =\frac{n\Psi (\alpha )-n\Psi (\alpha +\beta )}{\theta }.$$\end{document}$$$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$E\left\{ \sum ^{n}_{i=1}\log \left[ 1-\left( 1-e^{-(\lambda x_{i})^{2}}\right) ^{\theta }\right] \right\} =n\Psi (\beta )-n\Psi (\alpha +\beta ) .$$\end{document}$$$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$E\left\{ \sum ^{n}_{i=1}\frac{\left( 1-e^{-(\lambda x_{i})^{2}}\right) ^{\theta }\log \left( 1-e^{-(\lambda x_{i})^{2}}\right) }{\left\{ 1-\left[ 1-e^{-(\lambda x_{i})^{2}}\right] ^{\theta }\right\} }\right\} =\frac{n\left( 1-\theta [\Psi (\alpha )-\Psi (\alpha +\beta )]\right) }{\theta (\beta -1)}.$$\end{document}$$It is impossible to solve Eqs. [23](#Equ23){ref-type=""}--[25](#Equ25){ref-type=""} algebraically to obtain the MLEs for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\alpha ,\beta ,\lambda ,$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\theta$$\end{document}$. We can use software to obtain the MLE's numerically like NR (Newton--Raphson), Limited-Memory quasi-Newton code for Bound-constrained optimization (L-BFGS-B), BFGS (Broyden--Fletcher--Goldfarb--Shanno), SANN (Simulated-Annealing) and, BHHH (Berndt--Hall--Hall--Hausman). In the literature, there are authors who have developed new alternative of neural network for the parameter estimates of Burr family distributions see  Abbasi et al. ([@CR1]),  Zoraghi et al. ([@CR31])
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Simulation study {#Sec10}
================

We consider Monte Carlo simulation studies to asses the performance of the MLEs of $\documentclass[12pt]{minimal}
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Application {#Sec11}
===========

In this section, we use a real data set to illustrate that the beta-Burr X distribution is a better model than Burr type X, Burr type X one parameter, Generalized Exponential, and Rayleigh distributions. The description of the data are as follows:

This data set consists of 63 observations of the strengths of 1.5 cm glass fibers, originally obtained by workers at the UK National Physical Laboratory. Unfortunately, the units of measurement are not given in the paper. The data are: 0.55, 0.74, 0.77, 0.81, 0.84, 0.93, 1.04, 1.11, 1.13, 1.24, 1.25, 1.27, 1.28, 1.29, 1.30, 1.36, 1.39, 1.42, 1.48, 1.48, 1.49, 1.49, 1.50, 1.50, 1.51, 1.52, 1.53, 1.54, 1.55, 1.55, 1.58, 1.59, 1.60, 1.61, 1.61, 1.61, 1.61, 1.62, 1.62, 1.63, 1.64, 1.66, 1.66, 1.66, 1.67, 1.68, 1.68, 1.69, 1.70, 1.70, 1.73, 1.76, 1.76, 1.77, 1.78, 1.81, 1.82, 1.84, 1.84, 1.89, 2.00, 2.01, 2.24. These data have also been analyzed by Smith and Naylor ([@CR27]) Table 2The ML estimates, log-likelihood, AIC, CAIC and BIC for data setModelML estim.LLAICCAICBICBeta Burr type X$\documentclass[12pt]{minimal}
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In order to compare all the distribution models, we consider criteria like log likelihood (LL), Akaike Information Criterion (AIC), Consistent Akaike Information Criterion (CAIC) and Bayesian information criterion (BIC) for the data set. The better distribution corresponds to smaller LL, AIC, AICC and BIC values. The distribution of the data is skewed to the left (skewness = --0.95 and kurtosis = 1.01). This suggest that the BBX distribution is very good in modeling left skewed data.
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The LR test statistic to test the hypotheses $\documentclass[12pt]{minimal}
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Table [2](#Tab2){ref-type="table"} shows MLEs for each one of the two fitted distributions for data set and the values of LL, AIC, CAIC and BIC values. The values in the Table [2](#Tab2){ref-type="table"}, indicate that the beta Burr X is a strong competitor to other distributions used here for fitting the data set. A density plot compares the fitted densities of the models with the empirical histogram of the observed data. The fitted density for the beta Burr X model is closer to the histogram than the fits of the other sub models.

Conclusion {#Sec12}
==========

In this paper, we proposed a new distribution which generalizes the Burr type X distribution. We named is beta Burr type X and it has a special sub models. The CDF, PDF, hazard function and limit of PDF are derived. Additionally, some of the mathematical and statistical properties like quantile function, skewness, kurtosis, *r*th moment and order statistic are also provided. The model parameters are estimated by using maximum likelihood estimation and we derived the observed information matrix. Simulation study is carried at under varying sample size to assess the performance of this model. Finally, application of a real data set by using the goodness of fit is illustrated. This new distribution provides a better fit than its sub models and it is very good model for left skewed data.

Appendix {#Sec13}
========
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