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Abstract
We present an integer programming framework to build accurate and interpretable discrete linear
classification models. Unlike existing approaches, our framework is designed to provide practitioners with
the control and flexibility they need to tailor accurate and interpretable models for a domain of choice. To
this end, our framework can produce models that are fully optimized for accuracy, by minimizing the 0–1
classification loss, and that address multiple aspects of interpretability, by incorporating a range of discrete
constraints and penalty functions. We use our framework to produce models that are difficult to create
with existing methods, such as scoring systems and M-of-N rule tables. In addition, we propose specially
designed optimization methods to improve the scalability of our framework through decomposition and
data reduction. We show that discrete linear classifiers can attain the training accuracy of any other linear
classifier, and provide an Occam’s Razor type argument as to why the use of small discrete coefficients can
provide better generalization. We demonstrate the performance and flexibility of our framework through
numerical experiments and a case study in which we construct a highly tailored clinical tool for sleep
apnea diagnosis.
1 Introduction
“Each time one of our favorite [machine learning. . . ] approaches has been applied in industry,
the [interpretability. . . ] of the results, though ill-defined, has been a decisive factor of choice.”
— Yves Kodratoff, The Comprehensibility Manifesto
Possibly the greatest obstacle in the deployment of predictive models is the fact that humans simply do
not trust them. Consider a case where the prediction of a black-box machine learning model disagrees with
a doctor’s intuition on a high-stakes medical decision: if only we could explain how the model combined
various input variables to generate its prediction, then we could use this information to validate its
prediction, and convince the doctor to make the right decision.
Recent research in statistics and machine learning has primarily focused on designing accurate and
scalable black-box models to address complex automation problems such as spam prediction and computer
vision [35]. In turn, the goal of creating interpretable models – once recognized as a holy grail in the
fields of expert systems and artificial intelligence – has been neglected over the last two decades. Even so,
interpretable models are far more likely to be accepted across numerous domains because they are easy to
explain, easy to troubleshoot, and capable of producing insights from data. These domains include credit
scoring [76], crime prediction [102, 2, 93], national defense [27], marketing [49, 114], medical diagnosis
[106, 112], and scientific discovery [104, 36, 48].
Interpretable models provide “a qualitative understanding of the relationship between joint values of
the input variables and the resulting predicted response value,” [38]. The process of creating models
that convey such qualitative understanding, however, is inherently complicated due to the fact that
interpretability is a subjective and multifaceted notion [57, 86, 35]. Models that are highly interpretable
to one audience may be completely uninterpretable to others due to differences in their affinity for certain
types of knowledge representation, their exposure to the data, and/or their domain expertise [57, 75, 35].
In practice, the interpretability of a predictive model is therefore often addressed through a tailoring
process, in which practitioners adjust multiple qualities such as:
1. Sparsity : According to Miller [80], humans can only handle a few cognitive entities at once (7± 2). In
statistics, sparsity refers to the number of terms in a model and constitutes the standard measure of
model complexity [101, 98]. Sparsity has drawbacks as a measure of interpretability because models
that are too sparse are thought to oversimplify complicated problems [35].
2. Expository Power : Humans are seriously limited in estimating the association between three or more
variables [52]. Linear models help us gauge the influence of one input variable with respect to the others
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by comparing their coefficients. Many medical scoring systems [e.g. 3] and criminology risk assessment
tools [e.g. 102, 116] enhance the expository power of linear models by using integer coefficients. This
approach has recently been adopted by Chevaleyre et al. [26] and Carrizosa et al. [23].
3. Monotonicity : Ru¨ping [98] warns that humans tend to find a fact understandable if they are already
aware of it. He illustrates this idea using the statement “rhinoceroses can fly,” - a very understandable
assertion that no one would believe. Unfortunately, the signs of coefficients in many linear models
are at odds with views of domain experts due to the correlation between variables. In turn, recent
approaches to interpretable predictive modeling have sought to produce models with monotonicity
constraints so that the relationship between input variables and the predicted response value matches
the views of domain experts [10, 87, 114, 77].
State-of-the-art methods for linear classification were not designed for building interpretable predictive
models. These methods were primarily designed to be scalable – making approximations in how they
measure accuracy (i.e. by using surrogate loss functions, such as the logistic loss), how they measure
interpretability (by using proxy measures, such as the L1-norm), or their optimization process (by using
heuristics). Methods that use approximations produce models that are not fully optimized for accuracy
or interpretability. Moreover, they provide practitioners with poor control in the training process, as
practitioners have to perform extensive tuning in order to obtain a model that satisfies even simple
constraints on accuracy and interpretability.
In this paper, we introduce a framework for building accurate and interpretable predictive models. Our
framework uses integer programming (IP) to produce linear classification models with discrete coefficients.
Unlike existing methods, our approach is primarily designed to help practitioners tailor accurate predictive
models for their domain of choice. To this end, our framework avoids approximations and provides an
unprecedented level of flexibility and control in the training process, allowing practitioners to: (i) optimize
the 0–1 classification loss, which produces models that are highly accurate, completely robust to outliers,
and that achieve the best learning-theoretic guarantee on accuracy; (ii) control the balance between
accuracy and interpretability via meaningful regularization parameters that can be set purposefully,
without the extensive tuning required of existing methods; (iii) incorporate preferences and constraints
on a wide range of model qualities including sensitivity, specificity, sparsity, monotonicity, coefficient
values, and feature composition.
We illustrate how our framework can create a wide range of linear and rule-based models that are
difficult to produce using existing methods, such as scoring systems and rule tables. In addition, we pair
our models with specially designed optimization methods to assist with scalability, such as data reduction,
which eliminates some of the training data prior to the heavier integer programming computation, and
loss decomposition, which provides a means to train our models with any convex loss function (using an
IP solver) and with polynomial running time in the number of examples. We present theoretical results
to show that our discrete linear classifiers can attain the training accuracy of any other linear classifier,
and provide an Occam’s Razor type argument as to why the use of small discrete coefficients can provide
better generalization. We demonstrate the flexibility of our approach on a real-world problem by building
a tailored clinical tool for sleep apnea diagnosis. Lastly, we present numerical experiments to show that
our framework can produce accurate and interpretable models for many real-world datasets in minutes.
1.1 Related Work
Interpretability is a widely-used yet “ill-defined” concept in the literature [86, 57]. In this paper, we view
interpretability as a notion that not only governs how easy it is to understand a predictive model in a
particular domain, but also governs how likely it is for a predictive model to be used in that domain. Our
view is aligned with many related works, which may refer to it using related terms and concepts such as
comprehensibility [57, 35], acceptability [75], and justifiability [75, 77].
A comprehensive review on the interpretability of popular classification models can be found in [35].
In assessing the interpretability of classification models, we distinguish between transparent models, which
provide a textual or visual representation of the relationship between input variables and the predicted
outcome, and black-box models, which do not. Popular transparent classification models include linear
models (addressed in this work), decision trees [88, 110, 90], decision lists [94, 65], and decision tables
[58]. The interpretability of transparent models is usually improved by tuning sparsity [107, 120, 29, 50,
89, 19, 59, 47], by ensuring monotonic relationships between certain input variables and the predicted
outcome [10, 87, 114, 77], and by restricting coefficients to a small set of integer values [23, 26]. Popular
black-box models include artificial neural networks [109], support vector machines [113], and ensemble
models such as random forests [18] and AdaBoost [37]. The interpretability of black-box models is mainly
improved by auxiliary methods that extract rules and prototype examples to illustrate the relationship
between input variables and the predicted outcome [78, 111, 40, 76, 11]. These rules and prototypes are
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useful for troubleshooting and generating insights, but do not allow practitioners to tailor models that fit
the accuracy and interpretability constraints of a given domain.
In practice, training interpretable models involves a tailoring process that requires control over multiple
qualities of models, and could even require control over qualities that have not been addressed in the
literature [86]. Many existing methods do not include controls over multiple interpretability-related
qualities, forcing practitioners to train a model that is either sparse, expository, or monotonic (see e.g.
Section 6). Further, existing methods make approximations in the way they measure accuracy (i.e.
by using a convex surrogate loss function, Bartlett et al. 9), the way they measure interpretability
(by using proxy measures, such as an L1-norm), or the way they train their models (i.e. by using
heuristic procedures, such as rounding). Approximations result in a poor trade-off between accuracy and
interpretability [17, 34, 93]. Linear classifiers that minimize surrogate loss functions, for instance, are not
robust to outliers [67, 85]. Similarly, linear classifiers that regularize the L1-norm are only guaranteed to
match the correct sparse solution (i.e. the one that minimizes the number of non-zero coefficients) under
very restrictive conditions that are rarely satisfied in practice [119, 70]. Performance issues aside, methods
that use approximations often provide poor control over interpretability as they require extensive tuning
of free parameters. Pazzani [86], for example, mentions “we must adjust the available parameters with
indirect control over these criteria until we satisfy the domain expert.”
There is a “conflicting... [and unfounded].. set of claims in the literature as to which [type of model]...
is easiest to understand,” [86]. Methods that are specifically designed to be interpretable often market a
specific and limited brand of interpretability, that may not produce models that are interpretable across
all domains. This is consistent with field studies on interpretability, which often conclude that different
predictive models are “most” interpretable in different domains for different reasons [103, 60, 1, 51]. Even
recent methods that are specifically designed to produce interpretable models make approximations.
Carrizosa et al. [23], for instance, use a MIP-based approach to produce discrete linear classification
models that highlight the agreement of features and the outcome using a Likert scale, but train these
models with the hinge loss (i.e. an approximate measure of accuracy). Similarly, Chevaleyre et al. [26],
propose discrete linear classification as a way to create M-of-N rule tables [108], but train these models
using randomized rounding (i.e. an approximate means of optimization).
Our paper is about an integer programming (IP) framework to train linear classification models with
discrete linear coefficients with any discrete or convex loss function. Our use of integer programming
is meant to avoid the use of approximations, and provides practitioners with flexibility and control in
the training process. Mixed-integer programming (MIP) has been previously applied to classification
problems, but not in this way [see e.g. 64, 32, 24]. Many MIP approaches deal with the misclassification
minimization problem, which trains a linear classification model with real coefficients by minimizing
the 0–1 loss [95, 73, 5, 97]. Early attempts at misclassification minimization were only feasible for
tiny datasets with at most N = 200 examples [54, 31]. Accordingly, a large body of work has focused
on improving the scalability of misclassification minimization by modifying formulations [20], applying
heuristics [95, 118, 4], and designing specialized algorithms [100, 96, 85]. Recent progress in commercial
MIP software has made it possible to solve exponentially larger problems [13, 12], and ushered in new MIP
classification models that involve feature selection [42, 45, 46, 84], or the creation of a reserved-judgement
region [22, 21].
Our framework can produce discrete linear models that attain the training accuracy of any other
linear classifier (see Section 5.1). In addition, it can reproduce many interpretable linear models in the
literature, such as those of Tian and Tibshirani [106], Chevaleyre et al. [26], Carrizosa et al. [25], and
Carrizosa et al. [23], often providing substantial improvements in terms of accuracy, flexibility, control,
and scalability. Our framework addresses many unresolved challenges that have been brought up in the
literature such as:
• the ability to control the trade-off between accuracy and interpretability (the need for which is men-
tioned by Bradley et al. 16, and addressed in Section 2);
• the ability to incorporate hard constraints on model size (the need for which is mentioned by Schwabacher
and Langley 99, and addressed in Section 2.5);
• the ability to train models that scale to large databases (the need for which is mentioned by Bradley
et al. 16, and addressed in Section 4.1);
• the need algorithms to remove redundant or irrelevant data (which is mentioned by Bradley et al. 16,
and addressed in Section 4.2);
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2 Framework
We start with a dataset of N training examples DN = {(xi, yi)}Ni=1 where each xi ∈ X ⊆ RP+1 denotes
a vector of features [1, xi,1, . . . , xi,P ]
T and each yi ∈ Y = {−1, 1} denotes a class label. We consider
linear classification models of the form y = sign
(
λTx
)
, where λ ⊆ RP+1 denotes a vector of coefficients
[λ0, λ1, . . . , λP ]
T and λ0 denotes an intercept term. We determine the coefficients of our models by solving
an optimization problem of the form:
min
λ
Loss (λ;DN ) + C · Φ(λ)
s.t. λ ∈ L.
(1)
Here: the loss function Loss (λ;DN ) : RP+1×(X×Y)N → R penalizes misclassifications; the interpretabil-
ity penalty function Φ(λ) : RP+1 → R induces soft interpretability-related qualities that are desirable
but may be sacrificed for greater accuracy; the interpretability set L encodes hard interpretability-related
qualities that are absolutely required; and the regularization parameter C controls the balance between
accuracy and soft interpretability-related qualities.
We make the following assumptions, without loss of generality: (i) the interpretability set is specified
component-wise so that L = {λ : λj ∈ Lj ⊆ R for j = 0, . . . , P}; (ii) the interpretability set contains
the null vector so that 0 ∈ L; (iii) the interpretability penalty is additively separable so that Φ(λ) =∑P
j=0 Φ(λj) (iv) the intercept is never penalized so that Φ(λ0) = 0; (v) the loss function for the data is
an average over losses for the training examples so that
Loss (λ;DN ) = 1
N
N∑
i=1
Loss (λ; (xi, yi)) .
2.1 On Accuracy, Flexibility and Scalability
We formulate the optimization problem in (1) as an integer program (IP) with discrete variables. Discrete
variables provide us with flexibility and control by letting us directly formulate objectives and constraints
in terms of quantities that we care about, without the use of approximations. Using discrete variables,
for example, we can train models with the 0–1 loss function,
Loss (λ;DN ) = 1
N
N∑
i=1
1
[
yiλ
Txi ≤ 0
]
,
which directly measures the error rate. Similarly, we can regularize models with the L0-penalty, Φ(λ) =
‖λ‖0 , which directly measures the number of non-zero coefficients.
Classifiers that minimize the 0–1 loss are highly accurate, robust to outliers, and provide the best
learning-theoretic guarantee on predictive accuracy [see also 85]. Because of this, classifiers that min-
imize a 0–1 loss and a user-defined interpretability penalty attain the best-possible trade-off between
accuracy and interpretability: when we train models with the 0–1 loss function and the `0-penalty, for
example, we only sacrifice classification accuracy to attain higher sparsity, and vice versa. There are
no additional sources of bias due to computational shortcuts, such as a convex surrogate loss function,
or L1-regularization term on the coefficients. As we will show, these shortcuts can hinder accuracy,
interpretability and control.
Our framework produces linear models whose coefficients lie within a discrete interpretability set L.
Using discrete interpretability, we can train models that are difficult to create with the state-of-the-
art, such as scoring systems and rule tables (see Section 3), and also encode complicated accuracy and
interpretability-related constraints without tuning free parameters (see Section 6). In theory, we can
craft L so that a linear classifier with discrete coefficients λ ∈ L is at least as accurate as any linear
classifier with real coefficients ρ ∈ RP+1 (see Section 5.1). In practice, we find that linear classifiers
with coefficients λ ∈ L are highly accurate even when the coefficients are restricted to a small discrete
L set, and we demonstrate this via numerical experiments in Section 7. While there is a sacrifice made
in accuracy for restricting coefficients to a discrete set, our experiments show that this sacrifice is not
that bad. In fact, a worse sacrifice is often made by using approximation measures to induce accuracy or
sparsity.
Training models with the 0–1 loss function and a direct interpretability penalty also has the benefit
of producing a meaningful regularization parameter. When we train models with the 0–1 loss and an
L0-penalty, for example, C represents the number of training examples we would misclassify to change the
sparsity of the model by one term. In a more general setting, the regularization parameter, C, represents
the price of interpretability and can be set a priori as the maximum training accuracy that we are willing
4
to sacrifice to achieve one unit gain in interpretability in the optimal classifier. Setting C < 1
N max Φ(λ)
produces a classifier that achieves the highest possible training accuracy. Setting C > 1 − 1
N
produces
a classifier that achieves the highest possible interpretability. Thus, we can attain all possible levels of
training accuracy and interpretability for our model by constraining the regularization parameter to the
interval, C ∈ [ 1
N max Φ(λ)
, 1− 1
N
]. Figure 1 illustrates this range for the breastcancer dataset.
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Figure 1: Training error and model size for linear classifiers trained on the
breastcancer dataset for over 200 values of the regularization parameter C0. We
restrict λj ∈ Z ∩ [−10, 10], and regularize with Φ(λ) = ‖λ‖0 so that max Φ(λ) = P . All
possible values of accuracy and interpretability are attained for C0 ∈ [1/NP, 1 − 1/N ].
Setting C0 < 1/NP is guaranteed to yield a model with the most interpretability. Set-
ting C0 > 1− 1/N is guaranteed to yield a model with the highest accuracy. There are
at most min(N,P ) equivalence classes of C0.
If we require increased scalability, we can replace the 0–1 loss function with any convex loss function,
such as the hinge loss or the exponential loss, using a decomposition method (see Section 4.1). This
approach allows us to train models with polynomial running time in N , with the same IP solver and
with any discrete interpretability penalty and interpretability set. However, it loses the advantages of the
0–1 loss, such as the high degree of accuracy, the robustness to outliers, the meaningful regularization
parameter, and the ability to formulate hard constraints on the training error. In light of this, we
recommend training models with the 0–1 loss, and only using a different loss if the training process
becomes computationally challenging or the final model has to produce conditional probability estimates
(in which case we use the logistic loss or the exponential loss).
2.2 Restricting Coefficients to Any Discrete Set
We restrict coefficients λ to a generalized discrete set, where each coefficient λj takes one of Kj values
from the set Lj = {lj,1, . . . , lj,Kj}. We do this by defining Kj binary variables, uj,k ∈ {0, 1}, and including
the following constraints in the IP formulation:
λj =
K∑
k=1
lj,kuj,k for all j
K∑
u=1
uj,k ≤ 1 for all j.
Generalized discrete sets can be used, for instance, to restrict coefficient λj to all possible values that
have two significant digits and are between −9900 to 9900 by setting:
L =
 λ ∈ ZP
λj = d1 × 10E1 + d2 × 10E2 for j = 1, . . . , P
d1, d2 ∈ {0,±1,±2, . . . ,±9}
E1, E2 ∈ {0, 1, 2, 3}
E2 = E1 − 1
 .
These sets are especially useful for producing expository models when features have wildly different or-
ders of magnitude. Consider, for instance, a model such as: predict violent crime in neighborhood if
sign[0.0001(#residents) -3(#parks) +60(#thefts last year)]>0. Here, using coefficients with one signif-
icant digit maintains the expository power of the model, and draws attention to the units of the each
feature by clarifying that the values of residents are much larger than those of parks.
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2.3 Incorporating Monotonicity Constraints
The interpretability of linear models can be significantly improved when the signs of coefficients match
the intuition or background knowledge of domain experts [87, 114, 77]. We can train models that include
these kind of relationships by using sign constraints (also referred to as monotonicity constraints).
Consider training a model with integer coefficients between −Λ and Λ. In this case, we can restrict
coefficients with indices j ∈ Jpos to be non-negative, coefficients with indices j ∈ Jneg to be non-positive,
and coefficients with indices j ∈ Jfree to take on either sign by defining:
Lj =

{λj ∈ Z ∩ [0,Λ]} if j ∈ Jpos
{λj ∈ Z ∩ [−Λ, 0]} if j ∈ Jneg
{λj ∈ Z ∩ [−Λ,Λ]} if j ∈ Jfree.
These sets can be added to an IP formulation using lower or upper bound constraints for λj . Sign-
constrained formulations can have the side effect of improved computational performance since they
narrow down the feasible region of the IP. Correct prior knowledge on the sign of the coefficients may
also result in a more accurate predictive model [28].
2.4 Incorporating Feature-Based Preferences
Domain experts sometimes require models that incorporate preferences among different features. Our
framework can incorporate such preferences by minimizing a weighted L0-penalty with a customized
regularization parameter for each coefficient (C0,j) along with the 0–1 loss.
Consider a case where we wish for our model to use feature j instead of feature k. We can set
C0,k = C0,j + , where  > 0 represents the maximum additional accuracy that we are willing to sacrifice
in order to use feature j instead of feature k. Thus, setting C0,k = C0,j + 0.02 would ensure that we
would only be willing to use feature k instead of feature j if it yields an additional 2% gain in accuracy
over feature k.
This approach can also be used to deal with missing data. Consider training a model where feature
j contains M < N missing points. Instead of dropping these points, we can impute the values of the M
missing examples, and adjust the regularization parameter C0,j so that our model only uses feature j if
it yields an additinal gain in accuracy of more than M examples:
C0,j = C0 +
M
N
.
The adjustment factor is chosen so that: if M = 0 then C0,j = C0 and if M = N then C0,j = 1 and
the coefficient is dropped entirely (see Theorem 5). This adjustment ensures that features with lots of
imputed values are more heavily penalized than features with fewer imputed values.
2.5 Incorporating Feature-Based Constraints
The interpretability of classification models is often tied to the composition of input variables [35]. Our
framework can provide fine-grained control over the choice of input variables of in a model by formulating
constraints in terms of discrete indicator variables, αj = 1 [λj 6= 0].
We can use these indicator variables to impose a hard limit on the number of input variables (e.g. 10)
in our classification model by adding the following constraint to our IP formulation,
P∑
j=1
αj ≤ 10.
More generally, we can use these variables to fine-tune the composition of input variables in our models.
As an example, consider the following constraint, which imposes an “either-or” condition to ensure that
a model will not include both male and female as input variables:
αmale + αfemale ≤ 1.
Alternatively, consider the following constraint, which imposes an “if-then” condition to ensure that a
model will only include hypertension and heart attack if it also includes stroke:
αheart attack + αhypertension ≤ 2αstroke.
We can also encode more complicated relationships: we can encode a hierarchical relationship among
input variables (a partial order), for instance, by requiring that an input variables in the leaves is only
used when all features above it in the hierarchy are also used:
αleaf ≤ αnode for all nodes above the leaf.
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2.6 Training Models for Imbalanced Data
The vast majority of real-world classification problems are imbalanced. In these problems, training a
classifier by maximizing classification accuracy often produces a trivial model (i.e. if the probability
of heart attack is 1%, a classifier that never predicts a heart attack is still 99% accurate). Handling
highly imbalanced data is incredibly difficult for most classification methods: even taking a cost-sensitive
approach [see 72], it is difficult to produce anything except a model classifier that always predicts either
the majority or minority class [see e.g. 44].
Given N+ positively-labeled examples from the set I+ = {i : yi = +1}, and N− negatively-labeled
examples from the set I− = {i : yi = −1}, the cost-sensitive approach uses a weighted loss function,
Loss (λ;DN ) = 1
N
∑
i∈I+
W+Loss (λ; (xi, yi)) +
1
N
∑
i∈I−
W−Loss (λ; (xi, yi)) .
Here, we can adjust the weights W+ or W− to control the accuracy on the positive and negative class,
respectively. We assume without loss of generality that W+ +W− = 1.
Our framework has several unique benefits when training models for imbalanced problems. When we
train models with the weighted 0–1 loss, we can set the values of W+ and W− purposefully. Specifically,
we can set W+ < 1
1+N+
to train a model that classifies all of the negative examples correctly, and set
W+ > N
−
1+N− to train a model that classifies all of the positive examples correctly. Thus, we can train
models that attain all possible levels of sensitivity (i.e. accuracy on the positive class) and specificity (i.e.
accuracy on the negative class) by limiting W+ ∈
[
1
1+N+
, N
−
1+N−
]
.
Another benefit is that we can explicitly limit the sensitivity or specificity of our models without
tuning. When domain experts specify hard constraints on sensitivity or specificity, we can encode these
constraints into the IP, and produce a model in a “single-shot” procedure that does not require grid
search over W+ and W−. Consider, for example, a case where we need to train the most accurate model
with a maximum error of 20% on negatively-labeled examples. We can train this model by solving an
optimization problem with the form:
min
λ
1
N
∑
i∈I+
W+1
[
yiλ
Txi ≤ 0
]
+
1
N
∑
i∈I−
W−1
[
yiλ
Txi ≤ 0
]
s.t.
1
N−
∑
i∈I−
1
[
yiλ
Txi ≥ 0
]
≤ 0.20 (2)
λ ∈ L.
We set W+ > N
−
1+N− and set W
− = 1−W+ so that the optimization aims to find a classifier that classifies
all of the positively-labeled examples correctly, at the expense of misclassifying all of the negatively-
labeled examples. Constraint (2) prevents this from happening, and limits the error on negatively-
labeled examples to 20%. Thus, the optimal classifier attains the highest accuracy among classifiers with
a maximum error of 20% on negatively-labeled examples.
A similar single-shot procedure can be used for classification problems with an “intervention budget.”
These are problems where we need to find a model that attains the highest classification accuracy on a
subset of the population. Suppose that we had a budget to predict yˆi = +1 at most 25% of the time,
because we have the resources to take an action on 25% of the population. We can train this model by
solving an optimization problem with form:
min
λ
1
N
∑
i∈I+
W+1
[
yiλ
Txi ≤ 0
]
+
1
N
∑
i∈I−
W−1
[
yiλ
Txi ≤ 0
]
s.t.
1
N
N∑
i=1
1
[
λTxi ≥ 0
]
≤ 0.25 (3)
λ ∈ L.
Here, constraint (3) ensures that any feasible classifier predicts yˆi = +1 at most 25% of the time. We set
W+ > N
−
1+N− and set W
− = 1−W+ so that the optimization aims to produce a classifier that classifies all
of the positively labeled examples accurately. In addition, we set W− = 1−W+ so that the optimization
also aims to classify negatively examples accurately as a secondary objective. Thus, the optimal classifier
attains the highest possible training accuracy among classifiers that satisfy the intervention budget.
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3 Models
In this section, we present four different kinds of interpretable models that can be produced with our
framework. We pair each model with an IP formulation that minimizes the 0–1 loss function. These
formulations can be adapted to train models with other loss functions by switching loss constraints
(Appendix B) or by using loss decomposition (Section 4.1).
3.1 Scoring Systems
Scoring systems allow users to make quick, hands-on predictions by adding, subtracting and multiplying a
few meaningful numbers. These models are in widespread use for assessing the risk of medical outcomes
[e.g., 68, 92, 56, 62, 14, 117, 3, 81]. Scoring systems are difficult to reproduce with existing methods
because they require discrete coefficients. Most popular medical scoring systems are often hand-crafted
by domain experts [e.g., 55, 41] or trained using heuristic procedures [e.g., 63].
We can create principled scoring systems by solving an optimization problem of the form:
min
λ
Loss (λ;DN ) + C0 ‖λ‖0 +  ‖λ‖1
s.t. λ ∈ L.
(4)
We refer to a classifier produced by this problem as a Supersparse Linear Integer Model (SLIM), and
provide an example for the breastcancer dataset in Figure 2.
PREDICT TUMOR IS BENIGN if SCORE > 17
1. UniformityOfCellSize × 4 · · · · · ·
2. BareNuclei × 2 + · · · · · ·
ADD POINTS FROM ROWS 1-2 SCORE = · · · · · ·
Figure 2: SLIM scoring system for breastcancer when C0 = 0.025,L0 = Z ∩
[-100, 100], andLj = Z ∩ [-10, 10]. This model has 2 features, which take values between
0–10, and a mean 10-fold CV test error of 3.4± 2.0%.
SLIM creates scoring systems by restricting coefficients to a small set of bounded integers, such as
L = {λ ∈ ZP+1 | |λj | ≤ 20 for j = 0, . . . , P}. Here, the interpretability penalty regularizes the L0-
norm to tune sparsity, and the L1-norm to restrict coefficients to coprime values (i.e. coefficients whose
greatest common denominator is 1). The  is set small enough so that neither training accuracy nor
interpretability is influenced by this term.
To illustrate the use of the L1-penalty, consider classifier yˆ = sign (x1 + x2). If the objective in (4)
minimized only the 0–1 loss and an L0-penalty, then yˆ = sign (2x1 + 2x2) would have the same objective
value as yˆ = sign (x1 + x2) because it makes the same predictions and has the same number of non-zero
coefficients. Because the coefficients are restricted to belong to a discrete set, adding a tiny L1-penalty
in the objective of (4) yields the classifier with the smallest coefficients, yˆ = sign (x1 + x2), where the
greatest common denominator of the coefficients is 1.
When we train SLIM scoring systems with the 0–1 loss function, the regularization parameter C0
can be set as the maximum accuracy we are willing to sacrifice to remove one feature from the optimal
classifier. We can restrict C0 ∈ [ 1NP , 1 − 1N ] as setting C0 < 1NP is guaranteed to produce a classifier
with the highest possible training accuracy while setting C0 > 1− 1N is guaranteed to produce a classifier
with the highest possible sparsity. Given C0 and L, we set  < min (
1
N
,C0)
maxλ∈L‖λ‖1 so that the maximum value
of the L1-penalty  ·maxλ∈L ‖λ‖1 is smaller than the unit value of accuracy and sparsity in the objective
of (4). This ensures that the L1-penalty is small enough to restrict coefficients to coprime values without
affecting accuracy or sparsity.
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We can train a SLIM scoring system with the 0–1 loss function by solving the following IP:
min
λ,ψ,Φ,α,β
1
N
N∑
i=1
ψi +
P∑
j=1
Φj
s.t. Miψi ≥ γ −
P∑
j=0
yiλjxi,j i = 1,...,N 0–1 loss (5a)
Φj = C0αj + βj j = 1,...,P int. penalty (5b)
−Λjαj ≤ λj ≤ Λjαj j = 1,...,P L0 norm (5c)
−βj ≤ λj ≤ βj j = 1,...,P L1 norm (5d)
λj ∈ Lj j = 0,...,P int. set
ψi ∈ {0, 1} i = 1,...,N loss variables
Φj ∈ R+ j = 1,...,P int. penalty variables
αj ∈ {0, 1} j = 1,...,P L0 variables
βj ∈ R+ j = 1,...,P L1 variables
Here, the constraints in (5a) set the loss variables ψi = 1
[
yiλ
Txi ≤ 0
]
to 1 if a linear classifier with
coefficients λ misclassifies example i. This is a Big-M formulation for the 0–1 loss that depends on scalar
parameters γ and Mi (see e.g. Rubin 97). The value of Mi represents the “maximum score when example
i is misclassified”, and can be set as Mi = maxλ∈L(γ − yiλTxi) which is easy to compute since the λj
are restricted to a discrete set. The value of γ represents the “margin” and should technically be set as
a lower bound on yiλ
Txi. When the features are binary, γ can be set to any value between 0 and 1. In
other cases, the lower bound is difficult to calculate exactly, so we set γ = 0.1, which makes an implicit
assumption on the values of the features. The constraints in (5b) define the total interpretability penalty
for each coefficient as Φj = C0αj + βj , where αj = 1 [λj 6= 0] is defined by the constraints in (5c), and
βj = |λj | is defined by the constraints in (5d). We represent the largest absolute value of each coefficient
using the parameters Λj = maxλj∈Lj |λj |.
3.2 Personalized Models
A Personalized Integer Linear Model (PILM) is a generalization of a Supersparse Linear Integer Model
that provides fine-grained soft control over the interpretability of coefficients. To use this model, users
define R+ 1 interpretability sets,
Lr = {lr,1, . . . , lr,Kr} for r = 0, . . . , R,
as well as a “personalized” interpretability penalty,
Φ(λj) =

C0 if λj ∈ L0
...
CR if λj ∈ LR.
These components must be specified so that the penalty regularizes coefficients from less interpretable
sets more heavily. This requires that: (i) the interpretability sets, L1, . . . ,LR are mutually exclusive; (ii)
Lr is more interpretable than Lr+1; (iii) the regularization parameters are monotonically increasing in r,
C0 < C1 < . . . < CR.
When we train PILM with the 0–1 loss function, we can set the regularization parameters Cr as the
minimum gain in training accuracy required to use a coefficient from Lr. As an example, consider training
a model with the 0–1 loss and the interpretability penalty:
Φ(λj) =

C0 = 0.00 if λj ∈ 0
C1 = 0.01 if λj ∈ ±{1, . . . , 10}
C2 = 0.05 if λj ∈ ±{11, . . . , 100}.
In this case, the optimal classifier only uses a coefficient from L1 if it yields at least a 1% gain in training
accuracy, and a coefficient from L2 if it yields at least a 5% gain in training accuracy.
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We can train a PILM classifier with the 0–1 loss function by solving the IP:
min
λ,ψ,Φ,u
1
N
N∑
i=1
ψi +
P∑
j=1
Φj
s.t. Miψi ≥ γ −
P∑
j=0
yiλjxi,j i = 1,...,N 0–1 loss (6a)
Φj =
R∑
r=0
Kr∑
k=1
Cruj,k,r j = 1,...,P int. penalty (6b)
λj =
R∑
r=0
Kr∑
k=1
lr,kuj,k,r j = 0,...,P coefficient values (6c)
1 =
R∑
r=0
Kr∑
k=1
uj,k,r j = 0,...,P 1 int. level per coef. (6d)
ψi ∈ {0, 1} i = 1,...,N loss variables
Φj ∈ R+ j = 1,...,P int. penalty variables
uj,r,k ∈ {0, 1} j = 0,...,P r = 0,...,R k = 1,...,Kr coef. value variables
Here, the loss constraints and Big-M parameters in (6a) are identical to those from the SLIM IP for-
mulation (see Section 3.1). The uj,k,r are binary indicator variables that are set to 1 if λj is equal to
lk,r. Constraints (6d) ensure that each coefficient will use exactly one value from one interpretability set.
Constraints (6c) ensure that each coefficient λj is assigned a value from the appropriate interpretability
set, Lr, and constraints ensure that each coefficient λj is assigned the value specified by the personalized
interpretability penalty.
3.3 Rule-Based Models
Our framework can also produce rule-based classification models when the training data are composed of
binary rules. In general, any real-valued feature (e.g. age) can be converted into a binary rule by setting
a threshold,
age ≥ 25 =
{
1 if age ≥ 25
0 if age < 25.
Such thresholds can be set using domain expertise, rule mining or discretization [69].
In what follows, we assume that we train our models using training data that contains Tj binary rules
hj,t ∈ {0, 1}N for each feature xj ∈ RN in the original data. We make the following assumptions about
the conversion process. If xj is a binary variable, then it is left unchanged so that Tj = 1 and hj,Tj = xj .
If xj is a categorical variable xj ∈ {1, . . . ,K}, then there exists a binary rule for each category so that
Tj = K and hj,t = 1 [xj = k] for t = 1, . . . ,K. If xj is a real variable, then the conversion produces Tj
binary rules of the form hj,t = 1 [xj ≥ vj,t] where vj,t denotes the tth threshold for feature j. Note that
while there exists an infinite number of thresholds for a real-valued feature, we need to consider at most
N−1 thresholds in practice (i.e. one threshold placed each pair of adjacent values, x(i),j < vj,t < x(i+1),j);
using additional thresholds will produce the same set of binary rules and the same rule-based model.
We do not extract binary rules for the intercept term so that λ0 ∈ L0. We also use the same notation
for coefficients of binary rules as we do for regular features, λj,t ∈ Lj for j = 1, . . . , P . Thus, rule-based
models from our framework have the form:
y = sign
λ0 + P∑
j=1
Tj∑
t=1
λj,thj,t
 . (7)
3.3.1 M-of-N Rule Tables
M-of-N rule tables are rule-based models that make predictions as follows: given a set of N rules, predict
yˆ = +1 if at least M of them are true. These models have the major benefit that they do not require
the user to compute a mathematical expression [see 35]. M-of-N rule tables were originally proposed as
auxiliary models that could be extracted from neural nets [108].
We can use our framework to produce fully optimized M-of-N rule tables as follows:
min
λ
Loss (λ;DN ) + C0 ‖λ‖0
s.t. λ0 ∈ Z ∩ [−P, 0]
λj,t ∈ {0, 1} j = 1,...,P t = 1,...,Tj .
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Here, we can achieve exact L0-regularization using an L1-penalty since ‖λj,t‖0 = ‖λj,t‖1 when λj,t ∈
{0, 1}. When we use the 0–1 loss, the regularization parameter C0 can be set as the maximum sacrifice
in training accuracy to remove each rule from the optimal table. The coefficients from this optimization
problem yield an M-of-N rule table with M = λ0 + 1 and N =
∑P
j=1
∑Tj
t=1 λj,t. We provide an example
for the breastcancer dataset in Figure 3.
PREDICT TUMOR IS BENIGN IF
IF AT LEAST 5 OF THE FOLLOWING 8 RULES ARE TRUE
UniformityOfCellSize ≥ 3
UniformityOfCellShape ≥ 3
MarginalAdhesion ≥ 3
SingleEpithelialCellSize ≥ 3
BareNuclei ≥ 3
BlandChromatin ≥ 3
NormalNucleoli ≥ 3
Mitoses ≥ 3
Figure 3: M-of-N rule table for the breastcancer dataset for C0 = 0.9/NP . This
model has 8 rules and a mean 10-fold CV test error of 4.8±2.5%. We trained this model
with binary rules that we created by setting a threshold for each feature at 3.
We can train an M-of-N rule table with the 0–1 loss function by solving the following IP:
min
λ,ψ,Φ
1
N
N∑
i=1
ψi +
P∑
j=1
Φj
s.t. Miψi ≥ γ −
P∑
j=0
Tj∑
t=1
yiλj,thi,j,t i = 1,...,N 0–1 loss (8a)
Φj,t = C1λj,t j = 1,...,P t = 1,...,Tj int. penalty (8b)
λ0 ∈ Z ∩ [−P, 0] intercept values
λj,t ∈ {0, 1} j = 1,...,P t = 1,...,Tj coefficient values
ψi ∈ {0, 1} i = 1,...,N 0–1 loss indicators
Φj,t ∈ R+ j = 1,...,P t = 1,...,Tj int. penalty values
Here, the loss constraints and Big-M parameters in (8a) are identical to those from the SLIM IP formu-
lation (see Section 3.1). Constraints (8b) define the interpretability penalty variables, Φj,t as the value
of the L1-penalty using the fact that ‖λj,t‖0 = ‖λj,t‖1 = λj,t when λj,t ∈ {0, 1}.
3.3.2 Threshold-Rule Models
A Threshold-Rule Integer Linear Model (TILM) is a scoring system where the input variables are thresh-
olded versions of the original feature set (i.e. decision stumps). These models are well-suited to problems
where the outcome has a non-linear relationship with real-valued features. As an example, consider the
SAPS II medical scoring system of Le Gall et al. 63, which assesses the mortality of patients in intensive
care using thresholds on real-valued features such as blood pressure > 200 and heart rate < 40. TILM
scoring systems optimize the binarization of real-valued features by using feature selection on a large
(potentially exhaustive) pool of binary rules for each real-valued feature. Carrizosa et al. [25] and Goh
and Rudin [44] take different but related approaches for constructing classifiers with binary threshold
rules.
We train TILM scoring systems using an optimization problem of the form:
min
λ
Loss (λ;DN ) + Cf · Features + Ct · Rules per Feature +  ‖λ‖1
s.t. λ ∈ L,
Tj∑
t=1
1 [λj,t 6= 0] ≤ Rmax for j = 1, . . . , P,
sign (λj,1) = sign (λj,2) = . . . = sign
(
λj,Tj
)
for j = 1, . . . , P.
(9)
TILM uses an fine-grained interpretability penalty that includes terms for the number of rules used in
the classifier as well as the number of features associated with these rules. The small L1-penalty in the
objective restricts coefficients to coprime values as in Section 3.1. Here, Cf tunes the number of features
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used in the model, Ct tunes the number of rules per feature, and  is set to a small value to produce
coprime coefficients. TILM includes hard constraints to limit the number of binary rules per feature to
Rmax (e.g. Rmax = 3), and to ensure that the coefficients for binary rules from a single feature agree in
sign (this improves the interpretability of the model by ensuring that each feature maintains a strictly
monotonically increasing or decreasing relationship with the outcome).
We train TILM scoring systems with the 0–1 loss by solving the following IP formulation:
min
λ,ψ,Φ,τ,ν,δ
1
N
N∑
i=1
ψi +
P∑
j=1
Φj
s.t. Miψi ≥ γ −
P∑
j=0
Tj∑
t=1
yiλj,thi,j,t i = 1,...,N 0–1 loss (10a)
Φj = Cfνj + Ctτj + 
Tj∑
t=1
βj,t j = 1,...,P int. penalty (10b)
Tjνj =
Tj∑
t=1
αj,t j = 1,...,P feature use (10c)
τj =
Tj∑
t=1
αj,t − 1 j = 1,...,P threshold/feature (10d)
−Λjαj,t ≤ λj,t ≤ Λjαj,t j = 1,...,P t = 1,...,Tj L0 norm (10e)
−βj,t ≤ λj,t ≤ βj,t j = 1,...,P t = 1,...,Tj L1 norm (10f)
τj ≤ Rmax + 1 j = 1,...,P max thresholds (10g)
−Λj(1− δj) ≤ λj,t ≤ Λjδj j = 1,...,P t = 1,...,Tj L0 norm (10h)
λj,t ∈ Lj j = 0,...,P t = 1,...,Tj coefficient values
ψi ∈ {0, 1} i = 1,...,N loss variables
Φj ∈ R+ j = 1,...,P int. penalty variables
αj ∈ {0, 1} j = 1,...,P L0 variables
βj ∈ R+ j = 1,...,P L1 variables
νj ∈ {0, 1} j = 1,...,P feature use indicators
τj ∈ Z+ j = 1,...,P threshold/feature variables
δj ∈ {0, 1} j = 1,...,P sign indicators
Here, the loss constraints and Big-M parameters in (8a) are identical to those from the SLIM IP for-
mulation (see Section 3.1). The interpretability penalty for each coefficient, Φj , is set as Cfνj + Ctτj +

∑Tj
t=1 βj,t in constraints (10b). The variables used in the interpretability penalty include: νj , which
indicate that we use a non-zero coefficient for a binary rule from feature j; τj , which counts the number
of additional binary rules we use from feature j; and βj,t = |λj,t|. The values of νj and τj are derived from
the variable αj,t = 1 [λj,t 6= 0] in constraints (10c) and (10d). Constraints (10g) limit the total number
of binary rules associated with feature j to Rmax. Constraints (10h) ensure that all of the coefficients of
binary rules from a feature j agree in sign; these constraints depend on the variables δj , which are set to
1 when λj,t ≥ 0, and to 0 when λj,t ≤ 0 (the value of δj does not matter if some or all of the coefficients
λj,t are all 0 ).
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4 Methods to Enhance Scalability
In this section, we present two methods to enhance the scalability of our framework, which we refer to
as loss decomposition and data reduction.
4.1 Loss Decomposition
Consider a generic optimization problem from our framework, P,
min
λ
Loss (λ;DN ) + C · Φ(λ)
s.t. λ ∈ L.
Usually, we would solve P by formulating an IP that uses N variables and N constraints to represent
the individual losses, Loss (λ; (xi, yi)) i = 1, . . . , N . This approach does not scale well and may result in
intractable formulations that exceed memory limits for large datasets. The quantity of interest, however,
is not the individual losses but the aggregate loss,
Loss (λ;DN ) = 1
N
N∑
i=1
Loss (λ; (xi, yi)) .
Decomposition methods, also known as cutting-plane or localization methods, are a popular class
of techniques to solve large-scale optimization problems (see Boyd and Vandenberghe 15 and Joachims
53, 2009 for recent applications). The main benefit in applying these methods in our framework is that
we can delegate all data-related computation to an oracle function. The oracle function is stand-alone
function that is called by the IP solver to compute the individual losses, Loss (λ; (xi, yi)) i = 1,...,N ,
and return information about the aggregate loss, Loss (λ;DN ). In this setup, the IP solver queries the
oracle function to obtain information about the aggregate loss at different values of λ. Thus, the IP
solver handles a proxy problem, P˜, that can drop the N variables and N constraints used to compute the
individual losses in the original optimization problem, P.
Decomposition methods use an iterative algorithm that queries the oracle function to build a piecewise
linear approximation of the aggregate loss function in P˜. With each iteration, the piecewise linear
approximation of the aggregate loss improves, and the solution to P˜ converges to the solution of P. In
this way, these methods allows us to obtain the solution for arbitrarily large instances of P, since all of the
computation for the individual losses is done by the oracle function, which can accomodate distributed
computation and generally scales with the same time complexity as matrix-vector multiplication, O(N2).
In addition, these methods allow us to train models with any convex loss function (i.e. including non-
linear functions) using an IP solver because the IP solver repeatedly solves P˜, which contains a piecewise
linear approximation of the loss function.
4.1.1 Benders’ Decomposition
We present a popular decomposition algorithm, known as Benders’ decomposition, in Algorithm 4.1.1.
This algorithm is initialized with a proxy problem P˜0 that represents the aggregate loss using the variable
θ ∈ R:
min
λ,θ
θ + C · Φ(λ)
s.t. λ ∈ L
θ ∈ R.
On the kth iteration, the algorithm solves P˜k to obtain the solution λk. Next, it queries the oracle
function to obtain a cutting plane to the aggregate loss function at λk. A cutting plane at the point λk
is a supporting hyperplane to the aggregate loss function at λk with the form:
θ ≥ Loss
(
λk
)
+ (∇Loss)λk (λ− λk). (11)
Here, Loss
(
λk
) ∈ R and (∇Loss)λk ∈ RP are fixed quantities that denote the value and subgradient of
the aggregate loss at λk, respectively (note that we drop DN for clarity). The algorithm adds the cutting
plane in (11) as a constraint to P˜k to yield the proxy problem P˜k+1,
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min
λ,θ
θ + C · Φ(λ)
s.t. λ ∈ L
θ ∈ R
θ ≥ Loss (λ1) + (∇Loss)λ1 (λ1)(λ− λ1)
...
θ ≥ Loss
(
λk
)
+ (∇Loss)λk (λk)(λ− λk).
In Figure 4, we show how the algorithm uses a collection of k cutting planes, Hk to create a piecewise
linear approximation of the aggregate loss function, L˜oss
(
λ;Hk). This figure also illustrates why decom-
position requires a convex loss function (i.e. the convexity of the loss guarantees that the cutting plane
approximation underestimates the true aggregate loss function).
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Figure 4: Building a piecewise linear approximation to a convex function using cutting
planes. The figure on the left depicts the aggregate loss function Loss (λ) (black) with
cutting planes at the points λ1 and λ2 (grey). The figure on the right depicts the
piecewise linear approximation of the aggregate loss function L˜oss
(
λ;H2) (black), which
is formed as the smallest value of θ that lies above the collection of cutting planes, H2.
In practice, the piecewise linear approximation of the aggregate loss in P˜k improves monotonically
with each iteration, and the solution to P˜k converges to the solution of P (see Floudas 33). We can detect
convergence when the solution to P˜k does not change across multiple iterations (see Appendix C) or by
comparing upper and lower bounds for objective value of P.
To describe these bounds, let us denote the objective function of P as Z(λ) and denote an optimal
solution as λ∗ ∈ argminZ(λ). In addition, let us denote the objective function of P˜k as Z˜(λ;Hk) and
denote an optimal solution as λ˜k ∈ argmin Z˜(λ;Hk). To obtain a lower bound to Z(λ∗), notice that a
piecewise linear approximation of a convex loss function underestimates the true value for all λ ∈ L ⊆ RP .
This implies:
L˜oss
(
λ;Hk
)
≤ Loss (λ) ∀λ ∈ L,
min
λ∈L
L˜oss
(
λ;Hk
)
+ C · Φ(λ) ≤ min
λ∈L
Loss (λ) + C · Φ(λ), (12)
Z˜(λ;Hk) ≤ Z(λ).
To obtain an upper bound to Z(λ∗), notice that a point that is feasible for P˜k is also feasible for P since
both P˜k and P constrain λ ∈ L (all other constraints in P˜k and P are related to the loss function and
do not affect feasible values of λ). This implies:
Z(λ∗) ≤ Z(λk). (13)
Since λk is the minimizer of Z˜(λ;Hk), we have that
Z˜(λk;Hk) ≤ Z˜(λ∗;Hk).
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We can now combine the inequality in (12) for λ = λ∗ with the inequality in (13) to see that
Z˜(λk;Hk) ≤ Z˜(λ∗;Hk) ≤ Z(λ∗) ≤ Z(λk).
Thus, we have derived a lower bound, LBk = Z˜(λk;Hk), and an upper bound, UBk = Z(λk) for Z(λ∗).
These bounds provide a guarantee on the optimality of the solution λk at iteration k.
Algorithm 1 Benders’ decomposition
Input: δ > 0, tolerance gap between upper and lower bound
Input: P, original optimization problem with objective function, Z(λ) = Loss (λ) + C · Φ(λ)
Input: P˜0, initial proxy problem with objective, Z˜(λ;H0) = θ + C · Φ(λ)
Input: oracle function to compute Loss (λ) and (∇Loss)λ for any λ ∈ L
Initialize: k ←− 0, UBk ←−∞, LBk ←− 0
while UBk − LBk < δ do
Solve P˜k to obtain λk
Query the oracle function to obtain Loss
(
λk
)
and (∇Loss)λk
Obtain P˜k+1 by adding the cut, θ ≥ Loss
(
λk
)
+ (∇Loss)λk (λ− λk) to P˜k
UBk+1 ←− max(UBk, Z(λk))
LBk+1 ←− Z˜(λk;Hk)
k ←− k + 1
end while
Output: λk, δ-optimal solution for P
4.1.2 Trade-offs Between Accuracy and Scalability
Loss decomposition requires the use of a convex loss function, and involves trade-offs between accuracy
and computation. In theory, we know that classifiers that minimize the 0–1 loss attain the lowest possible
training accuracy (by definition). In practice, however, we know that this approach may be intractable
for large datasets. Here, we illustrate these tradeoffs using a controlled experiment where we compare the
accuracy of classifiers produced with different loss functions as we increase the size of the training data.
We considered a basic setup where the interpretability penalty includes only an L0-penalty and the
interpretability set restricts coefficients to integers between -10 and 10. With this setup, we trained
one set of classifiers with the logistic loss using the Benders’ decomposition in Algorithm 4.1.1. These
classifiers represent the solution to the following mixed-integer non-linear program:
min
λ
1
N
N∑
i=1
log(1 + exp(−yiλTxi)) + C0 ‖λ‖0
s.t. λ ∈ ZP+1 ∩ [−10, 10]P+1.
(14)
As a comparison, we also trained a set of classifiers with the 0–1 loss by directly optimizing the IP:
min
λ
1
N
N∑
i=1
1
[
yiλ
Txi ≤ 0
]
+ C0 ‖λ‖0
s.t. λ ∈ ZP+1 ∩ [−10, 10]P+1.
(15)
In both cases, we set the value of C0 to
0.9
N
– small enough so that the optimal classifiers for problem
(15) would attain the highest possible training accuracy.
We trained a classifier using each loss function for 17 datasets with the number of examples ranging
between N = 50 to N = 10 000 000. We generated training data from two 5-dimensional Gaussian
distributions with means µ+1 = (2, 2, 2, 2, 2) and µ−1 = (0, 0, 0, 0, 0, 0) and a unit covariance matrix
Σ+1 = Σ−1 = I. Thus, we were able to maintain the same level of difficulty for each N and also
determine that the optimal classifier was linear with coefficients λ∗ = (−10, 2, 2, 2, 2, 2) ∈ L. For each
N , we trained a classifier with the logistic loss by running Benders’ decomposition until convergence. We
then ran the IP solver for the time that it took Benders’ decomposition to converge. Thus, the classifiers
we trained with the logistic loss represent optimal solutions for problem (14) while the classifiers we
trained with the 0–1 loss represent the best feasible solution to (15) that were produced within a severe
time restriction.
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We summarize the results of this experiment in Figures 5 and 6. These results were produced using
simple implementations with default settings in MATLAB 2014a and the CPLEX 12.6 API on 2.6 GHZ
machine with 16GB RAM. Figure 5 shows the time required to train classifiers with the logistic loss
using Benders decomposition for different N (i.e. the runtime for both methods). In this case, the oracle
function computes cutting planes using matrix-vector multiplication in MATLAB and scales with O(N2).
As a result, the algorithm produces the optimal classifier for a dataset with N = 10 000 000 points in
310.3 seconds. We provide an detailed overview of the algorithm for this case in Appendix C. Figure 6
shows the training error for classifiers trained with the logistic loss and the 0–1 loss for different N . Here,
we see that when we impose a limit on computation, there is a threshold above which classifiers trained
with the 0–1 loss achieve higher training error than the classifiers trained with the logistic loss. In this
case, classifiers trained with the 0–1 loss have higher training error for datasets with N ≥ 5000. As a
reminder, these results do not imply we cannot train classifiers for N ≥ 10000 with the 0–1 loss, as we
imposed a severe time limit on the IP solver for the purposes of experimentation, as shown in Figure 5.
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Figure 5: Time required to train a classifier with the logistic loss and Benders’ de-
composition on simulated datasets with N = 50 to N = 10000000. This setup can
optimize a model with N = 10000000 data points in 310.3 seconds. We include an
iteration-by-iteration overview of the algorithm for the N = 10000000 case in Appendix
C.
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Figure 6: Training error of classifiers trained with the logistic loss (black) and the
0–1 loss (red) on datasets with N < 10000 points (left) and N ≥ 10000 points (right).
For each N , we trained the optimal classifier with the logistic loss by running Benders’
decomposition until convergence. We then trained a classifier with the 0–1 loss by
solving an IP for an equivalent amount of time. Thus, the classifiers trained with the
0–1 loss correspond to the best feasible solution for the IP obtained in the time that
it took Benders’ decomposition to converge. Here, the limited training time affects the
accuracy of classifiers trained with the 0–1 loss starting at N = 5000 points; classifiers
trained with the 0–1 loss achieve very poor accuracy for N ≥ 10000 due to the severe
time restriction.
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4.1.3 Discussion
Loss decomposition involves trade-offs between accuracy, scalability and flexibility. On one hand, the
method allows us to efficiently train classifiers with any convex loss function using a IP solver, which
may be necessary when we need to train models that can produce conditional probability estimates (i.e.
using the logistic loss). On the other hand, the method requires us to forfeit key in minimizing the 0–1
loss, such as the robustness to outliers and the ability to formulate hard constraints on accuracy. Even
so, loss decomposition allows us to benefit from scalability while maintaining substantial control over the
interpretability by means a discrete interpretability penalty and discrete interpretability set.
Loss decomposition is well-suited to train models on large-scale datasets because it confines all data-
related computation to an oracle function, which can compute cutting planes for popular loss functions
with polynomial running time in N (as shown in Appendix 8, cutting planes can be computed using
simple operations such as matrix-vector multiplication). Note that loss decomposition does not scale
polynomially in P : increasing P requires the approximation of a high-dimensional loss function which
involves an exponential number of cutting planes. In practice, we can improve the baseline performance
of loss decomposition on datasets with large P by using a one-tree implementation [8, 82]. We can also
substantially improve scalability in P by adding cutting planes at geometrically significant points of the
feasible region of P˜k, such as its center of gravity [83, 66], its Chebyshev center [30], or its analytic center
[6, 43].
4.2 Data Reduction
Data reduction is a procedure for filtering training data when we train models using a robust non-convex
loss function, such as the 0–1 loss. Given initial training data, DN = (xi, yi)Ni=1, and a proxy to our
original optimization problem, data reduction solves N + 1 variants of the proxy problem to identify
examples whose class can be determined ahead of time. These examples are then removed to produce
reduced training data, DM ⊆ DN . The computational gain associated with data reduction comes from
training models with DM , which requires us to solve an instance of our original optimization problem
with N −M fewer loss constraints.
We provide an overview of data reduction in Algorithm 2. To explain how the algorithm works, let
us consider an optimization problem from our framework, expressed in terms of classifier functions:
min
f∈F
Z(f ;DN ). (16)
Here, Z(f ;DN ) = Loss (λ;DN ) + C · Φ(λ) and F = {f : X → Y | f(x) = sign
(
λTx
)
and λ ∈ L}. Data
reduction filters the training data by solving a convex proxy:
min
f∈F˜
Z˜(f ;DN ). (17)
Here, the objective function of the proxy problem, Z˜ : F˜ → R, is chosen as a convex approximation of
the objective function to the original problem, Z : F → R. Similarly, the set of feasible classifiers of the
proxy problem, F˜ , is chosen as a convex approximation of the set of feasible classifiers of the original
optimization problem, F . We assume, without loss of generality, that F ⊆ F˜ .
Data reduction works with any proxy problem so long as we can hypothesize that the ε-level set of
the proxy problem contains the set of optimizers to the original problem. That is, we can use any feasible
set F˜ and any objective function Z˜ : F˜ → R, as long as we can specify a value of ε that is large enough
for the following level set condition to hold:
Z˜(f∗) ≤ Z˜(f˜∗) + ε ∀f∗ ∈ F∗ and f˜∗ ∈ F˜∗. (18)
Here, f∗ denotes an optimal classifier to the original problem from the set F∗ = argminf∈F Z(f) and
f˜∗ denotes an optimal classifier to the proxy problem from the set F˜∗ = argminf∈F˜ Z˜(f). The width
of the the level set, ε is related to the amount of data that will be filtered: if ε is chosen too large, the
method will not filter very many examples and will be less helpful for reducing computation (see Figure
8). In what follows, we often refer to the value Z˜(f˜∗) + ε as the upper bound on the objective value of all
classifiers in the ε-level set.
In the first stage of data reduction, we solve the convex proxy in order to (i) compute the upper bound
on the objective value of all classifiers in the ε-level set, Z˜(f˜∗) + ε, and (ii) to identify a set of baseline
labels, y˜i = sign
(
f˜∗(xi)
)
. In the second stage of data reduction, we solve a variant of the convex proxy
for each of the N examples. Here, the ith variant of the convex proxy for contains an additional constraint
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that forces example i to be classified as −y˜i:
min
f∈F˜
y˜if(xi)<0
Z˜(f). (19)
We denote the optimal classifier obtained by solving the ith variant problem as f˜∗-i. If the optimal value of
the ith variant problem exceeds the upper bound of classifiers in the ε-level set (i.e. Z˜(f˜∗-i) > Z˜(f˜
∗) + ε)
then no classifier in the ε-level set can label point i as −y˜i. In other words, all classifiers in the ε-level set
must label this point as y˜i. Since the ε-level set contains the optimal classifiers to the original problem
by the assumption in (18), we can remove example i from the reduced dataset DM because we know that
any optimal classifier to the original problem will label this point as y˜i. We illustrate this situation in
Figure 7,
In Theorem 1, we prove that we obtain the same set of optimal classifiers if we train a model with
the original data, DN , or the reduced data, DM . In Theorem 2, we provide a set of conditions that are
sufficient for a proxy to the 0–1 loss function to satisfies the level set condition from (18) for any given
ε. These conditions can be used to determine a value of ε that is large enough for the level set condition
to hold for any loss function chosen to approximate the 0–1 loss function. Alternatively, these conditions
can also be used to craft a proxy loss function that fulfills the level-set condition for a fixed value of ε.
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Figure 7: We initialize data reduction with ε large enough so that Z˜(f∗) < Z˜(f˜∗) + ε
for all f∗ ∈ F∗ and all f˜∗ ∈ F˜∗. Here, f∗ denotes an optimal solution to the original
optimization problem from the set of optimal solutions F∗, and f˜∗ denotes a solution to
the proxy optimization problem from the set of optimal solutions F˜∗. Data reduction
trains an classifier f˜∗-i for each example in the initial training data, DN , by solving a
variant of the proxy problem that forces f˜∗-i to label example i in a different way than
f˜∗. Here, Z˜(f˜∗-i) > Z˜(f˜
∗) + ε. Thus, we know the predicted sign of example i and do
not include it in the reduced training data, DM .
Algorithm 2 Data Reduction from DN to DM
Input: DN = (xi, yi)Ni=1, initial training data
Input: min Z˜(f ;DN ) s.t. f ∈ F˜ , convex proxy problem trained with DN
Input: ε, width of the convex proxy level set
Initialize: DM ←− ∅
f˜∗ ←− argminf Z˜(f ;DN )
for i = 1, . . . , N do
y˜i ←− sign
(
f˜∗(xi)
)
f˜∗-i ←− argmin Z˜(f ;DN ) s.t. f ∈ F˜ , y˜if(xi) < 0
if Z˜(f˜∗-i;DN ) ≤ Z˜(f˜∗;DN ) + ε then
DM ←− DM ∪ (xi, yi)
end if
end for
Output: DM , reduced training data
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Theorem 1 (Equivalence of the Reduced Data) Consider an optimization problem used to train a
classifier f ∈ F with data DN ,
min
f∈F
Z(f ;DN ),
as well as a proxy optimization problem used to train a classifier f ∈ F˜ with data DN ,
min
f∈F˜
Z˜(f ;DN ).
Let f∗ denote an optimal classifier to the original problem from the set of optimal classifiers F∗ =
argminf∈F Z(f ;DN ), and let f˜ denote a classifier to the proxy problem from the set of optimal classifiers
F˜∗ = argminf∈F˜ Z˜(f ;DN ).
If we choose a value of ε > 0 large enough so that
Z˜(f∗;DN ) ≤ Z˜(f˜∗;DN ) + ε ∀f∗ ∈ F∗ and f˜∗ ∈ F˜∗, (20)
then data reduction (Algorithm 2) will output a reduced dataset DM ⊆ DN such that
argmin
f∈F
Z(f ;DN ) = argmin
f∈F
Z(f ;DM ). (21)
Proof Proof: See Appendix A.
Theorem 2 (Sufficient Conditions to Satisfy the Level Set Condition) Consider an optimization
problem from our framework,
min
λ∈RP
Z01 (λ) ,
where the objective Z01 : RP → R contains the 0–1 loss function. In addition, consider a proxy optimiza-
tion problem used in a reduction method,
min
λ∈RP
Zψ (λ) ,
where the objective contains a proxy loss function, ψ : RP → R. Let λ∗01 ∈ argminλ∈RP Z01 (λ) denote an
optimizer of the 0–1 loss function, and λ∗ψ ∈ argminλ∈RP Zψ (λ) denote an optimizer of the proxy loss
function.
If the proxy loss function, ψ, satisfies the following properties:
I. Upper Bound on the 0–1 Loss: Z01 (λ) ≤ Zψ (λ) ∀λ ∈ RP
II. Lipschitz Near λ∗01: ‖λ− λ∗ψ‖ < A =⇒ Zψ (λ)− Zψ
(
λ∗ψ
)
< L‖λ− λ∗ψ‖
III. Curvature Near λ∗ψ: ‖λ− λ∗ψ‖ > Cλ =⇒ Zψ (λ)− Zψ
(
λ∗ψ
)
> Cψ
IV. Closeness of Values Near λ∗01: |Zψ (λ∗01)− Z01 (λ∗01) | < ε
then it will also satisfy a level-set condition required for reduction:
Zψ (λ
∗
01) ≤ Zψ
(
λ∗ψ
)
+ ε
for all λ∗01 ∈ argminλ∈RP Z01 (λ) and λ∗ψ ∈ argminλ∈RP Zψ (λ), whenever ε = LCλ obeys Cψ > 2ε.
Proof Proof: See Appendix A.
4.2.1 Off-the-Shelf Implementation
Data reduction can be applied to any optimization problem from our framework by using its convex
relaxation as the proxy problem. This “off-the-shelf” approach avoids the intricacies in finding a suitable
proxy problem for data reduction.
Given an IP from our framework, minZ(f) s.t. f ∈ F , let us denote the convex relaxation of this IP
as minZ(f) s.t. f ∈ F˜ . We assume that F is a discrete set, and that F˜ is the convex hull of this set.
When we use the convex relaxation to the IP as the proxy problem, we can determine a value of ε that
is large enough to satisfy the level set condition from (18) using feasible solutions to the IP. To see this,
let fˆ ∈ F denote a feasible solution to the IP, let f∗ ∈ argminf∈F Z(f) denote an optimal solution to the
IP, and let f˜∗ ∈ argminf∈F˜ Z(f) denote an optimal solution to the convex relaxation of the IP, and note
that:
Z(f˜∗) ≤ Z(f∗) ≤ Z(fˆ). (22)
Here the inequality Z(f˜∗) ≤ Z(f∗) follows from the fact that F ⊆ F˜ ; and the inequality Z(f∗) ≤ Z(fˆ)
follows from the fact that f∗ is the optimal solution to the IP while fˆ is a feasible solution to the IP.
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Thus, we can use any feasible solution to the IP, fˆ ∈ F , to determine the following value of ε that satisfies
the level set condition in (18):
ε(fˆ) = Z(fˆ)− Z(f˜∗). (23)
In Figure 8, we demonstrate this approach by applying data reduction on a simple optimization
problem used to train a SLIM scoring system on the bankruptcy dataset for a range of different values
for the width of the level set parameter, ε. Specifically we show the proportion of data that was filtered
by data reduction as we increased the width of the level set, ε, from its smallest possible value, εmin, to
the largest possible value we would use in practice, εmax. In this case, our original optimization problem
was an instance of the SLIM IP from Section 3.1 with Lj = Z∩ [−10, 10], C0 = 0.01,  = 0.9/NP , γ = 0.1
and Mi = maxλ∈L(γ − yiλTxi,j). The proxy problem was a convex relaxation of this IP. Here, εmin
corresponds the value of ε that we computed using the best feasible solution to the IP (i.e. the optimal
solution to the IP) as:
εmin = Z˜(f
∗)− Z˜(f˜∗),
and εmax corresponds to the value of ε that was computed using a trivial feasible solution to the IP that
users could guess without any computation (i.e. a linear classifier with λ = 0):
εmax = Z˜(0)− Z˜(f˜∗).
The results in Figure 8 show that the proportion of data that is filtered decreases as we increase the
width of the level set parameter, ε. These results also that a large amount of data can be filtered by
using high quality feasible solutions. Keep in mind that for each value of ε in Figure 8, we were able to
train a model that attained the same objective value using only the reduced data.
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Figure 8: Proportion of the data filtered as a function of the width of the level set,
ε. For each ε, we were able to train a second classifier that attained the same objective
value using only the reduced data.
4.2.2 Discussion
Unlike loss decomposition, data reduction can decrease the computation when training any model from
our framework, including models that we train with the 0–1 loss function. Data reduction can be used
in a preliminary procedure before the training process, as an iterative procedure that is called by the IP
solver during the training process, or even in conjunction with a screening test for the convex problem
(see e.g. Wang et al. 115, Liu et al. 71). In situations where it may be difficult to find a suitable proxy
problem, data reduction can easily be applied by using the convex relaxation of the original optimization
as the proxy. This “off-the-shelf” approach is similar to branch-and-bound, since it makes use of the
convex relaxation and proceeds by imposing conditions on the feasible region. Even so, data reduction
is fundamentally different from branch-and-bound. In particular, data reduction aims to reduce the
feasible region of the IP by imposing individual constraints on the the way that each point in the data is
labeled. In contrast, branch-and-bound algorithms aim to solve the problem to optimality, by imposing
multiple constraints on all variables in the problem. In doing so, branch-and-bound algorithms may fail
to effectively exploit the structure of the problem.
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5 Discretization Bounds and Generalization Bounds
In this section, we present new bounds on the accuracy of linear classifiers with discrete coefficients.
5.1 Discretization Bounds
Our first result shows that we can always craft a discrete set so that the training accuracy of a linear
classifier with discrete coefficients λ ∈ L (e.g. SLIM) is no worse than the training accuracy of a linear
classifier with real-valued coefficients ρ ∈ RP (e.g. SVM).
Theorem 3 (Minimum Margin Resolution Bound) Let ρ = (ρ1, . . . , ρP ) ∈ RP denote the coeffi-
cients of a linear classifier trained with any method using data DN = (xi, yi)Ni=1. Let Xmax = maxi ‖xi‖2
denote the largest magnitude of any training example, and let γmin = mini
|ρTxi|
‖ρ‖2 denote the minimum
margin achieved by any training example.
Consider training a linear classifier with discrete coefficients λ = (λ1, . . . , λP ) from the set:
L =
{
λ ∈ ZP
∣∣∣ |λj | ≤ Λ for j = 1, . . . , P} .
If we choose Λ such that
Λ >
Xmax
√
P
2γmin
, (24)
then there exists a λ ∈ L such that the 0–1 loss of λ is less than or equal to the 0–1 loss of ρ:
N∑
i=1
1
[
yiλ
Txi ≤ 0
]
≤
N∑
i=1
1
[
yiρ
Txi ≤ 0
]
. (25)
Proof Proof: See Appendix A.
Theorem 3 can be used to choose the resolution parameter Λ so that the discrete set L is guaranteed
to contain a classifier that attains the same 0–1 loss as ρ. The classifiers produced from the rounding
procedure often attain a lower value of the 0–1 loss than 1
[
yiρ
Txi ≤ 0
]
because our training process
optimizes the 0–1 loss directly. The rounding procedure alters many coefficients simultaneously, where
each small change influences accuracy; thus, it is very easy for a rounding procedure to choose a non-
optimal solution.
The following corollary produces additional discretization bounds by considering progressively larger
values of the margin. These bounds can be used to relate the resolution parameter to a worst-case
guarantee on training accuracy.
Corollary 1 (kth Margin Resolution Bound) Let ρ = (ρ1, . . . , ρP ) ∈ RP denote the coefficients of
a linear classifier trained with data DN = (xi, yi)Ni=1. Let (k) denote the training example with the kth
smallest margin, so that γ(k) :=
|ρTx(k)|
‖ρ‖2 are the margins in increasing order. Let I(k) denote the indices
of training examples i with |ρ
Txi|
‖ρ‖2 ≤ γ(k), and let X(k) = maxi 6∈I(k) ‖xi‖2 denote the largest magnitude of
any training example xi ∈ DN for i 6∈ I(k).
Consider training a linear classifier with discrete coefficients λ = (λ1, . . . , λP ) from the set:
L =
{
λ ∈ ZP
∣∣∣ |λj | ≤ Λ for j = 1, . . . , P} .
If we choose Λ such that:
Λ >
X(k)
√
P
2γ(k)
,
then there exists λ ∈ L such that the 0–1 loss of λ and the 0–1 loss of ρ differ by at most k − 1:
N∑
i=1
1
[
yiλ
Txi ≤ 0
]
−
N∑
i=1
1
[
yiρ
Txi ≤ 0
]
≤ k − 1.
Proof Proof of Corollary 1: The proof follows by applying Theorem 3 to a dataset that does not contain
any of the examples i ∈ I(k), that is DN\I(k).
We have now shown that good discretized solutions exist and can be constructed easily. This motivates
that optimal discretized solutions, which by definition are better than rounded solutions, will also be
good relative to the best non-discretized solution.
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5.2 Generalization Bounds
According to the principle of structural risk minimization [113], fitting a classifier from a simpler class
of models may lead to an improved guarantee on predictive accuracy. Consider training a classifier
f : X → Y with data DN = (xi, yi)Ni=1, where xi ∈ X ⊆ RP and yi ∈ Y = {−1, 1}. In what
follows, we provide uniform generalization guarantees on the predictive accuracy of all functions, f ∈ F .
These guarantees bound the true risk, Rtrue(f) = EX ,Y1 [f(x) 6= y] , by the empirical risk, Remp(f) =
1
N
∑N
i=1 1 [f(xi) 6= yi] , and other quantities important to the learning process.
Theorem 4 (Occam’s Razor Bound for Linear Classifiers with Discrete Coefficients) Let F de-
note the set of linear classifiers with coefficients λ ∈ L:
F =
{
f : X → Y ∣∣ f(x) = sign(λTx) and λ ∈ L} .
For every δ > 0, with probability at least 1− δ, every classifier f ∈ F obeys:
Rtrue(f) ≤ Remp(f) +
√
log(|L|)− log(δ)
2N
.
The proof of Theorem 4 uses Hoeffding’s inequality for a single function, f , combined with the union
bound over all functions f ∈ F . The result that more restrictive hypothesis spaces can lead to better
generalization provides motivation for using discrete models without necessarily expecting a loss in pre-
dictive accuracy. As the amount of data N increases, the bound indicates that we can include more
functions in the set L. When a large amount of data are available, we can reduce the empirical error by
using, for instance, one more significant digit for each coefficient λj .
One notable benefit of our framework is that we can improve the generalization bound from Theorem
4 by excluding suboptimal models from the hypothesis space a priori. When we train discrete linear
classifiers using an optimization problem whose objective minimizes a loss function and regularizes the
L0-norm, for instance, we can bound the number of features in the classifier using the value of the L0-
penalty, C0. In Theorem 5, we use this principle to tighten the generalization bound from Theorem 4 for
a case where we train linear classifiers with an optimization problem that minimizes the 0–1 loss function,
regularizes the L0-norm, and restricts coefficients to a set of bounded integers (e.g. SLIM, TILM, and
M-of-N rule tables).
Theorem 5 (Generalization of Linear Classifiers with L0-Regularization) Let F de-
note the set of linear classifiers with coefficients λ ∈ L such that
F =
{
f : X → Y ∣∣ f(x) = sign(λTx) and λ ∈ argmin
λ∈L
Z(λ;DN ) for some {X × Y}N
}
where
Z(λ;DN ) = 1
N
N∑
i=1
1
[
yiλ
Txi ≤ 0
]
+ C0 ‖λ‖0 .
For every δ > 0, with probability at least 1− δ, every classifier f ∈ F obeys:
Rtrue(f) ≤ Remp(f) +
√
log(|HP,C0 |)− log(δ)
2N
.
where
HP,C0 =
{
λ ∈ L ∣∣ ‖λ‖0 ≤ ⌊ 1C0
⌋}
.
Proof Proof: See Appendix A.
This theorem states that the class of minimizers of Z(λ;DN ) for any dataset DN is bounded in size
through regularization coefficient C0. Namely, each minimizer obeys ‖λ‖0 ≤
⌊
1
C0
⌋
. This translates into
a better risk bound.
In Theorem 6, we present a generalization guarantee that uses this idea to relate discrete classification
and number theory. The theorem applies to cases where we optimize a scale-invariant objective function
over a set of bounded integer vectors, and use a small L1-penalty to restrict coefficients to coprime
integers (e.g. SLIM). Here, we can refine the hypothesis space to only include P -dimensional coprime
integer vectors bounded by Λ, and express the generalization bound from Theorem 4 in terms of the
P -dimensional Farey points of level Λ [74, see e.g.].
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Theorem 6 (Generalization of Discrete Linear Classifiers with Coprime Coefficients) Let F
denote the set of linear classifiers with coprime integer coefficients, λ, bounded by Λ:
F =
{
f : X → Y ∣∣ f(x) = sign(λTx) and λ ∈ L} ,
L = {λ ∈ ZˆP : |λj | ≤ Λ for j = 1, . . . , P},
ZˆP =
{
z ∈ ZP : gcd(z) = 1
}
.
For every δ > 0, with probability at least 1− δ, every classifier f ∈ F obeys:
Rtrue(f) ≤ Remp(f) +
√
log(|CP,Λ|)− log(δ)
2N
,
where CP,Λ denotes the set of Farey points of level Λ:
CP,Λ =
{
λ
q
∈ [0, 1)P : (λ, q) ∈ ZˆP+1 and 1 ≤ q ≤ Λ
}
.
The proof involves a counting argument over coprime integer vectors, using the definition of Farey points
from number theory.
In Figure 9, we plot the relative density of coprime integer vectors in ZP bounded by Λ (i.e. |CP,Λ|/(2Λ+
1)P ) and the relative improvement in the generalization bound due to the use of coprime coefficients.
This shows that using coprime coefficients can significantly reduce the number of classifiers based on the
dimensionality of the data and the value of Λ. The corresponding improvement in the generalization
bound is usually small, but may be large when the data are high dimensional and Λ is small (e.g. M-of-N
rules and SLIM with very small coefficients).
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improvement in the generalization bound due to the use of coprime coefficients for δ =
0.01 (right).
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6 Application to Sleep Apnea Diagnosis
In this section, we present a case study where we used our framework to build a clinical tool for sleep
apnea diagnosis. Our goal is to demonstrate the flexibility and performance our framework in comparison
to existing methods on a real-world problem that requires a tailored prediction model.
6.1 Data Overview and Model Requirements
The data for this study was provided to us as part of an ongoing collaboration with physicians at the
Massachusetts General Hospital Sleep Laboratory. It contains N = 1922 records of patients and P = 112
binary features related to their health and sleep habits. The classification task is to identify a patient
with some form of sleep apnea, where yi = +1 if patient i has obstructive sleep apnea or upper airway
resistance syndrome. There is significant class imbalance, with Pr(yi = +1) = 76.9%.
To ensure that we would produce a model that would be used and accepted in a clinical context, our
collaborators also provided us with the following list of model requirements:
1. Limited FPR: The model had to achieve the highest possible true positive rate (TPR) while maintain-
ing a maximum false positive rate (FPR) of 20%. This would ensure that the model could diagnose
as many cases of sleep apnea as possible but limit the number of faulty diagnoses.
2. Limited Model Size: The model had to be transparent and use at most 10 features. This would ensure
that the model was simple enough to be explained and understood by other physicians in a short
period of time.
3. Sign Constraints: The model had to obey established relationships between well-known risk factors
and the incidence of sleep apnea (i.e. it could not suggest that a patient with hypertension had a
lower risk of sleep apnea since hypertension is a well-known risk factor for sleep apnea).
6.2 Training Setup and Model Selection
We built an appropriate model by training a SLIM scoring system with integer coefficients between -20
and 20. Our framework let us easily address all three model requirements using one instance of the free
parameters, as follows:
1. We added a hard constraint on the 0–1 loss to limit the maximum FPR at 20%. We then set W+ =
N−/(1 + N−) to guarantee that the optimization process would yield a classifier with the highest
possible TPR with a maximum FPR less than 20% (see Section 2.6).
2. We added a hard constraint on the L0-norm to limit the maximum number of features to 10 (see
Section 2.5). We then set C0 = 0.9W
+/NP to guarantee that the the optimization process would
yield a classifier that did not sacrifice accuracy for sparsity (see Section 2).
3. We added sign constraints to ensure that our classifier would not violate established relationships
between features and outcomes (see Section 2.3).
With this setup, we trained 10 models with subsets of the data to assess predictive accuracy through
10-fold cross validation (CV), and 1 final model with all of data to hand over to our collaborators. We
solved each IP for 3 hours, in parallel, on 12-core 2.7GHZ machine with 48GB RAM. This required 3
hours of total computing time.
As a comparison, we trained models using 8 state-of-the-art classification methods summarized in
Table 1. We dealt with the class imbalance by using a weighted loss function where we varied the
sensitivity parameter, W+, across its full range (see Section 2.6) and sought to address the remaining
requirements by extensively exploring different settings and free parameters.
Model selection was inherently difficult for the baseline methods as their performance varied jointly
over W+ and other free parameters. To choose the best model that satisfied all of the model require-
ments without mixing training and testing data, we proceeded by: (i) dropping any instance of the free
parameters where any model requirements were violated for at least one of the 10 folds; (ii) choosing the
model that maximized the mean 10-fold CV test TPR among remaining instances.
6.3 Discussion of Results
In what follows, we provide a separate discussions of the flexibility, performance and interpretability
of models produced by all 9 classification methods. We provide a summary of the performance of all
methods in Table 2, and a summary of their flexibility in Table 3.
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Method Controls # Instances Free Parameter Grid
CART
Max FPR
Model Size
39 39 values of W+ ∈ (0.025, 0.05, . . . , 0.975)
C5.0T Max FPR 39 39 values of W+ ∈ (0.025, 0.05, . . . , 0.975)
C5.0R
Max FPR
Model Size
39 39 values of W+ ∈ (0.025, 0.05, . . . , 0.975)
Lasso
Max FPR
Model Size
Sign
39000
39 values of W+ ∈ (0.025, 0.05, . . . , 0.975)
× 1000 values of λ chosen by glmnet
Ridge
Max FPR
Model Size
Sign
39000
39 values of W+ ∈ (0.025, 0.05, . . . , 0.975)
× 1000 values of λ chosen by glmnet
E.Net
Max FPR
Model Size
Sign
975000
39 values of W+ ∈ (0.025, 0.05, . . . , 0.975)
× 1000 values of λ chosen by glmnet
× 19 values of α ∈ (0.05, 0.10, . . . , 0.95)
SVM Lin. Max FPR 975
39 values of W+ ∈ (0.025, 0.05, . . . , 0.975)
× 25 values of C ∈ {10t|t = (−3,−2.75 . . . , 2.75, 3)}
SVM RBF Max FPR 975
39 values of W+ ∈ (0.025, 0.05, . . . , 0.975)
× 25 values of C ∈ {10t|t = (−3,−2.75 . . . , 2.75, 3)}
SLIM
Max FPR
Model Size
Sign
1
W+ = N−/(1 +N−), C0 = 0.9/NP ,
λ0 ∈ {−20, . . . , 20}, λj ∈ {−20, . . . , 20}
Table 1: Overview of the training setup for all methods. Each instance represents a
unique combination of free parameters. We list model requirements that each method
should be able to handle under the controls column.
REQUIREMENTS OBJECTIVE OTHER INFORMATION
Method
Requirements
Satisfied
Train
FPR
Model
Size
Test
TPR
Test
FPR
Train
TPR
Final
Train
TPR
Final
Train
FPR
Final
Model
Size
SLIM
Max FPR
Model Size
Sign
19.9%
19.8 - 20.0%
10
10 - 10
61.7%
56.6 - 66.0%
25.1%
12.5 - 34.8%
63.6%
57.5 - 69.8%
66.6%
-
19.8%
-
10
-
Lasso
Max FPR
Model Size
Sign
10.8%
9.5 - 14.4%
9
9 - 10
47.5%
38.8 - 60.7%
11.7%
5.0 - 20.8%
48.0%
46.0 - 53.8%
47.1%
-
10.1%
-
10
-
E. Net
Max FPR
Model Size
15.1%
10.6 - 19.5%
9
9 - 9
50.6%
42.8 - 62.8%
16.2%
8.2 - 24.1%
51.7%
44.6 - 56.0%
53.5%
-
16.2%
-
9
-
Ridge Max FPR
19.2%
18.6 - 20.0%
110
110 - 110
68.7%
63.2 - 74.1%
21.1%
12.5 - 31.2%
69.3%
67.3 - 71.2%
69.4%
-
19.1%
-
110
-
SVM Lin. Max FPR
18.5%
17.3 - 19.6%
111
111 - 111
70.4%
65.8 - 76.6%
27.6%
12.5 - 41.7%
73.3%
72.5 - 74.2%
73.3%
-
18.5%
-
111
-
SVM RBF Max FPR
16.1%
14.6 - 19.2%
NA
NA - NA
88.4%
84.9 - 91.6%
57.7%
50.0 - 70.8%
99.3%
98.9 - 99.5%
99.1%
-
16.9%
-
NA
-
C5.0R -
28.1%
17.3 - 36.4%
27
17 - 43
81.4%
73.7 - 89.9%
43.9%
25.0 - 57.1%
86.1%
80.9 - 89.9%
84.5%
-
31.5%
-
20
-
C5.0T -
21.5%
13.6 - 32.4%
78
48 - 98
78.0%
73.1 - 84.8%
47.8%
36.7 - 57.1%
87.6%
80.7 - 92.7%
85.3%
-
29.5%
-
41
-
CART -
52.3%
41.8 - 63.6%
12
9 - 16
88.6%
83.2 - 94.0%
57.7%
42.5 - 71.4%
91.4%
89.4 - 95.4%
96.5%
-
76.8%
-
8
-
Table 2: TPR, FPR and model size for all methods. We report the 10-fold CV mean
for TPR and FPR and the 10-fold CV median for the model size; the ranges in each cell
represent the 10-fold CV minimum and maximum.
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On the Flexibility of Baseline Methods
Among the 9 classification methods that we used in this study, only SLIM and Lasso were able to satisfy
the three model requirements given to us by physicians. Tree and rule-based methods such as CART,
C5.0 Tree and C5.0 Rule were unable to produce a model with a maximum FPR of 20% (see Figure 10).
Methods that used L2-regularization such as SVM Lin., SVM RBF and Ridge were unable to achieve
the required level of sparsity. E. Net, which uses both L1- and L2-regularization, was able to achieve
the required level of sensitivity and sparsity, but unable to maintain them after the inclusion of sign
constraints (possibly due to a numerical issue in the glmnet package).
We did not expect all methods to satisfy all of the model requirements as all methods were not
designed to produce tailored models. To be clear, we expected: all methods to be able to satisfy the max
FPR requirement; methods with sparsity controls to fulfill the max FPR and model size requirements
(Lasso, E.Net, CART, C5.0T and C5.0R); and methods with sparsity and monotonicity controls to satisfy
the max FPR, model size and sign constraint requirements (Lasso and E.Net). Even so, we included all
methods in our comparison to highlight the following important but often overlooked points.
State-of-the-art methods for predictive modeling do not:
• Accommodate reasonable constraints that are crucial models to be used and accepted. There is
simply no mechanism in most implementations to adjust important model qualities. That is, there
is no mechanism to control sparsity in C5.0T, and no mechanism to incorporate sign constraints in
SVM. Incorporating reasonable constraints is a difficult process, and results in a poor trade-off with
accuracy when it is possible.
• Have controls that work correctly. Even when a method can accommodate reasonable constraints by
allowing us to set parameters, these controls are indirect and do not always allow us to incorporate
multiple constraints simultaneously. Finding a feasible model requires a tuning process that involves
grid search over a large free parameter grid. Even after extensive tuning, however, it is possible to
never find a model that can satisfy the model constraints (e.g. CART, C5.0R, C5.0T for the max
FPR requirement as shown in Figure 10).
• Allow tuning to be portable when the training set changes. Consider a standard approach for model
selection where we choose free parameters so as to maximize predictive accuracy. In this case, we
would train models on several folds for each free instance of the parameters, choose an instance of the
free parameters that obeys all model requirements while maximizing predictive accuracy, and then
train a final model using this instance. Unfortunately, there is no guarantee that the final model we
produce using the selected parameters will obey all model requirements. In contrast, the models from
our framework have such a guarantee as we can encode hard constraints in the interpretability set.
Method
% Instances w.
Acceptable FPR
% Instances w.
Acceptable FPR
& Model Size
% Instances w.
Acceptable FPR
Model Size & Signs
SLIM 100.0% 100.0% 100.0%
Lasso 21.0% 12.8% 12.8%
E. Net 18.3% 1.8% 0.0%
Ridge 29.3% 0.0% 0.0%
SVM Lin. 19.6% 0.0% 0.0%
SVM RBF. 36.6% 0.0% 0.0%
C5.0R 0.0% 0.0% 0.0%
C5.0T 0.0% 0.0% 0.0%
CART 0.0% 0.0% 0.0%
Table 3: Summary of the proportion of instances that fulfilled each model requirement.
Each instance represents a unique combination of free parameters for a given method.
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Figure 10: 10-fold CV max FPR for classifiers produced using the baseline methods
across the full range of W+. For each method and value of W+, we plot the classifier
that has the smallest 10-fold CV max FPR. The figure on the right highlights methods
that cannot produce a model with a FPR less than 20% for any value of W+. It shows
that CART, C5.0, C5.0T cannot be tuned to satisfy the max FPR ≤ 20% requirement.
On the Sensitivity of Acceptable Models
Among the two methods that produced acceptable models, the SLIM model had significantly higher
sensitivity than the Lasso model – a result that we expected given that SLIM minimizes the 0–1 loss and
an L0-penalty while Lasso minimizes convex surrogates of these quantities. To show that this result held
true across the entire regularization path of the Lasso model, we have plotted the sensitivity and sparsity
of SLIM models trained for C0 = (0.01, 0.08, 0.07, 0.05) in Figure 11.
The benefits of avoiding approximations are also clear when, for instance, we compare the performance
of the SLIM model and the Ridge model in Table 2. Here, both the SLIM model and the Ridge model
attain similar levels of sensitivity even as SLIM is fitting linear models from a far smaller hypothesis
space (i.e. linear classifiers with 10 features and integer coefficients vs. linear classifiers with 112 features
and real coefficients).
On the Interpretability of Final Models
We present the score functions of the final SLIM and Lasso models in Figure 4 (we include the best models
from methods that were unable to fulfill all three model requirements in Appendix D). Both SLIM and
Lasso produced models that aligned with the domain knowledge of our collaborators: they complied with
sign constraints and also included large coefficients for well-known risk factors such as bmi, sex, age and
hypertension. Our collaborators commented on the interpretability benefits of using integer coefficients,
as it made it easier for them to understand the SLIM model through two distinct mechanisms: first,
by clearly exposing relationships between the features and the outcome; second, by making it easier for
others to validate our tool by making predictions for hypothetical examples without a calculator.
0%
20%
40%
60%
0 2 4 6 8 10
Model Size
Te
st
 T
PR
Lasso
SLIM
Figure 11: Sensitivity of models satisfied all three requirements. Models produced by
SLIM dominate those produced by Lasso across the full regularization path.
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SLIM
18 age ≥ 60 + 10 bmi ≥ 25 + 10 bmi ≥ 40
+ 8 snoring + 6 hypertension + 4 bronchitis
+ 2 cataplexy + 2 dozes off watching TV + 2 retired
− 8 female − 19
Lasso
0.52 male + 0.37 hypertension + 0.30 age ≥ 60
+ 0.22 snoring + 0.20 snoring 2 + 0.15 bmi ≥ 30
+ 0.01 stopbreathing + 8.49× 10−14 bmi ≥ 25 − 0.19 bmi < 25
− 8.07× 10−14 female − 1.05
Figure 12: Score functions of the final SLIM and Lasso models, which satisfied all of
the model requirements. The Lasso coefficients for female and bmi ≥ 25 are effectively
0. To eliminate them, we would need to set a threshold for the coefficients in an arbitrary
way. Note that snoring = 1 if a patient was referred to the sleep clinic due to snoring,
and snoring 2 = 1 if a patient believes that snoring is the symptom of obstructive sleep
apnea; snoring and snoring2 are highly correlated, but not identical.
PREDICT PATIENT HAS OSA OR UARS if SCORE > 19
1. age ≥ 60 18 points · · · · · ·
2. body mass index ≥ 25 10 points + · · · · · ·
3. body mass index ≥ 40 10 points + · · · · · ·
4. snoring 8 points + · · · · · ·
5. hypertension 6 points + · · · · · ·
6. bronchitis 4 points + · · · · · ·
7. cataplexy 2 points + · · · · · ·
8. dozes off while watching TV 2 points + · · · · · ·
9. retired 2 points + · · · · · ·
10. female -8 points + · · · · · ·
ADD POINTS FROM ROWS 1-10 SCORE = · · · · · ·
Table 4: SLIM scoring system trained to diagnose sleep apnea. This model achieves a
TPR of 61.7%, obeys all model requirements, and was trained using a single instance of
the free parameters.
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7 Numerical Experiments
We present numerical experiments that compare the accuracy and sparsity of 10 classification methods
on 8 popular classification datasets. Our goal is to illustrate the off-the-shelf performance of models from
our framework, provide empirical evidence on the performance of discrete linear classifiers, and show that
we can train accurate models by solving IPs in a matter of minutes.
7.1 Experimental Setup
Datasets: We ran numerical experiments using various popular datasets from the UCI Machine Learning
Repository [7], summarized in Table 5. We chose these datasets to allow a comparison with other works,
and explore the performance of each method as we varied the size and nature of the training data. We
processed each dataset by binarizing all categorical features as some real-valued features. We trained all
methods using the same processed dataset, except for MN Rules, where we needed to binarize all of the
features (we include the number of binary rules as Prules in Table 5; note that for each binary rule in the
MN Rules datasets, hj,t, we also included the opposite of that binary rule, 1−hj,t). For the purposes of
reproducibility, we plan to include all of our datasets and finalized code in the supplementary materials.
Dataset N P Prules Classification Task
adult 32561 36 70 predict if a U.S. resident is earning more than $50000
breastcancer 683 9 36 detect breast cancer using a biopsy
bankruptcy 250 6 18 predict if a firm will go bankrupt
haberman 306 3 8 predict the 5-year survival of patients after breast cancer surgery
heart 303 32 26 identify patients with an elevated risk of heart disease
mammo 961 12 62 detect breast cancer using a mammogram
mushroom 8124 113 218 predict if a mushroom is poisonous
spambase 4601 57 114 predict if an e-mail is spam or not
Table 5: Overview of all datasets used in the numerical experiments.
Methods: We summarize the training setup for each method in Table 6. We trained SLIM and MN Rules
using the CPLEX 12.6 API in MATLAB and 8 state-of-the-art baseline methods using packages in R
3.0.2 [91]. We note that we trained SLIM and MN Rules because they were well-suited as off-the-shelf
classifiers, unlike PILM and TILM which are designed for data-dependent settings and interpretability
functions.
For each method, each dataset, and each unique combination of free parameters, we trained 10 models
using subsets of the data to assess predictive accuracy via 10-fold cross-validation (CV), and 1 final model
using all of the data to assess interpretability. We trained SLIM and MN Rules models by solving a total
of 6 × 11 IPs (6 values of C0, 11 training runs per C0). We allocated at most 10 minutes of computing
time to solve each IP, and solved 12 IPs at a time, in parallel, on a 12-core 2.7 GHZ processor with 48
GB RAM. Thus, it took at most 1 hour of computing time to train SLIM or MN rules for each dataset.
We aimed to compare the performance of our methods against the best possible performance of the
baseline methods, and therefore ran the baseline methods without time constraints using a large grid of
free parameters.
We restricted the hypothesis spaces for SLIM and MN Rules to highlight the impact of using restricting
coefficients to a small discrete set. In general, the set of coefficients for SLIM was roughly 10 times larger
than the set of coefficients for MN Rules. For SLIM, we used an L set that contained 20 non-zero
integer coefficients for each feature, Lj = {−10, . . . , 10}. For MN Rules, we used an L that contained
1 non-zero coefficient for each binary rule – this was equivalent to training a model with 2 non-zero
coefficients Lj = {−1, 0, 1} since we trained these models on a dataset that also contained the opposite
of each rule. The only exception for this was haberman, where we used a scaled set of coefficients for
the age variable from the set Lj = {−1.0,−0.9, . . . , 1.0} and refined set of coefficients for the intercept
L0 = {−100,−99.9,−99.8, . . . , 100}.
Since the adult and haberman datasets were imbalanced, we trained all methods for these datasets
with a weighted loss function where we set W+ = N−/N and W− = N+/N so that the classifier would
attain roughly the same degree of accuracy on both positive and negative examples.
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Method Acronym Software Settings and Free Parameters
CART Decision Trees CART rpart [105] default settings
C5.0 Decision Trees C5.0T c50 [61] default settings
C5.0 Decision Rules C5.0R c50 [61] default settings
LARS Lasso, Binomial Link Lasso glmnet [39] 1000 values of λ chosen by glmnet
LARS Ridge, Binomial Link Ridge glmnet [39] 1000 values of λ chosen by glmnet
LARS Elastic Net, Binomial Link E.Net glmnet [39]
1000 values of λ chosen by glmnet
× 19 values of α ∈ (0.05, 0.10, . . . , 0.95)
SVM, Linear Kernel SVM Lin. e1071 [79] 25 values of C ∈ {10t|t = (−3,−2.75 . . . , 2.75, 3)}
SVM, RBF Kernel SVM RBF e1071 [79] 25 values of C ∈ {10t|t = (−3,−2.75 . . . , 2.75, 3)}
SLIM Scoring System SLIM CPLEX 12.6
C0 ∈ {0.01, 0.075, 0.05, 0.025, 0.001, 0.9NP }
λj ∈ {−10, . . . , 10}; λ0 ∈ {−100, . . . , 100}
M-of-N Rule Tables MN Rules CPLEX 12.6
C0 ∈ {0.01, 0.075, 0.05, 0.025, 0.001, 0.9NP }
λj ∈ {0, 1}; λ0 ∈ {−P, . . . , 0}
Table 6: Training setup for classification methods used for the numerical experiments.
7.2 Results
We summarize the results of our experiments in Table 10. We report the sparsity of models using a metric
we call model size. We define model size as it pertains to the interpretability of different models. Model
size represents the number of coefficients for linear classifiers (Lasso, Ridge, E.Net, MN Rules, SLIM,
SVM Lin.), the number of leaves for decision tree classifiers (C5.0T, CART), and the number of rules for
rule-based classifiers (C5.0R). For completeness, we set the model size for black-box models (SVM RBF)
to the number of features since model size does not relate to interpretability for these methods.
We plot a visual representation of the results of Table 10 in the plots on the left side of Figures 13–14.
These plots highlight the accuracy and sparsity of all methods on each dataset separately. In a given
figure, we plot a point for each method corresponding to the mean 10-fold CV test error and the median
10-fold CV model size. We surround this point with a box to highlight the variation in accuracy and
sparsity for each algorithm. In this case, the box ranges over the 10-fold CV standard deviation in test
error and the 10-fold CV min/max of model sizes. When a method shows no variation in model size over
the 10 folds, we plot a vertical line rather than a box (i.e. no horizontal variation). When two methods
produce models with the same model size (e.g. Lasso, Ridge and E. Net on breastcancer) the boxes
or lines will also coincide.
We include the regularization paths for linear models such as SLIM, MN Rules and Lasso in the plots
on the right side of Figures 13–14. These plots show the test error achieved at different levels of sparsity.
Note that the regularization path for SLIM and MN Rules always includes the most accurate model that
can be produced by the hypothesis space but that this model does not always use all of the features in
the dataset (e.g. the most accurate SLIM model for bankruptcy uses 3 out of the 6 features). This
is actually due to the L set restriction: if the L were relaxed, the method would most likely use more
coefficients to attain a higher training accuracy.
7.3 Observations
We wish to make the following observations regarding our results:
On Computation
There is no evidence that computational issues hurt the performance of SLIM and MN Rules on any of
the UCI datasets. In all cases, we were able to obtain reasonable feasible solutions for all datasets in 10
minutes using off-the-shelf settings for CPLEX 12.6. Further, the solver provided a proof of optimality (i.e.
a relative MIPGAP of 0.00%) for all of the models that we trained for mammo, mushroom, bankruptcy,
breastcancer. We note that a discriminating factor for obtaining a proof of optimality is not necessarily
the size of the dataset, but the number of binary features [this seems to be supported by previous work,
see for instance 5]. We also note that additional computational time may lead to overfitting, as shown
by the results of numerical experiments in Appendix F where we solve each IP for 60 minutes.
On the Accuracy and Sparsity of SLIM and MN Rules
As shown in the leftmost plots in Figures 13–14, many methods are unable to produce models that attain
the same levels of accuracy and sparsity as SLIM. Among linear methods, SLIM always produces a model
that is more accurate than Lasso at some level of sparsity, and sometimes models that are more accurate
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Dataset Details Metric Lasso Ridge E. Net C5.0R C5.0T CART SVM Lin. SVM RBF MN Rules SLIM
adult
N 32561
P 36
Pr(y=+1) 24%
Pr(y=-1) 76%
w. test error
w. train error
model size
model range
17.3 ± 0.9%
17.2 ± 0.1%
14
13 - 14
17.6 ± 0.9%
17.6 ± 0.1%
36
36 - 36
17.4 ± 0.9%
17.4 ± 0.1%
17
16 - 18
26.4 ± 1.8%
25.3 ± 0.4%
41
38 - 46
26.3 ± 1.4%
24.9 ± 0.4%
84
78 - 99
75.9 ± 0.0%
75.9 ± 0.0%
4
4 - 4
16.8 ± 0.8%
16.7 ± 0.1%
36
36 - 36
16.3 ± 0.5%
16.3 ± 0.1%
36
36 - 36
19.2 ± 1.0%
19.2 ± 0.1%
4
4 - 4
17.4 ± 1.4%
17.5 ± 1.2%
19
7 - 26
breastcancer
N 683
P 9
Pr(y=+1) 35%
Pr(y=-1) 65%
test error
train error
model size
model range
3.4 ± 2.2%
2.9 ± 0.3%
9
8 - 9
3.4 ± 1.7%
3.0 ± 0.3%
9
9 - 9
3.1 ± 2.1%
2.8 ± 0.3%
9
9 - 9
4.3 ± 3.3%
2.1 ± 0.3%
7
6 - 9
5.3 ± 3.4%
1.6 ± 0.4%
13
7 - 16
5.6 ± 1.9%
3.6 ± 0.3%
4
3 - 7
3.1 ± 2.0%
2.7 ± 0.2%
9
9 - 9
3.5 ± 2.5%
0.3 ± 0.1%
9
9 - 9
4.8 ± 2.5%
4.1 ± 0.2%
8
7 - 8
3.4 ± 2.0%
3.2 ± 0.2%
2
2 - 2
bankruptcy
N 250
P 6
Pr(y=+1) 57%
Pr(y=-1) 43%
test error
train error
model size
model range
0.0 ± 0.0%
0.0 ± 0.0%
3
3 - 3
0.4 ± 1.3%
0.4 ± 0.1%
6
6 - 6
0.0 ± 0.0%
0.4 ± 0.7%
3
3 - 3
0.8 ± 1.7%
0.4 ± 0.2%
4
4 - 4
0.8 ± 1.7%
0.4 ± 0.2%
4
4 - 4
1.6 ± 2.8%
1.6 ± 0.3%
2
2 - 2
0.4 ± 1.3%
0.4 ± 0.1%
6
6 - 6
0.4 ± 1.3%
0.4 ± 0.1%
6
6 - 6
1.6 ± 2.8%
1.6 ± 0.3%
3
3 - 3
0.8 ± 1.7%
0.0 ± 0.0%
3
2 - 3
haberman
N 306
P 3
Pr(y=+1) 74%
Pr(y=-1) 26%
w. test error
w. train error
model size
model range
42.5 ± 11.3%
40.6 ± 1.9%
2
2 - 2
36.9 ± 15.0%
41.0 ± 9.7%
3
3 - 3
40.9 ± 14.0%
45.1 ± 12.0%
1
1 - 1
42.7 ± 9.4%
40.4 ± 8.5%
2
0 - 3
42.7 ± 9.4%
40.4 ± 8.5%
2
1 - 3
43.1 ± 8.0%
34.3 ± 2.8%
6
4 - 9
45.3 ± 14.7%
46.0 ± 3.6%
3
3 - 3
47.5 ± 6.2%
5.4 ± 1.5%
4
4 - 4
54.7 ± 24.3%
54.7 ± 24.3%
1
0 - 1
31.8 ± 13.1%
29.3 ± 1.9%
3
3 - 3
mammo
N 961
P 14
Pr(y=+1) 46%
Pr(y=-1) 54%
test error
train error
model size
model range
19.0 ± 3.1%
19.3 ± 0.3%
13
12 - 13
19.2 ± 3.0%
19.2 ± 0.4%
14
14 - 14
19.0 ± 3.1%
19.2 ± 0.3%
14
13 - 14
20.5 ± 3.3%
19.8 ± 0.3%
5
3 - 5
20.3 ± 3.5%
19.9 ± 0.3%
5
4 - 6
20.7 ± 3.9%
20.0 ± 0.6%
4
3 - 5
20.3 ± 3.0%
20.3 ± 0.4%
14
14 - 14
19.1 ± 3.1%
18.2 ± 0.4%
14
14 - 14
21.6 ± 3.5%
20.8 ± 0.3%
9
9 - 9
19.5 ± 3.0%
18.3 ± 0.3%
9
9 - 11
heart
N 303
P 32
Pr(y=+1) 46%
Pr(y=-1) 54%
test error
train error
model size
model range
15.2 ± 6.3%
14.0 ± 1.0%
11
10 - 13
14.9 ± 5.9%
13.1 ± 0.8%
32
30 - 32
14.5 ± 5.9%
13.2 ± 0.6%
24
22 - 27
21.2 ± 7.5%
10.0 ± 1.8%
10
9 - 17
23.2 ± 6.8%
8.5 ± 2.0%
19
12 - 27
19.8 ± 6.5%
14.3 ± 0.9%
6
6 - 8
15.5 ± 6.5%
13.6 ± 0.5%
31
28 - 32
15.2 ± 6.0%
10.4 ± 0.8%
32
32 - 32
23.2 ± 10.4%
17.8 ± 0.8%
15
10 - 16
18.8 ± 8.1%
13.3 ± 0.9%
4
3 - 5
mushroom
N 8124
P 113
Pr(y=+1) 48%
Pr(y=-1) 52%
test error
train error
model size
model range
0.0 ± 0.0%
0.0 ± 0.0%
25
23 - 26
1.7 ± 0.3%
1.7 ± 0.0%
113
113 - 113
0.0 ± 0.0%
0.0 ± 0.0%
108
106 - 108
0.0 ± 0.0%
0.0 ± 0.0%
7
7 - 7
0.0 ± 0.0%
0.0 ± 0.0%
9
9 - 9
1.2 ± 0.6%
1.1 ± 0.3%
7
6 - 8
0.0 ± 0.0%
0.0 ± 0.0%
104
99 - 108
0.0 ± 0.0%
0.0 ± 0.0%
113
113 - 113
0.0 ± 0.0%
0.0 ± 0.0%
21
21 - 21
0.0 ± 0.0%
0.0 ± 0.0%
7
7 - 7
spambase
N 4601
P 57
Pr(y=+1) 39%
Pr(y=-1) 61%
test error
train error
model size
model range
10.0 ± 1.7%
9.5 ± 0.3%
28
28 - 29
26.3 ± 1.7%
26.1 ± 0.2%
57
57 - 57
10.0 ± 1.7%
9.6 ± 0.2%
28
28 - 29
6.6 ± 1.3%
4.2 ± 0.3%
27
23 - 31
7.3 ± 1.0%
3.9 ± 0.3%
69
56 - 78
11.1 ± 1.4%
9.8 ± 0.3%
7
6 - 10
7.8 ± 1.5%
8.1 ± 0.8%
57
57 - 57
13.7 ± 1.4%
1.3 ± 0.1%
57
57 - 57
10.2 ± 1.2%
9.6 ± 0.2%
26
24 - 40
6.3 ± 1.2%
5.7 ± 0.3%
32
28 - 40
Table 7: Accuracy and sparsity of the most accurate model produced by all methods
on all UCI datasets. Here: test error denotes the 10-fold CV test error; train error
denotes the 10-fold CV training error; model size corresponds to the 10-fold CV median
model size; model range is the 10-fold CV minimum and maximum model-size. We
set free parameters to minimize the mean 10-fold CV error so as to reflect the most
accurate model produced by each method. We report the weighted 10-fold CV testing
and training error for adult and haberman as we train the methods using a weighted
loss function.
across the entire regularization path (e.g. spambase, haberman, mushroom, breastcancer). MN
rules typically produce models that are less accurate than SLIM and Lasso due to their highly limited
hypothesis space. However, there are datasets where they do well across the full regularization path (e.g.
spambase, mushroom).
On the Regularization Effect of Discrete Coefficients
We expect that methods that optimize the correct functions for accuracy and sparsity will achieve the
best possible accuracy at every level of sparsity (i.e. the best possible trade-off between accuracy and
sparsity). SLIM and MN rules both optimize true measures of accuracy and sparsity, but are restricted
to discrete hypothesis spaces. Given that hypothesis space of SLIM is larger than the hypothesis space
of MN rules, we expect the performance of SLIM models to be more accurate than MN rules at each
level of sparsity. Thus, the relative difference in accuracy in the regularization paths of SLIM and MN
Rules highlight the effects of using a small L (MN Rules) a large L (SLIM). By comparing SLIM and
MN Rules to Lasso models, we can identify a baseline effect due the L restriction: in particular, we know
that when Lasso’s performance dominates that of SLIM, it is very arguably due to the use of a small set
of discrete coefficients. This tends to happen mainly at large model sizes (see e.g. the regularization path
for breastcancer, heart, mammo).
On the Interpretability of Different Models
To provide a focused analysis of interpretability, we limit our observations to models for the mushroom
dataset, which provides a nice basis for comparison as many methods attain perfect predictive accuracy.
We include the sparsest Lasso, SLIM and MN Rules models that achieve predictive accuracy on the
mushroom data in Figures 16–18. We also include the most accurate CART model produced in Figure
15, which attains a 10-fold CV test error of 1.2 ± 0.6%. We include models from other methods in
Appendix E, noting that they are able to attain perfect or near-perfect predictive accuracy but are
omitted because they use far more features.
In this case, the SLIM model uses 7 small integer coefficients and can be expressed as a 5 line scoring
system because the odor=none, odor=almond, and odor=anise all had the same coefficient. This model
has a high level of interpretability compared to the CART and Lasso models as it is highly sparse and
highly expository – compare this to the Lasso and CART model, where it is far more difficult to gauge the
influence of different input variables in the predicted outcome due to the real coefficients and hierarchical
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structure, respectively. We note that this model is also more accurate and more sparse than the M-of-N
rule table produced by Chevaleyre et al. [26] via rounding methods (rounding methods are certainly
capable of producing good models, one just needs to get lucky in the rounding, which becomes more
difficult as the number of features increases; for instance, with one iteration of randomized rounding, the
test error was 40%, and they required 20 iterations of randomized rounding to find a model with 98%
accuracy).
M-of-N rules do not seem to be a natural form of model to attain perfect accuracy on the mushroom
dataset. We present a M-of-N rules model with perfect accuracy in Figure 18. This model is larger than
that of Chevaleyre et al. [26] and manages to capture complex relationships between variables through
an interesting mechanism using rules (e.g. odor = creosote) and anti-rules (odor 6= creosote) to create a
certain number of “points” for each categorical variable. For instance, the total number of “points” for
creosote is 3, the total number of “points” for foul is 4, and the number for spicy is 2. This illustrates
that fact that is not one single type of model that is uniformly interpretable for all domains and datasets,
and the need for a unified framework that accommodates a tailoring process.
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Figure 13: Accuracy and sparsity of all classification methods on all datasets. For
each dataset, we plot the performance of models when free parameters are set to values
that minimize the mean 10-fold CV error (left), and plot the performance of regularized
linear models across the full regularization path (right).
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Figure 14: Accuracy and sparsity of all classification methods on all datasets. For
each dataset, we plot the performance of models when free parameters are set to values
that minimize the mean 10-fold CV error (left), and plot the performance of regularized
linear models across the full regularization path (right).
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yes noodor_eq_none >= 0.5
spore_print_color_eq_green < 0.5 stalk_root_eq_club >= 0.5
stalk_root_eq_rooted >= 0.5
odor_eq_almond >= 0.5
odor_eq_anise >= 0.5
2
.52  .48
100%
1
.97  .03
43%
1
.99  .01
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2
.00  1.00
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2
.17  .83
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1
.93  .07
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2
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2
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1
1.00  .00
1%
2
.00  1.00
46%
Figure 15: CART decision tree for the mushroom dataset. This model has 7 leaves
and a mean 10-fold CV test error of 1.2 ± 0.6%.
10.86 spore print color eq green + 4.49 gill size eq narrow + 4.29 odor eq foul
+ 2.73 stalk surface below ring eq scaly + 2.60 stalk surface above ring eq grooves + 2.38 population eq clustered
+ 0.85 spore print color eq white + 0.44 stalk root eq bulbous + 0.43 gill spacing eq close
+ 0.38 cap color eq white + 0.01 stalk color below ring eq yellow − 8.61 odor eq anise
− 8.61 odor eq almond − 8.51 odor eq none − 0.53 cap surface eq fibrous
− 0.25 population eq solitary − 0.21 stalk surface below ring eq fibrous − 0.09 spore print color eq brown
− 0.00 cap shape eq convex − 0.00 gill spacing eq crowded − 0.00 gill size eq broad
+ 0.25
Figure 16: Lasso score function for the mushroom dataset. This model uses 21 coeffi-
cients and has a 10-fold CV test error of 0.0 ± 0.0%.
PREDICT MUSHROOM IS POISONOUS IF SCORE > 3
1. spore print color = green 4 points · · · · · ·
2. stalk surface above ring = grooves 2 points + · · · · · ·
3. population = clustered 2 points + · · · · · ·
4. gill size = broad -2 points + · · · · · ·
5. odor ∈ {none, almond, anise} -4 points + · · · · · ·
ADD POINTS FROM ROWS 1-5 SCORE = · · · · · ·
Figure 17: SLIM scoring system for the mushroom dataset. This model has 7 coef-
ficients and a mean 10-fold CV test error of 0.0 ± 0.0 %. Note that we were able to
combine coefficients for categorical variables.
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PREDICT MUSHROOM IS POISONOUS
IF AT LEAST 11 OF THE FOLLOWING RULES ARE TRUE
odor ∈ {pungent, foul, creosote}
habitat ∈ {woods, waste, leaves}
gill size = narrow
gill color = brown
stalk color above ring = pink
stalk surface above ring = grooves
stalk surface below ring = scaly
population = scattered
odor 6= creosote
odor 6= fishy
odor 6= spicy
gill color 6= purple
veil color 6= yellow
spore print color 6= orange
spore print color 6= buff
population 6= scattered
population 6= numerous
Figure 18: M-of-N rule table for the mushroom dataset. This model has 21 coefficients
and a mean 10-fold CV test error of 0.0 ± 0.0%. Note that we were able to combine
coefficients for categorical variables.
8 Conclusions
Interpretability is a crucial aspect of applied predictive modeling that has been notoriously difficult to
address because it is subjective and multifaceted.
In this paper, we introduced an integer programming framework to help practitioners to address
this problem in a general setting by directly controlling important qualities related to the accuracy and
interpretability of their models. We showed how this framework could create many types of interpretable
predictive models, and presented specially designed optimization methods to assist with scalability, called
loss decomposition and data reduction. We presented theoretical bounds that related the accuracy of
our models to the coarseness of the discretization using number-theoretic concepts. Lastly, we presented
extensive experimental results to illustrate the flexibility our approach, and its performance relative to
state-of-the-art methods.
The major benefit of our framework over existing methods is that we avoid approximations that are
designed to achieve faster computation, but can be detrimental to interpretability. Approximations such
as surrogate loss functions and L1-regularization hinder the accuracy and interpretability of models as
well as the ability of practitioners to control these qualities. Such approximations are no longer needed
for many datasets, since using current integer programming software, we can now train classification
models for real-world problems, sometimes with hundreds of thousands of examples. Integer programming
software also caters to practitioners in other ways, by allowing them to seamlessly benefit from periodic
computational improvements without revising their code, and to choose from a pool of interpretable
models by mining feasible solutions.
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A Proofs of Theorems
In this appendix, we include proofs to the Theorems from Sections 4 and 5.
Proof Proof of Theorem 1 Let us denote the set of classifiers whose objective value is less or equal to
Z˜(f˜∗;DN ) as
F˜ε =
{
f ∈ F˜
∣∣∣ Z˜(f ;DN ) ≤ Z˜(f˜ ;DN ) + ε} .
In addition, let us denote the set of points that have been removed by the data reduction algorithm
S = DN \ DM .
By definition, data reduction only removes an example if its sign is fixed. This means that sign (f(xi)) =
sign
(
f˜(xi)
)
for all i ∈ S and f ∈ F˜ε. Thus, we can see that for all classifiers f ∈ F˜ε,
Z(f ;DN ) = Z(f ;DM ) +
∑
i∈S
1 [yif(xi) ≤ 0] = Z(f ;DM ) +
∑
i∈S
1
[
yif˜(xi) ≤ 0
]
= Z(f ;DM ) + C. (26)
We now proceed to prove the statement in (21). When S = ∅, then DN = DM , and (21) follows
trivially. When, S 6= ∅, we note that
F∗ = argmin
f∈F
Z(f ;DN ) = argmin
f∈F
Z(f ;DM ∪ S),
= argmin
f∈F
Z(f ;DM ) + Z(f ;S),
= argmin
f∈F
Z(f ;DM ) + C, (27)
= argmin
f∈F
Z(f ;DM ).
Here, the statement in (27) follows directly from (26).
Proof Proof of Theorem 2 We assume that we have found a proxy function, ψ, that satisfies conditions
I–IV and choose Cψ > 2ε.
Our proof uses the following result: if ‖λ∗01 − λ∗ψ‖ > Cλ then λ∗01 cannot be a minimizer of Z01 (λ)
because this would lead to a contradiction with the definition of λ∗01. To see that this result holds, we
use condition III with λ = λ∗01 to see that ‖λ∗01 − λ∗ψ‖ > Cλ implies Zψ (λ∗01)− Zψ
(
λ∗ψ
)
> Cψ. Thus,
Zψ
(
λ∗ψ
)
+ Cψ < Zψ (λ
∗
01)
Zψ
(
λ∗ψ
)
+ Cψ < Z01 (λ
∗
01) + ε (28)
Zψ
(
λ∗ψ
)
+ Cψ − ε < Z01 (λ∗01)
Zψ
(
λ∗ψ
)
+ Cψ − ε < Zψ (λ∗01) (29)
Zψ
(
λ∗ψ
)
+ ε < Zψ (λ
∗
01) . (30)
Here the inequality in (28) follows from condition IV, the inequality in (31) follows from condition I, and
the inequality in (30) follows from our choice that Cψ > 2ε.
We now proceed by looking at the LHS and RHS of the inequality in (30) separately. Using condition
I on the LHS of (30) we get that:
Z01
(
λ∗ψ
)
+ ε ≤ Zψ
(
λ∗ψ
)
+ ε. (31)
Using condition IV on the RHS of (30) we get that:
Zψ (λ
∗
01) ≤ Z01 (λ∗01) + ε. (32)
Combining the inequalities in (31), (30) and (32), we get that:
Z01
(
λ∗ψ
)
< Z01 (λ
∗
01) . (33)
The statement in (33) is a contradiction of the definition of λ∗01. Thus, we know that our assumption
was incorrect and thus ‖λ∗01 − λ∗ψ‖ ≤ Cλ. We plug this into the Lipschitz condition II as follows:
Zψ (λ
∗
01)− Zψ
(
λ∗ψ
) ≤ L‖λ∗01 − λ∗ψ‖ < LCλ,
Zψ (λ
∗
01) < LCλ + Zψ
(
λ∗ψ
)
.
Thus, we have satisfied the level set condition with ε = LCλ.
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Proof Proof of Theorem 3
We use normalized versions of the vectors, ρ/ ‖ρ‖2 and λ/Λ because the 0–1 loss is scale invariant:
N∑
i=1
1
[
yiλ
Txi ≤ 0
]
=
N∑
i=1
1
[
yi
λTxi
Λ
≤ 0
]
,
N∑
i=1
1
[
yiρ
Txi ≤ 0
]
=
N∑
i=1
1
[
yi
ρTxi
‖ρ‖2
≤ 0
]
.
We set Λ > Xmax
√
P
2γmin
as in (24). Given Λ, we then define λ/Λ element-wise, so that λj/Λ is equal to
ρj/ ‖ρ‖2 rounded to the nearest 1/Λ for each j = 1, . . . , P .
We first show that our choice of Λ and λ ensures that the difference between the margin of ρ/ ‖ρ‖2
and the margin of λ/Λ on all training examples is always less than the minimum margin of ρ/ ‖ρ‖2,
defined as γmin = mini
|ρTxi|
‖ρ‖2 . This statement follows from the fact that, for all i:∣∣∣∣λTxiΛ − ρTxi‖ρ‖2
∣∣∣∣ ≤ ∥∥∥∥λΛ − ρ‖ρ‖2
∥∥∥∥
2
‖xi‖2 (34)
=
(
P∑
j=1
∣∣∣∣λjΛ − ρj‖ρ‖2
∣∣∣∣2
)1/2
‖xi‖2
≤
(
P∑
j=1
1
(2Λ)2
)1/2
‖xi‖2 (35)
=
√
P
2Λ
Xmax
<
√
PXmax
2
(
Xmax
√
P
2 mini
|ρT xi|
‖ρ‖2
) (36)
= min
i
|ρTxi|
‖ρ‖2
. (37)
Here: the inequality in (34) uses the Cauchy-Schwarz inequality; the inequality in (35) is due to the fact
that the distance between ρj/ ‖ρ‖2 and λj/Λ is at most 1/2Λ; and the inequality in (36) is due to our
choice of Λ.
Next, we show that our choice of Λ and λ ensures that ρ/ ‖ρ‖2 and λ/Λ classify each point in the
same way. We consider three cases: first, the case where xi lies on the margin; second, the case where ρ
has a positive margin on xi; and third, the case where ρ has a negative margin on xi. For the case when
xi lies on the margin, mini |ρTxi| = 0 and the theorem holds trivially. For the case where ρ has positive
margin, ρTxi > 0, the following calculation using (37) is relevant:
ρTxi
‖ρ‖2
− λ
Txi
Λ
≤
∣∣∣∣λTxiΛ − ρTxi‖ρ‖2
∣∣∣∣ < mini |ρTxi|‖ρ‖2 .
We will use the fact that for any i
′
, by definition of the minimum:
0 ≤ |ρ
Txi′ |
‖ρ‖2
−min
i
|ρTxi|
‖ρ‖2
,
and combine this with a rearrangement of the previous expression to obtain:
0 ≤ |ρ
Txi|
‖ρ‖2
−min
i
|ρTxi|
‖ρ‖2
=
ρTxi
‖ρ‖2
−min
i
|ρTxi|
‖ρ‖2
<
λTxi
Λ
.
Thus, we have shown that λTxi > 0 whenever ρ
Txi > 0.
For the case where ρ has a negative margin on xi, ρ
Txi < 0, we perform an analogous calculation:
λTxi
‖λ‖2 −
ρTxi
‖ρ‖2
≤
∣∣∣∣λTxiΛ − ρTxi‖ρ‖2
∣∣∣∣ < mini |ρTxi|‖ρ‖2 .
and then using that ρTxi < 0,
0 ≤ |ρ
Txi|
‖ρ‖2
−min
i
|ρTxi|
‖ρ‖2
=
−ρTxi
‖ρ‖2
−min
i
|ρTxi|
‖ρ‖2
< −λ
Txi
Λ
.
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Thus, we have shown λTxi < 0 whenever ρ
Txi < 0.
Putting both the positive margin and negative margin cases together, we find that for all i,
1
[
yiρ
Txi ≤ 0
]
= 1
[
yiλ
Txi ≤ 0
]
.
Summing over i yields the statement of the theorem.
Proof Proof of Theorem 5 We note that λ = 0 is a feasible solution to the optimization problem used
in the training process as 0 ∈ L. Since λ = 0 achieves an objective value of Z(0;DN ) = 1, any optimal
solution, λ ∈ argminλ∈L Z(λ;DN ), must attain an objective value Z(λ;DN ) ≤ 1. This implies
Z(λ;DN ) ≤ 1,
C0 ‖λ‖0 ≤
1
N
N∑
i=1
1
[
yiλ
Txi ≤ 0
]
+ C0 ‖λ‖0 ≤ 1,
‖λ‖0 ≤
1
C0
,
‖λ‖0 ≤
⌊
1
C0
⌋
.
The last line uses that ‖λ‖0 is an integer.
Thus, HP,C0 is large enough to contain all minimizers of Z(·;DN ) for any DN . The result then follows
from applying Theorem 4.
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B Loss Constraints and Loss Cuts
Loss Function Loss Variable Loss Constraints
0–1 ψi = 1
[
yiλ
Txi ≤ 0
]
Miψi ≥ γ − yiλTxi
Hinge ψi = max(0, 1− yiλTxi) ψi ≥ 1− yiλTxi
Quadratic ψi = (1− yixi · λ)2 -
Logistic ψi = log(1 + exp(−yiλTxi)) -
Exponential ψi = exp(1− yiλTxi) -
Table 8: Loss constraints for popular loss functions.
Loss Function Loss (λ;DN ) (∇Loss)λ
Hinge Loss 1N
∑N
i=1 max(0, 1− yiλTxi) 1N
∑N
i=1−yixTi 1
[
yiλ
Txi ≥ 1
]
Quadratic Loss 1N
∑N
i=1(1− yixi · λ)2 1N
∑N
i=1−2yixTi (1− yixi · λ)2
Logistic Loss 1N
∑N
i=1 log(1 + exp(−yiλTxi)) 1N
∑N
i=1 exp(−yiλTxi)
Exponential Loss 1N
∑N
i=1 exp(1− yiλTxi) 1N
∑N
i=1−yixi exp(1− yiλTxi)
Table 9: The value and subgradient of the aggregate loss for popular loss functions.
These quantities are computed by the oracle function for λ, and used to produce cut-
ting planes to the aggregate loss function in the proxy problem at each iteration of a
decomposition algorithm.
.
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C Progress of Decomposition Algorithm
In this appendix, we provide an iteration-by-iteration overview of the Benders’ decomposition algorithm
when we applied it to train the simulated dataset from Section 4.1 with N = 10000000 examples. In this
case, the algorithm converged after 43 iterations, taking 310.3 seconds. Here, the IP solver only used
0.3 seconds to provide the oracle function with feasible values of λ, and the oracle function used 310.0
seconds to compute cutting planes to the aggregate loss function at λ.
[N , P]:			 [10000000,5]
[C0,C1]:			 [1.0e−03,1.0e−08]
Status:			 Converged
Cuts Required:			 43
Objective Value:			 0.0404
Training Error:			 1.2650%
L0 Norm:			 6
CPLEX Runtime:			 0.3 secs.
CPLEX + Oracle Runtime:			 310.3 secs.
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D Additional Models for Sleep Apnea Dataset
In this appendix, we include the best models that we were able to produce for the sleep apnea demonstra-
tion in 6 using methods that were unable to fulfill the full set of model requirements. Summary statistics
associated with each model can be found in Table 2.
0.24 htn + 0.19 male + 0.15 snoring 2
+ 0.13 snoring + 0.08 bmi geq 30 + 0.07 age geq 60
+ 0.05 bmi geq 25 − 0.19 female − 0.05 bmi lt 25
− 0.49
Figure 19: Elastic Net score function for the apnea dataset.
0.30 age geq 60 + 0.29 htn + 0.28 male
+ 0.23 snoring 2 + 0.22 snoring + 0.20 bmi geq 25
+ 0.19 retired + 0.18 bmi geq 30 + 0.18 bmi geq 35
+ 0.18 stopbreathing + 0.17 age geq 30 + 0.14 bmi geq 40
+ 0.13 diabetes + 0.12 stopbreathing 2 + 0.09 ESS5 ge 2
+ 0.09 nocturnal + 0.08 drymouth am + 0.08 bronchitis
+ 0.08 fallbacks easily + 0.07 finished high school + 0.07 ESS2 ge 2
+ 0.07 latency le 10 + 0.06 arthritis + 0.06 gasping arousals
+ 0.06 ESS1 ge 2 + 0.06 nap refreshes + 0.06 some college
+ 0.06 cancer + 0.05 some high school + 0.05 coronary dz
+ 0.04 not enough time + 0.04 any other disorder + 0.04 chf
+ 0.04 no problem + 0.04 ESS3 ge 2 + 0.03 kidney disorder
+ 0.03 caffeine + 0.02 bedtime stable + 0.02 memory problems
+ 0.02 alcohol for sleep + 0.02 sleeps always with partner + 0.02 sleeps with noone
+ 0.01 wakes up more than 3 + 0.01 sleep paralysis + 0.01 ESS6 ge 2
+ 0.01 bad sleep habits + 0.01 timezone travel + 0.01 ESS7 ge 2
+ 0.01 multiple other disorders + 0.00 hypothyroid + 0.00 irregular heart
− 0.28 female − 0.20 bmi lt 25 − 0.17 age lt 30
− 0.14 insomia − 0.13 headaches − 0.09 anxiety
− 0.08 insomnia onset − 0.07 fibromyalgia − 0.07 asthma
− 0.07 finished college − 0.06 parasomnia − 0.06 better if move
− 0.06 ESS4 ge 2 − 0.06 worse night − 0.05 abnormal heart rhythm
− 0.05 no timing − 0.05 latency ge 60 − 0.05 sleep hallucinations
− 0.04 disabled − 0.04 insomnia earlywake − 0.04 leg jerks
− 0.04 sleep twitches − 0.04 shift work − 0.04 bipolar
− 0.04 depression − 0.03 ged − 0.03 head trauma
− 0.03 wake twitches − 0.03 bed partner disturbs me − 0.03 wakes up 1 to 3
− 0.03 bedtime variable − 0.03 latency 30 to 60 − 0.03 tired regardless sleep duration
− 0.03 insomnia maint − 0.03 substance abuse − 0.03 sleeps sometimes with partner
− 0.03 graduate degree − 0.02 latency 10 to 30 − 0.02 sleepiness
− 0.02 technical school − 0.02 no diff − 0.02 cataplexy
− 0.02 worse AM − 0.02 stroke − 0.02 COPD
− 0.02 worse if move − 0.01 smoking − 0.01 ESS sum geq 9
− 0.01 associates degree − 0.01 pacemaker − 0.01 PTSD
− 0.01 hyperthyroid − 0.00 prefer other language − 0.00 unemployed
− 0.00 seizures − 0.00 fallsback slowly − 0.00 ESS8 ge 2
− 0.00 wakes up never − 0.00 meningitis − 1.13
Figure 20: Ridge score function for the apnea dataset.
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0.82 age geq 60 + 0.77 bmi geq 40 + 0.62 retired
+ 0.59 kidney disorder + 0.56 stopbreathing + 0.55 fallbacks easily
+ 0.55 male + 0.49 htn + 0.49 fallsback slowly
+ 0.48 some high school + 0.46 sleeps with noone + 0.44 age geq 30
+ 0.43 bronchitis + 0.42 sleep paralysis + 0.42 cancer
+ 0.39 snoring + 0.38 ESS5 ge 2 + 0.38 diabetes
+ 0.36 bmi geq 35 + 0.31 sleeps always with partner + 0.28 wake twitches
+ 0.28 bmi geq 25 + 0.27 sleep twitches + 0.27 alcohol for sleep
+ 0.26 finished high school + 0.26 some college + 0.24 ESS2 ge 2
+ 0.23 not enough time + 0.21 snoring 2 + 0.21 ESS1 ge 2
+ 0.20 depression + 0.19 no diff + 0.19 seizures
+ 0.19 latency le 10 + 0.17 gasping arousals + 0.17 ESS3 ge 2
+ 0.15 timezone travel + 0.15 bed partner disturbs me + 0.14 memory problems
+ 0.14 sleeps sometimes with partner + 0.12 ESS7 ge 2 + 0.12 chf
+ 0.12 latency 30 to 60 + 0.10 irregular heart + 0.10 PTSD
+ 0.09 tired regardless sleep duration + 0.08 drymouth am + 0.07 no problem
+ 0.06 nap refreshes + 0.06 bmi geq 30 + 0.04 ESS8 ge 2
+ 0.04 coronary dz + 0.04 bad sleep habits + 0.04 nocturnal
+ 0.04 arthritis + 0.03 latency 10 to 30 + 0.02 caffeine
+ 0.02 smoking + 0.02 associates degree + 0.02 hypothyroid
+ 0.01 graduate degree + 0.01 insomnia onset + 0.00 latency ge 60
+ 0.00 age geq 45 − 0.69 COPD − 0.61 fibromyalgia
− 0.58 worse night − 0.55 female − 0.49 worse if move
− 0.44 age lt 30 − 0.44 worse AM − 0.42 bipolar
− 0.38 wakes up 1 to 3 − 0.36 technical school − 0.35 head trauma
− 0.34 abnormal heart rhythm − 0.33 asthma − 0.32 insomia
− 0.31 shift work − 0.31 bedtime stable − 0.30 multiple other disorders
− 0.29 no timing − 0.28 prefer other language − 0.28 bmi lt 25
− 0.26 ged − 0.26 insomnia earlywake − 0.25 parasomnia
− 0.23 substance abuse − 0.21 stopbreathing 2 − 0.21 stroke
− 0.20 ESS sum geq 9 − 0.19 ESS4 ge 2 − 0.17 hyperthyroid
− 0.16 bedtime variable − 0.16 cataplexy − 0.15 sleep hallucinations
− 0.13 better if move − 0.12 wakes up more than 3 − 0.12 pacemaker
− 0.10 leg jerks − 0.10 sleepiness − 0.08 finished college
− 0.08 anxiety − 0.06 headaches − 0.05 meningitis
− 0.05 disabled − 0.05 insomnia maint − 0.03 ESS6 ge 2
− 0.03 any other disorder − 0.03 unemployed − 0.01 wakes up never
− 2.19
Figure 21: SVM Linear score function for the apnea dataset.
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yes nobmi_lt_25 >= 0.5
snoring_2 < 0.5
anxiety >= 0.5
female >= 0.5
htn < 0.5
retired < 0.5
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Figure 22: CART model for the apnea dataset.
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Rule 1: (7, lift 3.8)
age_lt_30 > 0
bmi_lt_25 > 0
snoring > 0
headaches > 0
-> class 0 [0.889]
Rule 2: (5, lift 3.7)
bmi_lt_25 > 0
snoring <= 0
insomnia_onset > 0
htn > 0
graduate_degree <= 0
-> class 0 [0.857]
Rule 3: (122/29, lift 3.3)
bmi_lt_25 > 0
snoring <= 0
stopbreathing <= 0
htn <= 0
retired <= 0
-> class 0 [0.758]
Rule 4: (67/16, lift 3.3)
male <= 0
age_lt_30 > 0
bmi_geq_40 <= 0
htn <= 0
-> class 0 [0.754]
Rule 5: (57/19, lift 2.9)
bmi_lt_25 > 0
latency_30_to_60 > 0
retired <= 0
-> class 0 [0.661]
Rule 6: (47/17, lift 2.7)
bmi_geq_35 <= 0
leg_jerks > 0
snoring_2 <= 0
retired <= 0
-> class 0 [0.633]
Rule 7: (276/111, lift 2.6)
age_geq_60 <= 0
bmi_geq_35 <= 0
snoring_2 <= 0
retired <= 0
-> class 0 [0.597]
Rule 8: (40/17, lift 2.5)
male <= 0
irregular_heart > 0
htn <= 0
-> class 0 [0.571]
Rule 9: (297/137, lift 2.3)
male <= 0
bmi_geq_40 <= 0
hypothyroid <= 0
htn <= 0
some_college <= 0
retired <= 0
-> class 0 [0.538]
Rule 10: (792/510, lift 1.5)
male <= 0
-> class 0 [0.356]
}
Figure 23: Rules 1 through 10 for the C5.0T model for the apnea dataset.
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Rule 11: (30, lift 1.3)
male > 0
age_geq_60 > 0
bmi_lt_25 <= 0
leg_jerks <= 0
snoring_2 <= 0
retired <= 0
-> class 1 [0.969]
Rule 12: (27, lift 1.3)
male <= 0
age_lt_30 <= 0
bmi_lt_25 <= 0
wakes_up_more_than_3 <= 0
hypothyroid > 0
headaches <= 0
retired <= 0
-> class 1 [0.966]
Rule 13: (47/1, lift 1.2)
male <= 0
bmi_geq_40 > 0
sleeps_sometimes_with_partner <= 0
irregular_heart <= 0
htn <= 0
substance_abuse <= 0
associates_degree <= 0
-> class 1 [0.959]
Rule 14: (222/10, lift 1.2)
bmi_lt_25 <= 0
retired > 0
-> class 1 [0.951]
Rule 15: (58/2, lift 1.2)
male > 0
bmi_geq_35 > 0
snoring_2 <= 0
-> class 1 [0.950]
Rule 16: (277/20, lift 1.2)
retired > 0
-> class 1 [0.925]
Rule 17: (539/43, lift 1.2)
bmi_lt_25 <= 0
shift_work <= 0
htn > 0
-> class 1 [0.919]
Rule 18: (789/69, lift 1.2)
male > 0
bmi_lt_25 <= 0
snoring_2 > 0
-> class 1 [0.912]
Rule 19: (579/65, lift 1.2)
stopbreathing > 0
snoring_2 > 0
-> class 1 [0.886]
Rule 20: (807/101, lift 1.1)
snoring > 0
headaches <= 0
-> class 1 [0.874]
Default class: 1
Figure 24: Rules 11 through 20 for the C5.0T model for the apnea dataset.
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bmi_lt_25 > 0:
:...retired > 0:
: :...asthma <= 0: 1 (48/7)
: : asthma > 0: 0 (7/4)
: retired <= 0:
: :...snoring <= 0:
: :...htn <= 0:
: : :...snoring_2 <= 0: 0 (117/24)
: : : snoring_2 > 0:
: : : :...stopbreathing <= 0: 0 (19/8)
: : : stopbreathing > 0: 1 (4)
: : htn > 0:
: : :...insomnia_onset <= 0: 1 (8)
: : insomnia_onset > 0:
: : :...graduate_degree <= 0: 0 (5)
: : graduate_degree > 0: 1 (3)
: snoring > 0:
: :...age_lt_30 <= 0:
: :...latency_30_to_60 <= 0: 1 (71/15)
: : latency_30_to_60 > 0:
: : :...ESS4_ge_2 > 0: 0 (5)
: : ESS4_ge_2 <= 0:
: : :...sleep_twitches <= 0: 1 (8/1)
: : sleep_twitches > 0: 0 (2)
: age_lt_30 > 0:
: :...headaches > 0: 0 (7)
: headaches <= 0:
: :...drymouth_am <= 0: 1 (4)
: drymouth_am > 0:
: :...sleeps_sometimes_with_partner <= 0: 0 (4)
: sleeps_sometimes_with_partner > 0: 1 (2)
bmi_lt_25 <= 0:
:...retired > 0: 1 (222/10)
retired <= 0:
:...male > 0:
:...snoring_2 > 0: 1 (703/66)
: snoring_2 <= 0:
: :...bmi_geq_35 > 0: 1 (43/2)
: bmi_geq_35 <= 0:
: :...age_geq_60 <= 0: 0 (96/56)
: age_geq_60 > 0:
: :...leg_jerks <= 0: 1 (16)
: leg_jerks > 0: 0 (3/1)
male <= 0:
:...htn > 0:
:...shift_work <= 0: 1 (137/20)
: shift_work > 0:
: :...stopbreathing <= 0: 0 (18/9)
: stopbreathing > 0: 1 (6)
htn <= 0:
:...bmi_geq_40 <= 0:
:...sleep_hallucinations > 0: 0 (19/5)
: sleep_hallucinations <= 0:
: :...age_lt_30 > 0: 0 (25/8)
: age_lt_30 <= 0:
: :...hypothyroid <= 0:
: :...some_college <= 0: 0 (175/97)
: : some_college > 0: 1 (38/9)
: hypothyroid > 0:
: :...stopbreathing > 0: 1 (7)
: stopbreathing <= 0:
: :...headaches > 0: 0 (12/4)
: headaches <= 0:
: :...wakes_up_more_than_3 <= 0: 1 (14)
: wakes_up_more_than_3 > 0: 0 (2)
bmi_geq_40 > 0:
:...not_enough_time > 0: 1 (17)
not_enough_time <= 0:
:...sleeps_sometimes_with_partner > 0:
:...latency_le_10 <= 0: 0 (8/1)
: latency_le_10 > 0: 1 (2)
sleeps_sometimes_with_partner <= 0:
:...irregular_heart > 0: 0 (2)
irregular_heart <= 0:
:...substance_abuse > 0: 0 (2)
substance_abuse <= 0:
:...associates_degree <= 0: 1 (36/1)
associates_degree > 0:
:...insomia <= 0: 1 (3)
insomia > 0: 0 (2)
Figure 25: C5.0T model for the apnea dataset
47
E Additional Models for the mushroom Dataset
In this appendix, we include the remaining models that were trained on the mushroom dataset.
0.79 odor eq foul + 0.75 gill size eq narrow + 0.53 spore print color eq chocolate
+ 0.47 population eq several + 0.47 gill color eq buff + 0.46 stalk surface above ring eq grooves
+ 0.45 gill spacing eq close + 0.45 stalk root eq bulbous + 0.44 odor eq pungent
+ 0.37 odor eq creosote + 0.36 stalk surface below ring eq grooves + 0.33 spore print color eq green
+ 0.31 ring type eq large + 0.27 cap surface eq smooth + 0.21 habitat eq urban
+ 0.18 odor eq spicy + 0.18 odor eq fishy + 0.18 cap color eq buff
+ 0.17 cap color eq pink + 0.16 stalk shape eq elarging + 0.15 spore print color eq white
+ 0.12 population eq scattered + 0.11 stalk color below ring eq pink + 0.11 gill color eq green
+ 0.10 stalk color above ring eq buff + 0.10 habitat eq paths + 0.10 stalk color above ring eq pink
+ 0.10 stalk color below ring eq buff + 0.10 gill color eq chocolate + 0.08 stalk color above ring eq brown
+ 0.08 ring type eq none + 0.08 stalk color below ring eq cinnamon + 0.08 stalk color above ring eq cinnamon
+ 0.08 odor eq musty + 0.08 veil color eq white + 0.07 gill attachment eq free
+ 0.07 gill color eq gray + 0.06 stalk color below ring eq yellow + 0.06 cap color eq white
+ 0.06 ring type eq evanescent + 0.06 cap shape eq flat + 0.05 stalk root eq equal
+ 0.03 veil color eq yellow + 0.03 stalk color above ring eq yellow + 0.02 cap shape eq convex
+ 0.02 cap shape eq knobbed + 0.02 cap surface eq grooves + 0.02 cap shape eq conical
+ 0.01 gill color eq yellow + 0.01 habitat eq grasses + 0.01 stalk color below ring eq white
+ 0.01 stalk surface above ring eq scaly + 0.01 cap color eq red + 0.00 cap surface eq scaly
− 1.33 odor eq none − 0.75 gill size eq broad − 0.45 gill spacing eq crowded
− 0.43 spore print color eq brown − 0.42 stalk surface above ring eq smooth − 0.37 spore print color eq black
− 0.36 odor eq anise − 0.36 odor eq almond − 0.30 bruises eq TRUE
− 0.30 ring type eq pendant − 0.29 cap surface eq fibrous − 0.25 stalk root eq club
− 0.24 population eq numerous − 0.23 gill color eq brown − 0.22 population eq solitary
− 0.20 stalk surface below ring eq smooth − 0.18 gill color eq white − 0.17 stalk color above ring eq gray
− 0.17 stalk color below ring eq gray − 0.16 stalk shape eq tapering − 0.16 stalk surface below ring eq fibrous
− 0.16 ring type eq flaring − 0.15 stalk root eq rooted − 0.15 habitat eq woods
− 0.14 habitat eq waste − 0.11 cap color eq yellow − 0.11 cap color eq brown
− 0.11 stalk color above ring eq orange − 0.11 stalk color below ring eq orange − 0.11 spore print color eq purple
− 0.10 population eq abundant − 0.10 gill color eq purple − 0.08 gill color eq black
− 0.08 ring number eq 2 − 0.08 gill color eq red − 0.07 stalk color above ring eq red
− 0.07 stalk color below ring eq red − 0.07 gill attachment eq attached − 0.07 cap shape eq bell
− 0.06 gill color eq pink − 0.06 veil color eq orange − 0.06 veil color eq brown
− 0.05 cap shape eq sunken − 0.05 cap color eq green − 0.05 cap color eq purple
− 0.05 cap color eq cinnamon − 0.05 stalk color above ring eq white − 0.05 stalk surface above ring eq fibrous
− 0.04 cap color eq gray − 0.04 gill color eq orange − 0.03 population eq clustered
− 0.03 spore print color eq buff − 0.03 spore print color eq yellow − 0.03 spore print color eq orange
− 0.02 stalk color below ring eq brown − 0.02 habitat eq leaves − 0.02 habitat eq meadows
− 0.01 stalk surface below ring eq scaly − 0.01 ring number eq 1 + 0.30
Figure 26: Ridge score function trained on the full mushroom dataset. This model
uses 113 coefficients and has a 10-fold CV test error of 1.7 ± 0.3%.
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3.44 spore print color eq green + 2.65 odor eq foul + 2.53 odor eq creosote
+ 2.46 stalk root eq bulbous + 2.16 odor eq pungent + 2.09 gill size eq narrow
+ 1.76 gill color eq buff + 1.63 stalk surface above ring eq grooves + 1.43 gill spacing eq close
+ 1.24 population eq clustered + 1.23 stalk surface below ring eq scaly + 0.90 spore print color eq chocolate
+ 0.84 cap color eq buff + 0.84 stalk color below ring eq yellow + 0.76 cap color eq pink
+ 0.76 odor eq fishy + 0.76 odor eq spicy + 0.65 habitat eq meadows
+ 0.62 ring type eq large + 0.62 habitat eq grasses + 0.61 cap surface eq grooves
+ 0.59 stalk shape eq elarging + 0.59 gill color eq green + 0.56 veil color eq yellow
+ 0.56 stalk color above ring eq yellow + 0.51 ring type eq evanescent + 0.46 cap color eq white
+ 0.40 cap shape eq conical + 0.33 stalk surface below ring eq grooves + 0.32 population eq several
+ 0.32 odor eq musty + 0.32 ring type eq none + 0.32 stalk color above ring eq cinnamon
+ 0.32 stalk color below ring eq cinnamon + 0.31 habitat eq urban + 0.29 cap shape eq bell
+ 0.28 stalk color below ring eq pink + 0.26 population eq scattered + 0.24 stalk color above ring eq pink
+ 0.21 stalk color below ring eq white + 0.18 cap surface eq smooth + 0.14 gill color eq yellow
+ 0.14 stalk root eq equal + 0.14 spore print color eq white + 0.12 stalk color above ring eq buff
+ 0.09 gill attachment eq free + 0.07 habitat eq leaves + 0.07 bruises eq TRUE
+ 0.06 stalk color below ring eq buff + 0.05 stalk surface above ring eq scaly + 0.05 gill color eq chocolate
− 4.04 odor eq none − 2.73 odor eq anise − 2.73 odor eq almond
− 2.05 gill size eq broad − 1.51 ring type eq flaring − 1.47 spore print color eq brown
− 1.41 gill spacing eq crowded − 1.37 spore print color eq purple − 1.26 spore print color eq black
− 1.15 population eq solitary − 1.12 habitat eq waste − 1.10 stalk surface below ring eq fibrous
− 1.08 stalk surface above ring eq smooth − 0.89 stalk color below ring eq brown − 0.82 stalk root eq rooted
− 0.79 cap surface eq fibrous − 0.76 population eq numerous − 0.75 cap color eq cinnamon
− 0.73 stalk root eq club − 0.60 stalk surface above ring eq fibrous − 0.58 gill color eq brown
− 0.58 stalk shape eq tapering − 0.46 gill color eq red − 0.45 stalk surface below ring eq smooth
− 0.41 cap shape eq sunken − 0.39 gill color eq pink − 0.39 stalk color above ring eq red
− 0.38 cap color eq brown − 0.37 habitat eq woods − 0.34 stalk color below ring eq red
− 0.33 stalk color below ring eq orange − 0.33 stalk color above ring eq orange − 0.32 gill color eq black
− 0.30 gill color eq white − 0.29 cap color eq green − 0.29 cap color eq purple
− 0.29 stalk color above ring eq gray − 0.28 habitat eq paths − 0.26 stalk color below ring eq gray
− 0.20 cap color eq yellow − 0.19 gill color eq purple − 0.18 ring number eq 2
− 0.13 cap shape eq convex − 0.11 veil color eq white − 0.11 veil color eq orange
− 0.11 veil color eq brown − 0.10 stalk color above ring eq brown − 0.09 gill attachment eq attached
− 0.06 ring type eq pendant − 0.05 gill color eq orange − 0.03 ring number eq 1
− 0.02 spore print color eq buff − 0.02 spore print color eq yellow − 0.02 spore print color eq orange
− 0.02 cap shape eq flat − 0.01 stalk color above ring eq white − 0.00 cap surface eq scaly
+ 0.42
Figure 27: Elastic Net score function trained on the full mushroom dataset. This
model uses 108 coefficients and has a 10-fold CV test error of 0.0 ± 0.0%.
Rule 1: (3216, lift 1.9)
odor_eq_none > 0
gill_size_eq_narrow <= 0
spore_print_color_eq_green <= 0
-> class 0 [1.000]
Rule 2: (1440, lift 1.9)
bruises_eq_TRUE <= 0
odor_eq_none > 0
stalk_surface_below_ring_eq_scaly <= 0
-> class 0 [0.999]
Rule 3: (400, lift 1.9)
odor_eq_almond > 0
-> class 0 [0.998]
Rule 4: (400, lift 1.9)
odor_eq_anise > 0
-> class 0 [0.998]
Rule 5: (3796, lift 2.1)
odor_eq_almond <= 0
odor_eq_anise <= 0
odor_eq_none <= 0
-> class 1 [1.000]
Rule 6: (72, lift 2.0)
spore_print_color_eq_green > 0
-> class 1 [0.986]
Rule 7: (40, lift 2.0)
gill_size_eq_narrow > 0
stalk_surface_below_ring_eq_scaly > 0
-> class 1 [0.976]
Default class: 1
Figure 28: C5.0R model trained the full mushroom dataset. This model has 7 rules
and a 10-fold CV test error of ± 0.0%.
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odor_eq_none <= 0:
:...odor_eq_almond > 0: 0 (400)
: odor_eq_almond <= 0:
: :...odor_eq_anise <= 0: 1 (3796)
: odor_eq_anise > 0: 0 (400)
odor_eq_none > 0:
:...spore_print_color_eq_green > 0: 1 (72)
spore_print_color_eq_green <= 0:
:...stalk_surface_below_ring_eq_scaly > 0:
:...gill_size_eq_narrow <= 0: 0 (16)
: gill_size_eq_narrow > 0: 1 (40)
stalk_surface_below_ring_eq_scaly <= 0:
:...gill_size_eq_narrow <= 0: 0 (3200)
gill_size_eq_narrow > 0:
:...bruises_eq_TRUE <= 0: 0 (192)
bruises_eq_TRUE > 0: 1 (8)
Figure 29: C5.0T model trained on the full mushroom dataset. This model has 9
leaves and a 10-fold CV test error of ± 0.0%.
1.45 spore print color eq green + 1.04 odor eq creosote + 0.83 stalk surface above ring eq grooves
+ 0.69 odor eq pungent + 0.64 population eq clustered + 0.61 gill color eq buff
+ 0.55 odor eq foul + 0.55 stalk root eq bulbous + 0.47 gill size eq narrow
+ 0.41 stalk surface below ring eq scaly + 0.39 bruises eq TRUE + 0.39 gill spacing eq close
+ 0.31 odor eq fishy + 0.31 odor eq spicy + 0.30 habitat eq meadows
+ 0.30 habitat eq grasses + 0.27 cap surface eq grooves + 0.25 ring number eq 1
+ 0.25 ring type eq pendant + 0.22 ring type eq evanescent + 0.18 cap shape eq conical
+ 0.18 stalk shape eq elarging + 0.17 stalk color above ring eq yellow + 0.17 stalk color below ring eq yellow
+ 0.17 veil color eq yellow + 0.12 stalk color below ring eq pink + 0.12 stalk color below ring eq white
+ 0.11 habitat eq urban + 0.10 gill attachment eq free + 0.05 stalk color above ring eq pink
+ 0.05 stalk color above ring eq white + 0.04 ring type eq large + 0.04 spore print color eq chocolate
+ 0.02 stalk root eq club + 0.00 cap color eq pink + 0.00 cap color eq buff
+ 0.00 cap color eq white + 0.00 cap color eq yellow + 0.00 cap color eq gray
− 0.99 odor eq anise − 0.99 odor eq almond − 0.92 odor eq none
− 0.52 stalk root eq rooted − 0.51 ring type eq flaring − 0.47 gill size eq broad
− 0.45 spore print color eq purple − 0.45 spore print color eq brown − 0.45 spore print color eq black
− 0.43 habitat eq waste − 0.41 stalk root eq equal − 0.39 stalk surface above ring eq fibrous
− 0.39 stalk surface above ring eq smooth − 0.39 gill spacing eq crowded − 0.31 stalk color below ring eq brown
− 0.25 ring number eq 2 − 0.21 habitat eq paths − 0.18 stalk shape eq tapering
− 0.18 stalk color above ring eq brown − 0.18 population eq solitary − 0.16 population eq several
− 0.16 population eq scattered − 0.16 population eq numerous − 0.14 stalk surface below ring eq fibrous
− 0.14 stalk surface below ring eq smooth − 0.14 stalk surface below ring eq grooves − 0.10 gill attachment eq attached
− 0.10 stalk color above ring eq orange − 0.10 stalk color below ring eq orange − 0.09 cap surface eq fibrous
− 0.09 cap surface eq scaly − 0.09 cap surface eq smooth − 0.07 veil color eq white
− 0.06 gill color eq red − 0.06 gill color eq pink − 0.06 gill color eq brown
− 0.06 gill color eq black − 0.06 gill color eq white − 0.06 gill color eq gray
− 0.06 gill color eq purple − 0.06 gill color eq chocolate − 0.05 gill color eq yellow
− 0.05 veil color eq orange − 0.05 gill color eq orange − 0.05 veil color eq brown
− 0.05 stalk surface above ring eq scaly − 0.04 spore print color eq white − 0.04 cap shape eq flat
− 0.04 cap shape eq convex − 0.04 cap shape eq sunken − 0.04 cap shape eq knobbed
− 0.04 cap shape eq bell − 0.03 spore print color eq yellow − 0.03 spore print color eq orange
− 0.03 spore print color eq buff − 0.03 habitat eq leaves − 0.03 habitat eq woods
− 0.00 cap color eq cinnamon − 0.00 cap color eq brown − 0.21
Figure 30: SVM score function trained on the full mushroom dataset. This model uses
99 coefficients and has a 10-fold CV test error of 0.0 ± 0.0%.
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F Numerical Experiments with Longer Training Time
In this section, we show the results of the numerical experiments from Section 7 when train the IP-based
methods from our framework for a longer period of time. Here, we use exactly the same setup as in
Section 7 but allocate 60 minutes to solve each IP associated with SLIM and MN Rules (as opposed to
10 minutes/IP). Thus, the training process for SLIM and MN Rules involves at most 6 hours of total
computing time for each dataset.
When we compare these results to those in Section 7, we find that the IP-based classifiers that were
trained for longer have a lower objective values as well as a better guarantee on optimality (i.e. mipgap).
However, these classifiers do not necessarily show an improvement in terms of test error or sparsity. As
shown in the regularization path plots, we find that MN Rules and the smaller SLIM models (trained
at small values of C0) have the same predictive accuracy. However, the larger SLIM models (trained at
smaller values of C0) typically have worse predictive accuracy. This suggests that using a large L may
overfit the data – a result that we would expect given that a larger L allow for more complex models. In
this case, we can counteract the overfitting can be counteracted by using good feasible solutions instead
the optimal solution.
Dataset Details Metric Lasso Ridge E. Net C5.0R C5.0T CART SVM Lin. SVM RBF MN Rules SLIM
adult
N 32561
P 36
Pr(y=+1) 24%
Pr(y=-1) 76%
test error
train error
model size
model range
17.3 ± 0.9%
17.2 ± 0.1%
14
13 - 14
17.6 ± 0.9%
17.6 ± 0.1%
36
36 - 36
17.4 ± 0.9%
17.4 ± 0.1%
17
16 - 18
26.4 ± 1.8%
25.3 ± 0.4%
41
38 - 46
26.3 ± 1.4%
24.9 ± 0.4%
84
78 - 99
75.9 ± 0.0%
75.9 ± 0.0%
4
4 - 4
16.8 ± 0.8%
16.7 ± 0.1%
36
36 - 36
16.3 ± 0.5%
16.3 ± 0.1%
36
36 - 36
19.2 ± 1.0%
19.2 ± 0.2%
9
4 - 19
17.7 ± 1.0%
17.6 ± 1.0%
22
21 - 28
breastcancer
N 683
P 9
Pr(y=+1) 35%
Pr(y=-1) 65%
test error
train error
model size
model range
3.4 ± 2.2%
2.9 ± 0.3%
9
8 - 9
3.4 ± 1.7%
3.0 ± 0.3%
9
9 - 9
3.1 ± 2.1%
2.8 ± 0.3%
9
9 - 9
4.3 ± 3.3%
2.1 ± 0.3%
7
6 - 9
5.3 ± 3.4%
1.6 ± 0.4%
13
7 - 16
5.6 ± 1.9%
3.6 ± 0.3%
4
3 - 7
3.1 ± 2.0%
2.7 ± 0.2%
9
9 - 9
3.5 ± 2.5%
0.3 ± 0.1%
9
9 - 9
4.8 ± 2.5%
4.1 ± 0.2%
8
7 - 8
4.0 ± 2.5%
1.6 ± 0.2%
6
5 - 9
bankruptcy
N 250
P 6
Pr(y=+1) 57%
Pr(y=-1) 43%
test error
train error
model size
model range
0.0 ± 0.0%
0.0 ± 0.0%
3
3 - 3
0.4 ± 1.3%
0.4 ± 0.1%
6
6 - 6
0.0 ± 0.0%
0.4 ± 0.7%
3
3 - 3
0.8 ± 1.7%
0.4 ± 0.2%
4
4 - 4
0.8 ± 1.7%
0.4 ± 0.2%
4
4 - 4
1.6 ± 2.8%
1.6 ± 0.3%
2
2 - 2
0.4 ± 1.3%
0.4 ± 0.1%
6
6 - 6
0.4 ± 1.3%
0.4 ± 0.1%
6
6 - 6
2.8 ± 1.9%
0.7 ± 0.2%
8
7 - 12
0.8 ± 1.7%
0.0 ± 0.0%
3
2 - 3
haberman
N 306
P 3
Pr(y=+1) 74%
Pr(y=-1) 26%
test error
train error
model size
model range
42.5 ± 11.3%
40.6 ± 1.9%
2
2 - 2
36.9 ± 15.0%
41.0 ± 9.7%
3
3 - 3
40.9 ± 14.0%
45.1 ± 12.0%
1
1 - 1
42.7 ± 9.4%
40.4 ± 8.5%
2
0 - 3
42.7 ± 9.4%
40.4 ± 8.5%
2
1 - 3
43.1 ± 8.0%
34.3 ± 2.8%
6
4 - 9
45.3 ± 14.7%
46.0 ± 3.6%
3
3 - 3
47.5 ± 6.2%
5.4 ± 1.5%
4
4 - 4
54.7 ± 24.3%
54.7 ± 24.3%
1
0 - 1
38.4 ± 10.2%
35.8 ± 1.3%
3
3 - 4
mammo
N 961
P 14
Pr(y=+1) 46%
Pr(y=-1) 54%
test error
train error
model size
model range
19.0 ± 3.1%
19.3 ± 0.3%
13
12 - 13
19.2 ± 3.0%
19.2 ± 0.4%
14
14 - 14
19.0 ± 3.1%
19.2 ± 0.3%
14
13 - 14
20.5 ± 3.3%
19.8 ± 0.3%
5
3 - 5
20.3 ± 3.5%
19.9 ± 0.3%
5
4 - 6
20.7 ± 3.9%
20.0 ± 0.6%
4
3 - 5
20.3 ± 3.0%
20.3 ± 0.4%
14
14 - 14
19.1 ± 3.1%
18.2 ± 0.4%
14
14 - 14
21.6 ± 3.5%
20.8 ± 0.3%
9
9 - 9
19.5 ± 3.0%
18.3 ± 0.3%
9
9 - 11
heart
N 303
P 32
Pr(y=+1) 46%
Pr(y=-1) 54%
test error
train error
model size
model range
15.2 ± 6.3%
14.0 ± 1.0%
11
10 - 13
14.9 ± 5.9%
13.1 ± 0.8%
32
30 - 32
14.5 ± 5.9%
13.2 ± 0.6%
24
22 - 27
21.2 ± 7.5%
10.0 ± 1.8%
10
9 - 17
23.2 ± 6.8%
8.5 ± 2.0%
19
12 - 27
19.8 ± 6.5%
14.3 ± 0.9%
6
6 - 8
15.5 ± 6.5%
13.6 ± 0.5%
31
28 - 32
15.2 ± 6.0%
10.4 ± 0.8%
32
32 - 32
23.2 ± 10.4%
17.8 ± 0.8%
15
10 - 16
19.2 ± 6.7%
7.6 ± 0.8%
16
13 - 18
mushroom
N 8124
P 113
Pr(y=+1) 48%
Pr(y=-1) 52%
test error
train error
model size
model range
0.0 ± 0.0%
0.0 ± 0.0%
25
23 - 26
1.7 ± 0.3%
1.7 ± 0.0%
113
113 - 113
0.0 ± 0.0%
0.0 ± 0.0%
108
106 - 108
0.0 ± 0.0%
0.0 ± 0.0%
7
7 - 7
0.0 ± 0.0%
0.0 ± 0.0%
9
9 - 9
1.2 ± 0.6%
1.1 ± 0.3%
7
6 - 8
0.0 ± 0.0%
0.0 ± 0.0%
104
99 - 108
0.0 ± 0.0%
0.0 ± 0.0%
113
113 - 113
0.0 ± 0.0%
0.0 ± 0.0%
21
21 - 21
0.0 ± 0.0%
0.0 ± 0.0%
7
7 - 7
spambase
N 4601
P 57
Pr(y=+1) 39%
Pr(y=-1) 61%
test error
train error
model size
model range
10.0 ± 1.7%
9.5 ± 0.3%
28
28 - 29
26.3 ± 1.7%
26.1 ± 0.2%
57
57 - 57
10.0 ± 1.7%
9.6 ± 0.2%
28
28 - 29
6.6 ± 1.3%
4.2 ± 0.3%
27
23 - 31
7.3 ± 1.0%
3.9 ± 0.3%
69
56 - 78
11.1 ± 1.4%
9.8 ± 0.3%
7
6 - 10
7.8 ± 1.5%
8.1 ± 0.8%
57
57 - 57
13.7 ± 1.4%
1.3 ± 0.1%
57
57 - 57
9.7 ± 1.1%
9.1 ± 0.3%
33
26 - 41
6.5 ± 1.3%
5.4 ± 0.2%
36
30 - 39
Table 10: Accuracy and sparsity of all methods on UCI datasets. Here: test error
denotes the 10-fold CV test error; train error denotes the 10-fold CV training error;
model size corresponds to the 10-fold CV median model size; model range is the 10-fold
minimum and maximum model-size. We have set free parameters to whatever values
minimized the mean 10-fold CV error so as to reflect the most accurate model that was
produced by each method.
51
References
[1] Hiva Allahyari and Niklas Lavesson. User-oriented assessment of classification model understand-
ability. In SCAI, pages 11–19, 2011.
[2] Joel T Andrade. Handbook of violence risk assessment and treatment: New approaches for mental
health professionals. Springer Publishing Company, 2009.
[3] Elliott M Antman, Marc Cohen, Peter JLM Bernink, Carolyn H McCabe, Thomas Horacek, Gary
Papuchis, Branco Mautner, Ramon Corbalan, David Radley, and Eugene Braunwald. The TIMI risk
score for unstable angina/non–ST elevation MI. The Journal of the American Medical Association,
284(7):835–842, 2000.
[4] Ognian K. Asparouhov and Paul A. Rubin. Oscillation heuristics for the two-group classification
problem. Journal of Classification, 21:255–277, 2004.
[5] Ognian K Asparoukhov and Antonie Stam. Mathematical programming formulations for two-group
classification with binary variables. Annals of Operations Research, 74:89–112, 1997.
[6] David S Atkinson and Pravin M Vaidya. A cutting plane algorithm for convex programming that
uses analytic centers. Mathematical Programming, 69(1-3):1–43, 1995.
[7] K. Bache and M. Lichman. UCI machine learning repository, 2013. URL http://archive.ics.
uci.edu/ml.
[8] Lihui Bai and Paul A Rubin. Combinatorial Benders Cuts for the Minimum Tollbooth Problem.
Operations Research, 57(6):1510–1522, 2009. doi: 10.1287/opre.1090.0694. URL http://or.
journal.informs.org/cgi/content/abstract/opre.1090.0694v1.
[9] Peter L Bartlett, Michael I Jordan, and Jon D McAuliffe. Large margin classifiers: convex loss, low
noise, and convergence rates. In Advances in Neural Information Processing Systems, page None,
2003.
[10] Arie Ben-David. Monotonicity maintenance in information-theoretic machine learning algorithms.
Machine Learning, 19(1):29–43, 1995.
[11] Jacob Bien and Robert Tibshirani. Prototype selection for interpretable classification. The Annals
of Applied Statistics, 5(4):2403–2424, 2011.
[12] Robert Bixby and Edward Rothberg. Progress in computational mixed integer programminga look
back from the other side of the tipping point. Annals of Operations Research, 149(1):37–41, 2007.
[13] Robert E Bixby, Mary Fenelon, Zonghao Gu, Edward Rothberg, and Robert Wunderling. Mixed
integer programming: a progress report. The Sharpest Cut, pages 309–326, 2004.
[14] RC Bone, RA Balk, FB Cerra, RP Dellinger, AM Fein, WA Knaus, RM Schein, WJ Sibbald,
JH Abrams, GR Bernard, et al. American college of chest physicians/society of critical care medicine
consensus conference: Definitions for sepsis and organ failure and guidelines for the use of innovative
therapies in sepsis. Critical Care Medicine, 20(6):864–874, 1992.
[15] Stephen P Boyd and Lieven Vandenberghe. Convex optimization. Cambridge university press, 2004.
[16] Paul S Bradley, Usama M Fayyad, and Olvi L Mangasarian. Mathematical programming for data
mining: formulations and challenges. INFORMS Journal on Computing, 11(3):217–238, 1999.
[17] Ivan Bratko. Machine learning: Between accuracy and interpretability. Courses and Lectures-
International Centre for Mechanical Sciences, pages 163–178, 1997.
[18] Leo Breiman. Random forests. Mach. Learn., 45(1):5–32, October 2001. ISSN 0885-6125. doi:
10.1023/A:1010933404324. URL http://dx.doi.org/10.1023/A:1010933404324.
[19] Leonard A Breslow and David W Aha. Simplifying decision trees: A survey. The Knowledge
Engineering Review, 12(01):1–40, 1997.
[20] J Paul Brooks. Support vector machines with the ramp loss and the hard margin loss. Operations
research, 59(2):467–479, 2011.
52
[21] J Paul Brooks and Eva K Lee. Analysis of the consistency of a mixed integer programming-based
multi-category constrained discriminant model. Annals of Operations Research, 174(1):147–168,
2010.
[22] Paul Brooks and Eva Lee. Mixed integer programming constrained discrimination model for credit
screening. In Proceedings of the 2007 spring simulation multiconference-Volume 3, pages 127–132.
Society for Computer Simulation International, 2007.
[23] E. Carrizosa, A. Nogales-Go´mez, and D. Romero Morales. Strongly agree or strongly disagree?:
Rating features in support vector machines. Technical report, Sa¨ıd Business School, University of
Oxford, UK, 2013.
[24] Emilio Carrizosa and Dolores Romero Morales. Supervised classification and mathematical opti-
mization. Computers & Operations Research, 40(1):150–165, 2013.
[25] Emilio Carrizosa, Belen Mart´ın-Barraga´n, and Dolores Romero Morales. Binarized support vector
machines. INFORMS Journal on Computing, 22(1):154–167, 2010.
[26] Yann Chevaleyre, Fre´de´erick Koriche, and Jean-Daniel Zucker. Rounding methods for discrete
linear classification. In Proceedings of the 30th International Conference on Machine Learning
(ICML-13), pages 651–659, 2013.
[27] ABS Consulting. Marine Safety: Tools for Risk-Based Decision Making. Rowman & Littlefield,
2002.
[28] Robyn M Dawes. The robust beauty of improper linear models in decision making. American
psychologist, 34(7):571–582, 1979.
[29] Bradley Efron, Trevor Hastie, Iain Johnstone, and Robert Tibshirani. Least angle regression. The
Annals of Statistics, 32(2):407–499, 2004.
[30] Jack Elzinga and Thomas G Moore. A central cutting plane algorithm for the convex programming
problem. Mathematical Programming, 8(1):134–145, 1975.
[31] S Selcuk Erenguc and Gary J Koehler. Survey of mathematical programming models and experi-
mental results for linear discriminant analysis. Managerial and Decision Economics, 11(4):215–225,
1990.
[32] Ya-Ju Fan and W Art Chaovalitwongse. Deterministic and probabilistic optimization models for
data classification deterministic and probabilistic optimization models for data classification. In
Encyclopedia of Optimization, pages 694–702. Springer, 2009.
[33] Christodoulos A Floudas. Nonlinear and mixed-integer optimization: fundamentals and applica-
tions. Marcombo, 1995.
[34] Alex A Freitas. A critical review of multi-objective optimization in data mining: a position paper.
ACM SIGKDD Explorations Newsletter, 6(2):77–86, 2004.
[35] Alex A Freitas. Comprehensible classification models: a position paper. ACM SIGKDD Explo-
rations Newsletter, 15(1):1–10, March 2014.
[36] Alex A Freitas, Daniela C Wieser, and Rolf Apweiler. On the importance of comprehensible classifi-
cation models for protein function prediction. IEEE/ACM Transactions on Computational Biology
and Bioinformatics (TCBB), 7(1):172–182, 2010.
[37] Yoav Freund and Robert E Schapire. A decision-theoretic generalization of on-line learning and an
application to boosting. Journal of computer and system sciences, 55(1):119–139, 1997.
[38] Jerome Friedman, Trevor Hastie, and Robert Tibshirani. The elements of statistical learning,
volume 1. Springer Series in Statistics, 2001.
[39] Jerome Friedman, Trevor Hastie, and Robert Tibshirani. Regularization paths for generalized linear
models via coordinate descent. Journal of Statistical Software, 33(1):1–22, 2010. URL http:
//www.jstatsoft.org/v33/i01/.
[40] Glenn Fung, Sathyakama Sandilya, and R Bharat Rao. Rule extraction from linear support vector
machines. In Proceedings of the eleventh ACM SIGKDD international conference on Knowledge
discovery in data mining, pages 32–40. ACM, 2005.
53
[41] Brian F Gage, Amy D Waterman, William Shannon, Michael Boechler, Michael W Rich, and
Martha J Radford. Validation of clinical classification schemes for predicting stroke. The journal
of the American Medical Association, 285(22):2864–2870, 2001.
[42] JJ Glen. Integer programming methods for normalisation and variable selection in mathematical
programming discriminant analysis models. Journal of the Operational Research Society, pages
1043–1053, 1999.
[43] Jean-Louis Goffin and Jean-Philippe Vial. Convex nondifferentiable optimization: A survey focused
on the analytic center cutting plane method. Optimization Methods and Software, 17(5):805–867,
2002.
[44] Siong Thye Goh and Cynthia Rudin. Box drawings for learning with imbalanced data. arXiv
preprint arXiv:1403.3378, 2014.
[45] Noam Goldberg and Jonathan Eckstein. Sparse weighted voting classifier selection and its linear
programming relaxations. Information Processing Letters, 112:481–486, 2012.
[46] Wei Guan, Alex Gray, and Sven Leyffer. Mixed-integer support vector machine. In NIPS Workshop
on Optimization for Machine Learning, 2009.
[47] Isabelle Guyon and Andre´ Elisseeff. An introduction to variable and feature selection. The Journal
of Machine Learning Research, 3:1157–1182, 2003.
[48] Anne-Claire Haury, Pierre Gestraud, and Jean-Philippe Vert. The influence of feature selection
methods on accuracy, stability and interpretability of molecular signatures. PloS one, 6(12):e28210,
2011.
[49] John R Hauser, Olivier Toubia, Theodoros Evgeniou, Rene Befurt, and Daria Dzyabura. Disjunc-
tions of conjunctions, cognitive simplicity, and consideration sets. Journal of Marketing Research,
47(3):485–496, 2010.
[50] Tim Hesterberg, Nam Hee Choi, Lukas Meier, and Chris Fraley. Least angle and a˜aˆaˆ1 penalized
regression: A review. Statistics Surveys, 2:61–93, 2008.
[51] Johan Huysmans, Karel Dejaeger, Christophe Mues, Jan Vanthienen, and Bart Baesens. An em-
pirical evaluation of the comprehensibility of decision table, tree and rule based predictive models.
Decision Support Systems, 51(1):141–154, 2011.
[52] D Jennings, TM Amabile, and L Ross. Informal covariation assessment: Data-based vs. theory-
based judgments. Judgment under uncertainty: Heuristics and biases, pages 211–230, 1982.
[53] Thorsten Joachims. Training linear svms in linear time. In Proceedings of the 12th ACM SIGKDD
international conference on Knowledge discovery and data mining, pages 217–226. ACM, 2006.
[54] Erich A Joachimsthaler and Antonie Stam. Mathematical programming approaches for the clas-
sification problem in two-group discriminant analysis. Multivariate Behavioral Research, 25(4):
427–454, 1990.
[55] William A Knaus, Elizabeth A Draper, Douglas P Wagner, and Jack E Zimmerman. APACHE II:
a severity of disease classification system. Critical Care Medicine, 13(10):818–829, 1985.
[56] William A Knaus, DP Wagner, EA Draper, JE Zimmerman, Marilyn Bergner, PG Bastos, CA Sirio,
DJ Murphy, T Lotring, and A Damiano. The APACHE III prognostic system. risk prediction of
hospital mortality for critically ill hospitalized adults. Chest Journal, 100(6):1619–1636, 1991.
[57] Y Kodratoff. The comprehensibility manifesto. KDD Nugget Newsletter, 94(9), 1994.
[58] Ron Kohavi. The power of decision tables. In Machine Learning: ECML-95, pages 174–189.
Springer, 1995.
[59] Ron Kohavi and George H John. Wrappers for feature subset selection. Artificial intelligence, 97
(1):273–324, 1997.
[60] Ron Kohavi and Dan Sommerfield. Targeting business users with decision table classifiers. In KDD,
pages 249–253, 1998.
54
[61] Max Kuhn, Steve Weston, and Nathan Coulter. C code for C5.0 by R. Quinlan. C50: C5.0 Decision
Trees and Rule-Based Models, 2012. URL http://CRAN.R-project.org/package=C50. R
package version 0.1.0-013.
[62] Jean-Roger Le Gall, Philippe Loirat, Annick Alperovitch, Paul Glaser, Claude Granthil, Daniel
Mathieu, Philippe Mercier, Remi Thomas, and Daniel Villers. A simplified acute physiology score
for icu patients. Critical Care Medicine, 12(11):975–977, 1984.
[63] Jean-Roger Le Gall, Stanley Lemeshow, and Fabienne Saulnier. A new simplified acute physiol-
ogy score (SAPS II) based on a european/north american multicenter study. The Journal of the
American Medical Association, 270(24):2957–2963, 1993.
[64] Eva K Lee and Tsung-Lin Wu. Classification and disease prediction via mathematical programming.
In Handbook of Optimization in Medicine, pages 1–50. Springer, 2009.
[65] Benjamin Letham, Cynthia Rudin, Tyler H. McCormick, and David Madigan. An interpretable
stroke prediction model using rules and bayesian analysis. In Proceedings of AAAI Late Breaking
Track, 2013.
[66] A Yu Levin. On an algorithm for the minimization of convex functions. In Soviet Mathematics
Doklady, volume 160, pages 1244–1247, 1965.
[67] Ling Li and Hsuan-Tien Lin. Optimizing 0/1 loss for perceptrons by random coordinate descent.
In Neural Networks, 2007. IJCNN 2007. International Joint Conference on, pages 749–754. IEEE,
2007.
[68] Richard W Light, M Isabelle Macgregor, Peter C Luchsinger, and Wilmot C Ball. Pleural effusions:
the diagnostic separation of transudates and exudates. Annals of Internal Medicine, 77(4):507–513,
1972.
[69] H Liu, F Hussain, C L Tan, and M Dash. Discretization: An enabling technique. Data mining and
knowledge discovery, 2002.
[70] Han Liu and Jian Zhang. Estimation consistency of the group lasso and its applications. In
Proceedings of the Twelfth International Conference on Artificial Intelligence and Statistics, 2009.
[71] Jun Liu, Zheng Zhao, Jie Wang, and Jieping Ye. Safe screening with variational inequalities and
its applicaiton to lasso. arXiv preprint arXiv:1307.7577, 2013.
[72] Xu-Ying Liu and Zhi-Hua Zhou. The influence of class imbalance on cost-sensitive learning: An
empirical study. In Data Mining, 2006. ICDM’06. Sixth International Conference on, pages 970–
974. IEEE, 2006.
[73] Olvi L Mangasarian. Misclassification minimization. Journal of Global Optimization, 5(4):309–323,
1994.
[74] J. Marklof. Fine-scale statistics for the multidimensional Farey sequence. ArXiv e-prints, July 2012.
[75] David Martens. Building acceptable classification models for financial engineering applications:
thesis summary. ACM SIGKDD Explorations Newsletter, 10(2):30–31, 2008.
[76] David Martens, Bart Baesens, Tony Van Gestel, and Jan Vanthienen. Comprehensible credit
scoring models using rule extraction from support vector machines. European journal of operational
research, 183(3):1466–1476, 2007.
[77] David Martens, Jan Vanthienen, Wouter Verbeke, and Bart Baesens. Performance of classification
models from a user perspective. Decision Support Systems, 51(4):782–793, 2011.
[78] Nicolai Meinshausen et al. Node harvest. The Annals of Applied Statistics, 4(4):2049–2072, 2010.
[79] David Meyer, Evgenia Dimitriadou, Kurt Hornik, Andreas Weingessel, and Friedrich Leisch. e1071:
Misc Functions of the Department of Statistics (e1071), TU Wien, 2012. URL http://CRAN.
R-project.org/package=e1071. R package version 1.6-1.
[80] Alan J Miller. Selection of subsets of regression variables. Journal of the Royal Statistical Society.
Series A (General), pages 389–425, 1984.
55
[81] Rui P Moreno, Philipp GH Metnitz, Eduardo Almeida, Barbara Jordan, Peter Bauer, Ri-
cardo Abizanda Campos, Gaetano Iapichino, David Edbrooke, Maurizia Capuzzo, and Jean-Roger
Le Gall. SAPS 3 - from evaluation of the patient to evaluation of the intensive care unit. part 2: De-
velopment of a prognostic model for hospital mortality at icu admission. Intensive Care Medicine,
31(10):1345–1355, 2005.
[82] Joe Naoum-Sawaya and Samir Elhedhli. An interior-point Benders based branch-and-cut algorithm
for mixed integer programs. Annals of Operations Research, 210(1):33–55, November 2010.
[83] D J Newman. Location of the Maximum on Unimodal Surfaces. Journal of the ACM (JACM), 12
(3):395–398, July 1965.
[84] Hai Thanh Nguyen and Katrin Franke. A general lp-norm support vector machine via mixed 0-1
programming. In Machine Learning and Data Mining in Pattern Recognition, pages 40–49. Springer,
2012.
[85] Tan Nguyen and Scott Sanner. Algorithms for direct 0–1 loss optimization in binary classification.
In Proceedings of the 30th International Conference on Machine Learning (ICML-13), pages 1085–
1093, 2013.
[86] Michael J Pazzani. Knowledge discovery from data? Intelligent systems and their applications,
IEEE, 15(2):10–12, 2000.
[87] MJ Pazzani, S Mani, and WR Shankle. Acceptance of rules generated by machine learning among
medical experts. Methods of information in medicine, 40(5):380–385, 2001.
[88] J. Ross Quinlan. Induction of decision trees. Machine learning, 1(1):81–106, 1986.
[89] J Ross Quinlan. Simplifying decision trees. International Journal of Human-Computer Studies, 51
(2):497–510, 1999.
[90] John Ross Quinlan. C4. 5: programs for machine learning, volume 1. Morgan kaufmann, 1993.
[91] R Core Team. R: A Language and Environment for Statistical Computing. R Foundation for
Statistical Computing, Vienna, Austria, 2014. URL http://www.R-project.org.
[92] JH Ranson, KM Rifkind, DF Roses, SD Fink, K Eng, FC Spencer, et al. Prognostic signs and the
role of operative management in acute pancreatitis. Surgery, gynecology & obstetrics, 139(1):69,
1974.
[93] Greg Ridgeway. The pitfalls of prediction. NIJ Journal, National Institute of Justice, 271:34–40,
2013.
[94] Ronald L Rivest. Learning decision lists. Machine learning, 2(3):229–246, 1987.
[95] Paul A. Rubin. Heuristic solution procedures for a mixed-integer programming discriminant model.
Managerial and Decision Economics, 11:255–266, 1990.
[96] Paul A. Rubin. Solving mixed integer classification problems by decomposition. Annals of Opera-
tions Research, 74:51–64, 1997.
[97] Paul A Rubin. Mixed integer classification problems. In Encyclopedia of Optimization, pages
2210–2214. Springer, 2009.
[98] Stefan Ru¨ping. Learning interpretable models. PhD thesis, Universita¨t Dortmund, 2006.
[99] Mark Schwabacher and Pat Langley. Discovering communicable scientific knowledge from spatio-
temporal data. In ICML, pages 489–496, 2001.
[100] Robert C Soltysik and Paul R Yarnold. The warmack-gonzalez algorithm for linear two-category
multivariable optimal discriminant analysis. Computers & operations research, 21(7):735–745, 1994.
[101] Edgar Sommer. Theory Restructuring: A Perspective on Design and Maintenance of Knowledge
Based Systems. PhD thesis, Universita¨t Dortmund, 1996.
[102] David Steinhart. Juvenile detention risk assessment: A practice guide to juvenile detention reform.
Juvenile Detention Alternatives Initiative. A project of the Annie E. Casey Foundation. Retrieved
on April, 28:2011, 2006.
56
[103] Girish H Subramanian, John Nosek, Sankaran P Raghunathan, and Santosh S Kanitkar. A com-
parison of the decision table and tree. Communications of the ACM, 35(1):89–94, 1992.
[104] Hongmao Sun. An accurate and interpretable bayesian classification model for prediction of herg
liability. ChemMedChem, 1(3):315–322, 2006.
[105] Terry Therneau, Beth Atkinson, and Brian Ripley. rpart: Recursive Partitioning, 2012. URL
http://CRAN.R-project.org/package=rpart. R package version 4.1-0.
[106] Lu Tian and Robert Tibshirani. Adaptive index models for marker-based risk stratification. Bio-
statistics, 12(1):68–86, 2011.
[107] Robert Tibshirani. Regression shrinkage and selection via the lasso. Journal of the Royal Statistical
Society. Series B (Methodological), pages 267–288, 1996.
[108] G G Towell and J W Shavlik. Extracting refined rules from knowledge-based neural networks.
Machine Learning, 1993.
[109] Alan Turing. Intelligent machinery (1948). B. Jack Copeland, page 395, 2004.
[110] Paul E Utgoff. Incremental induction of decision trees. Machine Learning, 4(2):161–186, 1989.
[111] Anneleen Van Assche and Hendrik Blockeel. Seeing the forest through the trees: Learning a
comprehensible model from an ensemble. In Machine Learning: ECML 2007, pages 418–429.
Springer, 2007.
[112] Vanya MCA Van Belle, Ben Van Calster, Dirk Timmerman, Tom Bourne, Cecilia Bottomley, Lil
Valentin, Patrick Neven, Sabine Van Huffel, Johan AK Suykens, and Stephen Boyd. A mathematical
model for interpretable clinical decision support with applications in gynecology. PloS one, 7(3):
e34312, 2012.
[113] Vladimir Vapnik. Statistical Learning Theory. Wiley, New York, 1998.
[114] Wouter Verbeke, David Martens, Christophe Mues, and Bart Baesens. Building comprehensible
customer churn prediction models with advanced rule induction techniques. Expert Systems with
Applications, 38(3):2354–2364, 2011.
[115] Jie Wang, Jiayu Zhou, Peter Wonka, and Jieping Ye. Lasso screening rules via dual polytope
projection. In Advances in Neural Information Processing Systems, pages 1070–1078, 2013.
[116] Christopher Webster. Risk assessment: Actuarial instruments & structured clinical guides, 2013.
[117] Philip S Wells, David R Anderson, Janis Bormanis, Fred Guy, Michael Mitchell, Lisa Gray, Cathy
Clement, K Sue Robinson, Bernard Lewandowski, et al. Value of assessment of pretest probability
of deep-vein thrombosis in clinical management. Lancet, 350(9094):1795–1798, 1997.
[118] Nicola Yanev and Stephan Balev. A combinatorial approach to the classification problem. European
Journal of Operational Research, 115(2):339–350, 1999.
[119] Peng Zhao and Bin Yu. On model selection consistency of lasso. Journal of Machine Learning
Research, 7(2):25–41, 2007.
[120] Hui Zou and Trevor Hastie. Regularization and variable selection via the elastic net. Journal of
the Royal Statistical Society: Series B (Statistical Methodology), 67(2):301–320, 2005.
57
