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Abstract
Internal gravity waves are propagating disturbances in a stably stratified fluid. Ubiq-
uitous in geophysical systems, they have significant impact on both fundamental
processes and engineering applications. In the ocean, for example, internal waves
are a significant means of tidal dissipation, eventually affecting abyssal mixing and
the global energy budget. They are also of importance in engineering fields such as
deep-water oil drilling, submarine technology and acoustic communications. In the
atmosphere, internal waves affect momentum and energy transport processes.
While the generation of internal waves in both the ocean and the atmosphere is
beginning to be well understood, what is now of great interest is the life of internal
waves after their generation. More specifically, how are they dissipated, and what
fundamental phenomena occur along the way ? To investigate these issues, this thesis
presents the results of internal wave studies using a combination of experimental and
analytical modeling, with a focus on internal wave scattering in the ocean.
In the first part of the thesis, the effectiveness of a novel wave generator, which
comprises a series of vertically stacked plates that oscillate horizontally, in generat-
ing unidirectional plane waves/wave beams and distinct vertical modes is discussed
and demonstrated in experiments. The experimental results show excellent agree-
ment with corresponding numerical simulations, which model the wave generator as
a vertical boundary on which desired velocity fields are enforced. Finally, it is shown
that the Fourier transform of the spatial structure of the wave generator is a useful
predictive tool for the emitted wave field. This novel technique of wave generation is
then used in the experiments discussed in the remainder of the thesis.
The second part of the thesis considers the viscous propagation of internal wave
beams in nonuniform stratifications, and uses laboratory observations of wave beam
ducting to explain the apparent vanishing of an internal wave beam at the Keana
ridge, Hawaii. Furthermore, an analogy between internal wave transmission in nonuni-
form stratifications and light transmission in optical interferometry is established.
Constructing an internal wave interferometer in the lab, selective transmission of
wavelengths by nonuniform stratifications is demonstrated.
In the final part of the thesis, an investigation of internal wave scattering by
ocean-floor topography is carried out. An existing Green function method for internal
tide generation is advanced to account for arbitrary two-dimensional topography in
arbitrary nonuniform stratifications. The analytical model is then utilized to study
the scattering of a mode-I internal tide by idealized topographic shapes in uniform and
nonuniform stratifications. The thesis concludes with a case study of the scattering of
mode-1 internal tide at the Line Islands Ridge at Hawaii, the location of an upcoming
NSF field study, the EXperiment on Internal Tide Scattering (EXITS).
Thesis Supervisor: Thomas Peacock
Title: Associate Professor of Mechanical Engineering, MIT
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Chapter 1
Introduction
Internal gravity waves are propagating disturbances within the body of a stable,
density-stratified fluid. Since their initial discovery around the turn of the 19th cen-
tury [77], the study of this phenomenon has been driven by an evolving appreciation
of their role in many geophysical systems. In the ocean, for example, internal waves
play an important role in dissipating barotropic tidal energy (see Garrett & Kunze
[37] for a review), thus affecting the global scale ocean energy budget [75]. Similarly,
in the atmosphere, internal waves are an important means of momentum transport,
which has been found to significantly influence general circulation models [5, 48]. Re-
cently, internal waves have also been reported to play a significant role in transporting
angular momentum in astrophysical bodies [21]. From a more practical point of view,
internal wave activity impacts modern day technology such as deep-water drilling [83]
and air travel [23].
The work presented in this thesis uses a combination of experiment and theory to
model internal wave generation in the lab and address some fundamental questions re-
garding the fate of internal waves after generation, placing emphasis on understanding
ocean observations at the Keana and the Line Islands Ridge in the Hawaiian Island
chain. The potential of a novel wave generator to significantly advance the labo-
ratory study of various internal wave problems is first demonstrated. Thereafter,
a combination of laboratory experiments and analytical modeling is used to study
the scattering and dissipation of internal waves by nonuniform stratifications and
ocean-floor topography.
This introductory chapter presents a general review of the fundamental properties
of internal waves and the various forms in which they appear in nature, laboratory
experiments and theoretical studies. The current status of research in regards to
internal wave generation in the ocean and the atmosphere is then briefly reviewed.
Following this, some important ocean observations that stress the importance of de-
veloping a clearer understanding of the fate of internal waves after generation are
discussed, serving as motivation for the problems addressed in this thesis. The ex-
isting facilities to generate internal waves in the lab are reviewed, before the chapter
concludes with a detailed outline of the thesis.
1.1 Fundamental concepts of internal waves
In an inviscid fluid, stratified with background density field p(z) (z being the vertical
direction anti-parallel to gravity g), small-amplitude two-dimensional disturbances,
under the Boussinesq and traditional approximation, are governed by [40]:
a2 -2 2 (2 ) 22V
2 +N 2 + f 2= 0 (1.1)
where 0 is the perturbation streamfunction associated with an internal wave, t is
time, x is the horizontal co-ordinate, No is the buoyancy frequency defined by No =
£ dp (with po being a characteristic density of the fluid), and f is the local Coriolis
frequency. The horizontal (u) and vertical (w) components of the two-dimensional
internal wave field are obtained via the relation (u, w) = (-Oz, ox). Although there is
no dependence of any perturbation quantity on the other horizontal coordinate y, on
the surface of a rotating sphere such as the Earth, there is still an associated velocity
component v, related to u by Ov/&t = -fu, for non-zero values of f, which is given
by f = 2Q sin #, where Q is the background rotation frequency and # the latitude.
If one seeks plane wave solutions of the form Vb(x, z, t) = Aei(kx+mz-wt) to solve
equation (1.1) for the case of a uniform background stratification No, the following
dispersion relation is obtained:
m = ik cot 6, (1.2)
N2 _ ,2)1/2
where 0 = cot- 1  No 1 is the angle the wavevector (k, m) makes with the
vertical axis z. For any given w that is less than No, the dispersion relation (1.2) fixes
only the wavevector direction, and not its magnitude. Specifically, 0 goes from 0 to
7r/2 as w increases from 0 to No, implying that internal waves, depending on their
frequency, choose a preferred direction of propagation. Calculating the group velocity
vg = (9, -) reveals the intriguing property that the energy flux of a plane internal
wave is in a direction orthogonal to the phase propagation. From a fundamental
physics point of view, the peculiar dispersion relation governing linear internal waves
in continuously stratified media makes them a fascinating subject of research.
Internal waves come in a wide variety of forms. The simplest, which has already
been introduced, is a plane wave with a wavenumber/frequency combination that
satisfies the dispersion relation (1.2). This is the basis of many theoretical studies
that provide fundamental insight (see [27, 107, 108] for instance), since any linear wave
structure in an unbounded domain can be decomposed into independent plane waves
via Fourier transforms [61]. Specifically, a plane wave of horizontal wavenumber k and
frequency w, propagating from left to right in the downward direction, is generally
defined as:
(x, z, t) = !R(eik(x+zcot0)-iWt), (1.3)
where I is a complex amplitude, and 6 is as defined in (1.2). The corresponding
velocity field, calculated using the relation (u, w) = (-V@., Ox), reveals that fluid
particles oscillate back and forth in the direction of energy propagation. Figure 1-1
presents a visual representation of a downward-propagating plane wave in a constant
stratification. Other perturbation quantities, such as pressure (p') and density (p'),
associated with the plane wave are calculated using the linear internal wave relations:
2z = P0 a3 and 2 - poNga respectively.
While plane wave solutions are the focus of many theoretical studies, labora-
tory experiments and field observations reveal that the common scenario of internal
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Figure 1-1: Instantaneous spatial profile of any perturbation quantity (e.g. u, w,40) associated with a plane internal wave in a uniform stratification. Note that the
direction of energy propagation is downwards and to the right, in a direction perpen-
dicular to the phase propagation. 0 is defined by the dispersion relation (1.2), and
the magnitude of the physical quantity is normalized so that its maximum absolute
value is unity.
waves generated by oscillatory flow relative to an obstacle tends to form finite-width
2 _ W2  1/2
wave beams that propagate at an angle 6 = t cot-' N with respect to
(W2 _ f2
the horizontal, with w being the forcing frequency. The best known example is the
St. Andrews Cross generated by an oscillating cylinder in a uniformly stratified fluid
[72] (see figure 1-2); the effect of rotation on conical wave beams produced by an
oscillating sphere in a uniformly stratified fluid was experimentally visualized in [87].
In geophysical settings, tidal flow past sea-floor topography [18, 24, 59, 60, 65] and
deep tropical convection in the atmosphere [4, 113] is known to produce coherent
wave beams that radiate away from the generation site. These wave beams possess
a spectrum of spatial wavelengths that is determined by the size and shape of the
generation source.
In vertically-finite domains, such as the ocean, a continuous spectrum of wavenum-
bers is not possible as the no-normal-flow condition on the upper and lower bound-
aries needs to be satisfied '. In such a scenario, the internal wave field is conveniently
'Strictly speaking, the ocean surface is not a solid boundary, but under the "rigid-lid approxi-
mation" [40] the no-normal-flow boundary condition is valid.
-- ---- ----- ......
Figure 1-2: Experimental visualization of the St. Andrews cross generated by a verti-
cally oscillating cylinder in a uniformly stratified fluid. The light blue (yellow) arrows
indicate the directions of energy (phase) propagation in the four wave beams. The
image is reproduced from [72].
described using vertical modes, i.e. horizontally propagating and vertically standing
waves whose spatial form is dictated by the vertical stratification [30, 40]. Specifically,
the streamfunction associated with the mode-n wavefield in a uniform stratification
with solid boundaries at z = 0 and z = H is:
O~, ' ) T .ngrz nyrx(4x, z,t) = 'nsin H cos(H ct - wt + ), (1.4)
where Xi, and #n are the associated mode strength and phase, respectively. Figures
1-3(a) & 1-3(b) show the spatial variation of the vertical velocity field at an arbitrary
instance in time for mode-1 and mode-2, respectively. In the ocean, low-mode internal
waves are found to be the most energetic [93] and they propagate far from their
generation sites [97], making a study of the propagation and dissipation of distinct
low modes, mode-1 for example, geophysically relevant.
While the linear wave forms discussed above provide significant insights, the evo-
lution of finite-sized disturbances, which are ubiquitous in nature, necessitate the
inclusion of nonlinear terms in the internal wave equations. In particular, strong
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Figure 1-3: Instantaneous spatial profile of the vertical velocity w for (a) mode-1 and
(b) mode-2 internal waves in a finite-depth uniformly stratified fluid. The horizontal
wavelength, A., is given by A2 = 2H cot 6 and A. = H cot 6 for modes 1 and 2,
respectively, with 6 as defined in (1.2).
internal tides in the shallow waters 2 of the ocean are known to evolve into solitary,
coherent waves of large amplitude that propagate significant distances as a result of a
balance between nonlinear and dispersive effects. Examples include the Andaman Sea
[84] and the Sulu Sea [8], where interfacial displacements of the order of 100m have
been observed. Localized solitary wave structures have been observed in the deep
ocean too, generated as a result of internal wave beams impinging on the strongly
stratified upper ocean [79, 81]. These internal solitary waves are typically modeled to
first order by weakly nonlinear models, the Korteweg-de Vries equation [46] being the
most frequently used. A review of the various analytical models of nonlinear internal
waves can be found in [47].
1.2 Internal wave generation
Having presented a brief overview of various internal wave forms, it is important to
appreciate the known internal wave generation processes in order to understand and
quantify the energy input into these waves. In the ocean, tides and winds are major
2"Shallow waters" need not mean the total fluid depth H is small; it may be that the waves are
long with respect to the vertical height of some layer in the fluid.
power sources for abyssal mixing, and about 1TW of the estimated 3.7TW of the
tidal dissipation is attributed to conversion from barotropic to internal (baroclinic)
tides [75]; a further 0.47TW is attributed to the global power input from the wind to
near-inertial (frequency close to the local Coriolis frequency) mixed-layer motions [6].
Given these significant energy flux estimates, there has been a focus on investigating
various internal wave generation mechanisms, which we review below.
Constraining a tidal-model based on recent satellite altimetry data from the ocean
has revealed that significant dissipation of the M2 tide (i.e. the lunar semidiurnal tide
of time period 12hrs 25mins) occurs in the vicinity of strong topographic features in
the deep ocean [34]. Tidal flow past steep ocean floor topography, such as the Hawai-
ian Ridge, was subsequently identified as the primary mechanism of internal wave
generation in the ocean, by virtue of observations and detailed numerical estimates
at various topographic sites [71, 93, 96]. In particular, large internal tidal waves with
peak-to-peak amplitudes of up to 300m are generated at the Hawaiian ridge, eventu-
ally contributing to the cascade from tides to turbulence, a major energy pathway for
ocean mixing [96]. Apart from deep-ocean ridges, field measurements in combination
with numerical models have shown that internal wave beams are also generated by
tidal flow past continental shelves [59].
Motivated by the observational and numerical breakthroughs, there has been a
substantial effort to develop analytical models of internal tide generation by topog-
raphy. There have essentially been two approaches to study internal tide generation
by arbitrarily-shaped finite-height topography in a finite-height domain. The first,
which involves a numerical iteration scheme that traces the characteristics of the in-
ternal wave equations, was introduced by Baines [12]. The second, which models
the topography as a distribution of sources with corresponding Green functions that
satisfy the internal wave equations, was introduced by Robinson [94], and was further
generalized by Petr6lis et al. [89] and Echeverri & Peacock [32]. Some of these
analytical models have been validated by laboratory experiments on internal wave
generation at idealized deep-water ridges like a gaussian bump [30, 88], where the
authors established the regimes of validity of linear models and observed maximum
radiated energy in the low modes. Specifically, the experiments in [30] were in agree-
ment with the predictions of Ray & Mitchum [931, who observed that low modes
propagate far away while the higher modes tend to get dissipated near the genera-
tion site. Experiments on internal wave generation at continental shelves have shown
that points of criticality, where the internal wave ray slope and the topographic slope
match, are strong generation locations [15, 44, 115]. A detailed review of the current
status of research on internal tide generation by ocean-floor topography can be found
in [31] and [37].
Recent estimates have shown that the energy input into near-inertial mixed layer
motions from winds is of the same order as the tidal energy input into internal waves
at the semidiurnal frequency [6]. This process results in the generation of internal
waves at a frequency close to the local Coriolis frequency (referred to as near-inertial),
and is particularly strong during the mid-latitude winter storms. The energy flux
associated with these near-inertial internal waves, however, does not account for the
decrease in the surface mixed-layer energy completely. Numerical simulations have
shown that even under weak wind and wave forcing, other internal waves of frequency
close to that of the Brunt-Vsissls frequency in the deep ocean are also generated
[90]. Related experimental studies have shown the generation of internal waves at
frequencies around (w/No) - 0.7 by turbulent motions in the mixed layer, where
No is the Brunt-VsisI frequency in the fluid below the mixed layer [101], by an
as-yet undetermined mechanism. No analytical models exist for this process, though
numerical simulations have provided useful insights [104].
In the atmosphere, convection near thunderstorms acts as a source of internal
wave beams of frequencies similar to the buoyancy frequency in the mesosphere [113].
Furthermore, similar to internal wave generation at the ocean floor topography, winds
flowing past isolated topographic features such as mountains result in internal waves
whose frequency is determined by the ratio of the background flow speed to the hori-
zontal length-scale of the mountain. One such example is the generation of mountain
waves over the Andes, studied using satellite observations [52]. An experimental
study [99] of this mechanism discovered that a narrow frequency spectrum of large-
amplitude waves is generated from stratified flow over a thin barrier. A detailed
review of the various analytical, numerical, experimental and field studies of internal
wave generation by air-flow over mountains can be found in [13].
1.3 Propagation and dissipation of internal waves
Overall, it is reasonable to assess that internal wave generation in the ocean and the
atmosphere, at least in the linear and nominally two-dimensional regime, is becoming
well-understood. Many unanswered questions remain, however, regarding the fate of
internal waves after generation. For example: Where and how does the large amount
of energy in the internal tide dissipate ? How much mixing do internal waves generate
in the ocean, and via what processes ? At what altitudes do internal waves break in
the atmosphere and deposit their momentum ? The ability to reliably model internal
wave dynamics is key to tackling important questions such as these.
Reviewing numerical and observational studies from the ocean, it is generally be-
lieved that the internal tide energy radiated in the form of higher vertical modes (i.e.
n > 2) is dissipated in the neighborhood of the generation sites via shear and buoy-
ancy instabilities [37]. In other words, internal wave beams whose widths are small
compared to the ocean depth, dissipate not very far from their topographic generation
sites through processes like scattering by the background nonuniform stratification
[66], energy conversion to solitary waves that propagate along the thermocline [79, 81],
and interaction with the background shear [98]; mechanisms such as these are studied
in chapter 3 of this thesis. The energy radiated as lower modes, which is a majority
of the energy radiated by significant topographic features, is believed to travel far
from the generation site [97]. Possible dissipation mechanisms include: scattering
by supercritical slopes [58] and far-field topography [53], wave-wave interactions such
as the parametric subharmonic instability [64, 111], and wave field interactions with
the mean flow and mesoscale structures [91, 97]. Of these mechanisms, scattering by
far-field topography is investigated in chapter 4 of this thesis. Low-mode near-inertial
internal waves are also known to travel far from their generation sites [7], but their
dissipation mechanisms are not a focus of study in this thesis.
For all the aforementioned dissipation mechanisms, although the ultimate mech-
anisms involved in instability, wave breaking and mixing are nonlinear in nature,
the linear counterparts typically serve as precursors and offer powerful insights. For
example, within the linear regime, energy is transferred from large to small spatial
scales when internal waves encounter regions of strong stratification, or when internal
wave modes get scattered by ocean floor topography [54]. Furthermore, it is recog-
nized that the linear scattering process is key to the formation of solitary waves at
the thermocline in the deep ocean [3, 39]. With this in mind, this thesis investigates
the linear regimes of a variety of scattering and dissipation mechanisms.
1.4 Laboratory modeling of internal waves
Investigation of the different internal wave forms in laboratory experiments has played
a key role in understanding geophysically important internal wave phenomena, start-
ing with the pioneering work of Mowbray & Rarity [72] on the wave beams generated
by an oscillating cylinder. Since then, internal waves have been generated in labo-
ratory experiments using a variety of means. Delisi & Orlanski [28] performed an
experimental study of the reflection of nominally plane waves, produced by a paddle
mechanism, from a density jump. A similar paddle mechanism was used by Ivey,
Winters & De Silva [51] to study the dissipation caused by internal wave breaking
at a sloping boundary. Maas et al. [63] used vertical oscillations of a tank filled
with salt-stratified water to parametrically excite internal waves, which eventually
focused onto internal wave attractors in the tank. With the ocean in mind, Gostiaux
& Dauxois [44] and Echeverri et al. [30] produced internal waves by side-to-side
oscillation of topography.
The aforementioned experimental methods of internal wave generation have three
inherent shortcomings. Firstly, they produce wave fields that are invariant in one
horizontal direction, and thus nominally two-dimensional. In this thesis, we too
restrict ourselves to the study of such situations; the possibility of generating three-
dimensional wave fields using the novel generator is raised at the end of chapter 2.
The second shortcoming is that, with the exception of towed topography [1, 14],
pre-existing methods radiate waves in multiple directions rather than in a single
direction. This is due to the dispersion relation (1.2) for internal gravity waves in
a uniform stratification. Since waves propagating at angles ±6 and 7r ± 6 all satisfy
(1.2) for a given frequency ratio w/No, a two-dimensional localized source, such as a
vertically oscillating cylinder, generates internal waves propagating in four different
directions. Propagation in two of the four directions can be suppressed by either
providing oscillations along only one of the directions of propagation (i.e. 6 and
7r + 6) [35, 38] or by using a paddle system at a boundary [28]. These arrangements
nevertheless still produce an undesirable second set of waves that must somehow be
dealt with in an experiment. The third, and perhaps the most significant, shortcoming
is that all pre-existing methods provide very limited, if any, control of the spatial
structure of an internal wave field.
A major advance in the laboratory generation of internal waves occurred recently
with the design of a novel type of internal wave generator [45]. This design uses
a series of stacked, offset plates on a camshaft to simultaneously shape the spatial
structure of an experimental internal wave field and enforce wave propagation in a
single direction, as illustrated in figure 1-4. The maximum horizontal displacement
of each plate is set by the eccentricity of the corresponding cam, and the spatio-
temporal evolution is defined by the phase progression from one cam to another and
the rotation speed of the camshaft. So far, this novel configuration has been used
to study plane wave reflection from sloping boundaries [43], diffraction through a
slit [69] and wave beam propagation through nonuniform stratifications [66]. Despite
these early successes, however, there has been no dedicated study of the ability of
this arrangement to generate qualitatively different forms of internal wave fields, and
several important questions remain. For example, how does a stratified fluid that
supports two-dimensional waves respond to controlled forcing in only one direction
(i.e. parallel to the motion of the plates) ?
Figure 1-4: The mechanism of the internal wave generator designed by Gostiaux et
al. [45]. The left panel presents one of the two identical camshafts, while the right
one shows the cross section of the generator. The plates are shown in light grey and
the camshaft in dark grey. The image is reproduced from [45].
1.5 Thesis Overview
In chapter 2, the results of a combined experimental and numerical study of the gen-
eration of internal waves using the novel internal wave generator design of Gostiaux et
al. [45] are presented. This mechanism, which involves a tunable source comprised of
oscillating plates, has so far been used for a few fundamental studies of internal waves,
but its full potential has yet to be realized. The study reveals that this approach is
capable of producing a wide variety of two-dimensional wave fields, including plane
waves, wave beams and discrete vertical modes in finite-depth stratifications. The
effects of discretization by a finite number of plates, forcing amplitude and angle of
propagation are investigated, and it is found that the method is remarkably efficient
at generating a complete wave field despite forcing only one velocity component in a
controllable manner. Furthermore, it is found that the nature of the radiated wave
field is well predicted using Fourier transforms of the spatial structure of the wave
generator.
In chapter 3, a combined theoretical and experimental study of the propagation of
internal wave beams in nonuniform density stratifications is performed. Transmission
and reflection coefficients, which can differ greatly for different physical quantities, are
determined for sharp density-gradient interfaces and finite-width transition regions,
accounting for viscous dissipation. Thereafter, even more complex stratifications are
considered to model geophysical scenarios. Wave beam ducting is shown to occur
under conditions that do not necessitate evanescent layers, obtaining close agreement
between theory and quantitative laboratory experiments. The results are used to
explain recent field observations of a vanishing wave beam at the Keana Ridge, Hawaii
[65]. In the second part of chapter 3, it is shown that internal wave propagation
in nonuniform density stratifications, which are prevalent throughout nature, has
a direct mathematical analogy with the classical optical problem of a Fabry-Perot
multiple-beam light interferometer. This correspondence is established rigorously,
and the first experimental demonstration of an internal wave interferometer, based
on the theory of resonant transmission of internal waves, is provided.
In chapter 4, an existing Green function theory for internal tide generation in
the WKB approximation is extended to study internal tide scattering by arbitrary
two-dimensional topography, accounting for nonuniform stratifications without any
approximations. Idealized topographic shapes in uniform stratifications are first con-
sidered and a systematic study of the dependence of the scattering on criticality,
height ratio and the horizontal extent of the topography is presented; the results of
the analytical model are compared with those of complementary numerical simula-
tions. The study is then extended to a nonuniform stratification representative of
the ocean setting. Scattering of mode-1 by the topography at the Line Islands ridge
at Hawaii, a mechanism strongly believed to extract energy from the far-propagating
low modes [54], is then investigated.
A summary of the results presented in this thesis, followed by a discussion of
directions for future research, is given in chapter 5.
The results presented in chapter 2 and up to § 3.6 in chapter 3 are now published
as two separate articles in the Journal of Fluid Mechanics [66, 70]. The results in
§ 3.7 are published as a letter in Physical Review Letters [67].
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Chapter 2
A Novel Internal Wave Generator
This chapter presents the results of a comprehensive study of two-dimensional wave
fields produced by different configurations of a novel internal wave generator, thereby
revealing that this approach can accurately produce plane waves and discrete vertical
modes. The results of experiments are compared with predictions based on the Fourier
transforms of the spatial structure of the wave generator, which proves to be a very
useful and simple tool for predicting wave fields, and numerical simulations, which
allow investigation of the boundary conditions imposed by the generator.
The material is organized as follows. Section 2.1 presents the experimental and
numerical methods used throughout the study. The generation of plane waves is
addressed in @ 2.2, followed by the generation of vertical modes in § 2.3. Internal
wave beam generation is briefly discussed in § 2.4, followed by our conclusions and
suggestions for future applications of the generator in § 2.5.
2.1 Methods
2.1.1 Experiments
Throughout this chapter, we consider the case of wave fields excited by a vertically
standing generator with horizontally moving plates of thickness f, as depicted in fig-
ure 2-1. This scenario, which is possible because the direction of wave propagation
XFigure 2-1: A schematic showing the basic configuration of a novel internal wave
generator. Plates are vertically stacked on an eccentric camshaft. See text in § 2.1
for the definitions of the different lengths W, f and A. The circular arrow at the
top of the generator illustrates the direction of rotation of the camshaft, the thick
vertical arrows show the corresponding motion of the wave form of the plates, and the
dashed oblique arrows indicate the resulting local velocity field. v+ and vg indicate
the direction of phase and group velocity, respectively.
is set by the dispersion relation (1.2), has two major advantages over the other pos-
sibility of a generator tilted in the direction of wave propagation [45, 66]. First, it
is far more convenient because it requires no mechanical components to orient the
camshaft axis and no change of orientation for different propagation angles. Second,
unwanted wave beams that are inevitably produced by free corners within the body of
a stratified fluid are eliminated because the generator extends over the entire working
height of the fluid.
The experimental facility utilized a 5.5 m long, 0.5 m wide and 0.6 m deep wave
tank. A partition divided almost the entire length of the tank into 0.35 m and
0.15 m wide sections, the experiments being performed in the wider section. The
wave generator, whose characteristics are given in table 2.1, was mounted in the
0.35 m wide section of the tank with a gap of 0.025 m between the moving plates and
either side wall. Parabolic end walls at the ends of the wave tank reflected the wave
field produced by the generator into the 0.15 m wide section of the tank, where it was
dissipated by Blocksom filter matting. Visualizations and quantitative measurements
of the velocity field in the vertical midplane of the generator were obtained using a
LaVision Particle Image Velocimetry (PIV) system. This facility was used for studies
Heigh
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t Width Plate thickness Plate gap Max. eccentricity No. of plates
300 6.3 0.0225 3.5 82
Table 2.1:
(a)
Details of the wave generator. Dimensions are in mm.
A(z)
0 # 2# -0.5 0
O(z) Re{A(z)e}(Z) I
Figure 2-2: Examples of the (a) eccentricity A(z) in cm, (b) phase #(z) and (c)
instantaneous position of the cams for different profiles used throughout the chapter.
These include: plane waves for M = 12 and W = 2A (o) and a mode-i internal tide
(<). Thin lines drawn through the discrete points are the corresponding analytical
forms being modeled.
of plane waves and vertical modes, detailed in § 2.2 and § 2.3, respectively.
Examples of the amplitude and phase arrangements of the plates for the exper-
iments discussed are presented in figure 2-2. We use the following terminology: M
is the number of plates per period used to represent a periodic wave form of vertical
wavelength A, W is the total height of the active region of the generator with nonzero
forcing amplitude, A(z) is the eccentricity of a cam located at height z, and #(z) is
the phase of a cam set by the initial rotational orientation relative to the mid-depth
cam (# = 0). The actual profile of the generator is given by Re {A(z)eO(z)}, where
Re stands for the real part. For a plane wave, A(z) is constant and #(z) varies lin-
early over the active region of the generator. For a mode-i wave field, A(z) varies
as the magnitude of a cosine over the entire fluid depth, while #(z) jumps by 7r at
mid-depth.
2.1.2 Numerics
Complementary two-dimensional numerical simulations, in which excitation by the
generator was modeled by imposing spatio-temporal variations of the velocity and
buoyancy fields along one boundary of the numerical domain, were performed by
Denis Martinand at Universit s Aix-Marseille, France. The simulations, which as-
sumed a Newtonian fluid in the Boussinesq approximation, solved the incompressible
continuity, Navier-Stokes and energy equations:
V - = 0, (2. 1a)
&tv + (V x v) x v = -Vq + bez + /,2V, (2.1b)
01b + (v - V) b = -N 2 V - e, + KV 2b, (2.1c)
where v = (u, w) is the velocity field, v the corresponding velocity magnitude,
p = q - v 2 /2 the pressure, b the buoyancy field, related to the density by p =
po (1 - g-N 2z - g-1 b) where po is the density at z = 0, v the kinematic viscosity
and K the diffusivity. Details of the numerical schemes can be found in [70].
Simulations were run by imposing forced boundary conditions on components of
the velocity and buoyancy fields at x = 0; no forcing was applied to the pressure,
since its value on the boundaries is an outcome of the numerical method. The gov-
erning equations (2.1a)-(2.1c) were thus integrated together with Dirichlet boundary
conditions
v (0, z, t) = Vf (z, t), b (0, z, t) = by (z, t); (2.2)
while
v (lz, t) = 0, b (l, zt) = 0, (2.3)
were applied at x = l2. We note that this numerical forcing is Eulerian in nature,
whereas the corresponding experimental forcing is Lagrangian in spirit. The spectral
method introduces periodic conditions in the z-direction, which have to be accounted
for to avoid Gibbs oscillations. Therefore, the boundary conditions (2.2) were multi-
plied by a polynomial "hat" function H (z) = (1 - (2z/lz - 1)30)6, vanishing at z = 0
and z = lz. The choice of the exponents in H (z) is qualitative, the aim being that
the variation of the profile envelope be smooth compared to the spatial resolution,
yet sharp enough to keep a well-defined width of forcing.
The boundary conditions (2.3) imply wave reflection, with the reflected waves
eventually interfering with the forced waves. Thus, the numerical domain was made
sufficiently large to establish the time-periodic forced wave field near the generation
location long before reflections became an issue. For a typical simulation, the domain
was 1, = 3.01 m long and l, = 1.505 m high, and the number of grid points used was
N = 1024 and N, = 512, giving a spatial vertical resolution of 2.9 mm that ensured
at least two grid points per plate. Satisfactory spectral convergence was confirmed for
this spatial resolution and the time step was set to ensure stability of the numerical
scheme.
2.1.3 Analysis
A detailed study of the impact of sidewall boundary conditions on the generation of
shear waves was performed by McEwan & Baines [68]. Here, we take a simpler ap-
proach and show that a useful tool for investigating both theoretical and experimental
internal wave fields produced by the novel generator is Fourier analysis. This allows
one to decompose internal wave fields into constituent plane waves, and readily make
predictions about the radiated wave field.
For an unconfined, inviscid, two-dimensional system, any physical field variable
associated with a periodic internal wave field of frequency w can be described by its
Fourier spectrum [102, 103], i.e.
$(x, z,t) = e j,(kx, kz)ei(kxx+kzz) 6 ((k2 + k2)w 2 - N 2 k2) dkzdkx,
27 
_OC7 
_0c
(2.4)
where 4(x, z, t) represents a field variable (e.g. b, u) and the Dirac 6-function ensures
the dispersion relation (1.2) is satisfied by the plane waves components. Propa-
gating waves in a single direction, say towards positive x-component and negative
z-component for the energy propagation, require
QP (k1, kz) = 0 Vkx < & Vk2 < 0, (2.5)
as noted by Mercier, Garnier & Dauxois [69].
At a fixed horizontal location xo, the values of 0 (xo, z, t) for all the field vari-
ables can be considered as boundary conditions that force the propagating wave field
V)(x, z, t). Knowing the Fourier transform of the boundary forcing,
Wt +oo~Q,(xo, kz) = / C(Xo, z, t) e-ikzz dz, (2.6)
leads to complete description of the radiated wave field for x > xO:
0 - ok t + oo,~ k z) + ooL)2 2(4x, z, t) = 2  jQo(xo, kz) ei(kxx+kzz)6 ((kg + kg)w 2 - N2 k ) dkz dkx,
(2.7)
assuming that only right-propagating waves (i.e. kx > 0) are possible.
In practice, the novel wave generator we consider forces only the horizontal velocity
field in a controlled manner, i.e.
(0, z t) = u(0, z, t) = Re {U(z)e-"} . (2.8)
As such, we expect the Fourier transform of this boundary condition to act only as
a guide for the nature of the radiated wave field, since it is not clear how the fluid
will respond to forcing of a single field variable. Throughout the chapter, we perform
the Fourier transform along a specific direction using the Fast Fourier Transform
algorithm. To compare spectra from theoretical, numerical and experimental profiles
with the same resolution, a cubic interpolation (in space) of the experimental wave
field is used if needed.
Unless otherwise stated, the experimental and numerical results presented are
filtered in time at the forcing frequency w. The aim is to consider harmonic (in time)
internal waves for which we can define the Fourier decomposition in (2.4), and to
improve the signal-to-noise ratio, which lies in the range 102 - 101, with the best
results for shallow beam angles and small amplitude forcing. The time window At
used for the filtering is such that wAt/27r > 9 for Ao = 0.005 m and wAt/21r > 4 for
Ao = 0.035 m (where Ao is the amplitude of motion of the plates defined in § 2.2.1),
ensuring sufficient resolution in Fourier space for selective filtering. The recording was
initiated at time to after the start-up of the generator such that Nto/27 ~_ 30 > 1,
ensuring no transients remained [112].
2.2 Plane waves
Since many theoretical results for internal waves are obtained for plane waves (e.g.
[27, 107, 108]), the ability to generate a good approximation of a plane wave in a
laboratory setting is important to enable corresponding experimental investigations.
In order to generate a nominally plane wave, however, one must consider the impact of
the different physical constraints of the wave generator, which include: the controlled
forcing of only one velocity component by the moving plates, the finite spatial extent
of forcing, the discretization of forcing by a finite number of plates, the amplitude
of forcing, and the direction of wave propagation with respect to the camshaft axis
of the generator. In this section, we present the results of a systematic study of
the consequences of these constraints; a summary of the experiments is presented in
table 2.2.
2.2.1 Analysis
Two-dimensional, planar internal waves take the form V) (x, z, t) = Re { 0oe(ikxx+ikzz-iut),.
where k = (kx, kz) is the wave vector and @(x, z, t) represents a field variable. Being
of infinite extent is an idealization that is never realizable in an experiment. To inves-
tigate the consequences of an internal wave generator being of finite extent, the hori-
zontal velocity boundary conditions used to produce a downward, right-propagating,
Common case
Forcing
Angle
Width
Discretization
Amplitude
Table 2.2: Summary of experiments and numerical simulations. M is the number
of plates used for one wavelength, W/Ac is the spatial extent of forcing expressed
in terms of the dominant wavelength, Ao is the eccentricity of the cams, and 0 is
the energy propagation angle. For complete forcing, u, w and b were forced at the
boundary.
nominally plane wave can be written as:
(2.9)
where ke > 0 is the desired vertical wave number, Ae = 2 7r/ke the corresponding
vertical wavelength, -W/2 < z < W/2 the vertical domain over which forcing is
applied, A0 the amplitude of motion of the plates, and E the Heaviside function. The
spatial Fourier transform of (2.9) is:
(2.10)Q,(0, kz) = Aow sinc (kzk ,
with sinc(x) = sin x/x being the sine cardinal function. In the limit W -* 00,
Eq. (2.10) approaches a delta function, which is the Fourier transform of a plane wave.
Owing to the finite value of W, however, Q,(0, kz) does not vanish for negative values
of kz, suggesting that (2.9) will also excite upward propagating plane waves. Following
12
u(0, z, t) = Re {[(z + W/2) - E(z - W/2)] Aou ei(-wt+kez)} ,
Expt.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
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Exp./Sim.
exp./sim.
sim.
exp./sim.
exp./sim.
exp./sim.
sim.
exp./sim.
exp./sim.
exp./sim.
exp./sim.
sim.
exp./sim.
exp./sim.
exp.
exp.
Forcing
partial
complete
partial
partial
partial
partial
partial
partial
partial
partial
partial
partial
partial
partial
partial
W/A e
3
3
3
3
3
3
2
1
2
1
3
3
3
3
3
Ao (mm)
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
5.0
35.0
35.0
35.0
O (deg.)
15
45
30
45
60
75
15
15
45
45
15
15
15
30
45
the convention usual in optics that Q,(O, k,) is negligible for Ik, - keIW/2 > r, if
ke > 27r/W then (2.5) is reasonably satisfied.
Another consideration is that the forcing provided by the wave generator is not
spatially continuous, but discretized by Np oscillating plates of width f. Accounting
for this, the boundary forcing can be written as:
u(O, z, t) = Re [(z - zj) - e(z - zj + f)] A(zj) ei(kezj+kef/2-wt) , (2.11)
j=o
where zj = I - W/2 and Nyt = W. The Fourier transform of (2.11) for the specific
case of constant amplitudes A(zj) = Aow, Vj e , - - , N - 1}, reduces to
(kz-ke)W
Q,(0, kz) = Aow fsine ,z i (2.12)
vf2~7 2 .i (kZ - ke)f
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a classical result often encountered for diffraction gratings. Consequently, the mag-
nitudes of W and f in comparison to the desired vertical wavelength Ae = 2 7r/ke
characterize the spread of the Fourier spectrum and the potential for excitation of
upward propagating waves.
In the following sections, we quantify the downward emission of waves using the
parameter #d, defined as:
+00/|Q,(xo, kg)I 2 dk,
#_ =  O , (2.13)
f IQu (xo, kz)|12 dkz
which is essentially the ratio of the total kinetic energy of the downward-propagating
waves to the total kinetic energy of the radiated wave field.
2.2.2 Configuration
A variety of different configurations were tested and these are summarized in table
2.2. The fluid depth was H = 0.56 i 0.015 m and the background stratification
was N = 0.85 rad s- for all experiments. An example configuration of the cams
(amplitude and phase evolution) is presented in figure 2-2. Plane waves were produced
by configuring the Np plates of the wave generator with an oscillation amplitude
AO = 0.005 m, with the exception of experiments 13 to 15 for which AO = 0.035 m.
Results were obtained for different forcing frequencies corresponding to propagating
angles of 15, 30, 45 and 600. Visualization of the wave field was performed using
PIV, for which it was possible to observe the wave field in a 40 cm-wide horizontal
domain over the entire depth of the tank, save for a 1 cm loss near the top and
bottom boundaries due to unavoidable laser reflections. The corresponding numerical
simulations were configured accordingly.
2.2.3 Results
Forcing
The consequences of forcing only a single component of the velocity field, which we
call partial forcing, in comparison to forcing both the velocity field components and
the buoyancy field (assuming they are related by the inviscid linear wave equation),
which we call complete forcing, were investigated first using the numerical simulations.
Here, we present the results of simulations performed using a sinusoidal boundary
wave form with W = 3Ae, M = 12 and Ae = 78.8 mm (experiments 2 and 4 of
table 2.2). The magnitude and frequency of the boundary condition for horizontal
velocity were AO = 5.0 mm and w = 0.601 rad s-', the latter giving 6 = 45'.
Figures 2-3(a) and (b) present snapshots of the horizontal velocity fields u pro-
duced by partial and complete boundary forcing, respectively, and there is excellent
qualitative agreement between the two. More quantitative comparisons are provided
in figure 2-3(c), which presents data along the vertical cuts C indicated in figures
2-3(a) and (b), located at xc = 0.05 m; this location was chosen because it is close
(a) (b) U0 k9'')(cX 1'CI, (c)
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Figure 2-3: Comparison of the numerically obtained horizontal velocity field, u, for
plane wave beams forced by (a) complete and (b) partial forcing (experiments 2 and
4 in table 2.2). (c) Horizontal velocity along the cut C in (a) and (b), located at
xC = 0.05 m for complete (-) and partial (--) forcing. All lengths are in m and all
velocities in m s.
enough to the generator that viscous damping has only an order 1% effect on the
wave field (based on the linear viscous theory for plane waves by Lighthill [61]), yet
is sufficiently far from the generator to allow the wave field to adapt to the bound-
ary forcing. The cross beam profiles in figure 2-3(c) show that the amplitude of u
is roughly 20% lower for the case of partial forcing compared to complete forcing,
but otherwise their forms closely match. Spectral information reveals no other dis-
cernable difference between the two, and both cases give 3 d > 0.99, compared to the
theoretical prediction of 3d = 0.97, revealing that almost all the energy is being emit-
ted downward. Qualitatively and quantitatively similar results to those presented in
figures 2-3(c) and (d) were obtained for different physical quantities (e.g. w and b) of
the wave fields, and for the other configurations of the generator listed in table 2.2.
Angle of emission
As one might expect, the quality of the wave field was best for shallower propagation
angles, for which the horizontal velocity is a more defining quantity, and degraded for
steep propagation angles, where w becomes the dominant velocity component. This is
demonstrated in a qualitative manner by figures 2-4(a)-(d), which present snapshots
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Figure 2-4: Experimental horizontal velocity fields u for different forcing frequencies
corresponding to angles of propagation (a) 9 = 150 , (b) 300 , (c) 450 and (d) 60 .
These are experiments 1, 3, 4 and 5 in table 2.2, respectively. All lengths are in m
and all velocities in m s-.
of the experimental horizontal velocity fields for 9 = 15, 30, 45 and 600, corresponding
to experiments 1, 3, 4 and 5 in table 2.2, respectively. Although the forcing velocity
u = Aow is strongest for 9 = 600, the wave field resulting from this partial forcing is
not as strong and coherent as those at lesser angles.
Another demonstration of the consequences of partial forcing is given in figure 2-
5, which presents the efficiency of the wave generator as a function of the forcing
frequency for experiments and numerics. The efficiency is defined as the magnitude
of the horizontal velocity component u (figure 2-5(a)), or the velocity in the direction
of wave propagation u' (figure 2-5(b)), averaged over the central 0.1 m of the cut C
across the wave field, compared to the forced horizontal velocity Aow. For complete
forcing, one expects the ratio u/Aow to be one, whereas a smaller value indicates
a less efficient mechanism. The results show that both u/Aow and u'/Aow decrease
with increasing w/N. A simple physical argument for the decay of the response
with the propagation angle could be that the generator provides an initial amount
of kinetic energy that is redistributed by the flow into both horizontal and vertical
motions. If all the energy is appropriately distributed, we expect u' = AOw, and
thus u = AOw cos 0 = AOw 1 - (w/N)2 , represented by solid lines in both the panels
of figure 2-5. Below (w/N) 2 = 0.5 the experiments and numerics follow this trend
Ir
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Figure 2-5: Comparison of numerical results (E) and experimental results for the
vertical (o) and tilted (<) wave generator for the mean amplitude and standard de-
viation of (a) u/Aow and (b) u'/Aow. Results are plotted as a function of (w/N) 2
-for different frequencies corresponding to 0 = 15, 30, 45, 60 and 75' (numerics only).
The solid lines correspond to u'/(Aow) =1 and the dashed lines to u'/(Aow) = cos 0.
quite closely, but then depart from it significantly for higher frequency ratios. Also
plotted as dashed lines in figure 2-5 is the relation u' = Aow cos 0, implying u'/Aow =
1 - w2 /N 2 and u/Aow = 1 - w2 /N 2 , which does a reasonable job of capturing the
trend of the results, especially at higher frequency ratios. This relation implies that
the energy associated with the motion of the plates along the direction of propagation
is primarily responsible for setting the strength of the wave field.
Finally, we analyze the evolution of the wave field with increasing angle by com-
puting #d. For these experiments, the Fourier analysis in § 2.2.1 predicts #d =0.97,
independent of the angle of emission. Although the numerical values concur with this
prediction, with 3d > 0.99 for all angles, we obtain values of 0.99 for 0 = 15', 0.98
for 0 = 30' and 450, and 0.93 for 0 = 600 for the experiments. One possible reason
for this decrease in efficiency is the finite-amplitude lateral displacement of the plates
of the generator, which could partially block the propagation of steeper waves; this
is not taken into account in the numerics. Another possible reason is that at higher
frequency of forcing the Reynolds number for the oscillating plates is larger, increas-
ing the likelihood of more complex dynamics near the oscillating plates and thereby
weakening their coupling to wave generation. These issues are raised again in § 2.2.3.
Overall, the results in this section and the previous section reveal that partial
(horizontal) forcing by a vertically standing generator works well for 0 < 45'. This
gives the user the freedom to perform experiments over a range of angles without
having to re-orient the generator. For larger angles, however, it would seem prudent to
use a generator with its perpendicular axis tilted toward the direction of propagation.
This was confirmed by a series of experiments similar to cases 1 and 3 to 5 in table 2.2,
but with the generator tilted at 150 to the vertical; these results are also included in
figure 2-5. For angles smaller than 450, there is almost no difference in the efficiency of
the generator, but we found that the 600 wave field produced by the tilted generator
was noticeably stronger and more coherent than that produced by the vertically-
standing generator.
Finite extent
The Fourier analysis in § 2.2.1 predicts that a consequence of a generator inevitably
being of finite vertical extent is the production of undesirable waves that propagate in
the vertical direction opposite to the principal wave field. This can be seen in both the
numerical and experimental wave fields in figures 2-3 and 2-4, which contain a weak,
upward-propagating wave field in addition to the principal downward-propagating
wave field. Experiments were therefore performed for W/A, = 1, 2 and 3 to investigate
how the strength of the undesirable wave field was influenced by the vertical restriction
of the forcing, and to determine how well this was predicted by simple Fourier analysis.
Except for varying W/Ae and having 6 = 15' , the configuration was the same as in
the previous subsection. The experiments are listed as experiments 1, 7 and 8 in table
2.2.
A direct comparison of experimental and numerical horizontal velocity fields for
W/A, = 3 is presented in figure 2-6, demonstrating very good agreement between the
two, providing confirmation that the numerical approach can reliably model the hori-
zontal forcing provided by the plates. The profiles presented in figure 2-6(c), obtained
at the vertical cuts indicated in figures 2-6(a) and 2-6(b), have only one small, but
noticeable, difference: slightly higher peaks at either end of the experimental velocity
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Figure 2-6: Horizontal velocity fields for (a) experiment and (b) simulation for exper-
iment 1 in table 2.2. (c) Vertical profiles along the cut C located at xc = 0.05 m for
the experiment (--) and the simulation (-). All lengths are in m and all velocities
im s-
profile. A similar level of agreement was obtained for the vertical velocity profile.
The normalized experimental spatial Fourier spectra Q, (xc, kz) at xC = 0.05 m
and the normalized theoretical spectra Q, (0, k2) are presented in figure 2-7. A stand-
out feature of the results is that the theoretical Fourier transform does a remarkably
good job of predicting the spectrum of the experimental wave field. For W/Ae = 1, the
spectrum is broadly centered around the expected vertical wavenumber ke = 79.9 m-,
and this principal peak becomes increasingly sharp for W/A, = 2 and 3. This evolu-
tion is quantified by the half width 6k, defined as the width of the principal spectral
peak at half peak amplitude, the values of which are listed in table 2.3 for the three
different configurations.
Another notable feature of the spectra is that strength of the upward propagating
wavefield (k2 < 0) significantly decreases with increasing W/Ae. Computing the
parameter #d for experimental and numerical cases 1, 7 and 8 of table 2.2 quantifies
this trend. As seen in table 2.3, 98% of the energy propagates in the desired direction
for W/A, > 2. Furthermore, we computed 6k/ke and /d for cases 4, 9 and 10 of
table 2.2 too, and the results presented in table 2.3 show that the influence- of the
Q. (x, kz) / maxk- Q, (x, k,)
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Figure 2-7: Comparison between spatial spectra Q, (x, kz) computed from the exper-
iments (-) at station xc = 0.05 m and the theoretical expression (-) computed from
(2.12) on the boundary x = 0, for W = Ae (top), W = 2Ae (middle) and W = 3Ae
(bottom).
width is more significant than the influence of the angle of emission.
Discretization
To study the impact of spatially discretized, rather than continuous, forcing, ex-
periments were performed for W/Ae = 3 with M = 4 and M = 12; these being
experiments 12 and 1 in table 2.2. For comparison, corresponding numerical simu-
lations were also performed for these two configurations, as well as for the idealized
case M -+ 00, which is listed as experiment 11 in table 2.2 and corresponds to forcing
discretized on the scale of the grid resolution in the numerical simulations.
Snapshots of the experimental and numerical wave fields for M = 4 are presented
in figures 2-8(a) and 2-8(b), respectively, while figure 2-8(c) presents vertical cuts of
the horizontal velocity field at xC = 0.05 m for these two data sets. Even for this
coarse discretization, there is still a remarkably smooth and periodic wave field that
W/A 3k/ke (15) #d (15-) 6k/ke (45) #d (45-)W num. exp. theo. num. exp. theo. num. exp. theo. num. exp. theo.
1 1.67 1.11 1.21 0.97 0.94 0.94 1.31 1.08 1.21 0.97 0.92 0.94
2 0.58 0.57 0.60 0.99 0.97 0.96 0.61 0.58 0.60 0.99 0.96 0.96
3 0.37 0.39 0.40 0.99 0.99 0.97 0.40 0.39 0.40 0.99 0.98 0.97
Table 2.3: Relative half width, 6k/ke, and relative energy of the downward propagat-
ing wave, /d, for cases 1, 7 and 8 of table 2.2, corresponding to a propagation angle
of 15', and experiments 4, 9 and 10 for a propagation angle of 45'.
looks little different to that obtained using M=12 (see figure 2-6). And once again
there is good agreement between experiment and numerics, with the slight exception
of the outer edges of the profile where the numerical peaks are a little larger amplitude.
Although the cross-section of the emitted downward-propagating, nominally plane
wave looks reasonable, the discretization does induce more of an undesired upward-
propagating wave, which can clearly be seen in figures 2-8(a) and 2-8(b). Fourier
spectra for experiments, numerics and theory corresponding to M=4, 12 and 0c
are presented in figure 2-9 and, as predicted by (2.12), the strength of the negative
wave numbers noticeably increases with decreasing M. Most notably, for M = 4
(corresponding to f = 19.6 mm) the discretization introduces a peak around kz
-235(i4) m 1, which is strongest in the theoretical spectrum but nevertheless evident
in the experimental and numerical spectra. By analogy with the theory of optical
gratings, this value is in good agreement with the canonical formula 27r/Ae - 27r/E =
-241 m-, which can also be inferred from (2.12) when f < Ae. For all three cases
the principal peak remains sharp, with 6k/ke = 0.42. The value of /3d is 0.96 when
M = 4, so a vast majority of the energy is still in the downward propagating wave
field.
Amplitude
All the results presented thus far have been for AO = 5.0 mm. To investigate the
impact of a significantly larger amplitude of forcing on the quality of the radiated wave
field, we performed a series of experiments with the same parameters as experiments 1,
3 and 4, with the exception of AO = 35.0 mm; they are listed as experiments 13 to 15
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Figure 2-8: Horizontal velocity fields for (a) experiment and (b) simulation for case 12
in table 2.2 with M = 4. (c) Vertical profiles along the cut C located at xC = 0.05 m
for the experiment (--) and the simulation (-). All lengths are in m and all velocities
in m s-i.
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Figure 2-9: Comparison between spatial spectra Q, (x, k,) computed from the exper-
iments (o) and numerical simulations (-.) at station xC = 0.05 m ,and the theoretical
expression (-) computed from (2.12) on the boundary x = 0, for M = 4 (top), 12
(middle) and oo (bottom).
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in table 2.2.
We found that the qualitative level of agreement between experiment and numerics
for snapshots of the wave field was comparable to that presented in figure 2-6(a) and
(b). When a more quantitative comparison is made, however, some consequences
of the higher-amplitude forcing become apparent. For example, for vertical cuts
located at xC = 0.075 m the amplitude of the horizontal velocity component in the
experiments was 4.4 + 0.9 mm s-1, compared to 5.50 + 0.25 mm s- 1 in the numerical
simulations. We also note that although the forcing amplitude was increased by a
factor of 7, in the experiments the wave amplitudes only increased by a factor of
around 5. 1
Figure 2-10 presents vertically-averaged temporal spectra of the horizontal velocity
for the cuts at xC = 0.075 m, for both small and large amplitude forcing. The
numerical data, being at somewhat higher temporal resolution, has a lower noise
level than the experimental data. Both experimental and numerical spectra display
the same qualitative change; the large amplitude forcing introduces more significant
higher harmonic content into the wave field.
The normalized spatial spectra of the wave field for frequencies corresponding
to 6 = 15, 30 and 450 are presented for both small and large amplitude forcing in
figure 2-11. The angle of emission does not seem to significantly impact the quality
of the wave field for the small amplitude forcing, but this is not so for the larger
amplitude forcing, for which we find that 3d decreases from 0.97 to 0.94 for 6 = 15'
and 30', respectively (although 6k/ke = 0.38 remains constant). For 0 = 45' and
A0 = 35.0 mm, the generator no longer generates a clean plane wave, the main peak
being centered around 41.5 m- 1 and 3d = 0.80. The cause of this breakdown is
not easy to discern. One hypothesis is that breakdown occurs at criticality, when
the angle of wave propagation exceeds the maximum slope angle of the face of the
generator, 0 m = ! - arctan ( .2rA) The reason is not as simple as this, however,
'We had to make these, and later, comparisons, for a vertical cross section further away from
the generator than in our previous studies because the much larger amplitude motion of the plates
created a more intense wave field very close to the generator, where it was not possible to get reliable
experimental data.
10- 10-
10 2102
10 3 10_3-
1010 
0 0.035 0.07 0.105 0.1401 0 0.035 0.07 0.105 0.1401
w/2ir w/2w
Figure 2-10: Vertically-averaged temporal Fourier spectra of horizontal velocity
normalized by their maximum amplitude. The data was obtained from cuts at
xC = 0.075 m for (a) A0 = 0.005 m and (b) A0 = 0.035 m, for experiments (--) and
numerics (-).
since 0m = 20' for the experiments with A0 = 35.0 mm, and yet the generator is still
an efficient source of plane waves for 0 = 30'. Other factors, such as the nonlinear
coupling between the plates and the wave field, as characterized by the Reynolds
number of the plate motion, would also seem to play a role.
2.2.4 Summary
Through a systematic series of experiments, listed in table 2.2, we can draw several
conclusions about the ability of the novel wave generator to generate plane waves.
We find that the spatial Fourier transform of the profile of the wave generator can
reasonably predict a priori the spectrum of the radiated wave field. If more compre-
hensive resources are available, a numerical simulation with boundary forcing applied
at x=0 can reliably reproduce the emitted wave field for small-amplitude forcing. As
one might expect, the spectrum of the wave field becomes increasingly sharp about
the dominant wavelength, and thus more akin to a plane wave, as the number of
wavelengths excited increases, and even a very crude spatial discretization of the de-
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Figure 2-11: Comparison between spatial spectra Q, (x, k,) computed from the ex-
periments with Ao = 0.035 m (x) and AO = 0.005 m (--) at station xc = 0.075 m
and the theoretical expression (-) computed from (2.12) on the boundary x = 0, for
6 = 450 (top), 300 (middle) and 15' (bottom).
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sired wave form produces a remarkably smooth and coherent wave field. For large
amplitude forcing, the main impact is an increase of the harmonic content of the
wave field. Overall, we conclude that a vertically-standing wave generator produces
a radiated plane wave field of high quality provided 0 < 45'.
2.3 Vertical modes
Vertical internal wave modes play an important role in our current understanding of
internal tides in the ocean [37]. To date, however, there has been little progress in
producing high-quality vertical modes in laboratory experiments. Thorpe [106] gen-
erated a mode-1 disturbance by oscillating a flap hinged about a horizontal axis at
mid-depth; and Nicolau, Liu & Stevenson [82] produced low modes in an essentially
two-layer system with a thermocline, but neither of these approaches can readily pro-
duce arbitrary modes in an arbitrary stratification. Generalized forcing of a spectrum
of vertical modes was obtained by Echeverri et al. [30], who used an oscillating Gaus-
sian topography to generate an internal wave field, and developed a robust algorithm
for extracting modal amplitudes from experimental data. Here, we demonstrate the
ability of the novel wave generator to reliably produce arbitrary internal wave modes.
2.3.1 Analysis
For a stratified fluid of constant N, the horizontal velocity field associated with the
nth vertical mode of frequency w propagating from left to right is:
un(x, z, t) = Re uo cos (7Fz) exp (i H ot - iwt) , (2.14)
where uo is a complex amplitude that sets both magnitude and phase, n is a positive
integer, z = 0 and z = H are the bottom and top boundaries, respectively, and 0 is
the first-quadrant angle that satisfies the dispersion relation (1.2). Note that 0 does
not specify the direction of energy propagation for a vertical mode and only plays a
role in setting the horizontal wavenumber [42].
The idealized boundary forcing of the horizontal velocity at x = 0 to excite the
nth vertical mode is:
u(0, z, t) = a cos (Tz) cos(wt), (2.15)
where a is an arbitrary amplitude. To analyze the quality of the wave field generated
by this forcing, instead of Fourier transforms one uses modal analysis, which is equiv-
alent to Fourier series in a constant stratification. The horizontal velocity component
of the resulting wave field can be written as:
n~o
u(x, z, t)= a cos ( nrz) cos ( Hco - wt + #+ ) , (2.16)
n=1
where an and #n are the strength and the phase of the nth mode, respectively. Similar
results exist for other physical variables, including vertical velocity and buoyancy
fields.
From a practical point of view, one decomposes the experimental generated wave
field at a fixed x location into the vertical basis modes using the numerical algorithm
described and implemented in [30]. The modal decomposition is then performed at
several other x locations, and the variations in an and #n across various x locations
gives an estimate of the experimental errors in the results. One can reliably correct for
viscous dissipation of the modes, if need be, by introducing in (2.16) a multiplicative
term of the type e-fnx, with
Un 3  N2 2
fn 2w H N2 _ U)2(.7
being the spatial damping rate [30, 106]. In our experiments, fn is very small (roughly
10' m 1 for mode-i and 10-3 m-1 for mode-2) and hence viscous dissipation can be
neglected.
The discretization results for plane waves in § 2.2.3 suggest that there could be
limitations on the ability to resolve a vertical mode due to the discretization of the
wave generator. By computing the modal decomposition of the discrete plate arrange-
ment, we find that provided at least 3n equispaced plates are used to represent the
nth mode, then more than 95% of the boundary forcing is contained in the nth mode.
To ensure good quality of the generated wave field also requires one to account for
the approximation that the boundary forcing of horizontal velocity occurs at a fixed x
location even though the plates are actually moving. For this approximation to hold,
the ratio of the maximum amplitude of oscillations of the plates to the horizontal
wavelength corresponding to the n th mode should be much smaller than unity, i.e.
nAo/(2H cot 0) < 1. Provided these two conditions are satisfied, a high-quality wave
field is to be expected.
2.3.2 Configuration
The wave generator was set up with N, = 64 of the total 82 plates (see table 2.1)
for the experiments in this section. Individual vertical modes were produced by
configuring the N, plates of the wave generator to reproduce (2.15). The ampli-
tude of oscillation of the jh plate centered at vertical position zj = j/2 of mode
n was A(zj) = Ao cos(nrzj/H), with t being the plate thickness (see figure 2-2 for
more details of the configuration). Experiments were performed for modes 1 and 2.
The spatial resolution of the forcing, relative to the vertical wavelength of the mode
being forced, was 1/64 in both experiments. The fluid depth was H = 0.416 m,
the maximum amplitude of oscillation was A0 = 2.5 mm and the stratification was
N ~_ 0.85 rad s 1 . Visualization of the wave field was performed using PIV technique.
Using this arrangement it was possible to observe the wave field in a 45 cm-wide hor-
izontal domain and covering the full depth of the tank. No corresponding numerical
simulations were performed in this case.
2.3.3 Results
We present detailed results for mode-1 and mode-2 wave fields with 0=45', for which
the horizontal wavelengths excited were k, = 7.55 m-1 and k, = 15.1 m-1 , respec-
tively. Snapshots of the wave fields obtained in the vicinity of the generator are
presented in figure 2-12. One can clearly see the characteristic structure of a single
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Figure 2-12: Snapshots of experimental velocity fields for (a) mode-1 and (b) mode-2.
The location of the wave generator is x = 0 and the vertical dashed lines bound the
domain over which modal decomposition is performed. The x and z coordinates are
in meters and the grey scale is the velocity magnitude in m s-1. Arrows indicate local
velocity direction.
vortex that covers the entire vertical domain for mode-1 (figure 2-12(a)), whereas for
mode-2 the structure comprises stacked pairs of counter-rotating vortices (figure 2-
12(b)).
Modal decomposition of the experimental wave fields was performed at 81 x-
locations in the regions bounded by the vertical dashed lines in figures 2-12(a) and
2-12(b), and the results are presented in figure 2-13. Since the maximum values of
both u and w were the same for these 0 = 450 wave fields, reliable values of a, and
were obtained from both components of the velocity field. The two wave fields
were clearly dominated by their mode number, with by far the largest detectable
amplitude being for modes-1 and modes-2 in the two respective experiments, and
with very little variability across the experimental domain, emphasizing the weak
impact of viscosity in these experiments. We also observed very little variability in
the phase of the dominant mode across the visualization window, implying that the
wave fields were highly spatially coherent. Since energy flux scales as a2/n [30] over
98.8 % of the energy was in the desired mode in each experiment. The efficiency
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Figure 2-13: Modal decompositions of the wave fields presented in (a) figure 2-12(a),
and (b) figure 2-12(b). Error bars are the standard deviation of modal amplitude for
the 81 vertical cross-sections studied between the dashed lines in figure 2-12. The
insets show vertically averaged absolute value of the temporal Fourier spectra of u at
x = 10 cm and 1 = 5 cm in (a) and (b), respectively.
of conversion, defined as a/Aw, was 0.89 and 0.78 for the two experiments. The
insets in figure 2-13 present the vertically-averaged temporal Fourier spectrum of u.
These are dominated by the fundamental frequency, demonstrating that very little
higher-harmonic content was generated by nonlinearity.
2.3.4 Summary
Overall, these experiments reveal that the novel wave generator is capable of produc-
ing very high-quality radiating vertical modes in a linear stratification. For smaller
angles (i.e. lower frequencies), 9 = 150 for example, we found that the wave field took
longer horizontal distances to evolve into established modal solutions, presumably due
to the longer horizontal wave lengths of the modes. For higher frequencies, 9 = 60 for
example, we observed high-quality modal solutions within our visualization window,
but with a small variation in the dominant modal strength for mode-2, possibly due
to nonlinear effects. For higher angles, therefore, it would seem prudent to decrease
the maximum amplitude of oscillations and/or reduce the stratification N (allowing
for lower forcing frequency) in an effort to produce as clean a wave field as possible.
In principle, this approach can be extended to experiments with nonlinear density
stratifications, provided the stratification is known a priori so that the generator can
x 104 -
be configured for the appropriate vertical structure of the horizontal velocity field.
2.4 Wave Beams
Wave beams are a common feature of internal wave fields in both laboratory exper-
iments [44, 86] and geophysical settings [59, 65], since they are readily generated by
periodic flow relative to an obstacle, be it a cylinder or an ocean ridge for exam-
ple. Complementary experiments performed at ENS Lyon confirmed that the wave
generator is also highly efficient at generating wave beams, the particular case that
was studied being the so-called Thomas-Stevenson profile [105], a viscous self-similar
solution of (2.1a)-(2.1c) that can be considered as the far-field limit of the viscous
solution of an elliptic cylinder oscillating in a stratified fluid [50]. It has been shown
that this profile describes oceanographically relevant internal wave beams far from
their generation site at the continental shelf [44]; after their reflection at the bottom
of the ocean, such wave beams are thought to be the cause of solitons generated at
the thermocline (see for instance [39, 79]). Further details on these experiments can
be found in [70].
2.5 Conclusions
Through combined experimental, numerical and theoretical studies we have demon-
strated that the novel type of internal wave generator, comprising a series of stacked,
offset plates, can reliably shape the spatial structure of an experimental internal wave
field and enforce wave propagation. This approach is similar in spirit to multiple-
paddle techniques that have been developed for generating surface waves (see [76],
for instance). In this chapter, we have demonstrated the ability of the generator
to produce two qualitatively-different types of wave field: plane waves and vertical
modes. Details on wave beam generation by this technique can be found in [70]
and are discussed further in chapter 3 of this thesis. This new technology therefore
provides a very useful tool to study all manner of internal wave scenarios in the labo-
ratory, in order to gain insight into geophysically important problems. Furthermore,
our studies reveal that the Fourier transform of the spatial profile of the wave gen-
erator provides a reasonably accurate prediction of the form of emitted wave field,
making it a useful tool when designing experiments.
There are numerous examples of where this new found capability can now be
utilized. For example, observations in several locations, in particular in the Bay of
Biscay [79, 80], have determined that an internal tidal beam striking the thermocline
is responsible for the generation of solitons. A full understanding of the generation
mechanism has yet to be achieved, however, and laboratory experiments using the
Thomas-Stevenson beam profile impinging on a thermocline could provide significant
insight. Indeed, the interaction of wave beams with nonlinear features in the density
stratification is of widespread interest [66], since this is also relevant to how and where
atmospheric internal waves break and deposit their momentum [78]. These problems
on internal wave beams are subjects of our study in chapter 3.
In regards to ocean mixing problems, an open issue is to determine the fate of
the internal tide which, among other things, can be scattered by topography [53, 93].
The ability to directly generate vertical modes provides a new capability to study
these important processes in controlled settings. Scattering of internal wave modes
by ocean floor topography is studied in chapter 4.
Other interesting avenues for research are the generation of shear waves [68] and
extensions to three-dimensional wave fields, which could be achieved by introducing
some horizontal spatial structure (in the y-direction) to the leading edge of the moving
plates.
Chapter 3
Internal Wave Beams in
Nonuniform Stratifications
In this chapter, the passage of internal wave beams through non-uniform stratifi-
cations is investigated. In the first part of this chapter, a detailed study of the
fundamental problem of an internal wave beam propagating in a nonuniform stratifi-
cation is presented. In the process, the plane wave analysis of Nault & Sutherland [78]
is extended to the regime in which internal waves propagate into regions of stronger
stratification, which is relevant to many oceanographic and atmospheric scenarios. We
also develop an analytical method that is not subject to the restrictions of Kistovich
& Chashechkin [55], enabling investigation of important regimes where the scale of a
wave beam is comparable to the scale of variations in the stratification. In the second
part of this chapter. an analogy between internal wave propagation in a nonuniform
stratification and optical interferometry is identified and demonstrated in laboratory
experiments. These studies present the first quantitative comparison between theory
and laboratory experiments for these processes. The overall goal is to demonstrate
a general and practical approach to the study of internal wave beam propagation.,
which can be readily applied to geophysical problems, an example being the apparent
vanishing of internal wave beams at surface reflection sites in the ocean (Martin et
al. [65]).
The organization of this chapter is as follows. Geophysical motivations for our
study and previous work on internal waves encountering nonuniform stratifications
are discussed in § 3.1. The transmission of internal wave beams across sharp and
finite-width density-gradient interfaces is addressed in § 3.2 and § 3.3, respectively.
More complex, nonlinear stratifications are then considered in § 3.4. A direct com-
parison between theory and laboratory experiments is presented in § 3.5, followed
by a discussion of geophysical applications in § 3.6. Internal wave interferometry is
addressed in § 3.7, followed by conclusions in § 3.8.
3.1 Motivation
In geophysical settings, internal waves encounter significant variations in the strat-
ification. For example, N attains relatively large values near the thermocline in
comparison to the deep ocean [59], and layers of relatively large and small N are
distributed vertically throughout the atmosphere [113]. Such vertical variation of N
plays a crucial role in the propagation of internal waves following their generation.
To understand the impact of sudden changes in the stratification, Delisi & Orlan-
ski [28] investigated internal wave reflection from a density (and density-gradient)
discontinuity. With the atmosphere in mind, Sutherland & Yewchuk [100] derived
an analytic prediction for plane internal waves traversing a sharply-defined layer of
stronger/weaker stratification. This analysis was extended by Brown & Sutherland
[19] and Nault & Sutherland [78], the latter considering plane waves propagating
through a medium changing continuously from one stratification to another.
While there have been several recent experimental studies on internal wave beams
in uniform stratifications (e.g. [44, 86, 88, 114]), the effect of a nonuniform strati-
fication on an internal wave beam has not come under such scrutiny. A theoretical
study of internal wave beams propagating in an arbitrarily stratified fluid was per-
formed by Kistovich & Chashechkin [55]. They presented the results of analysis for:
a smoothly varying stratification to which the beam continuously adjusts; reflection
from a critical level where w = N; and interaction with discontinuities in N. The
only related experimental studies used internal wave beams as approximations of
plane waves [28, 100].
3.2 Wave beam transmission across a sharp density-
gradient interface
Consider a linear, two-dimensional plane wave propagating upwards in a medium
of uniform buoyancy frequency N1 , encountering a sharp density-gradient interface
above which the uniform buoyancy frequency is N2 (density being continuous across
the interface), as illustrated in figure 3-1. The fluid layers on either side of the
interface extend to infinity, and non-Boussinesq and viscous effects are ignored, as
is background rotation. The streamfunctions $I/, OR and OT associated with the
incident (I), reflected (R) and transmitted (T) waves are:
0 = Re(Pei [k(xzcot al)-iwtj), (3.1)
'R= Re(qIRJe[ik(x+zcot0 i)-iwt]), (3.2)
'OT =Re(qWrelik(x-z cot 02)-i-t]),7 (3.3)
where I, TR and 4PT are complex amplitudes, Re denotes the real part, x and z
are the horizontal and vertical directions, and k the horizontal wavenumber. The
angles 0 < 61,62 < 7/2 are defined with respect to the x-axis, and the direction of
energy propagation is further set by the sign of the coefficient of z in the exponent.
The horizontal and vertical velocities are u = -9 and w - 2, respectively. TheO~Z OXI
pressure and density perturbations, p' and p', are related to the streamfunction by
=po and - PONO, respectively.
Applying continuity of vertical velocity and pressure at the density-gradient in-
terface z = 0 gives transmission coefficients for different physical quantities. For
example,
Te 4 cot 01 cot 02
(cot0 1 +cot0 2)2 '
Figure 3-1: A sketch of the ray paths (solid black lines) for plane wave transmission
from N1 to N2 across a sharp density-gradient interface (dotted black line). Refraction
focuses energy flux from cross section L1 to L2 -
2cot 0 2TU = , (3.5)
cot 01 + cot 02
2 cot 01
cot 01+ cot 02'
2 cot 02 sin2 01
cot 01 + cot 02 sin 2 02(
where Te,. Tu, T and TAN2 are respectively the transmission coefficients for energy,
e, the horizontal velocity, u, the vertical velocity, w, and AN 2 = z, p' being the
vertical density gradient perturbation. The definition of Te accounts for the geomet-
ric focusing of internal wave energy, illustrated in figure 3-1. Since Te is symmetric
(i.e. unchanged upon interchanging 01 and 02), the fraction of the incident energy
transmitted for a plane wave of frequency w and horizontal wavenumber k is indepen-
dent of whether it is passing from Ni to N2, or the reverse. The coefficients T, and
TAN2 are not symmetric, however, and hence depend on whether the transmission
is from Ni to N2, or vice versa. Some of the transmission coefficients are bounded
(e.g. Te < 1, T_ 2), whereas others are not (e.g. 0< TAN2 < oo) and hence the
corresponding quantities can experience great amplification or diminution.
Before proceeding to study wave beams, an important piece of information is to
know whether a plane wave can become unstable upon passing from one stratification
to another. To investigate, first consider the net vertical density gradient, which is
the sum of the background value d and the perturbation 2. For a plane wavedz 8
that passes into the N2 medium, the maximum value of this combination in the N2
medium is:
-po2 k2|I 1| cot 01  2cotO2(PN )[1 - ]. 0 (3.8)
g Ni sin 01 cot 01 + cot 02
Assuming that the incident wave is linear and gravitationally stable, which requires
i 2 = - 'jl, c,01 << 1, it is not possible for gravitational instability (i.e. k +
> 0) to arise upon transmission since 2+cot9 2  < 2. To consider shear-drivenaz Cot 01 -Cot 02 -
instability, one turns to the Richardson number Ri = N2  for which a widely used(au/aZ)2 '
instability criterion based on the properties of linear shear flow is Ri < 1/4 [291. While
it is possible for the minimum Richardson number of a plane wave to be reduced on
passing through a sharp density-gradient interface, increasing the likelihood of shear-
driven instability, a gravitationally-stable linear plane wave cannot be shear-unstable
[1091.
The results for plane waves extend to inviscid wave beams by following the lead
of Kistovich & Chashechkin [55] and Tabaei & Akylas [102), and constructing the
stream function for a unidirectional wave beam using a linear superposition of plane
waves (i.e. a Fourier decomposition of the wave field):
(x, z, t) = Re(e j Tr(k)eik(xz cot 0)dk), (3.9)
where TJI (k) is the spectrum of the streamfunction for the wave beam. The cross-beam
coordinate is (x - z cot 0) and integration is over positive values of k, enforcing that
the energy flux of the component plane waves is always up and to the right. The corre-
sponding spectra for other physical quantities can be determined via the governing lin-
ear equations. For example, the spectra for u, w, p' and p' are U1(k) = ik cot 0ir(k),
Wr (k) =ik I(k), Pr (k) = ipow cot 0 Ti(k) and Dr (k) = iPk2g c'T I (k), respectively.
In using a summation of plane waves to construct a wave beam, one must deter-
mine whether the resulting wave beam is both gravitationally and shear stable. By
definition, a gravitationally stable wave beam in a background stratification No has
N-< 1 throughout. For a linear wave beam, this condition also requires that the
wave beam be shear stable, as shown in Appendix A.
Since plane wave transmission and reflection coefficients are independent of k for
a sharp density-gradient interface, these coefficients are the same for a wave beam
as a whole. Figures 3-2(a)-(d) present theoretical snapshots of four different physical
quantities for a wave beam with TI'(k) oc ke-k 2 /c at an arbitrarily chosen phase. The
arrangement has w/N1 = 0.94 and N 2/N 1 = 3.2, giving T. = 1.8, T" = 0.2, TAN2 =
18.4 and Te = 0.36. In each figure, the physical quantity has been scaled so that the
maximum value is unity. Figures 3-2(a)-(d) show u, w, AN 2 and the magnitude of
the time-averaged energy flux, E = I< p(u, w) >1, respectively. The vertical velocity
w is diminished, whereas u and AN 2 are amplified, upon transmission. The value
of E is enhanced by the geometric focusing of the beam, but only 36% of the overall
incident energy flux is transmitted.
As is the case for a plane wave, the stability of a wave beam upon transmission is
determined by its effect on the stratification, since the general result that a gravita-
tionally stable wave beam is shear stable still applies. Thus if << 1 throughout
the incident beam, this beam cannot become unstable. If AN2 is finite in the inci-
dent beam, linear theory no longer applies, and instability upon transmission is a
possibility.
3.3 Wave beam transmission across a finite-width
transition region
To understand the effect of a finite-width transition region on an internal wave beam,
we first consider a plane wave propagating through the stratification
N 2 - N h2 N + N2NJ = 1 tanh( ) +- 2 ,(3.10)0 2 L2
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Figure 3-2: Wave beam transmission across a sharp density-gradient interface. (a)
u. (b) w. (c) AN 2 . (d) T. The frequency ratios are w/N1 = 0.94 and N2/N1 = 3.2.
Arrows specify the direction of energy propagation. The maximum value in each
figure is scaled to unity, and the spatial scales have been nondimensionalized by the
dominant wavelength, AO, in $P1(k). The dominant wavelength is defined as AO =
27r/ko, where p1 (k) is maximum at k = ko.
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shown in figure 3-3. Adopting the approach of Nault & Sutherland [78], reflection
and transmission coefficients can be calculated for periodic plane waves of frequency
w by defining 0 = Re (#(z)e[i(kx-t)]) and solving the inviscid equation,
+ k2(V - 1)# = 0, (3.11)
where k, like w, is assumed to be real, and the prime denotes differentiation with
respect to z. An upward-propagating plane wave of unit amplitude in the N1 layer
results in a downward-propagating reflected wave in the Ni layer and an upward-
propagating transmitted wave in the N2 layer. Thus, the general solutions in the Ni
and N2 layers, respectively, are:
1 emlz + Ae_, (3.12)
02 Ce'"z, (3.13)
where mi = -M2 = -ik cot 01 and ni = -ik cot 02. The energy transmission coeffi-
cient is
and the corresponding reflection coefficient is Re = |Al 2 . We note that the sharp-
interface results, (3.4) and (3.6), satisfy (3.14), with C = T,. It is found that, for a
given k and w, Te is independent of whether a wave passes from N1 to N2 or vice-
versa. In general, Te strongly depends on w/N1, N2/N1 and the ratio of the transition
length L to the vertical wavelength of the plane wave, which can change significantly
on transmission. Figures 3-4(a) and 3-4(b) present Te as a function of w/N 1 and
N2/N1 for Lk = 0.1 and Lk = 1, respectively. As the transition region increases
in thickness relative to the vertical wavelength there is increased transmission for
all w/N1 and N2/N1 . Roughly speaking, near perfect transmission occurs when the
maximum vertical wavelength in the N1 or N2 layers is much smaller than L, i.e.
Lk min(cot 01, cot 02) > 1. (3.15)
2L
L
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Figure 3-3: The N 2-profile (3.1) considered for studying plane wave propagation
across a finite-width transition region.
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More precisely, if Lk min(cot 01, cot 02) > 1, leading order WKB theory predicts en-
ergy transmission to within 10% for all but the cases where 101 - 021 > 840. To
illustrate this, contours of Lk min(cot 01, cot 02)= 0.5, 1 are included in figures 3-4(a)
and (b). These results are consistent with the results of Nault & Sutherland [78], who
studied the case N2 < N1. At the other extreme, the transmission process is akin to
a sharp density-gradient interface when the smallest vertical wavelength in the N1 or
N2 layers is significantly larger than L, i.e.
Lk max(cot 0 1, cot 02) < 1. (3.16)
Indeed, if Lk max(cot 01, cot 02) < 0.1, sharp-interface theory correctly predicts energy
transmission to within 1%.
To compute the transmission of an inviscid wave beam encountering a finite-width
N-to-N2 transition region, the streamfunction of the incident beam is again repre-
sented as the Fourier sum (3.9). For a given WI(k), the spectra T(k) and WR(k)
must be computed using (3.2) to determine transmission and reflection for each con-
stituent wave number k. The nature of the transmitted and reflected beam profiles
is determined by the details of the transition region, which acts as a high-pass filter
that allows large wavenumbers to transmit completely, according to condition (3.15).
This is illustrated in figure 3-5, which presents results for an incident wave beam with
w/N1 = 0.94, comprising equal amounts of energy in two bands of wavenumbers, one
centered around kL = 0.1 and the other around kL = 0.7. Figure 3-5(a) presents a
snapshot of the horizontal velocity field for N2/N1 = 10, in which the transmitted
beam is much finer in scale than the incident beam due to a combination of filtering
and geometric focusing. The reflected beam is noticeably weaker than the incident
beam, indicating that significant energy flux is passing through the interface. The
transmitted beam is finer in scale not only because of focusing by a stronger strati-
fication, but also due to filtering by the finite-width transition region. This filtering
process, whereby large wavenumbers transmit completely (3.15) and small wavenum-
bers follow the sharp-interface results (3.16), is elucidated in figures 3-5(b) and (c),
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Figure 3-5: Filtering of an internal wave beam by a finite-width transition region. (a)
The horizontal velocity field u at an arbitrarily chosen phase. The maximum value is
scaled to unity, and the spatial dimensions are scaled by the interface length-scale L.
(b) The plane wave reflection and transmission coefficients as a function of Lk. (c)
The energy spectrum IE(k)I = kIx'I'cot 6 for the incident (1), transmitted (T) and
reflected (R) wave beams. The values of w/N 1 and N2/N1 are 0.94 and 10 respectively.
which plot the energy flux transmission and reflection coefficients as a function of Lk,
and the energy spectra I E(k) I = k I IV12 Cot 6 of the incident, transmitted and reflected
beams. As a consequence of the variations of T, and Re with Lk, the reflected and
transmitted wave beam spectra are strong at relatively small and large values of Lk,
respectively.
For the purpose of comparison with experiments in § 3.5, we consider the full
viscous equation:
+ k2( " 50 1 1)5 0 = -(0 2k2 0. k40 (3.17)
where 3 is the kinematic viscosity and k and w are again real. The Schmidt number,
which represents the ratio of momentum diffusivity (dynamic viscosity) and mass
diffusivity, is assumed to be infinite. The above fourth order equation requires four
boundary conditions for a unique solution. It is not practical to solve the equation
as an initial value problem (satisfying all four boundary conditions at z -l or
Z h +ic , because it has a pair of rapidly growing and decaying viscous solutions
that cause numerical instability. Instead, this is best solved as a boundary value
problem (satisfying two boundary conditions each at z = -oo and z = +oo). To
express the boundary conditions in terms of #, #', #b" and #", an incident, weakly
damped, upward-propagating wave of unit amplitude in the N1 layer is assumed.
This can generate a pair of reflected, downward-propagating waves, one being the
desired weakly-damped gravity wave and the other being the strongly damped viscous
diffusion mode, which is needed to satisfy the boundary conditions. Similarly, a pair
of transmitted, upward-propagating waves in the N2 layer, one weakly damped and
the other strongly damped, is also generated. Thus, the general solutions in the N1
and N2 layers, respectively, are:
#1 = e""" + AeT2Z + BeM3Z, (3.18)
02 = Ce"z + Den2 Z. (3.19)
The coefficients A, B, C and D are the unknown reflection and transmission ampli-
tudes, and the exponents mi and ni are obtained by solving (3.17) in the constant
stratification regions, keeping only modes that decay in the upward and downward di-
rections for the upper and lower layers, respectively. To further clarify the directions
of viscous decay in the two layers, we point out that Re(mi) < 0, Re(m 2, M 3) > 0,
n 2 = -in and Re(ni, n2 ) < 0. Expressions for #1, ', #i' and #1' in the Ni layer are
reduced to two boundary conditions by eliminating the unknown constants A and B.
A similar procedure to eliminate the unknown constants C and D gives two boundary
conditions in the upper N2 layer. The boundary value problem is now numerically
solved in Matlab using the function bvp4c.
3.4 Wave beam propagation in complex stratifica-
tions
3.4.1 Multiple sharp density-gradient interfaces
When a wave beam encounters a series of sharp density-gradient interfaces, multiple
reflections and transmissions occur. Two canonical scenarios are presented in figures
3-6(a) and (b), respectively . In the sketch in figure 3-6(a), a finite depth N2-layer
lies between two semi-infinite N-layers. Determining the amplitudes of reflected
and transmitted wave beams that result from an upward-propagating incident wave
beam requires the imposition of boundary conditions on vertical velocity and pressure
at z = -H, H for the constituent plane waves [42, 100]. A related arrangement,
presented in figure 3-6(b), is a finite-depth N2-layer sitting atop a semi-infinite N-
layer, above which is a rigid boundary. To obtain a solution here requires imposition of
boundary conditions at z = 0, -H. The resulting wave field is related by symmetry
to that in figure 3-6(a), as indicated. Scenarios with multiple finite-depth layers
can be solved using the same approach, with the imposition of boundary conditions
becoming more laborious as the number of layers increases.
Focusing on the scenario in figure 3-6(b), all the energy in the incident wave beam
is ultimately reflected back to the N-layer, irrespective of the values of w/N 1 and
N2/N1 . As will be shown, however, energy can be ducted for quite some distance.
An important parameter for this configuration is the ratio of the horizontal distance
L* = 2H cot 02 to the horizontal width of an incident wave beam Lh. If L*/Lh > 1,
neighboring reflected wave beams do not interfere with each other. In this case, the
fraction of incident energy returned in the nih downward-propagating beam, given
that Te is symmetric with respect to an interchange between N1 and N2 , is a, =
Rn- 2T2 for n > 2, where Re = 1 - Te; for n = 1, ai = Re. The fraction of
incident energy remaining in the N2-layer after the emergence of n > 2 downward
beams has a maximum value of (n-1)"- for Te = . To maximize the remaining
energy for n = 2, 3,4, 5. the values of Te must therefore be 0.5, 0.33, 0.25 and 0.2,
a (=- 2ucot92
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Figure 3-6: (a) Wave beam transmission across an N 2-layer, which can be related to
the finite-depth scenario in figure (b), as indicated by the light grey lines. (b) Wave
beam transmission across a sharp density-gradient interface between an N1-medium
and a finite-depth N2-layer. Solid black lines are ray paths that bound the wave
beam and the dotted black lines are the interfaces. The first two emerging wave
beams are numbered 1 and 2, respectively. The horizontal distance a ray travels
between encounters with an interface is L* = 2H cot 02.
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Figure 3-7: Cumulative energy ec in reflected wave field (normalized by the energy flux
in the incident wave beam) as a function of x/Lh for varying L*/Lh. The parameter
values are w/N1 = 0.5, N2 /N1 = 2.8.
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respectively; for which the fraction of incident energy remaining is 0.25, 0.15, 0.11 and
0.082, respectively. When L*/Lh ~ 1, there is no longer a sequence of re-emerging
individual beams, but rather a more broadly scattered wave field. Finally, the case
L*/Lh << 1 is equivalent to the N2-layer being absent, and for all practical purposes
there is a solid boundary that reflects the wave beam. In this limit, if Lh is also much
larger than the characteristic horizontal wave length in the wave beam, the reflection
process becomes akin to that of a plane wave.
To elucidate these scenarios, in figure 3-7 we plot the cumulative re-emerging
energy flux across the interface ec (normalized by the energy flux in the incident
wave beam) as a function of x/Lh. For this example, w/N1 = 0.5 and N2/N1 = 2.8,
giving Te = 0.73. For L*/Lh > 1, the re-emerging beams are distinct, giving rise to
rapid increases in ec at specific locations. The interference between neighboring wave
beams for L*/Lh ~z 1 produces a more continuous spatial variation of eC. For a thin
N2-layer, there is essentially only a single reflected beam originating from the initial
reflection site. For all the cases studied, at least 70% of the incident energy is reflected
back to the N1 -layer by x/L* = 2, although this can occur in the different ways just
described. For L*/Lh > 1, either the first or second reflected wave beam contains
most of the energy, depending on whether Te > 0.62 or Te < 0.62, respectively.
3.4.2 Continuous stratifications
It is readily possible to study complex, continuous stratifications using the approach
detailed in § 3.3. To represent the upper-ocean better, a natural extension of the
configuration in figure 3-6(b) that accounts for the thermocline and mixed-layer is to
introduce a finite-width N1-to-N 2 transition and a uniform density layer atop the N2-
layer. This problem can be solved using equation (3.3), with or without viscosity, by
specifying boundary conditions at the upper rigid boundary and for reflected waves in
the Ni layer. For this scenario, however, it was actually found to be computationally
faster to exploit the symmetry identified in figure 3-6(a). The results presented in the
following section were therefore obtained by solving for the configuration in 3-6(a)
and then forming the solution @/*(x, z, t) = V) (x, z, t) - $(x, -z, t) for z < 0.
3.5 Experiments
3.5.1 Apparatus
To complement the analysis of the previous sections, experiments were performed in
a 1.28 m-long, 0.66 m-high and 0.2 m-wide acrylic tank, with 19 mm-thick walls.
The tank was filled from below with salt water and stratified using the double-bucket
method. Nonlinear stratifications with mm-scale transition regions were achieved
using computer-controlled peristaltic pumps, which enabled precise control of the
flow rates within, and out of, the double bucket system. If desired, the transition
regions were sharpened by slowly and selectively withdrawing fluid via a syringe. A
calibrated PME conductivity and temperature probe, mounted on a linear traverse,
was used to measure the resulting density profile prior to an experiment. Blocksom-
filter matting, a coarse coconut-hair matting, effectively damped reflections of internal
wave beams from the side walls.
An internal wave beam was produced using a generator based on the design of
Gostiaux et al. [45]. The generator, comprising twelve oscillating plates, could be
oriented to point downwards at an angle 0 < 0 < 450 with respect to the horizontal.
The motion of the plates was driven using a computer-controlled stepper motor. A
nice feature of a generator such as this is the ability to produce a single internal wave
beam, with accurate control of the frequency of oscillation (and thus propagation
direction) and cross-beam profile (and thus dominant wavelength). The profile used
for these experiments had a maximum oscillation amplitude of 8 mm for the central
plates, which tapered smoothly to zero at the top and bottom plates. This arrange-
ment produced a wave beam with a roughly Gaussian spectrum for DI(k) that peaked
at around ko = 100 m 1 for the experiments discussed here and decayed to half the
peak value within the range k = ko + 55 m.
Internal wave beams were visualized using the Synthetic Schlieren method [25]. A
random pattern of mm-scale dots, backlit by an electroluminescent sheet, was posi-
tioned 1.25 m behind the experimental tank. A JAI CV-M4+ CCD camera, located
3.18 in in front the tank, was used to record apparent distortions of the dot pattern.
These distortions were processed using DigiFlow [26], to obtain spatiotemporal data
of density-gradient perturbations within the stratification.
3.5.2 Results
The density profile for the first experiment is presented in figure 3-8(a). This com-
prised an approximately 2 cm-wide strong stratification layer between an upper, linear
stratification and an underlying, 10 cm-high constant-density layer. The constant-
density layer was included for practical purposes: to aid visualization, to reduce ero-
sion of the stratification layer from below by diffusion, and to permit several selective
withdrawal procedures. It played a passive role in the experiments. The correspond-
ing No-profile, computed from the experimentally measured density profile in figure
3-8(a), is presented in figure 3-8(b). The maximum stratification was Nn,, = 1.44
s1, while Ni = 0.89 s-4 in the upper, constant stratification .
An experimental Synthetic Schlieren visualization for a wave beam with w/Ni =
0.82 propagating in the stratification in figure 3-8(b) is presented in figure 3-8(c).
This image was obtained 128 seconds after the wave generator was started, allowing
sufficient time for the wave field to achieve a periodic state. The phase of oscillation
was chosen arbitrarily, since the qualitative picture was the same at any phase during
the cycle. For this configuration, neighboring reflected wave beams overlap, resulting
in a continuously distributed wave field scattered back into the Ni medium, with a
detectable signal as far away as three times the horizontal width of the incident wave
beam.
To relate this experiment to the simple model in figure 3-6(b), the system can be
approximated as having a semi-infinite upper layer of constant stratification Ni = 0.89
s-1 and a roughly 2 cm-thick layer of mean stratification N2 ~ 1.34 s--1, separated
by a transition layer L of mm-scale thickness. The passive, constant-density layer
is treated as an inviscid solid boundary at the base of the N2 layer. A dominant
horizontal wave length of 7 cm in the spectrum DI(k) = pk 2 Cot , T (k) means that
Lk cot 02 < 0.1, so a sharp interface approximation can be used for the N-to-N2
transition. For this scenario Te = 0.86, meaning most of the incident energy gets
(a) (c) AN 2(s2)0.0659
0.3 0.3
0.033
0.25 0.25
i0
0. 2  0.2
0.15 -------------- ------ O.I -0.033
A15 1025 1035 0'110.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 -0.0659
p(kg/m3
(b) (d) AN2 (s-2
0.0659
0.3 0.3
0.033
0.26 0.25
E0
N0.2- 0.2
0.15 --------------- --- 0.15 ---- ----- -- - -0.033
0.5 -1 1.;.0.5 1 1.5 0-10.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 -0.0659
N0(s' ) x (M)(e)
0.06
- Theory
0.04 
- Expt.
0.02
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
x(m)
Figure 3-8: (a) Measured density profile. (b) Corresponding No profile. (c) Experi-
mental AN 2 field obtained using Synthetic Schlieren for wIN1 = 0.82. (d) Theoretical
AN 2 field obtained by numerically solving equation (3.3). Regions with values out-
side the limits of the colorbar or where experimental data was not reliable due to
strong stratification are grey. The arrows indicate the direction of local energy prop-
agation, and the dashed lines indicate the horizontal section where the experimental
and theoretical solutions are compared in (e). (e) Theoretical (solid) and experimen-
tal (dotted) amplitude envelope of AN 2 for the horizontal sections marked in (c) &
(d).
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transmitted to the N2-layer and hence a little ducting can take place. Since L* ~
10 cm is on the same scale as the horizontal width of the wave beam Lh, giving
L*/Lh - 1, there is a broadly scattered beam.
A more rigorous comparison of experiment and theory was sought by extracting
the horizontal Fourier spectrum of the incident experimental wave beam. For each
horizontal wave number, using a resolution of 6k = 0.1 m -1, the corresponding vertical
mode of the stratification was calculated using the viscous equation (3.17) with v =
1.0 x 10-6 m2 s-1. This decomposition was used to reproduce the horizontal structure
of the incident wave beam, and its accuracy was validated by checking that the
vertical cross-sectional structure of the incident wave beam was also reproduced.
Having obtained the decomposition, the propagation of the wave beam through the
stratification was determined by plotting the incident and reflected wave fields for the
horizontal extent of the experimental domain. The result is presented in figure 3-8(d),
which shows good agreement with the experimental data in 3-8(c). An even more
direct comparison between theory and experiments is presented in figure 3-8(e), in
which the local oscillation amplitude (i.e. the amplitude envelope) of AN 2 is plotted
for the horizontal cross section indicated in figures 3-8(c) and (d).
A second experiment was performed that required further selective withdrawal
from z = 0.144m, after which the density profile was left to diffuse for ten hours; for
comparison, the diffusive time scale is tdiff = L 2/V, = 19.84 hours, where L, = 1
cm is a stratification length scale and v, = 1.4 x 10- m2/s is the diffusivity of salt
in water. This produced the desired effect of widening the strong stratification layer
and increasing the peak value of No in this layer. As shown in figures 3-9(a) and (b),
Nmax rose to 1.94 s-1, and the layer thickness increased to around.4 cm.
In figure 3-9(c) we present an experimental Synthetic Schlieren visualization for a
wave beam with w/N 1 = 0.87 propagating in the stratification in figure 3-9(b). As be-
fore, the phase of the oscillation was chosen arbitrarily once the system had achieved a
periodic state. For this configuration, two distinct wave beams are scattered back into
the Ni medium. The second wave beam, which emerges from the strong-stratification
layer around x = 0.25 m, is significantly stronger than the first, which is reflected
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Figure 3-9: (a) Measured density profile. (b) Corresponding No profile. (c) Experi-
mental z0N2 field obtained using Synthetic Schlieren for wNo 0.87. (d) Theoretical
AN 2 field obtained by numerically solving equation (3.3). Regions with values out-
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cal (solid) and experimental (dotted) amplitude envelope of AN 2 for the horizontal
sections marked in (c) & (d).
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around x = 0.08 m. There is also significant activity in the N2-layer all the way to
x = 0.4 m, corresponding to horizontal ducting of the wave beam.
This arrangement can also be reasonably approximated as a two layer system,
with an upper semi-finite layer where Ni = 0.89 s- and a 4 cm-thick layer with
N2 ~ 1.62 s-1, separated by a sharp interface. This gives Te = 0.72, which is reason-
able for ducting and causes the second reflected beam to be significantly stronger than
the first, consistent with experimental observations. Because of the thicker layer and
stronger stratification compared to the previous experiment (L*/Lh > 2), distinct
scattered wave beams were produced. The Fourier decomposition method was also
used to obtain a more rigorous comparison of experiment and theory for this config-
uration. The corresponding theoretical result is presented in figure 3-9(d), which is
in agreement with the experimental results in figure 3-9(c). The level of agreement
is further demonstrated by the plot in figure 3-9(e), which presents the amplitude
envelope for AN 2 for the horizontal cross section indicated in figures 3-9(c) and (d).
In making the quantitative comparisons between laboratory experiments and the-
ory, it was found that molecular viscosity provided significant damping in regions
of strong stratification, due to the finer vertical wavelengths. This is understood
by considering the weakly-viscous decay of a linear plane wave along its direction
of propagation q, which is accounted for by the viscous decay factor e--"'7, where
a = vk 3 N0 [61]. For the experimental results presented in figures 3-8(c) and
2w 3 N-w 2
3-9(c), the decay coefficient a was roughly 1.55 and 1.86 times greater in the N2 layer
than in the N1 region, respectively.
3.6 Discussion
The methods developed and implemented thus far provide a means to investigate
the effect of a nonlinear density stratification on the propagation of a linear internal
wave beam. These methods can be useful for investigating geophysical scenarios.
There are many such scenarios to consider (e.g. [4, 24, 60, 113]), and we choose
the example of a semidiurnal wave beam at the Keana ridge in the Kauai channel
(a) Latitude (ON) (b) M
0 21 21.5 n_ 2 22.5 30 0 - - 0 - -
25
200 200
20 I-
1 = 400 400
10 "
600 600
5
0 800 800 .
11kmW) " " 1024 1026 1024 1026p (kg/m3) p (kg/m 3)
Figure 3-10: (a) The quantity Ek reveals the existence of an internal wave beam
generated at the Keana Ridge (image reproduced from [65]). (b) A time-averaged
average density profile from the Keana ridge at the time of the data in (a). (c) An
individual density profile from the Keana ridge during the time of the data in (a).
of the Hawaiian islands [65]. As shown in figure 3-10(a), which is reproduced from
[65], the wave beam originated from the northern side of the ridge peak and struck
the ocean surface 20 km south of the ridge peak. The physical quantity presented
is the horizontal kinetic energy EK = IPo < u2 + V2 >, where v is the additional
transverse horizontal velocity component required by background rotation. Directly
atop the ridge, EK has a maximum that extends for a horizontal distance of a - 25
km, although this quantity actually rises to a maximum and returns to zero over
roughly twice this distance. Since EK is quadratic in the perturbation velocity, it
emphasizes stronger activity along the center of a wave beam, so a reasonable width
for the oceanic wave beam is 2a - 50 km. There appears to be no wave beam reflected
back down from the surface.
Before investigating the role of stratification in this scenario, it is worth assessing
whether the wave beam can be considered linear. At a depth of 500 m, the maximum
value of EK in the wave beam is roughly 25 Jm-3 , corresponding to u, v ~ 0.1 ms- 1.
For semidiurnal waves with 10-3 < k < 10-4 m-1, consistent with the scale of the
topography and the width of the wave beam, the horizontal and vertical momentum
equations require that the values of u and 4N 2 both exceed 0.1. This implies thatW N1
advection terms in the momentum equations and perturbations of the background
stratification could be sufficiently large that nonlinearity is significant. With this in
mind, we nevertheless proceed to discuss what linear theory can say.
A time-averaged and an individual density profile obtained from the Keana ridge
at the time of the data in figure 3-10(a) are presented in figures 3-10(b) & 3-10(c),
respectively. The averaged profile was calculated from thirty individual profiles taken
at twenty-four hour intervals. The individual profile follows the same general trend
as the averaged profile, but has small scale features. Some of these features are
strong, which is perhaps another indication of nonlinearity. These density profiles
were used as the basis of simulations of a 50 km-wide wave beam. Background
rotation was included by replacing (No/w 2 - 1) by (N2 - W2 2 _ f 2 ) in (3.2),
where f is the Coriolis parameter. This acts to reduce the propagation angle of
the wave beam, as given by the rotational dispersion relation [87], thereby affecting
transmission and reflection. Since a wave beam typically contains at least one, and
perhaps several, spatial oscillations [105], simulations were run for different dominant
horizontal wavelengths of 10 km, 15 km, 25 km and 50 km, as well as a mixed wave
beam containing equal energy flux for these wavelengths. In each case, the magnitude
of the perturbation velocity u was chosen to reproduce the magnitude of EK in the
field data in figure 3-10(a).
The results of the calculations for an internal wave beam with a 15 km dominant
wave length are presented in figure 3-11, which also presents the calculated No-profiles.
The quantity EK increases as the beam rises through the stratification, consistent
with the ocean observations. The averaged No-profile in figure 3-11(a) distorts the
wave beam that originates from x = 10 km in figure 3-11(b), but ultimately there
is a strong wave beam reflected back down from the surface. In contrast, the extra
features in the individual stratification in figure 3-11(c) significantly distort the wave
beam in figure 3-11(d), greatly weakening the reflected beam and creating a second
site of surface activity, consistent with the field data in figure 3-10(a). Qualitatively
similar behavior, albeit to varying degrees, was observed for the other simulations
with different dominant wavelengths, suggesting that scattering by small scale features
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Figure 3-11: (a) The stratification for the time-averaged density profile in figure
3-10(b). (b) The quantity Ek for a simulated wave beam dominated by a 15km
horizontal wavelength propagating through the stratification shown in (a). (c) The
stratification for the individual density profile in figure 3-10(c). (d) The quantity Ek
for a simulated wave beam dominated by a 15km horizontal wavelength propagating
through the stratification shown in (c).
could have played a key role in the fate of the oceanic wave beam. This interpretation
is in line with previous theoretical results for plane wave scattering by perturbations
of the stratification [17]. It is also interesting to note that the field data, like the
simulations, has vertically periodic structures with a scale of 100 m that are consistent
with scattering by the stratification.
Another aspect of the wave beam worth considering is its stability. Even at a
depth of 500 m, linear scaling arguments suggest that 0.1 < N2 < 1. In support
of this, values of N approaching zero exist at a few points in the profiles in figure 3-
11(c). This suggests that the wave beam was susceptible to gravitational instability.
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Figure 3-12: (a) The stratification for the time-averaged density profile in figure 3-
10(b). (b) Nmin for the wave beam in figure 3-11(b). The color scale is saturated to
bring out the wave beam structure. Nin < 0 indicates gravitational instability.
In figure 3-12 we plot the minimum value of the net stratification, N = N2 +
ZNmin, for the wave beam dominated by 15 km wavelengths. The result shows that
the likelihood of gravitational instability increases significantly as the wave beam
propagates upwards, reaching a maximum in the vicinity of the reflection site. For all
the wave beams of various dominant wave lengths that we simulated, gravitational
instability set in at some depth, this being shallower for wave beams comprising longer
wave lengths. Therefore, in addition to scattering, it is likely that the wave beam
became gravitationally unstable.
While instability may have been a significant cause of dissipation, we remark that
the quantitative comparisons between experiment and theory in figures 3-8 and 3-9
revealed that theoretical scattered wave beams are considerably weaker if the viscous
equation (3.17) is used rather than its inviscid counterpart (3.11). By analogy, pre-
existing turbulent dissipation [110] can also damp an oceanic wave beam. Recalling
,k 3 N
that the viscous decay factor for a linear plane wave is e 2 N-w , where rq is
the propagation distance, a back-of-the-envelope calculation shows that a turbulent
viscosity of VT ~ 10- m2 s-1 is sufficient to cause an order of magnitude decay of a
15 km wave traveling 20 km in a stratification No=0.02 s-1. This value of turbulent
viscosity is within reason [42], suggesting that the Hawaiian wave beam would also
have been significantly damped by pre-existing upper-ocean conditions.
Finally, we note that ducting of plane internal waves in the presence of evanescent
layers has been previously recognized in both the ocean [33] and atmosphere [36, 113].
For the simple case of a constant-No layer (in which waves can propagate) between two
evanescent layers, the two evanescent layers hinder energy from entering the constant-
No layer; once inside, however, any energy has great difficulty escaping. These results
demonstrate that stratifications with layers of relatively stronger No, but without
evanescent layers, can support ducting too.
3.7 Internal Wave Interferometry
In the inviscid limit of the linear, Boussinesq internal wave equations, all the energy
in the upward-propagating incident wave beam gets reflected back to the deep ocean,
irrespective of the specific structure of the stratification near the thermocline. Fur-
thermore, there is no mechanism for energy transfer from one wavenumber to another
in the linear regime. Therefore, the energy content in the individual wavenumbers
that make up the incident wave beam is the same in both the incident and the re-
flected wavefields in the two scenarios presented in figures 3-8 and 3-9; what makes
the spatial structures of the reflected wavefields so different in the two cases, however,
is the wavenumber dependence of the relative phase difference between the reflected
and the incident plane waves. This motivated a further investigation of construc-
tive and destructive interference of plane internal waves due to the phase differences
caused by multiple reflections within a finite-width stratification layer.
In a related study, Sutherland & Yewchuk [100] theoretically predicted the possibil-
ity of resonant transmission of internal waves through regions of sharply changing N.
Here, we identify that the phenomenon of resonant transmission of internal waves has
a direct mathematical analogy with the classical problem of a Fabry-Perot multiple-
beam light interferometer [2]. Our result builds on a previous attempt to determine
internal wave equivalents of classical light phenomena, in which internal wave diffrac-
tion was experimentally studied [69], although without any established connection
(a) (b)
nj0
n2 02 02H 081
n 0.6
(C))
N(0)Ni>,1/, 0.4
0.2- \ - F=.1
- -
F=1
0, , F=10
N 0 5 10
X01\ \5 (rad)
Figure 3-13: (a) Ray paths in a classical multiple beam light interferometer. ni and
n 2 are the refractive indices of the optical media outside and between the surfaces,
respectively. (b) Energy transmission coefficient Te as a function of 6 for three dif-
ferent values of F. (c) Internal wave ray paths for a stratification with an N2-layer
sandwiched between semi-infinite N1-layers.
with the Huygen-Fresnel principle. Furthermore, we provide the first experimental
evidence of an internal wave interferometer.
In a classical multiple-beam light interferometer, a downward-propagating, plane,
monochromatic light wave is incident on a pair of identical parallel surfaces that have
the same properties for both upward and downward incident waves. The surfaces are
separated by a distance H, and each surface transmits a fraction T of the incident
light energy and reflects the remaining fraction R = 1 - T (figure 3-13(a)). The
fraction of incident energy transmitted by the arrangement is [2]:
Te = [1 + Fsin2( )]-', (3.20)
where F = 4R and 6 = 4 H n2 sin 02 is the phase shift upon traversing the grey
N2 H
path shown in figure 3-13(a). Here, ni and n2 are the refractive indices for the media
outside and between the parallel surfaces, respectively, 01 and 02 are the corresponding
light-ray propagation angles satisfying ni cos 01 = n 2 cos 02, and A is the wavelength
of the incident light. The value of Te oscillates between distinct minima of (1 + F)- 1
and maxima of 1 as 6, and thus A, varies (figure 3-13(b)), giving rise to selective
transmission of certain wavelengths. The maxima occur when 6 = 2n7r (where n is an
integer), corresponding to constructive interference between neighboring transmitted
rays. Larger values of R, and thus F, produce a greater range for Te, with values of
Te = 0 possible for R ~~ 1.
By analogy, for internal waves, one considers a layer of constant stratification N2
and thickness H sandwiched between semi-infinite layers of constant stratification
N1 (figure 3-13(c)). A downward-propagating, linear plane wave of horizontal wave
number k and propagation angle 01 = sin- 1(w/N 1 ) is incident from above on the
N2-layer, in which the angle of energy propagation is 02 = sin-1 (w/N 2). Ignoring
viscous and non-Boussinesq effects, continuity of velocity and pressure at the sharp in-
terfaces between the regions of differing stratification requires the fraction of incident
energy flux transmitted to the lower N1 -layer to be:
Te = [1 + t( Cot0 2 )2 sin2(kH cot 0 2 )]4, (3.21)4 cot 02 cot 01
which is identical to equation (3.20) under the substitutions F (cot1 cot} - G) 24 Cot 02 cot 01
and 6 = -2kH cot 02. Physically, the N1 - N2 interfaces in figure 3-13(c) play the
role of the partially reflecting surfaces in figure 3-13(a), and both F and 6 also retain
their physical interpretations. Specifically, F = R, where R = (Ct1 2 is
the energy reflection coefficient for plane wave transmission across a sharp Ni - N2
interface [66], and 6 = -2kH cot 02 is the phase difference between two rays that
arrive at the same location, with one having traveled the additional path shown in
grey in figure 3-13(c). In regards to the phase difference, there is a subtle difference
between the optical and internal wave arrangements, as phase changes along the
direction of energy propagation of a light ray whereas phase is constant along the
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Figure 3-14: (a) Ray paths in a modified stratification, with two evanescent layers
added to the stratification shown in figure 3-13(c). Internal waves are evanescent in
regions of stratification Ne > w. (b) Variation of Te with k, for an example scenario
with 01 = 450, N 2/N1 = 0.8, Ne/Ni = 0.4 and H = 0.06 m.
direction of energy propagation of an internal wave ray.
In practice, molecular and/or turbulent diffusion acts to broaden N1 -N 2 interfaces
in physical systems. As a consequence, wavelengths that are small compared to the
thickness of the broadened interface are almost completely transmitted (T ~ 1) [66],
reducing the effectiveness of an interferometer for short wavelengths. To counter this,
one can introduce evanescent layers (N = Ne < w) of thickness H1 between the
N1 - and N2-layers, as shown in figure 3-14(a); such a scenario is not uncommon in
nature, layers of relatively large and small N are distributed vertically throughout
the atmosphere [113], for example. The modified transmission coefficient still takes
the general form of equation (3.20), but with 6 = -2kH cot 02 + 26t, where the term
26t accounts for the impact of the two evanescent layers. The values of R and 6t
are computed using the methods in [66, 100]. In contrast to the scenario in figure 3-
13(c), F now becomes a monotonically increasing function of the vertical wavenumber
kz = k cot 01, resulting in sharper transmission peaks for larger values of kz (figure
3-14(b)). This concept can be further extended to continuous stratifications, in which
case Te is computed using the methods in [66, 78].
Experiments were performed in a 5.5 m-long, 0.66 m-high and 0.5 m-wide glass
tank. A partition wall divided the tank into a 0.35 m-wide experimental section and
a 0.15 m-wide damping section, enabling waves leaving the experimental section to be
directed by parabolic end walls into the damping section, thereby eliminating reflec-
tions back into the field of view. Predetermined nonlinear stratifications of salt water
were established using a double-bucket system [85] that utilized a pair of peristaltic
pumps for precise control of flow rates. A calibrated PME conductivity and temper-
ature probe, mounted on a linear traverse, was used to measure the stratification.
Internal wave beams were produced using a wave generator comprising a vertical
stack of eighty-two horizontally-oscillating plates [45, 70]. The generator was con-
figured with an active region of vertical extent W = 2.4A, where A = 7.9 cm was
the desired dominant wavelength. Upward phase propagation of the moving plates
produced a downward-propagating wave beam with a vertical wave number spectrum
that was essentially a sinc function [70]. The oscillation amplitude of the active plates
was 5 + 0.05 mm, with a smooth taper to zero at either end of the active region.
Velocity field measurements were made using a LaVision particle image velocime-
try (PIV) system. Glass tracer particles of diameter 10pm that seeded the salt-
stratified water were illuminated by a laser light-sheet, and their motion within the
plane of the sheet was tracked using a 2048 x 2048 pixels CCD camera. Images were
recorded at either 0.1 or 0.125 Hz, depending on the experiment. The planar veloc-
ity field was determined on a 128 x 128 spatial grid with 0.44 cm resolution. Cubic
interpolation in space and Fourier filtering in time at the forcing frequency w were
used in postprocessing of the experimental data.
A snapshot of an experimental vertical velocity field, and the corresponding strat-
ification, are presented in figure 3-15(a). The snapshot shows the incident (I), trans-
mitted (T) and reflected (R) wave beams at an arbitrary instant in time. The vertical
dashed line superimposed on the stratification indicates the forcing frequency for the
experiment (O = 0.744+0.001 rad/s), which is such that the internal waves propagate
in the upper and lower regions (N1 = 1.05 ± 0.01 rad/s), and in an approximately 5
cm-thick layer (N2 ~~ 0.82 rad/s) lying between evanescent layers.
Figure 3-15(b) presents the transmission coefficient, Te, predicted using inviscid
linear theory [66, 78], as a function of the vertical wave number, kz, for three different
frequencies: the minimum (ws = 0.670 rad/s) and maximum (WL = 0.775 rad/s)
experimental frequencies, and the frequency for the experiment presented in figure
3-15(a). As w increases, the location of the transmission peak moves to increasing val-
ues of k,. Also shown in figure 3-15(b) is the spectrum of the vertical velocity field of
the incident wave beam, Wr(kz), which was obtained for the incident cross-section in-
dicated in figure 3-15(a). Formally, Wr(kz) = f_0 W(ii) exp(-ikr,/ cos 01)d7 , where
w = Re(Weit ) and q = x sin 01 + z cos 01 is the cross-beam coordinate. In practice,
since the integration limits of the experimental data are restricted by the finite length
of a cross-section, we confirmed that W, was not sensitive to the exact location and
extent of the cross-section used.
Ten experiments were performed using the stratification in figure 3-15(a), for
frequencies in the range ws < w < WL. For each experiment, the spectra of the
incident (WI), transmitted (WT) and reflected (WR) wave beams were determined
from the PIV data. It was found that the incident spectrum varied very little with
frequency, making the task of comparing experiments more straightforward. For each
experiment, the wave generator was run until the wave field reached a time periodic
state, from which the experimental results were then obtained. For three of the
experiments, in addition to the dominant periodic signal there were persistent weak
components of the wave field that were not at the fundamental frequency, perhaps
due to nonlinear effects arising from interactions between the different wave beams
[86, 103]; this was sufficiently weak, however, that it had no impact on the qualitative
nature of the results.
The experimental results are presented in figure 3-16, in which |WIl, IWTI and
|WR are presented as functions of k, for the ten different experimental frequencies
(and thus ten different angles of propagation of the incident wave beam). For the
smallest value of w, there is a single dominant peak in the spectra of I WT I and I WRl
As w increases, however, the location of the peak in |WTI moves to the right and,
correspondingly, the spectrum of |WRl becomes double-peaked, the central minimum
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Figure 3-15: (a) The stratification (left) and a snapshot of the w field (right) for
an example experiment. The forcing frequency of the experiment is indicated by the
dashed line superimposed on the stratification; the minimum (ws) and maximum (wL)
frequencies used in this study are indicated by the solid and dotted lines, respectively.
The three black lines drawn on the snapshot indicate the cross-sectional cuts used
to calculate the spectra of the incident (I), transmitted (T) and reflected (R) wave
beams. Arrows indicate the direction of local energy propagation. (b) T, as a function
of k, for the stratification in (a). The three curves (solid, dashed and dotted) corre-
spond to the frequencies indicated by the vertical lines in (a). |WiI (normalized by
its maximum value), which is roughly constant across the ten experiments, is plotted
as the dashed-dotted curve.
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Figure 3-16: Spectra of the incident (blue), reflected (red) and transmitted (black)
wave beams for ten experiments in which w was increased from w, to WL. For each
plot, the value of 01 is indicated, and |Wrj, IWRI & IWTI have been normalized by the
corresponding maximum value of |WII.
coinciding with the peak in IWTI. This evolution occurs because the peak of the
transmission spectrum moves to the right with increasing w (c.f. figure 3-15(b)). As
w increases further, the spectrum of |WRI regains its single peak form, in accordance
with the theoretical prediction that the peak in JWTI moves to the far right-hand side
of the incident spectrum, and also diminishes.
Figures 3-17(a)-(c) present a summary of the experimental results in the form of
a contour plot for 40 < k, < 120 m-1 and 0.670 < w < 0.775 rad/s. Corresponding
theoretical predictions, which take account of viscous damping [66], are presented in
figures 3-17(d)-(f). We note that the experimental |WrI was used as initial conditions
for the theoretical calculations, and hence figures 3-17(a) and 3-17(d) are identical.
This form of presentation makes it clear that the incident spectrum varied little with
increasing w. Overall, there is very good qualitative and quantitative agreement
between experiment and theory. The emergence and diminution of a single peak in
I WrI, coinciding with the splitting and reforming of the principal peak in |WRI, is
evident, providing the first demonstration of the phenomenon of resonant transmission
of internal waves.
3.8 Conclusions
In the first part of this chapter, the propagation of an internal wave beam in a
nonuniform stratification was investigated using Fourier methods. When changes in
the stratification occur on a relatively large scale, the wave beam retains its identity,
adjusting continuously to the surrounding stratification. The changing stratification
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Figure 3-17: (a)-(c) |W 1l, 1WRI and |WTI (each normalized by the maximum value in|WiI) as a function of k, and w, plotted using linear interpolation in w of the data in
figure 3-16. The white dashed lines indicate the frequencies in the ten experiments
presented in figure 3-16. Note that two of the experiments were at the minimum (Ws)
and maximum (WL) frequencies on the vertical axis. (d)-(f) Theoretical predictions
of linear viscous theory, using the experimentally measured W, for the incident wave
beam.
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may significantly amplify or reduce the magnitude of physical quantities associated
with the beam. If changes of the stratification occur on a relatively short scale,
however, the wave beam is scattered. This process can be reasonably modeled using
sharp density-gradient interfaces if changes in stratification occur on length scales
an order of magnitude smaller than the smallest vertical wave length in the wave
beam. For complicated stratifications, multiple transmitted and reflected beams, and
internal wave beam ducting, can occur. This has been demonstrated in laboratory
experiments, for which there was very good agreement with viscous, linear theory.
This work provides insight into geophysical wave beams. The complexity of the
physical environments means that detailed and comprehensive field data is required to
unambiguously identify the roles of scattering, instability and pre-existing turbulence
in any particular situation. In such studies there are other candidate mechanisms,
which lie beyond the scope of this thesis, that could contribute to the understanding
of field observations. The influence of background shear, for example, alters a wave
beam slope, causes an exchange of energy with the mean-flow and promotes instability
[56, 57]. The nonlinear generation of solitary waves [3, 39] could also be important.
With all these processes, typically one cannot expect a geophysical wave beam to
remain intact as it propagates through a complex stratification.
In the final part of this chapter, we identified a direct mathematical analogy be-
tween an optical Fabry-Perot interferometer and the resonant transmission of internal
waves in a nonuniform stratification. Furthermore, we demonstrated this effect in a
systematic set of laboratory experiments. In practice, the selective transmission of
wavelengths has implications for many geophysical scenarios in the ocean and atmo-
sphere, due to the impact of internal waves on mixing processes and the transport
of energy and momentum. For laboratory experiments, this phenomenon could be
exploited to generate plane waves with a very sharp spectrum.
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Chapter 4
Internal tide scattering by
arbitrary two-dimensional
topography in arbitrary
stratifications
In this chapter, the scattering of a mode-1 internal tide by ocean-floor topography
in non-uniform stratifications is investigated. An analytical method based on Green
function theory is significantly advanced to account for nonuniform stratifications
without any approximations, and then used to study scattering by idealized and
realistic topographies in uniform and realistic nonuniform stratifications. Finally,
a case study of mode-1 scattering at the Line Islands Ridge in Hawaii, where an
upcoming EXITS (EXperiment on Internal Tide Scattering) cruise is scheduled to
make field measurements, is presented.
The organization of this chapter is as follows. Geophysical motivation for our
study and previous work on internal wave scattering by topography are discussed in
@ 4.1, followed by a presentation of the analytical method and methods in § 4.2 and
§ 4.3, respectively. In § 4.4, isolated Gaussian and periodic topographies in a uniform
stratification are considered. Idealized topographic shapes in a realistic nonuniform
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stratification are considered in § 4.5, followed by a case study of the Line Islands
Ridge in § 4.6. Conclusions of this study are discussed in § 4.7.
4.1 Motivation and Previous Work
One of the key results from internal tide generation studies is a general belief that
internal tide energy radiated in the form of short wavelength vertical modes (i.e. n >
2, where n is the mode number) is dissipated in the vicinity of generation sites [37].
The energy radiated in the long-wavelength vertical modes (i.e. n = 1 and 2), however,
which is a majority of the energy radiated by significant topographic features, travels
far from the generation site. For example, Ray & Mitchum [93] used satellite altimetry
data to estimate that 15GW of low-mode internal tide energy propagates over a
thousand kilometers away from the Hawaiian Ridge. Thus, a key question is: where
and by what means does this low-mode internal tide energy dissipate in the ocean ?
Possible dissipation mechanisms for the far-propagating low-mode internal tide
include: scattering by supercritical slopes [58] and far-field topography [53], wave-
wave interactions such as the parametric subharmonic instability [64, 111], and wave
field interactions with the mean flow [97] and mesoscale structures [91]. At present,
however, it is not clear what the relative importance of each mechanism is. Taking a
step towards resolving this issue, we herein pursue some novel studies of topographic
scattering.
There have already been several detailed analytical studies of internal tide scat-
tering by ocean floor topography, but debate still remains about whether internal
tide scattering by ocean-floor topography is indeed efficient at transferring energy
from low to high modes, and thus to finer spatial scales that are more prone to in-
stability and consequent mixing. Muller & Xu [74] used perturbation methods to
investigate internal wave scattering by small-amplitude topography, whose height is
smaller than the vertical wavelength of the internal tide and whose slope is subcritical
(i.e. topographic slope shallower than the ray slope of the internal tide). For typical
internal wave and bottom spectra, this approach predicted that 6.8% of the incident
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energy flux is redistributed via scattering. This modest estimate is supported by the
small-amplitude approach of St. Laurent & Garrett [97], who predict a 10% con-
version rate via scattering using a so-called second generation calculation. However,
Muller & Xu [74] comment that small-amplitude calculations such as these are only
marginally valid for typical ocean conditions and that scattering becomes more ef-
ficient for larger and more rugged topography; estimates obtained in this limit may
therefore only represent a lower bound for the ocean.
Another approach to studying internal wave scattering by topography is based
on the characteristics of the hyperbolic internal wave equation. This approach was
introduced by Baines [9, 10], who investigated idealized subcritical topographic shapes
of small amplitude in an infinitely deep fluid, and was pursued by Rubenstein [95],
who showed that scattering of inertial waves by rough subcritical bathymetry transfers
energy to spatial scales comparable to those of the bathymetry. Gilbert & Garrett
[41] focused on the importance of a critical points (i.e. points where the topographic
slope equals the internal tide ray slope) and concluded that locally convex topography
may be more efficient at scattering than locally concave topography.
Muller & Liu [73] extended the characteristics-based approach to account for scat-
tering by finite-amplitude topography. They found that finite-amplitude topography
can be responsible for substantial scattering and, broadly speaking, that subcritical
and supercritical ridges transmit and reflect internal wave energy, respectively. Using
similar methods, Holmes & Buhler [49] have recently shown that small-amplitude,
subcritical random topography can efficiently scatter the mode-1 internal tide. Over-
all, however, this characteristics-based approach is challenging to implement, partic-
ularly for supercritical topographies, and is not ideally set up for ocean scenarios, for
which one would like to work directly with the vertical basis modes of the stratifi-
cation. We also note that all the aforementioned theoretical approaches assume the
idealized scenario of a uniformly-stratified ocean, although the characteristics-based
approach is, in principle, extendable to nonuniform stratifications [11].
Detailed numerical studies of the scattering of a mode-i internal tide by finite-
amplitude Gaussian topography were performed by Johnston & Merrifield [53]. A
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conclusion of this study was that, in general, the height of the topography affects the
extent of energy transmission and reflection, while the slope and the width of the
topography determine how much energy gets scattered into higher modes, which is
somewhat different from the conclusions of Muller & Liu [73]. Subsequently, Johnston,
Merrifield & Holloway [54] studied the scattering of a mode-1 internal tide, generated
at the Hawaiian ridge, by the Line Islands ridge, where the height ratio (i.e. the
ratio of the topographic height relative to the total water depth) can exceed 0.5.
Around 19% of the incident energy was found to be scattered into modes 2-5, and
a further 18% was lost to a combination of dissipation by the numerical turbulence
parametrization and nonlinear energy transfer to higher harmonics. It was concluded
that scattering by sea-floor topography could be a significant process in the Western
Pacific.
A promising approach to studying two-dimensional (2D) internal wave dynamics in
a finite-depth fluid is based on the premise of representing topographic features using
a distribution of point sources, these being Green functions that satisfy the inviscid
internal wave equations. The appropriate strengths of these sources is evaluated
by implementing the no normal-flow boundary condition on the topography. This
method was introduced by Robinson [94] who investigated a mode-n internal tide
incident on a knife-edge barrier, and showed that the resulting analytical solution
satisfied energy conservation i.e. the sum of the transmitted and reflected energy
equalled the incident energy, despite some singularities in the solution. The Green
function method has subsequently been developed and employed by P6tr6lis et al. [89],
Balmforth & Peacock [16] and Echeverri & Peacock [32] for internal tide generation
studies, to great effect.
In this chapter, we revisit using the Green function method to study internal
tide scattering, with the significant advance of reformulating the approach to handle
arbitrary 2D topography and arbitrary nonlinear stratifications.
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4.2 Theory
We define a streamfunction @(x, z, t) so that the associated internal tidal velocities are
(U, w) = (-Vz, V.), x and z being the horizontal and vertical coordinates, respectively.
The streamfunction of the total wave field is @(x, z, t)= ?b (X, z, t) +@'(X, z, t), where
'Vb represents the background internal tide and V' is the perturbation to #b due to scat-
tering by topography. It is assumed that the response is at the same frequency, W, as
the internal tide i.e. Ob(x, z, t) = Re[#b(x, z)e-iwt] and @'(x, z, t) = Re[#'(x, z)e-iwt],
where t is time, and # and #' are complex amplitudes.
The perturbation streamfunction #'(x, z) satisfies the inviscid linear internal wave
equation under the Boussinesq approximation [62]:
N (Z)2 
_W2
( 2 -f 2 () X, z) - #'zz(X, z) = 0, (4.1)
where N(z) is the background stratification and f is background rotation. No normal-
flow at the ocean-floor topography h(x) and the sea surface (approximated as a rigid
lid) require:
#(x, h(x)) = #(x, H) = 0, (4.2)
where #(x, z) = #0b(, z) + #'(x, z) and H is the far-field ocean depth. Therefore, the
boundary conditions (4.2) in terms of #' are:
#'(x, h(x)) = -#b(x, h(x)) and #'(x, H) = -#b(x, H), (4.3)
where the functional form of #b depends on the background internal tide.
Following the approach of Balmforth & Peacock (2009) and Echeverri & Peacock
(2010), we write the solution to (4.1)-(4.2) as a summation over a distribution of
sources of strength -y(x') placed on the points (x', z') = (x', h(x')), i.e.
(X, Z) =-f (')G(x, x'; z, h(x'))dx', (4.4)
_ab
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where G(x, x'; z, z') is the Green function that satisfies the equation
( 2  f) Gz, - G z = i6(x - ')6(z - z'), (4.5)
U)2 
_ f 2)
6(x) being the delta function, and the homogeneous boundary conditions G(x, x'; 0, z') =
G(x, x'; H, z') = 0. Based on a standard procedure [32, 89, 94], one can show that
the Green function that satisfies the aforementioned boundary conditions (plus the
radiation condition that requires disturbances to propagate away from a source at x')
is given by:
bsoo(z' H N (Z)2 2 -2
G(x, x'; z, z') = 2k 2 2 Idz e ikn lX-'In(z). (4.6)
n=i 2k J w( -f /
Here, <Dn is the nth mode satisfying
4z + N(z)2 _ W 2 k2 4 0 (4.7)
nz W2 - f2
with homogeneous boundary conditions and the positive eigenvalue kn is the corre-
sponding horizontal wavenumber. Prior to the present study, all studies using this
theoretical formulation for nonuniform stratifications have computed the Green func-
tion under the WKB approximation, and the complete formulation involving (4.6)
and (4.7) has not been utilized.
Equation (4.7), with the homogeneous boundary conditions <D,(O) = <b,(H)
0, constitutes a Sturm-Liouville system that must be solved numerically to obtain
<,b for an arbitrary stratification N(z). For convenience, and without any loss
of generality, we define <k,, such that |db,,/dz has a maximum value of unity for
z E (0, H). In the limit of a uniform stratification (i.e. N(z) = NO), the eigen-
functions <b,(z) = (H/nw) sin(nwz/H), the eigenvalues kn = nw/H cot 6, where
cot6 = V(NO _ 2 )/( 2 _ f2 ), and the Green function
1~~ . nrz' 
. nxrz- n-/ ,G1, ; z, ') = sm sm e H cot 0xX (4.8)
nw cot 6 H H
n=1
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Using the Green function approach, the full expression for the perturbation stream-
function in an arbitrary stratification is:
fb n-o'ID(h(x)) IH N(Z) 2 w2 '-
(zz )=Nz 2 sbdz2 eik|-x'ien(z) dx',
(4.9)
where the topography z = h(x) > 0 is any continuous function going smoothly to
zero at x = -a and x = b and 'y(x), being the distribution of point sources, is the
quantity to be solved for. Reversing the order integration and summation gives:
Sn=o H N(Z) 2 - W2 -1
'(xz) = - f2  ndzJ n(z) ]y(x')n(h('))eikx"-Idx'
(4.10)
in which case one solves for -y(x) by imposing the lower boundary condition (4.2).
Throughout this chapter, we focus on an incident mode-1 internal tide propagating
from left to right, in which case:
#b(X, Z) = -<bies* (4.11)
Substituting this into the boundary condition (4.2) results in the integral equation:
11 (h(x))eklx - ' (Xz) (4.12a)
Nvz)- 4 t2cdz <b(z) (zX') n(h(x'))e k &1-3'I:',2b)
2k (O Wi2  f 2  n n(Z)J
which is solved numerically for -y(x) using the procedure detailed in Echeverri &
Peacock [32].
In the far field, where the ocean depth is constant, one can define
± = 1 H N(z) 2 - 2 < ((2 )(h'))eFikx'
e 2k (j0 c 2  f 2  ndz )o -j(X.)Tn(h(x)) e indx', (4.13)
where a+ corresponds to x > b and a- to x < -a. The perturbation streamfunction
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can thus be written explicitly as a sum over the vertical modes:
p=oo
'(X, z) = al<b,(z)e ikx 4.4
n=1
With the exception of transmitted mode-1, the total wave field is given by #(x, z) =
#b + #', in which case the transmitted and reflected depth-averaged energy flux in
mode-n normalized by the incident energy flux in mode-1 is:
C T ' -- 1|2 k 1 ffoH (d2n/d z.d z
n n S H 24.150 TR kn- fH (dIDi/dz)2dz (.5
For the energy flux in the transmitted mode-1, one must include the contribution
from #b, in which case:
CT =|-1+at 2. (4.16)
For future discussion, it is also convenient to define the cumulative transmitted and
reflected energy fluxes in mode-j through mode-n:
cTR EZc ,R. (4.17)
4.3 Methods & Analysis
In principle, (4.14) requires n = oc to completely represent the solution, but in prac-
tice the sum is truncated at a finite value of n above which the solution changes
negligibly. Furthermore, in solving (4.12) we must discretize both the x and z spa-
tial coordinates, again seeking to achieve numerical convergence of the solution. As
evidence of convergence, we increase the spatial and then modal resolutions until the
energy conservation equation CT+R = 1 is satisfied with an error of less than 1%, un-
less specified otherwise. For a typical scenario, n = 500 is used with the topography
discretized by 2500 points, though these numbers vary depending on the specific case
being solved. Finally, since non-dimensionalizations such as those employed in Echev-
erri & Peacock [32] are not particularly useful when considering a fully nonuniform
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stratification, we choose to work with dimensional parameters that are representative
of the ocean. Unless stated otherwise, we choose H = 3800m, w = 1.4053 x 104 rad/s
and N = 5.48 x 10- 3 rad/s as the basis for our idealized studies.
4.4 Uniform Stratification
We first consider the scattering of a mode-1 tide by both large and small-scale to-
pography in an ocean with constant stratification. This allows several fundamental
investigations of internal tide scattering, as well as confirmation of the accuracy and
reliability of the Green function method through comparison with numerical simula-
tion and established theoretical results.
4.4.1 Isolated Gaussian Ridge
For the isolated Gaussian ridge
X2
hG(X) = hoe 2, (4.18)
we define the criticality to be c = max(dhG/dx)/tan9 = hoe- 1/2/o tan 0, this being
the ratio of the maximum topographic slope to the internal ray slope, and the height
ratio to be h* = ho/H; for a uniform stratification, these two dimensionless parame-
ters completely characterize the system. Figures 4-1(a) and 4-1(b) show the real part
of the total streamfunction V)(x, z, t) at an arbitrary instant in time in the subcritical
(E = 0.5) and supercritical (e = 2) regimes, respectively, for h* = 0.5. These results,
and indeed all constant-stratification results, were obtained using the first 100 modes
of the stratification. For the subcritical scenario, the mode-1 internal tide that is
incident from the left passes relatively unscathed, while scattering is apparent for
the supercritical scenario, giving rise to transmitted and reflected wave fields with
significant high-mode content.
Figures 4-2(a) and 4-2(b) present the variation with criticality of the transmitted
and reflected energy fluxes, respectively, for h* = 0.34. As the curves labeled C1'1 00
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show, there is almost complete transmission in the subcritical regime, albeit with
increasing scattering to high modes in the transmitted wave field as criticality is
approached from below. In the supercritical regime, for e > 3 the system approaches
a constant transmission/reflection ratio, in which case the Gaussian ridge effectively
behaves like a knife-edge. The results of two complementary numerical simulations
are also included in figures 4-2(a) and 4-2(b), and these show excellent agreement
with the theoretical results. We furthermore verified that in the limit E -+ o0 our
results agree with the knife-edge results presented in figure 3 of Muller & Liu [73]. 1
The qualitative nature of the results in figure 4-2 is consistent with the obser-
vation of Muller & Liu [73] that subcritical and supercritical topographies transmit
and reflect the low mode internal tide, respectively, and scattering to higher modes
is significant for near-critical topography. To investigate further, we performed addi-
tional studies for height ratios h*= 0.1, 0.66 and 0.9. For h*=0.66 and 0.9, we found
a dramatic jump in the coefficient C'_100 around criticality. For h*=0.1, however,
the scattering to higher modes is very weak for all criticalities (< 10%) and although
there is a minor jump around criticality, it is not so dramatic.
To complete the survey, we also performed studies in which c was held constant
while h* was varied. In supercritical regimes, we found that the amount of reflected
energy increases monotonically with height ratio and readily exceeds 50% for h* = 0.5,
and this is accompanied by significant scattering to higher modes. In the subcritical
regime, there is little reflection and scattering of the mode-i internal tide, on the
order of 10% efficiency, and the maximum scattering occurs for small depth ratios.
For e = 0.3, for example, there is almost complete transmission for all h*, while
scattering to higher modes attains a maximum for h* = 0.22. The near-critical
regime is an interesting one, however, as demonstrated by the results presented for
E = 0.9 in figure 4-3. Although a majority of the incident energy is transmitted for all
h*, there is substantial scattering to higher modes that displays a highly nontrivial
dependence on the height ratio.
Overall, we conclude that criticality plays the primary role in determining whether
'This results of Muller & Liu [73] are for h*=0.75.
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Figure 4-2: The fraction of the incident energy flux scattered into the (a) transmitted
and (b) reflected wave fields as a function E for h* = 0.34. The three curves in each
plot correspond to the cumulative energy flux up to modes 1, 2 and 100, respectively.
Numerical results for e = 0.64 and e = 2.48 are shown by the circles (o). The
horizontal dashed lines indicate the corresponding values for a knife-edge topography
of the same height ratio, calculated using our analytical model with e = 20.
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Figure 4-3: The fraction of the incident energy flux scattered into the (a) transmitted
and (b) reflected wave fields as a function h* for E = 0.9. The three curves in each
plot correspond to the cumulative energy flux up to modes 1, 2 and 100, respectively.
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the internal tide is transmitted or reflected. This is somewhat different from the
conclusion of Johnston & Merrifield [53] that it is the height ratio that primarily affects
energy transmission and reflection, while the slope and the width of the topography
determine the conversion to higher modes. We note, however, that for a Gaussian
ridge the slope and the width together specify the topographic shape completely, and
hence the conclusion of Johnston & Merrifield [53] does not isolate the effects of c
and h*.
In regards to the ocean, it is important to quantify how much energy is scattered
into higher modes in both the transmitted and reflected wavefields combined, as this
represents an energy transfer from larger to smaller spatial scales that are ultimately
more prone to instability and dissipation. For the current investigation of an idealized
topography in a constant stratification, this motivated the calculation of the scattering
efficiency Cf_+ = 1 - CO - Cf, the total energy scattered into modes 2 through oc
in both the transmitted and reflected wave fields, as a function of the criticality E for
0.01 < h* < 0.9. As shown in figure 4-4(a), for smaller height ratios (h* < 0.34) the
coefficient C_I monotonically increases with e and approaches the corresponding
knife-edge result well within the subcritical regime (with a modest jump occurring
around criticality). For larger height ratios, Cfj4 attains a maximum near c 1 and
there is evidence of a nontrivial dependence of the scattering efficiency on criticality,
as evidenced by the secondary peaks for h* = 0.66 and 0.9. We further note that
CT+Ro > 0.99 at all points except in the mildly supercritical regime (1 < C < 1.3) for
h* = 0.66, 0.9, where CTi+R >0.97.
The results presented in figure 4-4(a) also reveal that the scattering efficiency is not
necessarily a monotonic function of height ratio for any given criticality. For C = 3, for
example, a ridge with h* = 0.34 is significantly more efficient than smaller (h* = 0.1)
or larger (h* = 0.66, 0.9) ridges. To investigate this further, the results presented in
figure 4-4(b) show the scattering efficiency as a function of h* for e = 0.3,0.9, 2 and
20. These results clearly demonstrate that C[R can be non-monotonic with respect
to h*, the effect being very dramatic for larger depth ratios (h* > 0.5) near criticality
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Figure 4-4: (a) The fraction of the incident energy flux scattered into transmit-
ted/reflected modes 2 through oc, C2- = 1 -- T- CP, as a function of criticality
for four different height ratios. The horizontal dashed lines are the results for a
knife-edge. (b) The coefficient C2+, as a function of h* for e = 0.3,0.9,2.0,20.0.
2
Our general conclusion from these studies is that while there may be some complex
scenarios for large height ratios, for small height ratios (0 < h* < 0.2) the scattering
efficiency is a monotonic function of h* for all criticalities and a monotonic function
of c. Thus, for small scale topography on the ocean floor, the taller and steeper the
ridge, the more significant its ability to scatter the mode-1 internal tide.
4.4.2 Periodic Topography
We now proceed to investigate extended topography, in the form of a periodic ridge:
ho ho 27rzhp(x) = - + - cos(7r + ), 0 < x < LT. (4.19)2 2 AT
Here, ho is the maximum height of the topography, AT is the wavelength, and the
horizontal extent of the topography is LT = mAT, where m is an integer, ensuring
that the topography goes to zero height with zero slope at x = 0 and x = LT;
2The existence of specific height ratios that maximize scattering into higher modes is a phe-
nomenon reminiscent of resonant transmission of internal waves in nonuniform stratifications
[67, 100]
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the topography has zero height for x < 0 and x > LT. The ratio of the horizontal
wavenumber of the topography to that of the incident mode-1 internal tide, 7r/H cot 0,
is k* = 2e/7rh*, where the criticality e is again defined as the ratio of the maximum
topographic slope to the internal wave ray slope. Thus, the dimensionless wavenumber
k* is proportional to the criticality and inversely proportional to the depth ratio, and
only two of these three parameters can be varied independently.
Baines [9] showed that for a plane wave incident on a sinusoidally varying surface
of sufficiently small amplitude in an infinitely deep ocean, in addition to the principal
reflected wave, two new waves are generated with wavenumbers that are the sum and
difference of the wavenumbers of the surface perturbations and the incident wave.
If the incident wavenumber is the smaller, the difference wave is back-reflected; if
the incident wavenumber is larger then only forward scattering occurs. An analogue
of this scenario for a finite depth fluid was studied by Chen [22], who used Fourier
methods for small-amplitude topography to show that for an incident mode-1, modes
n = k* + 1 and n = k* - 1 are present in the transmitted and reflected wave fields,
respectively. Here, we investigate this effect using the Green function approach.
Defining L* to be the ratio of the topographic length (LT) to the incoming mode-1
wavelength (2H cot 0), we present in figure 4-5 the real part of the streamfunction at
an arbitrary instant in time for L* = 5, k* = 3, and h* = 0.1; this configuration has
L* x k* = 15 topographic wavelengths and c = 0.24. Qualitatively, we find appreciable
reflection and scattering to higher modes in both the transmitted and reflected wave
fields, even though the parameters are well inside the subcritical regime and the
topography has a small height ratio.
Figure 4-6 presents analytical results for the modal structure of the transmitted
and reflected wave fields for the scenario presented in figure 4-5. It can be seen that
a significant amount of energy is scattered into modes k* + 1 = 4 and k* - 1 = 2 in
the transmitted and back-reflected wave fields, respectively. There is also noteworthy
scattering into modes 2k* + 1 = 7 and 3k* + 1 = 10 in the transmitted wavefield, and
2k* - 1 = 5 and 3k* - 1 = 8 in the reflected wavefield, respectively. This additional
scattering is not predicted by small-amplitude theory [9, 22], and is most likely a
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0.1
consequence of finite-amplitude topography. To investigate, figure 4-7(a) presents
the energy flux scattered into modes k* - 1, k* + 1, 2k* - 1 and 2k* + 1 as a function
of h* for L* = 5 and k* = 3. These results show that as h* is increased from 0.01 to 0.1
(which also means increasing criticality) the energy flux in modes 2, 4, 5 and 7 does
indeed become significantly more pronounced. Furthermore, the results presented in
the inset in figure 4-7(a) reveal that as h* increases, the ratios C/C and C/CR
also increase, demonstrating that modes absent from small-amplitude theory become
increasingly significant for larger-amplitude topography.
Also plotted in figure 4-7(a) is the total energy flux scattered into modes 2 to oc as
a function of h* for L* = 5 and k* = 3. These results reveal that even small-amplitude
periodic topography is remarkably efficient at scattering energy from mode-1 to higher
modes. For example, roughly 50% of the energy flux is scattered out of mode-1 into
higher modes for h* = 0.05. To investigate this effect further, for h*=0.1 and for
several values of k* (always remaining in a subcritical regime) we considered integer
values of the topographic length in the range 1 < L* < 15, calculating the energy flux
scattered into modes 2 to oc for each configuration. As shown in figure 4-7(b), for
k* = 1, 2, 3 (i.e. the mode-1 wavelength being an integer multiple of the topographic
wavelength) the coefficient CrIR rapidly approaches unity with increasing L*. For
comparison, however, we picked values of k* that were irrational numbers, in this case
2= 1 + v 7 1 + r/4, and found no systematic increase in the scattering efficiency
with increasing topographic length. Thus it would seem that the scenario of periodic
topography with integer values of k* is a somewhat specialized case.
4.5 Non-uniform Stratification
We now proceed to study the scattering of a mode-1 tide by both isolated and periodic
topography in a nonuniform stratification that is characteristic of the ocean. The
stratification profile N(z) we consider is presented in figure 4-8(a). It comprises a
uniform stratification with No = 6 x 104 rad/s at depth and a Gaussian pycnocline
of characteristic width 500m and maximum stratification 5.48 x 10 3 rad/s centered
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Figure 4-7: (a) Transmitted and reflected energy fluxes in modes k* + 1 and 2k* + 1,
and k* - 1 and 2k* - 1, respectively, for k* = 3 and L* = 5, as a function of h*. Note
that the criticality c increases with h* for a fixed k*, according to k* = 2e/7rh*. The
inset shows the variation of C7T/CT (thick grey) and C/CR (thin grey) as a function
of h*. (b) Total energy scattered into higher modes (2 - o) as a function of L* for
several values of k* and h*=0.1. The criticalities are c = 0.47, 0.31,0.16,0.38,0.28 for
k* = 3, 2, 1,1 + v/2, 1 +7r/4, respectively.
around z = 3400m. For simplicity, throughout this section we ignore background
rotation (i.e. f = 0), in which case the shapes of modes 1 and 2 are as shown in figures
4-8(b) and 4-8(c), respectively. It is evident that for this stratification the true modes
1 and 2 differ noticeably from their WKB approximations, and thus it is prudent to
use the full Green function approach to study scattering in this stratification.
4.5.1 Isolated Gaussian Ridge
In a nonuniform stratification, the definition of criticality is a little more involved
because of the varying topographic slope and stratification. As such, we define the
criticality of the Gaussian ridge (4.18) to be c = max((dhG/dx)/ tan 0), i.e. the
maximum ratio of the topographic slope to the local internal ray slope. Figures 4-9(a)
and 4-9(b) present the real part of the total streamfunction Op(x, z, t) at an arbitrary
instant in time for a mode-1 internal tide incident on a subcritical (e = 0.5) and
supercritical (E = 2) ridge, respectively, for h* = 0.5. These wavefields, and all other
non-uniform stratification results, were calculated using the first 50 vertical modes of
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Figure 4-8: (a) A non-uniform stratification N(z) typical of the ocean. The stream-
function 1(z) for (b) mode-1 and (c) mode-2 for the stratification in (a), as determined
by solving (4.7) numerically and by using the WKB approximation. The streamfunc-
tions are normalized so that max(1d@1/dzl) =max(|d@2/dzj) = 1m/s.
the stratification.3 For both scenarios, the incident mode-1 internal tide is transmitted
with very little scattering to higher modes. This result is qualitatively different from
that presented for ridges of the same height ratio in a uniform stratification in figure
4-1(b), and is due to the dominant activity of the wave field existing well above the
ridge, in the pycnocline.
Setting h* = 0.85, so that the Gaussian ridge penetrates the pycnocline, produces
significant scattering to higher modes for both subcritical (E = 0.5) and supercritical
(c = 2) scenarios, as is evident by the wave fields presented in figures 4-10(a) and
4-10(b), respectively. There is significant transmission and reflection of the incident
energy flux in the subcritical and supercritical cases, respectively, suggesting that as
for a uniform stratification (see figures 4-1 and 4-2) it is the criticality that primarily
determines transmission and reflection in nonuniform stratifications too.
To investigate further the influence of criticality, figures 4-11(a) and 4-11(b)
present the variation of the transmitted and reflected energy fluxes as a function
of criticality, respectively, for h* = 0.34 and 0.85. For h* = 0.34, in which case the
peak of the topography is far below the pycnocline, there is almost complete trans-
mission with negligible scattering into higher modes for all criticalities, as illustrated
by the curves labeled CT(h* = 0.34) and Ci 50 (h* = 0.34). For h* = 0.85, however, in
3This is fewer than the 100 modes used for the uniform stratification because of computational
cost.
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Figure 4-9: The real part of the streamfunction 4'(x, z, t) at an arbitrary instant in
time for mode-i scattering in a nonuniform stratification by a (a) subcritical (e = 0.5)
and (b) supercritical (E = 2) Gaussian ridge with h*=0.5.
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Figure 4-10: The real part of the streamfunction O(x, z, t) at an arbitrary instant in
time for mode-1 scattering in a nonuniform stratification by a (a) subcritical (C = 0.5)
and (b) supercritical (c = 2) Gaussian ridge with h*=0.85.
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Figure 4-11: The fraction of the incident energy flux scattered into the (a) transmitted
and (b) reflected wave fields as a function E for h* = 0.34,0.85 in the nonuniform
stratification shown in figure 4-8(a). The dashed curve in each plot corresponds to
the energy transmitted in mode-i and reflected in modes 1-50 for h* = 0.34; the
remaining three curves in each plot correspond to the cumulative energy flux up to
modes 1, 2 and 50, respectively for h* = 0.85.
which case the topographic peak impinges upon the pycnocline, there is substantial
reflection as the criticality increases. Although there is not so much of a jump at
criticality as for a uniform stratification, there is still a steep rise in the vicinity of
e = 1, revealing that criticality still plays a primary role in determining how much
of the incident energy flux is reflected. For E > 2, the ridge effectively behaves like a
knife-edge.
Again motivated by the ocean, for which it is of interest to determine how effi-
ciently energy is scattered from mode-1 to higher modes, we present results in figure
4-12(a) for the efficiency of scattering into higher modes as a function of the critical-
ity for h* = 0.34,0.85 and 0.9. For a topography that is far beneath the pycnocline
(h* = 0.34), there is negligible scattering to higher modes for all criticalities. For
h* = 0.85, in which case the topography impinges upon the pycnocline, scattering to
higher modes becomes noticeably, and monotonically, more efficient with increasing
criticality. For the case of the topography penetrating the pycnocline (h* = 0.9), the
coefficient C_+ attains a maximum near criticality before converging to the knife-
edge result in the supercritical regime. Overall, the qualitative behavior is essentially
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Figure 4-12: (a) The fraction of the incident energy flux scattered into transmitted
and reflected modes 2 to oc, C2_+ as a function of criticality for three different
height ratios. The horizontal dashed lines are the results for a knife-edge, calculated
using e = 20. (b) The coefficient C +, as a function of h* for e = 0.3,0.9,2.0,20.0.
the same as that for a uniform stratification, whose results are presented in figure 4-
4(a), with the exception that the height ratios corresponding to qualitatively different
trends with increasing criticality are shifted to larger values.
The results of systematic investigations of the effect of height ratio for four different
criticalities (E = 0.3, 0.9, 2, 20) are presented in figure 4-12(b). For all criticalities,
Cu+ is small, on the order of 0.1, for topography with h* even as large as 0.5. As
one might reasonably expect, the conversion rate increases sharply as the topography
begins to impinge upon the pycnocline. For strongly subcritical and supercritical
topography, the conversion rate achieves a maximum when the topography penetrates
the thermocline to some extent, thereafter decreasing monotonically with h*. For
near critical topography, there is evidence of a sequence of maxima and minima with
increasing height ratio, as for the case of a uniform stratification presented in figure
4-4, although a more detailed study in the region h* > 0.9 was not possible due to
difficulties in convergence of the analytical model for a nonuniform stratification.
Overall, we conclude that the dependence of scattering on the height ratio and
criticality slope of topography in a nonuniform stratification typical of the ocean is
qualitatively similar to scattering in a uniform stratification, with the exception that
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values of the height ratios that define changes in behavior are shifted to greater height
ratios due to the presence of a pycnocline. Thus, while large amplitude topography
can produce some nontrivial results, small amplitude isolated topography is respon-
sible only for weak scattering with an efficiency that increases monotonically with
depth ratio and criticality.
4.5.2 Periodic Topography
We now extend our study of periodic topography in § 4.4.2 to the case of nonuniform
stratification, again using the realistic stratification presented in figure 4-8(a). For
this stratification, the numerically computed horizontal wavelengths of the first three
modes are 27r/k1 = 7.95 x 104m, 27r/k 2 = 2.86 x 104 m and 27r/k 3 = 2.23 x 104m.
An important point to recognize here is that in general k, # nk1 for a nonuniform
stratification. This means that the incident mode-1 wavelength being an integer
multiple of the topographic wavelength, in other words k* = n, does not necessitate
that the topographic wavelength is also coincident with the wavelength of mode-n,
as is the case for a uniform stratification. For example, for the stratification profile
we consider, k2 = 2.78k 1 and k3 = 3.57ki.
Mode-1 scattering was investigated for several values of k* and L* < 10 and in
general there is negligible reflection and scattering to higher modes for h* = 0.1,
in which case the topography is far beneath the pycnocline. For moderate values
of h*, there is some scattering and so we begin our presentation of results in this
regime. Figures 4-13(a) and (b) present the energy fluxes in the first 10 modes of the
transmitted wave field for k* = 3 and h* = 0.19 and 0.23, respectively. Scattering
to higher modes is actually stronger for the lesser height ratio and in neither case is
there a clear pattern for the distribution of energy in the higher modes. In particular,
in contrast to the uniform stratification case, there are no distinct peaks at k* +1 = 4.
The energy flux distribution in the transmitted wave field for k* = 2 and h* = 0.23 is
presented in figure 4-13(c). In this case there is significant scattering to mode-2, but
no substantial peak for mode k* + 1 = 3. Thus, we surmise that the conditions that
produce such significant scattering for periodic topography in a uniform stratification
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Figure 4-13: Energy flux as a function of mode number in the transmitted wavefield
for L* = 5 and the other parameters as specified on top of each figure. The criticalities
corresponding to the parameters in (a), (b) & (c) are 0.36, 0.43 & 0.29, respectively.
do not persist in a nonuniform stratification.
As one final check, figure 4-14 presents the scattering efficiency C[2 as a function
of L* for a range of wave numbers k* = 3.57,3,2,1 + v2, with AT= 27r/k 3 for k* =
3.57. The motivation for choosing these parameters is that it encompasses scenarios
in which the topographic wavenumber is an integer or non-integer multiple of the
mode-1 wavenumber and one scenario where the topographic wavenumber matches
the mode-3 wavenumber. Interestingly, scattering to higher modes is remarkably
efficient for k* = 2, whereas for all other cases it is not so significant.
4.6 Realistic topography - The Line Islands Ridge
The Green function method provides a potentially very useful tool for investigating
realistic oceanic scenarios. To investigate this, in this section we consider the role of
the Line Islands Ridge in the scattering of the mode-1 internal tide radiated south-
west from the Hawaiian Ridge. The Line Islands Ridge is a substantial topographic
feature on the ocean floor located approximately 1000 km south-west of the Hawaiian
Islands chain. A contour plot of a roughly 100 km by 100 km section of this ridge
system, centered near 168.5'W and 17.5'N, in which the ridge rises from the 5000
m-deep ocean floor to within 1500 m of the ocean surface, is presented in figure 4-
15(a). This region is to be the focus of a major NSF field study, the EXperiment on
124
$ $ 0. - -* k* =30.5-
- k* =2
0.4-
*k* = 1+2 1/2
0.3
0.2
0.1-
0 1 2 3 4 5 6 7 8 9 10
L*
Figure 4-14: Total energy scattered into higher modes (2 - oo) as a function of L*
for several values of k* and h*=0.23. The criticalities are C = 0.51, 0.43, 0.29, 0.35 for
k* = 3.57, 3, 2, 1+ V2, respectively.
Internal Tide Scattering (EXITS), from November 2010 through May 2011. Satellite
altimetry data reveals that a strong mode-1 internal tide, generated at French Frigate
Shoals in the Hawaiian Ridge, is incident from the north-east upon this section of the
Line Islands Ridge [921. Analysis of this altimetry data, supported by numerical
simulation, suggests that in this region there is significant conversion from the mode-
1 internal tide to higher modes, as well as a rapid decay of baroclinic energy flux
[54, 92, 93]. The opinion of Johnston et al. [54] is that the main features of the
internal tide scattering in this region, such as the creation of wavebeams, appear to
be quite linear.
Figure 4-15(b) presents a typical stratification (obtained from the World Ocean
Atlas 2005 database) for the vicinity of the Line Islands Ridge, comprising a strong
thermocline in the upper few hundred meters and an exponential tail in the deep
ocean. For this stratification, and using w = 1.4053 x 10 4 rad/s and f = 4.338 x
10-5rad/s, the mode-1 horizontal wavelength and phase speed are 1.47 x 105m and
3.4m/s, respectively and the mode-2 wavelength and phase speed are 8.2 x 104m and
1.89m/s, respectively. Plots of mode-1 and mode-2 are presented in figure 4-15(c).
Since the direction from which the mode-1 tide arrives varies between north and
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Figure 4-15: (a) A contour plot of the Line Islands Ridge, centered around 168.5'W
and 17.5'N. The scattering of a mode-1 internal tide is investigated for transects 1-5.
(b) A typical stratification for the vicinity of the Line Islands Ridge. (c) Modes 1 and
2 for the stratification presented in (b).
north-east depending on the ocean climate at any give time, we investigate scattering
for the five transects indicated in figure 4-15(a). These transects are closely aligned
with the proposed locations of moorings for the upcoming EXITS program. Studies
along transects 1, 2 and 3 consider the fate of a mode-1 internal tide arriving from
the north (which is what is assumed by Johnston et al. [54]), whereas studies along
transects 4 and 5 assume internal tides arriving from more north-easterly directions.
These investigations assume 2D internal tide dynamics along each transect, which
is of course an idealization of the real 3D physical system. While it remains to be
determined how well this 2D idealization works, Johnston et al. [54] comment that
this particular section of the Line Islands Ridge, known as the Sculpin Ridge, is long
and narrow and it would therefore seem conducive to a 2D approximation. Under
such circumstances, the results of internal tide generation studies at the Hawaiian
Ridge using the Green function method have been very encouraging [32].
A snapshot of the incident plus scattered wavefields resulting from a mode-1 inter-
nal tide propagating along transect 2, for which the maximum criticality is e = 2.31,
is presented in figure 4-16, where the incident mode-1 propagates from left to right.
Wave beams with a characteristic width that is much smaller than the topographic
scale emanate from the vicinity of the ridge crest, distorting the incident mode-1
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Figure 4-16: The real part of the streamfunction 0 (x, z, t) at an arbitrary instant in
time for mode-1 scattering along transect 2.
structure both in the transmitted and the reflected wave fields. More specifically, the
strongest wave beams seem to originate from near the point of maximum criticality,
which is marked by a blue asterisk.
The results of a more quantitative investigation of scattering along transect 2
are presented in figure 4-17, in which the modal structure of the transmitted and
reflected wavefields is presented. The Green function method predicts that the 72.4%
of the incident mode-1 energy is transmitted, while the remaining 27.6% is reflected.
In the transmitted and the reflected wavefields, 24.3% and 17.7% of the incident
mode-1 energy is predicted to be in modes (2-oo), respectively. The results from a
corresponding run for a gaussian topography with the same height ratio (h* = 0.72)
and criticality (E = 2.31) as the actual topography along transect 2 are shown in grey,
displaying close agreement with the results obtained using the actual topography.
These results of the investigations for all five transects highlighted in figure 4-15
are summarized in figure 4-18, which presents the energy flux in the transmitted and
reflected wavefields as a function of mode number for all five cross sections. There
is very little variability in the modal content of transmitted wavefield, for which it is
revealed that the energy flux in mode-1 drops to around 49.6% of its incident value,
with around 16.8% of that energy being converted into mode-2. A similarly small
amount of variability is observed for the reflected wave field, for which 9.0% of the
incident energy flux is reflected as mode-1 and around 8.9% is reflected as mode-
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Figure 4-17: Energy flux in the first 10 modes of the (a) transmitted and (b) reflected
wavefields for transect 2. Black and grey correspond to the actual and a gaussian
approximation of the topography, respectively.
2. There is very little energy flux in modes 3 and higher for either the transmitted
or reflected wavefields. Overall, we therefore conclude that this particular site is
responsible for appreciable mode-1 to mode-2 scattering, with roughly 25.7% of the
incident mode-1 energy flux being converted to mode-2. We also note that since
mode-1 is more efficient at transporting energy than mode-2, this correspondingly
means that the scattered mode-2 signal is likely to be almost as strong as the mode-1
signal at this location.
The results of our study compare favorably with the related investigations of
Johnston et al. [54]. It is not possible to make a direct comparison with their
results, obtained from numerical simulation and satellite altimetry, as they consider
slightly different transects distributed across a larger portion of the Line Islands
Ridge, whereas we chose to focus on transects relevant to the upcoming EXITS study.
Nevertheless, in the vicinity of the Line Islands Ridge, Johnston et al. [54] find that
37% of the incident mode-1 energy flux is lost by scattering into modes 2-5 (19%),
dissipation by turbulence (15%) and nonlinear transfer to the M4 internal tide. In
comparison, the Green function approach for the transects we consider predicts that
41.4% of the incident energy is scattered into higher modes, with 34.6% of the energy
going into modes 2-5. Both sets of results therefore suggest that the Line Islands Ridge
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Figure 4-18: The energy flux in the transmitted and reflected wavefields as a function
of mode number for scattering along transects 1-5 in figure 4-15.
is a site of significant scattering of the mode-1 internal tide generated at Hawaii.
4.7 Conclusions
In this chapter, the Green function method, which has thus far been used mostly to
study internal tide generation by barotropic flow over topography, was advanced to
account for nonuniform stratifications without any approximations and then used to
investigate scattering of the mode-1 internal tide by ocean-floor topography. This ro-
bust technique, which works for any arbitrarily-shaped two-dimensional topographies
in arbitrary stratifications, allowed us to investigate a wide range of height ratios,
criticalities and horizontal extents of the topography.
For isolated gaussian topography in a uniform stratification, the transmission
depends mainly on criticality, whereas scattering to higher modes depends on both
the criticality and height ratio. For a given criticality, scattering to higher modes
has a point of maximum when plotted as a function of the height ratio, except in
the near-critical regime, where several peaks and troughs are observed. For small-
amplitude, periodic topography in a uniform stratification, scattering to higher modes
was found to be very efficient when the ratio of the incident mode-1 wavelength and
the topographic wavelength, k is an integer, whereas the scattering was not so efficient
for other values of k. Extending this study to small-amplitude, random topography,
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which can be thought of as a Fourier sum over various periodic topographies, is a
natural step for future research.
Scattering studies were performed for a nonuniform stratification representative
of the ocean, with a pycnocline near the upper ocean where the stratification is much
stronger than the uniformly stratified deep ocean. For isolated gaussian topography,
the conclusions were qualitatively similar to what was found for uniform stratification,
with a similar dependence of reflection and scattering to higher modes on the prox-
imity of the topographic peak to the pycnocline (and in turn the height ratio), and
the criticality. For periodic topography, highly efficient scattering due to an integer
multiple relation between the incident mode-1 wavelength and the topographic wave-
length was found to be a specialised phenomenon, probably because of the non-integer
relation between the wavelengths of the various modes for a nonuniform stratification.
The methods developed in this chapter were directly applied to the geophysical
setting at the Line Islands Ridge of the Hawaiian islands. The topography at the
location considered was shown to be efficient at converting a significant fraction of
the incident mode-1 energy flux to higher modes, thus serving as a strong source of
internal tide dissipation as the higher modes are more susceptible to instability and
breaking. Our analytical study further serves as a useful predictive tool for the field
experiments planned as a part of the upcoming EXITS cruise.
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Chapter 5
Conclusions
The work presented in this thesis addresses the generation (in the lab) and subsequent
propagation and dissipation of internal waves using a combination of experimental
and analytical modeling, together with comparisons with numerical simulations. The
studies are a step towards quantifying where and how internal waves get dissipated
and hence contribute to abyssal mixing in the ocean and momentum deposition in
the atmosphere. The results on the novel wave generator serve as a platform for
laboratory studies of several fundamental processes associated with internal waves in
the ocean and the atmosphere. Two such processes were then investigated in this
thesis. The first concerns the propagation of internal waves in arbitrary nonuniform
stratifications, and the second concerns the scattering of internal waves by realistic
ocean-floor topography in realistic nonuniform stratifications. In the process, the
first quantitative comparisons between laboratory experiments and a viscous linear
theory for wave beam propagation in nonuniform stratification were provided, and an
existing analytical Green function theory for internal tide generation was advanced
to account for nonuniform stratifications without any approximations.
Gostiaux et al. [45] built a novel internal wave generator, which comprises a
stack of plates oscillating back and forth with respect to each other, and qualitatively
demonstrated its ability to generate nominally plane internal waves. In the second
chapter of this thesis, a quantitative study of the nature of the generated plane
internal wave field was performed. A theoretical tool, based on the Fourier transform
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of the spatial variation of the wave generator boundary, was developed and shown
to predict well the important features of the generated wave field. The experimental
investigation of the effects of the width, discretization, amplitude and frequency of
forcing on the generated plane wave showed that the wave generator is quite robust
in generating plane internal waves under a wide range of settings. Furthermore, the
potential of the wave generator to excite distinct vertical modes 1 & 2 was identified
and demonstrated experimentally. These studies open up the possibility of using the
novel wave generator in a wide variety of internal wave phenomena, relevant to both
the atmosphere and the ocean.
The novel wave generator was then used in two studies concerning internal wave
beam propagation in nonuniform stratifications. In the first, an analytical method
was developed to model viscous propagation of internal wave beams in arbitrary
stratifications. Transmission and reflection coefficients, which can differ greatly for
different physical quantities, were determined for sharp density-gradient interfaces
and finite-width transition regions, accounting for viscous dissipation. Thereafter,
even more complex stratifications were considered to model geophysical scenarios. It
was shown that wave beam ducting can occur under conditions that do not necessitate
evanescent layers, obtaining close agreement between theory and quantitative labo-
ratory experiments. The results were also used to explain recent field observations of
a vanishing wave beam at the Keana Ridge, Hawaii.
The study of internal wave beam propagation in the strongly stratified upper
ocean led to a closer investigation of the phase differences that internal waves propa-
gating in a uniform stratification undergo upon encountering a finite-width layer of a
different stratification. A direct mathematical analogy between internal wave propa-
gation in such a scenario and the classical problem of light transmission in an optical
interferometer was identified and further demonstrated in laboratory experiments.
Constructing an internal wave interferometer, selective transmission of wavelengths,
a phenomenon very relevant for the atmosphere and the ocean, where nonuniform
stratifications are ubiquitous, was shown to occur.
In the final chapter, an existing Green function method for internal tide genera-
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tion by barotropic flow over two-dimensional topographies was advanced to account
for nonuniform stratifications without any approximations. As a result, the Green
function approach is able to investigate scenarios that are increasingly relevant to
the ocean. The method was then used to study scattering of mode-1 internal tide
by ocean-floor topography, exploring a wide range of short/tall and shallow/steep
topographies. Scattering by isolated Gaussian and periodic topographies in uniform
and nonuniform stratifications was investigated, with a detailed study of the depen-
dence of scattering on criticality, height ratio, wavelength and horizontal extent of
the topography. Finally, the Green function method was employed to study mode-1
scattering at the Line Islands Ridge of the Hawaiian islands. The topography at the
location considered was shown to be efficient at converting a significant fraction of
the incident mode-1 energy flux to higher modes, thus serving as a strong source of
internal tide dissipation as the higher modes are more susceptible to instability and
breaking. Our analytical study further serves as a useful predictive tool for the field
experiments planned as a part of the upcoming EXITS cruise at the location.
The experimental and analytical methods developed in this thesis can be used to
investigate several internal-wave-related questions relevant to the ocean and the at-
mosphere. The wave generator, for example, can now be used to excite practically any
internal wave form, even distinct vertical modes in nonuniform stratifications, which
is a significant step towards isolating internal wave generation and the subsequent
propagation/scattering/dissipation mechanisms; furthermore, it serves as an ideal
tool to explore nonlinear regimes where the current analytical models are invalid.
The Green function method, now capable of accounting for arbitrary stratification
profiles, is a robust tool to model realistic geophysical configurations under the 2-D
approximation.
Some specific problems that can be immediately addressed using the methods
developed in this thesis are (i) using the Green function method to simultaneously
model internal wave generation by barotropic flow over the complicated topography
and propagation in the nonuniform stratification at the Keana Ridge, Hawaii, (ii)
scattering of the mode-1 internal tide by small-amplitude random topography that
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extends over large horizontal distances, and (iii) laboratory experiments on internal
wave scattering by topography using the novel wave generator to excite a mode-i
internal tide incident on the topography, with the purpose of validating our analytical
model and exploring nonlinear regimes. Finally, extending the Green function method
to model internal tide generation and scattering at continental shelves, where the
topography does not go to zero height at x = toc, and valleys, where the topography
has negative heights remains an interesting question to be addressed.
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Appendix A
Richardson number for a wave
beam
For an upward-propagating wave beam in a constant stratification No,
0p') = Re(e
Oz
-i"'' k2 (cot 6, iPoNO) cot Oeik(x-z cot 0)dk).
JO gw
Ri = N2 1 - f sin-y
cot4 6(A 2 + B 2 ) cos 2 _y (A.2)
where fo ik2 llieik(x-zcot')dk = A(x, z) + iB(x, z), tan B = , = Not A2 +B 2
and y = wt + #. The value of ,y at which Ri is minimum satisfies
1 1
siny =-± -- 1.f f 2 (A.3)
Now f < 1, as otherwise the numerator in (A.2) can be negative, corresponding to
gravitational instability. Therefore, the relevant minimum is
R imin = 2 2 1 1 f2 (A.4)
This is greater than 1/2 for f < 1 and cos 0 < 1, and thus shear-driven instability,
which requires Ri < 1/4, cannot occur.
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