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В статье предлагается новый подход к исследованию предсказуемых
случайных процессов. В основе подхода лежит доказательство Дуба
теоремы Долеан-Дэд о том, что в классе возрастающих случайных про-
цессов понятия натуральности и предсказуемости совпадают. Предлага-
емый подход приводит к важному обобщению известной теоремы Дуба
о равномерной аппроксимации индикаторной функции. Это в свою оче-
редь приводит к обобщению теоремы Долеан-Дэд на класс случайных
процессов интегрируемой вариации.
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1. Введение
Известная теорема Долеан-Дэд [1] утверждает, что возрастающий случайный
процесс является натуральным тогда и только тогда, когда он является предска-
зуемым. Теорема Долеан-Дэд допускает обобщение на случайные процессы инте-
грируемой вариации. Известное доказательство (см. [8], стр. 112) того, что пред-
сказуемый случайный процесс интегрируемой вариации является натуральным,
основано на теории стохастического интегрирования. Прямое доказательство без
обращения к теории стохастического интегрирования этого утверждения дано в
[4]. Имеются два доказательства [4] и [7] того, что класс натуральных случайных
процессов является частью класса предсказуемых случайных процессов интегри-
руемой вариации. Оба доказательства основаны на разложении Дуба-Мейера (см.
[6], стр. 160) для субмартингалов. Имеется прямое доказательство, принадлежа-
щее Дубу ([2], стр. 486-487) того, что класс натуральных возрастающих случайных
процессов является частью класса предсказуемых случайных процессов. С дока-
зательством Дуба можно также познакомиться по учебнику ([3], стр. 414-415). Ни-
же предлагается прямое доказательство того, что класс натуральных случайных
процессов интегрируемой вариации является частью класса предсказуемых слу-
чайных процессов. Тем самым будет получено прямое доказательство того, что в
классе случайных процессов интегрируемой вариации понятия натуральности и
предсказуемости совпадают.
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2. Необходимые сведения
Предполагается, что даны полное вероятностное пространство (Ω,ℱ ,P) и рас-
ширенная, непрерывная справа фильтрация F = {ℱ𝑡 : ℱ𝑡 ⊆ ℱ , 𝑡 ≥ 0}. Перечислен-
ные условия на вероятностное пространство и фильтрацию называются обычными
условиями. Речь пойдет только о вещественных случайных процессах. Поэтому
слово вещественный не будет упоминаться. Случайный процесс 𝑋 = {𝑋𝑡, 𝑡 ≥ 0}
называется регулярным справа, если почти все его траектории непрерывны спра-
ва и имеют предел слева lim𝑠↑𝑡𝑋𝑠 = 𝑋𝑡− для любого 𝑡 > 0. По определению
полагают, что 𝑋0− = 𝑋0. Напомним важное для данной статьи понятие случай-
ного процесса интегрируемой вариации. Пусть дан регулярный справа случайный
процесс 𝑋 = {𝑋𝑡, 𝑡 ≥ 0}, согласованный с фильтрацией F. Определим процесс
вариаций 𝑉 = {𝑉𝑡, 𝑡 ≥ 0}, положив
𝑉𝑡 = sup
𝑛∑︁
𝑘=1
|𝑋𝑡𝑘 −𝑋𝑡𝑘−1 |.
Точная верхняя грань вычисляется по всем возможным разбиениям
0 = 𝑡0 < · · · < 𝑡𝑛 = 𝑡 сегмента [0, 𝑡] и для всех 𝑛 ∈ N = {1, 2, . . . }. Случай-
ный процесс 𝑋 называется процессом интегрируемой вариации, если E𝑉𝑡 < ∞
для каждого 𝑡 ≥ 0.
Случайный процесс 𝐴 = {𝐴𝑡, 𝑡 ≥ 0} интегрируемой вариации называется на-
туральным, если 𝐴0 = 0 п.в. (почти всюду) и выполняется равенство
E
∫︁ 𝑡
0
𝑍𝑠 𝑑𝐴𝑠 = E
∫︁ 𝑡
0
𝑍𝑠− 𝑑𝐴𝑠 (1)
для любого 𝑡 > 0 и для любого ограниченного регулярного справа F-мартингала
𝑍 = {𝑍𝑡, 𝑡 ≥ 0}.
Все понятия, которые будут использоваться далее, являются стандартными и
могут быть найдены в [3], [5], [8], [9]. В частности, под интегралом в (1) понима-
ется интеграл по мере Лебега-Стилтьеса, построенной по функции 𝐴𝑠, 0 ≤ 𝑠 ≤ 𝑡.
Понятие натурального случайного процесса введено Меером [6] для возрастаю-
щих случайных процессов. Более общее определение, данное выше, можно найти
в книге [8]. Из определения натурального случайного процесса следует, что 𝐴
имеет версию 𝐴′ = {𝐴′𝑡, 𝑡 ≥ 0} со следующими свойствами. Все траектории непре-
рывны справа, в каждой точке 𝑡 > 0 имеют предел lim𝑠↑𝑡𝐴′𝑠 = 𝐴
′
𝑡−, обращаются в
ноль в точке 𝑡 = 0, для любого 𝑡 > 0 вариация 𝑉𝑡 функции 𝐴′𝑠, 0 ≤ 𝑠 ≤ 𝑡, конеч-
на. Далее предполагается, что натуральный случайный процесс 𝐴 обладает всеми
перечисленными свойствами.
Напомним понятие предсказуемого случайного процесса, важного для дан-
ной статьи. Наименьшая 𝜎-алгебра 𝒫 ⊂ ℬ(R+) ⊗ ℱ , относительно которой из-
меримы все непрерывные слева, F-согласованные случайные процессы, называ-
ется предсказуемой 𝜎-алгеброй. Случайный процесс 𝑋 = {𝑋𝑡, 𝑡 ≥ 0} называ-
ется предсказуемым, если он измерим относительно 𝒫, другими словами, ес-
ли {(𝑡, 𝜔) ∈ R+ × Ω: 𝑋𝑡(𝜔) ∈ 𝐴} ∈ 𝒫 для любого борелевского множества
𝐴 ⊆ R = (−∞,∞). Символ ℬ(R+)⊗ℱ обозначает прямое произведение 𝜎-алгебры
ℬ(R+) всех борелевских подмножеств положительной полупрямой и 𝜎-алгебры ℱ .
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Функция 𝜏 : Ω → R+ = [0,∞] называется марковским моментом (или более
подробно, F-марковским моментом), если {𝜏 ≤ 𝑡} ∈ ℱ для любого 𝑡 ∈ R+ = [0,∞).
Функция 𝜏 : Ω → R+ = [0,∞] называется предсказуемым марковским моментом
(или, более подробно, F-предсказуемым марковским моментом), если существу-
ет возрастающая последовательность {𝜏𝑛}𝑛≥1 марковских моментов такая, что
lim𝑛→∞ 𝜏𝑛 = 𝜏 п.в. и для всех 𝑛 ∈ N выполняется неравенство 𝜏𝑛 < 𝜏 на мно-
жестве {𝜏 > 0}. Последовательность {𝜏𝑛}𝑛≥1 называется предвещающей для 𝜏.
Марковский момент 𝜏 называется вполне недостижимым, если P{𝜎 = 𝜏 <∞} = 0
для любого предсказуемого марковского момента 𝜎. Марковский момент 𝜏 назы-
вается достижимым, если существует последовательность {𝜏𝑛}𝑛≥1 предсказуемых
марковских моментов такая, что
P{∪∞𝑛=1{𝜏𝑛 = 𝜏 <∞}} = P{𝜏 <∞}.
С каждым марковским моментом 𝜏 связаны две 𝜎–алгебры ℱ𝜏 и ℱ𝜏−. Сигма-
алгебра ℱ𝜏 состоит из множеств 𝐴 ∈ 𝜎(ℱ𝑡, 𝑡 ∈ 𝑇 ) таких, что 𝐴 ∩ {𝜏 ≤ 𝑡} ∈ ℱ𝑡
для любого 𝑡 ∈ 𝑇. Напомним, что 𝜎(ℱ𝑡, 𝑡 ≥ 0) обозначает 𝜎-алгебру, порожденную
𝜎-алгебрами ℱ𝑡 ∈ F. Сигма-алгебра ℱ𝜏− порождается множествами 𝐴 ∈ ℱ0 и
𝐴 ∩ {𝑡 < 𝜏} с 𝑡 ≥ 0 и 𝐴 ∈ ℱ𝑡.
3. Основные результаты
Здесь будет дано прямое доказательство, что натуральный случайный процесс
интегрируемой вариации является предсказуемым. Доказательство основано на
некотором обобщении теоремы Дуба о равномерной аппроксимации индикаторно-
го процесса, построенного по произвольному вполне недостижимому марковскому
моменту.
Пусть даны любой вполне недостижимый марковский момент 𝜏 и ограничен-
ная ℱ𝜏 -измеримая случайная величина 𝜉. Обозначим [𝑥] целую часть любого ве-
щественного числа 𝑥 и 𝜏𝑛 = 2−𝑛[2𝑛𝜏 ]. Для любого 𝑛 ∈ N разобьем положительную
полупрямую R+ = [0,∞) точками 𝑡𝑛,𝑘 = 2−𝑛𝑘, 𝑘 ∈ {0} ∪ N. Заметим, что для лю-
бого 𝑡 ∈ [2−𝑛(𝑘− 1), 2−𝑛𝑘), 𝑘 ∈ N, выполняется равенство {𝜏 < 𝑡𝑛,𝑘} = {𝜏𝑛 ≤ 𝑡}. Из
определения условного математического ожидания следует, что∫︁
𝐴
E(𝜉𝐼{𝜏𝑛≤𝑡}|ℱ𝑡) 𝑑P =
∫︁
𝐴
E(𝜉𝐼{𝜏<𝑡𝑛,𝑘}|ℱ𝑡) 𝑑P =
∫︁
𝐴
𝜉𝐼{𝜏<𝑡𝑛,𝑘} 𝑑P, 𝐴 ∈ ℱ𝑡.
Любое положительное число и, в частности, 𝑡𝑛,𝑘 является предсказуемым марков-
ским моментом. Поэтому P{𝜏 = 𝑡𝑛,𝑘} = 0 и, следовательно,∫︁
𝐴
E(𝜉𝐼{𝜏𝑛≤𝑡}|ℱ𝑡) 𝑑P =
∫︁
𝐴
𝜉𝐼{𝜏≤𝑡𝑛,𝑘} 𝑑P =
∫︁
𝐴
E(𝜉𝐼{𝜏≤𝑡𝑛,𝑘}|ℱ𝑡) 𝑑P, 𝐴 ∈ ℱ𝑡.
Это означает, что E(𝜉𝐼{𝜏𝑛≤𝑡}|ℱ𝑡) = E(𝜉𝐼𝜏≤𝑡𝑛,𝑘}|ℱ𝑡) п.в. для каждого
𝑡 ∈ [2−𝑛(𝑘 − 1), 2−𝑛𝑘). По известной теореме ([9], p.154) мартингал
{E(𝜉𝐼{𝜏𝑛≤𝑡}|ℱ𝑡), 𝑡 ∈ [2−𝑛(𝑘 − 1), 2−𝑛𝑘)} имеет регулярную справа версию
𝑋(𝑛,𝑘) = {𝑋(𝑛,𝑘)𝑡 , 𝑡 ∈ [2−𝑛(𝑘 − 1), 2−𝑛𝑘)}. Для любого 𝑛 ∈ N определим регуляр-
ный справа, F-согласованный случайный процесс 𝑋(𝑛) = {𝑋(𝑛)𝑡 , 𝑡 ≥ 0}, положив
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𝑋
(𝑛)
𝑡 = 𝑋
(𝑛,𝑘)
𝑡 для 𝑡 ∈ [2−𝑛(𝑘− 1), 2−𝑛𝑘), 𝑘 ∈ N. Обозначим 𝑋𝑡 = 𝜉𝐼{𝜏≤𝑡}. Нетрудно
проверить, что регулярный справа случайный процесс 𝑋 = {𝑋𝑡, 𝑡 ≥ 0} согласован
с фильтрацией F.
Теорема 1. Для любого вполне недостижимого марковского момента 𝜏 и для
любой ограниченной, ℱ𝜏 -измеримой случайной величины 𝜉 существует событие
Ω′ ∈ ℱ единичной вероятности, на котором для любого 𝑚 ∈ N имеет место
равномерная сходимость
lim
𝑛→∞ sup0≤𝑡≤𝑚
|𝑋(𝑛)𝑡 − 𝜉𝐼{𝜏≤𝑡}| = 0. (2)
Доказательство. По аналогии со случайными процессами 𝑋(𝑛) = 𝑋(𝑛)(𝜉) и
𝑋 = 𝑋(𝜉) можно построить случайные процессы 𝑋(𝑛)(𝜉±) и 𝑋(𝜉±) с помощью
положительной 𝜉+ и отрицательной 𝜉− частей случайной величины 𝜉. Из равенств
𝑋
(𝑛)
𝑡 (𝜉) = 𝑋
(𝑛)
𝑡 (𝜉
+)−𝑋(𝑛)𝑡 (𝜉−), 𝑋𝑡(𝜉) = 𝑋𝑡(𝜉+)−𝑋(𝑛)𝑡 (𝜉−) п.в.
для каждого 𝑡 ≥ 0 следует, что случайные процессы 𝑋(𝑛)(𝜉+) − 𝑋(𝑛)(𝜉−) и
𝑋(𝑛) = 𝑋(𝑛)(𝜉), а также случайные процессы 𝑋(𝜉+)−𝑋(𝜉−) и 𝑋 = 𝑋(𝜉) неотли-
чимы. В силу неравенства
|𝑋(𝑛)𝑡 −𝑋𝑡| ≤ |𝑋(𝑛)𝑡 (𝜉+)−𝑋𝑡(𝜉+)|+ |𝑋(𝑛)𝑡 (𝜉−)−𝑋𝑡(𝜉−)|
теорему достаточно доказать для положительной случайной величины 𝜉. Далее
предполагается, что случайная величина 𝜉 положительна (неотрицательна). Так
как 𝜏𝑛 ≤ 𝜏𝑛+1 ≤ 𝜏 и 𝜉𝜏𝑛 ≤ 𝜉𝜏𝑛+1 ≤ 𝜉𝜏, то для каждого 𝑡 ≥ 0 выполняются
неравенства
𝑋𝑡 = E(𝜉𝐼{𝜏≤𝑡}|ℱ𝑡) ≤ E(𝜉𝐼{𝜏𝑛+1≤𝑡}|ℱ𝑡) = 𝑋(𝑛+1)𝑡 ≤ E(𝜉𝐼{𝜏𝑛≤𝑡}|ℱ𝑡) = 𝑋(𝑛)𝑡 п.в.
Существует событие Ω𝑡 ∈ ℱ единичной вероятности, на котором выпол-
няются неравенства 𝑋𝑡 ≤ 𝑋(𝑛+1)𝑡 ≤ 𝑋(𝑛)𝑡 для всех 𝑛 ∈ N. Обозначим
Q+ множество всех положительных (неотрицательных) рациональных чисел.
На событии Ω′ = ∩𝑡∈Q+Ω𝑡 единичной вероятности выполняются неравенства
𝑋𝑡 ≤ 𝑋(𝑛+1)𝑡 ≤ 𝑋(𝑛)𝑡 для всех 𝑡 ∈ Q+ и для всех 𝑛 ∈ N. На самом деле эти нера-
венства выполняются для всех 𝑡 ≥ 0, так как случайные процессы 𝑋,𝑋(𝑛), 𝑛 ∈ N,
непрерывны справа. Чтобы доказать утверждение (2), достаточно доказать, что
для любого 𝜀 > 0 последовательность {𝜎𝑛}𝑛≥1 марковских моментов
𝜎𝑛 =
{︃
inf{𝑡 ≥ 0: 𝑋(𝑛)𝑡 −𝑋𝑡 > 𝜀}, если sup𝑡≥0(𝑋(𝑛)𝑡 −𝑋𝑡) > 𝜀,
∞, если sup𝑡≥0(𝑋(𝑛)𝑡 −𝑋𝑡) ≤ 𝜀,
сходится к бесконечности. Можно доказать или прочитать в ([9], p. 40), что функ-
ция 𝜎 = 𝜎𝜀 = sup𝑛≥1 𝜎𝑛 является марковским моментом. Последовательность
{𝜎𝑛}𝑛≥1 сходится к 𝜎 на событии Ω′. Так как выполнены обычные условия, то
Ω′ ∈ ℱ0. Предположим, что P{𝜎 = ∞} = 1. Тогда на событии Ω(𝜀) = {𝜎 = ∞}∩Ω′
выполняется утверждение
lim sup
𝑛→∞
sup
0≤𝑡≤𝑚
|𝑋(𝑛)𝑡 −𝑋𝑡| ≤ 𝜀.
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Отсюда следует, что утверждение (2) выполняется на событии ∩∞𝑟=1Ω(1/𝑟) единич-
ной вероятности. Таким образом достаточно доказать, что
P{𝜎 = ∞} = 1 для любого 𝜀 > 0. (3)
Для любого 𝑛 ∈ N выполняется неравенство 𝜎𝑛 ≤ 𝜏 или равенство 𝜎𝑛 = ∞.
Действительно, если 𝜏 < 𝜎𝑛 < ∞, то для любого 𝑡 > 𝜎 выполняются равенства
𝐼{𝜏𝑛≤𝑡} = 𝐼{𝜏≤𝑡} = 1 и 𝐼{𝜏≤𝑡}𝑋
(𝑛)
𝑡 = 𝑋𝑡 и, следовательно, 𝜎𝑛 = ∞. Тем самым
доказано, что
𝜎 = ∞ на множестве {𝜏 < 𝜎} ∩ Ω′. (4)
Докажем, что справедливы следующие равенства
𝑋(𝑛)𝜎 𝐼{𝜎<∞} = E(𝜉𝐼{𝜏𝑛≤𝜎<∞}|ℱ𝜎) п.в.,
𝑋𝜎𝐼{𝜎<∞} = E(𝜉𝐼{𝜏≤𝜎<∞}|ℱ𝜎) п.в.
(5)
Доказательства обоих равенств одинаковы. Докажем, например, первое из
них. По известной теореме ([9], стр. 38) существует убывающая последователь-
ность {𝛾𝑗}𝑗≥1 марковских моментов, которая сходится к 𝜎, и каждый марков-
ский момент 𝛾𝑗 принимает счетное число значений. Обозначим 𝑇𝑗 множество
значений марковского момента 𝛾𝑗 . Так как 𝜎 ≤ 𝛾𝑗 , то ℱ𝜎 ⊆ ∩∞𝑗=1ℱ𝛾𝑗 по из-
вестной теореме ([9], p. 30). Для любых 𝐴 ∈ ℱ𝜎 и 𝑡 ∈ 𝑇𝑗 мы имеем, что
𝐴 ∩ {𝛾𝑗 = 𝑡} ∩ {𝛾𝑗 <∞} ∩ {𝜎 <∞} = 𝐴 ∩ {𝛾𝑗 = 𝑡} ∩ {𝜎 ≤ 𝑡} ∈ ℱ𝑡 и∫︁
𝐴
𝑋(𝑛)𝛾𝑗 𝐼{𝛾𝑗<∞,𝜎<∞} 𝑑P =
∫︁
𝐴∩{𝛾𝑗<∞,𝜎<∞}
𝑋(𝑛)𝛾𝑗 𝑑P =
=
∑︁
𝑡∈𝑇𝑗
∫︁
𝐴∩{𝛾𝑗=𝑡}∩{𝛾𝑗<∞,𝜎<∞}
𝑋
(𝑛)
𝑡 𝑑P =
=
∑︁
𝑡∈𝑇𝑗
∫︁
𝐴∩{𝛾𝑗=𝑡}∩{𝛾𝑗<∞,𝜎<∞}
E(𝜉𝐼{𝜏𝑛≤𝑡}|ℱ𝑡) 𝑑P =
=
∑︁
𝑡∈𝑇𝑗
∫︁
𝐴∩{𝛾𝑗=𝑡}∩{𝛾𝑗<∞,𝜎<∞}
𝜉𝐼{𝜏𝑛≤𝑡} 𝑑P =
=
∑︁
𝑡∈𝑇𝑗
∫︁
𝐴∩{𝛾𝑗=𝑡}∩{𝛾𝑗<∞}
𝜉𝐼{𝜏𝑛≤𝛾𝑗 ,𝜎<∞} 𝑑P =
∫︁
𝐴
𝜉𝐼{𝜏𝑛≤𝛾𝑗<∞,𝜎<∞} 𝑑P.
С помощью теоремы об ограниченной сходимости можно убедиться, что∫︁
𝐴
𝑋(𝑛)𝜎 𝐼{𝜎<∞} 𝑑P = lim
𝑗→∞
∫︁
𝐴
𝑋(𝑛)𝛾𝑗 𝐼{𝛾𝑗<∞,𝜎<∞} 𝑑P =
= lim
𝑗→∞
∫︁
𝐴
𝜉𝐼{𝜏𝑛≤𝛾𝑗<∞,𝜎<∞} 𝑑P =
∫︁
𝐴
𝜉𝐼{𝜏𝑛≤𝜎<∞} 𝑑P =
∫︁
𝐴
E(𝜉𝐼{𝜏𝑛≤𝜎<∞}|ℱ𝜎) 𝑑P.
Равенство первого и последнего интегралов для любого 𝐴 ∈ ℱ𝜎 равносильно пер-
вому равенству (5).
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Докажем, что выполняется неравенство 𝜎𝑛 < 𝜎 п.в. на со-
бытии {0 < 𝜎 < ∞} ∩ Ω′. В силу (4) выполняется включение
{0 < 𝜎 < ∞} ∩ Ω′ ⊆ {𝜎 ≤ 𝜏} ∩ Ω′. По известной теореме ([9], p. 31) событие
{𝜎 ≤ 𝜏} принадлежит сигма-алгебре ℱ𝜎 ∩ ℱ𝜏 и событие {𝜎𝑛 = 𝜎} принадлежит
сигма-алгебре ℱ𝜎. Из равенств (5) следует, что
𝜀 ≤ 𝑋(𝑛)𝜎 𝐼{𝜎<∞,𝜎𝑛=𝜎,𝜎≤𝜏} −𝑋𝜎𝐼{𝜎<∞,𝜎𝑛=𝜎,𝜎≤𝜏} =
= E(𝜉𝐼{𝜏𝑛≤𝜎<∞}𝐼{𝜎𝑛=𝜎,𝜎≤𝜏}|ℱ𝜎)− E(𝜉𝐼{𝜏≤𝜎<∞}𝐼{𝜎𝑛=𝜎,𝜎≤𝜏}|ℱ𝜎) → 0 п.в.
при 𝑛→∞. Тем самым доказано, что событие Ω′′ = ∪∞𝑛=1{𝜎𝑛 = 𝜎, 0 < 𝜎 <∞}∩Ω′
имеет нулевую вероятность и, следовательно, выполняется неравенство 𝜎𝑛 < 𝜎
п.в. на событии {0 < 𝜎 < ∞} ∩ Ω′. Заметим, что P{(Ω ∖ Ω′) ∪ Ω′′} = 0 и собы-
тие Ω′′′ = ∩∞𝑛=1{𝜎𝑛 < 𝜎 < ∞} ∩ Ω′ имеет единичную вероятность. Событие Ω′′′
принадлежит сигма-алгебре ℱ0, так как выполнены обычные условия. Нетрудно
проверить, что функции 𝜎′𝑛 = 𝜎𝑛𝐼Ω′′′ + ∞𝐼Ω∖Ω′′′ и 𝜎′ = 𝜎𝐼Ω′′′ + ∞𝐼Ω∖Ω′′′ явля-
ются марковскими моментами. На событии Ω′′′ выполняются равенства 𝜎 = 𝜎′ и
𝜎𝑛 = 𝜎
′
𝑛 для всех 𝑛 ∈ N. Так как lim𝑛→∞ 𝜎𝑛 = 𝜎 и 𝜎′𝑛 = 𝜎𝑛 < 𝜎 = 𝜎′ на событии Ω′′′,
то функция 𝜎′ является предсказуемым марковским процессом с предвещающей
последовательностью {𝜎′𝑛 ∧ 𝑛}𝑛≥1.
По предположению функция 𝜏 является вполне недостижимым марковским
моментом. Поэтому P{{𝜎 = 𝜏 < ∞} ∩ Ω′′′} ≤ P{𝜎′ = 𝜏 < ∞} = 0. В полной
аналогии с (5) можно доказать равенство 𝑋(𝑛)𝜎𝑛 𝐼{𝜎𝑛<∞} = E(𝜉𝐼{𝜏𝑛≤𝜎𝑛<∞}|ℱ𝜎𝑛) п.в.
Так как 𝜀 ≤ 𝑋(𝑛)𝜎𝑛 𝐼{𝜎𝑛<∞} и на событии {𝜏 < 𝜎}∩Ω′′′ выполняется равенство 𝜎 = ∞
в силу (4), то
𝜀P{{𝜎 <∞} ∩ Ω′′′} ≤ 𝜀P{{𝜎𝑛 <∞} ∩ Ω′′′} ≤ E(𝑋(𝑛)𝜎𝑛 𝐼{𝜎𝑛<∞}) =
= E(𝜉𝐼{𝜏𝑛≤𝜎≤𝜏<∞}) → E(𝜉𝐼{𝜎=𝜏<∞}) = E(𝜉𝐼{𝜎′=𝜏<∞}) = 0 при 𝑛→∞.
Требуемое утверждение (3) и вместе с ним сама теорема доказаны.
Теорема 2. Пусть дан любой натуральный случайный процесс 𝐴 = {𝐴𝑡, 𝑡 ≥ 0}.
Для любого предсказуемого марковского момента 𝜎 случайная величина
(𝐴𝜎 −𝐴𝜎−)𝐼{𝜎<∞} измерима относительно сигма-алгебры ℱ𝜎−.
Доказательство. Случайный процесс 𝐴− = {𝐴𝑡−, 𝑡 ≥ 0} является предсказуе-
мым, так как он непрерывен слева и F-согласован. Можно доказать или прочитать
в ([5], стр. 186), что случайная величина 𝐴𝜎−𝐼{𝜎<∞} измерима относительно ℱ𝜎−.
Требуется доказать, что случайная величина 𝐴𝜎𝐼{𝜏<∞} измерима относительно
ℱ𝜎−.
По определению натурального случайного процесса выполняется равенство (1)
для любого ограниченного, регулярного справа мартингала 𝑍 = {𝑍𝑡, 𝑡 ≥ 0}. По
известной теореме ([9], стр. 169) выполняется равенство
E(𝑍𝑡𝐴𝑡) = E
∫︁ 𝑡
0
𝑍𝑠𝑑𝐴𝑠 для любого 𝑡 ≥ 0, (6)
если 𝐴 является возрастающим случайным процессом. Упомянутое доказатель-
ство применимо также к любому случайному процессу 𝐴 интегрируемой вариации.
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Докажем равенства
E(𝑍𝛾𝐴𝛾) = E
∫︁ 𝛾
0
𝑍𝑠𝑑𝐴𝑠 = E
∫︁ 𝛾
0
𝑍𝑠−𝑑𝐴𝑠 (7)
для любого ограниченного марковского момента 𝛾.
Предположим сначала, что марковский момент 𝛾 принимает конечное число
значений 0 < 𝑡1 < · · · < 𝑡𝑟 <∞. Докажем сначала первое равенство (7). Восполь-
зуемся следующими равенствами∫︁ 𝛾
0
𝑍𝑠𝑑𝐴𝑠 =
𝑟∑︁
𝑘=1
𝐼{𝛾=𝑡𝑘}
∫︁ 𝑡𝑘
0
𝑍𝑠𝑑𝐴𝑠 =
=
𝑟−1∑︁
𝑘=1
(𝐼{𝛾≥𝑡𝑘} − 𝐼{𝛾≥𝑡𝑘+1})
∫︁ 𝑡𝑘
0
𝑍𝑠𝑑𝐴𝑠 + 𝐼{𝛾=𝑡𝑟}
∫︁ 𝑡𝑟
0
𝑍𝑠𝑑𝐴𝑠 =
=
∫︁ 𝑡1
0
𝑍𝑠𝑑𝐴𝑠 +
𝑟∑︁
𝑘=2
𝐼{𝛾≥𝑡𝑘}
∫︁ 𝑡𝑘
𝑡𝑘−1
𝑍𝑠𝑑𝐴𝑠.
Заметим, что событие {𝛾 ≥ 𝑡𝑘} = {𝛾 > 𝑡𝑘−1} при-
надлежит сигма-алгебре ℱ𝑡𝑘−1 . Поэтому случайные процессы
𝑍(𝑘) = {𝑍(𝑘)𝑠 , 𝑠 ∈ (𝑡𝑘−1, 𝑡𝑘]}, 𝑍(𝑘)𝑠 = 𝐼{𝛾≥𝑡𝑘}𝑍𝑠, 𝑘 = 2, . . . , 𝑟, являются регу-
лярными справа мартингалами. С помощью равенства (6) можно убедиться,
что
E(𝑍(𝑘)𝑡𝑘 𝐴𝑡𝑘)− E(𝑍
(𝑘)
𝑡𝑘−1𝐴𝑡𝑘−1) = E
∫︁ 𝑡𝑘
𝑡𝑘−1
𝑍(𝑘)𝑠 𝑑𝐴𝑠 = E(𝐼{𝛾≥𝑡𝑘}
∫︁ 𝑡𝑘
𝑡𝑘−1
𝑍𝑠𝑑𝐴𝑠).
После сложения получится, что
E
∫︁ 𝛾
0
𝑍𝑠𝑑𝐴𝑠 = E
∫︁ 𝑡1
0
𝑍𝑠𝑑𝐴𝑠 +
𝑟∑︁
𝑘=2
E(𝐼{𝛾≥𝑡𝑘}
∫︁ 𝑡𝑘
𝑡𝑘−1
𝑍𝑠𝑑𝐴𝑠) =
= E(𝑍𝑡1𝐴𝑡1) +
𝑟∑︁
𝑘=2
E(𝑍(𝑘)𝑡𝑘 𝐴𝑡𝑘)− E(𝑍
(𝑘)
𝑡𝑘−1𝐴𝑡𝑘−1) =
= E(𝑍𝑡1𝐴𝑡1) +
𝑟∑︁
𝑘=2
E(𝐼{𝛾≥𝑡𝑘}(𝑍𝑡𝑘𝐴𝑡𝑘 − 𝑍𝑡𝑘−1𝐴𝑡𝑘−1)) =
= E
(︁
𝑍1𝐴1 + 𝐼{𝛾=𝑡𝑟}𝑍𝑡𝑟𝐴𝑡𝑟 +
𝑟−1∑︁
𝑘=2
𝐼{𝛾=𝑡𝑘}𝑍𝑡𝑘𝐴𝑡𝑘 − 𝐼{𝛾≥𝑡2}𝐴𝑡1𝑍𝑡1
)︁
=
= E
(︁ 𝑟∑︁
𝑘=1
𝐼{𝛾=𝑡𝑘}𝑍𝑡𝑘𝐴𝑡𝑘
)︁
= E(𝑍𝛾𝐴𝛾).
Докажем второе равенство (7). Из определения мартингала
𝑍
(𝑘)
𝑠 = 𝐼{𝛾≥𝑡𝑘}𝑍𝑠, 𝑡𝑘−1 < 𝑠 ≤ 𝑡𝑘, следует равенство 𝑍(𝑘)𝑠− = 𝐼{𝛾≥𝑡𝑘}𝑍𝑠−, 𝑡𝑘−1 < 𝑠 ≤ 𝑡𝑘.
По определению натурального случайного процесса выполняются равенства
E(𝐼{𝛾≥𝑡𝑘}
∫︁ 𝑡𝑘
𝑡𝑘−1
𝑍𝑠𝑑𝐴𝑠) = E
∫︁ 𝑡𝑘
𝑡𝑘−1
𝑍(𝑘)𝑠 𝑑𝐴𝑠 = E
∫︁ 𝑡𝑘
𝑡𝑘−1
𝑍
(𝑘)
𝑠− 𝑑𝐴𝑠 = E(𝐼{𝛾≥𝑡𝑘}
∫︁ 𝑡𝑘
𝑡𝑘−1
𝑍𝑠−𝑑𝐴𝑠).
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После сложения получится, что
E
∫︁ 𝛾
0
𝑍𝑠𝑑𝐴𝑠 = E
∫︁ 𝑡1
0
𝑍𝑠𝑑𝐴𝑠 +
𝑟∑︁
𝑘=2
E(𝐼{𝛾≥𝑡𝑘}
∫︁ 𝑡𝑘
𝑡𝑘−1
𝑍𝑠𝑑𝐴𝑠) =
= E
∫︁ 𝑡1
0
𝑍𝑠−𝑑𝐴𝑠 +
𝑟∑︁
𝑘=2
E(𝐼{𝛾≥𝑡𝑘}
∫︁ 𝑡𝑘
𝑡𝑘−1
𝑍𝑠−𝑑𝐴𝑠) = E
∫︁ 𝛾
0
𝑍𝑠−𝑑𝐴𝑠.
Докажем равенства (7) для любого ограниченного марковского момента 𝛾.Обо-
значим [2𝑛𝛾+ 1] целую часть функции 2𝑛𝛾+ 1 для любого 𝑛 ∈ N. Нетрудно прове-
рить, что функция 𝛾𝑛 = 2−𝑛[2𝑛𝛾 + 1] является марковским моментом с конечным
числом значений, последовательность {𝛾𝑛}𝑛≥1 убывает и сходится к 𝛾. С помощью
теоремы об ограниченной сходимости можно убедиться, что
E(𝑍𝛾𝐴𝛾) = lim
𝑛→∞E(𝑍𝛾𝑛𝐴𝛾𝑛) = lim𝑛→∞E
∫︁ 𝛾𝑛
0
𝑍𝑠𝑑𝐴𝑠 = E
∫︁ 𝛾
0
𝑍𝑠𝑑𝐴𝑠 =
= lim
𝑛→∞E
∫︁ 𝛾𝑛
0
𝑍𝑠𝑑𝐴𝑠 = lim
𝑛→∞E
∫︁ 𝛾𝑛
0
𝑍𝑠−𝑑𝐴𝑠 = E
∫︁ 𝛾
0
𝑍𝑠−𝑑𝐴𝑠.
Тем самым равенства (7) доказаны.
Докажем теорему для любого ограниченного предсказуемого марковского мо-
мента 𝜎. Возьмем какую-нибудь предвещающую последовательность {𝜎𝑛}𝑛≥1 для
𝜎. По известному утверждению ([9], стр. 154-155) остановленные случайные про-
цессы 𝑍(𝜎) = {𝑍𝜎∧𝑡, 𝑡 ≥ 0} и 𝑍(𝜎𝑛) = {𝑍𝜎𝑛∧𝑡, 𝑡 ≥ 0} являются регулярными справа
F-мартингалами. Обратим внимание, что lim𝑛→∞ 𝑍(𝜎𝑛)𝑡 = 𝑍
(𝜎)
𝑡− для любого 𝑡 ≥ 0.
По известной теореме ([5], стр. 185) выполняется равенство ℱ𝜎− = 𝜎(ℱ𝜎𝑛 , 𝑛 ≥ 1).
Отсюда, в силу теоремы Дуба ([9], стр.128) следует, что lim𝑛→∞ E|𝑍(𝜎𝑛)𝑡 −𝑍(𝜎)𝑡− | = 0
для любого 𝑡 ≥ 0. Это утверждение также является следствием теоремы об огра-
ниченной сходимости. Равенства (7), применительно к мартингалу 𝑍(𝜎) − 𝑍(𝜎𝑛) и
марковскому моменту 𝜎, принимают следующий вид
E((𝑍(𝜎)𝜎 − 𝑍(𝜎𝑛)𝜎 )𝐴𝜎) = E
∫︁ 𝜎
0
(𝑍(𝜎)𝑠 − 𝑍(𝜎𝑛)𝑠 )𝑑𝐴𝑠 = E
∫︁ 𝜎
0
(𝑍
(𝜎)
𝑠− − 𝑍(𝜎𝑛)𝑠− )𝑑𝐴𝑠.
С помощью теоремы об ограниченной сходимости можно убедиться, что
E((𝑍𝜎 − 𝑍𝜎−)𝐴𝜎) = lim
𝑛→∞E((𝑍
(𝜎)
𝜎 − 𝑍(𝜎𝑛)𝜎 )𝐴𝜎) = E
∫︁ 𝜎
0
(𝑍
(𝜎)
𝑠− − 𝑍(𝜎)𝑠− )𝑑𝐴𝑠 = 0.
Пусть 𝑍 = {𝑍𝑡, 𝑡 ≥ 0} обозначает регулярную версию мартингала {E(𝐼𝐵 |ℱ𝑡), 𝑡 ≥ 0}
для любого 𝐵 ∈ ℱ𝜎. По известной теореме ([9], стр. 136) выполняются ра-
венства 𝑍𝜎 = E(𝐼𝐵 |ℱ𝜎) и 𝑍𝜎− = E(𝐼𝐵 |ℱ𝜎−) п.в. Можно доказать или прочи-
тать в ([9], стр. 44), что случайная величина 𝐴𝜎 измерима относительно сигма-
алгебры ℱ𝜎. Отсюда следует, что E(𝑍𝜎𝐴𝜎) = EE(𝐼𝐵 |ℱ𝜎)𝐴𝜎)) = E(𝐼𝐵𝐴𝜎). Так как
(E𝑍𝜎−𝐴𝜎) = EE(𝐼𝐵 |ℱ𝜎−)𝐴𝜎) = E(𝐼𝐵E(𝐴𝜎|ℱ𝜎−)), то
E(𝐼𝐵(𝐴𝜎 − E(𝐴𝜎|ℱ𝜎−))) = E((𝑍𝜎 − 𝑍𝜎−)𝐴𝜎) = 0
для любого 𝐵 ∈ ℱ𝜎 и, следовательно, 𝐴𝜎 = E(𝐴𝜎|ℱ𝜎−) п.в. Так как выполнены
обычные условия и условное математическое ожидание E(𝐴𝜎|ℱ𝜎−) является ℱ𝜎−-
измеримой функцией, то случайная величина 𝐴𝜎 измерима относительно сигма-
алгебры ℱ𝜎−.
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Докажем теорему в общем случае. Пусть дан любой предсказуемый марковский
момент 𝜎. Нетрудно проверить, что функция 𝜎 измерима относительно сигма-
алгебры ℱ𝜎−. Поэтому {𝜎 < ∞} ∈ ℱ𝜎−. Для любого 𝑛 ∈ N функция 𝜎 ∧ 𝑛 явля-
ется ограниченным предсказуемым марковским моментом. По доказанному выше
случайная величина 𝐴𝜎∧𝑛 измерима относительно сигма-алгебры ℱ(𝜎∧𝑛)− ⊆ ℱ𝜎−.
Случайная величина 𝐴𝜎𝐼{𝜎<∞} измерима относительно ℱ𝜎−, так как является пре-
делом последовательности {𝐴𝜎∧𝑛𝐼{𝜏<∞}}𝑛≥1 функций, измеримых относительно
ℱ𝜎−. Теорема доказана.
Теорема 3. Любой натуральный случайный процесс является предсказуемым.
Доказательство. Пусть дан любой натуральный случайный процесс
𝐴 = {𝐴𝑡, 𝑡 ≥ 0}. Возьмем любой вполне недостижимый марковский момент
𝜏 и любую ограниченную ℱ𝜏 -измеримую случайную величину 𝜉. Определим
случайные процессы 𝑋 = {𝑋𝑡, 𝑡 ≥ 0} и 𝑋(𝑛) = {𝑋(𝑛)𝑡 , 𝑡 ≥ 0}, о которых
говорится в теореме 1. Напомним, что для любых 𝑛, 𝑘 ∈ N случайный про-
цесс 𝑋(𝑛) = 𝑋(𝑛,𝑘) = {𝑋(𝑛,𝑘𝑡 , 𝑡 ∈ [(𝑘 − 1)2−𝑛, 𝑘2−𝑛)}} является ограниченной,
регулярной справа версией мартингала {E(𝜉𝐼{𝜏≤𝑘2−𝑛}|ℱ𝑡), 𝑡 ∈ [(𝑘− 1)2−𝑛, 𝑘2−𝑛)}}.
По определению (1) натурального случайного процесса для любого 𝑡 = 𝑚 ∈ N
выполняется равенство
E
∫︁ 𝑚
0
𝑋
(𝑛)
𝑡 𝑑𝐴𝑡 = E
∫︁ 𝑚
0
𝑋
(𝑛)
𝑡− 𝑑𝐴𝑡.
В силу утверждения (2) выполняется равенство
E
∫︁ 𝑚
0
𝑋𝑡 𝑑𝐴𝑡 = E
∫︁ 𝑚
0
𝑋𝑡− 𝑑𝐴𝑡. (8)
Случайный процесс 𝑋𝑡 − 𝑋𝑡− = 𝜉(𝐼{𝜏≤𝑡} − 𝐼{𝜏<𝑡}), 0 ≤ 𝑡 ≤ 𝑚, может
иметь единственный скачек в точке 𝜏 ∧ 𝑚. Равенство (8) влечет равенство
E(𝜉(𝐴𝜏∧𝑚−𝐴(𝜏∧𝑚)−)) = 0.Можно доказать или прочитать в ([9], p. 41), что случай-
ная величина 𝜉 = (𝐴𝜏∧𝑚−𝐴(𝜏∧𝑚)−)/(1+|𝐴𝜏∧𝑚−𝐴(𝜏∧𝑚)−|2) измерима относительно
сигма-алгебры ℱ𝜏 . Для этой случайной величины выполняются равенства
E
|𝐴𝜏∧𝑚 −𝐴(𝜏∧𝑚)−|2
1 + |𝐴𝜏∧𝑚 −𝐴(𝜏∧𝑚)−|2 = 0, |𝐴𝜏∧𝑚 −𝐴(𝜏∧𝑚)−| = 0 п.в.
Отсюда, в свою очередь, следует равенство |𝐴𝜏−𝐴𝜏−| = 0 п.в. на событии {𝜏 <∞}.
Для любых чисел 𝑐 > 0 и 𝑑 > 0 функция
𝜏𝑐,𝑑 = inf{𝑡 ≥ 𝑐 : |𝐴𝑡 − 𝐴𝑐| ≥ 𝑑} : Ω → R+ = [0,∞] является марковским мо-
ментом. Обозначим Q0 множество всех строго положительных рациональных
чисел. Докажем, что все точки разрыва траекторий случайного процесса 𝐴
являются значениями марковских моментов 𝜏𝑐,𝑑, 𝑐, 𝑑 ∈ Q0. Пусть 𝑠 > 0 является
точкой разрыва некоторой траектории 𝐴𝑡(𝜔), 𝑡 ≥ 0. Найдется 𝑑 ∈ Q0 такое,
что |𝐴𝑠(𝜔) − 𝐴𝑠−(𝜔)| ≥ 2𝑑. Найдется строго возрастающая последовательность
{𝑐𝑛}𝑛≥1 чисел из Q0, которая сходится к 𝑠. Так как lim𝑛→∞𝐴𝑐𝑛(𝜔) = 𝐴𝑠−(𝜔),
то найдется 𝑛0 ∈ N такое, что |𝐴𝑠′(𝜔) − 𝐴𝑠−(𝜔)| < 𝑑/2 для всех 𝑐𝑛0 ≤ 𝑠′ < 𝑠 и
|𝐴𝑠(𝜔)−𝐴𝑐𝑛0 (𝜔)| ≥ 𝑑. Отсюда следует, что
|𝐴𝑠′(𝜔)−𝐴𝑐𝑛0 (𝜔)| ≤ |𝐴𝑠′(𝜔)−𝐴𝑠−(𝜔)|+ |𝐴𝑠−(𝜔)−𝐴𝑐𝑛0 (𝜔)| < 𝑑
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и, следовательно, 𝑠 = 𝜏𝑐𝑛0 ,𝑑(𝜔). С другой стороны, если 𝐴𝜏𝑐,𝑑(𝜔) − 𝐴𝜏𝑐,𝑑−(𝜔) > 0
для некоторого 𝜔 ∈ Ω, то точка 𝜏𝑐,𝑑(𝜔) является точкой разрыва траектории
𝐴𝑡(𝜔), 𝑡 ≥ 0. На самом деле все точки разрыва всех траекторий случайного про-
цесса 𝐴 являются значениями некоторых ограниченных марковских моментов
𝜏𝑐,𝑑 ∧ 𝛾, 𝑐, 𝑑, 𝛾 ∈ Q0. Действительно, любая точка разрыва 𝑠 ∈ R+ любой траекто-
рии 𝐴𝑡(𝜔), 𝑡 ≥ 0, 𝜔 ∈ Ω, является значением некоторого марковского момента 𝜏𝑐,𝑑
и следовательно, является значением ограниченного марковского момента 𝜏𝑐,𝑑 ∧ 𝛾
для любого 𝛾 ∈ Q0, 𝛾 > 𝑠.
По известной теореме ([5], стр. 189) для любых 𝑐, 𝑑, 𝛾 ∈ Q0 найдутся достижи-
мый марковский момент 𝜎𝑐,𝑑,𝛾 и вполне недостижимый марковский момент 𝜅𝑐,𝑑,𝛾
такие, что выполняется равенство 𝜏𝑐,𝑑,𝛾 = 𝜎𝑐,𝑑,𝛾 ∧ 𝜅𝑐,𝑑,𝛾 на некотором событии
Ω𝑐,𝑑,𝛾 ∈ ℱ единичной вероятности. По доказанному выше для любых 𝑐, 𝑑, 𝛾 ∈ Q0
выполняется равенство 𝐴𝜅𝑐,𝑑,𝛾 − 𝐴𝜅𝑐,𝑑,𝛾− = 0 на некотором событии Ω′𝑐,𝑑,𝛾 ∈ ℱ
единичной вероятности. Пересечение Ω′ = ∩𝑐,𝑑,𝛾∈Q0(Ω𝑐,𝑑,𝛾 ∩Ω′𝑐,𝑑,𝛾) счетного числа
указанных событий является событием единичной вероятности. По доказанному
выше все точки разрыва всех траекторий 𝐴𝑡(𝜔), 𝑡 ≥ 0, 𝜔 ∈ Ω′, являются значения-
ми некоторых ограниченных марковских моментов 𝜏𝑐,𝑑∧𝛾, 𝑐, 𝑑, 𝛾 ∈ Q0. На событии
Ω′ выполняется равенство 𝐴𝜅𝑐,𝑑,𝛾 − 𝐴𝜅𝑐,𝑑,𝛾− = 0. Поэтому все точки разрыва всех
траекторий 𝐴𝑡(𝜔), 𝑡 ≥ 0, 𝜔 ∈ Ω′, являются значениями некоторых ограниченных
достижимых марковских моментов 𝜎𝑐,𝑑,𝛾 , 𝑐, 𝑑, 𝛾 ∈ Q0. Для каждого ограниченного
достижимого марковского момента 𝜎𝑐,𝑑,𝛾 найдется последовательность предсказу-
емых марковских моментов {𝜎𝑐,𝑑,𝛾,𝑛}𝑛≥1 такая, что
P{∪∞𝑛=1{𝜎𝑐,𝑑,𝛾,𝑛 = 𝜎𝑐,𝑑,𝛾}} = P{𝜎𝑐,𝑑,𝛾 <∞} = 1.
Счетное число марковских моментов 𝜎𝑐,𝑑,𝛾,𝑛, 𝑐, 𝑑, 𝛾 ∈ Q0, 𝑛 ∈ N, мож-
но записать в виде последовательности {𝜎𝑛}𝑛≥1. Напомним, что множество
[[𝜎𝑛]] = {(𝑡, 𝜔) ∈ R+ × Ω: 𝑡 = 𝜎𝑛(𝜎)} называется графиком марковского
момента 𝜎𝑛. Можно считать, что [[𝜎𝑛]] ∩ [[𝜎𝑚]] = ∅ для любых 𝑛 ̸= 𝑚.
В противном случае вместо {𝜎𝑛}𝑛≥1 можно построить (см. [5], стр. 188)
последовательность {𝜎′𝑛}𝑛≥1 предсказуемых марковских моментов такую, что
∪∞𝑛=1[[𝜎𝑛]] = ∪∞𝑛=1[[𝜎′𝑛]] и [[𝜎′𝑛]] ∩ [[𝜎′𝑚]] = ∅ для любых 𝑛 ̸= 𝑚. Заметим, что
∆ = {(𝑡, 𝜔) ∈ R+×Ω′ : |𝐴𝑡(𝜔)−𝐴𝑡−(𝜔)| > 0} ⊆ ∪∞𝑛=1[[𝜎𝑛]]. Напомним, что 𝐴0− = 𝐴0
по определению.
Каждая траектория 𝐴𝑡(𝜔), 𝑡 ≥ 0, 𝜔 ∈ Ω, имеет не более счетного числа то-
чек разрыва. Будем считать, ради удобства записи, что имеется счетное число
𝑡𝑛 = 𝑡𝑛(𝜔), 𝑛 ∈ N, точек разрыва. Обозначим 𝑆𝑡 =
∑︀
𝑡𝑛≤𝑡(𝐴𝑡𝑛 −𝐴𝑡𝑛−), 𝑡 ≥ 0, сумму
скачков. Разность 𝐴 − 𝑆 = {𝐴𝑡 − 𝑆𝑡, 𝑡 ≥ 0} является непрерывным случайным
процессом. Ниже будет доказано, что 𝑆 является предсказуемым случайным про-
цессом. Тогда разность 𝐴− 𝑆, будучи непрерывным, F-согласованным случайным
процессом, будет предсказуемым случайным процессом. Отсюда, в силу равенства
𝐴 = 𝑆 + (𝐴− 𝑆), следует, что 𝐴 является предсказуемым случайным процессом.
Докажем, что 𝑆 = {𝑆𝑡, 𝑡 ≥ 0} является предсказуемым случай-
ным процессом. Заметим, что 𝑆0 = 0. Для любого 𝑡 > 0 функ-
ция 𝑆𝑡 : Ω → R является пределом последовательности {𝑆(𝑘)𝑡 }𝑘≥1 функций
𝑆
(𝑘)
𝑡 =
∑︀
𝑡𝑛≤𝑡(𝐴𝑡𝑛 −𝐴𝑡𝑛−)𝐼{|𝐴𝑡𝑛−𝐴𝑡𝑛−|>1/𝑘} : Ω → R. Достаточно доказать, что для
любого 𝑘 ∈ N семейство функций 𝑆(𝑘) = {𝑆(𝑘)𝑡 , 𝑡 ≥ 0} является предсказуемым
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случайным процессом. По доказанному выше для любых 𝑛 ∈ N и 𝜔 ∈ Ω′ найдется
𝑚 ∈ N такое, что 𝑡𝑛(𝜔) = 𝜎𝑚(𝜔). Напомним, что графики [[𝜎𝑛]], 𝑛 ∈ N, попар-
но не пересекаются. Поэтому выполняется равенство 𝑆(𝑘)𝑡 (𝜔) = 𝑌
(𝑘)
𝑡 (𝜔) для всех
(𝑡, 𝜔) ∈ R+×Ω′, где 𝑌 (𝑘)𝑡 =
∑︀
𝜎𝑛≤𝑡(𝐴𝜎𝑛−𝐴𝜎𝑛−)𝐼{|𝐴𝜎𝑛−𝐴𝜎𝑛−|>1/𝑘}. Ниже будет дока-
зано, что 𝑌 (𝑘) = {𝑌 (𝑘)𝑡 , 𝑡 ≥ 0} является предсказуемым случайным процессом. От-
сюда следует, так как выполнены обычные условия, что 𝑆(𝑘) является предсказуе-
мым случайным процессом. Случайный процесс 𝑌 (𝑘) является суммой случайных
процессов 𝑌 (𝑘,𝑛) = {(𝐴𝜎𝑛 − 𝐴𝜎𝑛−)𝐼{|𝐴𝜎𝑛−𝐴𝜎𝑛−|>1/𝑘}𝐼{𝜎𝑛≤𝑡}, 𝑡 ≥ 0}, 𝑘, 𝑛 ∈ N. Доста-
точно доказать, что все они являются предсказуемыми случайными процессами.
По теореме 2 случайная величина 𝜂 = (𝐴𝜎𝑛 − 𝐴𝜎𝑛−)𝐼{|𝐴𝜎𝑛−𝐴𝜎𝑛−|>1/𝑘}𝐼{𝜎𝑛<∞} из-
мерима относительно сигма-алгебры ℱ𝜎𝑛−. Можно доказать или прочитать в ([3],
стр. 411), что случайный процесс 𝑌 (𝑛,𝑘)𝑡 = 𝜂𝐼{𝜎𝑛≤𝑡}, 𝑡 ≥ 0, является предсказуемым.
Теорема доказана.
Заключение
В статье предлагается новый подход к исследованию предсказуемых случайных
процессов. В частности дано обобщение известной теоремы Дуба об аппроксима-
ции индикаторной функции. В рамках нового подхода дано обобщение теоремы
Долеан-Дэд о том, что в классе возрастающих случайных процессов понятия на-
туральности и предсказуемости совпадают, на класс случайных процессов с инте-
грируемой вариацией.
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cesses. A generalization of the Doob theorem about uniform approximation
of an indicator function is proved. With the help of this degeralization it is
proved that the Doleans-Dad theorem is valid fot stochastic processes with
integrable variation.
Keywords: markov moments (stopping times), natural processes, pre-
dictable stochastic processes.
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