W e show that a modified base-stock policy is optimal for multiproduct, infinite-horizon production-inventory systems, where demand for the products is random and the products share a finite resource every period. We characterize the optimal policy for the case of homogeneous products. Because of the difficulty in computing the optimal base-stock levels for the heterogeneous case, we propose a heuristic that is simple enough for practical applications. We present numerical results that suggest that the heuristic yields near-optimal solutions.
Introduction
Finding optimal policies for inventory systems in general, and stochastic inventory systems in particular, has attracted the attention of many researchers. For example, a recent literature survey of stochastic inventory theory by Evan L. Porteus in Heyman and Sobel (1990) lists 122 references. Very little of this research, however, focuses on finding optimal inventory policies when the items being inventoried share and are produced using a resource whose capacity per period is finite.
In this paper we address the problem of finding the optimal production and inventory policy for periodicreview, multiproduct, infinite-horizon productioninventory systems, where demand for the products is random and the products share a finite resource every period. The first consideration of this issue is by Evans (1967) , who studies periodic-review productioninventory systems with multiple products, random demand and a finite horizon. He establishes the optimality of a modified base-stock policy, and discusses the flavor of the optimal policy when the base-stock level cannot be reached. Federgruen and Zipkin (1986a, 1986b) establish the optimality of such a policy in a similar singleproduct system when faced with an infinite horizon. Ciarallo et al. (1994) extend Federgruen and Zipkin's single-product results to handle situations in which the production capacity in each period is uncertain. Other authors have addressed problems that are related to the one presented here. For example, Nahmias and Schmidt (1984) examine the performance of several heuristics applied to the one-period multiple-product inventory problem with a shared resource (or budget) constraint. Glasserman (1996) addresses a similar problem to ours in a continuous-review environment, but he considers only the subclass of policies in which some fraction of total capacity is permanently dedicated to each of the products rather than a dynamic allocation policy.
The major contributions of the paper are the following. First, we prove that the optimal productioninventory policy is of the modified base-stock level type. Second, we completely characterize the optimal policy for the homogeneous-products case. Third, given the difficulty of characterizing the optimal policy for the heterogeneous-products case, we construct a heuristic policy by generalizing the optimal policy for the homogeneous products case. For comparison purposes, we also propose two additional heuristic policies. Based on numerical testing, we present results that suggest the 3b2b 0004 Mp 951 Monday Jun 29 01:16 PM Man Sci (July) 0004 first heuristic policy outperforms the other two heuristic policies, and also yields near-optimal solutions. Fourth, we present simulation results and analyses that lead to several insights about the operation of the productioninventory system being considered.
The contents of the paper are as follows. Section 2 lists assumptions and notation. Section 3 looks at the optimality of the modified base-stock policies, while §4 derives the proposed heuristic. The numerical results are summarized in §5, and the final section provides several directions for further research.
Assumptions and Notation
Consider a production facility that produces m different products. At the beginning of each period the inventory level of each product is observed, and production quantities for the current period are determined for each product. During the period the facility experiences random demand for the products and these demands are assumed to be independent and stationary. Assume that production is completed in time to be used toward satisfying demand in the current period. If at the end of the period, demand for a particular product exceeds the on-hand supply, the excess demand is backordered.
The facility incurs a unit production cost for each unit of a particular product produced, and a unit holding (backorder) cost for each unit held (backordered) at the end of a period. There are no setup costs or setup times for production, and future costs are discounted. Each unit produced of a particular product consumes some quantity of a shared resource, and the amount of resource available each period is limited. We will use the following notation. C n (X) Å minimum n-period expected discounted cost starting at X, and C(X) Å minimum infinite-horizon expected discounted cost starting at X.
When considering an infinite horizon or when there is no ambiguity as to the period, we drop the index n from the above quantities. Each function L i (y i ) is the standard expected holding and shortage cost function, i.e.,
As a result, clearly L(Y) is continuous and nonnegative. Also, note that by rescaling production units for the products we assume without loss of generality that a T Å e T Å (1, 1, . . . , 1). In order to address the problem of finding the optimal production and inventory policy for the infinite-horizon problem, it is convenient to use the standard inventory functional equations for the finite-and infinite-horizon problems. 
Finite-horizon functional equation:
It is also convenient to refer to the functions Evans (1967) studies the problem of choosing an optimal production and inventory policy at a production facility with a single resource constraint when the planning horizon is finite. He shows that a modified basestock policy is optimal. That is, in each period there exists a target base-stock level S n such that, if S n is attainable from X n , then the optimal policy is to produce enough of each product to bring the inventory levels up to S n . If the base-stock level cannot be reached, the optimal policy is more complex. Evans (1967) partially characterizes the policy in this event, describing the existence of various regions in which it is optimal to produce one or more of the products and in which it is optimal to use all of the available resource in a given period.
Optimality of Modified BaseStock Policy
In this section we extend Evans' main optimality result to the infinite-horizon case, and we show that the finite-horizon quantities converge to their infinitehorizon counterparts. In addition, we explicitly describe the optimal policy for the special case in which products are homogeneous.
In order to provide as much detail as possible about the optimal policy given a general initial inventory position X, we separate the products into two subsets A and B, where x i°si for i √ A and x i ú s i for i √ B. Also, we relabel the products so that 
PROOF. Following the arguments of Federgruen and Zipkin (1986b) , every infinite-horizon policy has finite expected discounted cost. Therefore every C n (X) is bounded above by some M(X). Since C n (X) is increasing in n for fixed X there exists a function K(X) with
As argued by Evans (1967) , G n (Y) is convex for each n, and as a result so is C n (X). Also, C n (X) r ϱ as X r ϱ and G n (Y) r ϱ as Y r ϱ. By taking limits, K(X) is convex and K(X) r ϱ as X r ϱ.
We now show that K(X) satisfies the inventory functional equation (1), thereby establishing that C(X) Å K(X), i.e., K(X) is the infinite-horizon minimum-cost function. We establish equality in (1) by showing that inequality holds in both directions. First, note that 
For any e ú 0 there exists N such that for all n ¢ N,
and clearly
for all n ¢ N. Taking the limit of the right-hand side as n r ϱ and then as e f 0 yields
Combining this with
achieves its minimum at some finite S.
The convexity of G(Y) and the particular form of the constraints imply that
Å X B , and the optimality of S * Y B for the unconstrained problem implies that if
and G(Y) are continuous, convex and go to infinity as Y r ϱ, there exist sets of minimizers S n and S, respectively, and S n and S are closed and bounded. We say that a sequence of sets {A n } converges to a set A if, for any e ú 0 there exists N e such that for all n ¢ N e and any a n √ A n there exists a √ A such that a n 0 a õ e.
THEOREM 2. The sets S n of n-period minimizers converge to the set S of infinite-horizon minimizers.
PROOF. Choose any e ú 0 and define H(e) Å {X:X 0 S°e for some S √ S}. H(e) and that all three sets are compact and convex. Pick any g ú 0 and let
Since G n (X) and G(X) are continuous and G n (X) converges monotonically to G(X) on the compact set E, it follows that G n (X) converges uniformly to G(X) on that set. Thus there is a number N e such that for all n ¢ N e ,
Thus for all n ¢ N e , S n ʝ B Å M. Now consider any point Z √ E C . For any point S √ S, the line between S and Z must pass through B. 
i.e., the sequence of sets {S n } converges to S. ᮀ The above results establish that the optimal policy for the infinite-horizon problem is the natural extension of the finite-horizon optimal policy. There is a target basestock vector such that, if the inventory level of a product is above its base-stock level, it is optimal to not increase the stock of that product. For the remaining products, if the levels of all products can feasibly be brought up to their base-stock levels, it is optimal to do so. Note that, in contrast to the finite-horizon policy, the infinitehorizon policy is stationary. That is, one can select a single base-stock vector S as the target for every period. Note, however, that when there is insufficient resource to reach S A , i.e., e T (S A 0 X A ) ú b, it is still unclear how to optimally allocate the scarce resource among the products. We address this issue now for the special case of homogeneous products.
The products produced by a facility are homogeneous if all of their cost parameters are identical and the demands for the products are identically distributed, but the products are different in a certain way, such as flavor or color. This situation may arise naturally at facilities that produce several versions of a product that are quite similar but are not identical. For example, the scenario may occur at a manufacturer of disposable diapers that produces pink diapers and blue diapers. There is no reason in this example to believe that the cost parameters or demand distributions differ significantly. The homogeneous-products case is worth studying for more general problems as well, since the optimal policy for homogeneous products may provide a convenient starting point for problems with heterogeneous products, particularly if the products are nearly homogeneous.
Due to the symmetry that exists in the case of homogeneous products, a natural policy to consider is the symmetric resource-allocation policy described below. Assume that, given the current inventory level X and the base-stock level S, the subsets A and B and the subvectors X A , X B , S A , and S B are defined as above. Also, for the purpose of describing the policy and showing its optimality, assume that the products in the subset A are relabeled in ascending order of x i /s i (or, equivalently, ascending order of x i , since we show later that the optimal s i s are all equal). The policy is stated without the period index n so that it serves as a general description for either the finite-horizon or infinite-horizon problem.
Symmetric Resource-Allocation Policy (SRAP)
• Set Y B Å X B .
•
An intuitive explanation of the symmetric resourceallocation policy may be helpful. First, any products whose current stock levels are above their target basestock levels stay at their current levels. For the remaining products, if the target base-stock vector is feasible, the policy produces up to that vector. If not, the policy chooses the product that has the smallest current inventory level and produces this product until its level reaches the second smallest inventory level. At this point, the policy produces both of these products until their levels reach the third-smallest level. This continues until all of the resource is exhausted. The policy is called symmetric since it attempts to match the inventory levels of all products.
Theorem 3 establishes the optimality of the SRAP for the case of homogeneous products. For ease of exposition, the proof is provided for the two-product case. The general m-product case can be found in the appendix. THEOREM 3. If the products are homogeneous, the symmetric resource-allocation policy is optimal for both the infinite-horizon problem and the finite-horizon problem.
PROOF. We first show that there exist optimal basestock levels for the infinite-horizon and finite-horizon problems such that s 1 Å s 2 and Å respectively. Such 
Ìy 2 By the symmetry of C(X) and the fact that L 1 (z) Å L 2 (z) for all z, if (y 1 , y 2 ) satisfies the optimality conditions, then so does (y 2 , y 1 ). Thus by the convexity of G(Y), ((y 1 / y 2 )/2, (y 1 / y 2 )/2) is optimal also. An identical argument establishes this fact for the finite-horizon problem.
Without loss of generality assume that x 1 õ x 2 . If x 2 ú s 2 , then Theorem 1 establishes that it is optimal to not produce product 2. In that event, the convexity of G(·) implies that it is optimal to produce product 1 until either s 1 is achieved or the resource is exhausted. If x 2°s 2 and e T (S 0 X)°b, then it is clearly optimal to produce up to S.
To address the remaining case, suppose that x 2°s2 and e T (S 0 X) ú b. Due to the convexity of G(·) and the scarcity of resources, clearly any optimal produce-upto vector Z must satisfy e T (Z 0 X) Å b. Consider any produce-up-to vector W that is feasible from X and satisfies e T (W 0 X) Å b. Such a vector corresponds to the SRAP if either:
Suppose neither condition holds. We construct a vector Z corresponding to the SRAP that is feasible from X and has lower cost than W. If (w 1 / w 2 )/2 ¢ x 2 , let Z Å ((w 1 / w 2 )/2, (w 1 / w 2 )/2). Due to the symmetry and convexity of G(·),
If (w 1 / w 2 )/2 õ x 2 , then choose l so that
and let Z Å l·(w 1 , w 2 ) / (1 0 l)·(w 2 , w 1 ). Note that Z is feasible from X, and z 2 Å x 2 . Then the symmetry and convexity of G(·) imply that
By replacing G(·) with G n (·), an identical argument holds for the finite-horizon problem. ᮀ It is interesting to note that the preceding result also provides insights for facilities that have products that exhibit homogeneity in blocks. For example, a diaper manufacturer may produce pink and blue diapers of several different sizes on the same machine. The pink and blue diapers of a given size may be homogeneous, but they may differ in production costs or demand distribution from diapers of other sizes. In that event, it is easy to generalize the preceding result to show that the optimal solution is symmetric for those products that are homogeneous. That is, the inventory level for small pink diapers should match that of small blue diapers, the inventory level for medium pink diapers should match that of medium blue diapers, etc.
Heuristic Algorithm
When products are not homogeneous, the optimal production and inventory policy may be very complex. The previous section established the existence of base-stock levels that are optimal if they can be reached from the initial inventory level. These base-stock levels, as well as the optimal allocation of the resource among the products in the event of a resource shortage, can be characterized by the first-order optimality conditions:
Unfortunately, since evaluation of the former expression depends on knowledge of the infinite-horizon minimum-expected-cost function C(·), this characterization does not provide a practical approach for solving the problem. The situation is the same for the finitehorizon problem, except when the problem is very small and has a short horizon, in which case a solution may be attainable directly by using dynamic programming. The difficulty of computing optimal policies for this problem lead us to propose the following heuristic.
• Compute the optimal infinite-horizon unconstrained base-stock levels z i for each product i:
• For products i Å 2, . . . , m, compute the ratio
• Once the optimal base-stock level s 1 is determined for product 1 in the constrained system, the heuristic policy will be as follows. * Continue this process through product m or until the resource is exhausted.
• Determine the optimal base-stock level s 1 for product 1 by performing a simple line search to minimize the total expected discounted cost for the entire system. For each candidate value chosen for s 1 , the entire heuristic policy is determined. Simulate this policy to estimate the expected discounted cost for that s 1 candidate.
Note that this heuristic is similar in flavor to Heuristic 1 in Nahmias and Schmidt (1984) for the single-period newsboy problem. Since the problem considered here is a multiperiod problem, it is likely that the inventory level will be nonzero at the beginning of some periods. In this event, the heuristic above differs from Heuristic 1 in that it first rebalances the product inventory levels and then increases them jointly toward the base-stock levels.
The heuristic is quite attractive for a number of reasons. First, note that it is simply a generalization of the optimal policy for the homogeneous-products case. As such, it is guaranteed to provide the optimal policy for such problems. Also, it uses all of the available information about the products-economic information as well as information about the demand distribution. By prescribing the form of the policy, we reduce the optimization component to a single dimension-finding the optimal base-stock level for product 1. This allows the heuristic policy to be determined in a very reasonable amount of time. Finally, the heuristic is intuitively appealing and easy for managers to comprehend and implement.
Numerical Results
This section presents numerical results illustrating the performance of the heuristic described in the previous section, and comparing this performance to that of two other heuristics. For clarity, we refer to the heuristic of §4 as Heuristic A. The first alternative considered will be referred to as Heuristic B. This policy simply uses the base-stock levels that would be optimal if the resource constraint were removed. If these base-stock levels cannot be reached in a given period, Heuristic B allocates the scarce resource in the same way as Heuristic A. The final alternative, Heuristic C, selects equal-fractile basestock levels for the products, i.e., it selects values for s i such that
for some b, 0 õ b õ 1. If these base-stock levels cannot be reached in a given period, the scarce resource is allocated by producing Y Å r·(S 0 X) with r chosen so that e T Y Å b, i.e., the inventory is moved in a straight line toward S until all of the resource is consumed.
1 The 1 A more complex resource-allocation scheme could be prescribed for Heuristic C-e.g., something that rebalances the fractiles in a manner
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entire heuristic can be characterized by the fractile b, which is chosen by performing a simple line search. Note that Heuristic C is similar in flavor to the singleperiod Heuristic 2 in Nahmias and Schmidt (1984) .
The remainder of this section presents the results of running the three heuristics on a wide variety of sample problems. The cost parameters considered for these problems are as follows. As stated earlier, the product units are rescaled so that a i Å 1 for all i. After this rescaling, the unit production costs are c i Å 2, 4, 8, and 12, unit holding costs are h i Å h·c i for h Å 0.01, 0.05, 0.10, and 0.15, and unit shortage costs are p i Å p·c i for p Å 0.5, 1, 1.5, and 3. The discount factor is a Å 0.99 for all cases. Demand for each product follows an Erlang distribution with parameters k and l.
Numerical trials were conducted for product numbers m Å 5 and 10 and for resource levels b Å u E(d i ) for u Å 1.20, 1.10, and 1.05. These resource m 1 ·͚ iÅ1 levels seemed to be reasonable for our purposes. A facility with less than 5-percent excess capacity does not seem realistic in the long run, while the capacity constraint does not seem to have a major impact on the inventory allocation decision when a facility has greater than 20-percent excess capacity. For each of the six combinations of m and u we ran two different sets of problems. First, we randomly generated 20 problems from the set of cost parameters (c i , h i , and p i ) and used identical demand distributions for all products. The specific parameters used for the demand distributions are indicated in the tables below. Then we ran the same 20 sets of cost parameters with nonidentical demand distributions.
For each problem, we used simulation to estimate the expected present cost of the Heuristic A policy for a given choice of s 1 , and the expected present cost of the Heuristic C policy for a given choice of b. We then performed a simple line search on s 1 and on b to find the analogous to the rebalancing of the inventory levels in Heuristic A. However, such a scheme would require a large number of inversions of the product demand distributions just to compute the correct production quantities in each period. Since the selection of the desired fractile level will be done through simulation, the authors opted for the simpler resource-allocation scheme used here. Based on numerical experience, it seems unlikely that this choice will have a significant impact on the overall performance of Heuristic C. best versions of these two heuristics. Numerical tests provide evidence that suggests unimodality of the expected cost functions as the policy parameters s 1 and b, respectively, are varied, making the line search for the best s 1 and b fairly straightforward. The base-stock levels for Heuristic B were computed directly using the standard critical fractile formula. The system was then simulated for 100 periods for each of the three heuristic policies (using the same demand stream), and the respective expected present costs were recorded. These 100-period simulations were repeated 50 times, with the averages of the expected present costs being reported as our estimates of the expected present costs for the respective policies.
Ideally, we would like to compare the expected present costs of the three heuristics with the expected present cost of the optimal policy. Unfortunately, except for very small problems with discrete demands for which a direct dynamic programming solution is obtainable, such a comparison is not possible. In order to provide some measure of the effectiveness of the heuristics we compare the expected present cost for each heuristic to a lower bound for the expected present cost of the optimal policy. This lower bound is obtained by taking the optimal policy for the identical system with the resource constraint removed and simulating it on that unconstrained system. This bound is easily computed, since without the resource constraint a simple base-stock policy is optimal, and the base-stock level is given by the standard critical fractile expression.
The drawback of comparing the heuristic policies on the constrained system to the optimal policy on the unconstrained system is that it yields an unfair comparison for the heuristic policies. The errors that are reported for the heuristic policies are made up of true error and error that is due to the unfair comparison of one system being constrained and the other system being unconstrained. (The error due to the unfair comparison essentially represents the impact of placing constraints on the system, rather than any deviation from the optimal policy.) In order to gain some insight into the relative magnitude of these two pieces, we employ the results for homogeneous products. For each of the six combinations of m and u we compute the Heuristic A policy for every possible homogeneous-products problem that can be constructed from our cost parameters. The average cost of the Heuristic A policy is then compared to the lower bound, i.e., the minimum expected present cost for the unconstrained system. Since the Heuristic A policy is optimal for these problems, the error observed by comparing the cost of that policy to the lower bound is entirely due to the unfair comparison. Also, since the cost parameters of every heterogeneousproducts problem can be ''bracketed'' by the parameters from a pair of homogeneous-products problems (e.g., any set of parameters lies between c Å 2, h Å 0.02, p Å 1 and cV Å 12, Å 1.8, pV Å 36), the unfair error for Uh these homogeneous problems should be a good estimate of the unfair error in the heterogeneous problems. We report the average error for these problems for comparison with the average error for the heterogeneousproducts problems.
In the tables below we illustrate the results of the numerical tests. Table 1 presents the results for the fiveproduct problems when the demand distributions are identical, while Table 2 presents the analogous results for nonidentical demand distributions. Table 3 contains the ten-product results under identical demand distributions, and Table 4 presents these results for nonidentical demand distributions. For each problem and each heuristic, the heuristic error was defined as the heuristic ratio minus one, where the heuristic ratio is the ratio of the total expected cost under the heuristic policy divided by the total expected cost for the optimal policy on the unconstrained system. The averages presented in the tables are taken over the 20 sample problems generated.
As can be seen from the preceding tables, Heuristic A performs better than the other two heuristics in every class of problems tested, with the average error ranging from 0.33 percent to 9.41 percent. Also, recall that since these error estimates involve an unfair comparison with the unconstrained system, the percentages reported in Tables 1-4 are upper bounds for the actual errors relative to the optimal policy for the constrained system. If the average error for Heuristic A applied to homogeneous-products systems serves as a good estimate of the magnitude of this unfair comparison error, , 1, 2, 2, 3, 3, 4, 4, 5, 5), l Å (0.39, 10, 2.25, 8, 4.7, 1.34, 2, 8, 20, 8) then the true average error is less than 1 percent for all the identical-demand cases and is reduced significantly for the remaining cases. It is of some interest to notice the relative performance of the other two heuristics. Heuristic B outperforms Heuristic C when there is a fair amount of slack in the resource constraint, and the opposite holds when there is little slack in the resource constraint. This is most likely due to the fact that, when resources are plentiful, the key to minimizing costs is to correctly balance the relative product levels. Heuristic B does a better job of this than Heuristic C. Conversely, when resources are scarce, the key to minimizing costs is to maintain sufficiently large safety stocks. Heuristic C does a better job of this than Heuristic B. Since Heuristic A addresses both issues, it is not surprising that it outperforms the other two.
The computation times reported are based on trials using a desktop computer with a 133-MHz Pentium processor. No computation time is reported for Heuristic B, since this policy can be computed directly with very little effort. Based on these numerical trials, the computing requirements seem to be acceptable for all three heuristics, although evidence suggests that the computation time for Heuristic C may grow quickly as the resource becomes increasingly scarce.
Although it is not our purpose to perform a rigorous analysis of the impacts of different mixes of products on the performance of Heuristic A, a number of trends seem to be suggested by Tables 1-4. In particular, some insights can be gained by making comparisons across different numbers of products and between identical and nonidentical demand distributions. To facilitate such comparisons, attempts were made to make the five-and ten-product cases as comparable as possible. Demand distributions were selected so that the mean and variance of the total one-period system demand were both equal to 10 in every case.
First, compare the performance of Heuristic A for five products with identical demand distributions vs. ten products with identical demand distributions. The heuristic seemed to perform better on the ten-product problems, even though the total expected system demand and total system demand variance are the same. This suggests that Heuristic A does a better job of handling a resource constraint when there are more products in the system. (Note that this does not necessarily suggest that the total expected production and inventory cost is lower for the ten-product system.)
Moving from identical to nonidentical demand distributions seems to have a detrimental effect on the performance of Heuristic A. In both the five-and tenproduct examples, the heuristic performance deteriorated when faced with nonidentical demand distributions. This behavior is not surprising, particularly since the heuristic is based to some extent on the optimal policy for homogeneous products. The deterioration in performance may also be linked to the apparent preference of the heuristic for systems with a larger number of products. Since our examples representing nonidentical demand distributions roughly reflect a realistic A-B-C classification of products where the relatively small set of A products represents the majority of demand, the system being studied mimics one with a smaller number of products.
Next, consider the impact of tightening the resource constraint. Obviously this leads to poorer system performance in every possible case. However, even in reasonably tight resource situations, the Heuristic A policy performs well, particularly when the unfair comparison is taken into account.
Finally, in order to explore the impact of extremely high demand variance on the performance of the three heuristics, we performed additional numerical trials. parameters used to generate Tables 3 and 4 , we analyzed the performance of the three heuristics when the squared coefficient of variation (scv) for each product was 2 and when it was 4. These demands were generated using two-stage hyperexponential distributions. In each case, the expected demand in the system was maintained at 10. However, by increasing the scv of each product, the total demand variance in the system increased significantly. The results of these experiments are presented in Table 5 . By comparing Table 5 to the analogous portions of Tables 3 and 4 , it is clear that increased demand variance leads to greater average errors for each of the three heuristics considered. However, the deterioration in performance for Heuristic A was not particularly troublesome, and the other heuristics fared worse when faced with high demand variance. The reported errors for Heuristic A seem acceptable given the extreme level of variation (total system variance is 222 percent of that in Tables 3 and 4 for scv Å 2 and 444 percent for scv Å 4). This is particularly true when one recalls that these estimates contain some error due to the unfair comparison with the unconstrained system, and as a result represent upper bounds for the true average error compared to the optimal solution.
Conclusions
We obtained the optimal production and inventory policy for multiproduct, infinite-horizon productioninventory systems with stochastic demand and capacitated production facilities. This policy is a modified base-stock policy. We completely characterized the optimal policy for the homogeneous-products case, and by generalizing this policy we constructed a heuristic policy for the heterogeneous-products counterpart. This heuristic policy is simple enough for practical use and at the same time, the numerical testing of the heuristic suggests that it yields near-optimal solutions.
Further research is necessary to increase our knowledge of the design and operation of multiproduct production-inventory systems with stochastic demand and capacity limitations. Such research efforts may continue along several avenues. One important development would be to consider more than one source of capacity per period, e.g., regular time production and overtime production. A second option would be to address the impact of having a broad (vs. narrow) product line-i.e., determine the trade-offs, from a productioninventory perspective, of increasing or decreasing the number of items being produced and inventoried. Uncertainty resolution in the demand for one or more future periods may also be worth exploring. Two more topics of interest are the extension to positive lead-times and the consideration of random capacity.
