We study a motion planning problem where items have to be transported from the top room of a tower to the bottom of the tower, while simultaneously other items have to be transported in the opposite direction. Item sets are moved in two baskets hanging on a rope and pulley. To guarantee stability of the system, the weight difference between the contents of the two baskets must always stay below a given threshold.
1.
The weight is sent down Q, D, S W 2.
The son goes down, the weight comes up Q, D, W S 3.
The daughter goes down, and the son comes up Q, S, W D 4.
The weight goes down Q, S D, W 5.
The queen goes down; daughter and weight come up D, S, W Q 6.
The weight falls down D, S Q, W 7.
The son goes down, the weight comes up D, W Q, S 8.
The daughter goes down, and the son comes up S, W Q, D 9.
The son sends down the weight S Q, D, W 10.
The son goes down, the weight comes up W Q, D, S 11.
The weight falls to the ground ∅ Q, D, S, W (We stress that a weight difference of exactly 15 lbs is permitted.) In the initial situation queen, daughter, son, and weight are all up the tower and none of them is at the bottom of the tower. This situation is denoted Q, D, S, W ∅, and we use a similarly intuitive notation for other situations. The schedule in Fig. 1 solves the Captive Queen problem in eleven steps.
Mathematical Formulation Motivated by the Captive Queen problem, we will investigate the following motion planning problem. Let I be a set of items, and let w(i) be the positive integer weight of item i ∈ I . A state of the system is specified by an item set J ⊆ I at the top of the tower (and with the remaining items in I − J located at the bottom of the tower). For J ⊆ I we denote w(J ) = j ∈J w(j ), and as usual we let w(∅) = 0. The system can move directly from state J ⊆ I to state K ⊆ I if
where the positive integer bound specifies the maximum allowed weight difference between the two exchanged subsets in the baskets. We say that state K is reachable from state J , if there is a sequence of moves that transforms J into K. Since inequality (1) is symmetric in J and K, reachability is a symmetric relation. The decision version of our mathematical motion planning problem is defined as follows.
Problem: CAPTIVE-QUEEN Instance: A set I of items; positive integer weights w(i) for i ∈ I ; a positive integer bound ; two subsets I 0 , I 1 ⊆ I . Question: Is the goal state I 1 reachable from the initial state I 0 ?
Although problem CAPTIVE-QUEEN does not cover all the algorithmic features of Carroll's problem, we think that it does cover the most important ones. Note that the weight of 75 lbs in Carroll's problem constitutes an indestructible item that can fall down with the basket without obeying constraint (1); in our problem formulation, however, there are no such indestructible items. We will also discuss the following variant of CAPTIVE-QUEEN where the number of moves is a priori bounded by m.
Problem: CAPTIVE-QUEEN-WITH-BOUNDED-MOVES Instance: A set I of items; integer weights w(i) for i ∈ I ; a bound ; two subsets I 0 , I 1 ⊆ I ; an integer bound m that is encoded in unary. Question: Is there a sequence of at most m moves that transforms the initial state I 0 into the goal state I 1 ?
The following example illustrates that there exist YES-instances of CAPTIVE-QUEEN for which every feasible schedule has exponential length. Example 1.1 Consider the item set I = {0, 1, . . . , n − 1} with weights w(i) = 2 i for i ∈ I . The difference bound is = 1, the initial state is I 0 = ∅, and the goal state is I 1 = I .
Let J 1 , . . . , J 2 n be an enumeration of all 2 n subsets of I in order of increasing weight. By considering the binary representation of w(J j ) and w(J j +1 ), one sees that the system can move from every state J j to the successor state J j +1 . Since J 1 = I 0 and J 2 n = I 1 , there consequently exists a sequence of 2 n − 1 moves that transforms state I 0 into state I 1 . Since every move increases the weight of the current state by at most = 1, every feasible schedule must have length at least 2 n − 1.
Our Results
We establish a number of results on the algorithmic and combinatorial behavior of the motion planning problems introduced above. As our main result, we precisely pinpoint the computational complexity of the CAPTIVE-QUEEN problem: it is Π p 2 -complete and hence located at the second level of the polynomial hierarchy (Sect. 3). The variant CAPTIVE-QUEEN-WITH-BOUNDED-MOVES turns out to be NP-complete. Next we show that certain natural special cases of CAPTIVE-QUEEN are polynomially solvable:
• the case with super-increasing weight sequences (Sect. 4.1);
• the case with divisible weight sequences (Sect. 4.2).
These special cases originate from the literature around the knapsack problem (see for instance the books [4, 6] ). In Sect. 5 we finally characterize the computational complexity of several related algorithmic problems:
• recognizing isolated states in a system; • deciding whether every state in a system is isolated;
• deciding whether a system contains some isolated state;
• deciding whether all states in a system are reachable from each other.
We also discuss the restriction of these problems to super-increasing weight sequences and to divisible weight sequences.
Preliminaries and First Observations
We consider some fixed instance of CAPTIVE-QUEEN with item set I , weights w(i), difference bound , and initial state I 0 and goal state I 1 . Throughout the paper we will assume without loss of generality that w(I 0 ) ≤ w(I 1 ) (and otherwise we simply swap I 0 and I 1 ).
The following (straightforward) lemma provides a concise characterization of the possible moves between states.
Lemma 2.1
There is a direct move from state J ⊆ I to state K ⊆ I if and only if
Proof This follows since the inequalities in (1) and (2) The standard dynamic programming algorithm for the SUBSET-SUM problem generates (as a by-product) a sorted list of the sums of all subsets of a given set of integers; see for instance Cormen et al. [2] . This yields the following.
Lemma 2.2
The weight spectrum can be computed in pseudo-polynomial time O(nW ), where n = |I | and W = i∈I w(i).
The following observation is an immediate consequence of Lemma 2.1. 
Hardness of the Captive-Queen
In this section we will establish CAPTIVE-QUEEN to be Π p 2 -complete and CAPTIVE-QUEEN-WITH-BOUNDED-MOVES to be NP-complete. Corollary 2.3(iii) shows that the CAPTIVE-QUEEN problem can be rewritten into an equivalent question of the form ∀x ∃y P (x, y) where P (x, y) is a Boolean predicate that can be evaluated in polynomial time. The complexity class Π p 2 represents problems of exactly this particular form with a universal quantifier followed by an existential quantifier (see for instance Section 17.2 in Papadimitriou [7] ). Hence we derive the following statement.
The main part of this section is dedicated to proving Π p 2 -hardness of the CAPTIVE-QUEEN problem. The proof is done by means of a polynomial time reduction from the following quantified satisfiability problem, which was shown to be Π We pick an arbitrary instance of 2-QUANTIFIED 3-CNF-SAT, and we will construct a corresponding instance of CAPTIVE-QUEEN from it. In our construction every item weight is specified in terms of its decimal representation, which consists of 3s + 2t digits that are partitioned into five parts; see Fig. 2 for an illustration.
• The verification-part consists of the t left-most digits in the decimal representation, and the clause-part consists of the t digits immediately to the right of the verification-part. In both parts the j th digit from the right (1 ≤ j ≤ t) is said to correspond to clause c j . • The Y -part consists of the next s digits. In this part the ith digit from the right (1 ≤ i ≤ s) corresponds to variable y i .
Verification
• The X-part consists of the next s digits (immediately to the right of the Y -part).
The ith digit from the right (1 ≤ i ≤ s) corresponds to the Boolean variable x i .
• The control-part consists of the remaining s digits in the decimal representation.
For technical reasons, we will mainly work with the s lowest bits in the binary representation of the control-part (and we will ignore the remaining unused bits).
The ith bit from the right (1 ≤ i ≤ s) corresponds to the Boolean variable x i .
Throughout we will use the term digits to specify the decimal representation of the verification-part, clause-part, Y -part, and X-part, and we will use the term bits to specify the binary representation of the control-part. Next, let us describe the 4s + 3t + 2 items in the CAPTIVE-QUEEN instance together with their weights.
• For every literal ∈ {x i ,x i } there is a corresponding X-item X( ). The weight of X( ) has a 1-digit in the position corresponding to variable x i in the X-part. If = x i is un-negated, then there is a 1-bit in the position that corresponds to x i in the control-part (whereas in case =x i is negated, this bit is not used). and w(D 1 ) = U + 2 s . The integer U in these weights is defined as follows: it has a 3-digit in every position in the verification-part, a 1-digit in every position in the clause-part, Y -part, and X-part, and an all-zero control-part.
We will throughout refer to the 4s + 3t non-dummy items as XYC-items. To complete the description of the CAPTIVE-QUEEN instance, we define the weight bound = 1, the initial state I 0 = {D 0 } with w(I 0 ) = U − 1, and the goal state Proof Statement (i) follows by looking into the digits and bits in our construction. Only X-items X(x i ) for un-negated literals have non-zero control-part, and these control-parts altogether only add up to 2 s − 1. Every position in the decimal representation of verification-part, clause-part, Y -part, or X-part is non-zero for at most five XYC-items. For statement (ii), note that U ≤ V ≤ U + 2 s − 1 and note that the control-part of U is 0. For statement (iii), observe that all item weights in the instance are greater than 10 s . If set J contains dummy item D 0 then it must also contain some other item, and this brings w(J ) above w(I 1 ). And if J contains dummy item D 1 then its weight is above w(I 1 ).
We now define a bijection between the 2 s integers V with U ≤ V ≤ U + 2 s − 1 on one side and the 2 s truth-settings of the Boolean variables in X = {x 1 , . . . , x s } on the other side. Since 0 ≤ V − U ≤ 2 s − 1, the binary representation of V − U consists of s bits. Then the ith bit (counted from the right end) specifies the truth-value of variable x i in the corresponding truth-setting T V (X). Vice versa, any truth-setting for X can be interpreted as the binary representation of some integer where the value of x i specifies the ith bit. By adding the value U to this integer, we get the number from the range U, . . . , U + 2 s − 1 that corresponds to the truth-setting. Finally, we note that also the clause-part of w(J ) = V has a 1-digit in every single position. By applying Lemma 3.2(i) once again, we get that for every clause c j ∈ C exactly one of the three C-items C 0 (c j ), C 1 (c j ), and C 2 (c j ) must be in J . By our construction, the corresponding item C k (c j ) in J then contributes a value of k ∈ {0, 1, 2} to the j th position in the verification-part (that is, to the position that corresponds to clause c j ). In the verification-part of w(J ) = V , this j th position has a value of 3 and hence is strictly larger than k. Since by Lemma 3.2(i) there cannot be carry-overs from the lower positions, the only possibility for collecting the missing value of 3 − k is through X-items and Y -items. Now an X-item X( ) has a 1-digit in the position corresponding to clause c j in the verification-part, if and only if literal appears in clause c j ; similarly a Y -item Y ( ) has a 1-digit in the position corresponding to clause c j in the verification-part, if and only if literal appears in clause c j . This implies that at least one of the three literals in clause c j must be true under the combined truth-setting T V (X) and T (Y ). We conclude that every clause c j is satisfied in T V (X) and T (Y ), and thereby complete the proof of the lemma.
Lemma 3.4 Let V be an integer with
U ≤ V ≤ U + 2 s − 1. If
there exists a truthsetting T (Y ) for the Boolean variables in Y such that formula φ(X, Y ) is true under the combined truth-setting T V (X) and T (Y ), then there exists an item set J with w(J ) = V .
Proof We construct the desired item set J from the combined truth-setting. Our reduction establishes Π p 2 -hardness of CAPTIVE-QUEEN for the special case where = 1. If we multiply all item weights in our construction by a factor f , then we also derive Π p 2 -hardness for the cases where = f .
If variable x i is true under the truth-setting T V (X) then we put item X(x i ) into J , and if x i is false under T V (X) then we put item X(x i ) into J . Symmetrically, if y i is true under truth-setting T (Y ) then we put item Y (y i ) into J , and if y i is false under T (Y ) then we put item Y (ȳ i ) into

Finally let us settle the complexity of CAPTIVE-QUEEN-WITH-BOUNDED-MOVES
Theorem 3.6 Problem CAPTIVE-QUEEN-WITH-BOUNDED-MOVES is NP-complete.
Proof The NP-certificate consists of the at most m intermediate states that the system traverses while moving from the initial state to the goal state.
The NP-hardness proof is done by a reduction from the NP-hard SUBSET-SUM problem (see Garey and Johnson [3] ): Given a sequence q 1 , . . . , q n of positive integers and a positive integer Q, is there an index-set N ⊆ {1, . . . , n} with q(N) = Q? Consider the item set I = {1, . . . , n + 2} with w(i) = 2q i for 1 ≤ i ≤ n, and with w(n + 1) = 2Q − 1 and w(n + 2) = 2Q + 1. The difference bound is = 1, the initial state is I 0 = {n + 1}, the goal state is I 1 = {n + 2}, and the bound on the number of moves is m = 2. The only way of moving from I 0 to I 1 is through a state N ⊆ {1, . . . , n} with q(N) = Q.
Two Highly Structured Special Cases
In this section we analyze special cases of CAPTIVE-QUEEN where the weight sequence carries a strong combinatorial structure and therefore behaves nicely. We will show that for these special cases the (otherwise difficult) problems CAPTIVE-QUEEN and CAPTIVE-QUEEN-WITH-BOUNDED-MOVES become solvable in polynomial time. The following two auxiliary tools T1 and T2 (for an item set I with weights w(i) for i ∈ I ) form the main ingredients for our algorithms. 
The Case with Super-Increasing Weight Sequences
In this section we consider item sets I = {1, . . . , n} whose weights are superincreasing and hence satisfy the following inequalities. These conditions originate from the knapsack literature; see for instance Magazine, Nemhauser and Trotter [5] . Now let us discuss the gap between two consecutive values w(J ) and w(J + ) (with J = I ) in the weight spectrum. Let k ∈ I be the smallest element that is not contained in J . Since bin(J + ) = bin(J ) + 1, the set J + results from J by adding element k to it while simultaneously removing the elements 1, 2, . . . , k − 1 from it. This yields that the gap length w(J + ) − w(J ) equals
Next consider an input I, w, I 0 , I 1 for tool T1. Let α be the largest element in the symmetric difference of I 0 and I 1 ; then α / ∈ I 0 and α ∈ I 1 . Define an intermediate set I 1/2 that agrees with I 0 and I 1 on all elements above α, that contains α, and that contains none of the elements below α. From now on we assume that I 0 = I In order to analyze the first gap, let β be the largest element with β / ∈ I 0 that is strictly smaller than α. Since I − 1/2 does contain β and also all the elements below β, the maximum gap between w(I 0 ) and w(I − 1/2 ) equals max k≤β G k . The second gap between w(I − 1/2 ) and w(I 1/2 ) equals G α . For the third gap, let γ be the largest element with γ ∈ I 1 that is strictly smaller than α. Since I 1/2 neither contains γ nor any of the elements below γ , the maximum gap between w(I 1/2 ) and w(I 1 ) equals max k≤γ G k . This completes the polynomial time algorithm for tool T1.
A polynomial time algorithm for tool T2 can be found in the literature (Magazine, Nemhauser and Trotter [5] ), and is based on a simple greedy approach. Consider a knapsack of size d, and repeatedly pack the largest unpacked item that fits into this knapsack. When no further item fits into the knapsack, the overall weight in the knapsack equals W max (I, w, d ).
Theorem 4.2 Problems CAPTIVE-QUEEN and CAPTIVE-QUEEN-WITH-BOUND-ED-MOVES can be solved in polynomial time, if the weight sequence is superincreasing.
The Case with Divisible Weight Sequences
In this section we consider item sets I = {1, . . . , n} whose weights satisfy the following divisibility conditions. (As usual we write s | t to denote that the integer s is a divisor of the integer t.)
These conditions originate from the knapsack and packing literature where they have been investigated thoroughly; see for instance Pochet and Wolsey [8] and Coffman, Garey and Johnson [1] for typical results in this direction. Our first goal is to design a polynomial time algorithm for tool T1. We distinguish two cases. First assume that w(1) > 1. Then (5) implies that all item weights are divisible by w (1) . In this case we define new item weights w (i) = w(i)/w (1) , and observe that gap (I, w, I 0 , I 1 ) = w(1) · gap I, w , I 0 , I 1 .
Next assume that w(1) = 1 holds, and define as the largest integer with w( ) = 
Note that I = ∅ in (7) yields gap(I, w, I 0 , I 1 ) = 1. The two formulas in (6) and (7) yield a recursive procedure for computing gap(I, w, I 0 , I 1 ). The running time of the procedure is polynomial, and with a little effort can even be made linear in n. Tool T2 is available in the literature (Coffman, Garey and Johnson [1] ), and follows the same greedy approach as tool T2 for super-increasing weight sequences.
Theorem 4.3 Problems CAPTIVE-QUEEN and CAPTIVE-QUEEN-WITH-BOUND-ED-MOVES can be solved in polynomial time, if the weight sequence is divisible.
Analysis of Four Related Problems
We will now discuss some further properties of the discrete system that underlies the CAPTIVE-QUEEN problem. Recall that every state of the system corresponds to a subset of items, and that the system can move from state J directly to state K if (1) respectively (2) Figure 3 lists four algorithmic problems that are formulated around isolated states and fully connected systems.
Complexity Analysis
In this section we settle the computational complexity of all the problems introduced above. The following lemma discusses the three problems (see Fig. 3 ) that are centered around isolated states.
(iii) Problem SOME-STATE-ISOLATED can be decided in polynomial time.
Problem: ISOLATED-STATE Instance: An item set I ; weights w(i) for i ∈ I ; a bound ; a subset J ⊆ I . Question: Is the state J isolated?
Problem: ALL-STATES-ISOLATED Instance: An item set I ; weights w(i) for i ∈ I ; a bound . Question: Are all states in this system isolated?
Problem: SOME-STATE-ISOLATED Instance: An item set I ; weights w(i) for i ∈ I ; a bound . Question: Does this system contain some isolated state?
Problem: FULLY-CONNECTED Instance: An item set I ; weights w(i) for i ∈ I ; a bound . Question: Is this system fully connected? Fig. 3 The algorithmic problems discussed in Sect. 5 Proof The coNP-certificate for a NO-instance in (i) is a state K = J that satisfies inequality (1) . The hardness proof follows the proof of Theorem 3.6, and is again done by a reduction from the NP-hard SUBSET-SUM problem: Given a sequence q 1 , . . . , q n of positive integers and a positive integer Q, is there an index-set N ⊆ {1, . . . , n} with q(N) = Q? Consider the item set I = {1, . . . , n + 1} with w(i) = 2q i for 1 ≤ i ≤ n and w(n + 1) = 2Q, the difference bound = 1, and the system state J = {n + 1}. The only way of moving away from J is to a subset N ⊆ {1, . . . , n} with q(N) = Q. Hence J is isolated, if and only if the SUBSET-SUM instance has answer NO.
The coNP-certificate for a NO-instance in (ii) are two distinct states J and K that satisfy (1) . The hardness proof is done by a reduction from the NP-hard EQUAL-SUBSET-SUM problem (see Woeginger and Yu [11] ): Given a sequence q 1 , . . . , q n of positive integers, are there two distinct index-sets N 1 , N 2 ⊆ {1, . . . , n} with q(N 1 ) = q(N 2 )? Consider the item set I = {1, . . . , n} with w(i) = 2q i for 1 ≤ i ≤ n, and the difference bound = 1. This system can move from state J to state K, if and only if q(J ) = q(K). Hence all system states are isolated, if and only if the EQUAL-SUBSET-SUM instance has answer NO.
For (iii) we observe that the system contains an isolated state if and only if the smallest item weight w min = min i∈I w(i) is strictly greater than . Indeed, if w min > then the state J = ∅ is isolated. And if w min ≤ , then from any state J we can reach some other state by either adding this minimum weight item to J or by removing this minimum weight item from J . By applying Lemma 2.2 and Corollary 2.3, it is easy to see that problems ISOLATED-STATE and ALL-STATES-ISOLATED are solvable in pseudo-polynomial time. In the rest of this section we will deal with fully connected systems. 
Proof ( (8) is bounded by . In the inductive step from k to k + 1, we separately discuss (a) those subsets of J k+1 that do not contain item k + 1 and (b) those subsets that do contain item k + 1. By the inductive assumption the maximum gap in the weight spectrum of the subsets in (a) is bounded by . Since the weight spectrum of the subsets in (b) equals the weight spectrum of the subsets in (a) shifted by w(k + 1), the maximum gap of this spectrum is also bounded by . Finally, the inequality (8) says that the gap between the largest weight in the spectrum of (a) and the smallest weight in the spectrum of (b) is bounded by . This completes the inductive argument, and then Corollary 2.3(ii) completes the proof of the (if)-part. 
Analysis of Special Cases
In this section we discuss the two special cases of the (generally hard) problems ISOLATED-STATE and ALL-STATES-ISOLATED where the weight sequence is superincreasing (see Sect. 4.1) or divisible (see Sect. 4.2). Throughout we will reuse the notation introduced in Sect. 4. As an auxiliary tool T3 we will use the fact that for the divisible case it can be decided in polynomial time whether for a given integer W there exists a subset K of the items with w(K) = W ; see Coffman, Garey and Johnson [1] . We test for every item j ∈ J whether there exists a subset K ⊆ I − {j } with w(K) = w(J ). If we succeed for some j then the corresponding K = J settles case (b). If we do not succeed then no set K of the desired form exists, which also settles case (b).
Lemma 5.5 Problem ALL-STATES-ISOLATED can be solved in polynomial time, if the weight sequence is super-increasing or divisible.
Proof An instance with I = {1, . . . , n} is a YES-instance for ALL-STATES-ISOLAT-ED, if and only if its weight spectrum consists of 2 n distinct elements and if the minimum gap in the spectrum is strictly greater than .
In the super-increasing case, the spectrum always consists of 2 n distinct elements. The minimum gap is the minimum of the values G k with k = 1, . . . , n as defined in (4), which can be computed easily. In the divisible case, we first check whether there are two distinct items i and j with equal weights. If such an item pair exists then state {i} is reachable from state {j } and the instance is a NO-instance. If no such item pair exists then the instance is super-increasing, and hence can be handled as discussed above.
