Abstract. A compact set E ⊂ C is said to be removable for bounded analytic functions if for any open set Ω containing E, every bounded function analytic on Ω\E has an analytic extension to Ω. Analytic capacity is a notion that, in a sense, measures the size of a set as a non removable singularity. In particular, a compact set is removable if and only if its analytic capacity vanishes. The so called Painlevé problem consists in characterizing removable sets in geometric terms. Recently many results in connection with this very old and challenging problem have been obtained. Moreover, it has also been proved that analytic capacity is semiadditive. We review these results and other related questions dealing with rectifiability, the Cauchy transform, and the Riesz transforms.
Introduction
In this paper we survey recent results in connection with analytic capacity, rectifiability and the Cauchy and Riesz transforms. We are specially interested in the interaction between analytic and geometric notions. Most of the results that we will review are a mixture of harmonic analysis and geometric measure theory. Some of them may have also some little amount of complex analysis.
Let us introduce some notation and definitions. A compact set E ⊂ C is said to be removable for bounded analytic functions if for any open set Ω containing E, every bounded function analytic on Ω \ E has an analytic extension to Ω. In order to study removability, in the 1940's Ahlfors [Ah] introduced the notion of analytic capacity. The analytic capacity of a compact set E ⊂ C is
where the supremum is taken over all analytic functions f : C\E−→C with |f | ≤ 1 on C \ E, and f (∞) = lim z→∞ z(f (z) − f (∞)).
In [Ah] , Ahlfors showed that E is removable for bounded analytic functions if and only if γ(E) = 0.
Painlevé's problem consists in characterizing removable singularities for bounded analytic functions in a metric/geometric way. By Ahlfors' result this turns out to be equivalent to describing compact sets with positive analytic capacity in metric/geometric terms.
Vitushkin in the 1950's and 1960's showed that analytic capacity plays a central role in problems of uniform rational approximation on compact sets of the complex plane. Because of its applications to this type of problems he raised the question of the semiadditivity of γ. Namely, does there exist an absolute constant C such that
It has recently been proved [To5] that analytic capacity is indeed semiadditive. Moreover, a characterization of removable sets for bounded analytic functions in terms of the so called curvature of measures is also given in [To5] . In Section 2 of the present paper we will review these results and other recent advances in connection with analytic capacity and Painlevé's problem. We will describe some of the ideas involved in their proofs. In particular, we will see that L 2 estimates for the Cauchy transform play a prominent role in most of these results.
Recall that if ν is a finite complex Borel measure on C, the Cauchy transform (or Cauchy integral) of ν is defined by
Although the integral above is absolutely convergent a.e. with respect to Lebesgue measure, it does not make sense, in general, for z ∈ supp(ν). This is the reason why one considers the truncated Cauchy transform of ν, which is defined as
for any ε > 0 and z ∈ C. In Section 3 we will survey several results about the µ-almost everywhere (a.e.) existence of the principal value p.v.Cµ(z) = lim
where µ is some positive finite Borel measure on C, and its relationship with rectifiability.
Section 4 deals with the natural generalization of analytic capacity to higher dimensions, the so called Lipschitz harmonic capacity. The role played by the Cauchy transform in connection with analytic capacity corresponds to the Riesz transforms in the case of Lipschitz harmonic capacity. See Section 4 for more details.
In the final section of the paper we recall some open problems related to analytic capacity, the Cauchy and Riesz transforms, and rectifiability. This is a rather short list which reflects our personal interests and it is not intended to be a complete account of open problems in the area.
Some comments about the notation used in the paper: as usual, the letter 'C' stands for an absolute constant which may change its value at different occurrences. The notation A B means that there is a positive absolute constant C such that A ≤ CB. Also, A ≈ B is equivalent to A B A.
2. Analytic capacity and the Cauchy transform 2.1. Basic properties of analytic capacity. In a sense, analytic capacity measures the size of a set as a non removable singularity for bounded analytic functions. A direct consequence of the definition is that for all λ ∈ C and E ⊂ C compact one has γ(λ
The second inequality (which holds for any compact set E) follows from the fact that the analytic capacity of a ball coincides with its radius, and the first one is a consequence of Koebe's 1/4 theorem (see [Gam, Chapter VIII] or [Gar2, Chapter I] for the details, for example). Thus if E is connected and different from a point, then it is non removable. This implies that any removable compact set must be totally disconnected.
The relationship between analytic capacity and Hausdorff measure is the following:
• If dim H (E) > 1 (here dim H stands for the Hausdorff dimension), then γ(E) > 0. This result is an easy consequence of Frostman's Lemma.
• γ(E) ≤ H 1 (E), where H s is the s-dimensional Hausdorff measure, or length when s = 1. This follows from Cauchy's integral formula, and it was proved by Painlevé about one hundred years ago. In particular, notice that if dim H (E) < 1, then γ(E) = 0. By the statements above, one infers that dimension 1 is the critical dimension in connection with analytic capacity. It turns out that some sets of positive length and dimension 1 have positive analytic capacity (for example, a segment), while others have vanishing analytic capacity. The latter assertion was proved by Vitushkin [Vi1] . Later on, an easier example of a set with positive length and zero analytic capacity was found by Garnett [Gar1] and Ivanov [Iv] .
2.2. The Cauchy transform and the capacity γ + . Recall that given a positive Borel measure µ on the complex plane, Cµ stands for the Cauchy trans-
Let us denote by M + (C) the set of finite (positive) Borel measures on C. The capacity γ + of a compact set E ⊂ C is
That is, γ + is defined as γ in (1) with the additional constraint that f should coincide with Cµ, where µ is some positive Borel measure supported on E (observe that (Cµ) (∞) = −µ(C) for any Borel measure µ). Moreover, there is another slight difference:
We introduce now some additional notation. A Borel measure µ on R d has growth of degree n if there exists some constant C such that µ (B(x, r) 
When n = 1, we say that µ has linear growth. If µ satisfies µ (B(x, r) ) ≈ r n for all x ∈ supp(µ), 0 < r ≤ diam(supp(µ)), we say that µ is n-Ahlfors-David (n-AD) regular, or abusing language, AD regular. A set E ⊂ C is called n-AD regular (abusing language, AD regular) if H n |E is AD regular. We say that µ is doubling if there exists some constant C such that µ(B(z, 2r)) ≤ Cµ (B(z, r) ) for all z ∈ supp(µ), r > 0. In particular, AD regular measures are doubling.
Next theorem shows why L 2 estimates for the Cauchy transform are useful in connection with analytic capacity. 
All the constants depend only on the linear growth of µ and on
From the preceding result one infers that if E supports a non zero measure µ with linear growth such that the Cauchy transform C µ is bounded on L 2 (µ), then
Theorem 2.1 is from Davie and Øksendal [DØ] and it follows from the fact the L 2 boundedness of the Cauchy transform implies weak (1, 1) estimates. Theorem 2.1 is obtained by a suitable dualization of these weak (1, 1) estimates. See [Uy] for a connected result prior to [DØ] which also involves a dualization of a weak (1, 1) inequality.
2.3. Menger curvature and rectifiability. Given three pairwise dif-
where R (x, y, z) is the radius of the circumference passing through x, y, z. If two among these points coincide, we let c(x, y, z) = 0. For a positive Borel measure µ, we define the curvature of µ as
Given ε > 0, c 2 ε (µ) stands for the ε-truncated version of c 2 (µ), defined as in the right hand side of (3), but with the triple integral over { (x, y, z 
The notion of curvature of a measure was introduced by Melnikov [Me] when he was studying a discrete version of analytic capacity, and it is one of the notions which is responsible of the big recent advances in connection with analytic capacity. The notion of curvature is connected to the Cauchy transform by the following result, proved by Melnikov and Verdera [MeV] .
Proposition 2.2. Let µ be a Borel measure on C with linear growth. We have
where
Sketch of the proof of Proposition 2.2. If we don't worry about truncations and the absolute convergence of the integrals, we can write
By Fubini (assuming that it can be applied correctly), permuting x, y, z, we get,
where S 3 is the group of permutations of three elements. An elementary calculation shows that
To argue rigorously, above we should use the truncated Cauchy transform C ε µ instead of Cµ, and then we would obtain
By the linear growth of µ, it is easy to check that |O(µ(C))| ≤ µ(C). As above, using Fubini and permuting x, y, z, one shows that the triple integral in (5) equals c
The identity (4) is remarkable because it relates an analytic notion (the Cauchy transform of a measure) with a metric/geometric one (curvature).
The above proposition was used in [MeV] to give a simple geometric proof of the L 2 boundedness of the Cauchy transform on a Lipschitz graph (the original proof is from Coifman, McIntosh and Meyer [CMM] ). Indeed, using a Fourier type estimate, it was proved in [MeV] that if Γ is a Lipschitz graph, then c
Interpolating one gets the conclusion. Let us turn our attention to rectifiability and its relationship with curvature of measures. A set is called rectifiable if it is H 1 -almost all contained in a countable union of rectifiable curves. On the other hand, it is called purely unrectifiable if it intersects any rectifiable curve at most in a set of zero length.
Now we wish to recall the traveling salesman theorem of P. Jones [Jo] . First we introduce some notation. Given E ⊂ C and a square Q, let V Q be an infinite strip (or line in the degenerate case) of smallest possible width which contains E ∩ 3Q, and let w(V Q ) denote the width of V Q . Then we set
where (Q) stands for the side length of Q. We denote by D the family of all dyadic squares in C. In [Jo] the following result was proved:
contained in a rectifiable curve Γ (with finite length) if and only
Moreover, the length of the shortest curve Γ containing E satisfies
with absolute constants.
The theorem also holds for sets E contained in R d . The proof of the "if" part of the theorem in [Jo] is also valid in this case. The "only if" part (for R d ) was proved by Okikiolu [Ok] . Several versions of Jones' result which involve n-dimensional AD regular sets in R d have been obtained by David and Semmes [DS1] , [DS2] . In fact, David and Semmes have developed a whole theory of the so called "uniform rectifiability" for n-dimensional AD regular sets in R d . Next result, proved by P. Jones (see [Pa, Chapter 3]), shows that there is a strong connection between curvature and the coefficients β in Jones' traveling salesman theorem.
where C depends only on the AD regularity constant of E.
(b) If µ is a measure with linear growth supported on a rectifiable curve
where C depends only on the linear growth constant of µ.
From (a) in the preceding theorem and Theorem 2.3 it turns out that if E ⊂ C is AD regular and c 2 (H 1 |E ) < ∞, then E is rectifiable. If one does not assume E to be AD regular, David and Léger [Lé] showed that the result still holds:
The proof of this result in [Lé] uses geometric techniques, in the spirit of the ones used by P. Jones for Theorem 2.3 in [Jo] and by David and Semmes in [DS1] . Recently, in [To9] a very different proof of Theorem 2.5 has been obtained. The new arguments are based on some kind of isoperimetric inequality involving analytic capacity and on the characterization of rectifiability in terms of densities.
From Theorem 2.5 and Proposition 2.2 one infers that if
, then E must be rectifiable. A more quantitative version of this result proved by Mattila, Melnikov and Verdera [MMV] asserts that if E is AD regular and the Cauchy transform is bounded on
Recently, some of the results above dealing with rectifiability, β's, and curvature have been extended in different directions. For example, Lerman [Lr] has obtained a result analogous to Theorem 2.3 which involves very general Borel measures µ on Ferrari, Franchi and Pajot [FFP] have extended the "if" part of the Theorem 2.3 to the Heisenberg group. Schul [Sch] has proved a version of the same theorem which is valid for Hilbert spaces. On the other hand, Hahlomaa [Hah] has obtained a version of Léger's Theorem 2.5 suitable for metric spaces.
2.4. Vitushkin's conjecture. For θ ∈ [0, π), let p θ denote the orthogonal projection onto the line through the origin and direction (cos θ, sin θ). Given a Borel set E ⊂ C, its Favard length is
Vitushkin conjectured in the 1960's that γ(E) > 0 if and only if Fav(E) > 0. In 1986 Mattila [Ma1] showed that this conjecture is false. Indeed, he proved that the property of having positive Favard length is not invariant under conformal mappings while removability for bounded analytic functions remains invariant. Mattila's result didn't tell which implication in the above conjecture was false. Later on, Jones and Murai [JM] constructed a set with zero Favard length and positive analytic capacity. An easier example using curvature was obtained more recently by Joyce and Mörters [JyM] . Although Vitushkin's conjecture is not true in full generality, it turns out that it holds in the particular case of sets with finite length. This was proved by G. David [Da] in 1998. Recall that when has E with finite length, by Besicovitch theorem, Fav(E) = 0 if and only if E is purely unrectifiable.
The precise statement of David's result is the following.
and only if E is purely unrectifiable.
This result is the solution of Painlevé's problem for sets with finite length. To be precise, let us remark that the "if" part of the theorem is not due to David. In fact, it follows from Calderón's theorem on the L 2 boundedness of the Cauchy transform on Lipschitz graphs with small Lipschitz constant and from Theorem 2.1. The "only if" part of the theorem, which is more difficult, is the one proved by David. Let us also mention that Mattila, Melnikov and Verdera [MMV] had proved previously the same result under the assumption that E is a 1-dimensional AD regular set.
The scheme of the proof of the "only if" part of Theorem 2.6 is the following. Let E ⊂ C be compact with γ(E) > 0 and finite length. Then there exists a function f analytic on C \ E such that |f (z)| ≤ 1 on C \ E and f (∞) = γ(E) (this is the so called Ahlfors function, which maximizes γ(E)). Since H 1 (E) < ∞ it is not difficult to see that there exists some complex, bounded function g
By a suitable T (b) type theorem (which involves some delicate stopping time arguments, and non doubling measures) proved in [Da] , one infers that there exists a subset
and then by Theorem 2.5 F is rectifiable. So E cannot be purely unrectifiable.
Let us remark that the T (b) theorem in [Da] uses a preliminary result from [DM] . A similar theorem had been previously obtained by Christ [Ch] in the AD regular case.
The result analogous to Theorem 2.6 for sets with infinite length is false. For this type of sets there is no such a nice geometric solution of Painlevé's problem, and we have to content ourselves with a characterization such as the one in Corollary 2.10 below (at least, for the moment).
2.5. Characterization of γ + in terms of curvature of measures and L characterizes γ + in terms of curvature of measures and in terms of the L 2 norm of the Cauchy transform.
Theorem 2.7. Let Σ(E) denote class of Borel measures supported on E such that µ (B(x, r) ) ≤ r for all x ∈ C, r > 0. For any compact set E ⊂ C we have
Sketch of the proof of Theorem 2.7. Call S 1 and S 2 the first and second suprema on the right side of (8), respectively. To see that S 1 γ + (E) take µ supported on E such that Cµ ∞ ≤ 1 and µ(E) ≥ γ + (E)/2. One easily gets that C ε µ ∞ 1 on supp(µ) for every ε > 0 and µ (B(x, r) ) ≤ Cr for all r > 0. From Proposition 2.2, it follows then that c 2 (µ) ≤ Cµ(E). Consider now the inequality S 2 S 1 . Let µ be supported on E with linear growth such that c 2 (µ) ≤ µ(E) and S 1 ≤ 2µ(E). We set
In particular, this estimate holds when B is any square in C. Then, by the so called T (1) theorem (see [To1] or [NTV1] ), one infers that
Finally, the inequality γ + (E) S 2 follows from Theorem 2.1.
For the complete arguments of the preceding proof, see [To1] or [To4] . Notice that since the term
is countably semiadditive, from Theorem 2.7 one infers that γ + is also countably semiadditive. 
2.6. Comparability between γ and γ + . In [To5] the following result has been proved. Theorem 2.9. There exists an absolute constant C such that for any compact set E ⊂ C we have γ(E) ≤ Cγ + (E).
As a consequence, γ(E) ≈ γ + (E).
The comparability between γ and γ + had been previously proved by P. Jones for compact connected sets by geometric arguments, very different from the ones in [To5] (see [Pa, Chapter 3] ). Also, in [MTV] it had already been shown that γ ≈ γ + holds for a big class of Cantor sets. The proof of Theorem 2.9 in [To5] is inspired in part by the ideas in [MTV] .
An obvious corollary of Theorem 2.9 and the characterization of γ + in terms of curvature in Theorem 2.7 is the following. Since we know that γ + is countably semiadditive, the same happens with γ:
, is a countable (or finite) family of compact sets, we have
Some few words about the proof of Theorem 2.7: it is enough to show that there exists some measure µ supported on E with linear growth, satisfying µ(E) ≈ γ(E), and such that the Cauchy transform C µ is bounded on L 2 (µ) with absolute constants. To this end, an important tool used in [To5] is the T (b) theorem of Nazarov, Treil and Volberg in [NTV2] , which is valid for non doubling measures. To apply this T (b) theorem, one has to construct a suitable measure µ and a function g ∈ L ∞ (µ) fulfilling some precise conditions, similarly to the proof of Vitushkin's conjecture by David. However, the situation now is more delicate because a direct application of that T (b) theorem does not suffice. Indeed, let f be the Ahlfors function of E, so that f is analytic and bounded in C\E, with f (∞) = γ(E). By a standard approximation argument, it is not difficult to see that one can assume that H 1 (E) < ∞. Thus there exists some function g such that f (z) = C(g dH 1 |E )(z) for z ∈ E. If we argue like in [Da] (see Subsection 2.4 above), we will deduce that there exists a subset F ⊂ E such that the Cauchy transform is bounded in L 2 (H 1 |F ). However, the size of F and the L 2 norm of the Cauchy transform C H 1 |F will depend strongly on the ratio H 1 (E)/γ(E), which blows up as H 1 (E) → ∞ or γ(E) → 0. This difficulty is overcome in [To5] by using some ideas from potential theory and a suitable "induction on scales" argument. Corollary 2.10 yields a characterization of removable sets for bounded analytic functions in terms of curvature of measures. Although this result has a definite geometric flavor, it is not clear if this is a really good geometric characterization. Nevertheless, in [To7] it has been shown that the characterization is invariant under bilipschitz mappings, using a corona type decomposition for non doubling measures. Previously, Garnett and Verdera [GV] had proved an analogous result for some Cantor sets. The problem about the behavior of removability and analytic capacity under bilipschitz mappings was raised by Verdera. See [Ve2] .
Other results.
In [To6] , some results analogous to Theorems 2.7 and 2.9 have been obtained for the continuous analytic capacity α. This capacity is defined like γ in (1), with the additional requirement that the functions f considered in the sup should extend continuously to the whole complex plane. The capacity α is important because its many applications in connection with problems of uniform rational approximation in the complex plane, as shown by Vitushkin [Vi3] . In [To6] it is proved that α is semiadditive. This result has some nice consequences. For example, it implies the so called inner boundary conjecture.
The inner boundary of a compact set E ⊂ C, denoted by ∂ i E, is the set of boundary points of E which do not belong to the boundary of any connected component of C \ E. The inner boundary conjecture (or theorem) says that if
α(∂ i E) = 0, then any function analytic in
• E and continuous on E can be approximated uniformly by functions which are analytic in neighborhoods of E (i.e. different neighborhoods for different functions).
The techniques for the proof of Theorem 2.9 have also been used by Prat [Pr] and Mateu, Prat and Verdera [MPV] to study the capacities γ s associated to the s-dimensional signed Riesz kernel k s (x) = x/|x| s+1 , with s non integer. Given a compact E ⊂ R n , the precise definition of γ s (E) is
where the supremum is taken over all distributions ν supported on E such that K s * ν is an L ∞ function with K s * ν ∞ ≤ 1. The results in [Pr] and [MPV] show that the behavior of γ s with s non integer is very different from the one with s integer. In [Pr] it is shown that sets with finite s-dimensional Hausdorff measure have vanishing capacity γ s when 0 < s < 1. Moreover, for these s's it is proved in [MPV] that γ s is comparable to the capacity C 2 3 (n−s), 3 2 from nonlinear potential theory. Recall that for 1 < p < ∞ and 0 < tp ≤ d the capacity C t,p of a compact set E ⊂ R d is defined by
It is not known if the comparability γ s ≈ C 2 3 (n−s), holds for non integers s > 1. This case seems much more difficult to study, although in the AD regular situation some results have been obtained in [Pr] .
Using the corona type decomposition for measures with finite curvature and linear growth obtained in [To7] , it has been proved in [To8] that if µ is a measure without atoms such that the Cauchy transform is bounded on L 2 (µ), then any Calderón-Zygmund operator associated to an odd kernel sufficiently smooth is also bounded in L 2 (µ).
Principal values for the Cauchy integral and related results
There is a strong relationship between rectifiability and the behavior of the Cauchy transform. Indeed, in Section 2 we saw that the L 2 boundedness of the Cauchy transform with respect to the arc length measure implies rectifiability. In this section we will describe some related results which involve the existence of principal values instead of L 2 boundedness. Recall that given a Borel measure µ on C, the principal of the Cauchy transform
whenever the limit exists. The maximal Cauchy transform of µ is
Obviously, the existence of p.v.Cµ(z) implies that C * µ(z) is finite. The converse needs not to be true. Recall also that the upper and lower linear densities of µ at z are defined, respectively, by
When both densities coincide, one writes Θ µ (z) := Θ * µ (z) = Θ * ,µ (z), and one calls it linear density. A Dirac delta on a point z ∈ C is denoted by δ z .
Mattila and Melnikov proved in [MMe] that if E ⊂ C has finite length and is rectifiable, then p.v.Cµ(z) exists H 1 -a.e. on E, for any Borel measure µ (see [Ve1] for an easier proof). Using this result and Léger's Theorem 2.5 it was shown later in [To3] that if σ is a measure with linear growth such that the Cauchy transform is bounded on L 2 (σ), then p.v.Cµ(z) exists σ-a.e. As a consequence, by Theorem 2.9, for any Borel measure µ on C, p.v.Cµ(z) exists γ-a.e., that is to say, the set where p.v.Cµ(z) fails to exist has zero analytic capacity (this result answers a question from Verdera [Ve2] ).
In the converse direction (existence of principal values implies rectifiability) the first result was obtained by Mattila [Ma3] : he proved that if Θ * ,µ (z) > 0 and p.v.Cµ(z) exists (and is finite) for µ-a.e. z ∈ C, then µ is concentrated on a rectifiable set, that is µ vanishes out of a rectifiable set. Let us remark that this result was obtained before the proof of the identity (4) which relates the Cauchy transform and curvature. Mattila's techniques were based on the use of tangent measures. In [Huo] , Huovinen extended Mattila's result to other kernels in the plane different from the Cauchy transform.
In [Ma3] Mattila wondered if the assumption Θ * ,µ (z) > 0 µ-a.e. might be replaced by Θ * µ (z) > 0 µ-a.e. In [To2] a partial answer was given: using the T (b) theorem of Nazarov, Treil and Volberg in [NTV2] and the "curvature method" (identity (4) and Léger's Theorem 2.5 were used), it was shown that the main result in [Ma3] also holds for measures such that 0 < Θ * µ (z) < ∞ µ-a.e. Also, it was proved that one can replace the assumption on the existence of principal values by finiteness of the maximal Cauchy transform. As a consequence, one deduces that if E ⊂ C has finite length and C * H 1 |E (z) < ∞ H 1 -a.e. on E, then E must be rectifiable.
A complete answer to Mattila's question has been given in [To10] recently. The precise result is the following.
Theorem 3.1. Let µ be a finite Radon measure on the complex plane and set E = {z ∈ supp(µ) :
for some rectifiable curves Γ i and non negative functions
), and
where σ i are measures with finite curvature such that Θ σi (z) = 0 for σ i -a.e. z ∈ C.
Notice that the preceding result asserts that there is a kind of "dimensional gap" between 0 and 1 for the measures µ such that C * µ(z) < ∞ µ-a.e. For instance, for 0 < s < 1 there are no measures of the form
A straightforward corollary of the theorem above is the following.
Corollary 3.2. Let µ be a finite Radon measure on the complex plane such that
|Γi for some rectifiable curves Γ i and non negative functions
In particular, under the assumptions of the corollary, µ is concentrated on a countable union of rectifiable curves.
The main difficulty to prove Theorem 3.1 consists in proving that if C * µ(z) < ∞ µ-a.e. on C, then on the set {z : Θ * µ (z) = ∞} µ must be discrete (i.e. the addition of countably many point masses). Once this is proved, one can argue as in [To2] . A basic tool for the proof is the identity (4) again. However, notice that (4) holds for measures with linear growth, and the measures µ considered in Theorem 3.1 may be be very far from having this property. This is the main obstacle that is overcome in [To10] .
Before [To10] , Jones and Poltoratski proved in [JP] , among other things, that if µ is supported on a line (and more generally on a C 1 curve) and C * µ(z) < ∞ µ-a.e., then µ equals a countable collection of point masses plus some measure absolutely continuous with respect to arc length. Observe that this result is implied by Corollary 3.2, because any measure µ supported on a line satisfies Θ * µ (z) > 0 µ-a.e. In [JP] it was also shown that if one does not assume µ to be supported on a line and instead one asks the same conditions as Mattila in [Ma3] (i.e. Θ * ,µ (z) > 0 and p.v.Cµ(z) exists µ a.e. on C), then the conclusion of Corollary 3.2 holds: µ equals a countable collection of point masses plus some measure absolutely continuous with respect to arc length on a rectifiable set.
The same techniques used for Theorem 3.1 also yield the following result, proved previously by Jones and Poltoratski [JP] when µ is supported on a C 1 curve.
Theorem 3.3. Let µ be a finite Radon measure on the complex plane and set The arguments in [To10] rely on the relationship between the Cauchy transform and curvature and so they do not extend to higher dimensions (i.e. to Riesz transforms). This is not the case with the results in [Ma3] and [JP] . Mattila's results in [Ma3] have been extended to the case of Riesz transforms by Mattila and Preiss [MPr] , while some theorems in [JP] deal both with Cauchy and Riesz transforms. See next section for the precise definition of Riesz transforms.
Lipschitz harmonic capacity and Riesz transforms
Let E ⊂ R d be a compact set. Its Lipschitz harmonic capacity is
where ∆ stands for the Laplacian in the distributional sense and the supremum is taken over all functions f which are harmonic in R d \ E and Lipschitz on R d , with ∇f ∞ ≤ 1 and ∇f (∞) = 0. If, in addition, in the supremum above one asks f to be C 1 , then one obtains the so called
Riesz transform, so that when ν is a real measure,
If µ is a positive Borel measure and f a µ-measurable function, we consider the operator R µ f := R(f dµ). For ε > 0, the truncated Riesz transforms R ε , R µ,ε are defined analogously to C ε and C µ,ε . One says that R µ is bounded on L 2 (µ) if the operators R µ,ε are bounded on L 2 (µ) uniformly on ε > 0. An equivalent definition of κ(E) in terms of Riesz transforms is the following:
where σ d stands for the (d − 1)-dimensional volume of the sphere {|x| = 1} in R d and the supremum is taken over all real distributions ν supported on E such that Rν is a bounded function on R d , with Rν ∞ ≤ 1. An analogous definition exists for the C 1 harmonic capacity. The notions of Lipschitz harmonic capacity and C 1 harmonic capacity were introduced by Paramonov [Par] in order to study problems of approximation of harmonic functions in the C 1 norm. These capacities can be considered as real versions of the analytic capacity γ and the continuous analytic capacity α in R d , d ≥ 2, respectively. Indeed, in R 2 , κ coincides (modulo a multiplicative absolute constant) with the so called real analytic capacity γ R :
where the supremum is taken over all functions f analytic on C \ E with f ∞ ≤ 1 which are Cauchy transforms of real distributions. Analogously with respect to the C 1 harmonic capacity. Some geometric properties of κ in R d have been studied in [MPa] . In particular, the relationship with the (d − 1)-dimensional Hausdorff measure. Analogously to the case of analytic capacity, (d − 1)-dimensional rectifiability seems to play a key role in the understanding of κ.
However, unlike in the case of analytic capacity, it is not known if the compact sets E ⊂ R d with H d−1 (E) < ∞ and κ(E) = 0 must be purely (d − 1)-unrectifiable (recall Theorem 2.6). The main obstacle is the lack of a formula similar to (4) which relates the L 2 norm of the Riesz transforms with something which has some geometric meaning, or at least with something non negative, which may act as a square function for Riesz transforms. See [Fa] for this question.
Because of the same reason, many of the results in connection with the Cauchy transform which have been described in Sections 2 and 3 are missing in the case of Riesz transforms. See next section for some open questions.
On the other hand, although in the proof of the comparability between γ and γ + in [To5] , curvature seems to play an important role, Volberg [Vo] has been able to show κ and κ + are also comparable (κ + is defined like κ in (11), but taking only the supremum over positive measures ν supported on E). As a consequence, κ is countably semiadditive, because κ + has the following characterization (compare with Theorem 2.7):
which is clearly subadditive. The main difference between the arguments used in [To5] for analytic capacity and ones in [Vo] for Lipschitz harmonic capacity stems from the choice of an appropriate potential useful for κ + which is very different from the one used for γ + in [To5] . Another paper concerning Lipschitz harmonic capacity is [MT] . In this article some Cantor sets in R d are considered, and their Lipschitz harmonic capacity is estimated. The results are analogous to the ones in [MTV] for analytic capacity. The main difficulty in [MT] consists in estimating the L 2 norm of the Riesz transforms with respect to the natural probability measure associated to these Cantor sets.
Some open problems
In this section we collect some open problems related to analytic capacity, the Cauchy and Riesz transforms, and rectifiability. Most of them are well known, and there is no attempt at originality or completeness.
1. Subadditivity of analytic capacity. Is analytic capacity subadditive? That is to say, we are asking if γ is semiadditive with constant 1:
There are a couple of facts that suggest that this may be true: first, γ is countably semiadditive; and second, the above inequality holds when E and F are disjoint compact connected sets [Su] .
Even when γ(F ) = 0, the identity γ(E ∪ F ) = γ(E) remains unproved.
2. The Cauchy capacity. Given E ⊂ C compact, consider the so called Cauchy capacity of E:
where the supremum is taken over all complex measures supported on E such that |Cν(z)| ≤ 1 for z ∈ E. This definition is similar to the one of analytic capacity, but now the supremum is restricted to Cauchy transforms of complex measures instead of distributions. Is it true that
Notice that Theorem 2.9 implies that γ(E) ≈ γ C (E). However, it is not known if the identity holds, except in some particular cases: for example, when E has finite length. There exist compact sets E and functions f that are bounded and analytic on C \ E which are not the Cauchy transform of any complex measure ν. Nevertheless, the identity γ(E) = γ C (E) may still hold. See [Kha1] and [Kha2] for more information about this question.
3. Analytic capacity and Favard length. Recall the definition of Favard length in (7). We have already mentioned in Subsection 2.4 that Vitushkin's conjecture fails for sets with infinite length [Ma1] . In fact, Jones and Murai [JM] showed that there are sets with zero Favard length and positive analytic capacity.
So one of the implications in Vitushkin's conjecture is false. However the other implication is still open:
Observe that by the characterization of γ in terms of curvature, this question can be restated in a more geometric way.
A related problem is the following. Let E be the so called corner quarters Cantor set. This set is constructed as follows.
At the first step we take four closed squares inside Q 0 with side length 1/4, with sides parallel to the coordinate axes, and so that each square contains a vertex of Q 0 . At the second step we apply the preceding procedure to each of the four squares obtained in the first step, so that we get 16 squares of side length 1/16. Proceeding inductively, at each step we obtain 4 n squares Q n j , j = 1, . . . , 4 n with side length 4 −n . We denote
and we define E = ∞ n=1 E n . This set has positive finite length and is purely unrectifiable, and so it has zero analytic capacity by David's theorem (this had been proved before David's result in [Gar1] and [Iv] ). In fact, by [MTV] one has the asymptotic estimate γ(E n ) ≈ n −1/2 . By Besicovitch theorem, we have Fav(E) = 0. However, the asymptotic behavior of Fav(E n ) as n → ∞ is not known. An interesting problem consists in finding more or less precise estimates for the asymptotic behavior of Fav(E n ).
From some results due to Mattila [Ma2] one gets the lower estimate Fav(E n ) 1/n. Other recent results by Peres and Solomyak [PS] for random Cantor sets suggest that the estimate Fav(E n ) ≈ 1/n may hold. However, up to now the best upper estimate is Fav(E n ) exp(−a log * n)
where C, a are positive absolute constants and log * is the function
Inequality (12) has been obtained in [PS] . It turns out that exp(−a log * n) → 0 extremely slowly, much more slowly than 1/n. Many difficulties that arise in connection with Favard length are related to the fact that there is no a quantitative proof of Besicovitch theorem. For more information concerning Favard length and projections we recommend to have a look at the nice survey [Ma4] .
4. Vanishing Cauchy transforms. Let ν be a complex Borel measure on C. Suppose that p.v.Cν(z) exists and vanishes |ν|-a.e. on C. Does this imply that ν is an atomic measure?
Notice that if ν is a positive measure, then Theorem 3.1 applies to ν and so in this case we know that ν = ν d + ν r + ν 0 , where ν d is discrete and ν r , ν 0 are as in Theorem 3.1.
In [TVe] two particular cases have been studied. In the first one ν is absolutely continuous with respect to Lebesgue measure, and in the second one ν is a positive measure with linear growth and finite curvature. In both cases, if p.v.Cν(z) exists and vanishes |ν|-a.e., then ν = 0.
Let us remark that there are positive discrete (non zero) measures such that p.v.Cν(z) exists and vanishes ν-a.e. A trivial example is a single point mass. One can also construct other examples with countably many point masses.
5. Riesz transforms and rectifiability. Let E ⊂ R d be a compact set with 0 < H n (E) < ∞, for some integer 0 < n < d. Take µ = H n |E and consider the n-dimensional Riesz transform:
for f ∈ L 2 (µ), and x ∈ E. As usual, we say that R n µ is bounded in L 2 (µ) if the corresponding ε-truncated operators are bounded in L 2 (µ) uniformly on ε > 0. If R n µ is bounded in L 2 (µ), is then E n-rectifiable? The answer is known (and it is positive in this case) only for n = 1, because the curvature method works for n = 1. By [Vo] , when n = d − 1 this question is equivalent to the following, which has already appeared in Section 4: is it true that κ(E) = 0 if and only if E is purely (d − 1)-unrectifiable?
A variant of this problem consist in taking E AD regular and n-dimensional. If R n µ is bounded in L 2 (µ), is then E uniformly n-rectifiable? For the definition of uniform rectifiability, see [DS1] and [DS2] (for the reader's convenience let us say that, roughly speaking, uniform rectifiability is the same as rectifiability plus some quantitative estimates). For n = 1 the answer is true again, because of curvature. The result is from Mattila, Melnikov and Verdera [MMV] . For n > 1, in [DS1] and [DS2] some partial answers are given. Let H n be class of all the operators T defined as follows:
where k is some odd kernel (i.e. k(−x) = −k(x)) smooth away from the origin such that |x|
Suppose that all operators T from H n are bounded in L 2 (µ). Then it is shown in [DS1] that E is uniformly rectifiable. See [DS2] for other related results.
Consider again the case of a general compact set E ⊂ R d with 0 < H n (E) < ∞, for some integer 0 < n < d, and set µ = H [MPr] . However, this does not help to solve the questions above because it is not known if the L 2 (µ) boundedness of the Riesz transforms R n µ implies the existence of principal values. Notice the contrast with the case of the Cauchy transform (see Section 3), where the latter assertion is known to be true, because of curvature again.
I would like to thank Joan Verdera for his remarks on preliminary versions of this paper.
