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Abstract 
Let S = {So,. .,S+l} be a given set of squares. To pack the squares into a square with 
minimal edge is an NP-hard problem. We analyze the relative worst-case ratio of fast heuristics 
for this problem. The heuristics build a packing using a layer by layer strategy. The first heuristic 
has no bounded worst-case ratio. When the squares are sorted by nonincreasing size, the worst- 
case ratio of the second heuristic is bounded by v’?. We show an instance for which the ratio 
1083 
lS 770 
z 1.4065 so the bound fi E 1.4142 is almost reached. The third heuristic is more 
sophisticated than the second and it has the same bound for its worst-case ratio. We build an 
instance for which the ratio is g z 1.3958. 
1. Introduction 
We consider the problem of orthogonally packing a given set of squares into a 
square of minimal size. The problem of determining whether a set of squares can be 
orthogonally packed into a given square has been shown to be NP-complete [7,9], 
so we are interested in the worst-case analysis of fast heuristics. We adapt the next 
jit, the next fit decreasing and the jirst fit decreasing heuristics used for the one- 
dimensional Bin-Packing (see [l-6,8, lo]) to this problem. As for the one-dimensional 
Bin-Packing problem, our heuristics work from an ordered list and build a solution 
layer by layer. We show that for some list a layer by layer heuristic may yield to an 
unbounded worst-case ratio. When the squares are ordered by nonincreasing sizes and 
the worst-case ratio is bounded by v’% We show that this bound is almost reached. 
This paper is organized as follows: in Section 2 we define the problem; in 
Section 3 we give some lower bounds of an optimal solution; in Section 4 we 
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describe the Next Layer, the Next Layer Decreasing and the First Layer Decreasing 
heuristics; in Section 5 we show that the Next Layer heuristic has no bounded worst- 
case ratio, we prove the bound fi for the worst-case ratio of the Next Layer Decreasing 
and the First Layer Decreasing heuristics and we give some particular instances where 
the bound fi is almost reached; in Section 6 we define the max-size min-size ratio 
subproblem where the ratio between the sizes of the greatest square and the smallest 
square has a fixed value CI, we show that for the great values of c1 the worst-case 
behavior of our heuristics is improved; finally, in Section 7, we conclude by some 
remarks and open problems. 
2. Definitions and notations 
Let S = {So,..., S,-r} be a given set of n squares. We denote by si the size of 
Si (i.e. the length of an edge). The problem consists of packing the n squares into 
a square S* with minimal size s* under the following constraints: the packing must 
be orthogonal, that is the edges of every square Si are parallel to an edge of S*; any 
two squares camot overlap. A feasible solution $ with size s^ is a packing of the 5’i 
satisfying the previous constraints, so we have for any feasible solution s^>s*. We 
denote by 3~ and & the solution and the size of this solution computed by a heuristic 
H. The worst-case performance of heuristic H is the maximum over all inputs S of 
&f/Y*. 
3. Lower bounds of an optimal packing 
The following lemmata give lower bounds of an optimal solution. 
Let SO and sr be the sizes of the two biggest squares: 
Proof. Obvious El 
Lemma 2. S* 2 [fil minrj<i<n-r{si}. 
Proof. When all squares have the same size the lemma is obvious. Set s = minr GiGn_r 
{si}. Let Si be a square such that si > s and consider the packing problem for S’ where 
S’ is the same as S except hat Si is replaced by a square Sir such that si = s. Replacing 
Si by 5’: (w.1.o.g. the upper-right comers have the same position) in the optimal solution 
S’ yields to a feasible (not necessarily optimal) solution $ for the packing of S’ and 
we have s* 2;’ 2 s’* . Repeating the same substitution until each square has size s leads 
to s* 2 r&r1 minr giGn-r {Si}. 0 
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4. The heuristics 
We present three heuristics based on a layer by layer strategy. These heuristics 
are inspired by the Next Fit, Next Fit Decreasing and First Fit Decreasing heuristics 
that solve the one-dimensional Bin-Packing problem [5]. Fig. 1 illustrates on a same 
instance how these heuristics work. 
4.1. The Next Layer heuristic 
The Next Layer heuristic (NL for short) builds a packing as follows: the squares are 
packed in turn, starting with Si. Assume Lj is the current layer and Si is the current 
square to be packed. If Si does not fit in the down-right comer of Lj then close Lj and 
open a new layer Lj+l whose size is si and place Si in the upper-left comer. Otherwise 
shift Si upwards along the right border of Lj as long as Si does not overlap an already 
placed square within Lj. If S, reaches the right-up comer of the layer, then shift Si 
left along the top border of Lj as long as Si does not overlap an already placed square 
within Lj. 
4.2. The Next Layer Decreasing heuristic 
The Next Layer Decreasing heuristic (NLD for short) performs as follows: sort the 
squares such that SO >si 3 . . >s,_l, afterwards apply NL. 
4.3. The First Layer Decreasing heuristic 
The First Layer Decreasing heuristic (FLD for short) works as follows: sort the 
squares by nonincreasing size. Assume Lj is the current layer and Si is the current 
square to be packed. Let Lk, 1 <k d j, be the lowest-indexed layer such that Si can fit 
in the right-up comer or in the down-right comer. If such a layer does not exist, open 
a new current layer Lj+, whose size is si. Otherwise, if Si can fit in the right-up comer 
of Lk then shift S, left along the top border of Lk as long as Si does not overlap an 
I 1..............:....;.........1 
NL heuristic 
~(2.0,7,10.4.12.9.1,3,11.5,6.8) 
NLD heuristic FLD heuristic 
L=(O.1,....12) L=(O.1.....12) 
Fig. 1. How the heuristics work. 
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already placed square within Lk, else shift Si upwards along the right border of Lk as 
long as Si does not overlap an already placed square within Lk. 
5. Worst-case performances 
Theorem 1. There exists no bounded worst-case ratio for NL. 
Proof. We consider S = {So,. . . , $_I } where 
Si = 1 - (n - 1 - i)E 
with E > 0 sufficiently small. Applying NL we obtain 
n-l 
&Jr,= CSi=n-~?Z(n-l)&. 
i=O 
We have 
so 
n 
lirns>fi 
E-+0 s* 
and the ratio increases with n 0 
Theorem 2. The worst-case ratio of NLD is bounded by a. 
Proof. We define the following notations: t+ 1 is the total number of layers, Ai, 0 6 id t, 
is the first square filled into the layer Lip ai is the size of Ai, Ci = {S/+1,. . , Sk}, where 
I is such that Sl = Ai-i and k is such that Sk = Ai, is the subset of the squares filled 
after Ai_i and until Ai, sf and ?i = ~~.=, aj are respectively the value of an optimal 
packing and the value obtained by the heuristic for the subset of squares {SO,. . ,Ai}, 
we denote s* = ST the value of an optimal packing and s^ = it the value obtained by 
NLD for the set {So,. . . , S,- i }, oi = x;Zo sj, where k is such that, Sk = Ai, is the total 
area of the squares {SO,. , Sk}. Without loss of generality we suppose that SO = 1. 
We center our analysis on the events where a new layer Li is open, that is when the 
squares Ai are filled. Indeed when a square Sj E Ci\{Ai} is filled into Li-1 this layer 
is already open, so at this time the behavior of the heuristic is not worse than when 
Li-1 is just open. 
We have trivially that S* 2 1 + si = $1 so when t = 1 the heuristic is optimal. 
We prove now that &2/s; d $. The first case is when a2 < (1 + al )/3: we have S; 2 1+ 
ai, so 
_<l+ai+az 4 
Sf 
\ <4 
l+al 3 
and the property is satisfied. 
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We now consider the case a2 > (1 + at)/3: we have A2 = S, and by Lemma 2 
s; >3a2, thus we obtain 
_<l+al+az < 4 J’z 
s; 
. 
3a2 3 
and the property holds. 
We prove now that .$/02 f 3. In order to prove this property, suppose first that 
s2 + s3 6 1: in this case, the squares Sz and Ss are filled into the horizontal part of Lr . 
Let Si,. . . , Sj, i > 2, be the squares filled vertically into Lt. We have 
CSk -t a2 > 1 + al 
k=l 
and thus 
j 
s2 + Csk +a2 > 1 +-al +a2. 
k=i 
The area of LZ is 
2a2(1 +al)i-ai, 
so we have that C IkJskEZ1) si is greater than the half of the area of L2. Since we have 
1 +a:>:(1 +a1)2>/tS1f, 
when A2 is filled at least the half of the area # is covered, so we have 
42 
42r.32. 32 
c2 15 
Suppose now that s:! + s3 > 1. In this case, S2 and S3 are filled into the vertical part 
of Lt. Let us denote k = ICzJ,k>,3, and L = CIils,EZ,Is~ > 1 + al. For every fixed L 
and k, the quadratic function 
k+2 
f (s2, ‘. .9 Sk+21 = cs: 
i=2 
under the constraints 
k+2 
sg2si = L Si>O, 
is minimized for si = LJk. So from now on we consider the instances such that 
QSi E Cz,Si = Ljk. 
Let us denote by g the function 
g(al a2) = (1 +a1 +ad2 > 
I+ a: + ka: . 
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Consider first 
f% -= 
aa2 
2(1 +“r +a2)[(1 +a;+ka;)-kuz(l +a1 +a:!>]; 
(l+a:+ka;)2 
since 
L = ka2 > 1 + at 2 1 + u: 
we have ag/au2 -c 0. 
Consider now 
ag -= 
au1 
2(1 + u1 + u2) [(l + u: + ku;) - Ul(l + at + a& 
(1 +u:+k@ 
since ka2 > 1 + al we obtain 
kai > a2 + ula2, 
so 
kaz - ula2 > ~22 > 0 
and since 1 - al g0 we have ag/hq > 0. 
Thus g is maximal when at is maximal, that is for at = 1, and when LIZ is minimal, 
that is u2 = (l/k)( 1 + al ) = 2/k. Thus we obtain 
$ - (2 + 2/k)2 = 2(k + 1)2 
u2 ’ 2 + k(2/k)2 k(k + 2)’ 
The function 
h(k) = 2% 
decreases on R+ , so it is maximal when k is minimal, that is for k = 3. We have 
h(3) = g, thus ii/02 6 $ and the property holds. 
We consider now the layers Li, i > 3. We show that 
fli = Ui(2s^,_1 - Ui-1 - 2Ui) 
is a lower bound for oi - G;-1. Let Bi be the last square packed into the horizontal 
part of L,_l, we denote by bi the size of Bi. Let kl, k2, k3 be such that Ai- = Sk,, 
Bi = $, Ai = Sk, respectively (recall that for t >, i 23, k2 >, kl + 2). 
We have that 
iii-t - ai- - C sj < b, 
j=k, +1 
and 
k,-1 
ii-1 - C Sj < Ui. 
j=k, 
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In the case where 
kz 
2i-1 - Ui-1 - C SjdUi, 
j=kl +I 
we obtain 
(Ti-Bi_1 > Ui(;i_1 -Ui_l -Ui+L!F-1 -ai)-Uf+Uf>fli 
(see Fig. 2). 
We consider now the case 
kz 
ii-1 -CZ_l - C Sj > Ui. 
j=kl fl 
We have bi > ai, SO let Ei > 0 be such that bi = ai + Ei; 
bf > a’ + 2ai&i, 
thus 
5 Sj > ‘5’ Sj + Ui(Ui +2&i) > Ui 5 Sj + UiEi 
j=kl +l j=kl +l j=kl+l 
and thus 
di - (ii-1 > Ui C Sj + Ui&i + Ui(sti_1 - Ui) - Uf + C7.f 
j=kl +l 
> ai(2ii_1 - ai- - bi + E, - ai) 
= Bi 
(see Fig. 2), so the property holds. 
<- 
1 
_ _ _ _ _ _ _ _ 
a. 
1 ai ai I 
ai-l 
S 
i-2 
F : 
;ai j 
l---La. 
T!_ _____________. 
Fig. 2. The bound fiI 
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If the subset of squares Ci is replaced by a subset of 
squares with the same size ai, we obtain a new instance of the problem with the same 
value ii and the same lower bound pi for Gi - ci- 1. Thus such instances are the worst 
instances for the ratio !I$?. From now on we only consider these instances. 
Let 
Pi 
Yi = 
CZi(2kC_] + l7.i) 
be a lower bound of the ratio between C ~k,SkEz,ls~ and the area of layer Li. 
We prove now that ri>ri_l,4<i<t : 
ui(2ii_1 - ui-1 - 2Ui) ui_1(2?i_2 - ai-_ - 2Ui_1) 
ri-ri-1 = 
- Ui(2ii_1 + ui) Ui_1(2ii__2 + Ui-1) 
2ii-_2 + ai-1 - 2Ui 2ii_2 - Ui-2 - 2Ui_l 
= 2j_2 + 2Ui_1 + Ui - 2ii__2 + Ui_l 
N 
=- 
D 
where D > 0 and 
N = 4ai_iii-2 + 2ai_2ii_2 - 6aiii_2 + 5&l + 2ui_2Ui_1 + Ui_zui; 
since Ui-2 Bai-12 ai then N > 0 and the property is satisfied. 
We show that (T 2 ks^” (note that by the above property if there exists i 3 3 such that 
Gi > i$ then the property is satisfied). Let us = a& with 0 <LX 6 l/3 and m = IC3 I. 
We have that 
thus we obtain that 
a3 - a2 > m’cx2$ 
and 
sg = (1 + LX)‘?;. 
We have 
63 3 [ 8 + m’a2]ii 
so we consider the following relation: 
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that is 
We have 
and 
is satisfied for 
8-fl<G1<8+m 
60‘ ‘60’ 
We suppose now that a < (8 - v’%)/60. we have 
p3 = a3 ( 2f2 - a2 - 2~23 ), 
thus 
2;~ - a2 - 2a3 
r3 = 
z ;& - 2a3 ?-2a _ 
2;2 + a3 2& + a3 2fcc 
SO for a < & we have r3 > i and by the above property ri > i, i > 3. We consider the 
two following subcases: first when s^ < fi sz, we have 
and thus i/s* < a. 
We consider now the 
squares packed, thus 
o3 > [ $ + 26a2]5’,2; 
the relation 
case $ < LY -C (8 - &9)/60: there are 
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is satisfied when 
,,4+fl 
‘204’ 
we have that 
4+&? 2 
204 < 33’ 
thus we obtain that r~3 Z $8. 
Suppose now that CI 
then ]C3 I> 5, thus 
03 a[+$ + 5a2]$; 
and the relation 
> is+ v’%)/60. We consider three subcases: first we set CI > i, 
g +5&;(1 +c(y 
is satisfied; we set now (4 + 3&)/44 6 CI < i, in this case ICs 12 6 so 
o3 > [g + 6a2]$ 
and the relation 
$ +6a2+(1 
is satisfied too; the 
so 
+Cr)2 
last case is (8 + a)/60 < CI < (4 + 3fi)/44, we have ]Z3] 27 
63 2 [g + 7t@; 
and 
+$ +7a2+1 +a)2 
is also satisfied. 0 
Corollary 1. The worst-case ratio of FLD is bounded by 4. 
Proof. Let S be an arbitrary instance, we have &~n 6&n, 0 
For NLD Fig. 3 provides an instance for which the bound fi is almost reached. 
The squares have the following sizes: 
so = 1, St = ;, s2 = s3 = s4 = i + E, s5 = . . . = s37 = $ + E, 
s38 = . . . = s486 = & + E, s487 = ’ . = s6966 = & + 6 
with E > 0 sufficienty small, so we obtain 
lim iNLD 
1083 
- = - M 1.4065. 
E’O s* 770 
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Fig. 3. an instance with ratio S^NL~,,7* = s z 1.4065. 
We remark that by adding enough sufficiently small squares we can improve this 
instance in order to obtain a ratio nearer to fi. 
For FLD Fig. 4 provides an instance with ratio &LD/S* = g. The instance is the 
following: 
So = Sr = 1, S2 = S3 = S4 = + + E, 
s5 = . . . =s51 = ; +&, s52 = . = s469 = & + E 
with E > 0 sufficienty small, so we obtain 
n 
lim SFLD = g M 1.3958. 
E’O s* 
We remark that although FLD is rather sophisticated than NLD, its worst-case ratio is 
very near the worst-case ratio of NLD. 
6. The max-size m&size ratio problem 
The max-size min-size ratio is a class of subproblems defined as follows. Let a < 1 
be a fixed positive value and S be a set of squares such that 
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52 
Fig. 4. An instance with ratio SFLD/S* = g x 1.3958. 
We show that the worst-case behavior of NLD and FLD is better than the ratio fi 
for large values of ~1. Indeed, by Lemma 2 we have 
s* 2 [J;;] or, 
we have also 
(for both NLD and FLD), thus 
. 
1 
-&- 
s* CI’ 
so for a > &/2 the worst-case ratio of our two heuristics is better than a. 
We give now lower bounds for these worst-case ratios. For 5 < a < 1, the worst-case 
ratio of both NLD and FLD is at least 2/3u + f, indeed the instances where 
So = Si = 1, 
s2 = s3 = s4 = c1 
reach this bound (see Fig. 5). 
For i <u < $, the two worst-case ratios are at least $, indeed the instances where 
SO = Si = 3a - 1, 
s2 = s3 = s4 = GL + E, 
with E > 0 sufficiently small, achieve the bound (see Fig. 6). 
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a 
1 
a M a 1 a 1 m a 1 a 
Fig. 5. An instance that provides a ratio $ + f for 12 f _._---______--. 
s2 
----a 
sl 
s3 Pa s4 sO ____-._..I 
._ ______ 
Sl s2 Flu s3 sO s4 
Fig. 6. An instance that provides a ratio $ for 4 <r< 3. 
We conjecture that these lower bounds are also upper bounds for the worst-case 
ratios of NLD and FLD applied to max-size min-size ratio problems. 
7. Conclusion 
We have analyzed the performance of NL, NLD and FLD that provide fast solutions 
for the problem of finding an optimal packing for a given set of squares into a square 
with minimal size. NL has no bounded worst-case ratio, an upper bound for the worst- 
case ratio of NLD and FLD is a. It remains an open problem: to find better bounds 
or to prove that fi is (asymptotically) reachable. 
For the max-size min-size ratio subproblems, in the case of large values for CI, we 
provide lower bounds for the worst-case ratio of NLD and FLD. We think that these 
bounds are tight, an open problem is to prove or to disprove this conjecture. 
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