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Abstract
This paper studies the parameter choice in the grad-div stabilization applied to the generalized
problems of Oseen type. Stabilization parameters based on minimizing the H1(Ω) error of the
velocity are derived which do not depend on the viscosity parameter. For the proposed parameter
choices, the H1(Ω) error of the velocity is derived that shows a direct dependence on the viscosity
parameter. Differences and common features to the situation for the Stokes equations are discussed.
Numerical studies are presented which confirm the theoretical results. Moreover, for the Navier-
Stokes equations, numerical simulations were performed on a two-dimensional flow past a circular
cylinder. It turns out, for the MINI element, that the best results can be obtained without grad-div
stabilization.
1. Introduction
Incompressible flows are modeled by the incompressible Navier-Stokes equations which are given
by  −ν∆u + u · ∇u +∇p = f in Ω,∇ · u = 0 in Ω,
u = 0 on Γ,
(1)
where f models body forces acting on the flow and ν is the inverse of the Reynolds number. In the
high Reynolds number flow problems, one typically observe that ν  1. Hence, a stabilization of
the Galerkin finite element formulation is necessary. A popular remedy is to add a term based on
the streamline upwind Petrov-Galerkin (SUPG) [1] to the finite element formulation that accounts
for stabilizing dominating convection. However, a main difficulty in the analysis of the SUPG
method comes from the coupling between velocity and pressure term. It is suggested in [2, 3] that
an additional stabilization, the so called grad-div stabilization, is important for the robustness. In
[4], a combination of the SUPG and grad-div stabilization methods were studied for the generalized
Oseen equations. It was concluded that the SUPG method is less important for the inf-sup stable
pair of velocity and pressure due to the constant in the stabilization parameter which depended
on the problem data. The authors also showed that the numerical instabilities occur for slightly
distorted quasi-uniform meshes. Furthermore, considering only the grad-div stabilization, it is
acknowledged that the grad-div stabilization is more important and leads to satisfactory results.
The grad-div stabilization has been used as a successful approach to improve the mass conserva-
tion and reduces the velocity error caused by the pressure error in the simulations of incompressible
flow problems. In the finite element formulation, the grad-div term which is based on the residual
of the continuity equation adds the stabilizing term γ(∇ · uh,∇ · vh) to the momentum equation.
Such a term also occurs in the subgrid pressure model in the framework of scales separation of vari-
ational multiscale formulation of Navier-Stokes equations [5, 6]. Numerical studies presented in [7]
also shows that the grad-div stabilization is useful for practical use of some turbulence models.
The primary objective of this paper is to study the choice of optimal parameter for grad-div
stabilization in mixed finite element methods for the Oseen and Navier-Stokes equations (1).
Theoretical analysis and numerical simulations performed for the inf-sup stable pair of element,
see e.g., [8, 9, 10], indicate that γ = O(1) is often a good choice. Further, considering only the
grad-div stabilization in [4], it is demonstrated that the optimal parameter should be chosen to
γ = 10−1. A theoretical analysis proposed in [11] also suggests that the stabilization parameter
should be O(1) for the inf-sup stable elements. However, in [12] it was shown that in certain
situations, an optimal γ can be much larger than O(1), depending on the size of pressure relative
to the size of the velocity. Furthermore, for solutions with large or complicated pressures, good
results were obtained with γ = 104 and bad results with γ = 1 or 10.
A detailed investigation of the optimal grad-div stabilization parameter γ in mixed finite element
methods for the Stokes equation can be found in [13]. Optimal parameters are derived using the
H1-norm of the velocity error and L2-norm of the pressure. Based on minimizing the H1-norm of
velocity error, it was shown that the optimal parameter depends on the magnitude of the pressure
relative to the velocity in the appropriate norms. However, it is independent of the viscosity and
pressure if an appropriate stabilization parameter is used and a pointwise divergence-free subspace
with optimal approximation space exists. Moreover, it was shown that a good choice of stabilization
parameters for minimizing the H1(Ω) velocity error compared to the L2 error of the pressure gives
larger parameters.
The main contribution of this manuscript is the extension of the idea presented for the Stokes
problem in [13] to the Oseen equations which can be viewed as a direct linearization (fixed point
iteration) of the steady state or time dependent Navier-Stokes equations. The pointwise divergence-
free velocity spaces will be used that eliminate the effect of pressure on the velocity error, and
which relies on special grids and optimal approximation properties of the subspace. For the sake
of brevity, the minimization of H1(Ω) error of velocity will be taken into account for finding the
optimal parameter in the grad-div stabilization.
Compared to the Stokes problem considered in [13], the main observations for the Oseen problem
are:
• For the Taylor-Hood element on the barycentric refined grids and MINI element on the
union-jack triangulations, the optimal parameter γ is independent of the viscosity parameter
ν. In contrast an increase in the parameter γ was predicted when decreasing ν in the Stokes
problem. This holds for the case when the divergence-free subspace of the velocity space has
optimal approximation properties. Another finding in comparison to the Stokes problem is
that the decrease in ν leads to smaller values of optimal γ for both elements. Furthermore,
for the MINI element, the optimal parameter γ decreases with mesh width h but this is not
true for the Taylor-Hood element.
• If the divergence-free subspace of velocity space does not have the optimal approximation
properties, the optimal γ behave more or less similar as in the Stokes problem.
• Irrespective of the optimal approximation properties of the divergence-free subspace of the
velocity space, it is observed by inserting the proposed stabilization parameter γ into the
error estimates leads to the error bound that depends on the ν. Hence, the error bound
increases by decreasing ν.
Numerical simulations for the steady-state flow around a circular cylinder suggests for the MINI
element on standard as well as on Delauney type grids that the grad-div stabilization is not useful
to improve the accuracy of the computed solution for such type of elements. Furthermore, the use
of inf-sup stable Taylor-Hood finite element with optimal parameter leads to accurate results when
compared to the reference data [14].
The remainder of the paper is organized as follows: Section 2 introduces the notations and finite
element discretization of the Oseen problem. In Section 3, error estimates based on minimizing
the H1 norm of the velocity are presented which leads to the good parameter choices of the
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stabilization parameter γ for different approximation properties of the pointwise divergence-free
subspace. Section 4 gives some numerical tests which supports the theoretical results. It is shown
that, depending on the finite element spaces and the mesh, the optimal parameter vary from O(h2)
to O(104). A similar observation can be found in [13]. The paper concludes with a summary of
the results.
2. A linearized Navier-Stokes problem
Consider an auxiliary problem of generalized Oseen type: −ν∆u + b · ∇u + σu +∇p = f in Ω,∇ · u = 0 in Ω,
u = 0 on Γ.
(2)
This equation can be viewed as (a fixed point) a linearization of the steady-state Navier-Stoke
problem (1) with σ = 0. Here, Ω ⊂ Rd d = {2, 3} be a bounded domain, u the velocity, p the
pressure, f a given source term and ν the kinematic viscosity. To simplify the presentation, we
restrict ourselves to the cases σ = 0 and σ = 1.
Throughout this paper, the standard notations for Lebesgue and Sobolev spaces will be used.
The L2 inner product in a domain Ω is denoted by (·, ·) and the corresponding norm by ‖ · ‖0.
Throughout this paper, the standard notations for Lebesgue and Sobolev spaces will be used.
The L2 inner product in a domain Ω is denoted by (·, ·) and the corresponding norm by ‖ · ‖0.
Consider the function spaces for velocity and pressure V := H10 (Ω)
d and Q := L20(Ω), respec-
tively, the variational formulation of (2) reads:
Find (u, p) ∈ V ×Q such that for all (u, p) ∈ H10 (Ω)d × L20(Ω) it holds{
ν(∇u,∇v) + bs(b; u,v) + σ(u,v)− (∇ · v, p) = (f ,v),
(∇ · u, q) = 0 (3)
Let the finite element discretization of (3) with the pairs of conforming finite element spaces
Vh ⊂ V and Qh ⊂ Q that satisfies the inf-sup compatibility condition
inf
qh∈Qh
sup
vh∈Vh
(∇ · vh, qh)
‖∇vh‖0‖qh‖0 ≥ β > 0. (4)
The finite element formulation of (3) reads:
Find (uh, ph) ∈ Vh ×Qh such that for all (vh, qh) ∈ Vh ×Qh{
ν(∇uh,∇vh) + bs(b; uh,vh) + σ(uh,vh) + γ(∇ · uh,∇vh)− (∇ · vh, ph) = (f ,v),
(∇ · uh, qh) = 0 (5)
with γ ≥ 0 is a stabilization parameter and the corresponding term can be viewed as adding a
consistent term to the momentum equation, since in most of the finite element ∇ · uh 6= 0, plays a
role to penalize the mass conservation.
Here the bilinear form bs is defined by
1. bs(b; uh,vh) = (b · ∇uh,vh) with ∇ · b = 0
2. bs(b; uh,vh) =
1
2
{
(b · ∇uh,vh)− (b · ∇vh,uh)
}
.
Grad-div stabilization can be used with any finite element choice and meshes. Our interest lies in
the spaces of weakly differentiable pointwise divergence-free functions and discretely divergence-free
functions which are defined as follows, respectively
V0 =
{
v ∈ H10 (Ω)d : ∇ · v = 0
}
V0,h =
{
vh ∈ Vh : (∇ · vh, qh) = 0, for all qh ∈ Qh
}
.
It is to be noted that the discretely divergence-free function does not have to be divergence-free.
This means that V0,h 6⊂ V0 even if Vh ⊂ V . The reason is that the divergence-free element might
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results in violation of the mass conservation. There stability relies on the choice of finite element
spaces and special mesh construction. To derive appropriate values of the stabilization parameter
γ, the space of divergence-free and discretely divergence-free functions V00,h ⊂ V0,h∩V0 will be used
with particular emphasis on the conditions whether the space V00,h posses optimal approximation
properties or not.
Definition: Consider a sequence of quasi-uniform meshes with characteristic mesh size h and
the corresponding spaces V00,h. If for all v ∈ V0 ∩Hk+1(Ω)d there exists a sequence of vh ∈ V00,h
with
‖∇(v − vh)‖0 ≤ CV00,hhk|v|k+1 (6)
with CV00,h independent of h, then the sequence of spaces V00,h is said to possess optimal approxi-
mation properties (w.r.t. the space V0).
3. Velocity estimates and grad-div parameters
This section details the main results of the paper. In particular, only the minimization of the
H1-norm of velocity is considered to study the optimality of the stabilization parameters. Two
different cases on the reaction coefficient σ are taken into account, i.e., σ = 0 and σ > 0.
Theorem 3.1. Let f ∈ H−1(Ω) is given (u, p) be the solution of the continuous (3) and (uh, ph)
be the solution of the discrete problem (5). Then, the following estimates in the L2(Ω)-norm of the
gradient of the velocity holds
‖∇(u− uh)‖20 ≤ inf
wh∈V0,h
{
Cg‖∇(u−wh)‖20 + Cr‖u−wh‖20 + Cd‖∇ ·wh‖20
}
+ Cp inf
qh∈Qh
‖p− qh‖20 (7)
where the constants Cg, Cr, Cd, Cp that depends on the problem data are defined as follows:
Case I: Consider σ > 0. For bs(b; uh,vh) = (b · ∇uh,vh) with ∇ · b = 0, constants on the
right hand side of (7) are given by
Cg = 4 + 2‖b‖
2
∞
νσ
, Cr = 2σ
ν
, Cd = 2γ
ν
, Cp = 2
γ
. (8)
Similarly, for bs(b; uh,vh) =
1
2
{
(b · ∇uh,vh)− (b · ∇vh,uh)
}
, one have
Cg =
(
6 +
‖b‖2∞
νσ
)
, Cr =
(
4σ
ν
+
2‖b‖2∞
ν2
)
, Cd = 4γ
ν
, Cp = 4
νγ
. (9)
Case II: Consider σ = 0. The constants on the right hand side of (7) are defined by
Cg =
(
6 +
C‖b‖2∞
ν2
)
, Cr = 0, Cd = 4γ
ν
, Cp = 4
νγ
. (10)
Proof. For arbitrary wh ∈ V0,h, consider the error splitting
u− uh = (u−wh) + (wh − uh) := η + ξh.
Then, the triangular inequality and Young’s inequality gives
‖∇u−∇uh‖20 ≤ 2‖∇η‖20 + 2‖∇ξh‖20. (11)
Subtracting (5) and (3) yield the following error equation
ν(∇ξh,∇vh) + bs(b; ξh,vh) + σ(ξh,vh) + γ(∇ · ξh,∇ · vh)
= −ν(∇η,∇vh)− bs(b; η,vh)− σ(η,vh)− γ(∇ · η,∇ · vh) + (p,∇ · vh).
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Setting vh = ξh and using (∇ · ξh, qh) = 0 for any qh ∈ Qh, the error equation becomes for any
qh ∈ Qh
ν‖∇ξh‖20 + σ‖ξh‖20 + γ‖∇ · ξh‖20
= −ν(∇η,∇ξh)− bs(b; η, ξh)− σ(η, ξh)− γ(∇ · η,∇ · ξh) + (p− qh,∇ · ξh). (12)
The terms on the right-hand side of (12) will be estimated separately. Applying the Cauchy-
Schwarz inequality and Young’s inequality, one gets
ν‖∇ξh‖20 + σ‖ξh‖20 + γ‖∇ · ξh‖20 ≤ ν‖∇η‖20 + σ‖η‖20 + γ‖∇ · η‖20 + 2
∣∣bs(b; η, ξh)∣∣
+ 2
∣∣(p− qh,∇ · ξh)∣∣. (13)
The estimate of the last term on the right-hand side of (12) uses again the Cauchy-Schwarz and
Young’s inequality
2
∣∣(p− qh,∇ · ξh)∣∣ ≤ 2γ−1/2 ‖p− qh‖0 γ1/2 ‖∇ · ξh‖0 ≤ γ−1‖p− qh‖20 + γ‖∇ · ξh‖20. (14)
for all qh ∈ Qh. For the estimates of the convective term, two different cases of σ are taken into
account with the different representations of the bilinear form bs. First consider the case σ 6= 0,
then using the definitions of bs gives, respectively
2
∣∣bs(b; η, ξh)∣∣ = 2(b · ∇η, ξh) ≤ 2‖b‖∞‖∇η‖0‖ξh‖0 ≤ ‖b‖2∞σ ‖∇η‖20 + σ‖ξh‖20 (15)
and
2
∣∣bs(b; η, ξh)∣∣ = ∣∣(b · ∇η, ξh)− (b · ∇ξh, η)∣∣ ≤ ‖b‖∞ ‖∇η‖0 ‖ξh‖0 + ‖b‖∞ ‖∇ξh‖0‖ξh‖0
≤ ‖b‖
2
∞
4σ
‖∇η‖20 + σ‖ξh‖20 +
‖b‖2∞
2ν
‖η‖20 +
ν
2
‖∇ξh‖20. (16)
Inserting (14) and (15) into (13) gives
‖∇ξh‖20 ≤
(
1 +
‖b‖2∞
νσ
)
‖∇η‖20 +
σ
ν
‖η‖20 +
γ
ν
‖∇ · η‖20 +
1
νγ
inf
qh∈Qh
‖p− qh‖20.
Hence, (11) implies
‖∇(u− uh)‖20 ≤ 4
(
1 +
‖b‖2∞
2νσ
)
‖∇η‖20 +
2σ
ν
‖η‖20 +
2γ
ν
‖∇ · η‖20 +
2
νγ
inf
qh∈Qh
‖p− qh‖20
which gives (7) together with the constants (8).
Collecting the estimates from (14) and (16) into (13)
‖∇ξh‖20 ≤ 2‖∇η‖20 +
2σ
ν
‖η‖20 +
2γ
ν
‖∇ · η‖20 +
‖b‖2∞
2νσ
‖∇η‖20 +
‖b‖2∞
ν2
‖η‖20
+
2
νγ
inf
qh∈Qh
‖p− qh‖20.
Eq.(11) implies
‖∇(u− uh)‖20 ≤
(
6 +
‖b‖2∞
νσ
)
‖∇η‖20 +
(
4σ
ν
+
2‖b‖2∞
ν2
)
‖η‖20 +
4γ
ν
‖∇ · η‖20
+
4
νγ
inf
qh∈Qh
‖p− qh‖20, ∀wh ∈ V0,h
Hence, one can obtain the required estimates (7) with the constants from (9).
Consider now the second case where σ = 0. Applying Ho¨lder’s inequality followed by the
Poincare´ and Young’s inequality, one get the estimates of the convective term
bs(b; η, ξh) ≤ C‖b‖∞‖∇η‖0‖∇ξh‖0 ≤
C‖b‖2∞
ν
‖∇η‖20 +
ν
4
‖∇ξh‖20.
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Using this estimate, σ = 0, (14) into (13) to get
‖∇ξh‖20 ≤
(
2 +
C‖b‖2∞
ν2
)
‖∇η‖20 +
2γ
ν
‖∇ · η‖20 +
2
γν
inf
qh∈Qh
‖p− qh‖20.
Hence, using this estimate in (11) yields the statement of theorem with the constants defined in
(10).
As pointed out in the grad-div stabilization applied to the Stokes problem [13], the key point of
the analysis consists in tracking the divergence error to the final estimates of Theorem 3.1, which
allows to study the consequences of the error bounds (7) on the choice of the parameters γ for
the cases of pointwise divergence-free subspace of velocity space have or does not have optimal
approximation properties.
3.1. Taylor-Hood elements
Corollary 3.2. Consider (Vh, Qh) =
(
(Pk)
d, Pk−1
)
on quasi-uniform meshes and (u, p) ∈ Hk+1(Ω)d×
Hk(Ω).
The estimates are distinguished into different categories depends on the existence of the optimal
approximation properties, the reaction coefficient σ and bilinear form bs.
Case 1: First consider the general case where the space V00,h does not posses the optimal
approximation properties. In this case the estimates of Theorem 3.1 takes the form
‖∇u−∇uh‖20 ≤
[Cg + Crh2 + Cd]C2V0,hh2k|u|2k+1 + CpC2Qhh2k|p|2k. (17)
Case 2: If the space V00,h posses the optimal approximation properties, the estimates (7) gives
‖∇u−∇uh‖20 ≤ min
{[[Cg + Crh2 + Cd]C2V0,h , Cg + Crh2]C2V00,h}h2k|u|2k+1
+ CpC2Qhh2k|p|2k. (18)
Note that, the constants Cg, Cr, Cd, and Cp that appears on the right-hand side of both estimates are
defined in (8)–(10) for different cases. Furthermore, the constants CQh , CV0,h and CV00,h appears
in all the estimates are the interpolation estimates constants.
Proof. The proof follows the same steps as that of [13, Corollary 1].
In the remainder of this section, the two cases will be discussed in more details. Firstly the
case that the space V00,h doesn’t have optimal approximation properties. Following the elementary
calculus to compute the minimum by considering the right-hand side of the estimates (17) as a
function depending on γ, one gets the optimal value
γopt ≈ CQh |p|k
CV0,h |u|k+1
. (19)
It is to be noted that the parameter γopt is similar to the one that is obtained for the Stokes
problem [13], and, with respect to ν and h, the standard parameter choice γ = O(1) is recovered.
Inserting γopt into (17), leads to the error estimates of the form
‖∇(u− uh)‖0 ≤ hk
((Cg + Crh2)C2V0,h |u|2k+1 + 2εν CV0,hCQh |u|k+1|p|k
)1/2
(20)
with ε = 2 or 4 depending on cases of Theorem 3.1.
Consider now the case where the space V00,h has optimal approximation properties. In order
to obtain good value of parameter γ, follow the criteria of Stokes problem by considering the
contribution of the pressure error equals to the maximum possible contribution of the velocity
error. This criterion for the estimates (18) leads to the estimates
γgood ≈
εC2Qh |p|2k
ν (Cg + Crh2)C2V00,h |u|2k+1
. (21)
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From the definitions of the constants (8), (9) and (9), it can be observed that the contribution of
the term ν(Cg +Cr) is large. Hence, if |p|2k/|u|2k+1 is small, then one can conclude that the decrease
in viscosity does not influence the value of optimal parameter γ. In contrast, the value of the
optimal γ increases by decreasing the parameter ν for the Stokes problem. This observation is also
verified in the numerical studies presented in Section 4. Inserting (21) into (18) gives
‖∇(u− uh)‖0 ≤ ε
(Cg + Crh2)1/2 CV00,hhk|u|k+1 (22)
with ε =
√
8 or
√
2 depending on σ = 0 or σ = 1, respectively.
For estimates (20) and (22), since Cg and Cr depends on ν−1 (even ν−2 when σ = 0), it is
predicted that a decrease in the viscosity would results in the large velocity errors.
3.2. Mini elements
It is well known that the use of equal-order finite element pair ((Pk)
d, Pk) does not satisfy the
inf-sup condition (4). In order to overcome the difficulty, a PSPG term have to be added to the
discrete formulation (5), see e.g., [15, 16]. The use of MINI element (P bubk , Pk) is equivalent to
apply the PSPG stabilization, with a special choice of the PSPG parameter [17].
Corollary 3.3. Consider (Vh, Qh) =
(
(P bubk )
d, Pk
)
on quasi-uniform meshes and (u, p) ∈ Hk+1(Ω)d×
Hk+1(Ω).
Similarly as for the Taylor-Hood element, two cases depending on the the approximation prop-
erties of the space V00,h are detailed in the following.
Case 1: A-priori estimates (7), for the general case where the space V00,h does not have optimal
approximation properties, has the form
‖∇(u− uh)‖20 ≤
[Cg + h2Cr + Cd]C2V0,hh2k|u|2k+1 + CpC2Qhh2k+2|p|2k+1. (23)
Case 2: In the case that the space V00,h has optimal approximation properties, the a-priori
estimates (7) becomes
‖∇(u− uh)‖20 ≤ min
{[(Cg + Crh2 + Cd)C2V0,h , Cg + Crh2]C2V00,h}h2k|u|2k+1
+ CpC2Qhh2k+2|p|2k+1 (24)
with Cg, Cr, Cd and Cp from Theorem 3.1. One can note here that in both estimates there is a
dependence of the parameters on the mesh width h which comes from the equal-order finite element
pairs of velocity and pressure.
Using the same idea as in the Taylor-Hood element for finding the parameters γopt and γgood,
depending on the approximation properties of the space V00,h, one arrives at
γopt =
hCQh |p|k+1
CV0,h |u|k+1
, γgood =
εh2C2Qh |p|2k+1
ν (Cg + Crh2)C2V00,h |u|2k+1
. (25)
In these cases, one expects a dependence of the optimal γ on the mesh width h, but is independent
of the parameter ν due to the definitions of Cg and Cr. Inserting γopt and γgood into (23) and (24),
respectively, gives the following estimates
‖∇(u− uh)‖0 ≤ hk
((Cg + h2Cr)C2V0,h |u|2k+1 + 2hεν CV0,hCQh |p|k+1|u|k+1
)1/2
(26)
and
‖∇(u− uh)‖0 ≤ εhk
(Cg + h2Cr)1/2 CV0,h |u|k+1. (27)
A similar observation as for the Taylor-Hood element can be made for the MINI element that a
decrease in the viscosity would results in the large velocity errors, since the constant Cg and Cr
depends on ν−1.
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4. Numerical studies
This section presents the numerical results consisting of two examples. The first considered in
a unit square (0, 1)2 for which the analytic solution is known. In this example, our interest lies
to compute and compare the influence of the optimal γ with the theoretical results presented in
previous section. The second example is the well known steady-state flow past a circular cylinder.
The goal of this example is to numerically investigate the effect of the parameter γ in grad-div
stabilization applied to Navier-Stokes equation. All numerical simulations were performed with
the finite element code MooNMD [18].
4.1. Example with known analytic solution
Consider the problem (2) on Ω = (0, 1)2, b = u and σ = 1 or σ = 0. Choose f and the boundary
conditions such that
u(x,y) =
(
cos(2piy)
sin(2pix)
)
and three different pressure solutions which serves as pressure field
p1 = sin(2piy), p2 = sin(8piy), p3 = 10
4 sin(2piy).
Note that, for each pressure function, the source term is different. In the numerical studies, the
viscosity ν ∈ {1, 10−1, 10−3, 10−6} were used and the stabilization parameter γ varies in a wide
range from 10−3 to 104.
For the case where the pointwise divergence-free subspace of the velocity space has optimal
approximation properties, we will use the scaling factor θν,h which is defined for σ = 1 and σ = 0,
respectively,
θν,h =

4
6ν+1+2h2(2+ 1ν )
if σ = 1
4
6ν+Ch
2
ν
if σ = 0.
(28)
Note that the scaling parameter θν,h decreases by decreasing the viscosity or the mesh width.
This fact will also be taken into account in numerical simulations to argue the behavior of the
stabilization parameter γ.
In order to compare the results with the Stokes problem from [13], numerical studies for this
example were performed on uniformly refined grids using the Taylor-Hood element the MINI ele-
ment [19]. It is known from [20] that, the pointwise divergence-free subspace (P2)
2
of the velocity
space has optimal approximation properties on the barycenter-refined mesh. Also, the pointwise
divergence-free subspace of
(
P bub1
)2
on union jack type meshes has optimal approximation prop-
erties.
For simplicity of presentation, the parameters proposed by the theoretical results in previous
section will be denoted by γgood and by optimal γ that corresponds to the best results obtained in
the numerical simulations.
4.1.1. ((P2)
2, P1) Taylor-Hood element on barycenter-refined grids
First consider the Taylor-Hood element on the barycentric refined uniform mesh, where the
divergence-free subspace of the velocity space posses optimal approximation properties. In this
case, (19) will be taken into account and the good choice of γ satisfies
γgood ≈ θν,hC0 |p|
2
2
|u|23
= θν,hC0

1
2pi2 for p = p1
128
pi2 for p = p2
108
2pi2 for p = p3
(29)
where C0 is a constant which has to be specified.
In Fig. 1 and 2, the H1(Ω) errors of the velocity are plotted against the grad-div stabilization
parameters γ for σ = 1 and σ = 0, respectively. From the choice (29), one expect small values of
the optimal parameters by decreasing the viscosity parameter ν. This effect can be seen also in the
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numerical simulations. Equation (29) also suggests an increase in the optimal γ if |p|2 is increases.
This behavior can be well observed in the numerical simulations by comparing the optimal γ for
p1 and p2 (similarly p2 and p3). Furthermore, large values of the optimal γ for larger |p|22 and h
independence are predicted from (29). Both observations are confirmed numerically.
Since the error estimates (22) shows a dependence on ν−1 (or ν−2, one expect to see an increase
of the error for optimal γ if ν decreases. This increase can be observed in all simulations.
The same prediction concerning the accuracy of the computed solution for the Stokes prob-
lem [13] comparing the errors of optimal γ and the standard choice γ = 1 can be observed here.
That is, errors computed with optimal γ are smaller by several orders of magnitude than the errors
obtained by standard parameter γ = 1. One can see this observation in the case where |p|22 is large,
i.e., for p3. Finally, there is almost no difference between the computed solution with σ = 1 and
σ = 0.
legend γ min γ = 1, min γ min γ = 1, min γ min γ = 1, min
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legend γ min γ = 1, min γ min γ = 1, min γ min γ = 1, min
−. − . ν = 1 0.042 2.795e-02 2.842e-02 5.7 3.238e-02 3.816e-02 10000 3.554e-02 1.355e+01
−. − . ν = 10−1 0.25 3.050e-02 3.210e-02 33 3.556e-02 7.134e-02 10000 3.560e-02 3.797e+01
−. − . ν = 10−3 0.33 9.285e-02 9.635e-02 12 1.012e-01 1.514e-01 5600 9.881e-02 1.250e+02
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legend γ min γ = 1, min γ min γ = 1, min γ min γ = 1, min
−. − . ν = 1 0.035 7.026e-03 7.143e-03 4.9 8.081e-03 9.137e-03 10000 8.960e-03 3.345
−. − . ν = 10−1 0.25 7.654e-03 8.062e-03 38 8.973e-03 1.734e-02 10000 8.965e-03 9.467
−. − . ν = 10−3 0.41 2.207e-02 2.241e-02 36 2.310e-02 4.046e-02 6700 2.273e-02 2.719e+01
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Figure 1: Errors in the H1-norm of velocity vs. grad-div stabilization parameter γ with σ = 1 on successive
refinements of barycenter–refined uniform meshes.
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−. − . ν = 10−6 0.100 1.202e-1 2.337 11 3.743e-1 8.497 2300 3.378e-1 4.503e+03
10−3 10−1 101 103 104
10−1
100
101
‖u
−
u
h
‖ 1
P2/P1, h = 1/8, p = p1
10−3 10−1 101 103 104
10−1
100
101
102
103
P2/P1, h = 1/8, p = p2
10−3 10−1 101 103 104
10−1
101
103
105
P2/P1, h = 1/8, p = p3
legend γ min γ = 1, min γ min γ = 1, min γ min γ = 1, min
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−. − . ν = 10−1 0.25 7.654e-03 8.062e-03 38 8.972e-03 1.734e-02 10000 8.965e-03 9.467
−. − . ν = 10−3 0.4 2.240e-02 2.276e-02 36 2.348e-02 4.081e-02 6600 2.310e-02 2.741e+01
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Figure 2: Errors in the H1-norm of velocity vs. grad-div stabilization parameter γ with σ = 0 on successive
refinements of barycenter–refined uniform meshes.
4.1.2. ((P2)
2, P1) Taylor-Hood element on Delauney-generated triangulations
In this case, the pointwise divergence-free subspace of velocity does not have the optimal ap-
proximation properties. Hence, the parameter choice (19) is applied which is similar to the γgood
for the Stokes problem, one can obtains
γgood ≈

C0√
8pi
for p = p1
C0
√
32
pi for p = p2
C010
4√
8pi
for p = p3.
(30)
Figures 3 and 4 plots the H1(Ω) errors for the velocity against the stabilization parameters γ for
successively refined Delauney-generated triangulations with h ∈ {1/8, 1/16, 1/32}. Again from
(30), one does not expect a dependence of optimal parameter γ on the viscosity ν which can also
be observed in the numerical simulations for p1 and p2. Similar to the case where the subspace has
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optimal approximation properties (Eq. (29), and figures 1 and 2) one can observe a small increase
in the optimal values of γ between p1 and p2 which are confirmed by comparing the values of γ in
the first and second column. Moreover, much higher values of optimal parameter for the large |p|2
(for p3) and h-independence of the optimal stabilization parameter are observed from (30). Both
prediction can be confirmed from the numerical simulations.
Comparing the results for σ = 1 and σ = 0 in figures 3 and 4, one can see for ν = 0.1 the
influence of large value of stabilization parameter results in the numerical instabilities.
Finally, also an increase in the error estimates (20) can be seen by decreasing ν. This increase
can be confirmed from the numerical simulations as well.
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Figure 3: Errors in the H1-norm of velocity vs. grad-div stabilization parameter γ with σ = 1 on successive
refinements of Delauney–refined uniform meshes.
4.1.3. The MINI element on union jack triangulations
Consider the MINI element
(
(P bub1 )
2, P1
)
on union jack type refined meshes with
h ∈ {1/16, 1/32, 1/64}. It is known from [21] that the pointwise divergence-free subspace of
the
(
P bub1
)2
velocity on Union jack meshes has optimal approximation properties. In this case, the
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legend γ min γ = 1, min γ min γ = 1, min γ min γ = 1, min
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Figure 4: Errors in the H1-norm of velocity vs. grad-div stabilization parameter γ with σ = 0 on successive
refinements of Delauney–refined uniform meshes.
parameter choice (25) should be used to obtain a good choice for γ, one gets
γgood ≈ θν,hh2C0 = θν,hh2C0

1/2 for p = p1
128 for p = p2
5 · 107 for p = p3.
(31)
For the sake of brevity, only results with σ = 1 will be presented. With σ = 0, almost similar
results were obtained.
The results for the numerical simulations are plotted in Fig. 5. From (31), one can see a
dependence of the optimal γ on the mesh width h. Hence, the expected decrease in the optimal
γ with respect the mesh width h can be confirmed in the numerical simulations. Similarly as for
the Taylor-Hood element, a weak or almost no dependence of optimal γ over ν can be seen in the
numerical computations which was predicted from (31)
From the estimates (27), it is also expected that the error increases due to the dependence of
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ν−1. This effect can be generally observed by comparing the errors for ν = 1, ν = 10−1 and 10−3
but not for 10−6. A reason can be that the error stays constant in a wide range of stabilization
parameters which also includes the optimal γ.
legend γ min γ = 1, min γ min γ = 1, min γ min γ = 1, min
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−. − . ν = 10−6 0.033 1.794e-01 1.825e-01 0.43 1.823e-01 1.826e-01 10000 1.828e-01 3.603e+00
10−3 10−1 101 103 104
10−1
100
‖u
−
u
h
‖ 1
P bub1 /P1, h = 1/64, p = p1
10−3 10−1 101 103 104
10−1
100
101
P bub1 /P1, h = 1/64, p = p2
10−3 10−1 101 103 104
10−1
101
103
104
P bub1 /P1, h = 1/64, p = p3
Figure 5: Errors in the H1-norm of velocity vs. grad-div stabilization parameter γ with σ = 1 using the MINI
element on union jack triangulations with h ∈ {1/16, 1/32, 1/64}.
4.1.4. The MINI on Delauney-generated triangulations
Finally, consider the MINI element on Delauney-generated triangulation where one does not ex-
pect the pointwise divergence-free subspace of velocity have the optimal approximation properties.
Hence, the stabilization parameter γgood (25) will be taken into account such that
γgood ≈ hC0 =

C0√
4
h for p = p1
8
√
2C0h for p = p2
5000
√
2C0h for p = p3.
(32)
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Again, one observes a decrease in the optimal γ with respect to the mesh h and no dependence on
ν. Both observation are met with the numerical simulation presented in Fig. 6.
A dependence of the error for the optimal γ on ν−1 is predicted from the estimates(26) which
results in the increase of the velocity error. An increase of the errors for small ν can be observed
in Fig. 6.
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−. − . ν = 10−3 7e-03 1.798e-01 4.688e-01 0.054 2.362e-01 4.690e-01 97 1.221323 4.411230
−. − . ν = 10−6 7e-03 2.072e-01 5.889e-01 0.048 2.911e-01 5.893e-01 10 1.394637 5.018550
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Figure 6: Errors in the H1-norm of velocity vs. grad-div stabilization parameter γ with σ = 1 using the MINI
element on Delauney-generated triangulations with h ∈ {1/16, 1/32, 1/64}.
4.2. Steady-state flow around a cylinder
The second test problem is considered for the two-dimensional incompressible Navier-Stokes
equations. The accuracy of the grad-div stabilization is studied numerically for the benchmark
problem of channel flow past a cylinder, introduced in [22]. Figure 7 shows the geometry of the
channel with parabolic inflow and outflow is prescribed by
u(0,y) = u(2.2,y) = 0.41−2
(
1.2y(0.41− y), 0), 0 ≤ y ≤ 0.41.
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In addition, no-slip boundary conditions are enforced along the top and bottom walls. The viscosity
is chosen to be ν = 10−3 and the source term f = 0.
Figure 7: Channel with cylinder
In order to study the accuracy of the grad-div stabilization method, the usual benchmark
parameters [14] are the drag coefficient cd at the cylinder and the lift coefficient c` defined by,
respectively,
cd = −500
[
(ν∇u,∇vd) + (u · ∇u,vd)− (p,∇ · vd
]
c` = −500
[
(ν∇u,∇v`) + (u · ∇u,v`)− (p,∇ · v`
]
for any function vd ∈
(
H1(Ω)
)2
with (vd)
∣∣
S
= (1, 0)T , S being the boundary of the body and vd
vanishes on all other boundaries. The lift coefficient can be compute in a similar way by using (v`)
as a test function such that (v`)
∣∣
S
= (0, 1)T on the boundary of the cylinder. A third benchmark
parameter is the difference of the pressure between the front and the back of the body
∆p = p(0.15, 0.2)− p(0.25, 0.2).
In the numerical simulations, the standard and Delanay-generated triangulations are used. The
initial grids are presented in figure 8, where the standard grid consists of 288 mesh cells and the
Delauney grid of 195. The Navier-Stokes equations were discretized by using the inf-sup stable
pair of Taylor-Hood ((P2)
2, P1) and MINI
(
(P bub1 )
2, P1
)2
finite element. The degrees of freedom
for both element on different refinement levels are given in table 1. The accuracy is measured with
respect to the distance to the reference values, taken from [14],
cd,ref = 5.57953523384, cl,ref = 0.010618937712, ∆pref = 0.11752016697.
The simulations were performed on different levels of refinements that are presented in Fig. 9
for the
(
(P2)
2, P1
)
on the standard grids and in Figs. 10 and 11 the
(
(P1)
bub, P1
)
on the standard
and Delauney type grids, respectively. In particular, the errors of the computed values to the
reference values are plotted along the varying grad-div stabilization parameter γ. Concerning the
accuracy, the best results can be found with the smallest error.
From the numerical simulations, one can see that the optimal γ depends on the quantity of
interest, i.e., drag or lift coefficients etc. Fig. 9 for the Taylor-Hood element shows that the optimal
γ should be smaller for the drag coefficient compared to the lift coefficient. Moreover, the optimal
γ decreases for the lift and increases for the lift coefficient and pressure difference with respect to
the mesh width. This shows the dependency of the optimal γ on the mesh width h. One can see
in plots of Fig 9 that there are some pronounced peaks with very good results for small values of
grad-div parameter which coincides with the best results obtained with higher order finite elements
in [14]
On the other hand, for the
(
(P1)
bub, P1
)
element (see Figs. 10, 11), one can conclude that the
grad-div stabilization does not improve the accuracy of the computed solution. Comparing with
the reference values one can see that the results are not accurate. In general, numerical simulations
shows that the results computed with the Taylor-Hood element are more accurate than with the
MINI element. Finally, one can conclude from the experience of these simulations that although
the predictions of the corresponding optimal parameters is impossible in practice but the better
results can be obtained with small parameters of the grad-div term.
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level ((P2)2, P1)
(
(Pbub1 )
2, P1
)2
standard standard delauney
2 7344 5684 2871
3 28656 2210 11202
4 113184 87776 44244
Table 1: DOF’s
Figure 8: Initial grids: standard left and Delauney right.
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Figure 9: Standard grid with
(
(P2)2, P1
)
element: Errors of the computed drag coefficient to cd,ref (left), lift coefficient to
cl,ref (middle) and pressure difference to ∆pref (right) vs. the grad-stabilization parameter γ on different refinement levels.
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Figure 10: Standard grid with
(
(Pbub1 )
2, P1
)
element: Error of the computed drag coefficient to cd,ref (left), lift coefficient to
cl,ref (middle) and pressure difference to ∆pref (right) vs. the grad-stabilization parameter γ on different refinement levels.
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Figure 11: Delauney grid with
(
(Pbub1 )
2, P1
)
element: Error of the computed on drag coefficient to cd,ref (left), lift coefficient
to cl,ref (middle) and pressure difference to ∆pref (right) vs. the grad-stabilization parameter γ on different refinement levels.
5. Summary
This article presented a detailed study of the optimal grad-div stabilization parameter in finite
element methods applied to the Oseen and Navier-Stokes equations. The stabilization parameter
for the Oseen equations is derived on the basis of minimizing the H1 error of the velocity. From
16
the estimates, it was noticed that the optimal parameter choice depends on the used norm , the
solution, the finite element spaces, and the type of mesh. It was found that the special case of
divergence-free velocity space with optimal approximation properties which leads for the Stokes
equations to different grad-div parameters leads to the same parameters for Oseen equations. From
a practical point of view, this observation is of advantage since in practice it is hard to decide which
case is present. Since there is no difference in the parameter choice, one does not need to care for
this issue. Because the reason for obtaining the same optimal parameters is the presence of the
convective term in the Oseen equation, it can be expected that for the Navier-Stokes equations the
same situation holds like for the Oseen equations.
On the other hand, it was observed both theoretically and numerically that the H1(Ω) error
of the velocity depends on the inverse of the viscosity parameter. Therefore the error increase
by decreasing the viscosity. This observation holds irrespective of the optimal approximation
properties of the divergence-free subspace of the velocity space.
With respect to the accuracy of the computed solution, it was shown that the errors computed
with the optimal parameter are smaller by several order of magnitudes compared to the errors
obtained with parameter of O(1).
For studying the impact of the grad-div stabilization to the Navier-Stokes equations, numerical
studies were performed for a two-dimensional flow around a cylinder. It turns out for the Taylor-
Hood element that the smaller values of the grad-div parameter leads to the best results. On the
other hand, for the MINI element, accurate results can be obtained without grad-div stabilization.
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