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Zusammenfassung Flexibilita¨t, um auf sich schnell vera¨ndernde Situa-
tionen reagieren zu ko¨nnen, ist ein immer wichtigerer Aspekt im Prozes-
sumfeld. Zur Erreichung dieser Flexibilita¨t ist die mobile Nutzung von
Prozessen, die sinnvoll nur durch die Fragmentierung von Prozessen mo¨-
glich ist, von großer Bedeutung. Herko¨mmliche Workflow- beziehungs-
weise Prozessmanagementsysteme [35]mit zentralenWorkflow-/Prozess-
Management-Servern sind fu¨r Einsa¨tze in verteilten mobilen Umgebun-
gen durch die starke Fokussierung auf lokale Ressourcen zumeist wenig
geeignet. Der zentrale Aspekt dieser Arbeit ist die Darstellung verschie-
dener theoretischer Ansa¨tze aus dem Umfeld der verteilten Prozesse zur
Unterstu¨tzung mobiler Prozesse. Aus den derzeit existierenden, theore-
tischen Ansa¨tzen, die auch bereits teilweise umgesetzt wurden, sind aus
Sicht dieser Arbeit, die beiden wichtigen Konzepte der physischen Frag-
mentierung sowie der logischen Fragmentierung, bei der Prozessinstan-
zen migriert werden, interessant, andere Ansa¨tze, wie zum Beispiel agen-
tenbasierte Ansa¨tze, werden in dieser Arbeit nicht betrachtet. Abschlie-
ßend wird am Beispiel eines kommerziellen Produktes - dem Microsoft
BizTalk Server - gezeigt, inwiefern dieses zur Unterstu¨tzung mobiler Pro-
zesse eingesetzt werden kann.
1 Einfu¨hrung
In der heutigen, von großem Wettbewerb gepra¨gten globalisierten Welt, ist es
fu¨r eine profitorientierte Organisation unerla¨sslich, die internen Prozesse sowie
die Schnittstellen zu kooperierenden Unternehmen zu kennen. Um angemes-
sen auf sich sta¨ndig a¨ndernde Bedingungen im eigenen Umfeld reagieren zu
ko¨nnen, mu¨ssen die Prozesse konstant u¨berwacht und optimiert werden. Die
tendenziell immer sta¨rker werdende Forderung, zu nahezu jeder Zeit und von
jedem Ort aus auf Daten und Dienste Zugriff zu haben, stellt hohe Anforde-
rungen an die an der Bereitstellung beteiligten Unternehmen. Um der Forde-
rung nach Flexibilita¨t [30,31] Rechnung zu tragen, ist es notwendig, Prozesse in
großen Teilen durch den Einsatz mobiler Techniken zu unterstu¨tzen.
Aufgrund der zahlreichen heterogenen Eigenschaften mobiler Umgebun-
gen und der vielfa¨ltigen Einsatzmo¨glichkeiten, sind herko¨mmliche, zentral ge-
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steuerte, Workflow-/Prozessmanagementsysteme fu¨r die Kontrolle der mobi-
len Prozesse aus technischer oder organisatorischer Sicht ha¨ufig ungeeignet oder
zu starr [1]. So ko¨nnen zum Beispiel aufgrund sicherheitsrelevanter Hinder-
nisse Dienste nicht angesprochen werden oder technische Schwierigkeiten wie
Verbindungsabbru¨che erschweren einen reibungslosenAblauf desmobilen Pro-
zesses. Daher liegt der Fokus dieser Arbeit auf der Darstellung und Untersu-
chung verschiedener Ansa¨tze auf demGebiet der verteilten Prozessausfu¨hrung
und deren Eignung fu¨r mobile Prozesse.
2 Typische Einsatzszenarien
Folgende exemplarische Einsatzszenarien sind fu¨r den Einsatz mobiler Un-
terstu¨tzung denkbar:
1: Aufnehmen von Bestellungen durch eine Servicekraft in einem Restau-
rant, die dann im weiteren Prozess zur Verfu¨gung stehen (Insofern die Bestel-
lung als Prozess abla¨uft). So ko¨nnen diese unter anderem direkt nach der Auf-
nahme der Bestellung an die Ku¨che weitergeleitet werden, um die georderten
Produkte zeitnah zuzubereiten. Ein weiterer Punkt in diesem Szenario ist die
Mo¨glichkeit aus den Bestelldaten, ohne ein weiteres Eintippen der Rechnungs-
daten in eine Kasse, direkt bei Zahlungswunsch eines Kunden, mit demAbkas-
sieren zu beginnen.
2: Abbildung 1 zeigt einen Beispielprozess im Umfeld von Außendienst-
mitarbeitern, die beispielsweise im Lebensmittelgroßhandel ta¨tig sind. Diese
ko¨nnen beim Besuch einer zugeordneten Discounterfiliale, die Bestandskon-
trolle derWaren ihrer Firmamobil durchfu¨hren und aufgrund der erfassten Be-
standsdaten abgleichen, wieviel von einerWare geordert werdenmuss. So kann
die Bestellung der Fehlmenge zeitnah an ein Logistikzentrum des Großha¨nd-
lers gesendet werden, ohne diese beispielsweise auf Papierformularen erfasste
Bestellung erst per Fax vom Home-Office zu versenden.
Abbildung 1: Beispielprozess Außendienst in BPMN-Darstellung
3: Bei der Visite der Patienten durch A¨rzte in Kliniken ist es erforderlich,
die Daten der Patienten vor Ort verfu¨gbar zu haben, um den Verlauf der Be-
handlung, verordnete Medikamente oder andere Informationen nachschlagen
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zu ko¨nnen. Durch den Einsatz mobiler Unterstu¨tzung ist es mo¨glich, auf diese
Daten, ohne sie vorab aus stationa¨ren PCs auszulesen oder als herko¨mmliche
Patientenakten mitzunehmen, zuzugreifen. Des Weiteren ist auch das Eintra-
gen neuer Befunde und Bemerkungen oder die A¨nderung der Medikamentie-
rung des Patienten mo¨glich.
Im folgenden Abschnitt werden die Struktur und der Aufbau der Arbeit
dargestellt. Neben einer kurzen Zusammenfassung der Inhalte jedes Kapitels
werden die Kerninhalte der Arbeit zusa¨tzlich graphisch abgebildet.
3 Struktur und Aufbau der Arbeit
Kapitel 4 bescha¨ftigt sich mit den grundlegenden Merkmalen von Prozessen
sowie mobilen Prozessen. Hierzu werden die Merkmale mobiler Devices so-
wie die Herausforderungen im Umfeld mobiler Prozesse herausgearbeitet. Der
Kernpunkt dieses Kapitels ist die Definition mobiler Prozesse, wie diese im
Rahmen dieser Arbeit verstanden werden.
In Kapitel 5 werden die Anforderungen mobiler Prozesse an Workflow /
Prozess-Management-Systeme dargestellt. Nach der Darstellung dieser Anfor-
derungenwerden die beiden verschiedenenAnsa¨tze der verteiltenAusfu¨hrung,
die fu¨r diese Arbeit relevanten Ansa¨tze, der physischen Fragmentierung und
der Migration von Prozessen aufgezeigt, was den zentralen Teil der Arbeit dar-
stellt. Abschließend wird ein Zwischenfazit u¨ber die Eignung der verschiede-
nen betrachteten Ansa¨tze fu¨r einen Einsatz im Umfeld mobiler Prozesse gezo-
gen. In Abbildung 2 wird der Aufbau der Arbeit dargestellt und die Inhalte der
Kernkapitel der Arbeit graphisch veranschaulicht (Kapitel 4 + 5).
Abbildung 2: U¨bersicht der Arbeit
JO¨RG GRU¨NING
Kapitel 6 stellt mit dem Microsoft BizTalk Server exemplarisch ein kom-
merzielles System vor, dass unter anderen auch Business-Process-Management
Funktionalita¨t [12] zur Verfu¨gung stellt. Nach einem kurzen Anriss der Archi-
tektur des Systems und dessen Hauptkomponenten, wird dieses System auf
seine Eignung fu¨r den Einsatz im Umfeld der mobilen Prozessunterstu¨tzung
untersucht. In Kapitel 7 schließt die Arbeit mit einem Fazit und gibt einen Aus-
blick.
4 Prozesse
Unter einem Prozess (Abbildung 2) [3] versteht man eine Menge von Akti-
vita¨ten, die in einemmeist deterministischenAblauf, nacheinander beziehungs-
weise parallel von beteiligten Akteuren ausgefu¨hrt werden. Zweck der Aus-
fu¨hrung dieser Aktivita¨ten ist das Erreichen eines gemeinsamen Ziels, wie bei-
spielsweise der Umwandlung von verschiedensten Inputs in Outputs, wie ei-
nem Produkt oder einer Dienstleistung eines Industrieunternehmens [13]. Zur
Steuerung dieser Prozesse kommenWorkflow-/Prozess-Management-Systeme
zum Einsatz, welche das Deployen und Instanziieren der Workflows / Prozes-
se, den Austausch von Daten, wie zum Beispiel den von den Prozessteilneh-
mern erzeugten Prozessdaten, den Umgebungsdaten der Prozesse oder den
Prozess-Meta-Daten, die den Prozess beschreiben, u¨bernehmen. Des Weiteren
legenWorkflow-/Prozess-Management-Systeme die operationale Semantik fest
und u¨bernehmen das Monitoring der Prozesse.
Abbildung 3: Beispielprozess in BPMN-Darstellung
Der Begriff der Verteilung [21] steht in engem Zusammenhang mit Prozes-
sen [2]. Da in der Regel nicht alle Aktivita¨ten eines Prozesses auf einem ein-
zelnen System ausgefu¨hrt werden ko¨nnen oder das beispielsweise aus sicher-
heitsrelevanten Gru¨nden nicht gewu¨nscht ist, mu¨ssen diese auf verschiedene
Systeme verteilt werden. Durch die Verteilung von Prozessen auf mehrere De-
vices beziehungsweise Server wird es mo¨glich, die Performanz einer gesam-
ten Prozessausfu¨hrung zu erho¨hen, indem beispielsweise Teile des Prozesses
an externe Dienstleister ausgelagert werden oder Aktivita¨ten oder ganze Teil-
prozesse parallel ausgefu¨hrt werden [3]. Um diese Verteilung von Prozessen
erst zu ermo¨glichen, ist es no¨tig Prozesse zu fragmentieren. Abbildung 4 zeigt
die Choreographie eines BPMN-Prozesses, die jedoch zur Fragmentierung von
Prozessen genutzt werden kann. Ein Fragment eines Prozesses stellt eine Teil-
menge aller Aktivita¨ten eines Prozesses dar, die in engem Kontext zueinander
stehen. Die genaue Bestimmung einer solchen Teilmenge ist nicht festgelegt
und wird unterschiedlich gehandhabt.
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Abbildung 4: Choreographie eines Prozess in BPMN-Darstellung
Sind an der Ausfu¨hrung der Aktivita¨ten mobile Devices, wie beispielswei-
se PDA, PocketPC’s oder A¨hnliches beteiligt, spricht man von einem mobilen
Prozess. Im folgenden Abschnitt werden die Merkmale mobiler Prozesse sowie
deren Umgebung aufgezeigt.
4.1 Mobile Prozesse
Wie bereits im letzten Abschnitt angedeutet, handelt es sich um einen mobi-
len Prozess (Abbildung 5), sobald Fragmente, d.h. einzelne oder mehrere Akti-
vita¨ten eines Prozesses mobil ausgefu¨hrt werden sollen [4]. Die oben erwa¨hnte
Ausfu¨hrung einer Aktivita¨t auf einem mobilen Device, wie PDA, PocketPcs
oder auch Notebooks fu¨hrt zu Herausforderungen bei mobilen Aktivita¨ten, die
im Folgenden betrachtet werden.
Mobile Aktivita¨ten sind nicht ausschließlich durch die Ausfu¨hrung auf ei-
nem mobilen Gera¨t definiert. So stellt die Ausfu¨hrung von Ta¨tigkeiten, die von
einem Mitarbeiter kurzzeitig an einem anderen Ort innerhalb der Firma auf ei-
nem Notebook ausgefu¨hrt werden, keinen mobilen Prozess dar [4], obwohl der
Einsatz eines mobilen Devices wie eines Notebook dies suggerieren mag. Fu¨r
die Definition einermobilen Aktivita¨t sindweitere Bedingungen, wie die extern
bestimmte Unsicherheit des Ortes und die Kooperation mit externen Ressour-
cen notwendig. Unter der extern bestimmten Unsicherheit des Ortes versteht
man, dass der Ort, an dem mobile Aktivita¨ten zur Ausfu¨hrung kommen, in
verschiedenen Instanziierungen des mobilen Prozesses auch verschieden ist,
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und, dass dieser durch den Akteur, der die Aktivita¨t ausfu¨hrt, nicht frei be-
stimmt werden kann. Erfu¨llt eine Aktivita¨t die oben genannten Bedingungen
so spricht man von einer mobilen Aktivita¨t, wie man sie in mobilen Prozes-
sen ausfu¨hrt. Zur besseren U¨bersicht, sind in Tabelle 1 die Merkmale mobiler
Aktivita¨ten abgebildet.
Abbildung 5: Mo¨glicher mobiler Teilprozess der Choreographie in
BPMN-Darstellung
In der Literatur existiert eine Vielzahl von Definitionen mobiler Prozesse.
Diese oft stark differierenden Interpretationen fassen mobile Prozesse unter-
schiedlich weit und schra¨nken diese dadurch teilweise ein. Im folgenden wer-
den daher exemplarisch zwei aus verschiedenenDefinitionen resultierende Ein-
schra¨nkungen aufgezeigt.
In [4] definiert die Autorin einenmobilen Prozess als einen Prozess, der eine
odermehreremobile Aktivita¨ten beinhaltet, was jedoch dadurch beschra¨nkt ist,
dass kein Prozess komplett mobil sein kann, da die Start- und Endaktivita¨ten
des Prozesses durch sogenannte fixe Devices ausgefu¨hrt werden mu¨ssen. So
fu¨hrt die Autorin als Beispiel einen Ein-Mann-Monteur-Betrieb an, der seine Pro-
zesse und beno¨tigten Daten auf einemmobilen Device mit sich fu¨hre und man-
gels fehlender Kommunikation mit externen Systemen kein mobiler Prozess
sei. Im Rahmen dieser Arbeit, wird ein solcher Definition mobiler Prozess von
[4] als zu einschra¨nkend betrachtet.
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Merkmal Beschreibung
Unsicherheit des Ortes Je nach Prozessinstanz kann der Ort, an
dem eine Aktivita¨t ausgefu¨hrt wird, un-
terschiedlich sein. So kann es auch vo-
kommen, dass sich der Ort wa¨hrend der
Ausfu¨hrung a¨ndert.
externe Bestimmtheit des Ortes Der Ort der Ausfu¨hrung einer mobilen
Aktivta¨t kann von externen Faktoren,
wie zum Beispiel dem Ort, an dem ein
Schaden entstanden ist, der nun durch
einen Monteur vor Ort repariert werden
soll, bestimmt sein und somit eine freie
Wahl des Ortes durch den ausfu¨hrenden
Benutzer verhindern.
Interaktion mit externen Ressourcen Bei der Ausfu¨hrung mobiler Aktivita¨ten
ist die Interaktion, mit aus Sicht des Pro-
zesses externen Ressourcen, wie anderen
Benutzern oder Objekten, erforderlich.
Tabelle 1: Herausforderungen mobiler Aktivita¨ten
Eine weitere Definition mobiler Prozesse wird in [40] gegeben. Hier wird
ein mobiler Prozess als eine Folge von Aktivita¨ten, die u¨ber eine la¨ngere Zeit
auf mehreren Devices ausgefu¨hrt werden und als Ergebnis, den gewu¨nsch-
ten Effekt des Initiators des Prozesses haben. Die Arbeit fu¨hrt als Ziel an, die
Mo¨glichkeiten mobiler Devices durch die Zusammenarbeit mehrerer Devices
zu erho¨hen, was erreicht werden soll indem verteilte Prozesse in passende mo-
bile Systeminfrastrukturen integriert werden sollen. Daraus kannman schließen,
dass die mobilen Prozesse stark an der verfu¨gbaren Infrastruktur ausgerichtet
werden und gegebenenfalls an diese angepasst werden. Auch die Orientierung
an bestehender Infrastruktur ist im Kontext dieser Arbeit eine unerwu¨nschte
Einschra¨nkung der Flexibilita¨t mobiler Prozesse.
Im Rahmen dieser Arbeit versteht man unter einem mobilen Prozess daher
einen Prozess, bei dem mindestens eine Aktivita¨t mobil ist, das heißt, dass sie
auf einem mobilen Device ausgefu¨hrt wird. Ein mobiler Prozess kann jedoch
auch gro¨ßeremobile Prozessfragmente beinhalten oder sogar vollsta¨ndigmobil
ausgefu¨hrt werden, d.h alle Aktivita¨ten beinhalten. Auch die Ausfu¨hrung eines
Prozesses von der Instanziierung, dem Start der Prozessausfu¨hrung bis zum
Beenden der Ausfu¨hrung, auf einem einzelnen mobilen Device wird als mobi-
ler Prozess verstanden. Das Design des mobilen Prozesses orientiert sich hier-
bei ausschließlich amGescha¨ftsmodell, der durch denmobilen Prozess abgebil-
det werden soll. Die mobile Infrastruktur wird nur als Mittel zur Ausfu¨hrung
der Prozesses verstanden und muss eine ausreichend große Flexibilita¨t bieten,
um vielfa¨ltige Gescha¨ftsprozesse abzubilden ohne Einschra¨nkungen zu verur-
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sachen.
Im folgenden werden die Merkmale der in mobilen Prozessen eingesetzten
mobilen Devices betrachtet und dabei auftretende Herausforderungen aufge-
zeigt.
4.2 Merkmale mobiler Devices
Durch die mobile Ausfu¨hrung der Prozessschritte und der Ausfu¨hrung auf De-
vices mit sehr beschra¨nkten Ressourcen, ist beim Design und der Ausfu¨hrung
mobiler Prozesse eine hohe Aufmerksamkeit no¨tig. Nach der im vorhergegan-
genen Abschnitt erfolgten Definition von mobilen Prozessen sollen daher in
diesem Abschnitt die Herausforderungen, die im Umfeld mobiler Prozess auf-
treten, dargestellt werden. Die folgendenMerkmale stellen, die fu¨r diese Arbeit
als relevant betrachteten Merkmalen mobiler Devices dar. Eine allgemeine Be-
trachtung der Herausforderungen mobiler Prozesse ohne eine Betrachtung der
Devices erfolgt im folgendem Abschnitt.
Hardwarebeschra¨nkungen Viele der auf dem Markt verfu¨gbaren Devices, wie
PocketPcs, PDAs oder unter gewissen Umsta¨nden auch einsetzbare Mobilte-
lefone, verfu¨gen nur u¨ber geringe Hardwareressourcen. So sind die verbau-
ten Prozessoren meist recht leistungsarm und ko¨nnen daher nicht fu¨r komple-
xere, rechenintensive Anwendungen verwendet werden. Die Ausstattung der
Devices mit Speicher, sei es Arbeitsspeicher oder der Platz fu¨r die persistente
Speicherung von Anwendungsteilen, wie auch lokaler Datenbanken ist eben-
falls ha¨ufig sehr knapp bemessen, wodurch sich gro¨ßere Datenmengen kaum
auf den Devices halten lassen.
Konnektivita¨t ImGegensatz zu stationa¨ren Devices, die in der Regel u¨ber Kabel-
oder Funkverbindungen mit hohen Bandbreiten und einem hohen Maß an Zu-
verla¨ssigkeit in den Prozess integriert sind, mu¨ssenmobile Devices ohne solche
Leitungen auskommen. Da mobile Devices an den verschiedensten Standorten
zum Einsatz kommen, kann es nicht immer gewa¨hrleistet werden, dass Ver-
bindungen permanent verfu¨gbar sind. So kann es bereits aufgrund von zu ge-
ringen Signalsta¨rken, Funklo¨chern oder einstreuenden Sto¨rsignalen in mobilen
Datennetzen zu Ausfa¨llen oder betra¨chtlichen Einschra¨nkungen der im Allge-
meinen bereits relativ geringen Bandbreite kommen.
Verfu¨gbarkeit Die bereits im vorhergehenden Punkt genannten Probleme imZu-
sammenhang mit der Konnektivita¨t ko¨nnen die Verfu¨gbarkeit mobiler Devices
empfindlich schma¨lern. Allerdings besteht bei mobilen Devices in erho¨hten
Maße die Gefahr, dass ein Device aufgrund einer Fehlfunktion oder eines voll-
sta¨ndigen Defekts nicht nur tempora¨r fu¨r den mobilen Prozess, sondern ganz
fu¨r die weitere Prozessausfu¨hrung ausfa¨llt. Jedoch ist bei einem mobilen Pro-
zess nicht nur das Device als Fehlerquelle mo¨glich, sondern auch Einflu¨sse
der Umgebung oder der Benutzer, die das Device bedienen sollen, ko¨nnen die
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Verfu¨gbarkeit des Device fu¨r den Prozess beeintra¨chtigen. Wenn der Benutzer
auf demWeg zum Ausfu¨hrungsort der mobilen Aktivita¨t beispielsweise durch
Verkehrsprobleme oder Erkrankungen aufgehalten wird [4], kann die Prozess-
ausfu¨hrung problematisch werden. Hier sind noch eine Menge weiterer Ein-
flussfaktoren denkbar.
Standort Auch der Standort ist ein entscheidender Faktor im Umfeld mobi-
ler Prozessausfu¨hrung. Wa¨hrend an einigen Standorten die Konnektivita¨t der
Devices beeintra¨chtigt sein kann, hat der Standort auch noch weitere maßgebli-
che Faktoren auf die Ausfu¨hrbarkeit mobiler Prozesse. Nicht an jeden Standort
ko¨nnen beno¨tigte, externe Dienste verfu¨gbar sein oder Sicherheitsbestimmun-
gen lassen den Zugriff auf die beno¨tigen Ressourcen nicht zu. Zudem ist wie
oben definiert die Unsicherheit des Ortes eine problematische, nicht immer vor-
hersehbare Gro¨ße. Durch die externe Bestimmtheit des Ortes entstehen zahlrei-
che Faktoren, die nicht vorhersehbar sind, wenn zum Beispiel ein Techniker ei-
nes Telekommunikationsanbieters zur Installation eines Anschlusses zu einem
Kunden vor Ort eingesetzt wird.
Kosten Ein weiterer nicht zu vernachla¨ssigender Punkt sind die Kosten, z.B.
fu¨r die U¨bertragung von Daten zu den am Prozess beteiligten Devices. Die
Preise fu¨r mobile Datenanbindungen sind im Verha¨ltnis zu kabelgebundenen
Technologien wie Standleitungen, DSL oder im einfachsten Fall direkte LAN-
Verbindungen immens teuer, weswegen bei der Verteilung von Prozessdaten,
zum Beispiel fu¨r die Synchronisierung paralleler Aktivita¨ten bei der voneinan-
der abha¨ngiger Verwendung von Variablen in beiden Prozesszweigen darauf
geachtet werden muss, welche Daten u¨berhaupt u¨bertragen werden sollen.
4.3 Herausforderungen mobiler Prozesse
Die oben aufgeza¨hltenMerkmale sowie eine Vielzahl weiterer Faktoren imUm-
feld der mobilen Prozessausfu¨hrung fu¨hren zu großen Herausforderungen, die
beimManagement und der Ausfu¨hrungmobiler Prozesse auftreten. Neben den
von außerhalb des Prozesses auftretenden Herausforderungen, wie physischer
Verhinderung der Erreichung des Standorts ausfu¨hrender Akteure, sind auch
korrekte Kontroll- und Datenflu¨sse essentiell wichtige, relevante Herausforde-
rungen, die beispielsweise bei der Ausfu¨hrung paralleler Aktivita¨tspfade von
Bedeutung sind.
Datenfluss In mobilen Prozessen, wie auch in herko¨mmlichen, nicht-mobilen
Prozessen, ist es wichtig festzulegen, in welcher Art und Weise die im Prozess
anfallenden Daten gespeichert und genutzt werden. So ko¨nnen Daten zum ei-
nen zentral auf einemWorkflow-Management-Server gespeichert werden oder
jeweils vom Vorga¨nger einer Aktivita¨t an das zugeordnete Device der nachfol-
genden Devices weitergereicht werden. Im Falle einer zentralen Datenhaltung
treten Probleme im Zusammenhangmit der geringerer Zuverla¨ssigkeit der Ver-
bindungen der Devices auf, wenn diese einmal ausfallen sollte. Auch bei der
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dezentralen Datenhaltung ko¨nnen bei U¨bermittlungsschwierigkeiten die ge-
samten oder nur Teile der zu u¨bertragenden Daten verloren gehen. Eine weite-
re Herausforderung, die im Zusammenhang mit der dezentralen Datenhaltung
beachtet werden muss ist, dass die meist geringe Kapazita¨t der mobilen De-
vices und die hohen Kosten fu¨r die U¨bertragung der Daten eine wohlu¨berlegte
Strategie erfordern, welche und wie viele Daten ausgetauscht werden sollen.
Auch die Thematik der parallelen Ausfu¨hrung von Aktivita¨ten bedarf einem
besonderen Augenmerk, wobei hier eventuell auf geeignete Synchronisations-
mechanismen Wert gelegt werden muss.
Kontrollfluss A¨hnlich wie bei der Kontrolle des Datenflusses sind auch die Her-
ausforderungen bei der Steuerung des Kontrollflusses eines mobilen Prozesses
herausfordernd. So sind neben einer zentralen Steuerung, die ha¨ufig aufgrund
der Konnektivita¨t der Devices nicht geeignet ist, um die Bedu¨rfnisse eines mo-
bilen Prozesses zu handhaben, auch dezentrale P2P [24]-a¨hnliche ”Steuerun-gen “oder Mischformen aus beiden Ansa¨tzen denkbar. Unabha¨ngig von der
eingesetzten Technik, besteht die Herausforderung in jedem Fall im geeigneten
Handling der unzuverla¨ssigen Anbindung der eingesetzten Devices.
Robustheit Neben erforderlichen Konzepten bei der Handhabung des Daten-
und Kontrollflusses ist die Robustheit der Ausfu¨hrung ein sehr wichtiger As-
pekt im Umfeld der mobilen Prozesse. Um eine robuste Ausfu¨hrung der mo-
bilen Prozesse zu gewa¨hrleisten, muss sichergestellt werden, dass der Prozess
beim Auftreten unerwarteter Ereignisse nicht einfach abbricht oder sich ver-
klemmt. So ko¨nnen durch mangelnde Konnektivita¨t unter Umsta¨nden Daten
nicht, oder nur stark verzo¨gert, an das nachfolgende Device u¨bertragen wer-
den, was dazu fu¨hren kann, dass im Falle einer unzureichenden Fehlerbehand-
lung, die nachfolgenden Devices auf die vorhergehende Aktivita¨t warten und
sich der Prozess verklemmt. Auch die U¨bertragung bescha¨digter oder unvoll-
sta¨ndiger Daten kann zu großen Schwierigkeiten fu¨hren. Die defekten oder
unvollsta¨ndigen Daten mu¨ssen durch geeignete Ansa¨tze, also beispielsweise
einer wiederholten oder sogar erneuten U¨bertragung, durch die vollsta¨ndige
Ausfu¨hrung der Vorga¨ngeraktivita¨t kompensiert werden ko¨nnen.
Allokation Eine weiterer Punkt, der eine Herausforderung im Umfeld mobi-
ler Prozesse [16] darstellt, ist die Allokation, also die Zuweisung der Devices
und/oder Benutzer zu einer Aktivita¨t [33]. Je nach Ansatz wird hierbei zwi-
schen der Zuordnung von Benutzern, die auf einem beliebigen Device verbun-
den sind, beziehungsweise der Annahme, dass Benutzer immer nur u¨ber ein
zugeordnetes Device verbunden sind, was dann ha¨ufig vereinfachend als Host
bezeichnet wird oder der ”einfachen“Zuordnung von Devices zu Aktivita¨ten,unterschieden. Neben der Mo¨glichkeit, die Allokation bereits zur Design-Zeit
des Prozesses durch den Prozessdesigner modellieren zu lassen, kann die Zu-
ordnung ebenfalls kurz nach der Instanziierung des Prozesses erfolgen. Auch
eine flexible Zuordnung durch Analysieren der Umgebungsdaten und Errech-
nen der fu¨r eine Aktivita¨t geeigneten Devices/Benutzer ist mo¨glich, kann je-
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doch auch durch interne Wissensdatenbanken, wie sie in [6] und [7] zum Ein-
satz kommen, erreicht werden. Hierbei kann die Bestimmung der geeigneten
Nachfolger entweder durch ein zentrales System oder durch das mobile De-
vice/den zugeordneten Benutzer selbst erledigt werden.
Herausforderung Hauptaspekte
Datenfluss zentrale Datenhaltung: geringe Zuverla¨ssigkeit der Daten-
verbindungen
dezentrale Datenhaltung: Bescha¨digungen / Verluste der
Daten, geringe Kapazita¨t der eingesetzten Devices, Syn-
chronisierungen bei parallelen Ausfu¨hrungen
Kontrollfluss zentrale Steuerung, dezentrale Steuerung, P2P-a¨hnliche
Mischformen: unzuverla¨ssige Datenverbindungen kann
Devices trennen
Robustheit Prozess kann aufgrund unerwarteter Ereignisse (z.B. De-
viceausfa¨lle) verklemmen, bescha¨digte oder unvollsta¨ndi-
ge Daten ko¨nnen zu falschen Ergebnissen fu¨hren und erfor-
dern Behandlungsroutinenen
Allokation Zuordnung von Benutzern, Rollen oder nur Devices,
Zuweisung zur Designzeit, bei der Instanziierung oder dy-
namisch durch Berechnungen
Tabelle 2: Herausforderungen mobiler Prozesse
Nachdem in diesem Kapitel die Merkmale und Herausforderungen sowie
die grundlegenden Eigenschaften mobiler Prozesse aufgezeigt worden sind,
werden im folgenden Kapitel die Anforderungen, die aufgrund der Eigenschaf-
tenmobiler Prozesse anWorkflow-/Prozess-Management-Systeme gestellt wer-
den betrachtet und Ansa¨tze zur Ausfu¨hrung mobiler Prozesse dargestellt.
5 Anforderungen mobiler Prozesse an ein Workflow-
Management-System
Mobile Prozesse stellen ho¨here Anforderungen an ein Workflow-Management-
System als dies nicht-mobile (fixe) Prozesse tun. Aufgrund der eingesetzten
Technologien, die, angefangen bei der Ausstattung der Gera¨te, u¨ber die im-
mens ho¨here Gefa¨hrdung der Gera¨te im mobilen Umfeld, bis hin zu ha¨ufig
unzuverla¨ssigen Datenanbindungen, die allgemeine Zuverla¨ssigkeit sehr ver-
ringern, bringt die Unsicherheit, an welchem Ort und mit welchen externen
Ressourcen kommuniziert werden muss, große Anforderungen an die Flexibi-
lita¨t von Workflow-Management-Systemen im mobilen Umfeld mit sich.
Parallelita¨t Bei mobilen Prozessen treten in der Regel vermehrt parallele Akti-
vita¨tsausfu¨hrungen auf. Um mobilen Prozessen gerecht zu werden, muss ein
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Workflow-Management-System ein hohes Maß an Parallelita¨t bei der Aktivi-
ta¨tsausfu¨hrung eines mobilen Prozesses unterstu¨tzen. Hierzu muss das System
zum Beispiel Mechanismen zur Replikation von Prozessinstanzen oder deren
Fragmenten sowie das Verteilen von Prozessdaten an mehrere Devices unter-
stu¨tzen.
Umgangmit Verbindungsproblemen Verbindungsabbru¨che treten beimobilen Pro-
zessen nicht selten auf. So ko¨nnen Devices aufgrund der ha¨ufig recht unzu-
verla¨ssigen Datenanbindungen nicht zu jeder Zeit eine Verbindung aufbau-
en oder verlieren bestehende Verbindungen, weil der ausfu¨hrende Benutzer
mit seinem Device in einen Bereich wechselt, wo er entweder keinen Emp-
fang mehr oder eventuell keine Berechtigung fu¨r den Netzzugriff hat. Mit sol-
chen Verbindungsproblemen mu¨ssen Workflow-Management-Systeme umge-
hen ko¨nnen, indem sie nachfolgende Aktivita¨ten warten lassen oder die durch
einen la¨ngeren Verbindungsausfall blockiertenAktivita¨ten ”umplanen“, so dassdiese auf anderen Devices erneut ausgefu¨hrt werden.
Konfigurationsunterstu¨tzung DasWorkflow-Management-System sollte eine Un-
tersu¨tzung der Konfigurationsmo¨glichkeiten und -aufgaben in hohenMaße zur
Verfu¨gung stellen. So sollte das System viele Mo¨glichkeiten zur Zuweisung
von Benutzern, Devices oder fest zusammen geho¨rigen Kombinationen von
Benutzern und Devices, den sogenannten Hosts bieten. Auch zu den Benut-
zern beziehungsweise Devices selbst sollte das System etliche Daten verwal-
ten ko¨nnen. Hier sind beispielsweise die Fa¨higkeiten der Benutzer interessant,
um Ihnen Aktivita¨ten zuweisen zu ko¨nnen, die sie auch ausfu¨hren ko¨nnen. Im
Falle der Devices kann es unter Umsta¨nden wichtig sein, deren Kapazita¨t zur
Speicherung von Daten zu kennen oder u¨ber verfu¨gbare Sensoren wie Barcode-
scanner informiert zu sein.
Benutzer / Devices Prozessaktivita¨ten sollten in einem Workflow-Management-
System nicht nur ausschließlich Devices zugeordnet werden ko¨nnen, sondern
auch einzelnen Benutzern, die die Aktivita¨t dann ausfu¨hren. Auch die Zuwei-
sung von mehreren Benutzern zu einer Aktivita¨t sollte mo¨glich sein, damit bei-
spielsweise im Krankheitsfall ein anderer Benutzer die Ausfu¨hrung der Akti-
vita¨t u¨bernehmen kann und diese nicht den Prozessablauf blockiert (weil nie-
mand sie ausfu¨hrt). In bestimmten Fa¨llen ist es auch durchaus denkbar, dass
Benutzer- beziehungsweise Devicewechsel wa¨hrend der Aktivita¨tsausu¨bung
stattfinden mu¨ssen, was auch durch eingesetzte Workflow-Management-Sys-
teme abgedeckt sein sollte.
Unterstu¨tzung sensorischer Daten Da die zur Aktivita¨tsausfu¨hrung eingesetz-
ten Gera¨te in den verschiedenen Einsatzfeldern mobiler Prozesse u¨ber Sen-
soren, wie beispielsweise Temperatursensoren, Drucksensoren, Sensoren zur
Messung von Stro¨men oder auch Barcodescannern verfu¨gen,mu¨ssenWorkflow-
Management-Systeme die Verarbeitung dieser sensorischen Daten unbedingt
unterstu¨tzen.
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Synchronisationsmechanismen Workflow-Management-Systeme sollen, wie be-
reits oben erwa¨hnt, parallele Aktivita¨tsausfu¨hrungen unterstu¨tzen. Durch die-
se parallelen Ausfu¨hrungen ergeben sich bei beispielsweise in zwei parallelen
Ausfu¨hrungszweigen des Prozesses, bei Zugriff auf gleiche VariablenAbha¨ngig-
keitsprobleme, wenn eine der Aktivita¨ten die Variable lesen und abha¨ngig vom
Wert eine Entscheidung treffen muss, und die andere Aktivita¨t diese schreiben
muss. Auch eine beiden Teilzweigen nachfolgende Aktivita¨t muss bei gleichen
Variablen, die in mehreren parallelen Prozessteilen vera¨ndert wurden, durch
ausgeklu¨gelte Synchronisationsmechanismen den richtigen Wert fu¨r die wei-
tere Ausfu¨hrung des Prozesses festlegen ko¨nnen. Neben der Synchronisierung
von Daten ist auch die Synchronisation des Prozesses nach parallel ausgefu¨hr-
ten Aktivita¨ten essenziell.
Konfigurierbarkeit von Ablaufstrategien Im engem Zusammenhang mit der Feh-
lerbehandlung steht dieNotwendigkeit, Ablaufstrategien konfigurieren ko¨nnen
zumu¨ssen. Bei wie auch immer gearteten Schwierigkeiten sollte es imWorkflow-
Management-System mo¨glich sein, Strategien zu konfigurieren, die in diesem
Falle die Situation entscha¨rfen und den aufgetretenen Fehler kompensieren, um
ein Verklemmen des Prozesses zu verhindern.
Monitoring Die U¨berwachung von Prozessen ist immens wichtig, um einer-
seits bei Fehlern passende Ablaufstrategien zu deren Kompensation zu fah-
ren. Andererseits ist das Monitoring auch im normalen Betrieb des Workflow-
Management-Systems eine wichtige Funktion, um den Prozessfortschritt zu
u¨berwachen oder nachtra¨glich Schwachstellen der Prozessausfu¨hrung zu er-
kennen, die dann durch eine U¨berarbeitung des Prozesses beseitigt werden
ko¨nnen.
Die wichtigste Forderung an ein Workflow-Management-System (WfMS)
immobilen Umfeld ist die verteilte Ausfu¨hrung des Prozesses. EinWfMSmuss,
um die einleitend geforderte Flexibilita¨t der Prozesse zu gewa¨hrleisten, eine
verteilte Ausfu¨hrung einzelner Prozessaktivita¨ten bzw. ganzer Prozessfragmen-
te auf den Devices ermo¨glichen. Dabei ist es unerheblich, ob ein Device eine
feste kabelgebundene Arbeitstation oder ein mobiles Gera¨t ist. Die U¨bergabe
der Aktivita¨ten oder Fragmente muss jedem Fall durch das WfMS mo¨glich
sein. Aufgrund der Wichtigkeit dieser Anforderung an ein WfMS werden im
folgenden Ansa¨tze, der fu¨r uns relevanten Mo¨glichkeiten der physischen Frag-
mentierung und der logischen Fragmentierung von verteilen Prozessen, na¨her
betrachtet.
5.1 Physische Fragmentierung
Unter der physischen Fragmentierung (Abbildung 6) von Prozessen versteht
man im Allgemeinen das Aufteilen eines großen Prozesses in mehrere kleine-
re Prozessfragmente. Diese werden nach der Allokation der Prozessfragmente
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an die entsprechenden Prozess-Engines zur Ausfu¨hrung der Fragmente ver-
teilt. Hierbei erfolgt die Fragmentierung immer statisch. Diese kann entweder
wa¨hrend der Designzeit durch den Designer des Prozesses, direkt nach der In-
stanziierung des Prozesses oder spa¨testens nach der Ausfu¨hrung der Startak-
tivita¨t erfolgen. Bei langlaufenden Prozessen kann dies gegebenenfalls gegen
den Einsatz der physischen Fragmentierung sprechen, da aufgrund der stati-
schen Zuweisung, A¨nderungen im Prozess nur schwer mo¨glich sind.
Abbildung 6: Physische Fragmentierung im U¨berblick
Der Einsatz eines zentralen WfMS ist bei der physischen Fragmentierung
zumeist nicht vorgesehen, da nach der Verteilung der Prozessfragmente auf die
ausfu¨hrenden Prozess Engines keine Kommunikation mit der verteilenden In-
stanz mehr vorgesehen ist. Somit ist eine Steuerung oder U¨berwachung durch
eine zentrale Instanz ha¨ufig ungu¨nstig oder schlicht nicht mo¨glich. Durch den
Wegfall eines zentralen WfMS ist auch die zentrale Speicherung von Prozess-
daten nicht mo¨glich. Daher werden Prozessdaten nur zwischen den beteiligten
Fragmenten ausgetauscht, was bei Ausfa¨llen sehr problematisch sein kann.
Einwichtiger Aspekt der physischen Fragmentierung ist, dass der urspru¨ng-
liche Prozess immer vera¨ndert wird, um den Gegebenheiten der Ausfu¨hrungs-
umgebung angepasst werden zu ko¨nnen. Zudem haben die beteiligten Devices
in der Regel keine Kenntnis vom urspru¨nglichen Prozess und kennen nur die
Schnittstellen zu anderen Fragmenten, deren Vorga¨nger bzw. Nachfolger sie
sind und mit denen sie kommunizieren.
Der na¨chste Abschnitt zeigt wichtige Ansa¨tze zur physischen Fragmentie-
rung auf. Abschließend werden diese auf ihre Eignung fu¨r den Einsatz zu mo-
bilen Prozessausfu¨hrung im Versta¨ndnis dieser Arbeit bewertet.
Ansa¨tze Die folgenden vier Ansa¨tze stellen jeweils eine Mo¨glichkeit dar, wie
die physische Fragmentierung von (mobilen) Prozessen umgesetzt werden kann.
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1: CiAN: AWorkflow Engine forMANETs (Collaboration in Ad hocNetworks) [6]
ist eine Workflow-Engine fu¨rMANETs. Unter einemMANET versteht man ein
mobiles ad-hoc Netzwerk, das mehrere Devices zu einem Netz verbindet und
die sich selbst konfigurieren ko¨nnen, so dass fu¨r den Betrieb desMANETs keine
zentrale Serverinstanz notwendig ist (Abbildung 7). In CiANwird die vereinfa-
chende Annahme getroffen, dass jeder Benutzer, der an der Ausfu¨hrung einer
Aktivita¨t beteiligt ist, ein ihm zugewiesenes mobiles Device besitzt und dies
stets mit sich fu¨hrt. Daher unterscheidet CiAN imWesentlichen nicht zwischen
den Benutzern und den Devices, sondern spricht in diesem Zusammenhang
zusammenfassend von den Hosts. Ein Host stellt anderen Hosts Informationen
u¨ber sich selbst zur Verfu¨gung. Auf die Zuordnung der Hosts zu Aktivita¨ten
wird spa¨ter eingegangen. Neben einem eindeutigen Namen, sind dies ein Plan,
zu welchen Zeiten des Host bereits mit anderen Aktivita¨ten belegt ist und ei-
ne Liste der angebotenen Dienste des Hosts. Beno¨tigt ein Host einen externen
Dienst, so kann er diesen u¨ber eine integrierte SOAP [36]-Schnittstelle abrufen.
Abbildung 7: Mobiles ad-hoc Netzwerk
In CiAN versteht man unter eine Choreographie die Allokation der Akti-
vita¨ten zu den Hosts, die aber wie bereits oben erwa¨hnt wurde, nicht na¨her
betrachtet wird, wohingehen die CiAN-Engine fu¨r die Umsetzung der fu¨r den
Nachrichtenaustausch beno¨tigten Protokolle zusta¨ndig ist. Um dieser Teilung
Rechnung zu tragen, arbeitet CiAN in zwei unterschiedlichen Modi, dem Pla-
nungsmodus (Abbildung 8) und dem Arbeitsmodus (Abbildung 9), wobei der
Planungsmodus nur auf einem sogenannten Planungs-Host ausgefu¨hrt wird
und alle anderen Host sich im Arbeitsmodus befinden.
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Abbildung 8: Komponenten des Planungsmodus [6]
Abbildung 9: Komponenten des Arbeitsmodus [6]
Im Folgenden wird der grundlegende Ablauf der Ausfu¨hrung eines Work-
flows / Prozesses inCiAN erla¨utert. Ein bereits bestehenderWorkflowmuss fu¨r
die Ausfu¨hrung u¨ber CiAN als Graph vorliegen oder in einen Graphen konver-
tiert werden, wobei die verwendete Standard-Notation von den Autoren der
Arbeit nicht erwa¨hnt wird. Die Erstellung des Workflows sowie die Allokation
der Hosts werden durch CiAN nicht na¨her spezifiziert. Im Fall der Allokation
der Hosts verweisen die Autoren auf einen Beispielalgorithmus aus einer an-
deren Arbeit. Zu Beginn sind alle Hosts benachbart. Die Kommunikation der
Hosts erfolgt hierbei dezentral u¨ber WLAN 802.11 b/g/n [25], sobald sich zwei
Hosts in Reichweite befinden. In dieser initialen Phase werden Informationen
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u¨ber alle beteiligten Hosts untereinander ausgetauscht, wodurch jeder Host zu
Beginn der Prozessausfu¨hrung Informationen u¨ber jeden Host besitzt. Der Pla-
nungshost, der nach dem Austausch der Host-Informationen u¨ber die angebo-
tenen Dienste und die Zeiten in denen ein Hosts nicht verfu¨gbar ist Bescheid
weiß, teilt den restlichen Hosts die Aktivita¨ten zu, woraufhin der Prozess ge-
startet werden kann. Diese Zuteilung erfolgt automatisch unter Anwendung
eines Allokations-Algorithmus durch den Planungshost, kann aber auch ver-
teilt durch mehrere Planungshosts erfolgen.
Nach dem Aktivieren der Start-Aktivita¨t werden die Folgeaktivita¨ten, de-
ren Vorbedingungen erfu¨llt sind, ausgefu¨hrt. Sind nicht alle Vorbedingungen
fu¨r die Aktivita¨tsausfu¨hrung auf einem Host erfu¨llt, so wartet dieser auf ein-
gehende Daten des Vorga¨ngers. Um Daten im Ablauf des Prozesses austau-
schen zu ko¨nnen, werden diese durch ein sogenanntes ”gossiping “- Protokollausgetauscht, d.h. die Informationen werden von Host zu Host weitergereicht
und verbreiten sich so u¨ber alle beteiligten Hosts. Fu¨r weiterfu¨hrende Infor-
mationen zu ”gossiping “verweise ich an [9]. Die Ausfu¨hrung endet mit demAbschluss der Ende-Aktivita¨t. Eine Fehlerbehandlung wird von den Autoren
nicht aufgegriffen, soll aber in folgenden Arbeiten behandelt werden.
2: MobiWork: Mobile Workflow for MANETs [7] ist eine Workflow-Engine die auf
MANETs arbeitet. Aufgrund der Verwendung vonMANET, die bereits im vor-
hergehenden Kapitel erla¨utert wurden, entfa¨llt die Notwendigkeit einer zen-
tralen Serverinstanz zur Verwaltung des Workflows. A¨hnlich wie beim CiAN-
Ansatz, wird auch bei MobiWork die vereinfachende Annahme getroffen, dass
ein Device fest einem Benutzer zugewiesen ist. Zusa¨tzlich ist jeder Host je-
doch in der Lage, mehrere Softwareinstanzen auszufu¨hren, die sogenannten
Agents, was jedoch in der vorliegenden Arbeit auf einen einzelnen Agent pro
Host eingeschra¨nkt wird. Agents haben in diesem Ansatz nichts mit den be-
reits eingangs agentenbasierten Ansa¨tzen verteilter Prozesse gemein, sondern
bezeichen im Kontext dieses Ansatzes lediglich Softwareinstanzen. Hosts be-
sitzen in MobiWork eine eindeutige ID, eine Liste seiner Qualifikationen und
die maximale Geschwindigkeit mit der sich ein Host bewegen kann. Die ma-
ximale Bewegungsgeschwindigkeit ist bei der Allokation von Aktivita¨ten von
Bedeutung, da durch sie festgestellt werden kann, ob ein Host dazu in der Lage
ist, sich zwischen zwei Aktivita¨tsausfu¨hrungen an den Ort der folgenden Akti-
vita¨tsausfu¨hrung zu bewegen, um dort die Folgeaktivita¨t zu starten.
InMobiWorkwird eine Choreographie nicht explizit erwa¨hnt, jedoch nimmt
ein Planungsmodul (Abbildung 10) diese Aufgabe war, indem es unter Zuhil-
fenahme eines Allokationsalgorithmus Aktivita¨ten zu den Hosts zuordnet und
diese an die entsprechenden Hosts verteilt. In der Arbeit werden zwei Allo-
kationsalgorithmen beschrieben. Zum einen ist dies ein naiver Algorithmus,
der pro Aktivita¨t eine Tabelle von zuordbaren Hosts erzeugt, die auch durch
Zuweisungen entstehende Konflikte entha¨lt. Diese Tabellen werden nach ihrer
Berechnung durchiteriert, um eine gu¨ltige Allokation fu¨r den gesamten Plan
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zu bekommen. Der zweite Algorithmus ist eine erweiterte Variante des naiven
Algorithmus, der durch Rekursion und die Anwendung eines Stacks die Per-
formanz des ersten Algorithmus steigert.
Die Planungskomponente ist in MobiWork in jedem Host vorhanden. Das
Vorhandensein der Komponente liegt darin begru¨ndet, dass bei Auftreten von
Fehlern bei der Ausfu¨hrung vonAktivita¨ten auf dem betroffenenHost ein soge-
nanntes Re-Planning stattfindet, um eine erneute Ausfu¨hrung oder Re-Alloka-
tion der Aktivita¨t, abha¨ngig vom Grad der Schwere eines Fehlers, durchfu¨hren
zu ko¨nnen.
Abbildung 10: Architektur der MobiWork-Engine mit Planungskomponenten
[7]
Der grundlegende Ablauf eines Workflows in MobiWork a¨hnelt dem in Ci-
AN. Nach einer initialen Phase in der alle Hosts benachbart sind, wird der
Workflow auf den Host des Group Leaders geladen. Die Planungskomponen-
te des Hosts u¨bernimmt nun die automatische Allokation der Aktivita¨ten und
verteilt diese unter Zuhilfenahme einer Fragmentierungs-Komponente an die
anderenHosts, die dann nur ihre Aktivita¨ten sowie deren Vorga¨nger undNach-
folger mit den zu empfangenden/ zu sendenden Daten kennen. Der Group
Leaders kann bei MobiWork den Workflow monitoren, muss jedoch unter Um-
sta¨nden aufgrund des fu¨rMANETs typischen ”gosipping “-Protokolls zur Ver-teilung aktualisierter Informationen von Hosts oder Aktivita¨ten mit veralteten
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Informationen rechnen.
Der Workflow, den der Group Leaders zu Allokation und Verteilung der allo-
kierten Aktivita¨ten bekommt, muss in MobiWork als gerichteter Graph vorlie-
gen, der sogenannte Plan. Hierbei stellen die Kanten die Ordnung des Work-
flows dar und die Knoten die Aktivita¨ten. Jeder Knoten verfu¨gt u¨ber eine ID,
die fu¨r die Aktivita¨t beno¨tigte Fa¨higkeiten eines ausfu¨hrendenHosts, Ort, Start-
und Endzeit der Ausfu¨hrung sowie die Vorga¨nger und Nachfolger mit den zu
empfangenden bzw. weiterzureichenden Daten. Zusa¨tzlich hat jeder Konten ei-
nen zugeordnetenHost und einen Zustand, der denGrad der Fertigstellung der
Aktivita¨t abbildet.
3: FromCentralizedWorkflow Specification to DistributedWorkflow Engine beschreibt
ein Modell zur verteilten Ausfu¨hrung von Workflows, das in Mentor (Middle-
ware for Enterprise-wide Workflow Management) [8] eingesetzt wird. Mentor
ist ein auf dem Client-Server-Prinzip beruhendes Workflow-/Prozess-Mana-
gement-System zurAusfu¨hrung von umfangreichenWorkflows/Prozessen, die
u¨ber ganze Unternehmen verteilt sein ko¨nnen.
Fu¨r die Darstellung derWorkflowswerden inMentor sogenannte State- (Ab-
bildung 5) und Activity-Charts (Abbildung 6) eingesetzt. Diese basieren auf ei-
nem formalen Modell mit strikter Semantik, das eine automatische Fragmen-
tierung erlaubt.
Abbildung 11: State Chart Kredit-Antrag-Prozess
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State-Charts bilden dabei das Verhalten des Systems ab und sind eine erweiter-
te Form von Zustandsdiagrammen, mit einem festgelegtem Startzustand und
sogenannter ECA - Regeln (Event-Condition-Action) an den Kanten, die Bedin-
gungen fu¨r den U¨bergang zwischen den Zusta¨nden darstellen. Activity-Charts
bilden die Funktionalita¨t eines Workflows ab, wobei die aktiven Komponenten
des Diagramms direkt den Aktivita¨ten des Workflows und den Zusta¨nden des
State-Charts entsprechen.
Abbildung 12: Activity Chart Kredit-Antrag-Prozess
Bei der Fragmentierung des Prozesses mu¨ssen sowohl die Activity- als auch
die State-Charts fragmentiert werden. Mentor geht davon aus, dass jeder Akti-
vita¨t bereits eine zugeho¨rige Ausfu¨hrungs-Rolle zugewiesen wurde, weswegen
die Activity-Charts recht einfach anhand identischer Rollen fragmentiert wer-
den ko¨nnen. Die Fragmentierung der State-Charts ist hingegen aufwa¨ndiger, da
diese nicht durch eine einfach Zuweisung von Zusta¨nden zu den Fragmenten
funktioniert. Nach der Zuweisung der Zusta¨nde zu den Aktivita¨ten, mu¨ssen
die State-Charts orthogonalisiert werden, und ko¨nnen dann den Workflow-Ser-
vern zugewiesen werden. Fu¨r weitergehende Informationen u¨ber die Orthogo-
nalisierung der State-Chartswird an dieser Stelle auf [8], Kapitel 5 verwiesen.
Da fu¨r die verteilte Ausfu¨hrung eines State-Charts nach jeder ausgefu¨hr-
ten Aktivita¨t, das Aktualisieren der Zusta¨nde in allen beteiligten Fragmenten
notwendig ist, wird dies u¨ber den Austausch von sogenannten Synchronizat-
ion Messages gelo¨st. Diese Vorgehensweise wird als Strict Synchronization be-
zeichnet, da sie verlangt, dass ein instanziiertes State-Chart nur dann synchro-
nisiert ist, wenn alle mo¨glichen Paare untereinander den jeweils vollsta¨ndigen
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Systemzustand ausgetauscht haben. Dies kann zu einer großen Anzahl an aus-
zutauschenden Nachrichten fu¨hren, weswegen die Autoren zusa¨tzlich mehrere
aufgeweichte Synchronisationsdefinitionen angeben, die die Menge der u¨ber-
tragenen Daten reduzieren. Um die Anzahl den Nachrichten zu verringern,
fu¨hren die Autoren ein weiteres Synchronisierungsschema ein, die Weak Syn-
chronisation, bei der Fragmente mehrere Aktivita¨ten nacheinander ausfu¨hren
du¨rfen, ohne nach jedem Schritt eine Synchronisierung vornehmen zu mu¨ssen.
Somit ist die Synchronisation zweier Fragmenten von den anderen Paaren un-
abha¨ngig.
Die eigentliche Ausfu¨hrung der Workflows geschieht in Mentor durch Ver-
teilung des Workflows auf mehrere modular aufgebaute Workflow-Server (Ab-
bildung 13), die untereinander u¨ber Transitionsmonitore Nachrichten u¨ber den
aktuellen Zustand austauschen. Die Ausfu¨hrung der Aktivita¨ten erfolgt dann
auf den beteiligten Clients.
Abbildung 13: Architektur des Mentor-Ansatzes [8]
4: ”A Novel Approach to decentralized Workflow Enactment“ [10] beschreibt einenAnsatz zur Erweiterung der bisherigen, zentralisierten Ausfu¨hrungsansa¨tze in
herko¨mmlichenWfMS um die Mo¨glichkeit die Prozesse dezentralisiert ausfu¨h-
ren zu ko¨nnen. Der Ansatz verzichtet auf den Einsatz einer zentralen, steu-
ernden Serverinstanz, verlangt keine Choreographie und beno¨tigt keine Re-
Design des originalen Prozesses. In der Arbeit wird sogar ausdru¨cklich hin-
gewiesen, dass A¨nderungen am modellierten Prozess ausschließlich aufgrund
von notwendigen A¨nderungen am zugrundeliegenden Gescha¨ftsprozess erfol-
gen sollten. Die Merkmale von Benutzern beziehungsweise Hosts werden im
Ansatz nicht diskutiert, weswegen bei der Allokation von Aktivita¨ten zu De-
vices nur allgemeine Vorgehensweisen knapp angedeutet werden und von Pro-
zessteilnehmern gesprochen wird. Der na¨chste Absatz beschreibt die von den
Autoren angegebene Vorgehensweise von einem kompletten Prozess bis zur
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Ausfu¨hrung der verteilten Fragmente.
Der ersten Schritt ist das Design des kompletten Prozesses. Die Autoren be-
tonen hier, dass der Vorgang des Designs nicht durch ihren Ansatz vera¨ndert
oder beeintra¨chtigt wird, sondern wie gewohnt mit herko¨mmlichen Werkzeu-
gen geschieht. Die einzige Forderung an den Designer ist, dass nach diesem
Schritt ein gu¨ltiger Prozess in BPEL [26] vorliegt.
Der na¨chste Schritt ist das Fragmentieren des Prozesses, worunter ein Auf-
splitten des Prozesses auf die einzelnen Prozessteilnehmer verstanden wird,
was den Autoren nach zum Beispiel anhand der physischen Infrastruktur ge-
schehen kann. Hier werden die Prozessmodelle zusa¨tzlich u¨ber Informatio-
nen angereichert, dem sogenannten Deployment Descriptor, der eine Zuweisung
zu den Prozessteilnehmern ermo¨glicht. Dabei werden als Alternativen fu¨r die
Fragmentierung des Prozesses zwei Alternativen, die manuelle und die auto-
matische Fragmentierung des Prozesses angegeben. Fu¨r die automatische Frag-
mentierung des Prozesses nennen die Autoren Mo¨glichkeiten, beispielsweise
anhand von Daten der Prozessteilnehmer, wie etwa deren verfu¨gbare Ressour-
cen, oder durch das Lo¨sen von Optimierungsproblemen ( Lokale Suche, Hill-
Climbing oder Simuliertes Abku¨hlen) u¨ber die Kostenfunktion (Ausfu¨hrungs-
kosten, Netzdistanz, Anzahl beno¨tigter Ausrufe, Ausfu¨hrungswahrscheinlich-
keiten, Variablengro¨ße, etc.) die Aufteilung des Prozesses vorzunehmen.
Nach der Fragmentierung des Prozesses erfolgt eine Transformation des
BPEL-Prozesses in einen von den Autoren selbst entwickelten Dialekt der Petri-
Netze, den Executable Workflow Networks (EWFN), der speziell dafu¨r ent-
wickelt wurde, um auf Tuplespaces, die in [11] detailliert beschrieben werden,
nativ ausgefu¨hrt werden zu ko¨nnen und der den in den Tuplespaces eingeset-
zen Mechanismus zur Weitergabe von Tokens formalisiert. Die Autoren geben
hierzu in Kapitel 3 eine formale Definition an und beschreiben den Vorgang der
Transformation detailliert in Kapitel 4.
Als letzten Schritt werden die Fragmente des Prozesses auf die Prozess-
teilnehmer deployed und dann ausgefu¨hrt, indem das Prozessmodell durch
Rufen einer Pick- oder Receive-Aktivita¨t instanziiert wird. Die einzelnen Akti-
vita¨ten kommunizieren durch die Weitergabe von Tokens untereinander und
teilen Prozessdaten/-variablen durch das Speichern und Abrufen von Tuples
auf dem gemeinsamen Tuplespace. Hierbei ko¨nnen Aktivita¨ten Variablen spei-
chern (write), destruktiv holen (take) oder lesen (read). Eine direkte Kommuni-
kation der Prozessteilnehmer entfa¨llt somit, weswegen der Tuplespace auch als
mo¨glicher Flaschenhals Probleme bereiten kann.
Zwischenfazit Bei na¨herer Betrachtung der physischen Fragmentierung fa¨llt
auf, dass diese in Verbindung mit mobilen Prozessen im Allgemeinen nicht die
no¨tige Flexibilita¨t bietet, die fu¨r die mobile Unterstu¨tzung von Prozessen von
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WfMS verlangt wird. In allen vier oben gezeigten Ansa¨tzen erfolgt die Festle-
gung, welcher Prozessteilnehmer die Aktivita¨t ausfu¨hren soll statisch, entwe-
der zur Designzeit oder wa¨hrend der Instanziierung des Prozesses. Spa¨ter not-
wendige A¨nderungen ko¨nnen von dieses Modellen nur unzureichend beru¨ck-
sichtigt werden.
Benutzerzuweisungen oder sogar Wechsel werden in den obigen Ansa¨tzen
nicht betrachtet oder zur Vereinfachung der Einsatzszenarien einfach wegge-
lassen. Da gerade immobilen Prozessumfeld Benutzerzuweisungen und -wech-
sel von großer Bedeutung sind, ist es erforderlich, dass die Autoren der Ansa¨tze
in zuku¨nftigen Weiterentwicklungen mehr Aufmerksamkeit auf diese Thema-
tik lenken. Viele Ansa¨tze vernachla¨ssigen auch die Behandlung von Fehlern,
die wa¨hrend der Prozessabla¨ufe auftreten ko¨nnen, weswegen die Robustheit
der Ansa¨tze nicht beurteilt werden kann.
Der Hauptpunkt, der die physische Fragmentierung von verteilten Work-
flows nach Betrachtung der vier Ansa¨tze als unzureichend geeignet fu¨r die mo-
bile Prozessausfu¨hrung kennzeichnet, ist die Unkenntnis der Prozessteilneh-
mer u¨ber den vollsta¨ndigen Prozess. Durch diese Unkenntnis ist es im Fehler-
fall nur sehr schwer mo¨glich, durch die dezentralisierte Ausfu¨hrung der Frag-
mente, passende Deeskalationsstrategien zu finden. Im folgenden Abschnitt
wird eine andere Mo¨glichkeit der verteilten Prozessausfu¨hrung diskutiert, die
den Punkt der Unkenntnis u¨ber den vollsta¨ndigen Prozess, beru¨cksichtigt.
5.2 Logische Fragmentierung
Ein weitere Mo¨glichkeit Prozesse verteilt auszufu¨hren, ist die logische Frag-
mentierung [1] von Prozessinstanzen. Der Unterschied zu der physischen Frag-
mentierung ist, dass bei der logischen Fragmentierung von Prozessen der ge-
samte Prozess mit seinem Daten- und Kontrollfluss vollsta¨ndig von einem De-
vice, das eine Aktivita¨t ausgefu¨hrt hat, an den nachfolgenden Akteur u¨berge-
ben wird und dieser somit u¨ber den gesamten Prozesszustand Kenntnis hat.
Dies wird erreicht durch die Migration der Prozessinstanz, und es ist somit
auch nicht no¨tig, den originalen Prozess physisch in mehrere Fragmente auf-
zuteilen. Daher bleibt bei dieser Art der verteilten Prozessausfu¨hrung der ori-
ginale Prozess, wie er von einem Workflow-Designer entworfen wurde, in den
meisten Fa¨llen strukturell unangetastet und wird nicht vera¨ndert. Aus diesem
Grund kann man den Fragmentierungsvorgang bei der Prozessmigration auch
als logische Fragmentierung bezeichnen [1], da nur die Verantwortlichkeiten
fu¨r die Ausfu¨hrung der Aktivita¨ten in Fragmente aufgeteilt werden.
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Abbildung 14: Logische Fragmentierung im U¨berblick
Durch die vollsta¨ndige Migration der Prozessinstanz ergeben sich jedoch
auch Probleme. Da jeder Teilnehmer am Prozess u¨ber den vollsta¨ndigen Zu-
stand und den gesamten Ablauf des Prozesses durch die Migration Kenntnis
erlangt, ist es schwierig bei sicherheitsrelevanten Teilen des Prozesses durch
geeignete Sicherheitsmechanismen dafu¨r zu sorgen, dass nur Befugte Wissen
daru¨ber erlangen oder er nicht von Unbefugten korrumpiert wird.
Zusa¨tzlicher Aufwand fa¨llt bei der Prozess Migration fu¨r die Abbildung
der Fragmente an. Aufgrund der Forderung den originalen Prozess unange-
tastet zu lassen, ist es no¨tig, die Informationen zusa¨tzlich zum Prozessmodell,
durch sogenannte Migrationsdatenmodelle zur Verfu¨gung zu stellen. So ist es
mo¨glich, diese als Bemerkungen im originalen Prozessmodell anzuheften, soll-
ten jedoch wenn mo¨glich, außerhalb des Prozessmodells als beschreibendes
Zusatzdokument mit dem Prozess weitergereicht werden.
Ein weiteres Merkmal in diesem Zusammenhang hat positive und negati-
ve Eigenschaften. Da die Prozessinstanz im Ganzen migriert, ohne physisch
fragmentiert zu werden, entfa¨llt hierbei die Notwendigkeit der Koordination
und Zusammenfu¨hrung von Prozessfragmenten, wenn diese sequentiell aus-
gefu¨hrt werden [1]. Im Gegenzug ist bei paralleler Ausfu¨hrung von Aktivita¨ten
mehr Aufwand no¨tig, da die Prozessinstanz ja nicht physisch fragmentiert wur-
de. Um nun parallele Ausfu¨hrung zu ermo¨glichen, ist es no¨tig, mit Replika-
ten der Prozessinstanz zu arbeiten, die wiederum, nach Zusammenfu¨hrung
des Kontrollflusses auf eine einzelne Nachfolgeaktivita¨t, synchronisiert werden
mu¨ssen.
Positiv ist im Zusammenhang mit der Migration zu werten, dass eine logi-
sche Fragmentierung, also die Allokation der Aktivita¨ten zu den am Prozess
teilnehmenden Devices im Gegensatz zur physischen Fragmentierung, die De-
vices immer statisch zur Designzeit oder wa¨hrend der initialen Phase des Pro-
zesses zuweist, auch zur Laufzeit des Prozesses zugewiesen werden ko¨nnen,
was die große Flexibilita¨t des Migrationsansatzes aufzeigt.
Durch die Migration der gesamten Prozessinstanz sind fu¨r die Ausfu¨hrung
eines verteilten Prozesses keine zentralen Server no¨tig. Daraus ergibt sich aus
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Sicht dieser Arbeit ein weitere großer Pluspunkt fu¨r den Einsatz von Migra-
tionsansa¨tzen im Umfeld der mobilen Prozesse. Da die mobilen Devices, wie
bereits oben erwa¨hnt, ha¨ufig nur u¨ber wenig performante und nur unzurei-
chend stabile Datenverbindungen verfu¨gen, wodurch der Kontakt zu zentralen
Servern erschwert wird, ist der Einsatz zentraler Server hier ungeschickt oder
technisch aufwendig, um dieses Defizit zu kompensieren. Durch die Migrati-
on entfa¨llt aber diese Abha¨ngigkeit von einem zentralen Server, weswegen sich
dieser Ansatz ausgezeichnet fu¨r mobile Prozesse eignet.
Im folgenden Abschnitt werden fu¨r uns relevante Aspekte der Klassifikati-
on von Ansa¨tzen zur logischen Fragmentierung detailliert betrachtet.
Klassifikationsmerkmale Neben den der logischen Fragmentierung zugrun-
de liegenden Merkmalen, die im vorherigen Abschnitt besprochen wurden, ist
es aus Gru¨nden der Vergleichbarkeit der unterschiedlichen Ansa¨tze notwen-
dig, diese anhand der Auspra¨gungen der Merkmale einordnen zu ko¨nnen. Die
na¨chsten Punkte bieten eine detaillierte Beschreibung, der fu¨r diese Arbeit re-
levanten Klassifikationsmerkmale.
Architektur Im vorherigen Abschnitt wurde die Behauptung aufgestellt, dass
bei Ansa¨tzen zur logischen Fragmentierung, aufgrund der verteilten Ausfu¨h-
rung der Prozesse, keine zentrale Serverinstanz beno¨tigt wird. Obwohl dies auf
die meisten Ansa¨tze, die den Ansatz zur logischen Fragmentierung verfolgen,
zutrifft und diese vollsta¨ndig ohne einen zentralen Server zur Verwaltung der
Prozesslogik auskommen, existieren auch Ansa¨tze, die einen solchen Server
vorsehen.
Daten Auch anhand der Deklaration der Daten lassen sich unterschiedliche
Ansa¨tze klassifizieren. So kann es von Interesse sein, ob Ansa¨tze zur logischen
Fragmentierung neben globalen Variablen auch lokale Variablen vorsehen, die
dann nur innerhalb einer Aktivita¨t beziehungsweise einem Fragment Gu¨ltig-
keit besitzen und nach der Beendigung der Aktivita¨t oder der letzten Aktivita¨t
eines Fragments verworfen werden. Ein weiterer Aspekt im Bezug auf die Da-
ten bei Ansa¨tzen zur logischen Fragmentierung ist die Art der Datenhaltung.
So ko¨nnen Daten zum einen auf einer zentralen Datenbank gespeichert wer-
den oder aber auch direkt mit der Prozessinstanz von Prozessteilnehmer zu
Prozessteilnehmer weitergegeben werden.
Migrationsentscheidung Bei der logischen Fragmentierung ko¨nnen verschiedene
Ansa¨tze der Entscheidung, durch was eine Migration veranlasst wird, klassifi-
ziert werden. Wie bei der physischen Fragmentierung ist es auch bei der lo-
gischen Fragmentierung mo¨glich, Aktivita¨ten statisch wa¨hrend der Designzeit
festzulegen und dadurch im Falle z.B. eines Device-Wechsels eine Migration
zu veranlassen. Jedoch existieren bei der logischen Fragmentierung noch wei-
tere Mo¨glichkeiten, Migrationen auszulo¨sen. Eine Mo¨glichkeit besteht darin,
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der Prozess-Engine, die die aktuelle Aktivita¨t ausgefu¨hrt hat, die Entscheidung
daru¨ber zu u¨berlassen , ob und wohin eine Migration stattfinden soll. Auch al-
gorithmische Bestimmungen, zum Beispiel anhand der Prozessparameter oder
aus Gru¨nden der Servicequalita¨t sind hier mo¨glich [1].
Prozessstruktur Wie schon bei der Architektur, so muss nun auch bei der Pro-
zessstruktur von der Behauptung abgeru¨ckt werden, dass der originale Prozess
immer unangetastet bleiben sollte und somit sein Zustand unvera¨ndert bleibt.
Im Falle, dass die Migrationsdaten, die die Fragmentierung des Prozess abbil-
den, als weiteres Dokument mit der Prozessinstanz migriert werden, bleibt der
urspru¨ngliche Prozess auch unvera¨ndert erhalten. Ist ein solches Zusatzdoku-
ment allerdings nicht vorgesehen, muss ein anderer Mechanismus gefunden
werden, um die logische Fragmentierung abzubilden. Hier werden die Migra-
tionsdaten in den urspru¨nglichen Prozess eingebunden, indem zum Beispiel
Migrationsaktivita¨ten eingefu¨gt werden [1].
Ma¨chtigkeit der mobilen Engine Neben den bisher erwa¨hnten Klassifikations-
merkmalen ist auch die Ma¨chtigkeit der mobilen Engine ein betrachtenswertes
Kriterium. Um auf einem (mobilen) Device eine Aktivita¨t oder ein Fragment,
das heißt gro¨ßere Prozessfragmente, auszufu¨hren, muss auf dem Device eine
Engine verfu¨gbar sein. Hier kann unterschieden werden, ob die eingesetzte
Engine nur recht simpel ist und nur einzelne Aktivita¨ten ausfu¨hren kann oder
ob eine ma¨chtigere Engine eingesetzt wird. Umfangreichere mobile Workflow-
Engines sind in der Lage gro¨ßere Teilprozesse auszufu¨hren, wodurch zum Bei-
spiel unno¨tige Migrationsvorga¨nge vermieden werden ko¨nnen, da nicht nach
jeder Aktivita¨t migriert werden muss.
Ansa¨tze Die folgenden fu¨nf Ansa¨tze stellen jeweils eine Mo¨glichkeit dar, wie
die logische Fragmentierung von (mobilen) Prozessen umgesetzt werden kann.
1: Flexible Execution of Distributed Business Processes based on Process Instance Mi-
gration [1] Die Autoren der stellen einen Ansatz zur verteilten Ausfu¨hrung von
Prozessen durch logische Fragmentierung des Prozesses vor. Um das originale
Prozessmodell nicht zu vera¨ndern, wird in diesem Ansatz der Einsatz von Mi-
grationsdatenmodellen als eigensta¨ndiges Zusatzdokument vorgesehen, das
den Ort und Zeitpunkt der Migration des Prozesses durch die Erweiterung
der Prozessbeschreibung um Prozess- und Aktivita¨tszusta¨nde vorgeben kann.
Auch Zuweisungen beziehungsweise Verfahren zur Festlegung des Prozess-
teilnehmers, der den auf den aktuellen folgenden Prozessschritt ausfu¨hren soll,
ko¨nnenmit diesenModellen festgelegt werden. Um ihrMigrationsdatenmodell
einsetzen zu ko¨nnen, setzen die Autoren voraus, dass die Prozessbeschreibung
atomare Aktivita¨ten und zusammengesetzte Aktivita¨ten, also ganze Prozess-
fragmente, sowie die Deklaration von lokalen und globalen Variablen ermo¨g-
licht, wie dies zum Beispiel bei den von den Autoren angefu¨hrten XPDL [27]
oder BPEL der Fall ist.
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Nach dem Prozess wird das zugeho¨riges Migrationsdatenmodell vom Pro-
zessdesigner entworfen, das die Verteilung der Aktivita¨ten auf Prozessteilneh-
mer direkt vorgibt oder festlegt, wie diese bestimmt werden sollen. Sind der
Entwurf von Prozess- und Migrationsdatenmodell abgeschlossen, werden die-
se beiden Dokumente auf eine Prozess-Engine deployed und zum Ausfu¨hren
des Prozesses instanziiert, woraufhin die Ausfu¨hrung des Prozesses beginnt
(Abbildung 15).
Abbildung 15: Methodik der Prozessmigration [1]
Wie bereits oben erwa¨hnt erfolgt die Steuerung der Migrationen anhand
derMigrationsdaten, die den Prozess um seinen Zustand und umAktivita¨tszu-
sta¨nde erweitern. In denMigrationsdaten ist es dazu fu¨r jede Aktivita¨t mo¨glich,
entweder als Voreinstellung einen Teilnehmer oder eine Rolle festzulegen, Teil-
nehmer durch algorithmische Berechnungen bestimmen zu lassen oder anhand
spezieller Aspekte der Dienstqualita¨t bzw. des Kontextes festzulegen.
Die Migrationsdaten halten fu¨r jede Prozessinstanz und fu¨r jede Aktivita¨t
Zusta¨nde. So wird zu Beginn der Prozessausfu¨hrung jede Aktivita¨t auf inactive
und der Prozesszustand auf den Zustand Created gesetzt. Befindet sich der Pro-
zess in der Ausfu¨hrung , was heißt, das gerade eine Aktivita¨t ausgefu¨hrt wird,
hat er den Zustand Running. Befindet sich ein Prozess im Zustand Running,
kann er nicht migriert werden. Sind alle aktuellen Aktivita¨ten beendet und be-
finden sich im Zustand executed, wird der Prozesszustand auf Option gesetzt
und eine Migration so ermo¨glicht. Eine Migration wa¨hrend der Ausfu¨hrung ei-
ner Aktivita¨t ist dadurch nicht mo¨glich und verhindert somit Inkonsistenzen
und bewahrt die Datenintegrita¨t [1]. Fu¨r ein detaillierten Einblick in die ver-
schiedenen Zusta¨nde des Prozesses oder der Aktivita¨ten wird an dieser Stelle
auf [1] verwiesen.
Nachdem die Startaktivita¨t in den Zustand ready gesetzt wurde, wird diese
ausgefu¨hrt (Zustand executing) und wechselt nach Beendigung in den Zustand
executed. Nun kann der Prozess zu einem anderen Teilnehmer migrieren oder
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falls der aktuelle Teilnehmer die na¨chste Aktivita¨t selbst ausfu¨hren kann, auf
dem aktuellen Device verbleiben. Ist der aktuelle Teilnehmer nicht mehr in der
Lage die na¨chste Aktivita¨t auszufu¨hren, wird der Prozess zu einem anderen
Teilnehmer migriert.
Soll eine parallele Ausfu¨hrung erfolgen, muss die Prozessinstanz repliziert
werden, um eine Migration zu jedem Prozessteilnehmer der eine parallele Ak-
tivita¨t ausfu¨hrt, zu ermo¨glichen. Hierzu wird von dem Prozessteilnehmer, der
den ersten der parallelen Ausfu¨hrungspfade ausfu¨hrt, die erste Aktivita¨t in den
Zustand executing versetzt, der Prozess dann von der eigenen Prozessinstanz
repliziert und dann an den Teilnehmer fu¨r den na¨chsten Pfad migriert. Hier-
durch erkennt der nachfolgende Prozessteilnehmer, dass der erste Pfad bereits
ausgefu¨hrt wird und er fu¨hrt diesen nicht aus. Dies wird solange fortgesetzt, bis
entweder alle parallelen Ausfu¨hrungspfade abgearbeitet oder verworfen wor-
den sind. Die Aktivita¨t, die den parallelen Teilpfaden folgt, muss nun fu¨r eine
korrekte Synchronisation und Zusammenfu¨hrung der Teilpfade folgen. Wur-
den Variablen von mehreren Aktivita¨ten in verschiedenen Teilpfaden geschrie-
ben, muss entschieden werden, welche der Zuweisungen im weiteren Verlauf
des Prozesses verwendet werden soll. Dazu kommen in diesem Ansatz Daten-
klassen zum Einsatz. Datenklassen geben dabei beispielsweise an, ob die Daten
wa¨hrend der parallelen Ausfu¨hrung bereits synchronisiert werden mu¨ssen, ob
die Daten nur ein gewisses Alter nicht u¨berschreiten du¨rfen oder ob einfach der
zuletzt geschriebene Wert der Variablen verwendet werden soll. Weiter Infor-
mationen zu Datentypen bietet hier [14].
2: ADEPTdistribution [15] ist ein Workflow-Management-System, das Prozes-
se verteilt ausfu¨hren kann und auf ADEPT [17] basiert. Bei ADEPTdistribution
wird der urspru¨ngliche Prozess in sogenannte Partitionen logisch fragmen-
tiert. Partitionen stellen eine Teilmenge der Aktivita¨ten des Prozesses dar und
ko¨nnen statisch oder dynamisch zu Workflow-Servern zugewiesen werden [1].
Meistens erfolgt diese Zuweisung jedoch durch eine Kombination aus Vor-
berechnungen zur Designzeit und dynamischen Aspekten, wie beispielsweise
Prozessumgebungsdaten. Die zugewiesenenWorkflow-Server u¨bernehmen die
Ausfu¨hrung und Kontrolle fu¨r die ihnen zugewiesenen Partitionen. In diesem
Ansatz besteht das Workflow-Management-System aus verschiedenen Teilnet-
zen, die jeweils einenWorkflow-Server besitzen. Die Benutzer des Systems sind
einem oder mehreren der Teilnetze zugeordnet, jedoch mu¨ssen sie sich nicht in
einem Teilnetz befinden, um als potentielle Bearbeiter derselben Aktivita¨t zu-
gewiesen zu werden.
Die Zuweisung der Aktivita¨ten zu Benutzern erfolgt in ADEPTdistribution
durch den Designer des Prozesses zur Entwurfszeit [13]. Fu¨r die Zuweisung
werden jedoch u¨blicherweise Rollen oder Organisationseinheiten in Form von
Pra¨dikaten angegeben, und keine einzelnen Benutzer spezifiziert. Die Zuord-
nung der potentiellen Benutzer einer Aktivita¨t erfolgt dann zur Laufzeit durch
diese Auswahlpra¨dikate.Welcher Benutzer die Aktivita¨t dann ausfu¨hrt, ist nicht
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bestimmt, sondern ergibt sich zufa¨llig, indem einer der potentiellen Benutzer
die Aktivita¨t auf seiner Arbeitsliste auswa¨hlt und ausfu¨hrt. Unter einer Rolle
versteht man in diesem Zusammenhang beispielsweise Berufe, wie Arzt oder
Krankenschwester. Eine Organisationseinheit bezieht sich auf das Unterneh-
mensumfeld in dem ADEPTdistribution zum Einsatz kommt, was zum Beispiel
in einemKrankenhaus die Chirurgie sein kann. HierzumussADEPTdistribution
u¨ber ein Organisationsmodell verfu¨gen, in dem Personen zu Organisationsein-
heiten und Rollen zugewiesen werden ko¨nnen.
Jeder Workflow-Server kontrolliert bei diesem Ansatz nur den Abschnitt
des Prozesses, den seine Partition einschließt. Durch die verteilte Ausfu¨hrung
des Prozesses ist auch hier keine zentrale Serverinstanz notwendig, wodurch
ein mo¨glicher Flaschenhals wa¨hrend der Prozessausfu¨hrung wegfa¨llt. Da je-
doch auch die Kommunikationsinfrastruktur bei großen Datenmengen pro-
blematisch werden kann, versucht ADEPTdistribution beno¨tigte Prozessmigra-
tionen zu minimieren, um so die Menge der u¨bertragenen Daten zu verrin-
gern. Zur Minimierung der beno¨tigten Prozessmigrationen versucht der An-
satz, die Workflow-Server so zu wa¨hlen, dass mo¨glichst nahe an den Benut-
zern bzw. Aktivita¨ten liegen [15]. Die zur bei der Vorberechnung der optima-
len Workflow-Server beru¨cksichtigten Kosten basieren auf den Transfers der
Prozessdaten zwischen den einzelnen Aktivita¨ten, Aktualisierungen von Ar-
beitslisten, Kommunikationskosten mit externen Datenquellen (z.B Datenban-
ken) und den Migrationskosten fu¨r die U¨bergabe der Kontrolle vom aktuellen
Workflow-Server an den Na¨chsten [17].
Eine Migration erfolgt in ADEPTdistribution im Regelfall dann, wenn ei-
ne Kommunikation u¨ber Teilnetzgrenzen hinweg stattfinden muss. Das heißt,
wenn der Benutzer der die aktuelle Aktivita¨t ausfu¨hrt, sich nicht im selben Teil-
netz wie der Prozessteilnehmer, der die nachfolgende Aktivita¨t ausfu¨hren soll,
befindet, migriert die Prozessinstanz zum Workflow-Server des fu¨r die Fol-
geaktivita¨t zusta¨ndigen Benutzers. ADEPTdistribution setzt vorraus, dass sich
die Organisationsstruktur und die Topologie der Kommunikationsinfrastruk-
tur zur Ausfu¨hrungszeit eines Prozesses nur minimal a¨ndern du¨rfen.
3: Enabling Pervasive Execution of Workflows [18] beschreibt einen Ansatz zur
verteilten Ausfu¨hrung von Prozessen in pervasiven Umgebungen [28], also in
Umgebungen, die bereits mit der heute verfu¨gbaren Technik vollsta¨ndig durch-
drungen sind und somit demmobilen Anwender vielschichtige Anwendungen
bieten. Der Ansatz beno¨tigt keinen zentralen Server zur Verwaltung des instan-
ziierten Prozesses, da dies durch die Zusammenarbeit aller am Prozess betei-
ligten Device erledigt wird. Um diese verteilte Verwaltung des Prozesses zu
ermo¨glichen, ist auf allen Devices eine Workflow-Engine implementiert, die im
Wesentlichen eingehende Routingnachrichten empfa¨ngt, die vom Gera¨t aus-
zufu¨hrenden Aktivita¨ten ausfu¨hrt und Routingnachrichten zu nachfolgenden
Devices schickt.
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In dieser Arbeit wird der Workflow durch einen gerichteten Graphen re-
pra¨sentiert. Die Knoten des Graphen stellen alle Aktivita¨ten dar, die von einem
Device ohne Unterbrechung ausgefu¨hrt werden soll. Die Kanten des Graphen
bilden den Ablauf des Prozesses ab. Fu¨r detaillierte Informationen wird an die-
ser Stelle auf [18] verwiesen. Eine feste Zuweisung von Benutzern oder Devices
ist nicht vorgesehen, daher bietet der in der Arbeit vorgestellte Ansatz Rollen,
anhand derer geeignete Devices ausgewa¨hlt werden ko¨nnen.
Die Autoren wa¨hlen fu¨r ihren Ansatz aufgrund der pervasiven Umgebung
ein zustandsloses Protokoll, da eine Aktivita¨t zu einem Zeitpunkt nur zu ei-
nemDevice zugeordnet sein kann, und nach demMigrieren der Prozessinstanz
keine verbleibenden Informationen auf dem Device gespeichert werden. Um
Prozesse zu migrieren wird ein web-service-basiertes Messaging-Protokoll vor-
gestellt, dessen Nachrichten eine ID zur Identifikation der Prozessinstanz, die
Nummer der auszufu¨hrenden Aktivita¨t, die komplette Workflow Definition,
eine Abbildung zwischen Rollen und zugeho¨rigen Devices und den Prozessda-
ten haben. Weiterfu¨hrende Informationen finden sich in [18].
Wie bereits oben erwa¨hnt wurde, hat jedes Device eine eigene Workflow-
Engine. Die Engine stellt die Schnittstelle zwischen den vomDevice unterstu¨tz-
ten mobilen Anwendungen und den anderen Prozessteilnehmern dar. Die mo-
bilen Anwendungen, die ein Device unterstu¨tzt, sind nicht nach außen sichtbar,
sondern ko¨nnen nur durch dieWorkflow-Engine direkt gerufen werden, die als
eine Art Proxy zwischen den Anwendungen und den anderen Devices des ver-
teilten Prozesses agiert (Abbildung 16). Eine Aktivita¨t ist in der Arbeit nicht als
Einzelaktivita¨t zu verstehen, sondern ist ein gekapselter interner Prozess, den
das Device ausfu¨hrt um eine Aufgabe zu erfu¨llen.
Abbildung 16: Infrastruktur der Devices Migration [18]
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Zum Auffinden aller Devices bietet der vorgestellte Ansatz zwei Ansa¨tze.
Neben der Mo¨glichkeit, dies wa¨hrend der Initialisierungsphase des Prozesses
zu erledigen, erwa¨gen die Autoren den Einsatz eines in der Arbeit nicht na¨her
spezifizierten Dienstes, dem Role Discovery Service. Dieser Service soll von De-
vices, die die aktuelle Aktivita¨t ausfu¨hren, parallel gerufen werden, um ein ge-
eignetes Device als Nachfolger zu identifizieren.
4: OSIRIS [19] ist einWorkflow-Management-System zur verteiltenAusfu¨hrung
von Prozessen unter Verwendung einer Peer-to-Peer Infrastruktur. OSIRIS ver-
folgt dabei den Ansatz transaktionaler Prozesse [20], um eine korrekte Pro-
zessausfu¨hrung zu garantieren. Die Hauptkomponente in OSIRIS ist die soge-
nannteHyperbase-Datenbank, die ein verteiltes Datenbank-Management-System
ist. Die Hyperbase-Datenbank ist in allen am Prozess teilnehmenden Devices als
HDB-Layer implementiert und u¨bernimmt die Aufgabe Dienste anderer De-
vices zu verwenden und garantiert die Korrektheit der u¨bertragenen Daten. Ein
Client muss in OSIRIS also nicht selbst nach einem passenden Dienst suchen,
da diese Routing-Aufgabe der HDB-Layer fu¨r ihn u¨bernimmt. So muss das De-
vice nur die Art des gewu¨nschten Dienstes angeben. Die Prozessdaten wer-
den in OSIRIS wa¨hrend der Ausfu¨hrung einer Prozessinstanz als sogenanntes
Whiteboard zwischen den Prozessteilnehmern migriert. Die Ausfu¨hrung einer
Prozessinstanz erfolgt in OSIRIS, wie in Abbildung 17 dargestellt wird, Peer-
to-Peer-basiert.
Abbildung 17: Peer-to-Peer-basierte Prozessausfu¨hrung [19]
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UmAnfragen der Devices durch dieHDB-Layer zu bedienen, bietet derOSI-
RIS-Ansatz global verfu¨gbare, aber verteilt gehaltene Verzeichnisse, wie das
Service Repository, das Subscription Repository, das Load Repository und das Pro-
cess Repository. Beispielsweise dient das Service Repository der Speicherung von
Informationen, die die Dienste pro Device angeben und wird u¨ber ein ”publish& subscribe“-Modell realisiert. Durch die verteilte Speicherung der Verzeichnis-
se wird in OSIRIS ein Engpass aufgrund zentraler Verzeichnisse vermieden.
Um unno¨tige Replikationen der Verzeichnisse zu vermeiden, bietet OSIRIS auf
Pra¨dikaten basierende Mechanismen an, wie die partielle Replikation, bei der
nur Daten an das teilnehmende Device u¨bertragen werden, die diese Prozess-
instanz betreffen. Es werden also nicht alle angebotenen Dienste von allen De-
vices in das Service Repository repliziert, sondern nur die von tatsa¨chlich an der
Ausfu¨hrung beteiligten Devices.
Prozesse werden in OSIRIS als gerichtete Graphen dargestellt, wobei die
Knoten die Aktivita¨ten darstellen und die Kanten die Ordnung der einzelnen
Aktivita¨ten abbilden. Ein Prozess verfu¨gt u¨ber exakt eine Start- und eine End-
aktivita¨t. Eine Aktivita¨t kann nur dann ausgefu¨hrt werden, wenn alle Vorga¨nger-
aktivita¨ten beendet wurden und alle Bedingungen fu¨r die Ausfu¨hrung erfu¨llt
sind. Aktivita¨ten ko¨nnen in OSIRIS kompensierbar, wiederholbar oder soge-
nannte pivot-Aktivita¨ten sein. Kompensierbare Aktivita¨ten ko¨nnen nach ihrer
Ausfu¨hrung wieder zuru¨ckgesetzt werden. Wiederholbare Aktivita¨ten ko¨nnen
bei fehlerhafter Ausfu¨hrung so lange erneut ausgefu¨hrt werden, bis sie erfolg-
reich beendet worden sind. Pivot-Aktivita¨ten sind nicht kompensierbar und so
ist nach dem Abschluss einer solchen Aktivita¨t kein Ru¨cksetzen mehr mo¨glich.
Die Zuweisung von Aktivita¨ten zu Devices erfolgt in OSIRIS nicht zur Ent-
wurfszeit durch den Designer des Prozesses, um ein LOAD-Balancing durch
die Verwendung des Load Repository zu ermo¨glichen. Der Designer spezifiziert
hier nur den Typ, den der Dienst zur Ausfu¨hrung einer Aktivita¨t beno¨tigt, da
konkrete Zuweisungen zur Laufzeit erfolgen.
Sollen Aktivita¨ten parallel ausgefu¨hrt werden, so geschieht dies durch den
Aufruf paralleler Ausfu¨hrungszweige im Prozessgraphen. Jeder der paralle-
len Zweige erha¨lt dabei nur den Teil des Whiteboards, den fu¨r die Ausfu¨hrung
seiner Aktivita¨ten beno¨tigt wird [21]. Eine Join-Aktivita¨t fu¨hrt die parallelen
Ausfu¨hrungszweige nach deren Beendigung zusammen und setzt die Teile des
Whiteboardswieder zusammen.
5: Exploring Transactional Service Properties for Mobile Service Composition [22] be-
fasst sichmit den transaktionsbezogenen Eigenschaften von Prozessenmit dem
Fokus auf mobile Umgebungen. Der Ansatz der Arbeit ist eine transaktionsbe-
zogene Koordination und Zusammensetzung von Diensten, also Prozessen, in
mobilen Netzwerken zu ermo¨glichen. Obwohl in dieser Arbeit kein direkter
Bezug zur logischen Fragmentierung von Prozessen gegeben ist, wurde dieser
Ansatz dennoch bei den Ansa¨tzen der logischen Fragmentierung mit aufge-
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nommen. In der Arbeit setzen sich Prozesse aus Transaktionen zusammen, die
die Serviceaufrufe wa¨hrend der Prozessausfu¨hrung koordinieren. Durch diese
transaktionsbasierte Koordination der Prozessaktivita¨ten erfolgt ebenfalls eine
logische Fragmenierung des vollsta¨ndigen Prozesses.
Das zugrundeliegende Modell der Dienste ist zustandsbasiert. Zu Beginn
hat ein Dienst den Zustand initial, was bedeutet, dass die Dienst noch nicht
aktiviert wurde. Nachdem der Dienst aktiviert wurde, befindet er sich im Zu-
stand activated und kann in die Zusta¨nde failed oder cancelled u¨bergehen, wenn
beispielsweise interne oder externe Fehler auftreten. War die Ausfu¨hrung er-
folgreich, wechselt der Dienst in der Zustand completed. Zusa¨tzlich besteht die
Mo¨glichkeit, dass kompensierbare, dass heißt zuru¨cksetzbare Dienste in den
Zustand compensatedwechseln ko¨nnen. Hierbei kann einWechsel in die Zusta¨n-
de actived, cancelled und compensated nur von außen, also zum Beispiel durch die
Workflow-Engine eingeleitet werden, die anderen Zusta¨nde ko¨nnen durch den
Dienst selbst angesteuert werden.
Die Routine zur standardma¨ßigen Fehlerbehandlung ist das Anhalten von
laufenden Diensten, das Kompensieren von abgeschlossenen Diensten und die
Aktivierung alternativer Ausfu¨hrungen. Um diesen Mechanismus abzubilden,
geben die Autoren die daraus resultierenden Abha¨ngigkeiten, in denen Dienste
untereinander stehen ko¨nnen, an. Fu¨r detaillierte Informationen wird hier auf
die Arbeit verwiesen.
Ein Prozess besteht aus einer Menge von Diensten und den Beziehungen,
in denen sie untereinander stehen. Durch die transaktionsbezogene Zusam-
mensetzung der Prozesse, ko¨nnen zusa¨tzlich zu den Beziehungen, in denen
sie im Normalfall, also ohne auftretende Fehler ausgefu¨hrt werden, noch die
Beziehungen der Dienste beim Auftreten von Fehlern angegeben werden, um
inkonsistente Prozesszusta¨nde zu vermeiden. Die Struktur der Prozesse wird
durch Workflow-Muster, wie Sequenzen, die parallele Ausfu¨hrung oder das
exklusive Oder abgebildet. Durch diese Muster wird der Kontrollfluss und die
Ausfu¨hrungssemantik der Prozesse abgebildet.
Da die Autoren die Blockade von Ressourcen vor allem im Umfeld mobi-
ler Prozesse fu¨r kontraproduktiv halten, fu¨hren sie ein abgeschwa¨chtes Kor-
rektheitskriterium, die Semi-Atomarita¨t bei transaktionalen Prozessen ein. Unter
Semi-Atomarita¨t verstehen die Autoren, dass vor der Bindung von nicht kom-
pensierbaren, also Pivot-Diensten, erst kompensierbare Dienste gebunden wer-
den. Fu¨r eine formale Definition der Semi-Atomarita¨t wird an dieser Stelle auf
die Arbeit verwiesen. Zur Einhaltung des Kriteriums geben die Autoren zusa¨tz-
lich Mechanismen zur Umordnung der Dienste an.
Zwischenfazit Nach der detaillierten Betrachtung verschiedener Ansa¨tze zur
logischen Fragmentierung von Prozessen mit dem Ziel einer verteilten Ausfu¨h-
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rung der Prozesse fa¨llt auf, dass alle Ansa¨tze die urspru¨ngliche Struktur des
Prozesses erhalten und die Prozessinstanz unter allen teilnehmenden Devices
migriert. Dadurch erlangen alle, am Prozess beteiligten Devices, Kenntnis vom
vollsta¨ndigen Prozess, weshalb eine gute Fehlerbehandlung mo¨glich wird.
Die Allokation der Devices oder Benutzer erfolgt bei allen Ansa¨tzen entwe-
der vollkommen dynamisch, zum Beispiel durch algorithmische Berechnungen
oder kann zumindest durch Rollen festgelegt werden, wodurch die Ansa¨tze
die notwendige Flexibilita¨t bieten, die fu¨r die Ausfu¨hrung mobiler Prozesse
notwendig ist. Benutzerwechsel sind wa¨hrend der Ausfu¨hrung einer atomaren
Aktivita¨t nicht vorgesehen, ko¨nnen jedoch sonst zu jedem Zeitpunkt im Pro-
zess erfolgen, was die Flexibilita¨t weiter steigert.
Wird fu¨r die Migrationsdaten ein zusa¨tzliches Dokument verwendet, ist
u¨berdies sogar die Kompatibilita¨t mit herko¨mmlichen, zentral gesteuertenWork-
flow-Management-Systemen mo¨glich. Durch ein Verwerfen der Migrationsda-
ten ist in diesen Systemen eine Ausfu¨hrbarkeit der Prozesse weiterhin gegeben.
Die logische Fragmentierung bietet somit eine sehr große Flexibilita¨t. Da
auch die Fehlerbehandlung von denmeisten Ansa¨tzen beru¨cksichtigt wird, eig-
net sich die logische Fragmentierung bestens fu¨r den Einsatz imUmfeld verteil-
ter mobiler Prozesse. Im folgenden werden die unterschiedlichen Ansa¨tze der
physischen und logischen Fragmentierung diskutiert und verglichen.
5.3 Diskussion
In diesem Abschnitt werden die bisher betrachteten Ansa¨tze der verteilten Pro-
zessausfu¨hrung auf ihre Erfu¨llung der einzelnen Anforderungen untersucht.
Gepru¨ft werden die Ansa¨tze auf die Erfu¨llung der folgenden Kriterien, die sich
aus der vorhergegangenen Literaturbetrachtung ergeben:
Allgemeine Kriterien:
1.1 Ausfu¨hrung ohne zentralen Server (Kapitel 5 - Anforderungen mobiler
Prozesse an ein Workflow-Management-System / Kontrollfluss)
1.2 Dezentrale Datenspeicherung (Kapitel 5 - Anforderungen mobiler Pro-
zesse an ein Workflow-Management-System / Datenfluss)
2. Unterscheidung globaler sowie lokaler Variablen (Kapitel 5.2 Logische
Fragmentierung /Klassifikationsmerkmale /Daten): Lokale Variablenwer-
den nur innerhalb von Aktivita¨ten oder Teilprozessen verwendet und kom-
men hauptsa¨chlich steuernd zum Einsatz. Sie sind fu¨r andere Prozessteil-
nehmer nicht sichtbar und auch nicht fu¨r das Ergebnis des Prozesses wich-
tig. Globale Variablen sind im Gegensatz zu lokalen Variablen fu¨r alle Pro-
zessteilnehmer sichtbar.
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3.1 Flexible Zuweisung von Devices (Kapitel 4.3 - Herausforderungen mo-
biler Prozesse / Allokation): Devices ko¨nnen nicht ausschließlich statisch
zur Designzeit oder kurz nach der Instanziierung allokiert werden, sondern
ko¨nnen auch dynamisch wa¨hrend der Prozessausfu¨hrung zugewiesen wer-
den.
3.2 Benutzerwechsel mo¨glich (Kapitel 5 - Anforderungen mobiler Prozesse
an ein Workflow-Management-System / Benutzer / Devices)
3.3 Devicewechsel mo¨glich (Kapitel 5 - Anforderungen mobiler Prozesse an
ein Workflow-Management-System / Benutzer / Devices)
4. Prozessstrukur bleibt erhalten (Kapitel 5.2 Logische Fragmentierung /
Klassifikationsmerkmale / Prozessstruktur): Bei der physischen Fragmen-
tierung von Prozessen wird der Prozess aufgebrochen und physisch ver-
teilt, wodurch die Prozessstruktur nicht erhalten bleibt. Bei logischen Frag-
mentierungsansa¨tzen bleibt die Prozessstruktur in der Regel erhalten oder
wird nur geringfu¨gig abgea¨ndert.
5. Mobile Workflow-Engine kann Prozessfragmente ausfu¨hren (Kapitel 5.2
Logische Fragmentierung /Klassifikationsmerkmale /Ma¨chtigkeit dermo-
bilen Engine): Je nach Ma¨chtigkeit der mobilen Engine, kann diese nur ein-
zelne Aktivita¨ten ausfu¨hren oder auch gro¨ßere Prozessfragmente, die aus
mehreren Aktivita¨ten bestehen, selbststa¨ndig ausfu¨hren.
6. Konzept orientiert sich an Infrastruktur (4.1 Mobile Prozesse): Die Abbil-
dung des Gescha¨ftsprozesses, dessen Fragmentierung und die Ausfu¨hrung
orientieren sich an der gegebenen Infrastruktur.
Tabelle 3: Vergleich aller untersuchten Ansa¨tze (Allgemeine Kriterien)
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Migrationsbezogene Kriterien:
1. Migrationsentscheidung zur Designzeit (Kapitel 5.2 Logische Fragmen-
tierung / Klassifikationsmerkmale / Migrationsentscheidung): Migratio-
nen werden zur Designzeit festgelegt, das heißt bereits zur Designzeit muss
bekannt sein, wo welche Aktivita¨t ausgefu¨hrt werden soll.
2. Migrationsentscheidung zur Laufzeit (Kapitel 5.2 Logische Fragmentie-
rung / Klassifikationsmerkmale / Migrationsentscheidung): Migrationen
werden dynamisch zur Laufzeit des Prozesses festgelegt.
3.1 Migrationsentscheidung durch Regeln (Kapitel 5.2 Logische Fragmen-
tierung / Klassifikationsmerkmale / Migrationsentscheidung): Die dyna-
mische Migrationsentscheidung wird aufgrund von Regeln getroffen.
3.2 Migrationsentscheidung durch Rollen-/Benutzerzuweisungen (Kapitel
5.2 Logische Fragmentierung / Klassifikationsmerkmale / Migrationsent-
scheidung): Die Migrationsentscheidung wird aufgrund von Rollen-/Be-
nutzerzuweisungen getroffen.
3.3 Migrationsentscheidung durch Berechnungen/Routing (Kapitel 5.2 Lo-
gische Fragmentierung / Klassifikationsmerkmale / Migrationsentschei-
dung): Die dynamische Migrationsentscheidung wird aufgrund von Be-
rechnungen aus den der Prozessausfu¨hrungsumgebung getroffen.
Tabelle 4: Vergleich der untersuchten logischen Ansa¨tze (Migrationsbezogene
Kriterien)
Tabelle 3 und Tabelle 4 vergleichen die in dieser Arbeit betrachteten Ansa¨tze
der verteilten Ausfu¨hrung von Prozessen. Ist bei einem Kriterium ein ”-“ein-getragen, bedeutet dies, dass die Arbeiten zu den Ansa¨tzen die Thematik gar
nicht behandelt haben oder aus Vereinfachungsgru¨nden von einer Betrachtung
abgesehen haben.
Wie man an Tabelle 3 leicht sehen kann, erfu¨llen die ersten vier Ansa¨tze
die meisten Kriterien, was die Flexibilita¨t und Dynamik von Zuordnungen von
Benutzern oder Devices angeht nicht. Dies liegt darin begru¨ndet, dass diese
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Ansa¨tze eine physische Fragmentierung vornehmen, die entweder zur Design-
zeit oder kurz nach der Initialisierung des Prozesses die Devices zu den Akti-
vita¨ten zuordnet. Diese starre Zuordnung und die physische Fragmentierung
der originalen Prozesse fu¨hren dazu, dass diese Ansa¨tze sich nur bedingt eig-
nen, um flexibel auf A¨nderungen in mobilen Prozessen reagieren zu ko¨nnen.
Die fu¨nf anderen Ansa¨tze sind Ansa¨tze, die eine logische Fragmentierung
der Prozesse anwenden und die Prozessinstanz zu den der aktuellen Akti-
vita¨ten / Fragmente zugeordnetenWorkflow-Enginesmigrieren. Durch dieMi-
gration der Prozessinstanzen ist bei allen Ansa¨tzen eine Prozesskenntnis der
Prozessteilnehmer gegeben, wodurch auftretende Fehler leichter durch Behand-
lungsroutinen behoben werden ko¨nnen (mittels abgestimmter Koordination).
Eine dynamische Zuordnung der Prozessteilnehmer ist in allen Ansa¨tzen mo¨-
glich. Leider gehen auch hier die meisten Ansa¨tze nur unzureichend auf die
Mo¨glichkeit ein, dasswa¨hrend der Ausfu¨hrung eines Fragments der ausfu¨hren-
de Benutzer oder das Device wechseln ko¨nnen (Tabelle 4). Da der letzte Ansatz
sich im Wesentlichen mit den Mo¨glichkeiten mobile Dienste transaktional zu
koppeln bescha¨ftigt, geht dieser kaum auf Details der verteilten Ausfu¨hrung,
Device- oder Benutzerzuordnungen ein.
Allen Ansa¨tzen gemein ist, dass sie sich stark eingesetzten Infrastruktur ori-
entieren, wodurch jedoch Einschra¨nkungen beimDesign der Prozesse auftreten
ko¨nnen und der Designer eventuell nicht alle erforderlichen Gescha¨ftsprozesse
abbilden kann.
Der Ansatz ”Flexible Execution of Distributed Business Processes based onProcess Instance Migration ist aus Sicht dieser Arbeit am besten fu¨r den Einsatz
imUmfeldmobiler Prozesse geeignet, da er fu¨r die Zuordnung der Devices und
/ oder User die gro¨ßte Flexibilita¨t aufweist.
Die bisher betrachteten Ansa¨tze bieten fu¨r den Einsatz in Business-Process-
Management-Systemen große Potenziale. Im folgenden Kapitel wird anhand
eines kommerziellen Beispielproduktes, demMicrosoft BizTalk Server, das auf-
grund seines großen Funktionsumfangs ausgewa¨hlt wurde, die Umsetzung ei-
nes mobilen Prozesses detailliert beschrieben. Zusa¨tzlich bietet das folgende
Kapitel einen knappen Einblick in die Architektur des BizTalk Servers.
6 BizTalk Server
Der Microsoft BizTalk Server [29] (Abbildung 18) ist ein kommerzielles System,
das die Funktion eines zentralen Message Broker u¨bernimmt, der in den Be-
reichen Enterprise Application integration (EAI), Business-to-Business (B2B),
Serviceorientierte Architekturen (SOA) sowie Business Process Management
(BPM) zum Einsatz kommen kann. Auf den Seiten des Herstellers wird zudem
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der Einsatz mobiler Technologie durch den Aufsatz des Microsoft BizTalk RFID
Servers beschrieben.
Abbildung 18: BizTalk Logo
Abbildung 7 zeigt die Architektur des BizTalk Servers. Das zentrale Ele-
ment des BizTalk Servers ist die Message-Box, eine SQL-Datenbank, die den
Nachrichtenaustausch zwischen allen an einem Prozess beteiligten Systemen
steuert. Die Message-Box nimmt hierzu Nachrichten entgegen und leitet diese
an Zielsysteme weiter, die eine Subscription fu¨r diese Nachrichtenart haben.
Abbildung 19: BizTalk Engine
Nachrichten ko¨nnen entweder direkt von der Massage-Box an entsprechen-
de Zielsystemeweitergeleitet werden oder zuvor von der Orchestration-Engine
verarbeitet werden, die die eigentliche Prozesssteuerung u¨bernimmt. Fu¨r den
Empfang der Nachrichten stehen dem Entwickler des BizTalk Servers die Re-
ceive und Send Ports zur Verfu¨gung, deren einzelne Komponenten die Um-
wandlung der Nachrichten in das vom Zielsystem beno¨tigte Format und ein
eventuell erforderliches Mapping der einzelnen Quellfelder auf Zielfelder rea-
lisieren.
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Um nun einen Prozess mit dem BizTalk Server steuern zu ko¨nnen, ist es
zuna¨chst notwendig, alle Systeme mit die am Prozess teilnehmen sollen an den
BizTalk anzubinden. Hierzu mu¨ssen in einem ersten Schritt fu¨r jedes System
entsprechende Send- und Receive-Ports erstellt werden. In den Receive-Ports
werden die eingehenden Nachrichten u¨ber die Receive Pipeline in ein XML-
basiertes Format gebracht. Dazu ist es no¨tig das Format fu¨r jeden eingehenden
Nachrichtentyp vorab im XML-Format zu definieren. Um die Modellierung
des Prozesses zu vereinfachen, kann im BizTalk zusa¨tzlich ein eigenes inter-
nes XML-basiertes Nachrichtenformat definiert werden, so dass die Orchestrie-
rung nur mit einemNachrichtenformat umgehen muss. Wurde ein solches For-
mat definiert, werden die nach der Receive Pipeline bereits in XML vorliegen-
den Nachrichten vomMapper in das interne Nachrichtenformat transformiert.
Send-Ports sind prinzipiell Umkehrungen der Receive-Ports. Fu¨r detailliertere
Informationen u¨ber die Send- und Receive-Ports wird an dieser Stelle auf [23]
verwiesen.
Mo¨chte man nun einen mobilen Prozess mit dem BizTalk Server verwal-
ten, und setzt nur ”relativ einfache“mobile Zusatzgera¨te wie RFID-Leser ein,so ist dies durch die guten Verwaltungsmo¨glichkeiten der Gera¨te im BizTalk
RFID Server gut realisierbar. Da der BizTalk Server selbst allerdings keine fer-
tige Engine fu¨r mobile Devices bereitstellt, muss der Anwender diese selbst
implementieren. Dazu stellt der BizTalk Server Schnittstellen bereit, die Imple-
mentierungen in der Programmiersprache C# oder anderer .Net-Sprachen vor-
aussetzen.
Abschließend kann festgestellt werden, dass der BizTalk zur Verwaltung
von Prozessen einen hohen Aufwand fu¨r die Definition der Nachrichtenforma-
te und der Kommunikationsports erfordert. Sollen zudem mobile Prozesse im
Sinne dieser Arbeit umgesetzt werden, muss ein hohen Implementierungsauf-
wand betrieben werden. Der BizTalk Server ist also eher als ESB [34] einsetzbar.
7 Fazit und Ausblick
Nach Betrachtung und Vergleich der unterschiedlichen Ansa¨tze der verteil-
ten Ausfu¨hrung von Prozessen, ko¨nnen Ansa¨tze, die statische Zuweisungen
von Bearbeitern zu Aktivita¨ten erfordern, als zu unflexibel fu¨r mobile Prozes-
se angesehen werden. Die physische Fragmentierung ist somit zu starr, um
ausreichend auf die Anforderungen im Umfeld mobiler Prozesse eingehen zu
ko¨nnen.
Im Gegensatz zur physischen Fragmentierung bietet die logische Fragmen-
tierung durch den Einsatz von Prozessmigrationen und variablen Zuweisun-
gen von Benutzern, Devices und verteilten Servern die gro¨ßtmo¨gliche Flexibi-
lita¨t, um die Anforderungen mobiler Prozesse zu erfu¨llen. Um der hohen Dy-
namik und den großen Unsicherheiten in mobilen Umgebungen Rechnung zu
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tragen, wird daher der Einsatz einer auf logischer Fragmentierung basierenden
Lo¨sung empfohlen.
Auf demMarkt fu¨r Business-Process-Management existiert eine Vielzahl an
kommerziellen Produkten mit unterschiedlichem Funktionsumfang wie IBM’s
Websphere [37], Oracle BPM [38] oder SAP Netweaver Business Process Ma-
nagement [39]. Wie man am im Rahmen dieser Arbeit betrachteten Beispiel-
produktMicrosoft BizTalk Servers sehen kann, unterstu¨tzt dieses kommerzielle
System den Anwender noch nicht ausreichend bei der Erstellung und Verwal-
tung mobiler Prozesse sowie der teilnehmenden Devices.
Zuku¨nftig mu¨ssen die Hersteller von Business-Process-Management-Syste-
men und Workflow-Management-Systemen weiter daran arbeiten, eine gute
Unterstu¨tzung fu¨r den Einsatz mobiler Technologien zu bieten. Aufgrund der
immer gro¨ßer werdendenMobilita¨t unserer Gesellschaft und dem ungebroche-
nen Trend an jedem Ort und zu jeder Zeit seine Daten, wie E-Mails, oder Dien-
ste in Anspruch zu nehmen, sind die Hersteller angehalten nochmehr Arbeit in
diesem Bereich zu zeigen. DesWeiteren mu¨ssen die Hersteller eine noch gro¨ße-
re Flexibilita¨t der eingesetzten Devices und der gesamten Infrastruktur errei-
chen, um zuku¨nftig mobile Prozesse unabha¨ngig von der eingesetzten Techno-
logie, also ausschließlich abha¨ngig von dem abzubildenden Gescha¨ftsprozess,
modellieren zu ko¨nnen.
Durch den vermehrten Einsatz mobiler Technologien werden sich in vie-
len Bereichen große zusa¨tzliche oder neue Potentiale erschließen. Wie bereits
eingehend erwa¨hnt, kann durch den Einsatz verteilter mobiler Technologie im
Gesundheitswesen, beispielsweise bei Visiten in Krankenha¨usern Zeit gespart
werden, da nach der Visite des Patienten fu¨r die neue Einstellung der Medi-
kamentierung keine zusa¨tzlichen Absprachen oder Anweisungen mehr no¨tig
sind. Auch die begleitende Betreuung von Erkrankten kann durch den un-
terstu¨tzenden Einsatz von mobilen Devices erheblich erleichtert werden.
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