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1. INTRODUCTION 
We consider here the nonlinear differential equation 
y(n) = f(x, y, y’,..., y(-), (1.1) 
where x ~1 = [a, co). We could take I = [a, b) where b < 00, but for 
simplicity of statements, we take I = [a, a). 
We will make the following assumptions: 
(A) f is continuous on [a, co) x Rn, and 
(B) solutions of initial value problems (I.V.P.‘s) are unique and extend 
throughout [a, a). 
We now want to define the boundary value functions r,,...,,(t) that we will 
be dealing with. These boundary value functions for linear differential 
equations have been studied for some time. This notation for the linear case 
appears to have been used first by Azbelev and Caljuk [l]. Peterson [15] was 
the first to extend this notation to the nonlinear case (1.1). Although this 
notation has not been used before for nonlinear differential equations we will 
later note many results in the literature which can be stated in terms of these 
boundary value functions. Before we define these boundary value functions 
we make the preliminary definition. 
DEFINITION 1.1. We say that y E Cn[u, co) has an (il ,..., i&distribution 
of zeros, 0 < i, < n, ~~=,im = n, on [c, d] C [a, co) provided there are 
points c < t, < t, < .‘. < t, < d such that y(x) has a zero of order at 
leasti,att,,m = 1,2 ,..., k. 
* The results presented here were part of the author’s Ph.D. dissertation, University 
of Nebraska August 1973. The author gratefully acknowledges the guidance of his 
advisor, Professor Allan C. Peterson. 
1 
Copyright 0 1975 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
2 JAMES D. SPENCER 
DEFINITION 1.2. Let R = (Y > t: there are distinct solutions U(X) and 
V(X) of (1.1) such that u(x) - V(X) has an (ir ,..., Q-distribution of zeros, 
0 d cn < n, c:-, c = n, on [t, r]}. If R # 4, then set ri,...Jt) = inf R, 
and if R = $, set ~~,...~,(t) = 0~). 
Remark 1.3. It follows from (B) that r&t) = y&t) = co. 
Remark 1.4. If t 6 tl < ..* < t, < yil...i,(t) < co, then solutions of 
(1.1) satisfying the boundary conditions 
y(mqtj) = A,],? ) (1.2) 
where Amjsj is a constant, j = 1, 2 ,,.., m; mj = 0, 1, 2 ,..., ij - 1, when they 
exist are unique. Compare this to the linear case where it is well known that 
if t ,< t, < ... < t, < ri,...i,(t) < co, then for the given linear equation 
there always exists a unique solution satisfying the boundary conditions (1.2). 
This gives rise to the interesting question, when do the boundary value 
problems (l.l), (1.2) fort < t, < ... < t, < r,,...,,(t) < 0~) havesolutions? 
We will not be concerned with this “uniqueness implies existence” question 
here. 
DEFINITION 1.5. The first conjugate point Tl(t) for the nonlinear equation 
(1.1) is defined by, 
Tr(t) = min yil...d,(t). 
DEFINITION 1.6. If J is an interval and J C [a, a), then we say that j 
is an interval of disconjugacy for (1.1) provided there do not exist distinct 
solutions y(x), X(X) of (1.1) such that y(x) - Z(X) has at least n zeros, counting 
multiplicities, on J. Note that if J C [t, T1(t) < co), then J is an interval of 
disconjugacy. 
The following two examples show how different the theory for nonlinear 
differential equations is from linear differential equations. The first example 
was shown to the author by L. Jackson. For linear equations it is well known 
that TX(t) > t, but this need not be the case for nonlinear equations. 
EXAMPLE 1.7. This is an example to show that in the nonlinear case it may 
happen that I = t. Consider 
y" = -y3 (1.3) 
and notice thaty s 0 is a solution. Obviously (A) and (B) are satisfied. It can 
be shown that E > 0 is given there is a nontrivial solution with two zeros in 
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[0, E), and so 0 < ~~(0) < E for each E > 0 and hence ~(0) = 0. Since the 
equation is autonomous, ~(1) = t. 
However if f satisfies a uniform Lipschitz condition with respect to y, 
y’,..., y - cn l) on each compact subinterval of [a, co), then, using the estimates 
for the Green’s function in [6] and the fact that I = r,...,(t), see [5], one 
can use standard fixed point arguments to prove that qi(t) > t for t > a. 
EXAMPLE 1.8. Here we give an example, namely, 
y” + y - Tan-ly = 0 (1.4) 
of a nonlinear differential equation which satisfies (A) and (B) and by [8] has 
the interval [0, ~1 as an interval of disconjugacy and yet ~(0) = T. Compare 
this to the nth-order linear case where if Tl(t) < co, then [t, ql(t)] would not 
be an interval of disconjugacy as then there would exist a nontrivial solution 
having n zeros on [t, vi(t)]. In fact Sherman [19] has shown that there exists 
a solution y(x) having at least n zeros on [t, ql(t)] with y(x) > 0 on (t, I). 
We will be concerned with ordering theorems for the boundary value 
functions r. 21...i”F(t). In particular, we will generalize results due to Peterson 
[13, 141, Keener [lo], and Ridenhour [18] for linear homogeneous differential 
equations to nonlinear differential equations. Also some results will be given 
which appear to be new even for linear equations. 
2. ORDERING THEOREMS FOR THE BOUNDARY VALUE FUNCTIONS 
r,p,(t) AP\'D r<,...,,(t+) 
Throughout this chapter we will be concerned with the nth-order ordinary 
differential equation 
y(n) = f(X, y, y’,..., y+1’). (2.1) 
For emphasis we remind the reader that we are assuming the following 
conditions: 
(A) f is continuous on [a, co) x Rn, and 
(B) solutions of initial value problems for (2.1) are unique and extend 
throughout [a, co). 
The following useful lemma was motivated by Lemma 5.6 in [6]. 
LEMMA 2.1. Assume t < ril...i,(t) < c0,fi.x xl E [t, ri,..+,(t)), and let 
A = {(x2 ,..., x,) : t < x1 < x2 < ... < x, < ri,-.i,(t)>. 
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where y(x) is the solution of (2.1) satisfying 
y’j-l’(xl) = cj ’ 
I 
j = 1, 2,..., i1 
Yj > j = il + l,..., n, 
where c 1 , c2 ,..., ci, are $xed constants. Then the mapping $ from A x Rn+ 
onto $(A x R”+) is a homeomorphism and $(A x Rn+) is open. 
Proof. Note first that A x Rn-il is an open connected subset of Rm+n-il-l 
and $(A x Rn-h) C Rm+n-h-1. Now by the continuity of I.V.P.‘s with 
respect to initial conditions, 4 is continuous on A x RR”+. Further, since 
t<x1< ... < x, < ri,...i,(t), 4 is one-to-one, since if the images of two 
distinct points were equal the difference of the two corresponding solutions 
would have an (i1 ,..., m i )-distribution of zeros on [t, ri,...im(t)). Thus it 
follows from the Brouwer Invariance of Domain Theorem that +(A x R’+il) 
is an open subset of Rn+m-il-l and that + is a homeomorphism. 
DEFINITION 2.2. Let t > a, if T~~...~,(s) = +cc for all s > t, then we 
write 7, zl...i,(t+) = +co. Otherwise r,,...,,(t+) is defined by Y+,...i,(t+) = 
iIlf{ri,..,im(S): S > t}. 
The following lemma was motivated by Lemma 5.5 of [6]. 
LEMMA 2.3. Assumea < t < r,,...i,(t+) < co andlet 
A = ((x1 ,..., xk): t < Xl < *.. < Xk < r$...i,(t+)}. 
De&e 4: A x Rn --f Rnfk by 
$(x1 ,..a> xk , yl ,**.Y Yn) 
= (Xl ,'a., Xk > YW, Y’W1-9 Y (-)(x1) ,..., y&k) ,..., y-)(x& 
wherey(x) is thesolution of (2.1) satisf$ngy(j)(xJ = ~~+~;j = 0, 1,2,..., n - 1, 
where x0 is aJixedpoint in (t, ri,...i,(t+)). Then 4: A x Rn -+ +(A x R”) is a 
homeomorphism and +(A x Rn) is open. 
Proof. First we observe that A x R* is an open connected subset of 
Rn+le and $(A x R*) C R n+k. Now by the continuity of initial value problems 
with respect to initial conditions 4 is continuous on A x R”. Furthermore, 
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since t < x, < .‘a < Xk < yj,...i,(t+), + is one-to-one. Thus it follows from 
Brouwer’s Invariance of Domain Theorem that $(A x R”) is an open subset 
of Rnik and $ is a homeomorphism. 
Lemmas 2.1 and 2.3 will be used quite frequently in this chapter. The proof 
of the following theorem will illustrate the use of Lemma 2.1 which is similar 
to the use of Lemma 2.3. Thereafter when either of these two important 
lemmas are used, not as much detail will be given. The following result was 
proven for linear differential equations in [14] by entirely different methods. 
THEOREM 2.4. If q >, 3 andp > 2, then 
r,*(t) 3 minb-P-l,Q+l(t), YP.l,Q--l(t), ~P,l,P--2,lW 
Also if q 3 2 and p 3 3, then 
rm(t+) 3 min{r P+l,*-l(t+)~ YP-1*1*,(t+), Yl.P-2*1,*(t+% 
Proof. We will prove only the first result since the proof of the second is 
entirely similar. Let c = min{r,-i,,+,(t), rp,l,g-l(t), r,,l,g-2,1(t)} and suppose 
r,,(t) < c. Then there exists two distinct solutions y(x) and z(x) of (2.1) 
such that y(x) - z(x) has a ( p, q)-distribution of zeros on [t, c) at the points 
Xl 9 x2, where t < x, < x2 < c. Since r,-l,g+l(t) 3 c, the zero at x2 is of 
order exactly q, and since Y D,lrg-l(t) > c we can assume that y(x) > z(x) for 
XE(X1, x2). 
Let A = {(t2 , t,): t < x1 < t, < t, < c} and define c#: A x Rn-* -+ Rn+2-~ 
bY 
w2 > t3 > Ys+1 ,**.> m) = (t2 , t, , @2), u(t3), QS),..., U’Q-2’(t3)), 
where U(X) is the solution of (2.1) satisfying &)(x1) = yti)(xl), 0 < i < p - 1, 
and &-1)(x1) = yi , p + 1 < j < n. By Lemma 2.1, since t, < c < 
rp,l,g-l(t), it follows that $(A x Rn-“) is an open subset of Rn+2-” and $ 
mapping A x Rn-p onto $(A x Rn-p) is a homeomorphism. 
Now if x1 < 5 < x2, (5, x2 ,y(5),y(x,),...,y(~-~)(~,)) is in +(A x Rn-p) 
and since +(A x R--p) is open, given E > 0 and sufficiently small there exists 
a solution yr(x) of (2.1) satisfying: 
yf)(xJ = y yx ) 1, O<i<p-1 
Yl(S) = Y(E) 
yij’(x2) = y (i)(x ) 2 9 O<j<q-3 
yip-2)(x2) = y(Q-2)(x2) + (-l)n+i E. 
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Further, it follows from the fact that (b-l is continuous and the continuous 
dependence of solutions on initial conditions that lim+,,+ y,(x) = y(x) 
uniformly on compact subsets of [t, act), and so for e > 0 sufficiently smal1 
y,(x) - Z(X) has a zero of order at least p at xi , an odd-order zero on (xr , x,), 
a zero at X, of order exactly 4 - 2, and a zero in (xa , c). That is yr(~) - x(x) 
has a ( p, 1, Q - 2, 1)-distribution of zeros on [t, c), yet since yp-a)(~,) = 
z4-)(x2) + (- l)*+l 
. . 
E, yl(~) + Z(X). This IS the desired contradiction and so 
the theorem is valid. 
In 1958, Hartman [4] proved a general result concerning what he called an n 
parameter family of functions. A special case of Hartman’s result is that there 
exists a nontrivial solution of the linear differential equation 
n-1 
Y@) = ,Fa P&)Yfi’, (2.2) 
where p, E C[a, CD), with 11 distinct zeros on an open subinterval I of [a, 00) 
if and only if there is a nontrivial solution of (2.2) with 12 zeros, counting 
multiplicities, on I. In 1967, Opial [12J gave a short proof of this special case. 
It follows that for the linear equation (2.2) 
?h(t) = ~l...lW (2.3) 
Sherman [19] generalized (2.3) for the linear differential equation (2.2) by 
showing that if I < cc, then given E > 0, there is a nontrivial solution 
of (2.2) with a zero at t, 71 zeros on [t, I + e), the first n of which are simple 
zeros. In 1972, Peterson [13] proved the closely related result that if ir > k, 
then 
yi,...&) 2 minh...&), Y~,~-&)) (2.4) 
holds for (2.2). Also Peterson [13] proved that if r,,...,(t) < r,,,-,(t) < co, 
then given E > 0, there is a nontrivial solution of (2.2) with a zero of order 
exactly k at t, exactly n - K - 1 simple zeros in (t, ~~~...~(t)) and an odd-order 
zero in [rhl...,(t), r,,...,(t) + e). The first result, inequality (2.4) we generalize 
in the following theorem to the nonlinear differential equation (2.1). More 
recently, Jackson [S] proved (2.3) for the nonlinear differential equation (2.1). 
Many of the techniques used by Jackson in the proof of (2.3) will be used in 
the following partial generalization of that result. Note that in this proof we 
use Corollary 2.18 which is yet to be proven; however, it will be proven 
independent of this result. 
THEOREM 2.5. For tts[a, co), 
yi,i,...&) 3 min@kl...d4, ck,d~)l for i,>k. 
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Proof. Let c = min{rkl...r(t), yk&t)} and assume that the conclusion 
of the theorem is false. Then some (il , iZ ,..., Q-boundary value problems, 
& > k, have two distinct solutions on [t, c). Let m be the largest integer for 
which this is the case. Then all (ir , & ,..., &)-boundary value problems where 
il > k andj > m + 1 will have at most one solution on [t, c). 
Let t < x1 < x2 < ... < X, < c be such that there are two distinct 
solutions y(x) and Z(X) with y(x) - Z(X) having zeros of exact order pj 3 ij 
for 1 < j < mat the xl’s. Now since r,,...,(t) >, c and since by Corollary 2.18, 
~,-~,,(t) 2 ~,+.&t) >, ... > r,,...,(t) > c at least one of the &‘s, j 3 2 
must be greater than one, say i, > 1. 
Suppose first that p, > k, say p, = k + j, where j > 1, and there are, 
say 01 simple zeros and, say /3 multiple zeros on (x1 , x,) u (xr , x,]. We claim 
that in this case we can choose integers qi , 1 < qi < pi , i # r and qT = 
p, - 2s, where s 3 1 and k < q1 < p, such that x7=, qi = n - 2. 
To see this let qi = k + j, & = 1, i = 2, 3 ,..., m, i # r, and take qr 
to be 0 or 1 according asp, is even or odd. Then 
$l%=k+j+a+B +s,.<k+j+a+P+l <n, 
since 01 + /3 + 1 < n - k - j as ~(~+~)i..,~(t) > c. Now if Cz, qi = n - 2, 
let qi = qi , 1 < i < m and we are done with this claim. If the sum is n - I, 
then let q1 = q1 - 1 and qi = qi , 2 < i < m and then Cs, qi = n - 2, 
with q1 >, k. 
On the other hand if c:, & < n - 2, increase qr to p, - 2s by allowing s 
to decrease (if possible) and yet keep s 3 1. If for some value of s, C’, qi = 
n - 2 or n - 1, then proceed as above. If ~~,,,, qi + (p, - 2) < n - 2 
consider the two possibilities: (1) if /3 = 0, then ~~Z1,i+r ,& + ( p, - 2) >, 
n - 2, or (2) /3 > 0. The first case is an immediate contradiction so we must 
have /3 > 0. In this case since xE1,izrp6 + ( p, - 2) > n - 2 we can 
increase the values of the qi (keeping qi < pi) corresponding to the multiple 
zeros to the point where C~,,,,, & + ( pr - 2) = n - 2 or n - 1, then let 
q,=~~,~#l,randchooseq,sothatq,=k+jork+j-linorderto 
get cyZ1 Qi = n - 2. 
If p, = k we consider two possibilities. The first is when two or more 
ij (j > 1) are greater than one (we know at least one such ii > 1). Let O( 
equal the number of simple zeros, /3 equal the number of multiple zeros on 
(X 1 , x,) U (xr , x,J. Let & = k, & = 1 for the 01 simple zeros and /3 multiple 
zeros and take qr to equal 0 or 1 according as p, is even or odd. Then 
CT=, & < n - 2. If the sum is n - 2, let qi = qi and we are done with this 
claim. So suppose Cz, qi < n - 2. Then as above alter qr = p, - 2s, 
s > 1 by decreasing the value of s > 1. Assume for some value of s the sum 
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is either n - 3 or n - 2. If the sum is II - 3, for some pi corresponding to a 
multiple zero let qi = qd + 1 and let qi = qi for the other i’s and we are done. 
Thus-suppose ~~=& qi + (p, - 2) < n - 3. In this case since 
we can increase the values of the qi corresponding to the multiple zeros so that 
Cyz, qi = n - 2 and then let pi = qi . 
Thus we are left with the case when p, = k and for j > 1 only i,. > 1 
among the ii . Suppose there exists j, 2 < j < m such that p, is even. In this 
case relabel xj as x, and x,,. as xi (if they are distinct). Let qr = k, qi = 1, 
i > 1, i # 7, and q,. = 0. Then Cy=, qi < n - 2. By the freedom of increasing 
4;j or qr one can choose qi so that CL, qi = n - 2. 
The only remaining case is when p, = k, ii = 1, j # 1, 7, and pi ( j 2 2) 
are all odd. Without loss of generality we can assume that y(Pr)(x,) > z(@(+). 
Since rk,&t) > c it follows from Lemma 2.1 that for E > 0 sufficiently 
small, there is a solution y<(x) of (2.1) such that 
yP)(xl) = yyx ) 1, O,ti<k--1 
yY)(x ) T = y(qx ) T 9 O,<i<n--K--l, i#p,--1 
Yf h-qX,) = ybl)(x,) - E* 
Further, from Lemma 2.1 it follows that lim,,,+ ye(x) = y(x) uniformly on 
[xl , x,+4, where xm < x,+~ < c. It follows that for E > 0 and sufficiently 
small, z(x) - ye(x) has a zero at x1 of order k, zeros at or near the odd-order 
zeros xi, 2 < i < m, i # 7 of y(x) - z(x) and an additional zero in the 
interval (x,-r , x,) as well as a zero at x, of order p, - 1. That is a total of at 
least n zeros with at least 712 + 1 distinct zeros on [t, c) with a zero of order k 
at x1 . This contradicts the maximality of 111, since Z(X) 9 ye(x). 
Now consider the cases where it is possible to choose the qi , 1 < pi < pi , 
i#r,andO<q,=p,-22s,s~1,sothatk~q1<p,and~~1q,= 
72 - 2. Without loss of generality assume that y@)(x,) > x(Pr)(xr). Let 
rEh, 4 then since by the maximaW of m, rG *,..., g,-,.q,+~,a,+, , .., Pm,~(t) 2 c 
we have by Lemma 2.1 that for e > 0 sufficiently small there is a solution 
yJx> of (2.1) satisfying 
y'"'(x.) = y'"'(x.) E 3 3 2 for O,Ci<qi-I, 1 ,(j<<, j#r, 
yyx ) E r = yy, ) T 3 for 0 < i < qT - 1 
y!(lJ(x,) = qy(xT) - 6 
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and 
Yc(O = YW 
Furthermore by Lemma 2.1 we have that lim,,,+ y,(x) = y(x) uniformly 
on compact subsets of [t, c). Then it follows from the fact that q,. = p, - 2s 
(s 3 1) and y@)(xr) > ,&+)(x7) that for E > 0 sufficiently small X(X) - yJx) 
has at least one zero on each of the open intervals (xrP1 , x7) and (x,. , x,.+~). 
In addition Z(X) - ye(x) h as a zero of order qj at xi for 1 < j < m where 
x7=“=, qj = n - 2. Thus z(x) -y<(x) h as at least m + 1 distinct zeros in 
[t, c) with the sum of the multiplicities of the zeros at least n and a zero at x1 
of multiplicity q1 >, k. This contradicts the maximality of m, and so we 
conclude that r,,...,,(t) > c as claimed. 
The following theorem is a partial generalization of Theorem 3 [14]. 
THEOREM 2.6. If q >, 2, then 
Also ifp > 2, 
Proof. We prove only the first statement as the proof of the other is 
similar. Assume the statement is false and let c = min{r,,,+,(t), ra,l,l,a-l(t)}. 
Then there are two distinct solutions y(x) and Z(X) of (2.1) such thaty(x) - X(X) 
has a ( p, 1, q)-distribution of zeros at x r,x2,xQwheret <x, <x, <x,<c. 
Alsoy - X(X) h as exactly one distinct zero in (x1 , xa) since r,,,,,,,-,(t) > c, 
and the zero at xa is of order exactly q since r,,a+l(t) > c, so assume 
y’*‘(x3) > 2+(x3). 
Suppose first that the zero at xa is of odd exact order. Since r,,,+,(t) > c 
it follows from Lemma 2.1 that for E > 0 sufficiently small that there exists 
a solution ye(x) of (2.1) satisfying 
y>)(xl) = y yx ) 17 o<z.,cp-1 
yji’(xJ = y yx ) 3, o<i<q, ifq-1 
y$-1)(x3) = y(Q-1)(x3) + E. 
Furthermore, by Lemma 2.1 it follows that lim,,+ y,(x) = y(x) uniformly 
on compact subintervals of (t, c). Therefore, for E > 0 sufficiently small 
y,(x) - Z(X) has a zero of order p at x, , two distinct zeros in (x1 , x3) and a 
zero of order q - 1 at x3 . Thus contradicting the assumption that 
Ycl,l,a-l(t) 2 C- H ence in this case the theorem is valid. 
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Now suppose the zero at x2 is of even exact order. Proceeding as above for 
77 > 0 and sufficiently small there exists by Lemma 2.1 a solution y,(x) of 
(2.1) satisfying 
yy(xl) = yyx ) 1, o<i<p-1 
yy(x3) = yyx ) 39 O<i<q--I 
y$)(x3) = y(*)(x3) - 7). 
Then for 7 > 0 sufficiently small we have that yn(x) - Z(X) and y,(x) - y(x) 
both have zeros at xi of orders at least p and at x3 of order p, and yet y,(x) + 
Z(X) and y,,(x) + y(x). If either y(x) - y,,(x) or y,(x) - Z(X) has an odd-order 
zero in (xi , x3) we are in fact back to the previous case. 
Hence, y,(x) - Z(X) for 77 > 0 sufficiently small has in addition an even 
order zero at x2 , and y,(x) lies between y(x) and Z(X) in (x1 , 2s) U (x3, x3). 
Fix such an 77 > 0. Now we again apply Lemma 2.1 to r,,,+i(t) to obtain 
for S > 0 sufficiently small the existence of a solution ys(x) of (2.1) satisfying 
yy(xl) = y’i’( ) n Xl! o<i<p-I 
Yi%3> = Y%3), o<i<q, ifq-1 
y$-l)(x3) = yp(x3) + 6. 
Note that lim,,,+ ys(x) = y,(x) uniformly on [xi , x3]. Now ys(x) - Z(X) and 
ys(x) - y(x) both have zeros of order p and q - 1 at x1 and at x3 , respectively, 
and yet Y&) + Y( x and ys(x) + Z(X). Also for 6 > 0 sufficiently small ) 
ya(x) - z(x) has a zero near x3 . Since r,,,,,,,-,(t) > c, y,(x) - s(x) has no 
other zeros in (x1 , x3). It then follows that ys(x) - y(x) has a (p, 1, 1, q - I)- 
distribution of zeros on [xi , x3] which is a contradiction. 
Remark 2.7. It is easy to see for example how the second result in Theorem 
2.6 can be generalized to obtain for i, 3 2 
~~,...~,~i,+,...~,(t+) 3 min(y,i...ilc+l,ia+l...i,(t+), yi,...i,--l,~,l,i,+~...i,(t+)}. 
Similar remarks sometimes can be made for other results to come. These 
remarks will be left for the reader to observe. 
Next we state a theorem which is the nth order analog of that done by 
Jackson [7] for n = 3 and later by D. Peterson [17] for 71 = 4 not assuming 
uniqueness of I.V.P.‘s. It is easy to see how their proofs can be adjusted for 
the nth-order case so the proof will not be given here. This result was proven 
for linear equations by Peterson [14]. I n order to do the proof we need an 
additional hypothesis which we will list below. 
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(C) Compactness condition. Whenever { ylc(x)} is a sequence of solutions 
of (2.1) which is uniformly bounded on a compact subinterval [c, d] of 
[a, co), there is a subsequence ( ylc,(x)} of { yk(x)} such that ( y$:(x)} converges 
uniformly on each compact subinterval of [a, co) for each i = 0, 1, 2,..., n- 1. 
THEOREM 2.8. If in addition to (A) and (B) we assume (C), then 
~~-~,dt) b min{yn-lAt), ~~-~.~(t)l 
Y~,~,~-&) 3 minh,&), Y~,~-&>>. 
We now would like to define the boundary value functions Q(t) and 
s,“(t+). This notation was used by Ridenhour [18] for linear differential 
equations. First we need the preliminary definition. 
DEFINITION 2.9. Suppose that y E C”(1) where I is an interval. If i and K 
are integers satisfying 1 < k < n - 1 and 1 < i < n - k + 1, then y is 
said to have an s,“-distribution of zeros on I if there is a point 01 E I such 
that y has at least i - 1 distinct zeros in (- co, a) n 1, the order of the zero 
of y at 01 is greater than or equal to k, and at least n - i - k +l distinct 
zeros in (0l, co) n I. 
DEFINITION 2.10. Suppose the integers i and k satisfy 1 < k < n - 1 
and 1 .< i < n - k + 1. If t E [a, co) let R = {Y > t: there exist distinct 
solutions y(x), Z(X) of (2.1) such that y(x) - Z(X) has an sik-distribution of 
zeros on [t, Y]}. If R = 4, set s,“(t) = +CO. If R # +, set sik(t) = inf R. 
If ~~(7) = +GO for all T > t, set sik(t+) = +co. Otherwise set sik(t+-) = 
inf(Q(7): 7 > t}. 
Much of the remaining material in this chapter is the nonlinear differential 
equation analogue of the work done by Ridenhour in [18] for linear differential 
equations. Also Keener [lo] has studied the boundary value functions s,“(t+) 
and sik(t) in connection with oscillation theory. 
The lemma which appears next was motivated by Lemma 1 of [1 1] and 
Theorem 1 in [9]. The author has also noticed that a form of this lemma 
appears in [14]. The more detailed nature of the lemma given here is very 
useful in several theorems which follows. 
LEMMA 2.11. Suppose y(x) and z(x) are two distinct solutions of (2.1) on 
[a, co) suck thut y(x) - z(x) has a zero of order p, 2 < p < n - 1, at t, , 
t, E (a, a), and that y(“)(t,) > x(“)(t,). Then given 6, with a < t, - 6, < 
t, + 6, < 03, there is a 8, 0 < 6 < 6, and a solution u(x) of (2.1) such that 
U(X) - y(x) has at least m, > 0 distinct zeros of odd exact order in (to - 6, to), 
and u(x) - x(x) has at least m, + 1 distinct zeros of odd exact order in 
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(t, - 6, t,,). Both u(x) -y(x) and u(x) - z(x) have a zero of order k at t, , 
and u(x) - y(x) has at least m2 + 1 distinct zeros of odd exact order on (t,, t, + S) 
and U(X) - z(x) has at least m2 3 0 distinct zeros of odd exact order in 
(to , to + S), where m, + k + m2 + 1 = p. Moreover, we can choose u(x) 
such that u(t, - 6) lies between y(t,, - 6) and x(tO - S), so that “(t, + S) lies 
between y(to + S) and z(to +S ), and ;f [c, d] C [a, co) and E > 0 are given, 
U(X) can be chosen so that 1 u(x) - y(x)1 < E on [c, d] or j U(X) - x(x)1 < E 
on [c, d]. 
Proof. We will consider the case when p is an even integer since the 
argument is essentially the same when p is odd. Choose m so that 
z(P)(t,) < m < y@‘)(t,), and let z~(x) be the solution of (2.1) satisfying the 
initial conditions 
@(to) = yyt ) 0, O<i<n-1, i+p 
$)(t,) = m. 
Then there exists a S, 0 < S < 6, such that z(x) < z,(x) <y(x) on 
[to - 6, to + S] - {to}. By the continuous dependence of solutions of 
initial value problems on initial conditions there is an cl > 0 such that if 
.za(x) is the solution of (2.1) satisfying the initial conditions 
$(t,) = zyt ) 1 O<i<n-I, i#p-1, 
p(t,) = .~-l~(~o) + El , 
then .z(t, f 6) < xz(to & 6) < y(to f 6). Further, since p - 1 is odd and 
z’p-l’(to) = y’p-l’(to) = .:P-I)( to t ) h ere are points t, and t, such that 
to - s < t, < to < t, < to + s 
and 
&J < r(t,> < %@J 
%(h) -=c r(t1) < 40 
Thus z(x) - q(x) has at least one zero of odd exact order in (to - 6, to), 
a zero at to of order p - 1, and y(x) - zz(x) has at least one zero of odd exact 
order in (to , to + 6) as well as a zero at to of exact order p - 1. 
If m2 > 0 we continue by again appealing to the continuous dependence 
of solutions of (2.1) on initial conditions to assert that there is an l s > 0 such 
that x3(x) is the solution of (2.1) satisfying 
O<i<n-1, ifp-2, 
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Then 
Ml) < &> < Y(h). 
Since ~$P-~)(ta) < ,~~-~‘(t,,) = y’p-2)(t,) = ~(P-~)(ts) and p - 2 is even, it 
follows that there is a tDP1 such that t1 < t, < tDPl < t, , and aa(t,-,) < 
z~(t~-~) < ~(t,-~). Now z(x) - z&z) h as at least one zero of odd exact order 
in (t, - 6, to), a zero of order p - 2 at t, , and at least one odd-order zero 
in (to , t, + 6). Also y(x) - za(x) h as a zero at t, of order exactly p - 2 and 
at least two distinct odd exact-order zeros on (to , t, + 6). 
Continuing in this fashion by alternating the signs in front of the Q’S, we 
obtain a solution x mz+l(x) of (2.1) such that y - z,*+~ has at least m2 + 1 
distinct odd exact-order zeros in (t 0 , t, + 6) and a zero of exact orderp - m, 
at t, , and x - z,,+r has at least one odd-order zero in (t, - 6, to), a zero of 
exact order p - m2 at t, , and at least m, distinct odd-order zeros in (to, t, + 6). 
Furthermore, z(t,, & S) < z,,z+l(t, & 6) < y(t,, -& S), respectively. 
Now if m, > 0 let y1 > 0 and wl(x) be the solution of (2.1) satisfying 
Wy(t,) = z(i)+ (t ) 7n2 1 0 > O<i<n--I, ifp-mm,--, 
Wl (~-~“-l)(tg) = Z$yl)(t,) + (-l)%fl rll . 
It follows that for Q > 0 sufficiently small y - wi has at least one odd 
exact-order zero in (to - 6, to), a zero of exact-order p - mp - 1 at t, , and 
at least m2 + 1 distinct odd exact-order zeros in (to , t, + 6). Also z - w1 has 
at least two odd exact-order zeros in (to - 6, to), a zero of exact-order 
p - m2 - 1 at t, , and at least m2 distinct odd exact-order zeros in (to , t, + 6). 
Furthermore, z(t, f 6) < wl(t, & 6) < y(t, f S). 
Continuing in this fashion keeping the same sign in front of the Q’S we 
finally obtain a solution We, of (2.1) with all the properties of U(X) in the 
statement of this lemma. It is also clear that if [c, d] C [a, CD) and E > 0 
were given, the construction of U(X) 3 w,~(x) could be carried out in such 
a way that either j U(X) -y(x)\ < E on [c, d], or 1 Z(X) - u(x)1 < E on [c, d]. 
Remark 2.12. Note that Lemma 2.11 could also have been proven if U(X) 
was required to have one more crossing with y(x) than Z(X) to the left of t, 
and one more crossing with Z(X) than with y(x) to the right of t, . 
IZZustration 2.13 (Fig. 1). For the case n = 10 the following theorem says 
slg(t+) is greater than or equal to any am” which lies in the triangle. This 
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theorem was proven for linear equations by Ridenhour [18, Theorem 3.11, 
and the diagram enables one to remember what the theorem says. 
FIGURE 1 
s,n?(t+) = ~,-,*l(~+) 2 s,“(t+). 
Proof. Assume Y,-,,,(t+) < $(t+) f or some i and k where i + k < 
n - 1. Then there are two distinct solutions y(x) and Z(X) of (2.1) such that 
y(x) - Z(X) has a zero of order n - 1 at t, with z’+l)(t,) < y(+r)(t,,) and a 
zero of order at least one at t, where t < t, < t, < s,“(t+). Assume that the 
order of the zero at t, is of odd exact order. By Lemma 2.11 there is a S > 0 
and a solution U(X) of (2.1) such that u(x) - y(x) has at least i - 1 distinct 
odd-order zeros on (to - 6, t,), a zero at t, of order k, and at least II - R - i 
distinct odd-order zeros on (t,, , t, + S), where S is chosen so that t < t, - S < 
t, < t, + S < t, . Further, U(X) can be chosen so that ~(t, + S) < ~(t, + 6) < 
y(to + S) and such that 1 U(X) - Z(X)/ is as small as we desire on [to - 6, t,], 
t, < t, . Thus since the zero of y(x) - Z(X) at t, is of odd exact order u 
(x) - y(x) must have a zero in a neighborhood of t, . Hence, U(X) -y(x) 
has a @-distribution of zeros on (t, ~$&(t+)) w ic is clearly a contradiction. h h 
Now if the zero of y(x) - Z(X) at tr is of even exact order, then again by 
Lemma 2.11 we can find a solution U(X) such that u(x) - y(x) has i - 1 
distinct odd-order zeros in (to - 6, t,,), a zero at t, of order k, and at least 
n - k - i distinct odd-order zeros in (to, t, + 6). Also U(X) - Z(X) has i 
odd-order zeros in (to - 6, t,,), a zero at to of order k, and at least n- k - i - 1 
distinct odd-order zeros in (to , t, + S), where 6 > 0 is chosen so that 
t < t, - S < t, < t,, + S < tr . Furthermore, for this 6, z(ta + 6) < 
~(t, + 6) < y(to + S) and given E > 0 we can choose U(X) so that 
1 U(X) - y(x)] < E. Now if u(x) intersects y(x) on (to + 6, tr] theny(x) - U(X) 
has a s,*-distribution of zeros on (t, tr]. If U(X) does not intersect y(x) in 
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(to + 6 ~1, th en u x must cross Z(X) at two distinct points in (t,, + 6, t, + v), ( ) 
where 71 can be made as small as desired by forcing E > 0 small, and so in 
this case U(X) - Z(X) would have a Q-distribution of zeros on (t, s,“(t+)) 
which again is a contradiction. 
COROLLARY 2.15. For i > 3 and t >, a, then 
‘1,n-1(t+) = sF(t+) 3 s,“(t+). 
The proof of this corollary is completely analogous to that of Theorem 2.14. 
Illustration 2.16 (Fig. 2). The following diagram illustrates for the case 
n = 10, p = 7 the statement of the next theorem. That is s17(t+) is greater 
than or equal to Q(t+) if s,“(t+) is within the trapezoid below s,‘(t+). The 
theorem was proven for linear equations by Ridenhour [18]. 
FIGURE 2 
THEOREM 2.17. For each p = 2, 3 ,..., n - 2, 
vyt+) b s,“(t+> 
fork = 1,2 ,..., p- landi= I,2 ,..., p--K+l. 
Proof. Suppose that for one such s,“(t+), that c = s,“(t+) > s,“(t+). 
Then there exists two distinct solutions y(x) and Z(X) of (2.1) such that 
y(x) - z(x) has a s, “-distribution of zeros on (t, c), at say the points, x, , x2 ,..., 
x,+,+~ , where t < x1 < xs < ... < x,-,+I < c. 
Assume first of all that the zeros xi , j = 2,..., n - p + 1, of y(x) - X(X) 
are of odd exact order. Now let 0 < S < min{x, - t, x2 - x1} and choose 
E > 0, then by Lemma 2.11 there exists a solution u(x) of (2.1) such that 
u(x) -y(x) has at least i - 1 distinct zeros of odd exact order in (x1 - 6, x1), 
a zero of order k at x1 , and at least p - k - i + 1 distinct zeros of odd exact 
order in (x1, x1 + a), and such that 1 U(X) - x(x)1 < E on the compact interval 
[x1 - 6, c]. Thus for E > 0, sufficiently small, U(X) -y(x) has a zero in a 
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neighborhood of each of the points x ,,2 <j < n-p + l,andsou(x)-y(x) 
has an @distribution of zeros in (t, c). But this is clearly a contradiction. 
Hence not all of the zeros xj , 2 < j < n - p + 1, of y(x) - Z(X) are of 
odd exact order. Suppose without loss of generality that the number of even 
exact-order zeros among xj ,2 < j < n - p + 1, such that y(x) - Z(X) > 0 
in a deleted neighborhood of the zero is at least as great as the number of 
even exact-order zeros where y(x) - x(x) < 0 in a deleted neighborhood of 
the zero. 
Now let v(x) be the solution of (2.1) satisfying 
dyxl) = zqx,), O<i<n-2, 
.(~-lyq) = .(n-l)(xl) + 77, 
where 7 > 0. Now since by Theorem 2.14, r,-,,,(x,) > c, it follows at once 
that the order of the zero of y(x) - Z(X) at x1 is less than n - 1, and that 
v(x) - z(x) > 0 for all x E (xi , c). Clearly if N(xj) is a given neighborhood 
of xi , and y(x) - X(X) has a zero at xj of odd exact order, then V(X) - y(x) 
has a zero of odd exact order in N(xj) for 7 > 0 sufficiently small. Also, 
if N(xj) is a given neighborhood of xj , and y(x) - Z(X) has a zero at xi of 
even exact-order withy(x) - Z(X) > 0 in a deleted neighborhood of xi , then 
V(X) -y(x) has at least two distinct zeros of odd exact order in N(x,), for 
7 > 0 and small enough. It follows that for 7 > 0, sufficiently small, 
V(X) - y(x) has a zero of order p at x1 and at least n - p distinct zeros of odd 
exact order in (xi , c), so applying the first case gives the final contradiction. 
A special case of Theorem 2.14 is r,-,,,(t+) > sTM2(t+) and a special case 
of Theorem 2.17 is sr”(t+) 3 s:-‘(t+), p = 2,..., n - 2. It is easy to see by 
looking at the proofs of these theorems that we can replace tf by t for these 
special cases. Hence we have the following corollary which was proven for 
linear equations by Peterson [ 141. 
COROLLARY 2.18. For t > a, 
r,-,*,(t) > r,-,,,.,(t) 2 ... a r2.1*.... 1(t) z %..lW 
We also get the following dual result to Theorem 2.17, the proof of which 
is similar to the proof of Theorem 2.17. 
COROLLARY 2.19. If i > 3 and t > a, then 
s;-P+l(t+) > $(t+), 
for p = 2, 3 ,..., i, and k = 1, 2 ,..., n - p. 
The following corollary follows from Remark 2.7 and Theorem 2.6. 
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COROLLARY 2.20. If t >, a, then 
s,“(t+) 3 min@i(t+), $ii(t+>> 
and also 
sk9(t+) > min{sE+l(t+), SE-l(t+)}, 
where p = 2, 3,..., n - 2, and k = 2, 3 ,..., n - p + 1. 
Finally, the following corollary follows from Corollary 2.20, Theorem 2.17, 
and Corollary 2.19. 
COROLLARY 2.21. For 2 <p < 12 - 3, 
s,"(t+) 2 g-l@+). 
Fork+p =n, 
s,“(t+) 3 $‘(t+>. 
Illustration 2.22 (Fig. 3). The following diagram helps to see what the 
next theorem is saying. That is if p = 7, k = 2, n = 10, then s2’(t+) is 
greater than or equal to the minimum of s,8(t+), ss6(t+), and any s,“(t +) 
lying in the triangle. 
FIGURE 3 
THEOREM 2.23. For t 3 a, 
sk9(t+) 3 min{$?~(t+), $‘(t+), sEL(t+)> 
and 
skeP(t+) 3 min{s,““(t+>, &Xt+), GL(t+)>, 
where m = 1, 2, 3 p ,..., - 1; j = m f l,..., p - 1; p = 3,4,..., n - 2, and 
k = 2,..., n -p. 
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Proof. We prove only the later statement, the first being proved similarly. 
FixpE{3,..., n - 2) and K ~{2,..., n - p> and suppose the result is not true. 
Let c = min{sl+l(t+), si;i(t+), s&A(t+)}. Then there exists two distinct 
solutions y(x) and z(x) of (2.1) such that y(x) - .z(x) has a s,p-distribution of 
zeros on (t, c) at the points xi ,..., x,-,+i , where t < xr < ‘.. < x,-,+i < c. 
Since s:+l(t+) > c the order of the zero of y(x) - s(x) at xk is exactly p, 
so suppose z(p)(xk) < ytP)(xk). 
First we prove the theorem for j = m + 1 and m = I,...,p - 1, (see 
Illustration 2.22 (Fig. 2)). Let 5 E (xg-i , xk). Since sEi(t+) 3 c we have by 
Lemma 2.3 for <I > 0 and sufficiently small that there is a solution zl(x) 
of (2.1) satisfying 
and 
d%) = Y(%), l<j<n-p+l, jfk 
do = Y(@ 
Xlj)(Xk) = yyx k> ) O<j<p-3 
zp2)(xk) = y(p-2)(xk) - E. 
It also follows from Lemma 2.3 that lim+,+ xi(x) = y(x) uniformly on 
[xi, c]. Thus q(x) - z(x) has an odd-order zero on (6, xk) as well as on 
@k P xk+d f or pi > 0 sufficiently small. Also q(x) - Z(X) has zeros at xi , 
1 <j < n-p + 1,j # kandazeroatx,oforderp - 2.Thusz,(x) -Z(X) 
has a si;f-distribution of zeros on (t, c), yet clearly q(x) + x(x). If m = 1, 
j = 2 we are done as this clearly contradicts c < si;f(t+). 
If m > 1, then since s&i(t+) 3 c we have by Lemma 2.3 for l a > 0 
sufficiently small there exists a solution z2(x) satisfying, 
z2(4 = %(%h 1 <j<n--p+l, j+k, 
x2(0 = ~l(O, 
$(Xk) = 2)(x ) 1 k> O<j<p-2, j#p-3, 
zp-3)(xk) = Zf+3)(Xk) - E2 . 
Since by Lemma 2.3 we have that lim,~,s+ z2(x) = x1(x) uniformly on 
[x1 , c] it is easy to see that for ~a > 0 sufficiently small zs(x) - Z(X) has at 
least two distinct odd order zeros on ([, xk) as well as an odd-order zero in 
(xk , x~+~). Also z2(x) - X(X) has zeros at x5 , 1 < j < n - p + 1, j # k 
and a zero at xk of order p - 3. Thus Z, - z has a sG$distribution of zeros 
on (t, c), yet z2(x) f z(x). If m = 2, j = 3 we are done, as this contradicts 
c ,( g;;(t+). 
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Continue in the same fashion until we obtain a solution z~(x) such that 
zm(x) - x(x) has a s~+~ r’ +l-distribution of zeros, m = 1,2,...,p - 1. Hence 
the theorem is true for j = m + 1 and m = 1, 2,...,p - 1 by mathematical 
induction. 
Now fix m ~(1, 2,...,p - l} it suffices to prove the theorem for 
j = m + 2,...,p - 1 ( a g ain see Illustration 2.22 to see how the induction 
is going to proceed). We have shown that x,(x) is a solution of (2.1) such that 
Z,(X) - Z(X) has zeros at xi , i = 1, 2,..., n - p + 1, has at least m distinct 
odd-order zeros on (5, xk), an odd-order zero in (xk , xlc+i), and a zero of exact 
orderp - m - 1 at xk . By Lemma 2.3 we have for 6, > 0, sufficiently small, 
there exist a solution q(x) satisfying 
%(Xj) = Gn(Xj)l 1 <j<.-p+l, j#k, 
s(5) = &&3 
@(Xk) = P(x ) nl k> O<j<p-2, jfp-m-2, 
2.'1 
("-m-2yXk) = z$-)(x,) + 6, 
Again, as above, it follows that q(x) - Z(X) has m distinct odd-order zeros in 
(f, xk), a zero at xk of order exactly p - m - 2, and at least two distinct 
odd-order zeros on (xk , xk+i ). Also q(x) - Z(X) has zeros at xj , 1 < j < 
n-p+l,j#K,sov,(x)-~(x)hasas,+, “-“-‘-distribution of zeros on (t, c). 
Hence the theorem is true for j = m + 2. It is obvious how to complete the 
proof of the theorem by mathematical induction for j = m + l,..., p - 1. 
The following corollary is immediate from Theorem 2.23, Theorem 2.14, 
and Corollary 2.15. 
COROLLARY 2.24. For p = 4 ,..., n - 2, 
sl’(t+) 3 min{sXt+), G;\(t+)>, 
for m = l,..., p - 1;j = m + l,..., p-11.Forp+k=n,3<p<n--2, 
f0y m = 1, 2,...,p - 1; j = m + l,..., P - 1. 
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