



















This  paper  presents  a  predictable  and  grouped  genetic  algorithm  (PGGA)  for  job 
scheduling.  The  novelty  of  the  PGGA  is  twofold:  (1)  a  job  workload  estimation 
algorithm  is designed  to  estimate  a  job workload based on  its historical  execution 
records, (2) the divisible load theory (DLT) is applied to predict an optimal solution 
in searching a large scheduling space so that the convergence process can be speeded 









The  Grid  [1]  is  evolving  as  a  promising  computing  platform  for  engineers  and 
scientists  to solve data and computation very  intensive problems. Job scheduling  is 
an  indispensable part of  the Grid. One major  role of a  job  scheduling  system  is  to 
minimum  the  total  execution  time  (makespan)  of  the  jobs  submitted  to  a  Grid 
environment. Well‐known workload management  systems  such as Condor  [2] and 
Sun Grid Engine  [3] have built‐in  simple  job  scheduling mechanisms  such as  first‐
come‐first‐server (FCFS), random scheduling, priority‐based scheduling, but they do 
not  have  comprehensive  heuristics  methods  for  job  scheduling.  In  a  Grid 
environment,  many  users  may  concurrently  submit  jobs  for  execution.  The 






evolution  process.  One  major  problem  with  these  GAs  is  that  they  cannot 
dynamically predict an optimal fitness value based on historical execution records of 
the jobs to be scheduled. Therefore, the fitness of a scheduling solution produced by 
a  GA  is  largely  dependent  on  the  number  of  generations  (iterations)  used  in  the 
evolution process. While a large number of iterations could have a higher probability 
in producing a better scheduling solution than a small number of iterations, the cost 





In  this paper, we present a predictable and grouped genetic algorithm  (PGGA)  for 
m/n type scheduling. The PGGA is novel in two aspects. On one hand, it uses a  job 
workload  estimation  algorithm  to  estimate  a  job workload  based  on  its  historical 
execution records. On the other hand, the PGGA uses the divisible load theory (DLT) 
[5]  to  dynamically  predict  an  optimal  fitness  value  during  its  runtime which  can 
speed up the convergence process in finding an optimal scheduling solution.  
 
The  remainder  of  this  paper  is  organized  as  follows.  Section  2  presents  a  job 
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The job workload estimation algorithm is given in Figure 1. A specific job with more 

















































































































e  an  optimisation  problem,  a  GA  solution  needs  to  be  represented  as  a 
some  encoded  as  a  set  of  strings,  which  are  normally  binary  strings. 
er,  for  the problem of  job scheduling, a binary representation  is not  feasible 
 the number of jobs for scheduling can increase dramatically which results in 
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a  long  binary  string.  In  the  TGA,  we  employ  decimal  string  to  represent  a 
chromosome.  Computing  nodes  and  jobs  are  uniquely  numbered.  As  shown  in 
Figure 2, a computer node is represented as a gene in a chromosome. The position of 
a gene represents the sequence number of a job. The sequence of jobs is organized in 
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nodes  are  classified  into  groups  based  on  their  computing  capabilities. All 
nodes  in  the same group have  the same computing capability. On  the other 
hand,  the DLT  is  applied  in  the PGGA  to predict  an optimal  fitness value. 
According to the DLT, taking only the computation into account, an optimal 
solution  to schedule m  jobs  to multiple groups of computing nodes with an 
objective to reach a minimum makespan is that each group should finish their 











 F(Gi)  be  the  utilizable  computing  capability  of  each  node  in  group  Gi, 
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Here  the T(Gi)  represents  the minimum  time units needed  to schedule m  jobs  to n 





We  reuse  the  fitness  function  (3)  in  the  PGGA  to  select  an  optimal  chromosome 











tests.  Theoretical  tests  are  performed  without  using  the  job  workload  estimation 









A  job workload was  randomly  generated  from  1‐3,000,000 with  a  rate  of  70%  for 
small workload values and 30% for large workload values. We assumed five types of 













As  shown  in  Fig.3,  the  four  curved  surfaces  represent  the  normalized  time  units 
needed  to  finish m  jobs on n computing nodes using  the  four scheduling methods 
respectively. Among  the  four  scheduling methods,  the  random approach produces 
the worst scheduling solutions and the PGGA is the best one. The performance of the 






























We  randomly generated  1500  jobs with  10 different workload units,  and used  500 
computing  nodes.  The  TGA  and  the  PGGA  were  used  to  find  solutions  for 
scheduling the 1500 jobs to the 500 computing nodes. To test the convergence of the 
two algorithms, 10 tests were performed with the number of  iterations for both the 







As shown  in Figure 10,  the PGGA has a  faster convergence  than  the TGA, e.g.,  the 
PGGA  only  needs  150  iterations  to  converge,  but  the  TGA  needs  at  least  300 





computation  complexity  of  the  two  genetic  algorithms.  The  two  algorithms  were 
tested on an Intel Pentium IIII computing node with a 2.0GHz CPU and 256MB RAM 

















Redhat  Linux  7.3  and  9.0  were  used  in  the  cluster.  The  job  workload  estimation 
algorithm as described in Section 2 was used to estimate  job workloads in the tests. 
The  testing  job was a  loop  to calculate  two  float values. An  input data value  (size) 
was used to specify the number the loops. The workload value of a job tested was in 
the  range of 1‐5. The  time needed  to  finish a  job with a workload value of 1 on a 
2.6GHz  computing node with a 100% utilization  rate was 250ms. We performed 8 
tests  in  the  cluster  environment  to  schedule  jobs using  the  four methods. Table  2 
shows the testing results for scheduling jobs in the Linux cluster environment taking 
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only  the  computing  capability  of  each  node  into  account.  Compared  with  FCFS, 







jobs must be known a priori. This  limits  these schedulers  to specific problems and 
systems.  Dynamic  GA  schedulers  [9,10,11]  produce  schedules  at  runtime  which 
eliminates  the  necessity  to  know  the  properties  of  the  jobs  to  be  scheduled  in 
advance,  allowing  for  variable  system  and  job  properties  to  be  considered.  Our 




Theoretically,  a  GA  can  find  an  optimal  or  a  near  optimal  scheduling  solution. 
However,  it  is not always  the case when a GA  is practically employed. The  testing 
results presented in Section 4 have shown that a classical GA may produce a worse 
solution  than  a  traditional  FCFS  scheduling  method  because  cannot  dynamically 
predict an optimal  fitness value  in  the evolution process. The  larger  the number of 
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iterations is used, the longer the time will be taken. A practical GA in job scheduling 
should have a  fast convergence. One major  research  issue  in applying GAs  for  job 
scheduling is to speed up the convergence process. Parallel GAs [12,13,14] have been 









In  this  paper,  we  have  presented  PGGA,  a  predictable  and  grouped  genetic 
algorithm  for  job  scheduling  in  a  cluster  environment. The PGGA  is novel  in  two 
aspects. On one hand,  it uses a  job workload  estimation algorithm  to dynamically 




indicated  that  the PGGA  is more effective and efficient  in  finding optimal or near 




Currently,  jobs  used  by  the  PGGA  are  independent. However,  the  PGGA  can  be 
extended with  a  slight modification  for  scheduling  dependent  jobs, which  can  be 
grouped as one  job as  long as  job dependencies are  specified  in a  job  submission. 
Future work will be  focused on  the  extension of  the PGGA  to  support dependent 
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