Spatial prediction of weather-elements like temperature, precipitation, and barometric pressure are generally based on satellite imagery or data collected at ground-stations. None of these data provide information at a more granular or "hyper-local" resolution. On the other hand, crowdsourced weather data, which are captured by sensors installed on mobile devices and gathered by weather-related mobile apps like WeatherSignal and AccuWeather, can serve as potential data sources for analyzing environmental processes at a hyper-local resolution. However, due to the low quality of the sensors and the non-laboratory environment, the quality of the observations in crowdsourced data is compromised. This paper describes methods to improve hyper-local spatial prediction using this varying-quality noisy crowdsourced information. We introduce a reliability metric, namely Veracity Score (VS), to assess the quality of the crowdsourced observations using a coarser, but high-quality, reference data. A VS-based methodology to analyze noisy spatial data is proposed and evaluated through extensive simulations. The merits of the proposed approach are illustrated through case studies analyzing crowdsourced daily average ambient temperature readings for one day in the contiguous United States.
1. Introduction. In recent years there has been a proliferation of weather-related applications for mobile devices such as cellphones, iPods, and laptops. These applications not only provide service to the user but also collect and share spatial data on location, ambient temperature, barometric pressure, humidity, etc., captured by the small-scale sensors installed in the devices. Analyzing and understanding these crowdsourced data sets is becoming an area of increasing interest.
One use of the mobile sensor-generated data is to analyze and understand atmospheric processes at very fine spatial resolution. Most of the methodologies in literature for spatial prediction of weather elements are based on global images coming from satellites or measurements taken at meteorological stations on the ground (for example, see Thornton, Running and White 1997; Florio et al. 2004 etc.) . But none of these sources are dense enough so that the variability of the process can be analyzed in hyper-local regions. For Keywords and phrases: veracity score, geostatistics, robust kriging, hyper-local spatial prediction instance, the ground-stations are generally situated away from localities e.g. at airports or national parks etc. Hence, weather-related analysis solely based on ground-station data does not often provide correct assessment of the variation of the underlying process in the localities. However, in disaster detection, traffic management, and many defense-related activities, prediction of the process in a very localized region (hyper-local) is often more important than the global imputation of the process over a bigger region. Crowdsourced data captured by mobile sensors can serve as a potential source in these scenarios especially in regions where the ground weather stations are sparse but the population density and hence the density of the mobile-devices like cellphones, iPads etc. is relatively high. In a recent article, Sosko and Dalyot (2017) have used a crowdsourced mobile-sensor data in forest fire detection to densify the static geo-sensor network (SGN), which is primarily comprised of meteorological stations with high-performance sensors. In this article, we show that more efficient and reasonable prediction surfaces can be created in hyper-local regions with denser but noisy crowdsourced data as compared to a global prediction surface obtained from high-quality but coarser ground-station data.
1.1. WeatherSignal and NOAA ground-station data. We analyze a static crowdsourced data set consisting of geo-coded daily average ambient temperature readings over the continental United States on April 30, 2013. These data were gathered by a cellphone application named WeatherSignal, available both for iOS and Android. In addition to providing information on current weather and forecasts, the app also gathers geographic and weather information using cellphone sensors, leading to a huge amount of crowdsourced spatial weather data from all over the globe. The WeatherSignal application is operated by an organization named OpenSignal. Through the research partnership program of OpenSignal, we were provided real-time (in milliseconds) ambient temperature readings captured by various mobile phones for the above-mentioned day. For each spatial location, we have temporally aggregated the temperature readings to the daily average by taking mean of the regionally estimated hourly temperatures throughout the day. The details of the aggregation are explained elaborately in the supplementary material. After the aggregation, we have the crowdsourced daily average temperature readings at 1879 spatial locations in the United States, as shown in Figure 1a . From the figure, it can be seen that the crowdsourced observations are clumped together in high-population density regions like Detroit, Chicago, New York, and Los Angeles etc. In Figure 1c and 1d we show hyper-local versions of the WeatherSignal data for two nearly square regions at Brooklyn, NY and Detroit, MI.
Along with the crowdsourced data from the WeatherSignal app, we also have groundstation data on the daily average ambient temperature from the National Oceanic and Atmospheric Administration (NOAA). We used the Global Historical Climate Network Daily (GHCND) data access tool to retrieve the daily ambient temperature summaries for April 30, 2013 from 2094 stations in the continental United States. We have plotted the ground-station observations in Figure 1b .Comparing Figure 1a and Figure 1b , we can see that the NOAA ground-station data provides much more spatial coverage than the crowdsourced data in the entire United States or large parts of United States like east-coast, mid-west etc. are considered and hence for global modeling or building a global prediction surface of the ambient temperature, the ground-station data is clearly a better choice. However, for hyper-local prediction of the spatial process, we believe that crowdsourced data has the potential to capture the local behavior of the spatial process more accurately. For example, in Figure 1e and 1f we have plotted the available ground-station observations in the same square neighborhoods as the crowdsourced data in Figure 1c and 1d. In the area around Brooklyn, NY, there are approximately 90 crowdsourced observations available, where as the number of ground-station observations is only one. Motivated by this observation, in this paper, we propose a method to improve the accuracy of the hyper-local predictions using the available crowdsourced information in addition to the ground-station data over a bigger surrounding.
1.2. The challenge in analyzing crowdsourced mobile-sensor data. The challenge in analyzing mobile sensor-generated crowdsourced data lies in the low quality and hence poor reliability of an unknown proportion of the data. When data are collected from mobile applications, the readings are prone to contamination for various reasons. The inaccurate observations can occur due external factors, low-resolution sensors, or a combination of these factors. For instance, the temperature readings can be affected by battery temperature, whether the user is inside or outside, the proximity of the device to a hot or cold object, the heterogeneity of the sensors used by different devices, and many other unknown processes.
To illustrate the varying quality of the observations in the WeatherSignal data, Figure 2 shows the temperature distribution for the two hyper-local regions shown in Figure 1c and 1d. The regions are rectangular blocks with the larger side less than or equal to 25 miles. The daily average temperature values in the crowdsourced data set vary from 65 • F to 90 • F in the Brooklyn region, and from 70 • F to 100 • F in the region near Detroit, MI for the same day.
These temperature distributions show the nature of the noise involved in the crowdsourced data. Due to the factors associated with the data collection process, a portion of the observations in the crowdsourced data are either contaminated or not representative of the ambient temperature, which is the outdoor air temperature close to the earth's surface.
Comparing the histograms with the single ground-station observation in both the regions, we can see that although there are large deviations, a good proportion of the crowdsourced observations are 'close' to the corresponding ground-station observations (72 • F in the Brooklyn and 76 • F in Detroit), which are collected in laboratory environment with high-quality sensors maintaining World Meteorological Organization (WMO) standards.
Building models based on the noisy crowdsourced data that ignore the reliability of the sensor-generated observations can lead to erroneous prediction. For instance, we used leaveone-out prediction of the observations in the regional block around Brooklyn (Figure 1c ) using standard techniques of spatial analysis, with a reasonable mean and covariance model (discussed in Section 3.1), and the errors in the predictions ranged from -30 • F to 40 • F. These first-stage analyses motivated us to take the quality of the observations in the Weath-erSignal data into consideration. Though "absurd" observations can be identified using existing spatial outlier detection techniques (for example, see Chapter 1 of Cressie 1993; Harris et al. 2014 etc.) and can be omitted from the analysis, it is not straightforward to address observations with small to moderate measurement errors. For instance, using a too strict threshold on the measurement error may lead to deletion of significant number of observations, resulting in a complete loss of information for specific locations.
The new methodology should address the three following challenges. First, in addition to just identifying high-noise observations, a continuous assessment of the veracity of all the observations in a geostatistical setting is needed. Second, the definition of veracity should take into account the behavior of the process in the study region so that the "misleading" observations can be detected. Third, the veracity assessment of the observations should be incorporated into the subsequent analysis to allow for robust inference and efficient prediction. Though there are studies (for example, Allahbakhsh et al. 2013) in the literature on quality assessment of crowdsourced data coming from volunteers or paid participants, assessment of sensor-generated data quality is not common. Sosko and Dalyot (2017) mention an elementary root mean squared error approach for accuracy measurement using a reference data set from Israeli Meteorological Stations. However, neither of these papers provide full geostatistical inference and prediction using noisy crowdsourced data.
In this article, we make several contributions. First, we introduce a Veracity Score (VS) to measure the reliability of crowdsourced observations using a reference data set. Second, we propose a VS-based methodology to incorporate the veracity assessment into standard spatial analysis so that the effect of noisy and misleading observations is reduced, hence making the estimation and prediction more robust and efficient. Third, we show that using the VS-based technique in hyper-local regions with relatively higher number of crowdsourced observations can produce a more accurate and efficient prediction surface as compared to the global prediction surface obtained through the analysis of ground-station data alone. This paper is organized as follows. In Section 2, we introduce the veracity score and describe its elementary properties in a relevant geostatistical setting. Section 3 includes a brief description of the standard approach for analyzing geostatistical data, followed by a detailed description of the VS-based methodology for estimation and prediction. In Section 4, we describe simulation studies to justify the superiority of VS-based methodology over the standard approach in the analysis of noisy crowdsourced data. In Section 5, we provide details of the analysis, estimation and hyper-local prediction in a case study. Finally, Section 6 summarizes our effort and discusses limitations and possible future works.
2. Defining and Measuring Veracity. In this section, we provide the intuition and motivation for veracity scoring. We the sample size as n, constants by C, C 1 , C 2 , . . . , and constants except the parameters in the argument by C(·). We denote the volume of a set A ⊂ R 2 as |A|, i.e., the Lebesgue measure of A if it has nonzero volume and the cardinality of A if A is finite.
2.1. Motivation for Veracity Scoring. To provide motivation for veracity scoring, consider a very simple yet practical example.
Example 2.1. Let Z 1 , . . . , Z n be independent noisy observations with E (Z i ) = µ and Var (Z i ) = σ 2 i for i ∈ {1, . . . , n}. The usual sample mean, which is also the o.l.s. estimator for µ, is given byμ ols =Z n = n −1 n i=1 Z i , with E(μ ols ) = µ and Var (μ ols ) = 1 n n i σ 2 i . If we assume σ 2
for some constant C(b). Instead of the generic sample, consider a weighted average of the observations given byμ =
where the weights v i = i −a , i.e. are inversely proportional to the variance of the noisy observations. Then
for some constant C(a, b). A significant gain in efficiency can be achieved by assigning lower weights to high variance observations. If we can find a formulation of the veracity score that is inversely related to the observation noise variance, we can use it to reduce the effect of the noise in the inference and achieve a more accurate and efficient estimator.
2.2.
Preliminaries. Let {Z(s 1 ), . . . Z(s n )} be the varying-quality observations -for example, the crowdsourced data from cellphone sensors -which are observed at irregularly spaced locations S n := {s 1 , . . . , s n } ⊂ R 2 . In addition, at spatial locations T m := {t 1 , . . . , t m } ⊂ R 2 , assume that we have {Y (t 1 ), . . . , Y (t m )}, which are high-quality, reliable observations of the spatial process -for example, measurements from the groundstations. It is common to assume (Cressie 1993 , Gelfand et al. 2010 ) that the spatial random field of interest Y (s) : s ∈ R 2 can be represented as
where µ(s) is a deterministic smooth mean function capturing the large scale variation of the process, i.e., E(Y (s)) = µ(s). Here, (s) is a mean zero spatially correlated residual process which addresses the small-scale variations over the space. For the varying-quality Z-process, we write the decomposition in Equation 2.1 as
where w(s) is the aggregated noise associated with the observation Z(s). For example, if we assume that the varying-quality observations arise from an additive-multiplicative noise model as
then the associated w-process will have the form w(s i ) = M i (µ(s i ) − 1) + M i (s i ) + A i . If there is no multiplicative component M i in the contamination, then w(s i ) = (s i ) + A i . In the next subsection, we define a score to assess the quality or reliability of the observation Z(s i ), namely veracity score.
2.3. Veracity Score: Formulation and Properties. A good measure of veracity should not only identify "absurd" observations, but also provide a score for each observation on a continuous scale, so that the effect of the "bad" observations can be reduced automatically, making inference robust against the low-quality observations. Our goal is to formulate a continuous scoring procedure to measure the veracity of the observations in two different scenarios. The first scenario assumes a reference data set containing observations with highquality but low-density in the concerned regions is available. The second scenario assumes that we do not have any high-quality reference information available.
2.3.1. Veracity Score with Reference Data. Consider a hyper-local regional block like those in Figure 1c or 1d, and denote it by R ⊂ R 2 . The observation vector with locations inside R is given as Z := (Z(s 1 ), . . . , Z(s n )) . Consider R to be the region of interest for analyzing the varying-quality observations Z. Consider another regional block D such that R ⊂ D ⊂ R 2 and |R| << |D|. Let the reference data vector with locations inside D be denoted as Y := (Y (t 1 ), . . . , Y (t m )) . The reference data Y is high-quality and hence reliable representation of the spatial process of interest, but it has low data-coverage in the hyper-local region of interest R. So, to get a reasonable sample size for the reference data, we need to consider the larger region D. We denote a δ-neighborhood around a spatial point s ∈ R 2 as B δ (s), with B δ (s) := (s − δ, s + δ] for some δ ∈ R + , where the subtraction and addition is component-wise.
Define the VS of the observation Z(s i ) as
We call φ(·) the veracity function with α ∈ R + as a regularity parameter. By ξ(s i ) we denote a reasonable benchmark for the target process at s i , and ξ i := ξ(s i 1 ), . . . , ξ(s i n(i) ) where s i 1 , . . . , s i n(i) is the set of observation locations in the small δ-neighborhood B δ (s i ). Finally, D(x) denotes a robust measure of dispersion of the observations in the vector x. Now consider the benchmark value, ξ(s), for the target at location s. If we have highquality observations of the Y -process from the reference data at the varying-quality data sites {s 1 , . . . , s n }, then the obvious choice is to take ξ(s i ) = Y (s i ). In practice, as we see in Figure 1c to 1f, the locations of the ground-station measurements (reference data) and the crowdsourced data (varying-quality observations) almost always differ significantly. Hence to define the benchmark at location s i , we propose to compute a kriging surface, s,Ŷ (s) : s ∈ D , of the Y -process using the observation vector Y. Then, we define ξ(s i ) as
where Z i := Z(s i 1 ), . . . , Z(s i n(i) ) andŶ i := Ŷ (s i 1 ), . . . ,Ŷ (s i n(i) ) . Here C(x) is a robust measure of central tendency of the values in the vector x and ν ∈ [0, 1] is a mixing parameter that we discuss in detail later.
If we have a reasonable benchmark, ξ(s i ), for the spatial process of interest at the location s i , the definition of the VS in Equation 2.4 is a transformed measure of the scaled deviation of the observation Z(s i ) from the benchmark value. In the definition of VS, the measure of dispersion, D (ξ i ), in the denominator takes the variability in the δ-neighborhood into account. For example, in the analysis of ambient temperature, the variation in a small neighborhood in the mountains is likely to be higher than an area close to the sea-level. Hence, the statistic |Z(s
measures the deviation of the observation from its benchmark relative to the local variability. In the following sections, we use interquartile range (i.e. D(x) = IQR(x)) as the robust measure of dispersion in equation 2.4 and the sample median (i.e. C(x) = Q 2 (x), where Q j is the j-th sample quartile) as the robust measure of central tendency in equation 2.5. There are other robust choices as well, but we use the sample quantile based statistic because it is familiar to the practitioners and easy to interpret. Also, these choices are theoretically justified as the sample quantiles are asymptotically consistent under dependence (Ghosh 1971, Sun and Lahiri 2006) . The parameter α determines the baseline of the deviation. For lower values of α we penalize more, and for higher values we allow for a larger deviation from the benchmark. We call α the baseline deviation of the VS, and its unit is same as the process of interest, which makes the VS unit free.
We require the veracity function φ to have the following properties:
With this formulation, lower values of the VS correspond to the low-quality or less reliable observations and high values of the VS correspond to the better quality of the observations. We use φ(x) = exp (−x) for our analysis in the subsequent sections. The advantage of this function is that the VS lies naturally in [0, 1], and it penalizes exponentially as the scaled deviation from the benchmark value increases. We discuss other possible choices in the supplementary material. Now we try to interpret the mixing parameter ν in the definition of VS. Under the assumption that the estimated mean processμ(s) is smooth and the kriged-residual procesŝ (s) is a spatially correlated second-order stationary mean-zero process, for a small enough δ > 0, we can write Q 2 Ŷ i ≈Ŷ (s i ), as the variation of the kriged processŶ (s) inside the δ-neighborhood is negligible. Hence, we can approximately rewrite the benchmark as
Here, to get a possible approximation the spatial process at location s i , instead of just using the estimated valueŶ (s i ) from the high-quality reference data over a bigger surrounding, we want to leverage the available varying-quality observations in the hyper-local region. We propose to use a mixture of an approximation of the spatial process coming from the reference data over a bigger region D, i.e.Ŷ (s i ) and a robust local estimate coming from the varying-quality observations in the small δ-neighborhood B δ (s i ) around the location of interest s i , i.e. Q 2 (Z i ). Due to the smooth mean and spatially correlated residual process, the spatial observations in a "small" neighborhood are likely to behave "similarly." Therefore, it is sensible to use a robust estimate of the central tendency of the varyingquality observations in that small neighborhood as the locally estimated approximation of the spatial process at s i . The same approach has been used to detect outliers in literature (e.g., Chapter 1 of Cressie (1993) and Papritz (2018a) ). We prefer sample median due to its robustness and asymptotic efficiency (see Sen 1968) as an estimator of location compared to the sample mean when there are outliers present in the data. The mixing parameter ν decides the weight of mixing between the estimated process from the reference data and the local approximation from the varying-quality observations. The optimal ν balances the error in estimation from the reference data and the error in the approximation of the spatial process using the sample median in the δ-neighborhood.
2.3.2. Veracity Score without Reference Data. We propose a similar definition of the VS when we do not have any high-quality reference observations available. In this scenario our definition of VS is
The idea behind the definition given in Equation 2.6 is similar to that in Section 2.3.1. As we do not have information available from a high-quality reference data set, we use only the locally estimated central tendency as the proxy of the target and the local variation in the denominator to take the regional variability into account. Note that the definition of the VS in Equation 2.4 approximately equals the VS as given in Equation 2.6 if we take ν = 0.
The formulations of the VS, both with and without reference data, depend on δ, which is a positive scalar equal to half of the length of the neighborhood B δ (s i ) used to estimate the center and dispersion locally. The choice of δ should be such that the δ-neighborhood B δ (s i ) is small as compared to the region of interest R, but at the same time large enough to have sufficient sample size to provide a good assessment of the quality of the observations. To make the formulation of VS as well-defined, we need the number of points in the δneighborhood, n(i), larger than 2 for each i ∈ {1, 2, . . . , n}. If we do not have enough data points to compute the measure of dispersion for an observation, we say that the VS is undefined for those observations.
3. Veracity Score Methods. Before going to the VS-based version of the spatial analysis, we briefly describe the standard approach of geostatistical analyses.
3.1. Review of Standard Analysis of Spatial Data. For this section, we use the model specified in Equations 2.1 and 2.2 as well as the notations stated in Section 2.2. In geostatistics, often the smooth deterministic mean process {µ(·)} is modeled under a spatial regression framework where the mean function is assumed to have a linear form, µ(s) = x(s) β, where x(·) = (x 1 (·), ..., x p (·)) is a p-dimensional deterministic vector process of known covariates and β denotes the unknown regression parameter vector. To make the inference feasible from only one replication of the process over the space, some stationarity assumption on the second-order structure of the residual process { (s)} is required. One of the most commonly used assumptions is that { (s)} is an intrinsically stationary process with an admissible parametric variogram function 2γ(h; θ) = Var { (s) − (s + h)}, where θ is the covariance parameter of interest.
For now, the description of the analysis is given without taking the noisy nature of the observations into account, so {w(s)} is assumed to be identically equal to { (s)}. Since the covariance parameter is unknown, the standard analysis starts with the estimation of the regression parameters in the linear mean model using ordinary least squares (o.l.s.).
where X := (x(s 1 ), . . . , x(s n )) . Next, the residual vector is computed using the estimated mean model asˆ = Z − Xβ ols , and these are used to estimate the covariance structure or variogram of the process. In practice, the variogram is estimated in two steps: first, a nonparametric empirical estimator is computed for discrete lags, e.g. the classical or method-of-moments semivariogram estimator proposed by Matheron (1962) ; then the covariance parameter θ is estimated using a least squares-based variogram model fitting techniques (Cressie 1993) . Under the assumption that the semivariogram function γ(h) has a parametric form, i.e. γ(h) ≡ γ(h; θ) -for example, the Matérn covariance (Gelfand et al. 2010 ) -the parameter θ is estimated using weighted least squares (w.l.s.) aŝ
whereγ is the empirical semivariogram estimator. For the parametric class of variograms, Matérn is a popular choice as it provides a rich class of variograms to choose from (Haskard 2007) . Other valid parametric models for variograms can be found in Cressie (1993) and Gneiting (2013) .
Once the covariance structure is estimated, one can try to improve the mean parameter estimates using estimated generalized least squares (e.g.l.s.) estimator, given byβ egls = X Σ −1 X −1 X Σ −1 Z, whereΣ is the estimated variance of = ( (s 1 ), . . . , (s n )) . However, this introduces additional variability due to using the estimated covariance parameters in the mean estimator and is not necessarily more efficient than the o.l.s. estimator.
The most commonly used method to predict the process at new locations is to predict the -process at the given locations by the best linear unbiased predictor (BLUP) given the observed residual vectorˆ , also known as ordinary kriging estimator (Cressie 1993, p. 122) .
whereˆ ok (s 0 ) is the ordinary kriging predictor for (s 0 ).
The stationarity assumption on the random error process can be relaxed using regional stationary models (for example Fuentes 2001, Paciorek and Schervish 2006) . Another way to fit the spatial regression model to the geostatistical data is using likelihood-based model estimation (Cressie 1993) , but that requires additional distributional assumption on the -process.
The standard approach for estimation and prediction explained is not reliable for analyzing noisy spatial observations, as both the least squares-based mean parameter estimators (Huber and Ronchetti 2009) and the method-of-moments empirical semivariogram estimator are highly sensitive to the noise (Cressie and Douglas 1980) in the data.
3.2. Veracity score-based estimation of the mean function. In the standard approach, as described in Section 3.1, the regression parameter vector β is estimated using the o.l.s. method. For our approach, instead of simple squared error loss, motivated by Ex. 2.1, we propose to minimize a weighted version of the loss function with the veracity scores as the corresponding weights. The VS-based estimator of the mean parameter β is given aŝ
For least squares-based estimators, we have L(y, u) = (y − u) 2 , the squared-error loss function. The locally estimated veracity scores lessen the effects of "absurd" observations in the objective function and thus make the estimation of the mean function less sensitive to the noise. The VS-based approach is adaptive to the quality of the observations and thus lessens the impact of outliers in the data. To make the estimation more robust to contamination, one can use any robust loss function instead of squared-error loss in Equation 3.3. As an example, consider Huber's loss function (Huber and Ronchetti 2009) , L(·, ·; k), given by
(3.4)
We have used an MM-type estimator with a linear quadratic quadratic ψ-function for the robust regression as discussed in Koller and Stahel (2011) . The advantage of using this estimator is that in addition to penalizing less for high residuals, the parameters associated with the ψ-function can be tuned to improve the asymptotic efficiency for the estimators.
The corresponding optimization to solve Eequation 3.3 can be executed using Iterative Re-weighted Least Squares (IRLS) as discussed in Todorov and Filzmoser (2009) .
The assessment of goodness of fit for the estimated linear model is essential. The usual Multiple R 2 is not reasonable to use, as the loss function is different from ordinary least squares. Inspired by the pseudo-R 2 WLS coined by Willet and Singer (1988) , we propose another variant of the coefficient of determination for VS-based regression as
The idea behind this measure is that instead of using the squared error loss to compute the total sum of squares and the residual sum of squares, the proposed R 2 vs uses the robust loss function to measure the total variability in the data (i.e. n i=1 V (s i )L Z(s i ),Z ) and the variability that is not explained by the model (i.e.,
. Although we do not provide any theoretical justification, it appears from explanatory analysis with synthetic data and simulations that R 2 vs may provide an overly optimistic assessment of the goodness of the fit for the model when the Huber's loss function or MM-type estimation is used.
3.3. Veracity score-based estimation of the covariance structure. To explore the secondorder structure of the spatial process, we analyze the residuals obtained by de-trending the observations,ˆ vs (s i ) = Z(s i )−x(s i ) β vs for i ∈ {1, 2, ..., n}. When conducting analysis with varying-quality geostatistical data, after the robust estimation of the regression parameters, a portion of the residuals are affected by the presence of measurement error in the data, and direct analysis of these residuals can result in misleading and inefficient estimation of the covariance structure. To reduce the noise of the observed residuals, we propose a VSbased modification of residuals using a local smoothing prior estimation of the covariance parameters. When we have a high-quality reference data, we define the VS-based smoothed version of the residuals as
where X i := x(s i 1 ), ..., x(s i n(i) ) is the n(i) × p matrix of the covariates corresponding to the observations in B δ (s i ).
If we do not have reference data available, then the analogous smoothed version of the residuals is given by˜
whereˆ i = ˆ vs (s i 1 ), . . . ,ˆ vs (s i n(i) ) . Again note that the definition in Equation 3.5 approximately simplifies to the one in Equation 3.6 if ν = 0.
For poor quality observations, when V (s i ) is small, the effect of the observed value of the residualˆ vs (s i ) is scaled down by V (s i ) q (as V (s i ) ∈ (0, 1]), and the locally estimated 'benchmark' value of the residual process in the small neighborhood is enforced by (1 − V (s i ) q ) in Equations 3.5 and 3.6. Here q is the parameter regulating the degree of the smoothing needed. For instance, q = 0 implies no smoothing, and q = 1 implies the convex combination of the locally-corrected residual and the observed residual. The effect of VS-based smoothing is illustrated on a synthetic data set in the supplementary material.
We propose to use variogram model fitting with the VS-based smoothed version of the residuals, {˜ (s i )} n i=1 , to estimate the covariance parameter θ robustly. First a generic nonparametric semivariogram is evaluated at discrete lags using the robust semivariogram estimator proposed by Cressie and Douglas (1980) : Gelfand et al. 2010) , which are often called tolerance regions (see p. 70, Cressie 1993), and these construct a partition of size K of the lag-space H = {s − s : s, s ∈ R}. The candidate lag for the tolerance region H u is denoted by h u , which is often taken to be the mean of the observed lags in the bin or the centroid of the the class H u .
The parameters are estimated using method of weighted least squares aŝ
where γ(·; θ) is some pre-specified parametric admissible semivariogram model, as discussed in Section 3.1. Other robust empirical variogram estimators (for example Genton 1998 , Lark 2000 can also be used instead of the one proposed by Cressie and Douglas (1980) , as given in Equation 3.7. Genton (1998) showed that the robustness properties of the empirical semivariogram proposed by Cressie and Douglas (1980) are not enough in the presence of "absurd" outliers in the data. But, due to the VS-based smoothing in the first stage of the covariance estimation, the very large measurement errors have already been addressed and hence, using Cressie and Douglas (1980) 's version of robust variogram estimator is reasonable here.
3.4. Veracity score-based spatial prediction. Often the aim for spatial analysis of geostatistical data is to predict the process at locations of interest or to create a prediction surface over a region of interest. To predict the -process at a new location s 0 , we can use ordinary kriging with the VS-based smoothed residuals˜ = (˜ (s 1 ), . . . ,˜ (s n )) as
where γ = γ(s 0 − s 1 ;θ vs ), ..., γ(s 0 − s n ;θ vs ) and (Γ) ij = γ(s i − s j ;θ vs ) (see chapter 3, Cressie 1993 ). The residual kriging variance, which quantifies the prediction uncertainty, can be estimated asV
Finally, we predict the process at s 0 using the modified version of Equation 3.2 as,
In Equation 3.10, both the mean and covariance parameters have been robustly estimated using the VS-based procedures. The smoothing parameter q for the VS-based smoothing of the residuals can be chosen from a discrete pre-specified set to maximize the cross-validated prediction accuracy.
There are other robust kriging approaches available in literature, for example, Künsch et al. (2011) and Papritz (2018b) . Both of these techniques require distributional assumption on the -process. It is not straightforward to determine how to reduce the effects of observations that are not noisy but represent some other spatial process. For example, if in a local region most of the crowdsourced ambient temperatures are captured in indoor settings, applying the robust procedures directly may lead to misleading estimation of the model parameters and hence bad prediction of the outdoor ambient temperature. On the other hand, the VS-based technique can use a benchmark value, possibly obtained from a high-quality but low-density reference data, to reduce the effects of the 'misleading' observations and thus estimate and predict the process of interest robustly and efficiently. Theoretical and extensive comparison of other robust kriging methodologies with the VS-based technique in case of no available reference data is beyond the scope of this article.
Simulation Study.
Our simulation study aims to justify the superiority of the VSbased estimation and prediction methods as compared to the standard approach for analyzing noisy geostatistical data. We have considered two scenarios here: the first one is when no reference data is available and the second one is when a coarser but better quality reference data is present. 4.1. Without Reference Data. We take the sampling region for the varying-quality observations to be R ≡ R n := [0, λ n ] 2 , where {λ n } n is a sequence of positive real numbers determining the size of the sampling region. We have assumed that the varying-quality observations {Z(s 1 ), . . . , Z(s n )} are coming from an additive-multiplicative noise model as given in Equation 2.3. To generate the "true" process for simulation purposes, we use the following spatial linear model:
where β := (β 0 , β x , β y , β h ) is the vector of regression parameters; h(s) is the altitude of the location s; and { (s)} is a second-order stationary spatially correlated process.
To define the altitude function over the sampling region, we use the deterministic function h(s) = H 1 · H 2 j=1 w h (j)f (s; µ j , Σ j ) + H 3 , where f (·; µ, Σ) denotes the bivariate normal density with mean µ and covariance matrix Σ and µ j , Σ j : j ∈ {1, . . . , H 2 } are fixed set of vectors and matrices. The residual vector ( (s 1 ), . . . , (s n )) are sampled from a second-order stationary mean-zero Gaussian process with isotropic Matérn covariance given by
where Γ is the gamma function, K κ is the modified Bessel function of the second kind with order κ (Abramowitz and Stegun 1972) . The covariance parameter vector of interest is θ = τ 2 , σ 2 , ρ, κ , where τ 2 is the nugget effect, σ 2 , ρ, κ are the partial sill, range and smoothness parameters respectively (Haskard 2007 , Gelfand et al. 2010 .
To generate noise for the varying-quality observations, we use the following model for the additive and multiplicative components, denoted by A := ( A 1 , . . . , An ) and M := ( M 1 , . . . , Mn ) respectively:
We further assume that the proportion of "good" observations is a constant q e , i.e., |G n |/n ≈ q e , and 1 − q e is the proportion of noisy observations in the data. This model is inspired by the crowdsourced data analysis scenario where only a proportion of observations are "bad". The choice of multiplicative error distribution in Equation 4.3 restricts its realizations to be in [0, 2] and also ensures that the multiplicative errors are symmetric around 1.
We set β = (55, 1.5, −1, −0.08) , θ = (0, 6, 0.5, 3) . To investigate the robustness of the VS with increasing noise in the data, we consider three contamination models specified by the following parameters: (a) σ A = 5, α M = 2, q e = 0.95, (b) σ A = 50, α M = .5, q e = 0.9 and (c) σ A = 100, α M = 0.05, q e = 0.8. As we go from model (a) to (c), the noise in the data increases both in extent and magnitude. For example, with model (a), the variance of a noisy observation at location s is 0.2 (x(s) β) 2 + 28.6, and the proportion of such observations is 5%; with model (c), the same variance will be 0.91 (x(s) β) 2 + 10005.73, and the proportion of noisy observations rises to 20%.
Next we analyze the simulation results to compare the performances of VS-based and standard approach. The choices of the regularity parameters in the VS-based estimation like the baseline deviation α and the smoothing parameter q are discussed in the supplementary material.
In Figure 3 we show boxplots of the VS-based estimatorβ vs and the standard estimatorβ ols for the four regression parameters based on B = 200 simulations with n = 500 samples. The VS-based technique shows more robustness towards the added noise in the observations. As we move from noise model (a) to (c), the efficiency of the o.l.s. estimator is heavily compromised, where as the spread of the VS-based estimates is hardly increased. The supplementary material contains additional simulation results for regression parameter estimation including tables with bias and standard errors (s.e.) of the estimates as well as boxplots for n = 100, 3000. All of these simulations show similar results to justify the superiority of VS-based mean parameter estimation in the analysis of noisy spatial data as compared to the standard o.l.s method.
We also evaluate the VS-based and standard covariance parameter estimation and show the results in the total variance the residual process) obtained by the VS-based methodology is more accurate by large margins as compared to standard variogram estimation. As the sample size increases both the bias and standard deviations of the VS-based estimators are closing towards 0 under all the considered noise models. Table 1 clearly establishes the efficiency of VS-based covariance estimation as compared to the standard approach when some of the observations are corrupted. In the supplementary material we have provided tables to compare the performance of the VS-based methodology and the robust Gaussian REML method proposed by Künsch et al. (2011) and implemented by Papritz (2018b) in the estimation of the covariance parameters. The results are largely in favor of VS-based methodology. For a fixed n, if we move from noise model (a) to noise model (c) the increase in bias and standard errors of the VS-based sill parameter estimator is prominent, though the magnitude of increment is negligible as compared to the standard method of estimation.
Next we evaluate the VS-based spatial prediction using a 4 λ n × 4 λ n grid over the sampling region R as shown in Figure 4a . We make predictions at these grid points using both the VS-based and standard approach and evaluate the predictions and kriging by the following metrics:
where the sum s * is over the grid points. We define the performance metrics for the standard methods analogously. The Root-Mean-Squared-Prediction-Error (RMSPE) measures the average prediction error over the selected grid; and the Residual-Root-Mean-Squared-Prediction-Error (ResRMSPE) evaluates the accuracy and efficiency of the kriging on the selected grid for the spatially correlated residual process: { (s)}. By Av.RMSPE we denote Table 2 : Prediction performance of the VS-based methodology and standard approach on varyingquality observations without any reference data. Table 2 summarizes the results which show that the VS-based predictions are much better than the standard analysis in almost all the cases. As we go from model (a) to model (c) the prediction accuracy has compromised for both the VS-based as well as the standard approach with much higher impact for the later one. However, in terms of residual kriging efficiency the VS-based methodology is highly robust as compared to the ordinary kriging using the residuals obtained from o.l.s.
4.2.
With Reference Data. In this subsection, we consider a situation that is more similar to our case study. In addition to the n varying-quality observations in the hyper-local region R = [0, λ n ] 2 , we have m-many high-quality observations available over a larger region D = [0, Λ m ] 2 . One example of the sampling points is shown in Figure 4b . Our goal is to predict the process within the hyper-local region R using the varying-quality observations. We again use a 4 λ n × 4 λ n grid over the hyper-local region of interest R to evaluate the predictions. In addition to the predictions obtained by the VS-based and standard methodology on the varying-quality observations, we also consider the global predictions obtained by using only the reference data on the larger region as shown in Figure 4b . For this simulations we have considered the sample sizes for varying-quality observations to be equal to 50, 100 and 500 because the hyper-local regions in our case studies do not contain very 'large' (not more than 300) number of crowdsourced observations. For the reference data the sample sizes we have considered are: m = 100, 500.
We only show the results for evaluating the predictions and kriging under the above-said scenario as that include estimation of both the mean and the covariance parameters. We call the predictions obtained by using the standard methodology on the reference data only as 'Ref. Only'. From Table 3 , we see that for all noise models, the performance of the VS-based predictor in terms of Av.RMSPE using varying-quality observations is similar to the predictor using standard methodology on the reference data only, when we have enough number of varying-quality observations. However, if the standard methodology is implemented on the varying-quality observations, the predictions and kriging at the grid points are absurd in many occurrences resulting in high RMSPE and ResRMSPE. If we consider the kriging performance i.e. the ResRMSPE, the VS-based technique has outperformed even the kriging using high-quality reference data. Clearly, using the VSbased methodology on the varying-quality observations in a hyper-local region one can improve the kriging efficiency as compared to the global kriging using reference data only. The model we used to generate the true process over the study region is fixed over the space and hence the RMSPE of the hyper-local VS-based analysis is similar or higher by a slight extent than the global analysis using the good-quality reference observations in a bigger region. But in practice, where model misspecification error is involved, VS-based analysis using crowdsourced observations can produce better and efficient predictions at hyper-local regions as compared to the global analysis using high-quality observations over a much bigger region. Additional details regarding the simulation results are reported in the supplementary material.
5. Case Study: Spatial Analysis of WeatherSignal Data. In this section, we analyze the WeatherSignal data described in Section 1.1 using the VS-based methodology (Section 3). Our goal for this noisy crowdsourced data set is to perform structure exploration and then prediction of the daily average ambient temperature process in hyper-local regions of interest.
Building Hyper-Local Prediction Surfaces.
Here we describe the VS-based analysis of the crowdsourced WeatherSignal data using the NOAA ground-station data as reference.
We first select a hyper-local region, as denoted by R in Section 2.3.1, around Los Angeles, CA, as shown in Figure 5d . The analysis starts by defining a region large enough to have sufficient NOAA ground-station observations to build a reasonable global prediction surface around the region of interest. In Figure 5b , we plot the m = 310 ground-station observations in California. Using the standard approach on the NOAA ground-station data, as described in Section 3.1, we build a prediction surface for California and plot it in Figure 5c . The model we use to estimate the mean is given by
where s := (s x , s y ) and h(s) denotes the elevation of the point s. The mean model explains 79% (adjusted R 2 ) of the variability in the ground-station ambient temperatures in California.
We then fit a Matérn covariance to the observed residuals from the mean model estimation. Details of the variogram estimation are given in Table 4 and Figure 6 . We then use standard kriging methodology with the estimated mean and covariance model to create the prediction surface (s,Ŷ (s)) : s ∈ D , as shown in Figure 5c .
Parameters Estiamtes partial sill (σ 2 ) 13.78 range (ρ) 0.36 nugget (τ 2 ) 7.95 smoothness (κ) 2.45 As we can see in Figure 5a , the spatial coverage of the crowdsourced data does not support a global prediction surface over California or even the coast of California. However, if we consider the 25 × 25 mile region (R) in LA, as shown in Figure 5d , the density of crowdsourced data is much higher as compared to only one ground-station observation (Figure 5e ). While there is only one ground-station available at Los Angeles International Airport, the number of crowdsourced observations, {Z(s 1 ), . . . , Z(s n )}, in R is n = 80.
The next part of the analysis examines whether we can leverage the additional crowdsourced information through the VS-based methodology. We want to explore whether we can create a more reasonable and efficient prediction surface (s,Ŷ vs (s)) : s ∈ R over the region R in Los Angeles as compared to the surface obtained from the analysis of the ground-station data only, (s,Ŷ (s)) : s ∈ R .
The VS-based analysis starts by computing the veracity score of the crowdsourced observations using the definition in Equation 2.4. We set the baseline deviation α = 3. In an ideal scenario, when the corresponding δ-neighborhood has very little variation and IQR (ξ i ) ≈ 0, an observation with 3 • F deviation from the corresponding benchmark value has a VS approximately equal to exp(−1) ≈ 0.368, while an observation with a 1 • F deviation has a VS ≈ 0.716. To define the neighborhood for computation of the VS, we take δ = 0.08 in the units of latitude and longitude. To choose a suitable mixing parameter ν, we use the function
where R 2 is the adjusted R-squared for the estimation of the mean surface using NOAA ground-station data only and n(i) is the number of crowdsourced data in the δ-neighborhood.
As Figure 7a shows, this function is increasing in R 2 and decreasing in n(i). ν(s i ) = 1 if R 2 = 1 and ν(s i ) = 0 if n(i) = ∞. With this formulation, the mixing parameter takes both the goodness of fit for the ground-station data and the number of crowdsourced observations used for local approximation of the target value into account. Using the specified parameters, we compute the VS for the crowdsourced observations in R and plot their empirical distribution in Figure 7b .
We next estimate the mean and covariance of the process. For robust estimation of the mean function, we use the weighted MM-type estimator, as discussed in Section 3.2 with the VS of the observations as the corresponding weights. Once the regression parameters are estimated, for a given smoothing parameter q in Equation 3.5, we use the VS-based smoothing technique to reduce the effects of noise in the residual process as discussed in Section 3.3. Using the smoothed residuals, we estimate the covariance parameters and use the estimates to create a prediction surface using VS-based kriging as discussed in Section 3.4.
To make an optimal choice for q, we use the reference data. For a pre-specified set of values of q ∈ [0.05, 3] the covariance estimation and kriging are executed at the ground-station locations that are inside the hyper-local region R, and the q that minimizes the mean squared error of prediction at the stations is chosen to be optimal. In the analysis for the hyper-local region around Los Angeles, there is only one station available, so we use the set of points with VS greater than or equal to 0.8 as test data and minimize leave-one-out crossvalidated mean squared prediction error, i.e. n −1 *
whereŶ (−j) vs (s j ) is the predicted value at s j obtained using {Z(s 1 ), . . . , Z(s j−1 ), Z(s j+1 ), . . . Z(s n )} as the training data and the sum is over the test data set whose cardinality is denoted by n * . In Figures 8a and 8b , we plot the histograms of the observed residuals from the VS-based robust regression and the residuals after the VS-based smoothing. The VS-based smoothing clearly reduces the spread of the residual values by smoothing out the large errors. In Figure 8c , we show the robust variogram fitting of the VS-based smoothed residuals for the optimal choice of the smoothing parameter q = 0.8.
Given these analyses, we construct a prediction surface over the region R using Equation 3.2. In Figure 9 , we plot the hyper-local prediction surfaces obtained by the standardanalysis with the NOAA ground-station data only as well as the one obtained by implementing the VS-based technique on the crowdsourced observations with the ground-station data as the reference. Clearly the prediction surface obtained from standard analysis of the ground-station data (Figure 9a ) is too smooth to capture the local variability accurately. The prediction surface obtained by the VS-based analysis on crowdsourced data shows more variation across the space. To highlight the advantage of having crowdsourced observations, we compare the residual kriging variance surfaces in Figures 9c and 9d . Around the crowdsourced observations, the kriging variance is much smaller as compared to the global kriging using only the ground-station data over a larger region.
In addition, we illustrate the gain in efficiency by plotting the percentage increase in margin of error (at 95% confidence) for the VS-based predictions from the hyper-local crowdsourced information as compared to the global prediction using ground-station data only, i.e., 100× M.E.(Ŷ vs (s)) − M.E.(Ŷ (s)) / M.E.(Ŷ (s)) , where M.E. denotes the 'margin of error' (half of the length of the prediction interval) to predict the target response Y (s). To compute the margin of error, we use ad hoc confidence intervals for the residual kriging predictor with ± 1.96 as the corresponding quantiles and then add the margin of error of the mean (1.96×s.e.(x(s) β vs )) and the margin of error of the residual kriging predictor (1.96× Krig.Var.(˜ (s))). The margin of error for the standard predictor is computed similarly. A more theoretically justifiable interval can be obtained through spatial re-sampling technique as discussed in Lahiri (2003) , but that requires further research and is beyond the scope of this study. In Figure 9e , for most of the locations where the predictions have been carried out, there are decrease in the margin of errors for the VS-based predictions as compared to the global predictions using ground-station data only. At the locations that are close the crowdsourced observations, the VS-based prediction technique has achieved up to a 50% gain in efficiency.
The disadvantage of VS-based hyper-local analysis is that the model is estimated very regionally and hence extrapolation of the estimated mean model outside the sample space is likely to give misleading and inefficient predictions. For example, in Figure 9b there are locations with elevations of more than 500 meters, while the maximum elevation in the crowdsourced sample is 350 meters. This leads to poor predictions (e.g., ambient temperature less than 50 • F) at some locations as can be seen in Figure 9e . Note that, though in those regions the efficiency of VS-based predictions fall short, the residual kriging variance (Figure 9c and 9d) for the VS-based kriging predictor is still less than the global kriging with NOAA data only. So, the loss in efficiency in VS-based predictions is solely due to the the extrapolation of the hyper-locally estimated mean function at points outside the covariate sample space.
We conduct a similar analysis for another hyper-local region close to Brooklyn, NY and plot the results in Figure 10 . The prediction surface in Figure 10c is obtained by using standard methodology on 120 ground-station observations over the east-coast; and the40 (e) Residual kriging variance for predictions using NOAA data only; (f) Residual kriging variances for the predictions using the crowdsourced data; (g) Percent increase in the margin of error for the VS-based predictions compared to the predictions with NOAA datasuface in Figure 10d is generated through VS-based hyper-local analysis of the crowdsourced observations in Figure 10b . Comparing these two prediction surfaces, we again see that the regional variation is prominent for the prediction surface obtained from VS-vased hyper-local analysis where as, the global analysis generates a surface that is too smooth to accurately capture local variations. In Figure 10f , the advantage of having crowdsourced data for hyper-local prediction of the process is visible, as the kriging variance of the VSbased methodology is much smaller compared to Figure 10e , especially in locations close to the crowdsourced observations. In Figure 10g , we see up to 33% gain in margin of error by implementing the VS-based methodology on the crowdsourced data in locations close to the crowdsourced observations. Similar to the previous analysis of the Los Angeles data, the advantage of the VS-based hyper-local predictions is lost if the predictions are attempted at locations too far from the crowdsourced observations or at locations with elevations outside the range of crowdsourced sample.
In addition to the VS-based hyper-local analysis, we have also conducted the analysis for both of the hyper-local regions in Los Angeles and Brooklyn with the standard approach without considering the veracity of the crowdsourced observations and then compared the predictions with the global prediction surface obtained using reference data only. As we can see in Figure 11 , in both Los Angeles and Brooklyn, the margins of error for the predictions using the standard approach are larger in all the locations as compared to the global predictions using ground-station data. In Brooklyn, even at the locations around the crowdsourced observations, with reference to the global prediction using ground-station data, the margin of error of standard predictions using the crowdsourced observations have increased by at the least 120%, where as, as we have mentioned already, the VS-based methodology has achieved a decrease in the margin of error up to 33% (Figure 10g ).
5.2.
Validation at the ground-stations. The goal of the analysis in this section is to validate the predictions obtained by hyper-local analysis of crowdsourced data using VS-based methodology. To do so, we have selected a set of 14 ground-stations that satisfy the following criteria: (1) there are at least 30 crowdsourced data points available nearby with at least 20 Table 5 : Predictions using both the VS-based and standard approach at the ground-stations with crowdsourced observations in proximity.
advantage of using the VS-based techniques as compared to the standard methodology is clear from the results. The RMSPE of the VS-based predictor for these 14 ground-stations is 3.71, while for the standard approach it is 4.54. More importantly, the average margin of error (at 95% confidence) for standard predictor is 13.61 and for the VS-based methodology it is 6.28. Relative to the standard methodology, on average, the VS-based technique has achieved approximately 54% gain in efficiency of the predictions.
6. Summary and Conclusions. In this paper, we have introduced the veracity score to assess the quality of observations in geostatistical setting. The VS is defined using a benchmark to compare the varying quality observations with. We used the ground-station data as our reference to define the benchmark values in the case studies. The similar scoring approach to assess the veracity of the observations can be used in other contexts as well. We have also discussed the case when no other reference information is available and propose a version of VS using locally and robustly estimated measure of center as the benchmark. A robust approach for modeling varying-quality spatial data using the VS has been proposed and evaluated. We have illustrated the VS-based methodology on a crowdsourced data set coming from the mobile app WeatherSignal using NOAA ground-station data as the reference. Both the simulation studies in section 4 and the case studies in section 5.1 show the advantage of the VS-based methodology over the standard geostatistical approach when dealing with noisy spatial data. In addition, by implementing the VS-based methodology on the varying-quality local crowdsourced data, we can achieve a more accurate and efficient hyper-local predictions as compared to the global prediction obtained from the analysis of ground-station data only.
In the analysis of crowdsourced data using the VS-based methodology, the model is estimated using observations in a local region. Predicting at more distant locations or with covariates outside the range of the sample may provide misleading and inefficient predictions. Though global prediction surfaces using the ground-station data or satellite images have advantages in this regard, many organizations are interested in providing cost-effective hyper-local predictions of weather using sensor-generated geographical information through weather-related mobile apps. For example, the global leader in weather information, Ac-cuWeather, launched AccUcast in 2015 (AccuWeather 2015), a feature that allows each user to share their local weather information as captured by the built-in mobile sensors. Other applications include Sunshine (Moynihan 2015) and Dark Sky (Dalton 2016) , which turn each app-user into a "meteorological station" for gathering and sharing hyper-local weather information. Spatial prediction of daily weather is generally based on satellite imagery or data from weather stations (Thornton, Running and White (1997) , Vancutsem et al. (2010) ). However, the availability of crowdsourced data at more granular spatial resolution, especially in high-population density regions, may provide a way to answer with more reliability whether you need to wear a jacket or bring an umbrella for a 10 block walk inside the city.
There are several interesting future directions for this work. In this paper, we have not provided theoretical justification for the superiority of the VS-based methodology as compared to the standard approach in the analysis of noisy spatial data. Inspired by the simulations executed in this work, we believe that under a suitable asymptotic framework and a very general noise model, we can theoretically justify the robustness and efficiency of the VSbased methodology. The mean and covariance models used to explore the structures of the average temperature process are quite simple, yet reasonable and effective. More complex models like nonlinear regression models and anisotropic covariance can be incorporated in the VS-based technique to increase flexibility of the analysis. The margins of error reported in this paper are ad hoc. To get theoretically justifiable prediction intervals, distributional assumption is needed or re-sampling technique for dependent data (Lahiri 2003) needs to be incorporated.
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