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In earlier work it was shown that if two functions in the algebra of functions 
of single semilattice elements were convolved then the generating function of the 
convolution was the pointwise product of the generating functions of the 
functions convolved. Many combinatorial applications were given, 
This idea is carried further in this paper by developing an important class of 
functions which are indeed a convolution of simpler functions. The basic idea 
used is of a “semilattice variable,” which is an analog of the random variable of 
probability theory. Thus the functions of the semilattice algebra are viewed as 
“distributions” of semilattice variables, and their generating functions as 
cumulative distributions functions. This points up in a striking way that the 
semicharacters and Mobius functions are analogous to differential and integral 
operators. 
The concepts are applied to probability theory and many examples are 
given, including a derivation of the Polya fundamental theorem. 
1. INTRODUCTION 
The purpose of this paper is to express in a unified fashion two or three 
related ideas or concepts dealing with probability theory and combinatorial 
analysis. 
While combinatorial methods have been widely applied to problems 
in probability theory, few ideas of probability theory have been applied 
to combinatorial problems. The notion of a random variable has been 
of immeasurable value in the theory of probability and has no concrete 
analog in combinatorial theory. We define and study such an analog in 
this paper. 
To develop an analog of “random variable” for use in combinatorial 
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theory would naturally have reverse implications to probability theory. 
This leads to the second concept, that many problems in probability theory 
are answered on the “real line” which is not the proper or natural setting 
for the given problem. This can best be seen from a few examples. What 
is the probability that in n-tosses of a fair coin one of the possibilities turns 
up on a subset A of the integers 1, 2,..., n, and the other possibility occurs 
on AC ? What is the probability that in n-rolls of a single die, the partition 
A 1 ,...? Al, of the integers {I, 2,..., n} has the property that the outcomes on 
the integers in Ai are all the same for each i = 1,2,..., k? While both 
questions are easily answered by binomial and multinomial random 
variables, it seems clear that the real line is not the “natural” structure 
on which to answer these questions. The natural structure for question 1 
is the Boolean Algebra of subsets of {1,2,..., n> and for question 2 the 
natural structure is the lattice of partitions of a set of n-elements. We will 
examine this concept more closely in Section 4, when we define analogs of 
the binomial and multinomial distributions on these semilattices. 
This brings us to another notion concerning the title of this paper. 
This paper is the third of a series of papers on combinatorial theory of 
semilattices (see [8] and [9]), inspired by the ideas of Rota [S]. (See [2] 
and [7] for other explorations of these ideas.) In [9], the second of the 
series, we studied the algebra of univariate functions on semilattices, 
from the point of view of convolutions. Many examples of a combinatorial 
nature were obtained by convolving functions or equivalently multiplying 
their generating functions and inverting. The question arises to determine 
conditions under which a given function is a convolution of, say, m other 
functions. Such conditions are derived herein and arise by viewing the 
functions as an algebra of distributions of semilattice variables, or in the 
normalized case a convex algebra of distributions. 
It develops that the conditions for convolution equations to hold are 
“independence” of the semilattice variables which is totally analogous 
to probability theory. The ideas herein can also be studied on lattices 
where the two operations lead to more structure. The concept of a semi- 
lattice variable has its implications to probability theory; we postpone 
this to a later paper. 
Numerous examples are given at the end of each section to illustrate the 
wide applicability of the concepts introduced to combinatorial problems. 
We culminate with Section 5, giving two examples which involve most 
of the terminology introduced. One of these examples is a derivation of 
the Polya Fundamental Theorem. 
Before giving the basic definitions and concepts for this paper, for the 
sake of completeness of a sort we summarize the main ideas of [S] and [9] 
by two theorems: 
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DEFINITION 1.1. Let G be a semigroup. A complex-valued function 
X on G is said to be a semicharacter of G if x( Y) # 0 for some YE G and 
XW) = x(X> XV) f or all X, YE G (i.e., x is a homomorphism of G to 
the complex plane, also called a multiplicative function on G). 
The following theorem is basic. 
THEOREM 1.1. Let G be a$nite commutative semigroup of idempotents 
(semilattice). For each a E G define the complex-valued function on G by 
(1.1) 
if X does not divide a, 
otherwise 
(divide is the same as >). The set offunctions &(a) : a E G} are all distinct 
semicharacters of G. Every semicharacter of G is of the form (1.1). The 
family (xa(.) : a E G) is a linearly independent set offunctions over thejield 
of complex numbers. 
See [8] for proofs. 
Thus the set of semicharacters span an 1 G 1 dimensional linear vector 
space over the complex numbers which we call ViGl . 
DEFINITION 1.2. Let f and g E VIGi . Then the convolution off and g 
written h = f *g is defined by 
(1.2) NJ3 = C f(Y)g(Zj, 
YZ=X 
for all XE G. 
Clearly VIGl becomes an algebra under *. 
DEFINITION 1.3. For every f E Vlcl its univariate generation function 
is defined by, 
(1.3) F(a) = c f(Y) ~0’) = c f(Y). 
YEG r>a 
As in other branches of operational mathematics we would like the 
generating function of the convolution of two functions to be the product 
of the generating functions. We would also like an inversion procedure. 
We conclude this section with that result. 
THEOREM 1.2. if h is the convolution off and g then the generating 
functions F, G, Hoff, g, h, respectively, satisfy: 
H(a) = F(a) . G(a), Qa E G. (1.4) 
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Furthermore, ifF(a) is the generating function off(X), then 
where p(-, *) is the Miibius function of the semilattice G. 
For proofs and other references and related notions see [2], [5], [7], 181, 
[9], and [IO]. 
2. BASIC CONCEPTS AND DEFINITIONS 
In this section we introduce the basic concept of semilattice variables 
and independence, and relate this to the results in [8] and [9]. 
Let T be an arbitrary finite set and w( ) be a real valued function on T 
called a weight function. Let (S, (1) be a finite semilattice. Let Ts be the 
set of all mappings from T into S. 
DEFINITION 2.1. A mapping Y in Ts is called a semilattice variable, 
analogously to a random variable in probability theory. 
DEFINITION 2.2. The real valued function g(*) on (S, II) is called the 
distribution function of a semilattice variable Y if: 
(2.1) gy(s) = c 44, 
a:Y(a)=s 
for each s E S. 
One can recognize g(a) as an element of the algebra of single variable 
functions on (S, 11) (see [8] or [9]), e.g.: 
DEFINITION 2.3. Given two semilattice variables X, YE Ts we defined 
their product as 
Z(u) = (X A Y)(a) = X(u) A Y(u). (2.2) 
DEFINITION 2.4. Two semilattice variables X and YE Ts are called 
independent if for each s, t E S: 
(2.3) 
LEMMA 2.1. If Caor w(a) = 1 and K is a constant semilattice variable 
then K and X are independent for every semilattice variable X E Ts. 
The proof is immediate. 
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THEOREM 2.2. If X and Y are independent semilattice variables then 
the distribution of X A Y is the convolution of the distributions of X and Y. 
Proof. Let g be the distribution of X A Y. Then 
gxnr(s) = c 44 
a:(xAY)(a)=s 
= c 44 
a:xta1 ,, Y(fz)=S 
= 
c C 44. 
u,tJ:u A c=* a:X(a)=u 
Y(a)=0 
By independence we have 
Hence 
8XA Y(S) = c gx@) gY@) 
UAV=S 
and the proof is complete. 
COROLLARY 1. If C and Y are independent semilattice variables then the 
generating fiction G of X A Y is the pointwise product of the generating 
functions of X and Y. 
These results can be phrased in a more elegant fashion as isomorphism 
theorems between (P, A) and the algebra of distributions on a semilattice 
with the convolution product. Considering also the convex sets of distri- 
butions corresponding to weight sums of one. This, however, is not our 
purpose. 
We can, however, after these remarks speak inter-changeably about 
semilattice variables and their distribution and generating functions. 
DEFINITION 2.5. The enumerator of a semilattice variable X with 
distribution gx(.) is defined as 
aXI = c s . gx(s), 
SES 
considered as a formal expansion, the coefficient of s E S is g,(S). 
With the proper definition of multiplication of enumerators it will be 
clear that the set of enumerators is isomorphic to the algebra of 
distributions. 
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DEFINITION 2.6. If X and YE Ts have distribution functions gX and 
g, we define the product of their enumerators formally as 
Jwl . Jwl = c [ c gxw gY($] s. sts u*lJ=.s 
Obviously we have analogy to the product expectation theorem of 
probability. 
THEOREM 2.3. If X and Y are independent then 
zqx] ’ E[Y] = E&Y A Y]. 
The proof is immediate. 
COROLLARY 1. Zf Y= Xl A . ” A X, a meet of n-independent semi- 
Iattice variables with generating functions Fl ,..., F,, then the enumerator 
of Y is given by 
where p(*, .) is the M6bius function of (S, A). 
DEFINITION 2.7. The total enumerator of a semilattice variable is 
given by 
&[Yl = 1 gy(s). SES 
Obviously 
LEMMA 2.4. The total enumerator is given by 
G(Y) = WOI, 
where 0 is the zero of (S, A). 
Before concluding this section some examples are in order. 
EXAMPLE 2.1 (Crapo-Ryser). Let A be an n x n matrix A(i, j). 
Let T be the set of all functions from the rows to the columns, i.e., n”. 
For each f E nn let W(f) = I-jr=, A(i,f(i)). 
Let Y be the semilattice variable Y(f) = range set off: Clearly Y is a 
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semilattice variable into the semilattice (2”, U). The distribution of Y 
is given by 
gy(A) = c 4f) = c fi AWW 
f:Y(f)=A f:Y(f)=A i=l 
noting that g,(l, 2,..., n) is the permanent, per A. 
The generating function of Y is given by 
G,(B) = 1 gA4 = c fi 4kf(i)), 
A: A<B f:Y(f)<B i=l 
which is not hard to compute, since we will see in the next section that Y 
can be written as a product of n-independent semilattice variables by 
considering the functions from the rows to the columns as elements of 
the Cartesian product T, x T, x -se x T, , where T, = {ali, u2(,..., ani} 
with weights A(i,j) for aji. The sequence t E Tl x T, x 0.. x T,, , say 
(dl ,*.*, u:J, corresponds to the functionf(i) = j, . Thus 
gy(A) = c (-l)IBI-IAIG,(B) 
B:B<A 
and 
per A = 1 (-l)BGy(B). 
B 
EXAMPLE 2.2 (Crapo-Ryser). As in Example 2.1, let S be now the 
partition lattice nti and let Y(f) be the kernel of jI Clearly Y(f) is a 
semilattice variable. Now 
gY(4 = f  y;) ~ 4.0 = 5 fi 4,f(i)). 
: = f:Y(f)=n i=l 
Note that, when n = 0, i.e., the finest partition consisting of singleton 
blocks, 
a43 = per (4 
Again let 
GY(u) = c gd4. 
n:o<57 
Gy(u) can be computed using the product space methods to be discussed 
in Sections 3 and 4. We have 
gd4 = ,,g<, GY(~ /da, 4, 
‘. 
where TV is the Mobius function on l-In . 
58413/3-S 
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EXAMPLE 2.3. If we wish to ask combinatorial questions about the 
semilattice (S, A) we can let T = (S, A) with a weight function W( ) on the 
elements of S. For example let IV(-) = 1 and let Y, be the semilattice 
variable Y,(s) = s or any 1 . 1 mapping of T = (S; A) onto (S, A). Let Y2 be 
any other 1 * 1 mapping of T onto S. Clearly Y1 and Y, are independent 
and “identically distributed.” Furthermore gy,(s) = 1 = g!,(s) for each s ES. 
Thus Y, A Y, = X is a meet of independent semilattice variables and, 
by Theorem 2.2, g,(s) = CU A V-S 1 . 1 = number of ways of writing S 
as a meet of two other elements. This can be obtained by applying Mobius 
inversion to the pointwise product or square of the generating functions 
of Y, and Y, which are obvious. In fact, all the examples in [9] can be 
obtained with this approach as well as many others. 
EXAMPLE 2.4. Let Lc be the semilattice of subgroups of a group G 
under intersection. Let T = LG x Lc the direct product of Lc with itself. 
Let 
normalized so that the total weight is one. Let X,(H, K) = H, 
X,(H, K) = K. Clearly X, and X, are independent and identically distri- 
buted. By multiplying or squaring the generating function of X1 and X, 
and Mobius inverting, we obtain a theorem about the order of the sub- 
groups. If we let T be any other set associated with subgroups, we can do 
the same thing as with LG x LG , or by suitably assigning weights on T. 
EXAMPLE 2.5 (Goldman, Rota). Let V, be a vector space of dimen- 
sion n over the finite field GF(q), i.e., V, has 4% distinct points. Let X be a 
vector space over the same field with X vectors. 
Let Lyn be the semilattice of subspaces of V, , and T : V, + X the set 
of all X” linear transformations of V,& + X. On T define the weight 
function w(t) = dimension of the null space of t. Let Y(t) be the semi- 
lattice variable on T defined as the null space of T. Then Y is a semilattice 
variable, which we are tempted to call a “Gaussian semilattice variable” 
for obvious reasons. 
Tf vi ,..., v, is a basis for V, , then a transformation t is uniquely defined 
by its values on v1 , v2 ,..,, U, . Thus we can consider the elements of T as 
elements of a product space X(@ of X with itself n times. If we normalize 
so that the sum of the weights over T is one by a sum of Gaussian coeffi- 
cients, we can write Y(t) as a meet of independent semilattice variables 
x 1 ,..., X, where Xd depends only on the image of Vi under a trans- 
formation t. Thus the generating function of Y can be written as a 
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noduct and Mobius inverted. We conclude with the following important 
:xample : 
EXAMPLE 2.6. Let (n} be the set of integers (1, 2,..., n}. Let G be a 
lermutation group on {n}. For each g E G let 
where &, is the number of fixed points of g E G. Define the semilattice 
variable from G to (2”, n) by: Y(g) = fixed point set of g. Thus 
s:Y(rr)=A 
and 
G,(B) = c gd4 = & 
A:AaB 
The enumerator of Y is 
c #g) * A. 
A<(n) o:Y(s)-A 
The total enumerator is the generating function evaluated at o and is 
This is Burnside’s lemma, and ET[Y] enumerates the equivalence classes 
of G. 
3. CARTESIAN PRODUCTS AND INDEPENDENCE 
In probability theory, we obtain a large class of independent random 
variables by defining the variables on cylinder sets of Cartesian products. 
This is the path we follow for semilattice variables. 
Let Tl ,..., T, be n-given sets and let T tn) be their Cartesian product. 
LetWi(.)beaweightfunctiononTi,i=1,2,...,n.For(f,,...,t,)=tET(”) 
we define 8’(t) = I’$!=1 FVi(ti) as the weight function on Ttn). Let 
Wi = &“Ti mi(fi)s and W = &TIN u(t). 
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DEFINITION 3.1. A rectangle in Ten) is a subset of Ten) of the form 
A=A,x --- x A, where Ai 5 Ti , i = 1, 2 ,..., n. 
LEMMA 3.1. The weight of a rectangle is given by 
(3.1) W(A) = fi W,(A,). 
i=l 
Proof. WA) = c w(t) = 2 fi W&i) 
(tl,....tJEA (tl,...,tn)E‘4 i=l 
= ,$, ... c Wdt1) ... Wrd4z). 
1 1 G&E 4 
Thus 
W(A) = fi ( x W&J) = fi W,(A,). 
i=l ti=Ai i=l 
(A sum of products is the product of sums.) 
COROLLARY 1. If Ai = Ti , i = I, 2 ,..., n then 
w= fi wi. 
i=l 
The following facts about rectangles are known. 
(i) The intersection of any finite number of rectangles is a rectangle. 
(ii) The weight of a disjoint union of rectangles is the sum of the 
weights of the rectangles. 
DEFINITION 3.2. If R is a set with a weight function W, two subsets A 
and B of R are independent if W(A n B) = W(A) * W(B). 
LEMMA 3.2. If A and B are rectangles of T@‘) Ai and Bi are independent 
subsets of Ti for each i = 1, 2 ,..., n, then 
w(A n B) = W(A) * W(B) = fi W(AJ * W(BJ. 
i=l 
The proof is known and immediate. 
LEMMA 3.3. If X and Y are two semilattice variables from a set T with 
weight W to a semilattice (S, A), then X and Y are independent if and only 
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tf, for each pair of elements s, u ES, X-l(s) and Y-l(u) are independent 
subsets of T. (X-l(s) = (t : X(t) = S}.) 
The proof is easy. 
DEFINITION 3.3. A cylinder set in P) denoted by C(i, ,..., ik) is a 
rectangle in Tn of the form A = Al x *.* x A, 3 Ai = Ti if i # (ir ,..., i,), 
where ir ,.,., i, are any k integers chosen from l,..., n. 
THEOREM 3.4. Zf Xl ,..., XV are v semilattice variables from Ttnl to 
(S, A) and the X%:‘(S) are cylinder sets in T(*) for each s ES, i = I, 2,..., v. 
Then, if Wi = 1 for each i = 1, 2 ,..., n and C,(il ,..., ir,) are disjoint indices, 
the semilattice variables XI ,..., XV are an independent set. 
The proof is easy. If X-r(S) is a set of the form C(i, ,..., ik) then we say 
Xi depends only on Ti, ,..., Ti, . 
Some examples are in order. We start simply and work toward more 
complex examples: 
EXAMPLE 3.1. Let TI = T, = .*e = T,, = T be a set of 2 elements 
a, and a2 with weights x, and x2 , x1 + xz = 1. Let (S, Cr) = 
{I, ia > be the semilattice of two elements. The direct products 
(S, A) @ (S, (1) @ ‘.. @ (S, fl) of (S, fl) with itself n times is the Boolean 
algebra of semilattice with operation n on the set of subsets of a set with 
n-elements. Let 
if ti = a, , 
otherwise, i = 1, 2 ,..., n. 
The direct product X, @ X, @ -1. @ X, = Y with the obvious meaning 
is the subset of (1, 2,..., n} of elements j 3 tj = a, . 
THEOREM 3.5. Let X.+(t)for t E Ten) be defined by 
otherwise, j = 1, 2 ,..., n. 
Then XI ,..., X, are independent identically distributed semilattice variables 
on 2” the set of subsets of {l, 2 ,..., n}. 
Proof. This follows immediately from Theorem 2.4. II 
EXAMPLE 3.2. Let G, ,..., G, be permutation groups on TI ,..., T,, , 
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respectively. Let G = Gr @ G, @ ..* @ G, be the direct product of the 
n groups. Let 2Ti be the semilattice of subsets of Ti , i = 1, 2,..., n, and 
be the direct product of those semilattices. Let X,(g) be the fixed point 
subset of Ti under g E G, when the weights are suitably normalized. 
The following theorem follows from Theorem 2.4. 
THEOREM 3.6. The semilattice variables XI ,..., X, are independent 
semilattice variables on (2PTi, A). 
This example can be carried much further, e.g., we can let TI ,..., T, be 
a partition of some set T and G the direct product of groups whose cycles 
lie in Ti , i = 1, 2 ,..., n. 
EXAMPLE 3.3. Let A = a(i,j) be an PI x n matrix. Let Ti = (ali,..., a,l} 
be a set of n-elements for each i = 1,2,..., n, with weights Wi(uji) = a(i,j): 
Wi = i a(i, j), 
j=l 
W = fi Wi = fi i a(i, j), 
i=l i-1 j=l 
by Lemma 2.1. Assume the matrix is normalized so that the row sums are 
one. 
Each functionffrom the rows into the columns is given by an element 
tETI x ..- x T,, i.e., an element t = (utI ,..., a$) corresponds to the 
function whose value at i is ji for each i = 1,2,..., n, and vice versa. Let 
Y(t) be the range of t, i.e., the set (j, ,..., j,J. Let, for j = 1,2 ,..., n, 
49 if ai. = aji, 
at) = 1;:: ;y- l,j + 1,...p;,, otherwise. 
Clearly Y(t) = Xl(t) n X2(t) *a* TS Xn(t) and 
THEOREM 3.7. The semilattice variables XI ,..., X, are mutually 
independent. 
EXAMPLE 3.4. Let B = A, u e.0 u A, where A, ,..., A, are a partition 
of B. Let I71,11 be the partition semilattice of Ai and 
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be the direct product of the n-semilattices 171,~l . Let T be the set of all 
functions from B into B and the weights of B be suitably normalized. 
The functions from B to B can be viewed as elements of the Cartesian 
product of B with itself 1 B ) times. Let Y(f) be the kernel off. Thus Y(f) 
is a semilattice variable to (Llsl ; A). Let X,(f) be the kernel off as 
restricted to Aj , j = 1, 2 ,..., n. 
THEOREM 3.8. The semilattice variables Xl ,..., X, are independent. 
We conclude this section with one more example of combinatorial 
interest. 
EXAMPLE 3.5. Let V, be an n-dimensional vector space over a finite 
field GF(q). Let X be a vector space with x elements. Let T be the set of 
all linear transformations from V, --)r X. Let Lvn be the lattice of subspaces 
of V, . Let V, ,..., V, be a basis for V, . 
Let Lvl, be the semilattice of all subspaces of V, under intersection. 
For each t E T let Y(t) be the null space of t and W(t) be 
suitably normalized. Clearly v(t) is a semilattice variable to Lv . Each 
t E T can be considered as an element in P) the Cartesian prod&t of X 
with itself n times. 
4. SOME COMMON DISTRIBUTIONS 
In this section we will discuss some common distributions of semilattice 
variables. These will be “generalizations” or perhaps better described as 
analogs of the Bernouilli, Binomial, and Multinomial distributions in 
probability theory. It seems that these distributions will be as common in 
combinatorial problems as their analog distributions are in applications 
of probability theory. 
DEFINITION 4.1. A distribution on the semilattice {D, l} with the 
usual definition of meet is called Bernouilli if 
(4.1) d@) = 3 and g(l) = x2 
for some pair of numbers x1 and x2 . A semilattice variable Y is a Bernouilli 
variable if its distribution is given by (4.1). 
EXAMPLE. Let T be a set of two elements a, and a2 with w(a3 = Xl , 
w(a2) = X, . Let Y(a,) = m , Y(a,) = 1. Then Y is a Bernouilli semilattice 
variable. Let T have say N elements a, ,..., a, with weights w(ai), 
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i = 1, 2,..., n. Let Y be a mapping of Tinto (D, l} 3 xl = Z:o:r(a)-O w(a), 
and x, = Ca:Y(a)=l w(a), then Y is again a Bemouilli semilattice variable. 
The probabilistic interpretation when xl + x2 = 1 is obvious. 
LEMMA 4.1. The generating function of a Bernouilli distribution or 
variable is given by 
(4.2) G(a) = XI + xz > G(1) = x2 . 
The next distribution we will discuss is an analog of the Binomial 
distribution which we call a Boolean distribution. Let 2” be the Boolean 
algebra (semilattice) of subsets of a size n. 
DEFINITION 4.2. A distribution on the semilattice 2” is called Boolean 
if, for each A E 2”, 
(4.3) g(A) = x~“lxz”-I”’ 
for some pair of numbers (x1 , 2 x ). A 2” valued semilattice variable Y is 
called Boolean if its distribution is given by (4.3). 
EXAMPLE. Suppose we are given n-repeated tosses of a coin with 
P(H) = X, and P(T) = x2. What is the probability that on the integers 
in the set A heads appears and tails appears on AC ? The answer is given 
by G(A). If the value of the variable Y is the set on which heads occurs, 
then Y is a Boolean semilattice variable. 
THEOREM 4.2. Every Boolean semilattice variable with distribution 
g,(A) can be written as an intersection of n-independent Bernouilli semi- 
lattice variables. We assume xl + x2 = 1. 
Proof. Let T be a two-element set (a, , az) with w(aJ = xl w(a& = xz . 
Consider the Cartesian product Ten) of T with itself n-times. Let Xi(t); 
t = (t1 )...) t,J E T(*) be defined by 
iin> - W>, 
x,(t) = I@], otherwise. 
if tj = a, , 
Clearly &(t) is Bernouilli if we consider 2” as a direct product of { 0, l} 
with itself n times. The variables xj( ); j = 1, 2,..., n, are independent by 
Lemma 3.1, and X, n X2 A -a* n X, = Y is a Boolean variable. 
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COROLLARY 1. The generating function of a Boolean distribution is 
given by 
G(B) = x$ for each B E 2”. 
Proof. Note that 
gx,(A) = x2 3 
t 
Xl Y if A = {n}, 
if A = {n} - (i}, 
0, otherwise, i = 1, 2 ,..., n. 
Thus 
if iE B, 
Gx,@) = g ?+ x2 = 1, otherwise. 
Thus, by Theorem 2.2: 
G,(B) = xiBl, for each B E 2”. 
Alternate Proof. Let ) B 1 = j, then 
G(B) = c X/AI.%‘;-IAI. 
A:A>B 
Thus 
G(B) = y (" ;'j x;+ix;-(i+i) = xlj y (" ;jj xlix;-~-i, 
i-l i=l 
which completes the proof. 
An immediate generalization of the Boolean distribution is one we call 
a compound Boolean distribution. Let 17, be the semilattice of partitions 
of T, a set with n-elements: 
DEFINITION 4.3. A distribution on II, is called a compound Boolean 
distribution if 
(4.4) 
X’AIXWAI + X14X”-I4 
x) -t”xp, 2 l 
2 if r is a dual atom, 
if rr is the block P), 
0, otherwise. 
EXAMPLE. Suppose we flip a coin n-times and ask: What is the 
probability that on the set of outcomes A one side shows up and on AC 
the other side ? The answer is obviously g(n). More complicated questions 
of this type can be asked concerning runs, ballots with several candidates, 
random walks. etc. 
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To characterize this distribution let T be a set with two elements a, and 
a., and Fn) be the Cartesian product of T with itself n times; let 
t-= (tl ,..., i,) E T(n) where each ti = a, or a2 . Assume ~(a,) = x, , 
W(Q) = x2. Let W(t) = ny=, wi(t,), as in the product space section. 
Let Y(t) for t E Fn) be the semilattice variable on IT, , defined by 
Y(t) = the dual atom (A, A”}, where A contains the indices of the fj on 
which t has one value and AC the other. 
THEOREM 4.3. Every compound Boolean distribution can be realized 
as the distribution of a semilattice variable Y defined as above. 
Proof. Clearly Y(t) is a compound Boolean semilattice variable since 
But 
.lTY(T) = c w(t) = 0, unless x = {A, A”) or {n). 
t:Y(t)=x 
g,(A, A”) = c 4) 
t:Y(t)=(A,AC) 
= c 4) + c w(f) t:t.=a if isA tf=al if &AC t:ti=a, if iEA1 e +a1 if SAC 
THEOREM 4.4. The generating function of a compound Boolean distri- 
bution is given by 
(4.5) G(T) = fi (Xl’ + XZi)bi = fi (Yi)b”, 
i=l i=l 
where b, ,..., b, is the type of the partition rr, i.e., bi = number of blocks 
of size i in 7~. (Note the Binomialgeneralization.) 
Proof: Let g(r) be a compound Boolean distribution. Then 
‘3~) = 1 A4 
ST:0>77 
all 77 E lI, . 
Let n = (Dl ,..., Dk) be its block decomposition. Note that (A, AC) > r 
if and only if A = UiEC Di , AC = uieCC Di , where C is any subset of 
{ 1, 2 ,..., k}. Thus 
i=l 
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where C is the set of all subsets of {l,..., n}. If (b, ,..,, b,J is the type of n 
then bj = # of j Di j = j, i.e., the number of i such that 1 D$I = j, 
j = 1, 2 ,..., n; i = 1, 2 ,..., k. 
Thus 
where 
The applications and examples of the use of this distribution should be 
clear. 
We will complete this section with one more common distribution 
which we call the Stirling distribution for the obvious reasons. It is 
analogous to the Multinomial distribution and is a generalization of the 
compound Boolean distribution. The reader might keep in mind the 
obvious occurrence of this distribution in the Polya theory of counting 
[3] which can be obtained by application of the distribution. 
DEFINITION 4.4. A distribution on fl, the lattice of partitions of 
(1, A..., n} is called a Stirling distribution if for some given integer N 
and a set of Nnumbers X1 ,..., X, : 
(4.6) g(A 1 ,...> A,) = c fi Xl:‘il, 
ci,,...,i~,C(l,z,...,N) i=l 
where the sum is over the N!/K! ordered subsequences of different integers 
chosen from 1, 2,..., N. Clearly, if N = 2, this is a compound Boolean 
distribution. 
We can characterize this distribution similarly to the compound 
Boolean. Let T be a set of N elements a, ,..., uN with weights w(aJ = xi , 
i = 1, 2,..., n. Let T(“) be the Cartesian producf T with itself IZ times. 
For t = (tl ,..., tn) E Ttn) let T(t) be the partition A, ,..., AI, of {1, 2 ,..., n} 
given by the indices of constancy of the ti , i.e., t is constant on A, ,..., Al, 
if ti = tj for i, j in the same A and ti # tj unless i, j are in the same A. We 
will avoid the obvious examples of this distribution and proceed to the 
obvious characterization theorem: 
THEOREM 4.5. Every Stirling distribution can be obtained as the distri- 
bution of a semilattice variable Y dejined above. 
THEOREM 4.6. The generating function of a Stirling distribution 
given by 
is 
G(n) = G(A, ,..., A,) = fi [-f Xyi’] = fi ypi. 
i=l i=l i=l 
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Proof. The proof can be obtained as in Theorem 4.4. However, for 
purposes of applications we give a more suggestive proof. Let g( ) be a 
Stirling distribution and Y a semilattice variable as above whose distri- 
bution is g( ). Thus 
gr(Tl = 1 w(t) = c w(t) = c l”r x/y, 
t:Y(t)=n t:pttj=n (il....,ilE)C(1.2....,~~) i=l 
where P(t) is the set of blocks of Constance of 1 as defined above. Hence 
If 7T = (A, )...) AJ, t is constant on at least (A, ,..., A,) if and only if t 
is constant on A, and A, and . . . . A, . The weight of any t = (tl ,..., tic) 
which is constant on at least Al ,..., A, is given by x&“lI ..a ~221 but 
I~ ,..., ik may now be chosen independently since t may have the same value 
on say Aj and Aj . Thus 
GY(~T) = g(A, ,..., 4 
Let, as earlier, b, ,..., b, be the type of g, the bi of the ] Aj 1 = i. Then 
Gy(n-) = fi [ 5 #]“‘, 
i=l j=l 
since exactly bi of the sums are of the form CL1 xji. 
Note that we could have written Y as a meet of n-dependent semilattice 
variables x1 ,..., X, each identifying the blocks of size i and proceeding 
from the proof thusly. This would provide another characterization of a 
Stirling variable or distribution. 
We now give one important example of the occurrence of this 
distribution. 
EXAMPLE. Let Ten) be a Cartesian product with weights as given earlier 
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in this section. Let G be a permutation group on (1, 2,..., n}. The group G 
induces a partition on Fn) in the usual way. The fixed points of Ten) under 
the induced group action are important in many applications. We have: 
THEOREM 4.7. 
t:,;=t w(t) = Gd4, 
where Y is the Stirling semilattice variable as given earlier, rr is the cycle 
partition of g. 
Proof. Clearly g(t) = t if and only if t is constant or at least rr. Thus 
,:,I=, 4) = J>, 4) = GA+ II 
. , 
Many other results can be derived from the results of this section by 
Mobius inverting the generating function of problems and studying the 
distributions. We leave this, for the sake of brevity, to conclude with one 
comprehensive application obtained among other things the Polya 
theorem. 
5. AN APPLICATION 
Many combinatorial problems involve enumeration on various types 
of sets where the relations on the set are determined by the action of a 
permutation group. Associated with a permutation group are several 
immediate quantities. The two most important are the fixed point sets of a 
permutation, and the partition of the set determined by the cycles of a 
permutation. We consider here the fixed points and derive the Polya 
theorem which was essentially given by Theorem 4.7 as the distribution of 
a Stirling semilattice variable. 
Let T, be a fixed set with weight function W. Let G be a permutation 
group considered as acting on T, . 
Let 
where f depends only on the fixed points of g E G and the weight function 
Won T,. 
Let Y(g) be a semilattice variable to the semilattice of all possible fixed 
point sets of g E G under intersection. 
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The distribution of Y is given by 
(5.1) gyw = 1 
g:Y(g)=A w(g) = 
& c; fK7 3 WI- 
Q.Y(L7) A
The generating function of Y is 
(5.2) 
and the enumerator of Y is 
ET(Y) = GY(+) = &g;Gf(Zg 3 @‘I 
We may call ET(Y) the enumerator of the group action with respect to 
the functionf(l, , W), or perhaps the Burnside enumerator for the obvious 
reason, i.e. : 
LEMMA 5. (Burnside). Zf W(v) = 1 and f(Z, , W) = &s(t)=t 1, then 
Gr( m) enumerates the number of equivalence classes. 
If T, is the Cartesian product of a set with itself n times and 
(5.4) f(l, 3 w> = c 4>, 
t:gct+t 
then by Theorem 4.7, 
(5.5) MY) = GM, 
where Y is a Stirling semilattice variable and T is the cycle partition of 
(1, z..., n} induced by G. Thus 
ET(Y) = hgz y,"l,..., q-9 
which is called the cycle index of the permutation group (see [3]). 
If we note that every mapping from a set D to a set R, is an element of 
the product space of D with itself ) R ) times, and if W is a weight function 
on R and the weight of an element in the product space is the product 
of the weights of its components from R, then in the language of inventory, 
pattern, etc. (see [2]), we obtain from Lemma 5.1 and Theorem 4.7: 
THEOREM 5.2 (Polya’s Fundamental Theorem). The pattern inventory 
is given by E,(Y). 
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We can pursue this further but our point here is to show the wide 
applicability of distributions of semilattice variables. 
We return to the general context for one final example of the use of 
enumerators. Let G be the symmetric group on an n-element set with 
weights so that IV(g) = 1 for all G. Then 
(5.7) gYtA> = , G , Lhl, 
where I,IJ~ is the number of g’s which fix exactly A. 
The generating function Gy(B) is easy to compute, G,(B) = l/l G / . 
number of G which fix at least B. 
The enumerator G,(B) = f&-(Y) has as its coefficient the number of 
g’s which fix that subset; in particular gy( a) is the number of derange- 
ments. These results are well known and are really applications of the 
principle of inclusion-exclusion. In fact one obtains further results about 
permutations with restricted positions. 
To conclude, we hope that the concept and use of semilattice variables 
will be as valuable in solving combinatorial problems ad the concept of 
random variables is to probability theory. 
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