Scattering matrix and inclusive scattering matrix in algebraic quantum
  field theory by Schwarz, Albert
ar
X
iv
:1
90
8.
09
38
8v
1 
 [h
ep
-th
]  
25
 A
ug
 20
19
Scattering matrix and inclusive scattering matrix in algebraic
quantum field theory
A. Schwarz
Department of Mathematics
University of California
Davis, CA 95616, USA,
schwarz @math.ucdavis.edu
August 27, 2019
To Maxim Kontsevich on the occasion of his 55th birthday with love and admiration
Abstract
We study the scattering of particles and quasiparticles in the framework of algebraic quan-
tum field theory. The main novelty is the construction of inclusive scattering matrix related to
inclusive cross-sections. The inclusive scattering matrix can be expressed in terms generalized
Green functions by a formula similar to the LSZ formula for the conventional scattering matrix.
1 Introduction
This paper was motivated by the wish to understand the scattering of quasiparticles (elementary
excitations of stationary translation-invariant state) in the framework of algebraic quantum
field theory (see [10] for analysis of this problem in the framework of perturbation theory).
The theory of scattering of relativistic particles (elementary excitations of ground state) in
local quantum field theory ( Haag-Ruelle theory) was developed in 1960th ( see [5], [8], [1] for
original papers, [2] for modern review.). It was generalized to the non-relativistic case in [4]
(in this paper locality is replaced by asymptotic commutativity therefore the results of it can
be used also in string field theory [9]). Detailed exposition of the results of [4] was given in the
book [12].
In the present paper we start with the generalization of some statements of the Haag-Ruelle
theory to the scattering of quasiparticles. The proofs are similar to the proofs in [12]. The
estimates that we are using can be obtained heuristically by stationary phase method, rigorous
proofs are either given in [12] or can be given by similar methods.
Although formally we can use Haag-Ruelle construction to define the scattering of quasipar-
ticles this definition would not be reasonable. Quasiparticles are usually unstable; we should
consider only scattering of almost stable quasiparticles. However, it is very unlikely that at the
end we have only almost stable quasiparticles. Therefore the conventional effective cross-section
is not well defined, we should consider the inclusive cross-section ( the probability that at the
end we have some almost stable quasiparticles plus something else.) We explain the way how
to calculate the inclusion cross-section of quasiparticle scattering. We introduce the notion
of generalized Green function in stationary translation-invariant state ω. ( These functions
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appear also in Keldysh formalism and in TFD (thermo-field dynamics); see, for example, [3],
[7], [6] for review of these formalisms.)
We define the matrix elements of inclusive scattering matrix as on-shell values of generalized
Green functions. We show that the inclusive cross-section of quasiparticles (of elementary
excitations of ω) can be expressed in terms of matrix elements of the inclusive scattering
matrix.
In the appendix we discuss the scattering of unstable quasiparticles.
Notice that the definition of particle we are using is not always applicable; for example the
so called infraparticles (see [2]) are not particles in our sense. It seems that the right approach
in these cases is based on the techniques of [10],[11].
2 Algebraic approach to quantum theory
Quantum mechanics can be formulated in terms of an algebra of observables. The starting
point of this formulation is a unital associative algebra A over C (the algebra of observables).
One assumes that this algebra is equipped with antilinear involution A→ A∗. One says that a
linear functional ω on A specifies a state if ω(A∗A) ≥ 0 (i.e. if the functional is positive). The
space of states will be denoted by L. If ω(1) = 1, we say that the state is normalized.
In the standard exposition of quantum mechanics, the algebra of observables consists of
operators acting on a (pre-) Hilbert space. Every vector x having a unit norm specifies a
state by the formula ω(A) = 〈Ax,x〉. (More generally, a density matrix K defines a state
ω(A) = TrAK.) This situation is in some sense universal: for every state ω on A one can
construct a preHilbert space H and a representation of A by operators on this space in such
a way that the state ω corresponds to a vector Φ in this space; this vector is cyclic (i.e. every
vector x ∈ H has the form x = AΦ for A ∈ A). This construction is called GNS ( Gelfand-
Naimark-Segal) construction. The operator corresponding to A ∈ A will be denoted Aˆ; for the
algebra of these operators we use the notation Aˆ(ω).
Although every state of the algebra A can be represented by a vector in Hilbert space, in
general it is impossible to identify Hilbert spaces corresponding to different states.
Time evolution in the algebraic formulation is specified by a one-parameter group α(t) of
automorphisms of the algebra A preserving the involution. This group acts in the obvious
way on the space of states. If ω is a stationary state (a state invariant with respect to time
evolution), then the group α(t) descends to a group U(t) of unitary transformations of the
corresponding space H. The generator H of U(t) plays the role of the Hamiltonian; it can be
considered as a self-adjoint operator in Hilbert space H¯ (in the completion of H). The vector
Φ representing ω obeys HΦ = 0. We say that the stationary state ω is a ground state if the
spectrum of H is non-negative.
Every element B of the algebra A specifies two operators acting on linear functionals on A:
(Bω)(A) = ω(BA), (1)
(B˜ω)(A) = ω(AB∗) (2)
Notice that the first of these operators is denoted by the same symbol as the element. The
operator B commutes with the operator B˜′. These operators do not preserve positivity, but
the operator B˜B does. This means that the operator sending ω into B˜B(ω) acts on the space
of states. If a state ω corresponds to a vector Φ in a representation of A (i.e. ω(A) = 〈AΦ,Φ〉),
then the state corresponding to the vector BΦ is equal to B˜Bω.
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3 Quantum field theory and statistical physics in Rd
Symmetries of quantum theory in the algebraic formulation are automorphisms of the algebra
A commuting with the involution and the evolution automorphisms α(t). We are especially
interested in the case when among the symmetries are operators α(x, t), where x ∈ Rd and
t ∈ R, that are automorphisms of A obeying α(x, t)α(x′, t′) = α(x+x′, t+ t′). We will use the
notation A(x, t) for α(x, t)A, where A ∈ A.
These automorphisms can be interpreted as space-time translations. One should expect
that starting with a formal translation-invariant Hamiltonian, one can construct an algebra
A and space-time translations α(x, t) in such a way that the corresponding equilibrium states
can be identified with the equilibrium states of the preceding section (this statement can be
justified in the framework of perturbation theory).
We say that the algebra A and space-time translations specify a quantum theory in Rd. We
will define particles as elementary excitations of the ground state; the theory of these particles
and their collisions is the quantum field theory in the algebraic approach.
The action of a translation group on A induces an action of this group on the space of
states. In relativistic quantum field theory one should have an action of the Poincare´ group on
the algebra of observables (hence on states).
Let us now consider a state ω that is invariant with respect to space-time translations. We
will define (quasi) particles as ”elementary excitations” of ω (see the next section). To consider
collisions of (quasi) particles, we should require that ω satisfies a cluster property in some sense.
The weakest form of cluster property is the following condition
ω(A(x, t)B) = ω(A)ω(B) + ρ(x, t) (3)
where A,B ∈ A and ρ is small in some sense for x → ∞. For example, we can impose the
condition that
∫
|ρ(x, t)|dx < c(t), where c(t) has at most polynomial growth. Notice that (3)
implies asymptotic commutativity in some sense: ω([A(x, t),B]) is small for x→∞.
To formulate a more general cluster property, we introduce the notion of correlation func-
tions in the state ω :
wn(x1, t1, . . .xn, tn) = ω(A1(x1, t1) · · ·An(xn, tn)),
where Ai ∈ A. These functions generalize Wightman functions of relativistic quantum field
theory. We consider the corresponding truncated correlation functions wTn (x1, t1, . . .xn, tn).
The truncated correlation function ω(A1 . . . An)
T of the product of n operators A1, . . . , An
is defined by the recurrence relation
ω(A1 . . . An) =
n∑
k=1
∑
ρ∈Rk
ω(A(π1))
T
. . . ω(A(πk))
T
, (4)
where Rk is the collection of all partitions of the set {1, . . . , n} into k subsets; π1, . . . , πk are the
subsets that constitute the partition ρ ∈ Rk; ω(A(π))
T is a truncated correlation function of
the product of the operators Ai with indices in the set π (the operators are ordered in ascending
order by the index i).
We have assumed that the state ω is translation-invariant; it follows that both correlation
functions and truncated correlation functions depend on the differences xi−xj , ti− tj . We say
that the state ω has the cluster property if the truncated correlation functions are small for
xi − xj → ∞. A strong version of the cluster property is the assumption that the truncated
correlation functions tend to zero faster than any power of max ‖xi − xj‖. Then its Fourier
transform with respect to variables xi has the form νn(p2, . . . ,pn, t1, . . . , tn)δ(p1 + · · ·+ pn),
where the function νn is smooth ( with respect to the variables pi). We will later need a weaker
3
form of cluster property that can be formulated as a requirement that the function νn is three
times continuously differentiable with respect to p2, . . . ,pn.
Instead of cluster property, one can impose a condition of asymptotic commutativity of
the algebra Aˆ(ω). In other words, one should require that the commutator [Aˆ(x, t), Bˆ], where
A,B ∈ A is small for x → ∞. For example, we can assume that for every n the norm of this
commutator is bounded from above by Cn(t)(1+‖x‖)
−n, where the function Cn(t) has at most
polynomial growth. (This property will be called strong asymptotic commutativity.) Notice
that in relativistic quantum field theory, in the Haag-Araki or the Wightman formulation,
strong asymptotic commutativity can be derived from locality if the theory has a mass gap.
The action of the translation group on A generates a unitary representation of this group
on the pre-Hilbert space H constructed from ω. Generators of this representation P and−H
are identified with the momentum operator and the Hamiltonian. The vector in the space
H that corresponds to ω will be denoted by Φ. If Φ is a ground state, we say that it is the
physical vacuum. If ω obeys the KMS-condition ω(A(t)B) = ω(BA(t+ iβ)), we say that ω is
an equilibrium state with the temperature T = 1
β
.
4 Particles and quasiparticles
Let us show how one can define one-particle excitations of the state ω and the scattering of
(quasi) particles.
We say that a state σ is an excitation of ω if it coincides with ω at infinity. More precisely
we should require that σ(A(x, t)) → ω(A) as x → ∞ for every A ∈ A. Notice that the state
corresponding to any vector AΦ, where A ∈ A is an excitation of ω; this follows from the
cluster property.
One can define a one-particle state (a one-particle excitation of the state ω or elementary
excitation of ω) as a generalized H-valued function Φ(p) obeying PΦ(p) = pΦ(p), HΦ(p) =
ε(p)Φ(p). (More precisely, for some class of test functions f(p) we should have a linear map
f → Φ(f) of this class into H obeying PΦ(f) = Φ(pf),HΦ(f) = Φ(ε(p)f), where ε(p) is a
real-valued function called dispersion law. For definiteness we can assume that test functions
belong to the Schwartz space S(Rd).) Let us fix an element B ∈ A such that BˆΦ = Φ(φ).
(We assume that φ is smooth and does not vanish anywhere.) Recall that we consider H as
a pre-Hilbert space obtained by the GNS construction, therefore every element of H can be
represented in the form BˆΦ.
Notice that for every function g(x, t) ∈ S(Rd+1) we have
Bˆ(g)Φ = Φ(gf ) (5)
where Bˆ(g) =
∫
g(x, t)Bˆ(x, t)dxdt, gf (p) = gˆ(p,−ε(p))f(p), and gˆ stands for the Fourier
transform of g.
It follows that we can always assume that Bˆ =
∫
α(x, t)Aˆ(x, t)dxdt, where α(x, t) ∈
S(Rd+1), A ∈ A. We will say that an operator Bˆ satisfying this assumption and transform-
ing Φ into one-particle state is a good operator. For a good operator Bˆ(x, t) =
∫
α(x′−x, t′−
t)Aˆ(x′, t′)dx′dt′, hence this expression is a smooth function of x and t.
We assume that Φ(f) is normalized (i.e. 〈Φ(f),Φ(f ′)〉 = 〈f, f ′〉).
Notice that it is possible that there exist several types of (quasi)particles Φr(f) with identical
or different dispersion laws. We say that the space spanned by Φr(f) is one-particle space and
denote it H1. If the theory is invariant with respect to spatial rotations then the infinitesimal
rotations play the role of components of angular momentum. If d = 3, a particle with spin s
can be described as a collection of 2s+1 functions Φr(p) obeying PΦr(p) = pΦr(p),HΦr(p) =
ε(p)Φr(p). The group of spatial rotations acts in the space spanned by these functions; this
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action is a tensor product of the standard action of rotations of the argument and irreducible
(2s+1)-dimensional representation. (Here s is half-integer, the representation is two-valued if s
is not an integer.) In relativistic theory, an irreducible subrepresentation of the representation
of the Poincare´ group in H specifies a particle with spin.
5 Scattering
Let us assume that we have several types of (quasi) particles defined as generalized functions
Φk(p) obeying PΦk = pΦk(p),HΦk(p) = εk(p)Φk(p), where the functions εk(p) are smooth
and strictly convex. Take some good operators Bk ∈ A, obeying BˆkΦ = Φ(φk). Define Bˆk(f, t),
where f is a function of p as
∫
f˜(x, t)Bˆk(x, t)dx and, as earlier, f˜(x, t) is a Fourier transform
of f(p)e−iεk(p)t with respect to p.
Let us consider the vectors
Ψ(k1, f1, . . . , kn, fn|t1, . . . , tn) = Bˆk1(f1, t1) · · · Bˆkn(fn, tn)Φ (6)
We assume that f1, . . . , fn have compact support. Let us introduce the notation vi(p) =
∇εki(p). The set of all vi(p) such that fi(p) 6= 0 will be denoted Ui. We assume that the sets
Ui (the closures of Ui) do not overlap. This assumption will be called NO condition in what
follows.
Then assuming the strong cluster property or asymptotic commutativity (precise formula-
tion will be given below) one can prove that the vector (6) has a limit a s ti →∞ or ti → −∞.
The set spanned by these limits will be denoted D+ or D−.
Notice that the assumption that the sets Ui do not intersect (NO condition) can be omitted
if the space-time dimension is ≥ 4. In these dimensions we drop the NO condition defining the
sets D±.
The existence of the limit of the vectors (6) allows us to define Møller matrices. We intro-
duce the space Has as a Fock representation for the operators a
+
k (f), ak(f) obeying canonical
commutation relations.
We define Møller matrices S− and S+ as operators defined on Has and taking values in H¯
by the formula
Ψ(k1, f1, . . . , kn, fn| ±∞) = S±(a
+
k1
(f¯1φ¯k1) . . . a
+
kn
(f¯nφ¯kn)θ) (7)
This formula specifies S± on a dense subset of the Hilbert space Has. These operators are
isometric, hence they can be extended to Has by continuity.
One can say that the vector
e
−iHtΨ(k1, f1, . . . , kn, fn| ±∞) = Ψ(k1, f1e
−iεk1
t
, . . . , kn, fne
−iεkn t| ±∞) (8)
describes the evolution of a state corresponding to a collection of n particles with wave functions
f1φ1e
−iεk1
t,. . . ,fnφne
−iεkn t as t→ ±∞.
Notice that we use the notation ak(f) =
∫
f(p)ak(p)dp, a
+
k (f) = (ak(f))
∗ =
∫
f¯(p)a+k (p)dp,
hence a+k (f¯) =
∫
f(p)a+(p)dp.
The existence of the limit in (6) can be derived from the strong cluster property if we impose
an additional condition Bˆ∗kΦ = 0 or the condition Bˆ
∗
kΦ = Φk(νk).
Let us sketch the proof that the limit in (6) exists, assuming for simplicity that the times ti
are equal: ti = t. Let us denote the LHS of (6) as Ψ(t). It is sufficient to prove that the norm
of the derivative of this vector with respect to t is a summable function:
∫
‖Ψ˙(t)‖dt <∞.
Notice that ‖Ψ˙(t)‖2 can be expressed in terms of correlation functions, hence in terms of
truncated correlation functions. We will derive from the strong cluster property that ‖Ψ˙(t)‖
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tends to zero faster than any power of |t|; this implies the existence of the limit and the fact
that ‖Ψ(±∞)−Ψ(t)‖ also tends to zero faster than any power.
If we are interested only in the existence of the limit, it is sufficient to assume a weaker
version of cluster property (three continuous derivatives of the function νn). This is sufficient
to prove that ‖Ψ˙(t)‖ < C|t|−
3
2 .
Every factor in an arbitrary term of the expansion for ‖Ψ˙(t)‖2 has the form
Ik,l(t) = 〈(
˙ˆ
Bi1(fi1 , t))
∗
. . . (
˙ˆ
Bik (fik , t))
∗×
×
˙ˆ
Bj1(fj1 , t) . . .
˙ˆ
Bjl(fjl , t)〉
T
where the dots above the operators denote differentiation with respect to time, which can enter
in one of the first k operators and in one of the last l operators. We can suppose without loss of
generality that k ≥ 1, l ≥ 1 (otherwise Ik,l = 0; this follows from the remark that one-particle
states are orthogonal to Φ.). If each factor in the given term has k = l = 1, then the term is
equal to zero because one of the factors either has the form
〈(
˙ˆ
Bi(fi, t))
∗ ˙ˆ
Bj(fj , t)〉
T = 〈(
˙ˆ
Bi(fi, t))
∗ ˙ˆ
Bj(fj , t)Φ,Φ〉,
or the form
〈(B˙i(fi, t))
∗
B˙j(fj , t)〉
T = 〈(Bi(fi, t))
∗
B˙j(fj , t)Φ,Φ〉,
and both expressions are zero.
In all other cases the factor tends to zero as t→∞ faster than any power of t. This follows
from the following estimate, the NO condition and the strong cluster property.
If U is a set of vectors of the form v(p) = ∇ε(p), where p ∈ suppf and U ′ is an neighborhood
of the set U , then for any n and ǫ we can find a constant D such that
|f˜(x|t)| ≤ D(1 + x2 + t2)−n (9)
whenever x
t
6∈ U ′.
If the space-time dimension is ≥ 4, we can prove the existence of the limit of vectors (6)
without the NO condition; the proof generalizes the considerations used in Section 36 of [12]
for d = 3.
The definition of S± that we gave specifies these operators as multi-valued maps (for exam-
ple we can use different good operators in the construction and it is not clear whether we get
the same answer). However, we can check that this map is isometric and every multi-valued
isometric map is really single-valued (see, for example, Section 36 in [12]). In particular, this
means that the definition does not depend on the choice of good operators.
To prove that the map is isometric we express the inner product of two vectors of the
form Ψ(t) in terms of truncated correlation functions. Only two-point truncated correlation
functions survive in the limit t → ±∞. This allows us to say that the map is isometric (see
Section 36 [12] for a more detailed proof in a slightly different situation).
Let us define in- and out -operators by the formulas
ain(f)S− = S−a(f), a
+
in(f)S− = S−a
+(f),
aout(f)S+ = S+a(f), a
+
out(f)S+ = S+a
+(f).
(For simplicity of notations we consider the case when we have only one type of particles. If we
have several types of particles, in- and out-operators as well as the operators a+, a are labelled
by a pair (k, f) where f is a test function and k characterizes the type of particle.) These
operators are defined on the image of S− and S+ correspondingly. One can check that
a
+
in(f¯ φ¯) = lim
t→−∞
Bˆ(f, t), a+out(f¯ φ¯) = lim
t→∞
Bˆ(f, t), (10)
6
The limit is understood as a strong limit. It exists on the set of vectors of the form (7) (with
NO assumption for d < 3). The proof follows immediately from the fact that taking the limit
ti →∞ in the vectors (6) we can first take the limit for i > 1 and then the limit t1 →∞.
The formula (10) can be written in the following way:
a
+
in(f¯ φ¯)Ψ(f1, . . . , fn| −∞) = Ψ(f, f1, . . . , fn| −∞),
a
+
out(f¯ φ¯)Ψ(f1, . . . , fn|∞) = Ψ(f, f1, . . . , fn|∞).
Similarly,
ain(f)Ψ(φ
−1
f, f1, . . . , fn| −∞) = Ψ(f1, . . . , fn| −∞), (11)
aout(f)Ψ(φ
−1
f, f1, . . . , fn|∞) = Ψ(f1, . . . , fn|∞). (12)
If the operators S+ and S− are unitary, we say that the theory has a particle interpretation.
In this case (and also in the more general case when the image of S− coincides with the image
of S+), we can define the scattering matrix
S = S∗+S−.
The scattering matrix is a unitary operator inHas. Its matrix elements in the basis |p1, . . . , pn〉 =
1
n!
a+(p1) . . . a
+(pn)θ (scattering amplitudes) can be expressed in terms of in- and out-operators.
Smn(p1, . . . ,pm|q1, . . . ,qn) = 〈a
+
in(q1) . . . a
+
in(qn)Φ, a
+
out(p1) . . . a
+
out(pm)Φ〉 (13)
Effective cross-sections can be expressed in terms of the squares of scattering amplitudes.
Notice that only when ω is a ground state can one hope that the particle interpretations
exists. In other cases instead of a scattering matrix and cross-sections one should consider
inclusive scattering matrix and inclusive cross-sections (see below).
The formula (13) is proved only for the case when all values of momenta pi,qj are distinct.
More precisely, this formula should be understood in the sense of generalized functions and
as test functions we should take collections of functions fi(pi), gj(qj) with non-overlapping
U(fi), U(gj). Let us write this in more detail:
Smn(f1, . . . , fm|g1, . . . , gn) =
∫
d
m
pd
n
q
∏
fi(pi)
∏
gj(qj)Smn(p1, . . . ,pm|q1, . . . ,qn) =
〈a+in(g¯1) . . . a
+
in(g¯n)Φ, a
+
out(f¯1) . . . a
+
out(f¯m)Φ〉
Using (10), we obtain
Smn(f1, , fm|g1, . . . , gn) =
lim
t→∞,τ→−∞
〈Bˆ(fmφ
−1
, t)∗ . . . Bˆ(f1φ
−1
, t)∗Bˆ(g1φ
−1
, τ ) . . . Bˆ(gnφ
−1
, τ ))Φ,Φ〉 =
lim
t→∞,τ→−∞
ω(B(fmφ
−1
, t)∗ . . . B(f1φ
−1
, t)∗B(g1φ
−1
, τ ) . . . B(gnφ
−1
, τ ))
where B(f, t)∗ =
∫
dxB∗(x, t)f˜(x, t).
Notice that in the same way we can obtain a more general formula
Smn(f1, . . . , fm|g1, . . . , gn) =
(14)
lim
t→∞,τ→−∞
〈Bˆm+1(f1φ
−1
m+1, τ ) . . . Bˆm+n(gnφ
−1
m+n, τ ))Φ, Bˆ1(f1φ
−1
1 , t) . . . Bm(fmφ
−1
m , t)Φ〉 =
lim
t→∞,τ→−∞
ω(Bm(fmφ
−1
m , t)
∗
. . . B1(f1φ
−1
1 , t)
∗
Bm+1(g1φ
−1
m+1, τ ) . . . Bm+n(gnφ
−1
m+n, τ ))
where Bi are different good operators and BiΦ = Φ(φi).
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6 Asymptotic behavior of 〈Qˆ(x, t)Ψ,Ψ′〉
Our next goal is to calculate the asymptotic behavior as t→∞ of the expression 〈Qˆ(x, t)Ψ,Ψ′〉
where Q ∈ A.
We assume that the NO condition is satisfied and that vectors Ψ,Ψ′ belong to D+. It is
sufficient to consider the case
Ψ = lim
t→∞
Ψ(t),Ψ(t) = Ψ(f1, . . . , fn|t),
Ψ′ = lim
t→∞
Ψ′(t),Ψ(t) = Ψ(f ′1, . . . , f
′
m|t).
(To simplify the notations we consider the case of one type of particles). We assume that the
strong cluster property is satisfied. Then the differences between Ψ and Ψ(t) and between Ψ′
and Ψ′(t) are negligible for t→∞ (we neglect terms tending to zero faster than any power of
t, more precisely terms that are less than Cnt
−n where Cn does not depend on x). We see that
it is sufficient to study the asymptotic behavior of
〈Qˆ(x, t)Ψ(t),Ψ′(t)〉 = 〈Qˆ(x, t)B(f1, t) . . . B(fn, t)Φ, B(f
′
1) . . . B(f
′
1, t) . . . B(f
′
m, t)Φ〉 =
ω(B∗(f ′m, t) . . . B
∗(f ′1, t)Qˆ(x, t)B(f1, t) . . . Bn(fn, t)).
We decompose this expression in terms of truncated correlation functions. It is clear that
every non-negligible truncated function should contain equal number of B’s and B∗’s. Using
this remark and (12) we obtain
〈Qˆ(x, t)Ψ,Ψ′〉 = 〈Ψ,Ψ′〉M +
∫
dpdp
′〈aout(p)Ψ, aout(p
′)Ψ′〉N(p,p′)+
∫
dp〈aout(p)Ψ,Ψ
′〉T1(p) +
∫
dp
′〈Ψ, aout(p
′)Ψ′〉T2(p
′) +R
(15)
where R is negligible,
M = ω(Q) = 〈QˆΦ,Φ〉, N(p,p′) = 〈Qˆ(x, t)Φ(p),Φ(p′)〉,
T1(p) = 〈Qˆ(x, t)Φ(p),Φ〉, T2(p
′) = 〈Qˆ(x, t)Φ,Φ(p′)〉.
Similar formulas can be written for t→ −∞.
7 Scattering theory from asymptotic commutativity
In this section we derive the existence of limit in (6) from asymptotic commutativity of the
algebra A(ω). This approach is useful in relativistic theory where asymptotic commutativity
follows from locality.
Let us assume that the operators Bˆk and Bˆl asymptotically commute:
‖[Bˆk(x, t), Bˆl(x
′
, t)]‖ <
C
1 + |x− x′|a
where a > 1. We suppose also that the condition of asymptotic commutativity is satisfied also
for the spatial and time derivatives of these operators.
Instead of these conditions we can assume that Bˆk =
∫
gk(x, t)Aˆk(x, t)dxdt and
‖[Aˆk(x, t), Aˆl(x
′
, t
′)]‖ <
C(t− t′)
1 + |x − x′|a
8
where gk are functions from Schwartz space, C(t) is a function of at most polynomial growth
and a > 1.
The statement we need follows from the following fact:∫
‖[Bˆki(fi, t),
˙ˆ
Bkj (fj , t)]‖dt <∞. (16)
To check this we notice that Ψ˙(t) is a sum of n terms; every term contains a product of several
operators Bˆ and one operator
˙ˆ
B. The estimate for the norm of Ψ˙(t) follows from (16) ,(5)
and the remark that the norms of operators Bˆki(fi, t) are bounded. ( We change the order of
operators in the summand under consideration in such a way that
˙ˆ
B is from the right. Then
we notice that
˙ˆ
B(f, t)Φ = 0 as follows from (5).)
It remains to prove (16). First of all we notice that one can prove the estimate
|f˜k(x, t)| ≤ C|t|
−D
2 (17)
Let us consider the integral∫
dxdx
′
f˜ki(x, t)f˜kj (x
′
, t)[Bˆki(x, t),
˙ˆ
Bkj (x
′
, t)]. (18)
First of all we consider the integral (18) over the domain Γ(t) defined in the following way.
Take compact non-overlapping compact sets G ⊂ Rd, G′ ⊂ Rd. We say that the point (x,x′)
belongs to Γ(t) if there exist points v ∈ G,v′ ∈ G′ such that |v− x
t
| < C|t|−ρ, |v′− x
′
t
| < C|t|−ρ
where ρ = 1
2
− ǫ. (We will apply our estimate in the case when G is the set of points of the
form ∇εki(p) where p belongs to the support of fki and G
′ is defined in similar way using the
function fkj .) For large t the volume of this domain is less than t
2d(1−ρ) and the norm of the
integrand is less than t−d × t−a. (We have used the fact that that the distance between x and
x′ grows linearly with t in the integration domain, hence the norm of the commutator in (18)
is less than t−a.) This allows us to say that the norm of the integral does not exceed t−a+ǫ.
To estimate the integral (16) over the complement to Γ(t), we consider the integral∫
exp(−iε(p)t+ ipx)µ(tρ(v(p)−
x
t
))f(p)dp; (19)
where µ(x) is a smooth function equal to zero for |x| ≤ ν1 and equal to one for |x| ≥ ν2. One
can prove that for every r the absolute value of this integral does not exceed C|t|−(1−2ρ)r and
for |x| > bt it does not exceed C|x|−r|t|−(1−2ρ)r.
The integral (19) is equal to f˜(x, t) if tρ(v(p) − x
t
) ≥ ν2 for p ∈ suppf. This means that
the estimate of this integral can be applied to at least one of the factors f˜ki(x, t), f˜kj (x
′, t) in
the integrand of the integral (18) on the complement to the domain Γ(t). Using this fact and
the inequality ∫
dx|f˜k(x, t)| ≤ C|t|
d
2
we obtain that the norm of the integral (18) over the complement to Γ(t) tends to zero faster
than any power of |t| as t → ±∞. Combining this estimate with the estimate for the integral
over Γ(t) and taking ǫ < a− 1 we see we obtain the estimate for the norm of (18): for large |t|
it is less than |t|−b where b > 1. The same arguments work if the dot (time derivative) in (18)
is removed.
To prove (16) we notice that calculating
˙ˆ
B(f, t) we should take into account that f depends
on t. It is easy to check that
˙ˆ
B(f, t) =
∫
dxg˜(x, t)Bˆ(x, t) +
∫
dxf˜(x, t)
˙ˆ
B(x, t)
9
where g(p) = −iε(p)f(p). Using this expression we obtain that the commutator in (16) can
be written as a sum of (18) and similar expression with removed dots. Both summands do not
exceed |t|−b with b > 1 for large |t|. This implies (16).
Notice that the proof based on asymptotic commutativity also allows us to estimate the
speed of convergence to the limit. In the case of strong asymptotic commutativity the difference
between Ψ(t) and Ψ(±∞) tends to zero faster than any power of t.
8 Green functions and scattering. LSZ
Let us start with scattering of elementary excitations of ground state (of particles). In this
case the scattering matrix can be expressed in terms of on- shell values of Green functions.
The Green function in translation-invariant stationary state ω is defined by the formula
Gn = ω(T (A1(x1, t1) . . . Ar(xr, tr)))
where Ai ∈ A and T stands for time ordering. More precisely, this is a definition of Green
function in (x, t)-representation, taking Fourier transform with respect to x we obtain Green
functions in (p, t)- representation, taking in these functions inverse Fourier transform with
respect to t we obtain Green functions in in (p, ǫ) -representation. Due to translation-invariance
of ω we obtain that in (x, t)-representation the Green function depends on differences xi − xj ,
in (p, t)-representation it contains a factor δ(p1 + · · · + pr). Similarly in (p, ǫ)-representation
we have the same factor and the factor δ(ǫ1 + · · · + ǫr). We omit both factors talking about
poles of Green functions.
For n = 2 in (p, ǫ)-representation G2 has the form
G(p1, ǫ1|A,A
′)δ(p1 + p2)δ(ǫ1 + ǫ2).
Poles of function G(p, ǫ|A,A′) correspond to particles, the dependence of the position of the
pole specifies the dispersion law ε(p) (we consider poles with respect to the variable ǫ for fixed
p). This follows from Ka¨lle´n-Lehmann representation , but this can be obtained also from the
considerations below.
We assume that poles are real (complex poles correspond to unstable particles; see Ap-
pendix).
We will prove that the scattering amplitudes can be obtained as on -shell values of Green
functions (LSZ formula). To simplify notations we consider the case when we have only one
single-particle state Φ(p) with dispersion law ε(p). We assume that the elements Ai ∈ A
are chosen in such a way that the projection of AˆiΦ on the one-particle space has the form
Φ(φi) =
∫
φi(p)Φi(p)dp where φi(p) is a non-vanishing function. We introduce the notation
Λi(p) = φi(p)
−1.
Let us consider Green function
Gmn = ω(T (A
∗
1(x1, t1) . . . A
∗
m(xm, tm)Am+1(xm+1, tm+1) . . . Am+n(xm+n, tm+n))
in (p, ǫ)-representation. It is convenient to change slightly the definition of (p, t)- and (p, ǫ)-
representation changing the signs of variables pi and ǫi for 1 ≤ i ≤ m (for variables corre-
sponding to the operators A∗i ).
Multiplying the Green function in (p, ǫ)-representation by
∏
1≤i≤m
Λi(pi)(ǫi + ε(pi))
∏
m<j≤m+n
Λj(pj)(ǫj − ε(pj)).
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and taking the limit ǫi → −εi(pi) for 1 ≤ i ≤ m and the limit ǫj → εj(pj) for m < j ≤ m+ n
we obtain on-shell Green function denoted by σmn. We prove that it coincides with scattering
amplitudes:
σm,n(p1, . . . ,pm+n) = Smn(p1, . . . ,pm|pm+1, . . .pm+n). (20)
First of all we notice that the on-shell Green function can be expressed in terms of the asymp-
totic behavior of the Green function in (p, t)-representation: if for t → ±∞ and fixed p this
behavior is described by linear combination of exponent eiλt then the location of poles is de-
termined by the exponent indicators λ and the coefficients in front of exponents determine the
residues. Using this statement one can show that
lim
t→∞,τ→−∞
ω(Bm(fmφ
−1
m , t)
∗
. . . B1(f1φ
−1
1 , t)
∗
Bm+1(g1φ
−1
m+1, τ ) . . . Bm+n(gnφ
−1
m+n, τ )) (21)
where Bi are good operators can be expressed in terms of on-shell Green function as∫
d
m+n
pf1(p1)...fm(pm)g1(−pm+1)...gn(−pm+n)σm,n(p1, . . . ,pm+n).
Using (14) we obtain (20) in the case when Ai are good operators. We will show that the
general case can be reduced to the case when operators Ai are good.
Let us suppose that one-particle spectrum does not overlap with multi-particle spectrum.
(We represent the space H¯ as a direct sum of one-dimensional space H0 spanned by Φ, one-
particle space H1 and the space M called multi-particle space. Our condition means that the
joint spectrum of P and H in M (multi-particle spectrum) does not overlap with the joint
spectrum of P and H in H0 +H1. If the theory has particle interpretation then our condition
means that ε(p1 + p2) < ε(p1) + ε(p2).
1 Then we can construct an operator B transforming
Φ into one-particle state ( a good operator) using the formula B =
∫
α(x, t)A(x, t)dxdt where
A ∈ A and the projection of AΦ onto one-particle state does not vanish. Namely we should
assume that the support of αˆ(p, ω) (of the Fourier transform of α) does not intersect the
multi-particle spectrum and does not contain 0. Moreover, the operator we constructed obeys
Bˆ∗Φ = 0.
Now we can apply this construction to the operators Ai and verify that on-shell Green
functions corresponding to good operators Bi coincide with Green functions corresponding to
the operators Ai. (We notice, that the correlation functions of operators Bi can be expressed in
terms of correlation functions of operators Ai. As we mentioned already on-shell Green function
can be expressed in terms of asymptotic behavior as t → ±∞ of the Green function in (p, t)-
representation. It is easy to find the relation between this behavior for the Green functions of
operators Ai and the behavior for the Green functions of operators Bi.)
For relativistic theories with a mass gap one can derive asymptotic commutativity and
cluster property from Haag-Araki or Wightman axioms. This proves the existence of scattering
matrix. One can prove that scattering matrix is Lorentz-invariant; let us sketch the proof of
this fact.
The operator Bˆ(f, t) used in our construction can be written as an integral of f˜(x, t)B(x, t)
where f˜(x, t) is a positive frequency solution of the Klein-Gordon equation over the hyperplane
t = constant. We will define the operator Bˆ(f, ρ) integrating the same integrand over another
hyperplane ρ. One can replace the operators Bˆ(f, t) by the operators Bˆ(f, ρ) in (6) and prove
that the expression we obtained has a limit if the hyperplanes ρi tend to infinity in time direction
(for example if they have form αt + ax = constant and the constant tends to infinity). This
1The physical meaning of this condition: the energy conservation law forbids the decay of a particle. This
condition is not always satisfied, however, stability of a particle is always guaranteed by some conservation laws. Our
considerations can be applied in this more general situation.
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means that we can use Bˆ(f, ρ) in the definition of Møller matrices and scattering matrix. The
same arguments that were used to prove that the limit does not depend on the choice of good
operators can be applied to verify that the new construction gives the same Møller matrices.
This implies Lorentz invariance because the Lorentz group acts naturally on operators Bˆ(f, ρ).
9 Generalized Green functions. Inclusive scattering
matrix
Let us define generalized Green functions (GGreen functions) in the state ω by the following
formula where Bi ∈ A:
Gn = ω(MN)
where
N = T (B1(x1, t1) . . . Bn(xn, tn))
stands for chronological product (times decreasing) and
M = T opp(B∗1 (x
′
1, t
′
1) . . . B
∗
n(x
′
n, t
′
n))
stands for antichronological product (times increasing).
One can give another definition of GGreen functions introducing the operator
Q = T (B1(x1, t1) . . . Bn(xn, tn)B˜1(x
′
1, t
′
1) . . . B˜n(x
′
n, t
′
n)).
where the operators Bi, B˜i act on the space of linear functionals on A. (Recall (1), (2) that
operators B and B˜ act on linear functionals defined on A; they transform ω(A) into ω(BA)
and in ω(AB∗) correspondingly.) It is easy to check that
Gn = (Qω)(1).
Let us define inclusive S-matrix as on-shell GGreen function. We will show that in the case
when the theory has particle interpretation inclusive cross-section can be expressed in terms of
inclusive S-matrix.
Recall that the inclusive cross-section of the process (M,N) → (Q1..., Qm) is defined as a
sum (more precisely a sum of integrals) of effective cross-sections of the processes (M,N) →
(Q1, ..., Qm, R1, ..., Rn over all possible R1, ..., Rn. If the theory does not have particle inter-
pretation this formal definition of inclusive cross-section does not work, but still the inclusive
cross-section can be defined in terms of probability of the process (M,N → (Q1, ..., Qn+ some-
thing else) and expressed in terms of inclusive S-matrix.
Let us consider the expectation value
ν(a+out,k1(p1)aout,k1(p1) . . . a
+
out,km
(pm)aout,km(pm)) (22)
where ν is an arbitrary state. This quantity is the probability density in momentum space
for finding m outgoing particles of the types k1, . . . , kn with momenta p1, . . . ,pm plus other
unspecified outgoing particles. It gives inclusive cross-section if ν = ν(t) describes the evolution
of a state represented as a collection of incoming particles.
It will be convenient to consider more general expectation value
ν(a+out,k1(f1)aout,k1(g1) . . . a
+
out,km
(fm)aout,km(gm)) (23)
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where fi, gi are test functions. This expression can be understood as a generalized function
ν(a+out,k1(p1)aout,k1(q1) . . . a
+
out,km
(pm)aout,km(qm));
we get (22) taking pi = qi.
As earlier we assume that we have several types of (quasi)particles Φk(p) obeying PΦk =
pΦk(p),HΦk(p) = εk(p)Φk(p) where the functions εk(p) are smooth and strictly convex.
Good operators Bk ∈ A obey BˆkΦ = Φ(φk). The operator Bˆk(f, t) where f is a function of p
defined as
∫
f˜(x, t)Bˆk(x, t)dx ( as always f˜(x, t) is a Fourier transform of f(p)e
−iεk(p)t with
respect to p).
Now we can calculate (23). First of all we take as ν the state corresponding to the vector
(8). We are representing this vector in terms of good operators Bi using the formula
Ψ(k1, f1, . . . kn, fn|∞) = lim
t→−∞
Ψ(k1, f1, . . . , kn, fn|t) = lim
t→−∞
Bˆk1(f1, t) · · · Bˆkn(fn, t)Φ.
The corresponding state ν considered as linear functional on A can be expressed in terms of
the state ω corresponding to Φ. ( We should use the remark that the state corresponding to
the vector AΦ can be written as A˜Aω.) Expressing the out-operators by the formula (10) we
obtain the expression of (23) in terms of GGreen functions on -shell.
Appendix
We have emphasized that particles can be unstable and quasiparticles are almost always
unstable. Nevertheless we disregarded instability in our considerations. This approach can be
justified by the following remark: If a (quasi)particle has lifetime T then for the times t << T
it can be considered as a stable particle. We will give a heuristic proof of this statement.
Unstable (quasi)particles correspond to complex poles ε(p) + iΓ(p) of the two-point Green
function G(p, ǫ|A,A′). We know that in the case of stable particles we can construct an op-
erator B transforming Φ into one-particle state ( a good operator) using the formula B =∫
α(x, t)A(x, t)dxdt where A ∈ A and the projection of AΦ onto one-particle state does not
vanish. Namely we can assume that the function αˆ(p, ω) ( the Fourier transform of α) does
not vanish only when ω is close to ε(p). (This is a particular case of the construction we
have used.) The same construction can be applied in the case of almost stable (quasi)particles
(T = Γ−1 >> 0). It seems that in this case the operator B is almost good in the following
sense. Recall that for a good operator B(f, t) does not depend on t, hence its derivative with
respect to t vanishes. In our case this derivative does not vanish, but it is small for t << T..
This allows us to give an estimate for dΨ
dt
where Ψ(t) is defined in Section 5. All above con-
siderations can be repeated, but we cannot take the limit t → ∞; for unstable particles we
should always assume that t << T . We obtain that the same picture as for stable particles is
approximately correct for unstable particles if t << T.
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