This paper considers an inverse problem for a transversely isotropic 3D acoustic medium where there is one preferred direction called the fiber direction along which the wave propagates fastest and there is no preferred wave propagation direction in the isotropic plane, that is the plane orthogonal to the fiber direction. In this medium the parameters to be recovered are: (1) the wave speed for a wave propagating in the direction along the fiber; (2) the wave speed for a wave propagating in any direction which is orthogonal to the fiber direction; and (3) the unit fiber direction itself. So four scalar functions are to be recovered. The data is the positions of four distinct wave fronts as the corresponding waves propagate through the medium. The mathematical relation, that is the Eikonal equation, between the wavefront locations and the four unknown functions is nonlinear. Here it is established, perhaps surprisingly, that corresponding to the given data set, there can be up to four possible solution quadruples. We present and implement an algorithm to compute each of the possible solutions and show our selection criteria to obtain the correct solution. The Eikonal equation, that relates the wave front positions to the unknown functions, is the same as one obtains for the SH wave which propagates in a linear elastic system.
waves with identifiable fronts [2, 3] ; the propagating front locations can be utilized to recover tissue properties. In each of the above six cases the goal is to image either: (a) shear wave speed which is roughly 3 m/sec in normal isotropic tissue and can more than double in abnormal tissue; or (b) the shear stiffness which can increase more than four times in abnormal tissue. The aim is to identify abnormal inclusions, which are tumors.
Here we utilize the supersonic imaging experiment. There a line source is approximated by a set of interior radiation force pushes, produced by focused ultrasound beams all at the same frequency, and made successively along a line. This effectively induces a conical wave in 3D whose angle with the line of the source is determined by how fast the succession of pushes are made and whether or not the pushes begin deep in the tissue and move successively toward the surface or vice versa, see Figure 1 .1.
Our aim in this paper is to recover anisotropic tissue properties. Our motivations are: (a) some normal, e.g., muscle, tissue is anisotropic and so mathematical models must include this property; and (b) it has been conjectured, [18, 21] , that benign and cancerous tumors may have their own distinguishing anisotropic properties. If indeed the latter conjecture is true, the recovery of anisotropic tumor properties could be of considerable medical importance.
To give some background about what is known in the isotropic case, so as to contrast to the anisotropic case, we recall that previously we have established uniqueness results [10, 11] , and the arrival time algorithm [10, 12, 13] , to reconstruct wave speed in isotropic media. There we show that the positions of one propagating front established the wave speed uniquely; that there is at most one pair, the shear stiffness µ and the density ρ, corresponding to a given single displacement data as a function of space and time, provided the medium is initially at rest. In this paper, we establish that four distinct wave fronts in 3D yield up to four triples: two distinguishing wave speeds and a fiber direction. We note also that given one of the possible triples and the solution of the anisotropic wave equation (as opposed to only the wave front positions) then also there corresponds at most one density ρ corresponding to that triple.
Our paper is organized as follows: In Section 2 we establish that our model has finite propagation speed, that Lipschitz continuous fronts, defined by their arrival times, satisfy an anisotropic Eikonal equation, and refer to our very recent result that establishes that arrival times are actually Lipschitz continuous; in Section 3 we give our analysis that there can be up to four discrete solution triples corresponding to four distinct wave fronts; and in Section 4 we show numerical results that includes recoveries of an anisotropic inclusion embedded in an isotropic background.
2. Anisotropic Acoustic Models. We consider anisotropic models where the wave speed represented by √ c 44 /ρ in one preferred direction, which we call the fiber direction, f , is larger than the wave speed √ c 66 /ρ in the plane orthogonal to the fiber direction. In this plane, which we call the isotropic plane, the wave speed is independent of direction. Our language and notation here are consistent with SHwave propagation in incompressible transversely isotropic linear elastic models which we will consider in a later paper.
Let Ω be a bounded C 2 open connected subset in R n for n = 2, 3. Assume
] n×n is a symmetric matrix function, and
Then our anisotropic wave propagation model is
with homogeneous initial condition, u(x, 0) = u t (x, 0) = 0 in Ω, and the boundary condition is either Dirichlet or Neumann; u| ∂Ω×(0,T ) = g or (ν · M ∇u)| ∂Ω×(0,T ) = h, where ν is the unit outward normal to ∂Ω. This is an anisotropic extension of the frequently used isotropic elastography model, see [1] . We refer the reader to [6] for techniques to establish existence and uniqueness for the initial-boundary value problem associated with (2.2). Remark 2.1. In terms of the SH-wave motivated assumptions mentioned above, the stiffness matrix M is represented by
where | f | = 1, c 44 > c 66 > 0 inΩ, I and ⊗ denote the identity matrix and tensor product, respectively. Here our assumption that c 44 > c 66 is natural since in biological tissue, e.g., in muscle tissue, the wave speed is fastest in the direction aligned with the fibers [9] . Since our medium is initially at rest, the wave propagates into the medium from the boundary with a propagating front. In our next two theorems, following [10, 11] , we establish that the wave whose propagation is governed by the above model has:
(1) finite propagation speed; and (2) an arrival time, which we assume to be Lipschitz continuous, that, under this assumption, satisfies the Eikonal equation. 
where σ M (x) is the largest eigenvalue of M (x).
The proof of the above theorem is along the same line as that in the isotropic case (Theorem 3.4 in [11] ), once we redefine the energy by
So we omit the proof. As in [10] we define the arrival time,T (x), of the wave as
where Ω u =0 := {x ∈ Ω : u(x, t) = 0 for some t ∈ (0, T )} and we assume the solution u of (2.2) is continuous. IfT ∈ C 1 (Ω), then existing unique continuation results would apply to show that the arrival time,T , satisfies the Eikonal equation given below.
Since our target medium is inhomogeneous, then we expect waves originating at more than one point on the boundary to arrive simultaneously at the same interior points of Ω. In this caseT (x) could have kinks or at least be non-differentiable there. Hence we assumeT (x) is Lipschitz continuous and establish the following theorem.
in Ω, and one of the boundary condition; u| ∂Ω×(0,T ) = g or (ν · M ∇u)| ∂Ω×(0,T ) = h. Suppose further that the arrival timeT : Ω u =0 → [0, T ] is Lipschitz continuous. ThenT satisfies the following Eikonal equation
In particular, when M is given in the form of (2.3), our Eikonal equation becomes
Proof. SinceT is Lipschitz continuous, ∇T is well-defined almost everywhere. Note that (2.5) is merely a necessary condition for t =T (x) to be a characteristic surface with respect to the hyperbolic equation ρu tt = ∇· (M ∇u). If we suppose that t =T (x) is a noncharacteristic surface, we can draw a contradiction as done in Theorem 2.10 in [10] , which is based on Theorem 3.6 in [5] and a lemma at page 544 of [6] . See [10] for the details.
Remark 2.4. In fact,T according to the definition (2.4) may be discontinuous even if the solution u is infinitely smooth. However, in this paper we adopt this definition to make arguments simpler and clearer. Modifying the definition of arrival time bŷ
where Ω E := ∪ {V ⊂ Ω is an open set satisfying ||u|| L 2 (V ×(0,T )) = 0}, we have recently established thatT : Ω \ Ω E → (0, T ] is actually Lipschitz continuous. This result will be addressed soon.
Note that in the anisotropic case, the wave does not always propagate in the direction orthogonal to the wave front (group or ray velocity is not always the same as phase velocity). Nevertheless under the assumption thatT (x) is Lipschitz continuous, the phase wave speed, c(x), in the direction orthogonal to the front, satisfies
and can be determined by the methods given in [10, 12, 13] . In later sections, we will assume that this speed, c(x), has been determined fromT so when we solve the inverse problem: find (c 66 /ρ, c 44 /ρ, f ) from multiple arrival times, we will assume we know bothT (x) and c(x). Remark 2.5. In later paper we will consider a transversely isotropic elastic medium. Note that, then (2.6) will be the Eikonal equation with M defined as in equation (2.3) , satisfied by the SH-wave phase ψ(x) in a geometric optics expansion, u = ae iω(t−ψ(x)) , where a = a 0 + 1 iω a 1 + 1 (iω) 2 a 2 + · · · is an asymptotic series with ω 1.
Reconstruction Using Four Measurements.
Having established the intrinsically nonlinear Eikonal equations (2.6) and (2.7) in Section 2 we address the utilization of these equations to recover the three unknown quantities (c 66 /ρ, c 44 /ρ, f ) from wave frontsT . Since | f | = 1 this means that in 3D we have four scalar functions to recover. It is natural then to investigate the inverse problem:
Perhaps surprisingly, our analysis establishes that we can have a finite discrete (up to four) set of triples that correspond to given four distinct propagating wave fronts. We make this statement more precise below. Let {T j } 4 j=1 be four given arrival time data. Define the unit wave normal and the corresponding phase wave speed by n j := ∇T j /|∇T j | and c j := 1/|∇T j |, respectively. Recall c j can be estimated by solving (2.7) based on the methods given in [10, 12, 13] . Then the Eikonal equation (2.6) becomes
where we definec 66 := c 66 /ρ andc 44 := c 44 /ρ for convenience. As described in Section 2, we are assumingc 44 >c 66 , which is a reasonable assumption as the fiber in biological tissue is normally stiffer than the background matrix. Thusc 44 andc 66 are the upper and lower bounds of all possible c 2 j , respectively. So we can define d j := √ c 2 j −c 66 ≥ 0 and g := √c 44 −c 66 f = 0, and from (3.2) we establish linear relations for g;
g · n j = ±d j , j = 1, 2, 3, 4.
Then our task is to determine (c 66 , g) from the data {( n j , c j )} 4 j=1 . Once we determinẽ c 66 , knowing g is equivalent to knowingc 44 and f , sincec 44 =c 66 + | g| 2 and f = g/| g|.
In this section, we will show thatc 66 is a root of a fourth order polynomial p(x) (Theorem 3.8), hence we may have four possiblec 66 . For eachc 66 , we have a generic uniqueness to determine g (Corollary 3.15) and an explicit formula for g (Theorem 3.9). So we will have at most four possible solutions (c 66 ,c 44 , f ). Sincec 66 can be a multiple root of p(x), despite the generic uniqueness, it may look like we have multiplec 44 and f corresponding to a singlec 66 (Theorem 3.10 and 3.12). However, to realize this special case, the data {( n j , c j )} 4 j=1 must satisfy one of a very special set of conditions (3.10)-(3.12) that are unlikely to occur in the actual experiments.
Coordinate system and data preparation.
For convenience, we assume we have a well-prepared data set, defined below, and fix an appropriate coordinate system defined as follows.
Definition 3.1. We define two concepts for our data and a coordinate system. 4 > 0 and all the followings are not vanishing;
where det denotes the determinant of a matrix consisting of three vectors. This means that at any given point the normals to any three of the four wave fronts are linearly independent.
j=1 are called well-prepared if they are compatible and n 3 , n 4 are oriented so that D 3 > 0 and D 4 > 0.
(c) For convenience, set the coordinate system { e 1 , e 3 , e 3 } utilizing n 1 and n 2 by
Since − n 3 and − n 4 also satisfy (3.3), any compatible data can be processed into well-prepared data. For well-prepared data, we have
Here we have γ 3 , γ 4 > 0.
Lemmas based on two or three measurements.
Two lemmas using only two or three measurements are presented to show what information can be obtained with the limited data sets. Lemma 3.2. (Two measurements) Using only two data {( n j , c j )} 2 j=1 ,c 66 can be any arbitrary number in (0, c 2 2 ] and the first two components of g = g(c 66 ) are determined up to 4 possibilities in terms ofc 66 and the measured data:
3) for j = 1, 2 we have g · e 1 = g · n 1 = ±d 1 and
Thus we get g · e 2 = ±d2−( n1· n2)( g· e1)
, which completes the proof. Lemma 3.3. (Three measurements) Using only three data {( n j , c j )} 3 j=1 ,c 66 can be any arbitrary number in (0, c 2 3 ] and g = g(c 66 ) is determined up to 4 possibilities in terms ofc 66 and the measured data:
Thus we have eight possibilities:
Since the second line is the same as the first line with opposite sign, which gives the same fiber direction ( g and − g) in transversely isotropic media, we select the first line that satisfies g · n 3 = d 3 > 0, and label the four triples in that line:
Four measurements.
In the previous subsection, we showed that from three measurementsc 66 is a continuous parameter that can be anything in (0, c 2 3 ] and our solution (c 66 , g) can be any of four continuous families
But in this subsection we will show that for four measurements the set of possiblẽ c 66 becomes discrete whose maximum number is at most four, and will provide an explicit formula for g corresponding to eachc 66 .
Proof. Because all the others are analogous, we will show only the first case. From Lemma 3.3, we have
, we get
which completes the proof. Theorem 3.6. Let well-prepared data { n j , c j } 4 j=1 be given. Thenc 66 ∈ (0, c 2 4 ] is the first function, c 66 /ρ, in the solution of the inverse problem (3.1) if and only ifc 66 satisfies one of the following eight equations
Proof. Ifc 66 ∈ (0, c 2 4 ] is a solution, then there exist g and
) .
For X to be a nontrivial solution, we get 0
which proves the necessity. For sufficiency, from Remark 3.4 we know that all four of the g k in Lemma 3.3 already satisfy (3.3) for j = 1, 2, 3 for anyc 66 ∈ (0, c 2 3 ]. In addition, ifc 66 satisfies one of (3.4), thenc 66 ≤ c 2 4 and one of g k · n 4 in Lemma 3.5 satisfies g k · n 4 = ±d 4 . So this particular g k andc 66 satisfies (3.3) for j = 1, 2, 3, 4. Thereforec 66 is the first function in a solution of (3.1).
Lemma 3.7. Let Π(a, b, c, d) be the following alternating product
Proof. It can be easily shown by tedious calculation. 
Here p(x) becomes a fourth order polynomial
is simply a product of the following eight factors
Since d j =d j (c 66 ), the fact thatc 66 satisfies one of (3.4) is equivalent to finding a root of p(x). Moreover, using Lemma 3.7 with A j = −l j (x), we can easily show that p(x) is the fourth order polynomial given in (3.5).
Since p(x) is a fourth order polynomial, we have at most four possiblec 66 , and each c 66 satisfies at least one of (3.4), or equivalently one of the following four equations:
Each equation corresponds to a product of two equations in (3.4) . So we obtain the following theorem which provides the corresponding g (i.e.,c 44 and f ) for each case whenc 66 solves one of the above four equations. Theorem 3.9. (Determination of g) Letc 66 ∈ (0, c 2 4 ] be a root of p(x) given in (3.5) . Thenc 66 satisfies at least one of (3.6)-(3.9) and for each case the corresponding g is determined by 
k=1 are defined in Lemma 3.3. Proof. By Remark 3.4, (3.3) is already satisfied for j = 1, 2, 3. For j = 4, i.e., g · n 4 = ±d 4 , it is easily checked by Lemma 3.5 for each case.
Later we will show that generically only one of (3.6)-(3.9) is satisfied for each c 66 , hence the maximum number of possible solutions (c 66 , g) will be at most four. 66 . Throughout the rest of the paper we will assume that the data sets are well-prepared. We define three special types of data allowing multiple g corresponding to a singlec 66 .
Multiple g for a singlec
First, note that we should havec 66 < c 2 4 in order to have more than one g: The reason is that if d 4 = √ c 2 4 −c 66 = 0, then by Theorem 3.9 at least two of (3.6)-(3.9) are satisfied implying that at least one of d 1 D 1 , d 2 D 2 , d 3 D 3 is zero which is a contradiction. In the following theorem we will see each of (3.10)-(3.12) actually enforcesc 66 < c 2 4 . For the above two cases,c 66 =
). For the above two cases, For the above two cases,c 66 
Proof. Because all the others are analogous, we will only show (c). For g 1 and g 4 to be the solutions, from Theorem 3.9c 66 satisfies (3.6) and (3.9). Since d 1 D 1 = 0, we must have d 3 D 3 = −d 2 D 2 , and so d 4 D 4 = ±d 1 D 1 . For g 2 and g 3 to be the solutions, from Theorem 3.9c 66 satisfies (3.7) and (3.8). Since d 1 D 1 = 0, we must have d 3 D 3 = d 2 D 2 , and so d 4 D 4 = ±d 1 D 1 . Now we will show that the data satisfies (3.12) and D 2 ≶ 0, respectively, if c 66 ∈ (0, c 2 4 ) solves d 3 D 3 = ∓d 2 D 2 and d 4 D 4 = ±d 1 D 1 . First note that D 2 ≶ 0, respectively, since d 2 , d 3 > 0. For both cases, we get
. Finally we will showc 66 ∈ (0, c 2 4 ) and it solves d 3 D 3 = ∓d 2 D 2 , d 4 D 4 = ±d 1 D 1 , if the data satisfies (3.12) and D 2 ≶ 0, respectively. Setc 66 :=
Thus c 66 ∈ (0, c 2 4 ) and solves d 2 3 D 2 3 = d 2 2 D 2 2 and d 2 4 D 2 4 = d 2 1 D 2 1 . Since D 2 ≶ 0,c 66 solves d 3 D 3 = ∓d 2 D 2 , respectively and d 2 4 D 2 4 = d 2 1 D 2 1 . In each case in (3.10)-(3.12), the fourth order polynomial p(x) forc 66 in Theorem 3.8 is now further simplified. We will use the following theorem to show the generic uniqueness of g in Corollary 3.15.
Theorem 3.11. In each case in (3.10)-(3.12), p(x) in Theorem 3.8 becomes
where q 1 , q 2 and q 3 are second order polynomials. Proof. Because all the others are analogous, we will show only the case (3.11). First note that
and define a 2 ). Thus we get
Hence the polynomial in (3.5) becomes
] .
Hence we get p(x) = (Ax − B) 2 q 2 (x) where q 2 is a second order polynomial given by
For three possible g corresponding to a singlec 66 , we consider another special type of data that satisfies
and there exists a single K :=
Note that (3.13) implies {(x j , y j ) = ( D 2 j , c 2 j D 2 j )} are on a single straight line with slope K > 0. From Theorem 3.10, we can easily prove the following theorem showing exactly when we shall get three g corresponding to a singlec 66 .
Theorem 3.12. (Three g for a singlec 66 ) (a) g 1 , g 2 , g 3 are solutions ⇔ The data satisfies (3.13), D 1 < 0 and D 2 > 0 ⇔c 66 ∈ (0, c 2 4 ) and it solves
In each case, we should havec 66 = K ∈ (0, c 2 4 ) given in (3.13) . As in Theorem 3.11, the fourth order polynomial p(x) forc 66 in Theorem 3.8 is also further simplified when the data satisfies (3.13). The following theorem will also be used to show the generic uniqueness of g in Corollary 3.15.
Theorem 3.13. If the data satisfies (3.13), p(x) in Theorem 3.8 becomes
where K ∈ (0, c 2 4 ) is given in (3.13) . Proof. Since a 2 , a 4 , a 1 − a 3 < 0 and K = b2 a2 = b4 a4 = b1−b3 a1−a3 , we get Here Q(x) is definitely a linear function and from
. Remark 3.14. From Theorem 3.12 we can easily prove that four of g 1 , g 2 , g 3 , g 4 cannot be the solutions at the same time for a singlec 66 : If so, d 1 D 1 = 0 that is a contradiction. 66 . In this subsection we show that generically only one of (3.6)-(3.9) is satisfied for each rootc 66 ∈ (0, c 2 4 ] of p(x), hence generically the maximum number of possible solutions (c 66 ,c 44 , f ) is at most four.
Generic uniqueness of g for a singlec
Corollary 3.15.
(a) Letc 66 ∈ (0, c 2 4 ] be a root of p(x) in (3.5) and m be its multiplicity. If we denote by G(c 66 ) the number of possible g corresponding to thisc 66 , then 1 ≤ G(c 66 ) ≤ min(m, 3).
(b)
The number of all possible (c 66 ,c 44 , f ) is less than or equal to the number of (multiply counted) roots of p(x) in (0, c 2 4 ], which cannot exceed four. (c) Unless the data satisfies one of the special conditions (3.10)-(3.12), there exists only one g corresponding to a singlec 66 . So in this case, the number of all possible (c 66 ,c 44 , f ) is exactly the same as the number of (not multiply counted) roots of p(x) in (0, c 2 4 ], which cannot exceed four. Proof. We first prove (a). For any rootc 66 , at least one of (3.6)-(3.9) is satisfied, so by Theorem 3.9 we have G(c 66 ) ≥ 1. Also Remark 3.14 says that G(c 66 ) ≤ 3. Hence it suffices to show G(c 66 ) ≤ m for m = 1, 2. For a simple root (m = 1), if G(c 66 ) ≥ 2, then by Theorem 3.10 and 3.11 we get m ≥ 2, which is a contradiction. So we should have G(c 66 ) ≤ 1. For a double root (m = 2), if G(c 66 ) ≥ 3, then by Theorem 3.12 and 3.13 we get m ≥ 3, which is a contradiction. So we should have G(c 66 ) ≤ 2. (b) is straightforward from (a), and so is (c) from Theorem 3.9 and 3.10.
From all the above, we can summarize our algorithm as follows.
1. Make the compatible data to be well-prepared. 2. Determine possiblec 66 ∈ (0, c 2 4 ] by finding roots of the fourth order polynomial p(x) in (3.5). 3. For eachc 66 ∈ (0, c 2 4 ] obtained above, check which one among (3.6)-(3.9) is satisfied. 4. For each case, use Theorem 3.9 to determine g (equivalently,c 44 and f ). Remark 3.16. If we use the whole information of the solution u of (2.2) (as opposed to only the wave front positionsT ), which is actually measured in experiments, then we can apply the same arguments of Section 5 in [11] . That is, for given one of the possible triples (c 66 ,c 44 , f ) there corresponds at most one density ρ corresponding to that triple under the Neumann boundary condition (for Dirichlet boundary condition, ρ needs to be specified on the boundary). Therefore, in this case, we have at most four possibilities in determining four parameters (ρ, c 66 , c 44 , f ) from the data set with c 2 1 = 9, c 2 2 = 3, c 2 3 = 5 2 and c 2 4 = 1. Then the fourth order polynomial forc 66 is given by p(x) = 1 65536 (18145 + 34592x + 21440x 2 + 7168x 3 + 1024x 4 ), which has no root in (0, c 2 4 ]. Hence there exists no solution matching to the data. 4. Numerical Implementation. Here we indicate the success of the approach of using four data sets to solve the inverse problem. That is, find the triple (c 66 ,c 44 , f ) from four propagating fronts where the four normals and corresponding (estimated) wave speeds, {( n j , c j )} 4 j=1 are compatible, that is, the wave speeds are all different and any three normals are linearly independent (see Definition 3.1 (a)).
Furthermore, since we develop our theory under the assumption that the medium properties may not be symmetric about the image plane we calculate the 3D wave front in the neighborhood of the image plane. Our supersonic excitations are assumed to be slightly out of the image plane to easily achieve the linear independence mentioned above, and we expect that this configuration could be realizable with a full planar array of transducers for 3D imaging or three lines of closely spaced transducers in a so called 2 1 2 D imaging setting (see Figure 4 .1 (a)). For this synthetic data experiment we calculate the wave fronts using a first order anisotropic Eikonal solver based on fast marching methods with code developed at Rensselaer.
The successive supersonic imaging pushes to create the approximate line sources are made at a sweeping speed faster than the background shear wave speed and indicated by the multiple of the background shear wave speed (Mach number), hence the label supersonic, see [3] . The background wave speed is indicated in each of the labeled figures and also given in our text description below. In our examples, the pushes are either made slowly from top to bottom (1.1 sweeping speed), slowly from bottom to top (−1.1 sweeping speed), fast from top to bottom (25 sweeping speed) or fast from bottom to top (−25 sweeping speed). Each set of pushes produces a conical wave front in 3D whose intersection with the image plane is generally a parabola but looks like a straight line for high sweeping speeds like ±25. See Figure 4.1 (b) .
We show two numerical reconstructions. For the first we have uniform anisotropy where the fiber direction is out of the image plane, see Figure 4 .2. The uniform anisotropic cube is 40 mm on a side with two excitation lines for the pushes each being 6 mm from the outside edge; note that the excitation lines are at different distances from the image plane with one 8 mm from the image plane and the other 12 mm from the image plane. We take separately the two sweeping speeds, ±1.1, yielding along the line z = 25, 0 < y < 40. As we have seen in Section 3, sometimes the fourth order polynomial forc 66 may have multiple roots in (0, c 2 4 ], which is the source of our non-uniqueness. In this case, we have chosen to select the largest possible root in (0, c 2 4 ] as in all of our simulations that choice consistently gave the correct recovery. Note that there are artifacts near the projections of the excitation lines, y = 6, onto the image plane because the fourth order polynomial is not well-defined there (there four wave normals, n j , are on one plane perpendicular to our image plane, i.e.,D j = 0, which yields p(x) ≡ 0). But otherwise the recovery is quite acceptable.
For our second simulation the excitation lines are in the same locations, but along one line we take the sweeping speeds, ±1.1, 25, and along the second line the sweeping speed is 25. Here the fiber is again out of the plane but only in the anisotropic cube inclusion with 10mm on each side. The anisotropic inclusion is embedded in an isotropic medium, see Figure 4 .3. Again the recovery is quite acceptable; note that in all images of the material properties we observe anisotropic cube edge effects, except in the image for √c 66 . Here, also in the first simulation, the points where all four wave speeds {c j } 4 j=1 are so close (using some threshold) are considered as isotropic points. We established a threshold, δ = 0.01 for the first simulation and 0.04 for the second simulation, and consider the points isotropic when max{c j } 4 j=1 − min{c j } 4 j=1 ≤ δ max{c j } 4 j=1 . For isotropic points, we assign zero vector as the fiber direction, and set √c 44 = √c 66 . As mentioned before, the fourth order polynomial is not well-defined on the excitation lines, which stems from the fact that all the four wave speeds are so close there. Because those points are considered as isotropic points, they are buried in the isotropic background in the second simulation, while in the first simulation the isotropic excitation line stands out in the anisotropic background. Compare the graphs near y = 6 in 
Conclusion.
Here we address the question: How do we obtain anisotropic medium properties from a set of wave fronts? Our target application is tissue shear stiffness imaging and we assume the medium is 3 dimensional. There is a fiber direction along which the wave speed, √c 44 , is faster than in the plane orthogonal to the fiber where the wave speed is √c 66 and directionally independent in that plane. We show that from four wave fronts, where any three normals at each point are linearly independent, we can have up to four distinct triples (c 66 ,c 44 , f ) where f is the unit fiber direction. We exhibit examples to show multiple solutions can occur and show numerical reconstructions with synthetic data. The multiple solutions are a result of the nonlinearity in the Eikonal equation.
From our work to obtain reconstructions we have observed the importance of: (1) having well separated normals to the wave fronts and that necessitates some normals having out of image plane components; (2) the need to have multiple image planes to capture all three components of the normals; and (3) that in a high contrast subregion embedded in a constant medium, initially well separated normals may align themselves (the angle between their normals becomes smaller) at some points and at other points the angle may become greater. This angle change may occur also at points beyond that subregion. The degree of this angle change depends on the wave speed contrast, size of inclusion and the initial incident directions. This indicates important features in experimental design when wave fronts are used to image anisotropic properties of the kind modeled in this paper.
