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Describing finite-temperature nonequilibrium dynamics of interacting many-particle systems is a
notoriously challenging problem in quantum many-body physics. Here we provide an exact solution
to this problem for a system of strongly interacting bosons in one dimension in the Tonks-Girardeau
regime of infinitely strong repulsive interactions. Using the Fredholm determinant approach and the
Bose-Fermi mapping we show how the problem can be reduced to a single-particle basis, wherein
the finite-temperature effects enter the solution via an effective “dressing” of the single-particle
wavefunctions by the Fermi-Dirac occupation factors. We demonstrate the utility of our approach
and its computational efficiency in two nontrivial out-of-equilibrium scenarios: collective breathing
mode oscillations in a harmonic trap and collisional dynamics in the Newton’s cradle setting involving
real-time evolution in a periodic Bragg potential.
I. INTRODUCTION
Out-of-equilibrium phenomena are as prevalent in nat-
ural and engineered systems as equilibrium ones. De-
spite this, our understanding of nonequilibrium states of
matter is far inferior to the understanding of equilibrium
states governed by the broadly applicable foundational
principles of statistical mechanics. In recent years, ul-
tracold quantum gases have emerged as a platform-of-
choice for studying nonequilibrium dynamics of interact-
ing quantum many-body systems [1–6]. This is due to
the fact that such gases represent nearly-ideal and highly
controllable realisations of various models of many-body
theory in which such dynamics can be accessed on ob-
servable time scales. A particularly active area here con-
cerned the study of quantum quenches and mechanisms
of relaxation in one-dimensional (1D) Bose gases [7–11]
(see also [4, 12–17] and references therein), which, in the
uniform limit, can be well approximated by the integrable
Lieb-Liniger model [18] with delta-function pairwise in-
teractions between the particles.
The limit of infinitely strong repulsive interactions in
the Lieb-Liniger model corresponds to a 1D gas of im-
penetrable (hard-core) bosons, or the Tonks-Girardeau
(TG) gas. The strong interactions required for realiz-
ing the TG gas have been achieved in ultracold atom
experiments in highly anisotropic traps [7, 19–21], and
its spectacular dynamics in a quantum Newton’s cradle
setting were observed in Ref. [7]. The particle impene-
trability in the TG gas allows one to map the problem
of many interacting bosons to an ideal (noninteracting)
gas of fermions [22]. Remarkably, the Bose-Fermi map-
ping and hence the exact integrability of the model works
not only in the uniform limit but also for inhomogeneous
systems [23–25], which enables accurate tests of theory
against experiments that are typically performed in har-
monic traps. Despite this, and despite the relatively
long history behind the model, theoretical studies of TG
gases have so far been limited to either zero- and finite-
temperature equilibrium properties or zero-temperature
dynamics [24, 26–31]. Finite-temperature dynamics, on
the other hand, has not been studied yet, which is im-
portant for accurate comparisons with experiments that
are realized at nonzero temperatures.
In this work, we develop an exact finite-temperature
dynamical theory of the TG gas applicable to arbitrary
external potentials. More specifically, we propose a com-
putationally efficient method for calculating the dynam-
ics of single-particle density matrix and the correspond-
ing momentum distribution of the gas. The method is
based on the Fredholm determinant approach and the
Bose-Fermi mapping, which allows one to solve the dy-
namical many-body problem in terms of the dynamics
of single-particle quantities. This is similar to the zero-
temperature approach of Ref. [27], except that we take
into account finite-temperature effects. This results in an
effective “dressing” of the single-particle wavefunctions
by the square roots of Fermi-Dirac occupation factors.
Our formalism is equally applicable to finite-temperature
equilibrium calculations, in which case it offers signifi-
cant computational advantages over the previously used
approaches based on Lenard’s formula [32–34]. For har-
monically trapped systems, the efficiency of our approach
is further unveiled by utilising known analytic integrals
and recurrence relations between Hermite polynomials.
II. ONE-BODY DENSITY MATRIX AND ITS
EVOLUTION AT FINITE TEMPERATURE
A. Model Hamiltonian and Bose-Fermi mapping
We consider a 1D gas of N bosons of mass m, interact-
ing via repulsive two-body delta-function potential and
confined by a time-dependent one-body trapping poten-
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2tial V (x, t) described by the Hamiltonian
Hˆ =
N∑
j=1
[
− ~
2
2m
∂2
∂x2j
+ V (xj , t)
]
+ g
∑
j<l
δ(xj − xl). (1)
where g > 0 is the interaction strength. The infinitely
strong contact interactions (g → ∞) correspond to the
TG gas of impenetrable bosons [18, 22]. In this limit, the
interactions are replaced by the hard-core constraints and
the quantum many-body problem can be solved exactly.
Our goal is to study the real-time evolution of the one-
body density matrix of the TG gas,
ρ(x, y; t) =
1
Z
∑
N,α
eβ(µN−Eα)
ˆ
dx2 . . . dxN
×Ψα(x, x2, . . . , xN ; t)Ψ∗α(y, x2, . . . , xN ; t) . (2)
Here, Z =∑N,α eβ(µN−Eα) is the grand-canonical parti-
tion function, β ≡ 1/kBT0, where T0 is the initial equi-
librium temperature, µ is the initial chemical potential,
and Ψα(x1, ..., xN ; t) is the N -body wavefunction evolved
according to the Schro¨dinger equation from the initial
wavefunction Ψα(x1, ..., xN ; 0).
At time t = 0, Eq. (2) describes the initial thermal
equilibriums state of the system in the trapping poten-
tial V (x, 0) at temperature T0. The density matrix al-
lows one to calculate important observables, such as the
real-space density ρ(x, t) = ρ(x, x; t) and the momentum
distribution n(k, t)=
´
dx dy e−ik(x−y)ρ(x, y; t) of the gas.
The reduction of the many-body dynamical problem
of a TG gas to a single particle evolution relies on the
existence of a Bose-Fermi mapping [22, 24, 25, 35],
Ψα(x1, ..., xN ; t)=A(x1, ..., xN )Ψ
F
α (x1, ..., xN ; t), (3)
between the many-body wavefunctions Ψα of interacting
(hard-core) bosons and those of free fermions, ΨFα , where
the function A(x1, ..., xN ) =
∏
1≤j<i≤N sgn(xi − xj) en-
sures the symmetrization of the bosonic wavefunctions.
The fermionic wavefunctions are constructed
as Slater determinants ΨFα (x1, ..., xN ; t) =
detNi,j=1 [φαi(xj , t)] /
√
N ! of single-particle wavefunc-
tions φαi(x, t) evolving according to the Schro¨dinger
equation, with the initial wavefunctions φαi(x, 0) be-
ing the eigenstates of the trapping potential V (x, 0),
with eigenenergies Eαi such that Eα =
∑N
i=1Eαi and
the index α = {α1, ..., αN} representing the set of
single-particle quantum numbers αi that may occur.
As was shown by Lenard [32], the Bose-Fermi mapping
allows one to express the one-body density matrix (2), in
terms of the fermionic one-body density matrix,
ρF (x, y; t) =
∑∞
i=0
fi φi(x, t)φ
∗
i (y, t), (4)
which is a sum of products of single-particle wavefunc-
tions weighted by the Fermi-Dirac occupation factors
fi = [e
(Ei−µ)/kBT0 + 1]−1 for the ith single-particle or-
bital (i= 0, 1, ...) of energy Ei. The resulting expression
for ρ(x, y; t) can be expressed as an infinite series
ρ(x, y; t) =
∑∞
j=0
(−2)j
j!
[sign(x− y)]j
×
ˆ y
x
dx2 · · · dxj+1 detj+1k,l=1 [ρF (xk, xl; t)] , (5)
where in the determinant one has to take xk=x for k=1
and xl = y for l= 1; the j = 0 term in the sum is given
by ρF (x, y; t) itself. In practice, it is difficult to use this
formula for increasingly higher j (for example, in Ref. [33]
only j≤3 terms were included in the calculated examples)
as the large-j terms contain multiple (j-fold) integrals, in
addition to entering the sum with alternating signs that
lead to numerical inaccuracies.
B. Fredholm determinant approach to calculating
the one-body density matrix
Here, we instead follow the approach of Refs. [36, 37],
which identified an alternative and more compact form
of Lenard’s formula, given by
ρ(x, y; t) = det
(
1− 2Kˆ(t)
)
R(x, y; t), (6)
i.e., a product of a Fredholm determinant and the as-
sociated resolvent operator R(x, y; t) of the integral op-
erator Kˆ, whose action on an arbitrary function g(r) is
given by (Kˆg)(w) =
´ y
x
K(w, r; t)g(r)dr, with the kernel
K(w, r; t) = ρF (w, r; t) in our case. The resolvent op-
erator R(x, y; t) satisfies the following integral equation
[37]:
R(u, v; t)− 2
ˆ y
x
K(u, r; t)R(r, v; t)dr = K(u, v; t). (7)
Here, we have assumed y ≥ x without loss of generality
and suppressed, for notational simplicity, the dependence
of R on the integration limits as the final results that
we are interested in only depend on the values of R at
u=x and v= y. We point out that Eq. (5) corresponds
to the expansion of the determinant in Eq. (6) by minors
[36, 38], and that a discrete version of Eq. (6) on a lattice
has previously been obtained by Y. Castin for a spatially
homogeneous TG gas at T = 0 (see Eq. (3.37) in [39]).
At zero temperatures, the infinite sum appearing in
the fermionic one-body density matrix (4), which also
serves the role of the kernel K in Eq. (7), is effectively
truncated by the highest occupied orbital term (i=N−1)
corresponding to the Fermi level. At finite temperatures
this is no longer true; however, for any practical calcu-
lation the infinite series can be truncated at some large
M beyond which the Fermi-Dirac occupancies are neg-
ligible. (In practice, the precise value of the cutoff M
should be determined from the convergence properties
of the final physical results of interest.) Therefore, to a
3good approximation, the fermionic kernel in Eq. (7) can
be replaced by a finite series ρF (w, r; t) ' KM (w, r; t) =∑M
i=0 fiφi(w, t)φ
∗
i (r, t). Inserting this form of the kernel
into Eq. (7) gives
R(u, v; t) = KM (u, v; t) + 2
∑M
i=0
√
fiφi(u, t)Ai(v; t),
(8)
where we have introduced the following notation,
Ai(v; t) =
√
fi
ˆ y
x
φ∗i (r, t)R(r, v; t) dr. (9)
The functions Ai(v; t) are determined as follows. Mul-
tiplying Eq. (8) by
√
fjφ
∗
j (u, t) and integrating on [x, y],
we obtain
Aj(v; t) =
∑M
i=0
Sji(t)
[√
fiφ
∗
i (v, t) + 2Ai(v; t)
]
, (10)
where the matrix elements Sij = (S)ij are given by
Sij(t) = sign(y − x)
√
fifj
ˆ y
x
φ∗i (x
′, t)φj(x′, t) dx′, (11)
and where we again suppressed the dependence of Sij(t)
on the integration limits.
We proceed by writing the equation satisfied by the
functions Ai in a more compact matrix form. By
writing the left-hand side of Eq. (10) as Aj(v; t) =∑M
i=0 δjiAi(v; t), we obtain∑M
i=0
[δji − 2Sji(t)]Ai(v; t)=
∑M
i=0
Sji(t)
√
fiφ
∗
i (v, t).
(12)
Introducing the vectors ~A = (A0, ..., AM )
T
and
~Φ =
(√
f0φ
∗
0, ...,
√
fMφ
∗
M
)T
, this can be rewritten as
a matrix equation, [1− 2S(t)] ~A(v; t) = S(t)~Φ(v, t),
which in turn can be inverted to yield ~A(v; t) =
[1− 2S(t)]−1 S(t)~Φ(v, t). Inserting this expression into
Eq. (8) and rewriting the fermionic kernel as a double
sum, KM (u, v; t) =
∑
i,j [
√
fiφi(u, t) δij
√
fjφ
∗
j (v, t)], we
obtain that the resolvent operator R(x, y; t) is given by
R(x, y; t)=
∑M
i,j=0
√
fi φi(x, t)
(
1− 2S−1)
ij
√
fj φ
∗
j (y, t).
(13)
The Fredholm determinant that appears in the defini-
tion of the one-body density matrix, given by Eq. (6), is
equal to det (1− 2S) in the truncated basis [38]. There-
fore, the corresponding final expression for the one-body
density matrix of a finite-temperature TG gas, after tak-
ing the limit M→∞, can be written as
ρ(x, y; t) =
∑∞
i,j=0
√
fiφi(x, t)Qij(x, y; t)
√
fjφ
∗
j (y, t),
(14)
Here, Qij are the matrix elements of the operator
Q(x, y; t) = (P−1)Tdet P (which is an M ×M matrix
in the truncated basis), with
Pij(x, y; t)=δij−2sgn(y−x)
√
fifj
ˆ y
x
dx′φi(x′, t)φ∗j (x
′, t).
(15)
Thus, we have reduced Eq. (6) to a simple double
sum, which does not contain multiple integrals or sign-
alternating terms present in Lenard’s formula. At zero
temperature, Eqs. (14) and (15) reduce to the results of
Ref. [27] as the Fermi-Dirac distribution function in this
case is given by a step function equal to 1 for orbitals
with i6N − 1, or 0 otherwise. At nonzero temperature,
the orbital wavefunctions, as our results show, become
“dressed” by the square roots of the Fermi-Dirac occu-
pation factors, ensuring, e.g., that the correct real-space
density ρ(x, t)≡ρ(x, x; t)=∑∞i=0fi|φi(x, t)|2 is recovered.
Equations (14) and (15) are the main results of
this paper, representing a compact and computation-
ally practical recipe for calculating the time-dependent
one-body density matrix of the TG gas. They reduce
the problem of finding ρ(x, y; t) to solving the time-
dependent Schro¨dinger equation for the single-particle
orbitals φj(x, t) and calculating the matrix elements
Pij(x, y; t). At time t= 0, Eq. (14) describes the initial
finite-temperature equilibrium one-body density matrix;
in its present form it offers a more efficient and accurate
way of calculating ρ(x, y; 0) compared to the previous
approaches [32, 33].
C. Dynamics in a harmonic trap
The calculation of the one-body density matrix
ρ(x, y; t), given by Eq. (14), requires, in general, the eval-
uation of the overlap matrix elements Pij(x, y; t), given
by Eq. (15), between the time-evolved wave functions
φj(x, t), starting from the initial single-particle wave
functions φj(x, 0). For the special case of evolution in
a time-dependent harmonic trap, V (x, t) = mω(t)2x2/2,
the wavefunctions φj(x, 0) are given by the well-known
Hermite-Gauss orbitals, whereas the evolution under the
single-particle Schro¨dinger equation can be solved using
a scaling transformation [26, 40], which in turn leads to
ρ(x, y; t) =
1
λ
ρ0 (x/λ, y/λ) e
imλ˙(x2−y2)/2~λ, (16)
where ρ0(x, y) = ρ(x, y; 0) is the initial one-body den-
sity matrix. The scaling parameter λ(t) is determined
from the solution of the second-order ordinary differen-
tial equation (ODE), λ¨ = −ω(t)2λ + ω20/λ3, with the
initial conditions λ(0) = 1, and λ˙(0) = 0. For the quench
of the trapping frequency considered above, this ODE
acquires the form of the Ermakov-Pinney equation, λ¨ =
−ω21λ+ω20/λ3, with the solution λ(t)=[1+ sin2(ω1t)]1/2,
The scaling solution (16) enormously simplifies the
calculation of ρ(x, y; t) as Eq. (14) is used only once—
for calculating the initial equilibrium density matrix
ρ0(x, y) of a harmonically trapped TG gas. In this case,
the elements of the overlap matrix Pij(x, y; 0) are com-
puted for the harmonic oscillator eigenstates, φj(x) =
e−x
2/2l2hoHj(x/lho)/(pi
1/4
√
2jj!lho), where Hj(ξ) is the
Hermite polynomial of degree j (j = 0, 1, 2, ...), and
lho =
√
~/mω0 is the harmonic oscillator length. One
4then computes the determinant of the initial overlap ma-
trix P and inverts it in order to evaluate the matrix ele-
ments Qij(x, y, 0) appearing in Eq. (14).
In order to describe higher-temperature samples and
larger total number of atoms N with this seemingly
straightforward procedure, one needs to incorporate in-
creasingly higher orbital wave functions in the double
sum in Eq. (14). This, in turn, requires evaluation of
the overlap integrals between highly excited states in
Eq. (15). (For example, for our highest temperature and
highest N samples, we used harmonic-oscillator excited
states of up to j=400.) As the highly excited states are
fast oscillating functions in position space, brute-force
numerical integration will result in computational diffi-
culties.
To overcome these difficulties, we instead develop and
compute the overlap matrix elements using an alterna-
tive approach. Namely, for the off-diagonal elements,
Pjk(x, y; 0) (j 6= k), we resort to a known analytic for-
mula for the harmonic-oscillator eigenstates, given in the
form of the following indefinite integral [41]:
ˆ
ϕj(ξ)ϕ
∗
k(ξ)dξ =
e−ξ
2
[Hj+1(ξ)Hk(ξ)−Hj(ξ)Hk+1(ξ)]
2(k − j)
√
2j+kpi j! k!
,
(17)
where ξ≡ x/lho and ϕj(ξ)≡
√
lhoφj(x). This formula is
much simpler to use, especially at higher temperatures
and larger N , than the one based on a finite series of
confluent hypergeometric functions used in Ref. [33].
For the diagonal elements Pjj(x, y; 0), no similar for-
mula exists to the best of our knowledge, however, we
find that these elements can be computed efficiently us-
ing the following recursive method. We define a sequence
of functions {Mj(ξ)}j=0,1,... containing the desired diag-
onal matrix elements in the form of indefinite integrals,
Mj(ξ) =
√
pi
2
erf(ξ)− 1
2jj!
ˆ
e−ξ
2
H2j (ξ)dξ, (18)
where erf(ξ) is the error function and M0(ξ) = 0. Us-
ing the well-known recurrence relation for the Hermite
polynomials, this yields
Mj+1(ξ) = Mj(ξ) +
e−ξ
2
2j+1(j + 1)!
Hj(ξ)Hj+1(ξ). (19)
Equations (17)–(19) thus allow for an efficient compu-
tation of all (diagonal and off-diagonal) matrix elements
of Pij(x, y; 0) without performing explicit numerical inte-
gration of products of harmonic oscillator wavefunctions.
III. EXAMPLES OF EVOLUTION OF THE
TONKS-GIRARDEAU GAS FROM A THERMAL
EQUILIBRIUM STATE
As an immediate application and illustration of the
broad applicability of our approach, we use it to ana-
lyze two paradigmatic problems of current experimental
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FIG. 1. (Color online) Breathing-mode dynamics of the TG
gas following a confinement quench. (a) Real-space den-
sity ρ˜(x, t) ≡ ρ(x, t)/ρ(0, 0) and (b) momentum distribution,
n(k, t)/lho (where lho =
√
~/mω0 is the harmonic oscillator
length) as functions of the dimensionless time ω1t, for N=16
particles, quench strength  = 35, and dimensionless initial
temperature θ0≡kBT0/N~ω0=0.01.
and theoretical interest: (a) collective breathing-mode
oscillations of a finite-temperature TG gas in a harmonic
trap, and (b) collisional dynamics in the Newton’s cradle
setting which involves real-time evolution in a periodic
Bragg potential.
For the first application, we consider a TG gas ini-
tially in thermal equilibrium in a harmonic potential
V (x, 0)=mω20x
2/2 with the frequency ω0. To invoke the
breathing-mode oscillations we use a confinement quench
in which at t = 0 the trap frequency is instantaneously
changed from the pre-quench value ω0 to a new value
ω1; we characterise the quench strength by a dimension-
less parameter  = ω20/ω
2
1 − 1. Figure 1 shows the evo-
lution of the density profile ρ(x, t) and the momentum
distribution n(k, t) after a strong quench ( = 35), for
N =16 particles and a dimensionless initial temperature
of θ0 ≡ kBT0/N~ω0 = 0.01. As follows from the scaling
solutions of Eq. (16), the dynamics of ρ(x, t) consists of
self-similar broadening and narrowing cycles occurring at
the fundamental breathing-mode frequency of ωB =2ω1.
In contrast, the momentum distribution displays peri-
odic broadening and narrowing cycles that occur at twice
the rate of the oscillations of the in situ density profile.
Unlike the breathing-mode oscillations of an ideal Fermi
gas, the momentum distribution of the TG gas becomes
narrow not only at the outer turning points of the classi-
cal harmonic oscillator motion, when the in situ density
profile is the broadest (here corresponding to time in-
stances of ω1t = pi/2 + pil, with l = 1, 2, ...), but also at
ω1t=pil when the gas is maximally compressed. We refer
to these points as the inner turning points, which serve
as a manifestation of a collective many-body bounce ef-
fect due to the increased thermodynamic pressure of the
gas that acts as a potential barrier. This phenomenon
is similar to frequency doubling observed recently in a
weakly-interacting quasicondensate regime [11, 42] and
is further explored in Ref. [43].
As a second application of our approach, we ana-
lyze the dynamics of a finite-temperature TG gas in
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FIG. 2. (Color online) Dynamics of the TG gas in the New-
ton’s cradle setting. (a) The evolution of the real-space den-
sity, ρ(x, t)lho, as a function of the dimensionless time τ = ω0t;
the left panel is the magnified view into the time window con-
taining the Bragg pulse sequence [44], whereas the right panel
shows the full time window including post-Bragg periodic os-
cillations in the purely harmonic potential. (b) The respective
momentum distribution, n(k, t)/lho. In this example, θ0=0.1,
N=5, and k0lho=10.
the Newton’s cradle setting [7]. In this example (see
Fig. 2), the initial atomic cloud in thermal equilibrium
at temperature θ0 = 0.1 is subjected to a sequence of
laser induced Bragg pulses optimized to split the atomic
wavepacket into two counter-propagating halves corre-
sponding to ±2~k0 diffraction orders of Bragg scatter-
ing [45]. This is modelled by a periodic lattice potential
VB(x, t) = Ω(t) cos(2k0x) of an amplitude Ω(t) (consist-
ing of two square pulses [44]), superimposed on top of
the initial harmonic potential of frequency ω0. Unlike
the (short pulse) Kapitza-Dirac regime of Bragg scat-
tering analyzed, e.g., in Ref. [31], we operate in the
(long pulse) Bragg regime of the Newton’s cradle experi-
ment [7] wherein the interatomic interactions during the
Bragg pulse are automatically taken into account, rather
than neglected. The subsequent collisional dynamics of
the gas in the underlying pure harmonic trap potential
displays periodic behavior and the characteristic traits
observed in [7].
In Fig. 3, we show the collisional dynamics under the
same initial conditions, but for a smaller Bragg momen-
tum. This is essentially equivalent to considering a higher
temperature sample and the same Bragg momentum as
before: when the Bragg momentum becomes comparable
to the initial thermal width of the momentum distribu-
tion, the Bragg pulse no longer splits the distribution
into two well-defined peaks. As a result, we observe a
rather distorted pattern of collisional oscillations, which
nevertheless display the same periodicity as previously.
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FIG. 3. (Color online) (a), (b) Same as in the main panels
of Fig. 2, but for k0lho = 3. (c), (d) The real-space density
and momentum distributions averaged over a full oscillation
period (as in Ref. [7]) starting immediately after the end of the
Bragg pulse at time tB , for k0lho=2, 3, 5, 10. In (d), the thick
(light orange) solid line shows the momentum distribution
n(k, tB), for k0lho=2.
IV. SUMMARY
In conclusion, we have developed an exact finite-
temperature dynamical theory of the Tonks-Girardeau
gas applicable to arbitrary initial temperatures and trap-
ping potentials, including arbitrary variations of the
trapping potentials with time. The approach relies on
the Fredholm determinant representation and the Bose-
Fermi mapping, allowing one to reduce the problem
of many-body evolution to a single-particle basis. For
harmonically trapped gases, the approach further bene-
fits from analytic scaling solutions for the single-particle
wave functions, while for arbitrary trapping potentials
the wave functions should be evolved numerically ac-
cording to the single-particle Schro¨dinger equation. Our
results open the way to systematic studies of nonequi-
librium dynamics of this paradigmatic strongly interact-
ing many-body system. The examples illustrated here
concerned the breathing-mode oscillations and the New-
ton’s cradle setup; however, other nonequilibrium sce-
narios can be easily considered, such as periodic driving,
collisions in anharmonic traps, and formation of quantum
shock waves, to name a few. In addition, our approach
can be extended to treat finite-temperature dynamics of
related integrable models, such as the XY spin model
[46].
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