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Abstract
This paper is dedicated to the analysis of the rate of convergence of the classical and quasi-
optimal Schwarz waveform relaxation (SWR) method for solving the linear Schrödinger equa-
tion with space-dependent potential. The strategy is based on i) the rewriting of the SWR
algorithm as a fixed point algorithm in frequency space, and ii) the explicit construction
of contraction factors thanks to pseudo-differential calculus. Some numerical experiments
illustrating the analysis are also provided.
Keywords: Schrödinger equation, domain decomposition method, pseudo-differential
calculus.
1. Introduction
This paper is devoted to the analysis of the rate of convergence of a class of domain
decomposition methods (DDM), the Schwarz Waveform Relaxation algorithms for solving the
real-time linear Schrödinger equation (LSE) [3]. The analyzed DDMs provide algorithms for
solving all kinds of wave propagation problems, and mainly involve two concepts: relaxation
algorithms and well-designed transmission conditions [23].
Let us consider the following initial boundary-value problem: determine the complex-
valued wavefunction u solution to the LSE
i∂tu+4u+ V (x)u = 0, x ∈ R, t ≥ 0,
|u(x, t)| →x→±∞ 0, t ≥ 0,
u(x, 0) = u0(x), x ∈ R,
(1)
where u0 is the Cauchy data, V is a real-valued space-dependent smooth potential, which is
positive (respectively negative) for attractive (respectively repulsive) interactions.
A Schwarz Waveform Relaxation (SWR) domain decomposition algorithm is proposed to
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solve the initial value problem (1). In the one-dimensional case, the SWR algorithm decom-
poses R into two (or generally more) regions, with or without overlap, and two uncoupled
IBVPs are then considered. The SWR iterations allow for a reconstruction of the solution
between the adjacent subdomains by exchanging information at the subdomain interfaces
thanks to the transmission conditions. This makes these IBVs on each subdomain suitable
for parallel computing [15].
In this paper, we analyze the rate of convergence of the Classical and quasi-Optimal Schwarz
Waveform Relaxation (CSWR and q-OSWR) DDMs [1, 15, 17, 19, 20, 18, 21, 23, 28], applied
to the time-dependent Schrödinger equation in one-dimension. Although these methods have
received much attention over the past decades, the first application to the Schrödinger equa-
tion can be found in [23], where the authors consider the real-time linear one-dimensional
Schrödinger equation. In another recent paper [12], some algorithms are analyzed for the
one-dimensional time-dependent Linear Schrödinger Equation (LSE) where are included ion-
ization and recombination processes by an intense electric field, and in [26] a SWR method-
ology for solving the N -body Schrödinger equation is considered. In [14], the authors study
the numerical performance with a GPU implementation of Schwarz waveform relaxation
methods for the one-dimensional dynamical solution of the LSE with a general potential. It
is shown that these algorithms are fast and robust for complex linear problems. In [27], do-
main decomposition methods have been developed and combined with geometric optics and
frozen gaussian approximation for computing the solution to the linear Schrödinger equations
under and beyond the semi-classical regime. Finally, [9] is dedicated to the development of
high-order transmission conditions for SWR methods applied to the Schrödinger equation,
using only local operators.
The goal of the present paper is to contribute to the mathematical understanding of Schwarz
waveform relaxation DDMs for solving the time-dependent Schrödinger equation. Although
SWR-DDM methods are now extensively used in all kinds of high dimensional problems,
the rigorous analysis of the rate of convergence remains incomplete, and is only understood
in some simple configurations. This paper is precisely dedicated to this question for the
Schrödinger equation in the one-dimensional case with non-constant potentials. The strat-
egy which is proposed can in principle, be applied in higher dimension and in the stationary
case, see [10, 11]. It extensively uses pseudo-differential calculus [2, 24, 29], and was orig-
inally developed for deriving and analyzing high-order absorbing boundary conditions for
classical and quantum wave equations, as well as diffusion equations [7, 8, 13, 16, 22]. Accu-
rate transmission operators (which will provide fast convergence) can indeed be derived by
using asymptotic expansions of pseudo-differential operators (in the sense of classical sym-
bols [24]). However, pseudo-differential calculus is also essential for analyzing the rate of
convergence of more elementary DDMs, such as the CSWR and Robin-SWR methods which
are respectively based on Dirichlet or Robin transmission operators.
In Subsections 1.1 and 1.2, we introduce preliminary notations, definitions and we recall
some existing results about the convergence of SWR methods. The rate of convergence of
both the CSWR and the q-OSWR methods with constant and space-dependent potentials
V , is analyzed in Section 2. The analysis uses pseudo-differential operator theory associated
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to their asymptotic symbolic calculus. In Section 3, we numerically validate the convergence
rates theoretically established. We conclude in Section 4.
1.1. Brief description of the Schwarz Waveform Relaxation algorithm
In this section, we briefly describe the Classical (resp. quasi-Optimal) Schwarz Waveform
Relaxation Algorithm (CSWR) (resp. (q-OSWR)).
We consider a d-dimensional partial differential equation Pφ = f in the spatial domain
Ω ⊂ Rd, and time domain (0, T ). The initial data is denoted by φ0. We first split Ω
into two subdomains Ω±ε with smooth boundary, with or without overlap (Ω
+
ε ∩ Ω−ε = ∅ or
Ω+ε ∩ Ω−ε 6= ∅), with ε > 0. The CSWR algorithm consists in iteratively solving IBVPs in
Ω±ε × (0, T ), using Dirichlet transmission conditions at the subdomain interfaces Γ±ε := ∂Ω±ε ,
where the imposed conditions are established using the preceding Schwarz iteration data in
the adjacent subdomain. For k ≥ 1, we therefore set
Pφ±,(k) = f, in Ω±ε × (0, T ),
φ±,(k)(·, 0) = φ±0 , in Ω±ε ,
φ±,(k) = φ±,(k−1), on Γ±ε × (0, T ),
(2)
with a given initial guess φ±,(0). The quasi-Optimal Schwarz Waveform Relaxation algo-
rithm is described in the same manner as the CSWR algorithm, except that transparent or
high-order absorbing transmission conditions are imposed thanks to a (pseudo-)differential
operator B±, see [6]. Consequently, for k ≥ 1, we define
Pφ±,(k) = f, in Ω±ε × (0, T ),
φ±,(k)(·, 0) = φ±0 , in Ω±ε ,
B(k)± φ±,(k) = B(k−1)± φ∓,(k−1), on Γ±ε × (0, T ),
(3)
with a given initial guess φ±,(0).
1.2. Well-posedness of the SWR algorithm
We now define the real time-dependent one-dimensional (d = 1) Schrödinger operator P
by
P (x, t, ∂x, ∂t) = i∂t + ∂
2
x + V (x). (4)
We decompose the spatial domain Ω = R into two overlapping subdomains Ω±ε with Ω+ε =
(−∞, ε/2) and Ω−ε = (−ε/2,∞), with ε > 0. The Schwarz waveform relaxation with overlap
corresponds to iteratively solving two IBVPs in Ω±ε × (0, T ), by using some transmission
conditions at the interfaces x = ±ε/2. The CSWR algorithm for the iteration index k =
1, 2, . . . is thus given by
Pφ±,(k) = 0, in Ω±ε × (0, T ),









, on (0, T ),
(5)
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where φ±0 denotes the restriction of φ0 to Ω
±
ε . Introducing the error function for arbitrary
iteration k and subsequently omitted, i.e. eC,±P := φ|Ω±ε − φ±, the CSWR in L2(Ω±ε ) reads
PeC,±P = 0 in Ω
±




= h±ε (t) at {±ε/2} × (0, T ), (6)
where P is given by (4) and h±ε are given time-dependent functions. The index P in e
C,±
P
specifies the operator to which the error is associated to, and the upper index C stands for
the CSWR algorithm (we will later use the upper index O for the q-OSWR algorithm). The
following theorem states the convergence of the CSWR algorithm for a bounded potential
V .
Theorem 1.1. Let ε > 0, V be in L∞(Ω−ε ∪Ω+ε ). Then the algorithm (5) defines a sequence
of iterates (φ+,(k), φ−,(k)) in H2,1(Ω+ε/2 × (0, T ))×H2,1(Ω−ε × (0, T )) with
φ+,(k)(−ε/2, ·), ∂xφ+,(k)(−ε/2, ·), φ−,(k)(ε/2, ·) and ∂xφ−,(k)(ε/2, ·) in H1(0, T ).
We recall that Hr,s(Ω × (0, T )) := L2(0, T ;Hr(Ω)) ∩ Hs(0, T ;L2(Ω)) is an anisotropic
Sobolev space. This result is proven in [23], and is a consequence of the Trace Theorem [25].
In this paper, we are more specifically interested in estimating the convergence rate of the
SWR methods. The convergence rate appears as a contraction factor, when the SWR method
is rewritten as a fixed point problem. We do not recall here the details of this technical
question, but we refer to [10, 17, 18] and Subsection 2.3. Basically, in the following, we
explicitly compute the contraction factor from which we can deduce the rate of convergence
of the considered SWR methods.
2. Convergence rate of Schwarz Waveform Relaxation algorithm
Considering again the Schrödinger operator P defined in (4), we estimate in this section
the theoretical convergence rates of the CSWR and q-OSWR methods. With this aim, we
first provide a local factorization of the operator P in term of an incoming and outgoing
wave operators.
Proposition 2.1. The Nirenberg-like factorization
P (x, t, ∂x, ∂t) = (∂x + iΛ
−)(∂x + iΛ
+) +R (7)
holds, where R ∈ OPS−∞ = ⋂m OPSm is a smooth pseudo-differential operator. The op-
erators Λ± are pseudo-differential operators of order 1/2 in time, and order 0 in space. In





where λ1/2−j/2 are elementary symbols corresponding to operators of order 1/2− j/2, j ∈ N.
We can approximate λ± by computing a finite number of inhomogeneous symbols [6].
Denoting by τ the co-variable associated to t, we have:
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Proposition 2.2. Let us fix the principal symbol to
λ±1/2 = ∓
√
−τ + V (x) . (9)
Then, the following elementary symbols are given by
λ±0 = 0, λ
±






V (x)− τ . (10)











The following proposition which is proven in [10], allows for a fine derivation of the trans-
mission conditions in the q-OSWR method.



















and the associated class of pseudo-differential operators OPS1/2S . In (12), F
V,1/2−j/2
` are
smooth functions depending on x and V . Then, Λ± are in OPS1/2S and, for each j ∈ N, there
















2.1. Asymptotic estimates of the contraction factor of the CSWR algorithm
In this subsection, we analyze the convergence rate of the CSWR algorithm described in
(5). As proposed in [17], we are required to determine the contraction factor CCP,ε of GC2P
(setting GC2P := GCP ◦ GCP ), where the mapping GCP is defined from (6) by











The time-dependent functions h±ε are assumed to be given. In order to simplify the notation,
we denote by h±ε the extension of h
±
ε to all R which vanishes on Ω∓ε . We solve (6) directly
to prove that GC2P is a contraction in the (x, τ)-coordinates for V constant. For a non-
constant V , we estimate the rate of convergence through approximations. Let us then start
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by assuming that V is a constant (this includes V = 0). According to [17], for a fixed time
T , GCP is defined on H3/40 (0, T ) = {φ ∈ H3/4(0, T ) : φ(0) = 0}. Let us characterize the
part of the error eC,+P (resp. e
C,−
P ) defined in (6), corresponding to a traveling wave in the
overlapping region Ω+ε (resp. Ω
−
ε ) and transmitted to the left (resp. right) subdomain R/Ω
+
ε
(resp. R/Ω−ε ). Therefore, we introduce the equation{
(∂x + iΛ







= h±ε (t) at {±ε/2} × R.
(15)
For V = 0, the solution to (15) can be explicitly computed using the Fourier transform Ft
along the t-direction, that is at the symbol level with respect to τ (associated to t). This
exact solution to (15) is given in the (x, τ)-space by










The application of Proposition (2.2) for V constant leads to: λ±(τ) = λ±1/2(τ) = ∓
√
−τ + V .
Then, if we define












































〈ĥ+ε , ĥ−ε 〉.
(18)
Following [17, 6], we deduce the contraction factors CCΛ,ε of GC2Λ in the elliptic and hyperbolic
zones. The convergence of the CSWR method is ensured by the frequencies in the elliptic
zones, as the frequencies in the hyperbolic zone do not affect the convergence process. In
the following, we mainly restrict the analysis of the contraction factor to the elliptic zone.








∣∣ exp (− 2iελ+(τ))∣∣ = exp (− 2ε√τ − V ).
In the above expression the elliptic zone is denoted by Eτ = {τ ∈ R : τ > V }, and Hτ is
the hyperbolic zone {τ ∈ R : τ < V }. It is also noteworthy that it is well-known that the
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CSWR does not converge without overlap, i.e. when ε = 0.
We now consider the space-dependent potential V (x), where the hyperbolic (resp. elliptic)
zone is now defined by {τ ∈ R : τ < V (x)} (resp. {τ ∈ R : τ > V (x)}). We need to
characterize the error that travels from one domain to the other. For a general potential
V (x), the analysis cannot be exact due to scattering effects. However, we still consider the
system {
(∂x + iΛ







= h±ε (t) at {±ε/2} × R,
(19)
where eC,+Λ (resp. e
C,−




P ) which travels to
the right (resp. left). As a consequence, the computation of eC,±Λ provides an approximation
of eC,±P the solution to Pe
C,±
P = 0. We can obtain an approximation of the contraction factor
CCP,ε, which is the contraction factor of GC2P by CCΛ,ε for GC2Λ
CCP,ε ≈ CCΛ,ε.
This approximation will be discussed at the end of this subsection. For solving (19), let us
consider the symbolic equation{
(∂x + iλ







= ĥ±ε (τ) at {±ε/2} × R.
(20)
A direct computation gives










To determine the contraction factor CCΛ,ε to the associated mapping GC2Λ , the explicit knowl-
edge of the total symbols λ± is required. However, for a general potential V (x), this is
generally impossible. We circumvent this issue by considering an asymptotic expansion
{λ±1/2−j/2}+∞j=0 of the symbols λ±. To get this estimate, we expand λ± asymptotically, as the





and then we truncate this series up to the (p+ 1)st term




as proposed in [4]. The sign ≈ has to be understood as a truncation of the infinite series by
a finite sum, up to a symbol of homogeneity degree −p/2 in τ . In other words, for |τ | large
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enough, we truncate up to a O(τ−p/2). The approximate convergence rate in the elliptic zone
is then





∣∣∣ exp(i ∫ ε/2
−ε/2
(




Choosing the principal symbol as λ±1/2 = ∓
√
−τ + V (x), then one gets
λ−,p = −λ+,p, (24)
implying that (23) becomes
LC,pε (τ) =




Let us remark that (24) does not hold for λ±1/2 = ∓
√−τ , if V (x) 6= 0 [6]. A third step
is required to approximate the symbols λ±1/2−j/2, j = 0, ..., p, where 1/|τ | is small (high-
frequency regime). For each symbol λ±1/2−j/2, we consider a Taylor expansion up to the order
p/2 in 1/|τ |:







1/2−j/2 +O(|τ |−p/2) .
Notice that Padé’s approximants could also be used to approximate λ±1/2−j/2 without requiring
1/|τ | small, see [6]. We then define
L̃C,pε (τ) =




and the associated high-frequency asymptotic convergence rate in the elliptic zone C̃C,pε ,
where
CCP,ε ≈ CCΛ,ε ≈ C̃C,pε := sup
τ∈Eτ
L̃C,pε (τ). (27)
Let us now set
Lε,1/2−j/2(τ) =




















These preliminary computations lead to the following theorem.
Theorem 2.1. Let V (x) be a smooth potential, and let us assume that the symbols {λ±1/2−j/2}j≥0
are defined as in Proposition 2.2. An asymptotic estimate in the elliptic zone Eτ of the con-
traction factor of the mapping GC2P defined in (14) for the CSWR algorithm (5), is given
by




LCε (τ) ≈ LC,3ε (τ) :=
∣∣∣ (−τ + V (−ε/2)−τ + V (+ε/2)
)1/2 ∣∣∣∣∣∣ exp (− 2i∫ ε/2
−ε/2
√
−τ + V (y)dy
)∣∣∣ (31)
while in the hyperbolic zone Hτ the contraction factor is given by the first term in (31).
In addition, one also gets the following approximation of the contraction factor in the elliptic
zone, when the symbols are Taylorized for |τ | large
















Proof. From (21), we have

























〈ĥ+ε , ĥ−ε 〉.
By using Proposition 2.2, one gets
λ±1/2(x, τ) = ∓
√




−τ + V (x), (34)
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λ±0 = 0 and λ
±
−1/2(x, τ) = 0. A direct computation leads to
Lε,1/2(τ) =
∣∣∣ exp (− 2i∫ ε/2
−ε/2
√








−τ + V (y)dy
)∣∣∣, (35)
with Lε,0 = Lε,−1/2 = 1, and
Lε,−1(τ) =
∣∣∣ (−τ + V (−ε/2)−τ + V (+ε/2)
)1/2 ∣∣∣. (36)
As a consequence, one gets
LC,3ε (τ) =
∣∣∣ (−τ + V (−ε/2)−τ + V (+ε/2)
)1/2 ∣∣∣∣∣∣ exp (− 2i ∫ ε/2
−ε/2
√























The proof follows from L̃C,3ε = L̃
3
ε,1/2. 
By neglecting the scattering effects in (6), we have then estimated in the above theorem
the approximate rate of convergence for the CSWR method with non-constant potentials.
In the following proposition, we estimate |CCP,ε−CCΛ,ε| assuming that V and V ′ are bounded.
Proposition 2.4. With the same assumptions as in Theorem 2.1, and assuming that V and
V ′ are in L∞(Ω±ε ), there exists C(ε, V ) > 0 such that for ε small enough:
CCP,ε ≤ CCΛ,ε + C(ε, V )ε2 .
This result ensures that if V and V ′, and/or ε are small enough, the exact contract factor
CCP,ε, is close to the approximate one C
C
Λ,ε computed in Theorem 2.1. This expected result
is confirmed numerically in Section 3.
Proof. Recall that êC,±P (resp. ê
C,±
Λ ) denotes the solution in L
2(Ω±ε ) to (6) (resp. to (15)).
For the sake of notation simplicity, we hereafter omit in the proof the upper index C in êC,±P
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and êC,±Λ . We now set f
± := e±P − e±Λ . Some basic computations show that f̂± is solution in
L2(Ω±ε ) to { (
∂2x − (iτ + V (x))
)
f̂±(x, τ) = i∂xλ







= 0, at {±ε/2} × R. (39)
As V and V ′ are assumed to be in L∞(Ω±ε ), then ê
±
Λ (resp. f̂
±) for any fixed τ , belongs to
C1(Ω±ε ) (resp. to C
2(Ω±ε )). Multiplying the first equation of (39) by f̂






















Then for any η > 0, we obtain
|τ |‖f̂±(·, τ)‖2
L2(Ω±ε )











By taking η small enough, we deduce that f̂±(·, τ) ∈ L2(Ω±ε ). Then taking the real part in
(40) for any η > 0, we get











+‖V ‖L∞(Ω±ε )‖f̂±(·, τ)‖2L2(Ω±ε ) .
Similarly, multiplying by ∂2xf̂
±(x, τ), we have∫
Ω±ε















and then, for any η > 0,
‖∂2xf̂±(·, τ)‖2 ≤
(
‖V ‖L∞(Ω±ε ) + ‖V ′‖L∞(Ω±ε )
)










By taking η small enough, we deduce that for τ fixed, f±(·, τ) ∈ H2(Ω±ε ). Next, we have
Ft
(












〈ĥ+ε , ĥ−ε 〉
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as










Now we need to evaluate Ft
(
GCP ◦GCP 〈h+ε , h−ε 〉
)
. As f̂± is regular in x, by Taylor’s expansion
and for some ξ±x,ε between x and ±ε/2, we have
f̂±(x, τ) = f̂±(±ε/2, τ) + ∂xf̂±(ξ±x,ε, τ)(x∓ ε/2)
= h±ε (τ)∂xĝ
±(ξ±x,ε, τ)(x∓ ε/2)
as f̂±(±ε/2, τ) = 0 and as by definition of f̂±, ∂xf̂± is of the form h±ε (τ)∂xĝ± for some
regular function ĝ±, i.e.
ê±P (x, τ) = ê
±
Λ(x, τ) + ĥ
±
ε (τ)∂xĝ
±(ξ±x,ε, τ)(x± ε/2) .
Now, we can write that
Ft
(




ê−P (ε/2, τ), ê
+
P (−ε/2, τ)〉


















= 〈ĥ+,(2)ε (τ), ĥ−,(2)ε (τ)〉.
We iterate once more
ê
±,(2)








Some additional computations lead to
ê
±,(2)
















×∂xf̂∓(ξ∓±ε/2,ε, τ)− ∂xf̂±(ξ±∓ε/2,ε, τ)
)
+O(ε2).
Then as f̂± is C2, for ε small enough, we obtain
ê
±,(2)
























Let us recall that CCΛ,ε = supτ
∣∣∣ exp ( − 2i ∫ ε/2−ε/2 λ+(y, τ)dy)∣∣∣. Now using that ∂xĝC,± is
bounded for V and V ′ in L∞(Ω±ε ), there exists c(τ, ε, V ) > 0 such that for ε small enough
CCP,ε ≤ sup
τ




+ c(τ, ε, V )ε2
)∣∣∣ .
Finally, there exists C(ε, V ) > 0 such that
sup
τ
∥∥Ft(GCP ◦ GCP 〈h+ε , h−ε 〉)∥∥ = CCP,ε‖〈h+ε , h−ε 〉‖ ≤ (CCΛ,ε + C(ε, V )ε2)‖〈h+ε , h−ε 〉‖
This concludes the proof. 
2.2. Asymptotic estimates of the contraction factor in the q-OSWR algorithm
We consider now the quasi-Optimal Schwarz Waveform Relaxation (q-OSWR) method
[23] and study its rates of convergence as a function of the order of the transmitting boundary




and φ±0 are some given functions,
the q-OSWR algorithm reads as follows for an iteration k ≥ 1:
Pφ±,(k) = 0, in Ω±ε × R∗+,













where Λ±,p = Op(λ±,p), for p = 1/2, 0,−1/2... as similarly done in (26). Following [17], we
set in Ω±ε
PeO,±,pP = 0 on Ω
±,p




= h±ε (t) on {±ε/2} × R∗+, (42)
and we introduce the mapping













We again want to estimate the asymptotic convergence rate of the q-OSWR domain decom-
position method, when considering the system (41) for a transmission operator ∂x + iΛ
±,p.
The q-OSWR method is now associated to the following approximate boundary-value prob-
lem on the error function eO,±,pΛ :{
(∂x + iΛ








= h±ε (t), on {±ε/2} × R∗+.
(44)
Then similarly to [10], we have
Theorem 2.2. Let us assume that V is a smooth one-dimensional space-dependent potential
and that λ± is approximated by





with p ∈ N. An asymptotic estimate in elliptic region of the contraction factor COP,ε of
the mapping GO,p2P (with GO,p2P := GO,pP ◦ GO,pP ) defined by (43), for the fixed-point q-OSWR
algorithm (41), is given by








In the hyperbolic zone, the frequencies also contribute to the q-OSWR convergence thanks
to a contraction factor given by cpε supτ∈Hτ |λ+1/2(ε/2, τ)λ+1/2(−ε/2, τ)|−(p+1). In the previous
expressions, cpε is an (ε, p, V )-dependent positive real-valued constant. The principal symbol
is given by (9) and LC,pε (τ) designates (25). For a constant potential V , the fixed-point
q-OSWR algorithm (41) converges in two iterations for the one-dimensional potential-free
case, even without overlap (ε = 0).
The proof is very similar to the proof of Theorem 2.2 in [10], where was analyzed the
q-OSWR convergence rate for the Schrödinger equation in imaginary time. Except for the
symbols, the overall strategy and computational details are identical in both theorems. We
here only give the sketch of the proof and again refer to [10] for more details.
Sketch of Proof. We first introduce the approximate problem (44) which gives us the
approximate representation êO,±,pΛ of the error ê
O,±,p
P . Similarly to the analysis of the CSWR
method, the aim is to derive an approximate convergence rate for the q-OSWR method, by
introducing an analogous problem to (44). This can be expressed at the symbol level, and
we know from (44){
(∂x + iλ








= ĥ±ε (t), on {±ε/2} × R∗+,
(46)
which leads to the following expression










for some functions α±,pε . By implementing the transmitting boundary conditions (second
equation of system (46)), we get



















Now, we consider the mapping














By using (47), we get
ê
O,±,p,(2)










































We recall that λ− = −λ+ and λ−,p = −λ+,p, one can show that
Ft
(












































〈ĥ+ε , ĥ−ε 〉(τ).
(49)
From Proposition 2.3, we know that we have the following asymptotic control (for large
| − τ + V |  1) of the remaining term






















λ+(±ε/2, τ) + λ+,p(±ε/2, τ) = 2λ+1/2(±ε/2, τ) +O
(
1). (51)
Collecting the various estimates, we conclude that
Ft
(

















〈h+ε , h−ε 〉(τ).
(52)
After truncating the symbolic expansion within the exponential term, an approximation rate









where LC,pε (τ) is given by (25), p ∈ N∗, and cpε is an ε-, p- and V -dependent positive real-
valued constant. Unlike the CSWR method, the frequencies from the hyperbolic zone also
contributes to the convergence of the q-OSWR method, thanks to the coefficients 1/|τ |p+1.

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2.3. Convergence of the CSWR and q-OSWR algorithms
We recall here two convergence theorems for the CSWR (5) and q-OSWR (41) algorithms
when V is constant, and which were proven in [23]. Unlike, Theorem 1.1, their proof relies
on the calculation of the contraction factor, as proposed above.
Theorem 2.3. Let the initial guess (h−, h+) be in (H3/4(0, T ))2 and such that h−(0) =
φ0(−ε/2) and h+(0) = φ0(ε/2). Let V be a real constant and suppose that τmax > 0 is
such that F(e−th±) vanishes outside of [−τmax,+∞) with g+ = h+ − φ+(−ε/2, ·) and g− =
h− − φ−(ε/2, ·). Then the iterates (φ−,(k), φ+,(k)) of the algorithm (5) converge in L2(Ω+ε ×
(0, T ))× L2(Ω−ε × (0, T )) to the solution of (1).
The above theorem describes the convergence of the overlapping Schwarz waveform re-
laxation algorithm, stating that the convergence is at least linear and that it depends on the
size of the overlapping region. For the CSWR, if the potential V is constant, the approximate
and the exact contraction factors coincide, that is CCP,ε = C
C
Λ,ε. The q-OSWR convergence
theorem reads as follows:
Theorem 2.4. Let V be a real constant. The algorithm (41) converges to the solution φ of
(1) in two iterations for any initial guess φ+,(0) and φ−,(0), independently of the size of the
overlap (−ε/2, ε/2) for ε > 0 if and only if
λ+ = −
√




When V is constant, the OSWR algorithm then converges in two iterations, which cor-
responds to a contraction factor equal to 0. When V is non-constant, we expect a similar
result. Thanks to the presented analysis (at least at high frequencies), the contraction factor
can be shown to be arbitrarily small in the elliptic zone. However, notice that a rigorous
proof for V non-constant is yet to be established (work in progress).
3. Numerical validation
3.1. Numerical approximation of the interior scheme
In the one-dimensional case, we consider two bounded subdomains Ω+a,ε = (−a, b+ ε/2),
Ω−a,ε = (b−ε/2, a), a ∈ R∗+ and with ε > 0 a (small) parameter characterizing the overlapping
region Γa,ε = Ω
+
a,ε ∩ Ω−a,ε = (b− ε/2, b+ ε/2), and Ωa = Ω+ε ∪ Ω−ε = (−a, a). Finally, b± ε/2
denotes the position of the interfaces. Notice that in the above analysis, we have taken b = 0.
The numerical scheme that we use is a second-order unconditionally `2-stable Crank-Nicolson
(CN) scheme [5, 3]. We define by ∆x the space step, and by ∆tn the time-step at iteration
n. We denote by φ
±,n,(k)
j the solution in Ω
±
ε of the scheme at Schwarz iteration k, at time
iteration n and at x±j , where the nodes {x±j }1≤j≤N± are defined by: x+j = −a + (j − 1)∆x,
16
x+N+ = b+ ε/2 and x
−
j = b− ε/2 + (j−1)∆x, x−N− = a. The CN scheme is defined as follows:


































where V ±j = V (x
±
j ). The convergence criterion for the Schwarz DDM is given by∥∥ ‖φ+,nT ,(k)|Γε − φ−,nT ,(k)|Γε ‖∞,Γε∥∥L2(0,T ) ≤ δSc, (56)
with δSc = 10−14 (”Sc” for Schwarz) and where nT = T/∆t. When the convergence of the
full iterative algorithm is obtained at Schwarz iteration kcvg, one gets the converged global
solution φcvg := φ(k
cvg) in Ωa. Let us remark that (64) is simple to implement since it is a
standard CN scheme in each subdomain with homogeneous Dirichlet boundary conditions
at the endpoint.
3.2. Numerical validation of the CSWR











, and j0 denotes the number of overlapping
nodes, i.e. ε = (j0−1)∆x. At x1 = b−ε/2, we fix φ−,n+1,(k)1 +φ−,n,(k)1 = φ+,n+1,(k−1)N+−j0 +φ
+,n,(k−1)
N+−j0 .
Finally at x+1 = −a and x−N− = a, we set null Dirichlet boundary conditions. The `2-stability
and the second-order accuracy in space and time is straightforwards, as Dirichlet boundary
conditions are used.
Test 1: potential V = 0. The first test is devoted to two waves propagating in opposite
directions from initial time t = 0 to final time T = 1. We follow the experiment given in
[12]. The parameters for this first test are the following: a = 10, b = 5/2, with N+ = 312
and N− = 193. The size of the overlapping zone is ε = ∆x, corresponding to j0 = 2. The

















with k0 = 4, see Figure (1) (Left). In Figure (1) (Middle), we observe a good agreement
between the reconstructed solution using the CSWR algorithm with the reference solution,







∣∣ exp ( − 2iελ+(τnum))∣∣ and |τnum| ∈ [1/T, 1/∆t]. The supremum







< 1, as the supremum in this zone is actually reached at final time T .
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Theoretical slope in elliptic zone
Figure 1: (Left) Initial data amplitude. (Middle) CSWR: reconstructed converged solution after iteration k
until convergence at final time T . (Right) Theoretical and numerical convergence rate comparison.
In Figure (1) (Right), we report the numerical convergence rate obtained by the CN
scheme, and the theoretical convergence rates (33) in the elliptic zone, and we observe a
relatively good agreement. Let us remark that the convergence rate is independent of the
time-step ∆t, but depends on the final time T (as the supremum is reached at 1/T ), as
reported in Figure (2), where we observe that the smaller the final time T , the larger the
convergence slope.



























Figure 2: Convergence rates for different final times T .
Test 2: potential V 6= 0. The next test is also devoted to two waves propagating in
opposite directions from time t = 0 to T = 1 with a positive space-dependent potential V .
In this case, we expect the following estimate
LC∆x(τnum) ≈∣∣∣ (τnum − V (−∆x/2)
τnum − V (+∆x/2)
)1/2 ∣∣∣∣∣∣ exp (− 2i∆x ∫ ∆x/2
−∆x/2
√
−τnum + V (y)dy
)∣∣∣. (57)
The parameters for the second experiment are as follows: a = 10, b = 5/2, with N+ = 312,
18
N− = 193 and the time step is ∆t = 0.2. The overlapping region is reduced to two nodes,
















with k0 = 4. The space dependent potential given by V (x) = −20 exp(−5(x − b)2). At the
interface, we have V (b) ≈ −20.











































Figure 3: (Left): Reconstructed solution, and reference solution with space dependent potential V . (Right)
Theoretical and numerical convergence rate comparison.
Since V is negative, it is easy to see that the supremum of (57) is reached at τnum = 1/∆t,
i.e.
CCP,ε ≈∣∣∣ (1/∆t− V (−∆x/2)
1/∆t− V (+∆x/2)





In Figure (3), we again observe a good agreement between the numerical and theoretical
convergence rates. In Figure (4) (Middle) (resp. (Right)), the comparisons of the conver-
gence rates are made between various time steps ∆t (resp. final time T ), showing that the
convergence rate, as expected is moderately dependent (resp. independent) of ∆t (resp. T ),
as 1/∆t is relatively small compared to V (b) = −20.
In Figure (4), we observe that, after one Schwarz iteration with space dependent potential
V , the solution is close to convergence unlike the case V = 0.
3.3. Numerical validation for q-OSWR
The q-OSWR method involves DtN operators at the subdomain interfaces:
∂xφ
±,(k) + iΛ̃±,p(x, t, ∂x, ∂t)φ
±,(k) = ∂xφ
∓,(k−1) + iΛ̃±,p(x, t, ∂x, ∂t)φ
∓,(k−1), (58)
19



















































∆t = 2 × 10−1
∆t = 10−1
∆t = 5 × 10−2



























Figure 4: (Left) Reconstructed solution after 1 Schwarz iteration, and reference solution at final time T = 1.
(Middle) Convergence rates with different time-steps ∆t and space-dependent potential V for CSWR. (Right)
Convergence rates with different final times T , and space-dependent potential V for CSWR.
with Λ̃±,p = Op(λ̃±,p) given by
Λ̃+,0(x, t, ∂x, ∂t)φ = −eiπ/4∂1/2t φ,
















and where the function Φ is defined in the linear case by Φ(x, t) = tV (x). The discretization



























where the sequence (βn)n∈N is such that β0 = 1 and, for n ≥ 0, and (γn)n∈N are such that













βk = (−1)kαk, ∀k ≥ 0,
(γ0, γ1, γ2, γ3, ...) = (1, 2, 2, ...).
(63)
The discretization (60)-(62) is designed to be consistent with the Crank-Nicolson scheme by
using the associated generating function [5]. The semi-discrete q-OSWR-CN scheme for a
20



































φ±,n+1,(k) = 0, at x = ∓a.
(64)
The outwardly directed unit normal vector to Ω±a,ε is denoted by n

































Alternatively, a Neumann-to-Dirichlet approximation is possible. For the sake of simplicity,

































φ±,n+1,(k) = 0, at x = ∓a.
(66)
We next show a partial stability result for (66).
Proposition 3.1. At Schwarz iteration k = 1 and for ε > 0, the semi-discrete scheme (66)
is unconditionally L2-stable. Moreover, for ε = 0, the semi-scheme (66) is unconditionally
L2-stable at any Schwarz iteration.
Proof. We multiply i) −i(φ̄+,n+1,(k) + φ̄+,n,(k))/2 (resp. −i(φ̄−,n+1,(k) + φ̄−,n,(k))/2), ii)
integrate on Ω+ε (resp. on Ω
−

















































































































































±ε/2 = 0 . (67)








and the corresponding schemes in Ω+ε and Ω
−
ε , which are then purely non-reflecting, are then
unconditionally L2-stable if k = 1.

























This ensures the L2-stability of the semi-discrete scheme. 
The proof of stability at any Schwarz iteration when ε > 0 requires additional assumptions
and is not presented in this paper.
Based on this discretization, we now validate the theoretical rate of convergence for the
q-OSWR method. Let us define T` = T0/2
`, with ` = −2,−1, 0, 1, 2. According to the






` , where p ∈ N designates the order
of approximation of the “transparent” operator Λ+ and cpε is an unknown (ε, p)-dependent











− `(p+ 1) log(2)/2.
We next numerically evaluate
| logC(OSWR)p,` − logC
(CSWR)
` |
as a function of `. For p = 0, the transparent transmission operator is approximated by
∂
1/2
t the expected slope is − log(2)/2, when plotting logC(OSWR)p,` as a function of `. The
numerical data are as follows: N+ = 641, N− = 385, a = −20, ∆t = 0.1, T0 = 1, ε = ∆x,
















and V (x) = 5 exp
(
− 5(x − b)2
)
. In Figure 5, we compare the theoretical and numerical
slopes for p = 0. We observe that the numerical convergence slope is close to the theoretical
one, i.e. − log(2)/2. To validate the theoretical slopes for larger values of p, it is necessary
to develop a much heavier numerical machinery not presented in this paper.
4. Conclusion
The paper was devoted to the analysis of the rate of convergence of the Schwarz Waveform
Relaxation domain decomposition methods applied to the linear Schrödinger equation with
space dependent potential. Approximations of the theoretical convergence rate have been
stated for both the CSWR and the q-OSWR algorithms by using pseudo-differential. In
addition, they were also numerically validated. In a forthcoming paper, we will analyze the
convergence rate of SWR in higher dimensions and for more subdomains.
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Figure 5: Theoretical and numerical convergence rate for q-OSWR with p = 0.
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