Practical ϕ0-stability of impulsive dynamic systems on time scales  by Wang, Peiguang & Wu, Meng
Applied Mathematics Letters 20 (2007) 651–658
www.elsevier.com/locate/aml
Practical φ0-stability of impulsive dynamic systems on time scalesI
Peiguang Wanga,∗, Meng Wub
aCollege of Electronic and Information Engineering, Hebei University, Baoding, 071002, China
b Fundamental Department, Baoding College of Finance, Baoding, 071000, China
Received 18 May 2005; received in revised form 10 June 2006; accepted 28 June 2006
Abstract
In this work, some criteria for practical φ0-stability and strongly practical φ0-stability of impulsive dynamic systems on time
scales are obtained.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction
It is well known that impulsive differential equations form a natural description of observed evolution phenomena
of several real world problems, and therefore their study has attracted much attention [1–4]. For example, Akinyele
and Adeyeye [4] got some results on φ0-stability for impulsive differential equations. Since practical stability only
needs to stabilize a system into a region of phase space, it has been widely used in application. And the theory of
practical stability has developed rather intensively [3,5–7]. Lakshmikantham and Vatsala [3], Lakshmikantham et al.
[5] investigated practical stability of impulsive differential equations. Soliman [7] obtained practical φ0-stability of
perturbed differential systems.
For demonstrating the interplay of the theories of continuous and discrete dynamic systems, the theory of dynamic
systems on time scales has gained impetus [8,10]. For a recent approach to stability of dynamic equations on time
scales, without impulse, see [11]. However, the corresponding theory of such equations is still at an initial stage of its
development, especially for the impulsive dynamic system on time scales. On the other hand, combining the widely
used techniques of variation of parameters and the Lyapunov second method, a new comparison theorem and stability
for impulsive differential equations were obtained in [12], but these results were not on time scales. Motivated by
the idea of [7,9,12], in this work, by using the cone-valued Lyapunov method and variational Lyapunov method, we
extend the notions of practical φ0-stability to the impulsive dynamic systems and perturbed equations on time scales.
These notions lie somewhere between the practical stability of [3], on one side, and the φ0-stability of [4], on the other
side.
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2. Preliminaries
Let T be a time scale (any subset of R with order and topological structure defined in a canonical way) with t0 ≥ 0
as minimal element and on maximal element. The basic concepts on time scales can be seen; see [8] for details.
Definition 2.1. The mapping g : T → X , where X is a Banach space, is called rd-continuous if at each right-dense
t ∈ T, it is continuous and at each left-dense t , the left-sided limit g(t−) exists.
Definition 2.2. For each t ∈ T, let N be a neighborhood of t . Then, we define the generalized derivative (or Dini
derivative), D+u1(t), to mean that, given ε > 0, there exists a right neighborhood Nε ⊂ N of t such that
u(σ (t))− u(t)
µ(t, s)
< D+u1(t)+ ε, for s ∈ Nε, where µ(t, s) ≡ σ(t)− s.
In the case where t is right-scattered and u is continuous at t , we have as in the case of the derivative
D+u1(t) = u(σ (t))− u(t)
µ∗(t)
,
where µ∗(t) = µ(σ(t)− t).
Definition 2.3. A proper subset K of Rn is called a cone if
(i) λK ⊆ K , λ ≥ 0;
(ii) K + K ⊆ K ;
(iii) K = K ;
(iv) K 0 6= ∅;
(v) K ∩ (−K ) = {0},
where K and K 0 denote the closure and interior of K , respectively, and ∂K denotes the boundary of K . The order
relation on Rn induced by the cone K is defined as follows: x ≤K y iff y − x ∈ K and x <K 0 y iff y − x ∈ K 0.
Definition 2.4. The set K ∗ = {φ ∈ Rn, (φ, x) ≥ 0, for all x ∈ K } is said to be an adjoint cone if it satisfies the
properties (i)–(v).
x ∈ K 0 iff (φ, x) > 0,
and
x ∈ ∂k iff (φ, x) = 0, for some φ ∈ K ∗0 , K0 = K − {0}.
Definition 2.5. A function g : D → Rn , D ∈ Rn is said to be quasimonotone relative to K if x, y ∈ D and
y − x ∈ ∂K implies that there exists φ0 ∈ K ∗0 such that
(φ0, y − x) = 0 and (φ0, g(y)− g(x)) ≥ 0.
3. Comparison results
Consider the impulsive dynamic system
x1 = f (t, x), t ∈ T, t 6= tk,
x(t+) = x(t)+ Ik(x), t = tk, k = 1, 2, . . .
x(t+0 ) = x0, t0 ≥ 0,
(3.1)
and the dynamic system
y1 = F(t, y), y(t0) = x0, (3.2)
under the following assumptions:
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(i) 0 < t1 < t2 < · · · < tk < · · ·, and limk→∞ tk = ∞;
(ii) f, F ∈ Crd[T × Rn,Rn] is rd-continuous in (tk−1, tk] × Rn and for each x ∈ Rn, k =
1, 2, . . . , lim(t,y)→(t+k ,x) f (t, y) = f (t
+
k , x);
(iii) Ik ∈ Crd[Rn,Rn].
We will assume for the remainder of the work that, for each k = 1, 2, . . ., the points of impulsive tk are right-dense.
In order to define the solution of (3.1), we shall consider the following space:
PC = {x : T→ Rn : xk ∈ Crd[[tk−1, tk],Rn], k = 1, 2, . . . and there exist
x(t−k ) and x(t
+
k ), k = 1, 2, . . . with x(t−k ) = x(tk)
}
,
which is a Banach space with the norm
‖x‖PC = sup{|xk |, k = 0, 1, . . .},
where xk is the restriction of x to [tk−1, tk], k = 1, 2, . . ..
Definition 3.1. A function x ∈ PC ∩⋃∞k=1 Crd[(tk−1, tk),Rn] is said to be a solution of (3.1) if it satisfies
x1 = f (t, x) every where on T \ {tk}, k = 1, 2, . . . ,
and for each k = 1, 2, . . ., the function x satisfies the conditions x(t+k ) − x(t−k ) = Ik(xk) and the initial condition
x(t+0 ) = x0.
Define S(ρ) by S(ρ) = {x ∈ Rn | ‖x‖ < ρ, ρ > 0}.
In this section, we develop a new comparison theorem that connects the solutions of systems (3.1) and (3.2) in a
manner useful in the theory of perturbations.
Let us make the following assumptions:
(H) For any (t0, x0) ∈ Crd[T × S(ρ)], the solution y(t, t0, x0) of (3.2) exists for all t ≥ t0, t ∈ T, unique and
continuous with respect to the initial data and ‖y(t, t0, x0)‖ is locally Lipschitzian in x0. Let V ∈ Crd[T× S(ρ), K ].
Then V is said to belong to the class V0 if V is locally Lipschitzian in x and rd-continuous in (tk−1, tk] × S(ρ), and
for each x ∈ S(ρ), k = 1, 2, . . ., lim(t,y)→(t+k ,x) V (t, y) = V (t
+
k , x) exists. For any fixed t ≥ t0, t0 < s ≤ t, s 6= tk ,
we define
D+V1(s, y(t, s, x)) = lim sup
µ∗(s)→0+
V (s + µ∗(s), y(t, s + µ∗(s), x + µ∗(s) f (s, x)))− V (s, y(t, s, x))
µ∗(s)
,
where µ∗(t) = µ(σ(t)− t). For s = tk , we define
1V (s, y(t, s, x)) = V (s, y(t, s, x + Ik(x)))− V (s, y(t, s, x)).
Lemma 3.1 ([8]). Let m ∈ Crd[T,Rn] be a mapping that is differentiable for each t ∈ T and that satisfies
m1(t, x) ≤ g(t,m(t)), t ∈ T,
where g ∈ Crd[T,Rn] and g(t, u)µ∗(t) be nondecreasing in u for each t ∈ T. Then m(t0) ≤ u0 implies that
m(t) ≤ r(t), t ∈ T,
where r(t) is the maximal solution of u1 = g(t, u), u(t0) = u0 ≥ 0 existing on T.
Lemma 3.2. Let assumption (H) hold. Suppose further that
(i) V ∈ Crd[T× S(ρ), K ], V (t, x) is locally Lipschitzian in x relative to K and
D+V1(s, y(t, s, x))≤K g(s, V (s, y(t, s, x))), t0 < s ≤ t, s 6= tk,
where g ∈ Crd[T × K ,Rn], g is rd-continuous in (tk−1, tk] × K, K is a cone in Rn , and for each u ∈ K,
lim(t,v)→(t+k ,u) g(t, v) = g(t
+
k , u), g(t, u)µ
∗(t)+ u is quasimonotone nondecreasing in u relative to K for each
(t, u);
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(ii) there exists Jk ∈ Crd[K , K ] such that
V (t+k , y(t, t
+
k , x(tk)+ Ik(x(tk))))≤K Jk(V (tk, y(t, tk, x(tk))));
(iii) Jk is quasimonotone nondecreasing relative to K , and the maximal solution r(t, t0, u0) of
u1 = g(t, u), t ∈ T, t 6= tk,
u(t+k ) = Jk(u(tk)), k = 1, 2, . . . ,
u(t+0 ) = u0 ≥ 0
(3.3)
exists for t ∈ T.
Then, if x(t) = x(t, t0, x0) is any solution of (3.1) we have
V (t, x(t, t0, x0))≤K r(t, t0, u0), t ∈ T, (3.4)
provided V (t+0 , y(t, t
+
0 , x0))≤K u0.
Proof. Let x(t) = x(t, t0, x0) be the solution of (3.1) existing for t ≥ t0, t ∈ T, and set m(t) = V (t, x(t)). Then by
conditions (i)–(iii), we get for t0 < s ≤ t
D+m1(s)≤K g(s,m(s)) s 6= tk, (3.5)
and
m(s)≤K Jk(m(s)) s = tk .
So for t ∈ [t0, t1], m(t0) = V (t0, y(t, t0, x0))≤K u0. Then we get by Lemma 3.1
m(t)≤K r0(t, t0, u0), (3.6)
where r0(t, t0, u0) is the maximal solution of (3.3) with r0(t
+
0 , t0, u0) = u0. J1(u) is quasimonotone nondecreasing
relative to K , and by (iii),
m(t1)≤K J1(m(t1))≤K r0(t1, t0, u0) = u+1 , (3.7)
where u+1 ≤ J1(r0(t1, t0, u0)). By (3.5) and (3.7) and Lemma 3.1,
m(t)≤K r1(t, t1, u+1 ), t ∈ (t1, t2],
where r1(t, t1, u
+
1 ) is the maximal solution of (3.3) with r1(t
+
1 , t1, u
+
1 ) = u+1 . This procedure can be repeated
successively to arrive at
m(t)≤K rk(t, tk, u+k ), t ∈ (tk, tk+1],
where rk(t, tk, u
+
k ) = u+k for each k = 0, 1, 2, . . .. We shall define
u(t) =

u0, t = t0;
r0(t, t0, u0), t ∈ (t0, t1];
· · · · · ·
r1(t, t1, u
+
1 ), t ∈ (t1, t2];
rk(t, tk, u
+
k ), t ∈ (tk, tk+1].
It is clear that u(t) is a solution of (3.3), and we obtain m(t)≤K u(t), t ≥ t0 and m(t)≤K r(t, t0, u0), t ≥ t0.
Therefore
V (t, x(t, t0, x0))≤K r(t, t0, u0), t ≥ t0, t ∈ T.
The proof is complete. 
Taking u0 = V (t0, y(t, t0, x0)), the inequality (3.4) becomes
V (t, x(t, t0, x0))≤K r(t, t0, V (t0, y(t, t0, x0))), t ∈ T,
which shows the connection between the solutions of the systems (3.1) and (3.2) in terms of the maximal solution of
(3.3).
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4. Practical φ0-stability criteria
In this section, we will establish the practical φ0-stability criteria which employ the interplay of the solutions
of system (3.1)–(3.3), by using the cone-valued Lyapunov function method. For this, we shall assume f (t, 0) ≡
0, Ik(0) ≡ 0 and F(t, 0) ≡ 0 so that systems (3.1) and (3.2) admit a trivial solution.
Definition 4.1 (See [4]). The trivial solution x = 0 of (3.1) is φ0-equistable if given ε > 0 and t0 ∈ T, there exists a
positive function δ = δ(t0, ε) that is rd-continuous in t0 for each ε such that for φ0 ∈ K ∗0
(φ0, x0) < δ implies (φ0, x∗(t, t0, x0)) < ε, t ≥ t0, t ∈ T,
where x∗(t, t0, x0) is the maximal solution of (3.1). Other φ0-stability can be similarly defined (see [4]).
Definition 4.2 (See [3]). The system (3.1) is said to be
(i) Practically stable, if given (λ, A) with 0 < λ < A, we have ‖x0‖ < λ implies ‖x(t, t0, x0)‖ < A, t ≥ t0, t ∈ T.
(ii) Practically quasi-stable, if given (λ, B, T ) > 0, we have ‖x0‖ < λ implies ‖x(t, t0, x0)‖ < B, t ≥
t0 + T, t0 + T ∈ T.
(iii) Strongly practically stable, if (i) and (ii) hold simultaneously.
Definition 4.3. The system (3.1) is said to be practically φ0-stable if given (λ, A) with 0 < λ < A, for φ0 ∈ K ∗0 ,
(φ0, x0) < λ implies (φ0, x∗(t, t0, x0)) < A, t ≥ t0, t ∈ T,
where x∗(t, t0, x0) is the maximal solution of (3.1). Other practical φ0-stability can be similarly defined.
Definition 4.4. A function a(r) is said to belong to the class κ if a ∈ Crd[R+,R+], a(0) = 0, and a(r) is a strictly
monotone increasing function in r .
Theorem 4.1. Assume that (i)–(iii) of Lemma 3.2 hold. Suppose further that
(iv) b(φ0, y(t)) ≤ (φ0, V (t, y(t))) ≤ a(φ0, y(t)), for a, b ∈ κ, φ0 ∈ K ∗0 , (t, x) ∈ T× S(ρ);
(v) there exists a ρ0 such that
(φ0, x + Ik(x)) ∈ S(ρ) if (φ0, x) ∈ S(ρ0);
(vi) for given 0 < λ < A and a(λ) < b(A), the system (3.2) is practically φ0-stable.
Then, the practical φ0-stability of system (3.3) implies the corresponding practical φ0-stability of the system (3.1).
Proof. Since the system (3.2) is practically φ0-stable, for given 0 < λ < B and for φ0 ∈ K ∗0 , we have
(φ0, x0) < λ implies (φ0, y∗(t, t0, x0)) < B, t ≥ t0, t ∈ T, (4.1)
where y∗(t, t0, x0) is the maximal solution of (3.2) on T.
Suppose that the system (3.3) is practically φ0-stable; for B < η < A and a(η) < b(A), we have
(φ0, u0) < a(η) implies (φ0, r(t, t0, u0)) < b(A), t ≥ t0, t ∈ T, (4.2)
where r(t, t0, u0) is the maximal solution of (3.3) on T.
Now we claim that the system (3.1) is practically φ0-stable; thus
(φ0, x0) < λ implies (φ0, x∗(t, t0, x0)) < A, t ≥ t0, t ∈ T, (4.3)
where x∗(t, t0, x0) is the maximal solution of (3.1) on T. If this is not true, then there exists t ′ > t0, t ′ ∈ T, such that
tk < t ′ ≤ tk+1 for some k, satisfying
(φ0, x
∗(t ′, t0, x0)) ≥ A, (φ0, x∗(t, t0, x0)) < A, t0 ≤ t ≤ tk,
Then, from condition (v), we can find a t0 ∈ (tk, t ′] such that ‖x(t0)‖ < ρ. Thus we have
(φ0, x
∗(t, t0, x0)) ≥ A, t0 ≤ t ≤ t0. (4.4)
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Then by Lemma 3.2, we have
V (t, x(t, t0, x0))≤K r(t, t0, V (t0, y(t, t0, x0))), t0 ≤ t ≤ t∗. (4.5)
Consequently, we have
(φ0, V (t0, y(t, t0, x0))) ≤ a(φ0, y(t, t0, x0)) < a(B) < a(η), t0 ≤ t ≤ t∗,
which implies, in view of (4.2) and (4.5),
(φ0, V (t
0, x(t0, t0, x0))) < b(A).
But using (iv) and (4.4), we get
(φ0, V (t
0, x(t0, t0, x0))) ≥ b(φ0, x(t0, t0, x0)) ≥ b(A),
which is a contradiction. Thus the system of (3.1) is practically φ0-stable.
Next, we will prove that (3.1) is strongly practically φ0-stable for (λ, A, B, T ) > 0, λ < A, t0 + T ∈ T. Suppose
that (3.3) is strongly practically φ0-stable for (a(λ), b(A), b(B), T ) > 0. This means we need to prove only practical
φ0-quasi-stability of (3.1). Since (3.3) is practically φ0-quasi-stable, we get
(φ0, u0) < a(λ) implies (φ0, r(t, t0, u0)) < b(B), t ≥ t0 + T, t ∈ T.
Suppose that (φ0, x0) < λ, so that we have (φ0, x∗(t, t0, x0)) < A, t ≥ t0 because of the practical φ0-stability of
(3.3). By Lemma 3.2, we have
V (t, x(t, t0, x0))≤K r(t, t0, V (t0, y(t, t0, x0))), t ≥ t0
which yields for t ≥ t0 + T
b(φ0, x(t)) ≤ (φ0, V (t, x(t))) ≤ (φ0, r(t, t0, V (t0, y(t)))) ≤ r(t, t0, V (t0, x0)) < b(B).
Thus, we see that
(φ0, x(t, t0, x0)) < B, t ≥ t0 + T,
whenever (φ0, x0) < λ. Therefore, strongly practical φ0-stability of (3.1) is proved. The proof of other stability
properties is similar. 
Example 4.1. Consider the impulsive dynamic system on time scales
x11 = α(t)x1(t)+ β(t)x2(t)− x21(t) sin2(t), t 6= tk,
x12 = β(t)x1(t)+ α(t)x2(t)− x22(t) sin2(t), t 6= tk,
x1(t
+) = x1(t)+ ax1, t = tk, k = 1, 2, . . .
x2(t
+) = x2(t)+ bx2, t = tk, k = 1, 2, . . .
x1(t0) = x10,
x2(t0) = x20,
(4.6)
where T = R, 0 ≤ β(t) ≤ α(t), 0 < a, b < 1 and the system
y11 = y1 sin t,
y12 = y2 sin t,
y1(t0) = x10,
y2(t0) = x20.
(4.7)
The solution of (4.7) is given by
y(t, t0, x0) =
(
x10e−cos t+cos t0
x20e−cos t+cos t0
)
.
Obviously, for given a(λ) < b(A), (4.7) is practically φ0-stable.
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We choose V (t, x) = (V1, V2)T , where V1 = |x1|, V2 = |x2|, having checked that
D+V11 ≤ α(t)x1 + β(t)x2 ≤ α(t)V1 + β(t)V2,
D+V12 ≤ β(t)x1 + α(t)x2 ≤ β(t)V1 + α(t)V2,
and
V+1 = V1(t+k ) = |x1(t+k )| = |(a + 1)x1| ≤ (a + 1)V1,
V+2 = V2(t+k ) = |x2(t+k )| = |(b + 1)x2| ≤ (b + 1)V2.
Therefore, we choose
u11 = α(t)u1 + β(t)u2, t 6= tk,
u12 = β(t)u1 + α(t)u2, t 6= tk,
u1(t
+) = au1, t = tk, k = 1, 2, . . .
u2(t
+) = bu2, t = tk, k = 1, 2, . . .
u1(t0) = u10,
u2(t0) = u20.
(4.8)
We now seek to construct a cone K ⊂ R2+ relative to which the system (4.8) is quasimonotone. Let P =
(
α, β
β, α
)
, and
Q =
(
α + β, 0
0, α − β
)
. Clearly B is a nonnegative, nonsingular 2× 2 matrix for which the mapping u = Bv transforms
(4.8) into
v′ = Q−1PQv.
We choose the cone K =
{∑2
i=1 uibi : ui ≥ 0, i = 1, 2
}
⊂ R2+, generated by the two linearly independent column
vectors of B relative to which (4.8) is quasimonotone nondecreasing. Relative to the cone K , we have
D+V1≤K g(t, u),
a(φ0, ‖x‖) ≤ (φ0, V (t, x)) ≤ b(φ0, ‖x‖),
where a, b ∈ K and a(r) = r , b(r) = r2. So V satisfies the conditions in Theorem 4.1. Assume that∫ tk+1
tk
[α(t)+ β(t)]ds < −ln a,∫ tk+1
tk
[α(t)− β(t)]ds < −ln b.
Let M = max
{∫ t
t0
(α + β)ds, ∫ tt0(α − β)ds}; for A > 0, we get λ = λ(t0, A) = AM , and then (φ0, u0) < λ, implies
(φ0, u(t, t0, u0)) < A, i.e. (4.8) is practically φ0-stable. Thus from Theorem 4.1, the system (4.6) is practically
φ0-stable.
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