Let c kl ∈ W 1,∞ (Ω, C) for all k, l ∈ {1, . . . , d} and Ω ⊂ R d be open with Lipschitz boundary. We consider the divergence form operator
Introduction
In his book [Kat80] Kato showed that an m-sectorial operator in a Hilbert space generates a (quasi-)contraction holomorphic semigroup. One can generalise the notion of sectorial operators to L p -spaces as follows (cf. 
for all u ∈ D(A p ).
There are certain interests in showing that an operator is sectorial in this generalised sense. The significance of these estimates lies in the fact that they are useful in showing that the operators under consideration satisfy a necessary condition to generate holomorphic contraction semigroups. In particular the estimate (1) can be established for certain secondorder differential operators in divergence form. In the proof of [Paz83, Theorem 7.3 .6], Pazy showed that (1) holds when the operator is strongly elliptic with symmetric realvalued C 1 -coefficients, with an explicit constant K which depends on the coefficients, the elliticity constant and p. Okazawa improved Pazy's result and showed that the estimate also holds for degenerate elliptic operators with symmetric real-valued C 1 -coefficients, with K = |p−2| 2 √ p−1 (cf. [Oka91] ). Ouhabaz in [Ouh05, Theorem 3.9] proved that (1) is true for generators of sub-Markovian semigroups. It is interesting to note that [Ouh05, Theorem 3.9] gives the same constant K in (1) as in [Oka91] .
In this paper we will prove the sectorial estimate (1) for degenerate elliptic secondorder differential operators with bounded complex-valued coefficients. The results are generalisations of [Oka91] . In comparison to [Ouh05, Theorem 3.9], we note that the operators we consider here are in general no longer generators of sub-Markovian semigroups. We will then apply the estimate to show that degenerate elliptic operators with smooth enough coefficients generate contraction holomorphic semigroups.
In order to formulate the main theorem, we need to introduce some notation. ). Let c kl ∈ W 1,∞ (Ω, C) for all k, l ∈ {1, . . . , d}. Define C = (c kl ) 1≤k,l≤d and Σ θ = {r e i β : r ≥ 0 and |β| ≤ θ}.
Assume that
for all x ∈ Ω and ξ ∈ C d . Let p ∈ (1, ∞). Consider the operator A p in L p (Ω) defined by
for all u ∈ D(A 2 ). This follows immediately from integration by parts. If p = 2 the situation is quite different. Write C = R + i B, where R and B are real matrices. Let R a and B a be the anti-symmetric parts of R and B respectively, that is, R a = R−R T 2 and B a = B−B T 2 . The main result of this paper is as follows.
for all u ∈ D(A p ), where
and φ = arccos |1 − 2 p
|.
Note that when the coefficient matrix C consists of real entries and is symmetric, then one can choose θ = 0 and (5) gives
which is the constant obtained by Okazawa in [Oka91] . It is not difficult to see that A p is closable. Let A p be the closure of A p . Under the current conditions imposed on the coefficient matrix C and the domain Ω, we do not know whether −A p is a generator of a C 0 -semigroup. If Ω = R d and C consists of twice differentiable entries, then we prove the following generation result for −A p based on Theorem 1.2.
Note that
It is also interesting that in the case when R a = 0, Theorem The holomorphic semigroup generated by −A p in Theorem 1.3 also possesses nice contractivity and consistency properties. Theorem 1.4. Adopt the assumptions and notation as in Theorem 1.3. Let S (p) be the semigroup generated by −A p and S the semigroup generated by −A 2 . Then the following hold.
The outline of subsequent sections are as follows. In Section 2 we provide some estimates on the coefficient matrix C. These estimates are used to prove Theorem 1.2 in Section 3. Theorems 1.3 and 1.4 are proved in Section 4.
Estimates on coefficients
Let Ω, θ and C be as in Section 1. In this section we provide some preliminary estimates on the coefficient matrix C for later use.
Define
where C * is the conjugate transpose of C. Then (Re C)(x) and (Im C)(x) are self-adjoint for all x ∈ Ω and C = Re C + i Im C.
We will also decompose the coefficient matrix C into
where R and B are matrices with real entries. Write R = R s + R a , where
is the symmetric part of R and
is the anti-symmetric part of R.
. It follows from (9) and (10) that
Lemma 2.1. We have
Proof. By hypothesis C takes values in Σ θ . This implies ((Re C) ξ, ξ) ≥ 0 for all ξ ∈ C d . We deduce that (R s ξ, ξ) ≥ 0 for all ξ ∈ R d . Finally we use polarisation to obtain the lemma.
Lemma 2.2. We have
Proof. Since C takes values in Σ θ , we have
for all ξ ∈ R d . Finally we use polarisation to obtain
Lemma 2.3. We have
The claim is now immediate from (11).
Lemma 2.4. Suppose B a = 0. Then
Proof. Since B a = 0, Lemma 2.3 gives
The result now follows from the triangle inequality and Lemma 2.2.
Lemma 2.5. Let Q be a positive matrix and U a complex d × d matrix. Then
Proof. Since Q is a positive matrix, we have (Q U ξ, U ξ) ≥ 0 for all ξ ∈ C d . It follows that U * Q U ≥ 0. Hence U * Q U ≤ tr (U * Q U) I, where I denotes the identity matrix. This justifies the claim.
Lemma 2.6. We have the following.
The claim now follows from Lemmas 2.1, 2.2 and 2.4.
− θ) and write C α = e iα C. In a similar manner as above, we define Re (C α ), Im (C α ), R α , B α , R s,α , R a,α , B s,α and B a,α . Note that we also have
where
Proof. It follows from [Do16a, Corollary 2.6] that
as required.
Lemma 2.8. Suppose B a = 0. Then the following hold.
(iv) B α = R s sin α + R a sin α + B s cos α, B s,α = R s sin α + B s cos α, B a,α = R a sin α.
Proof. These identities follow directly from the definition of C and C α .
Sectorial property
Let p ∈ (1, ∞). Let Ω, θ, C and A p be as in Section 1. In this section we prove Theorem 1.2. A convenient tool that we will use repeatedly is the formula of integration by parts in Sobolev spaces given in the next theorem. The theorem is immediate from the proof of [MS08, Proposition 3.5]. We emphasise that we do not require C = C T in this theorem (cf. [MS08, Theorem 3.1] for the same result but with extra assumption that C = C T ).
Using Theorem 3.1 we obtain the following.
and
Proof. We will prove the first inequality only. The second is similar. Consider (12). We have
Hence taking the real parts on both sides of (12) yields the result.
The following lemma is essential in the proof of Theorem 1.2.
as tan(
and we used Lemma 2.2 in the last step. We also deduce from the hypotheses that tan(
where we used (13) in the first step.
Next we prove Theorem 1.2.
Proof of Theorem 1.2. Let u ∈ D(A p ). Write u ∇u = ξ + i η, where ξ, η ∈ R d . By Proposition 3.2, it suffices to show that
where K is defined by (5). Set
Note that by Lemma 2.1 we have
. Now we consider two cases. Case 1: Suppose R a = 0. Using Lemma 2.2 again we obtain
It follows that
where we used R a = 0 in the first step, (17) and (16) in the second step and Lemma 3.3 in the last step.
Hence (15) is valid and the result follows in this case. Case 2: Suppose R a = 0. We rewrite the left hand side of (15) as
(Note that
≥ 2 for all p ∈ (1, ∞).) Since B a = 0, it follows from Lemma 2.3 that
Next we deduce from Lemma 2.4 that
as sin φ = 2 √ p−1 p . Now it follows from (16), (18) and (19) that
where we used Lemma 3.3 in the second step.
Hence (15) is also valid in this case.
Let Ω = R d and θ ∈ [0, π 2
). We assume c kl ∈ W 2,∞ (R d , C) for all k, l ∈ {1, . . . , d}. Assume further that (C(x) ξ, ξ) ∈ Σ θ for all x ∈ R d and ξ ∈ C d , where C = (c kl ) 1≤k,l≤d and Σ θ is defined by (2).
Let p ∈ (1, ∞). We will prove in Proposition 4.1 that A p is closable. Let A p be the closure of A p . We will show in this section that −A p generates a holomorphic semigroup on L p (R d ) which is contractive on a sector. This is the content of Theorems 1.3 and 1.4. First we introduce some more definitions. Let q be such that
on the domain 
Proposition 4.1. The operator A p is closable.
Proof. Since A p ⊂ B p and B p is closed, the operator A p is closable.
It turns out that B p = A p under certain conditions, as shown in the following proposition. Using Theorem 1.2 we are now able to prove the generation result in Theorem 1.3.
Proof of Theorem 1.3. It follows from Theorem 1.2 that
for all u ∈ D(A p ), where K is defined by (5). Therefore the interior Σ 
for all λ ∈ Σ
• π−arctan(K) , where S(−A p ) is the numerical range of −A p defined by Our next aim is to show Theorem 1.4. We will do this by first showing that −B p generates a holomorphic semigroup which is contractive on a sector. This together with Proposition 4.2 imply the theorem. We first obtain some preliminary results.
In what follows we let B p,α = e iα B p for all α ∈ (− π 2 + θ, π 2 − θ) and adopt the notation used in Lemmas 2.7 and 2.8. We aim to show that B p,α is an m-accretive operator for all α in a suitable range. Following [WD83] and [Do16a] we need two crucial inequalities for B p,α in order to do this. The first inequality is given by the next proposition. The second inequality is derived in Proposition 4.5. We also have
Re C α Re (u ∇u), Re (u ∇u) = Re (C α ξ, ξ) = (R α ξ, ξ) = (R s,α ξ, ξ).
