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a b s t r a c t
A vertex coloring of a graphG is called injective if any two vertices joined by a path of length
two get different colors. A graphG is injectively k-choosable if any list L of admissible colors
on V (G) of size k allows an injective coloring ϕ such that ϕ(v) ∈ L(v)whenever v ∈ V (G).
The least k for which G is injectively k-choosable is denoted by χ li (G).
Note that χ li ≥ ∆ for every graph with maximum degree ∆. For planar graphs with
girth g , Bu et al. (2009) [15] proved that χ li = ∆ if∆ ≥ 71 and g ≥ 7, which we strengthen
here to∆ ≥ 16. On the other hand, there exist planar graphswith g = 6 andχ li = ∆+1 for
any∆ ≥ 2. Cranston et al. (submitted for publication) [16] proved that χ li ≤ ∆+1 if g ≥ 9
and∆ ≥ 4. We prove that each planar graph with g ≥ 6 and∆ ≥ 24 has χ li ≤ ∆+ 1.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
By a graphwemean a non-oriented graphwithout loops andmultiple edges. By V (G) and E(G) denote the sets of vertices
and edges of a graph G, respectively, and let g(G) and∆(G) be the girth and maximum degree of G, respectively. (We shall
drop the argument whenever the graph is clear from context.)
A vertex coloring of a graph G is called injective if any two vertices having a common neighbor get different colors. Let
χi(G) be the minimum number of colors in injective colorings of G. Clearly, χi(G) ≥ ∆(G) for each G, where ∆(G) is the
maximum degree of G. The injective coloring is originated in complexity theory, and is used in coding theory [18]. Note that
the injective coloring is not necessarily proper, and this is its only difference from the 2-distance coloring.
The 2-distance coloring is a special case p = q = 1 of the (p, q)-coloring, which is one of the most natural models
in the frequency assignment problem in mobile phoning: the vertices of a planar graph (sources) should be colored (get
frequencies) so that the colors (integers) of vertices at distance 1 differ by at least p, while those at distance 2, by at least q.
In practice, p ≥ q, for the interference decreases as the distance increases. Sometimes, the set of allowed frequencies can
vary from one source to another; this corresponds to the list (p, q)-coloring, i.e., the (p, q)-choosability. In particular, [3,14]
give upper and lower bounds for the list (p, q)-chromatic number of planar graphs with large enough girth that differ by an
additive constant not depending on the main parameter, p.
Let χ2(G) be the minimum number of colors in 2-distance colorings of G. In 1977, Wegner [24] conjectured that
χ2 ≤ ⌊ 3∆2 ⌋ + 1 for every planar graph with ∆ ≥ 8. The following upper bounds have been established: ⌊ 9∆5 ⌋ + 2 for
∆ ≥ 749 by Agnarsson and Halldórsson [1,2] and ⌈ 9∆5 ⌉ + 1 for ∆ ≥ 47 by Borodin et al. [4,5]. The best published upper
bounds for large∆ are due to Molloy and Salavatipour [22,23]: ⌈ 5∆3 ⌉ + 78 for all∆ and ⌈ 5∆3 ⌉ + 25 for∆ ≥ 241.
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Fig. 1. g = 6 and χi = ∆+ 1 for∆ ≥ 2.
Clearly, χ2(G) ≥ ∆(G) + 1 for every graph G. In [10,6,20], we give sufficient conditions (in terms of g and ∆) for the
2-distance chromatic number of a planar graph to equal the trivial lower bound∆+ 1. In particular, we determine the least
g such that χ2 = ∆ + 1 if ∆ is large enough (depending on g) to be equal to 7. Putting it differently, there exist planar
graphs with g ≤ 6 such that χ2 = ∆+ 2 for arbitrarily large∆ (this was proved independently by Dvořák et al. in [17]). On
the other hand, Borodin et al. [12,13] proved that χ2 = ∆ + 1 whenever ∆ ≥ 31 for planar graphs of girth six under the
additional assumption that each edge is incident with a vertex of degree two. Dvořák et al. [17] proved that every planar
graphwith∆ ≥ 8821 and g ≥ 6 hasχ2 ≤ ∆+2; in [7–9], we lowered the restriction on∆ here to 18, and for the 2-distance
choosability, to 24.
As compared to the 2-distance coloring, the injective coloring of planar graphs has been studied much less. Note that for
triangle-free graphs, this coloring is just the case p = 0, q = 1 of the (p, q)-coloring. Also observe that the ordinary (proper)
vertex coloring can be regarded as the (1, 0)-coloring, and so the injective coloring is opposite to the ordinary coloring from
the viewpoint of the (p, q)-coloring.
It is easy to construct a planar graph with g = 4 and arbitrary even ∆ with χi = 32∆. Clearly, each graph G has
χi(G) ≥ ∆(G), so it seems natural to try to describe graphs having χi = ∆. For planar graphs, the following sufficient
conditions are known:∆ ≥ 71 and g ≥ 7 [15],∆ ≥ 4 and g ≥ 13 [16], and∆ ≥ 3 and g ≥ 19 [21].
If every vertex v of G has its own set L(v) of admissible colors, where |L(v)| = k, then we say that V (G) has a list L of
size k. A graph G is said to be injectively k-choosable if any list L of size k allows an injective coloring ϕ such that ϕ(v) ∈ L(v)
whenever v ∈ V (G). The least k for which G is injectively k-choosable is the injective choosability number of G, denoted by
χ li (G). Note that χ
l
i (G) ≥ χi(G) for every graph G.
The first purpose of this paper is to show that each planar graph G with g(G) ≥ 7 and large enough ∆(G) has
χ li (G) = ∆(G):
Theorem 1. If G is a planar graph of girth g and maximum degree∆, then χ li (G) = χi(G) = ∆ in each of the cases (i–iv):
(i) ∆ ≥ 16 and g = 7;
(ii) ∆ ≥ 10 and 8 ≤ g ≤ 9;
(iii) ∆ ≥ 6 and 10 ≤ g ≤ 11;
(iv) ∆ = 5 and g ≥ 12.
On the other hand, a cycle C4n−1 hasχi(C4n−1) = ∆(C4n−1)+1 = 3, while the graph in Fig. 1 has g = 6 andχi(G) = ∆+1
for arbitrarily large∆.
For planar graphs, the following results are also known: χi ≤ ∆+ 4 if g = 5 [21], χi ≤ ∆+ 2 if g ≥ 8 [15], χi ≤ ∆+ 1
if g ≥ 9 and∆ ≥ 4 [15,16,21].
The second purpose of this paper is to prove a sharp upper bound for the injective choosability number of planar graphs
with girth six:
Theorem 2. Every planar graph G with∆(G) ≥ 24 and g(G) ≥ 6 has χ li (G) ≤ ∆(G)+ 1.
We would like to attract attention to the following
Problem 1. Find a precise upper bound for the injective choosability number of planar graphs with given girth and
maximum degree.
Due to Theorems 1 and 2, for g ≥ 6 this problem is open only if∆ is relatively small (depending on g). As far as we know,
Problem 1 remains completely open for g ≤ 5.
Our proof of Theorem 1 is based on the idea of 2-alternating cycle introduced in [3] and used, in particular,
in [6,11,14,19] for solving various problems on the coloring and edge-partition of planar graphs. In the proofs of both
Theorems 1 and 2 (given in Sections 3 and 4, respectively), we also employ the techniques of face-transmitters elaborated
in [7,9,8,20].
2. Common preliminaries to proving Theorems 1 and 2
Assuming the contrary, we first find a counterexample G to Theorems 1 or 2 with the minimum number of edges, as
follows.
Let G′ be any counterexample, say, to Theorem 1, i.e., we have ∆(G′) = ∆ ≥ 5, g(G′) is at least as large as in the
corresponding item of Theorem 1, while χ li (G
′) ≥ ∆+ 1. Now let G be a graph with the fewest edges such that∆(G) ≤ ∆,
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Fig. 2. Assigning sponsors.
g(G) = g ≥ g(G′), and there is a non-choosable list L on V (G) with |L(v)| ≥ ∆ whenever v ∈ V (G), i.e., χ li (G) ≥ ∆ + 1.
(The set of graphs with these properties is non-empty, since at least G′ has all of them.)
Our proof of Theorems 1 and 2 consists in showing that G does not exist, which contradicts the assumption that G′ exists.
Without loss of generality,we can assume thatG is connected andhas nopendant vertices. Euler’s formula |V |−|E|+|F | =
2 can be rewritten as
((g∗ − 2)|E| − g∗|V |)+ (2|E| − g∗|F |) = −2g∗,
where F is the set of faces of G, while g∗ is a natural number not necessarily equal to g .
It follows that−
v∈V

g∗ − 2
2
d(v)− g∗

+
−
f∈F
(r(f )− g∗) < 0, (1)
where d(v) is the degree of vertex v, and r(f ) the size of face f .
The chargeµ(v) of every vertex v of G is defined to be g
∗−2
2 d(v)− g∗, while the chargeµ(f ) of every face, to be r(f )− g∗.
Note that the charge of every vertex of degree 2 is−2 whatever g∗, while the charges of all vertices of degree at least 3 and
of all faces are non-negative if 6 ≤ g∗ ≤ g .
To prove the non-existence of G for each ∆, we first describe some structural properties of G; then, based on these, we
redistribute the charges, preserving their sum, so that all new charges are non-negative, contrary to (1).
In what follows, a d-vertex is a vertex of degree d. By a k-path we mean a path that consists of precisely k vertices of
degree 2; a (k1, . . . , kd)-vertex is a d-vertex incident with d different paths, where the ith of them is a ki-path (1 ≤ i ≤ d).
Sometimes we shall abbreviate ‘‘a face of size at least 7’’ to ‘‘a 7+-face’’, ‘‘a vertex of degree at most 11’’ to ‘‘an 11−-vertex’’,
etc.
3. Proof of Theorem 1
3.1. Structural properties of G
Remark 1. For every edge e = uw at least one of u and w has at least ∆ vertices at distance 2. Indeed, otherwise it is easy
to make an injective∆-coloring of G− e into a desired coloring of G by recoloring u andw.
Lemma 1. G has no 4+-paths.
Proof. Follows immediately from Remark 1. 
Lemma 2. Both end vertices of every 3-path have degree∆. 
Lemma 3. At least one end vertex of every 2-path has degree∆. 
Lemma 4. G has no cycles consisting of 3-paths.
Proof. Let C = v0v1 . . . v4k−1 be a cycle such that d(vi) = 2 whenever i ≠ 4j, 0 ≤ i ≤ 4k− 1 and 0 ≤ j ≤ k− 1. Delete all
2-vertices of C . Note that every v2t−1, 1 ≤ t ≤ 2k, has at least two admissible colors, and therefore the ‘‘2-distance 2k-cycle’’
v1v3 . . . v4k−1 can be colored. Now it is easy to color the vertices v4j−2, where 1 ≤ j ≤ k, since each has just two restrictions
to the choice of color. 
Thus, the 3-paths in G form a forest, T3. We now assign a sponsor to the central vertex of each 3-path, as follows. Take a
pendant ∆-vertex in T3; it becomes a sponsor of the central vertex of its (only) 3-path P . Delete P from T3 and repeat this
assignment until T3 is exhausted (see Fig. 2).
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Fig. 3. Transmitters in Rule 2.
Lemma 5. Suppose v ∈ V (G) and 2 ≤ d(v) ≤ ∆− 1. Then
(i) v is not a (2, 1+, . . . , 1+)-vertex;
(ii) if v is a (1, . . . , 1)-vertex and there is a 1-path vxy, then d(v)+ d(y) ≥ ∆+ 2;
(iii) if v is a (2, 1+, . . . , 1+, 0, . . . , 0)-vertex and v1, . . . , vr are all the neighbors of v having degree at least 3, then
d(v)+ d(v1)+ · · · + d(vr) ≥ ∆+ 2r;
(iv) if v is a (1, . . . , 1, 0, . . . , 0)-vertex, v1, . . . , vr are all the neighbors of v having degree at least 3, and there is a 1-path
vxy, then either
(⋆) d(v)+ d(y) ≥ ∆+ 2 or
(⋆⋆) d(v)+ d(v1)+ · · · + d(vr) ≥ ∆+ 2r.
Proof. Of course, (i) is a special case of (iii) with r = 0, while (iv) extends (ii). To prove (i) and (iii), we apply Remark 1 to an
edge of 2-path incident with v, while to prove (ii) and (iv), we are similarly trying to recolor the end vertices of edge vx. 
3.2. Case (i)∆ ≥ 16 and g ≥ 7
Put g∗ = 7. A vertex v is calledminor if 3 ≤ d(v) ≤ 4.
3.2.1. Discharging
We use the following rules of discharging:
R0.
(i) Each 2-vertex in a 1-path gets charge 1 from every neighbor.
(ii) Each 2-vertex in a 2+-path, except for the central vertex of a 3-path, gets charge 2 from its 3+-neighbor.
(iii) Each central vertex of a 3-path gets 1 from its sponsor and 1 from each incident 8+-face.
R1. Let f = v1v2 . . . be a face having d(v1) = d(v2) = d(v4) = 2, while 3 ≤ d(v3) ≤ 13; then f gives v3:
(i) charge 2 if d(v5) = 2 and
(ii) charge 12 otherwise.
R2. Let f = v1v2 . . . be an 8−-face; then:
(i) if d(v1) = d(v7) = ∆, d(v2) = d(v3) = d(v5) = d(v6) = 2, and 3 ≤ d(v4) ≤ 13, then f gets 1 along edge v1v7 from
each of v1, v7 if r(f ) = 7, and gets 12 along edges v1v8 and v7v8 from v1 and v7 if r(f ) = 8;
(ii) if r(f ) = 7 and d(v1) = ∆, d(v2) = d(v3) = d(v5) = 2, and 3 ≤ d(v4) ≤ 13, and d(v6) ≥ 3, then f gets 12 along edge
v1v7 from v1.
The faces as in R2 will be called transmitters (see Fig. 3). By ξ(vw) denote the total charge sent along edge vw from a
∆-vertex v to the transmitters incident with vw (if any).
R3. Suppose v is incident with a 1-path vxy, where y is minor. Then v gives y the following charge:
(i) 1− ξ(vx) if d(v) = ∆;
(ii) 1 if 14 ≤ d(v) ≤ ∆− 1.
R4. Suppose v is incident with edge vx, where x is minor. Then v gives x the following charge:
(i) 2− ξ(vx) if d(v) = ∆;
(ii) 2 if 14 ≤ d(v) ≤ ∆− 1;
(iii) 32 if 9 ≤ d(v) ≤ 13;
(iv) 1 if d(v) = 8.
3.2.2. Checking µ∗(f ) ≥ 0 for each face f
Case 1. r(f ) ≥ 11. We average the donation of 1, 2, or 12 from a face f to an incident vertex v by R0(iii), R1(i), or R1(ii) among
the four, six and two edges that are nearest to v along the boundary ∂(f ) of f , respectively, i.e., by 14 ,
1
3 , or
1
4 . Note that such
sets of edges do not overlap due to Lemmas 2 and 3, which means that every edge incident with f gets at most one such
portion of charge from f . Hence µ∗(f ) ≥ r(f )− 7− r(f )× 13 = 23 r(f )− 7 > 0.
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Case 2. r(f ) = 10. Here, µ(f ) = 3. We easily see that µ∗(f ) > 0 unless ∂(f ) consists of a 3-path and two 2-paths, in which
case µ∗(f ) ≥ 0.
Case 3. r(f ) = 9. Here,µ(f ) = 2. Note that if f makes a donation of 2 by R1(i), then it makes no other donations. Otherwise,
f makes at most two donations by R0(iii) and R1(ii), so µ∗(f ) ≥ 2− 2× 1 = 0.
Case 4. r(f ) = 8. Now µ(f ) = 1. By Lemma 4, ∂(f ) cannot consist of two 3-paths. If ∂(f ) contains a 3-path, then µ∗(f ) = 0.
Suppose ∂(f ) has no 3-path. If f participates in R1(ii), then this happens at most twice, and so f does not participate in R1(i),
which implies that µ∗(f ) ≥ 1− 2× 12 = 0.
Now let f participate in R1(i), but not in R1(ii). Due to Lemma3, ∂(f ) contains two∆-vertices, soµ∗(f ) ≥ 1−2+2× 12 = 0
by R2(i).
Case 5. r(f ) = 7. Now µ(f ) = 0. Note that f does not participate in R0(iii) and can participate at most once in R1(i) and
R1(ii). If f makes a donation of 2 by R1(i), then it gets 1 twice according to R2(i), which implies that µ∗(f ) = 0. If f makes a
donation of 12 by R1(ii), then it gets
1
2 due to R2(ii).
3.2.3. Checking µ∗(v) ≥ 0 for each vertex v
Case 1. 14 ≤ d(v) ≤ ∆. First suppose d(v) = ∆. Now v can be a sponsor for at most one central vertex of a 3-path, and so it
gives away at most 1 by R0(iii). Note that v sends the total of at most 2 along every incident edge by R0(i), R0(ii), R2, R3(i),
and R4(i). This implies that µ∗(v) ≥ 52∆− 7− 1− 2∆ = ∆−162 ≥ 0.
If d(v) ≤ ∆− 1 then we similarly have µ∗(v) ≥ 52d(v)− 7− 2d(v) = d(v)−142 ≥ 0 since v cannot be a sponsor.
Case 2. 9 ≤ d(v) ≤ 13. Now v sends at most 32 along every 1- and 0-path by R0(i) and R4(iii), and sends 2 to its every 2-path
by R0(ii). On the other hand, v may get charge 2 by R1(i); let it happen s times.
By d2 denote the number of 2-paths incident with v; clearly, the number of 0- and 1-paths incident with v is d(v)− d2,
and it is not hard to see that s ≥ d2 − (d(v)− d2).
First suppose d2 ≤ d(v)2 . Then µ∗(v) ≥ 52d(v)− 7− 2d2 − 32 (d(v)− d2) = d(v)− 7− 12d2. Note that d(v)− 7− 12d2 ≥
3d(v)
4 − 7 > 0 if d(v) ≥ 10, while for d(v) = 9 we have d(v)− 7− 12d2 ≥ 0 since d2 ≤ 4 by assumption.
Now suppose d2 = ⌊ d(v)2 ⌋ + k, where k ≥ 1. Then µ∗(v) ≥ 52d(v)− 7− 2(⌊ d(v)2 ⌋ + k)− 32 (d(v)− ⌊ d(v)2 ⌋ − k)+ 2(2k−
d(v)+ 2⌊ d(v)2 ⌋) = −d(v)− 7+ 72 (k+ ⌊ d(v)2 ⌋) ≥ −d(v)− 7+ 72 (1+ d(v)−12 ) = 34 (d(v)− 7) > 0.
Case 3. d(v) = 8. Arguing as in Case 2, with v now sending at most 1 along every 1- and 0-path by R0(i) and R4(iv), we have
µ∗(v) ≥ 13− 2× 4− 1× 4 > 0 if d2 ≤ 4, or µ∗(v) ≥ 13− 2× (4+ k)− 1× (4− k)+ 2× 2k > 0 if d2 = 4+ k, where
k ≥ 1.
Case 4. 3 ≤ d(v) ≤ 7. Note that v can only give charge to adjacent 2-vertices by R0(i) and R0(ii).
Subcase 4.1. 5 ≤ d(v) ≤ 7. We are done unless v sends at least µ(v) + 12 = 5d(v)−132 to its 2-vertices by R0(i) and R0(ii), in
which case we have d2 ≥ 1. It follows by Lemma 5(i) that v is incident with a 0-path.
Now our proof splits. If 6 ≤ d(v) ≤ 7, then in fact d2 ≥ 4 and v receives at least 2 by R1(i), so µ∗(v) ≥ µ(v) + 2 −
2(d(v)−1) ≥ 0. If d(v) = 5, then arguing similarly, we see that v has six to eight vertices of degree 2 on its incident k-paths.
Due to 12 ’s and 2’s obtained by v according to R1, we easily check that µ
∗(v) ≥ 0.
Subcase 4.2. d(v) = 4. Here µ(v) = 3, so we are done unless v sends at least 4 to its 2-vertices. If v is not incident with
0-paths, then v is incident with four 1-paths vxiyi where d(yi) ≥ ∆ − 2, 1 ≤ i ≤ 4 by Lemma 5(i), (ii). Hence, v is not
incident with a transmitter, which means that ξ(yixi) = 0, so µ∗(v) ≥ 3− 4× 1+ 4× 1 > 0 by R3(i), R3(ii).
Now suppose that v is incident with precisely one 0-path, vx. Then d(x) ≥ ∆ − 2 due to Lemma 5(iii) and vx is not
incident with a transmitter, so x gives 2 by R4(i), R4(ii). We are done unless v is incident with three 2-paths, in which case
v gets 2 twice by R1(i).
Finally, let v be incident with precisely two 0-paths, vx and vy (and, hence, with two 2-paths). Due to Lemma 5(iii), we
have d(x)+d(y) ≥ ∆, whichmeans that, say, d(x) ≥ 8.We are done if ξ(xv) = 0, since x gives v at least 1 by R4. Otherwise,
d(x) = ∆. Note that vx is not incident with a transmitter getting 1 by R2(i), which means that ξ(xv) ≤ 1 and x gives at least
1 to v by R4(i).
Subcase 4.3. d(v) = 3, i.e., µ(v) = 12 . If v is not incident with 0-paths, then v is incident with three 1-paths vxiyi where
d(yi) ≥ ∆− 1 (1 ≤ i ≤ 3), by Lemma 5(i, ii). It is not hard to see that v is not incident with a transmitter, which means that
ξ(xiv) = 0, so µ∗(v) ≥ 12 − 3× 1+ 3× 1 > 0 by R3(i, ii).
Now suppose v is incident with precisely one 0-path, vx. If v is (1, 1, 0)-vertex incident with 1-paths vx1y1 and vx2y2,
then either (⋆) d(yi) ≥ ∆− 1, where 1 ≤ i ≤ 2, or (⋆⋆) d(x) ≥ ∆− 1 due to Lemma 5(iv).
If (⋆⋆) holds, then ξ(xv) = 0, so µ∗(v) ≥ 12 − 2 × 1 + 2 > 0 by R4(i, ii). Now suppose (⋆) takes place. Note that
ξ(y1x1) = ξ(y2x2) = 0, which means that µ∗(v) ≥ 12 − 2× 1+ 2× 1 > 0 by R3(i, ii).
If v is a (2, 2, 0)-vertex incident with two 2-paths, then d(x) ≥ ∆ − 1 due to Lemma 5(iii) and ξ(xv) = 0, while other
end vertices of 2-paths have degree∆ by Lemma 3, so µ∗(v) ≥ 12 − 4× 1+ 2+ 2 > 0 by R4(i) or R4(ii) and by R1(i).
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Suppose v is a (2, 1, 0)-vertex incident with a 1-path vx1y1 and a 0-path vx. Note that d(x) ≥ ∆ − 1 by Lemma 5(iii),
and it is easy to see that ξ(xv) = 0. Hence, v gets charge 2 from x by R4(i) or R4(ii), and 12 by R1(ii), which yields
µ∗(v) = 12 − 3+ 2+ 12 = 0.
Now suppose v is a (2, 0, 0)-vertex incident with 0-paths vx1, vx2. Note that d(x1)+ d(x2) ≥ ∆+ 1 by Lemma 5(iii), so
we can assume that d(x1) ≥ 9. If ξ(vx1) = 0 then we are done due to R4. Note that the face incident with edge vx1 and the
2-path at v cannot be a transmitter. Suppose ξ(x1v) ≥ 12 , i.e., the face x1vx2 . . . is a transmitter and d(x1) = ∆. If so, then
ξ(x1v) = 12 and x1 gives v charge 32 by R4(i).
If v is a (1, 0, 0)-vertex incident with 0-paths vx1, vx2, and with a 1-path vxy, then either (⋆) d(x1) + d(x2) ≥ ∆ + 1
or (⋆⋆) d(y) ≥ ∆ − 1 by Lemma 5(iv). If (⋆⋆) holds then v gets 1 from y since ξ(vx) = 0; otherwise, we can assume that
d(x1) ≥ 9 and ξ(x1v) ≤ 1, so µ∗(v) > 0 by R4(i–iii).
Case 5. d(v) = 2, i.e.,µ(v) = −2. Note that every 3-path P is incident with at least one 8+-face. Indeed, otherwise the union
of the complementary boundary paths of the two 7-faces incident with P would form a 6−-cycle, which is impossible. The
central vertex of a 3-path gets 1 + 1 by R0(iii), while every other 2-vertex gets 1 + 1 by R0(i) or 2 by R0(ii), so we have
µ∗(v) ≥ 0.
3.3. Case (ii)∆ ≥ 10 and 8 ≤ g ≤ 9
3.3.1. Discharging
Here, we put g∗ = 8 and use the following rules of discharging:
R0∗.
(i) Each 2-vertex in a 1-path gets charge 1 from every neighbor.
(ii) Each 2-vertex in a 2+-path, except for the central vertex of a 3-path, gets charge 2 from its 3+-neighbor.
(iii) Each central vertex of a 3-path gets 2 from its sponsor.
R1. Suppose that an 8-face f = v1v2 . . . is incident with a path P = v1v2 . . . v7, where d(v2) = d(v3) = d(v5) = d(v6) = 2,
d(v4) = 3, and d(v1) = d(v7) = ∆; then f gets 12 from each of the end vertices v1 and v7 of P ‘‘along’’ edges v1v8 and v7v8,
respectively.
R2. Each face f (of arbitrary size) gives 1 to the central 3-vertex v4 of each ‘‘∆22322∆’’-path P described in R1 and lying in
the boundary of f .
R3. If v is incident with a 1-path vxy, where d(v) ≥ 9 and d(y) = 3, then v gives 1 to y ‘‘along’’ vxy.
R4. Suppose v is incident with edge vx, where 3 ≤ d(x) ≤ 5; then v gives x the following charges:
(i) 2 if d(v) ≥ 8 unless d(x) = 3, d(v) = ∆, and x is adjacent to a∆-vertexw ≠ v, in which case v gives x charge 1;
(ii) 1 if d(x) = 3 and 6 ≤ d(v) ≤ 7.
(iii) 1 if d(x) = 5 and d(v) = 7.
3.3.2. Checking µ∗(f ) ≥ 0 for each face f
Suppose r(f ) = 8. If f does not give charge by R2, then µ∗(f ) = µ(f ) = r(f ) − 8 = 0; otherwise, such a donation is
unique, and so µ∗(f ) = 0− 1+ 2× 12 = 0 by R2 and R1.
Now let r(f ) ≥ 9. If f makes pdonationbyR2, thenµ∗(f ) = r(f )−8−p×1byR2. If p ≤ 1, then r(f )−8−p ≥ 9−8−1 = 0;
otherwise, r(f )− 8− p ≥ 6p− 8− p > 0.
3.3.3. Checking µ∗(v) ≥ 0 for each vertex v
Case 1. 8 ≤ d(v) ≤ ∆. Note that v sends at most 2 along each incident edge: either to a 2-vertex belonging to a 2- or
3-path, or by R3 combined with R0∗(i), or else by R4(i) combined with R1. It follows that 8 ≤ d(v) ≤ ∆ − 1 implies that
µ∗(v) = 3d(v)− 8− 2d(v) ≥ 0, since v cannot be a sponsor. If d(v) = ∆, then v can be a sponsor at most once, so we have
µ∗(v) = 3∆− 8− 2∆− 2 ≥ 0 by R0(iii).
Case 2. 6 ≤ d(v) ≤ 7. Now v sends charge 2 only to a 2-path by R0∗(ii), sends 1 to a 1-path by R0∗(i), and at most 1 along a
0-path. If d(v) = 7, then µ(v) = 13, so µ∗(v) ≥ 0, since v cannot be a (2, . . . , 2)-vertex by Lemma 5(i). Suppose d(v) = 6,
i.e., µ(v) = 10. We are done unless v sends at least 11, which means that v is incident with at least five 2-paths. If so, then
we see by Lemma 5(iii) that v must be adjacent to a 4+-vertex, i.e., R4(ii) is not applicable to v.
Case 3. 4 ≤ d(v) ≤ 5. Note that v gives charge only to adjacent 2-vertices, by R0∗(i) and R0∗(ii). Clearly, we are done unless
v gives at least µ(v)+ 1, in which case v is incident with at least one 2-path. This means that v is incident with a 0-path vx
due to Lemma 5(i). If d(v) = 5, then d(x) ≥ 7 by Lemma 5(ii), so µ∗(v) ≥ 7 − 4 × 2 + 1 = 0 by R0∗ and R4. Similarly, if
d(v) = 4, then d(x) ≥ 8, so µ∗(v) ≥ 4− 3× 2+ 2 = 0.
Case 4. d(v) = 3, i.e.,µ(v) = 1. If v is not incident with 0-paths, then v is incident with three 1-paths vxiyi, where d(yi) ≥ 9,
1 ≤ i ≤ 3, by Lemma 5(i, ii), so µ∗(v) ≥ 1− 3× 1+ 3× 1 > 0 by R3.
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Now suppose v is incident with precisely one 0-path, vx. If v is a (1, 1, 0)-vertex incident with 1-path vyz, then either
d(z) ≥ 9 or d(x) ≥ 9 due to Lemma 5(iv), which implies that v gets at least 1 by R3 or R4.
If v is a (2, 1, 0)-vertex, then d(x) ≥ 9 and x gives 2 to v by R4. Suppose v is a (2, 2, 0)-vertex; then d(x) ≥ 9 due
to Lemma 5(iii), while other end vertices of 2-paths have degree∆. Thus v gets 1 by R2, and we have µ∗(v) ≥ 1− 2× 2+
2+ 1 = 0.
It remains to assume thatv is a (2, 0, 0)-vertex incidentwith 0-pathsvx1,vx2. Note that d(x1)+d(x2) ≥ 11by Lemma5(iii),
so we can assume that d(x1) ≥ 6, i.e., µ∗(v) ≥ 0 by R4(i) or R4(ii).
Case 5. d(v) = 2. Clearly, µ∗(v) = 0 by R0∗.
3.4. Cases (iii)∆ ≥ 6, 10 ≤ g ≤ 11 and (iv)∆ = 5, g ≥ 12
We give a proof for Case (iii), putting g∗ = 10, and leave Case (iv) to the reader. (Just put g∗ = 12, apply R0∗, and also
let every 4+-vertex give charge 2 to each 3-neighbor.)
3.4.1. Discharging
We use R0∗ and the following rule:
R1. Each 3-vertex v gets charge 1 along each incident 1-path vxy, where d(y) ≥ 5, and gets charge 2 from every adjacent
vertex of degree at least 5.
3.4.2. Checking µ∗ ≥ 0 for each vertex v and face f
Clearly, µ∗(f ) = µ(f ) = r(f ) − 10 ≥ 0. If d(v) = ∆, then µ∗(v) ≥ 4∆ − 10 − 2∆ − 2 ≥ 0, and if 5 ≤ d(v) ≤ ∆ − 1
then µ∗(v) ≥ 4d(v)− 10− 2d(v) ≥ 0 by R0∗ and R1.
Suppose d(v) = 4. Now µ(v) = 6, and v can participate only in R0∗(i) and R0∗(ii). Due to Lemma 5(i), v makes the total
donation of at most 6, so µ∗(v) ≥ 0.
Now let d(v) = 3, i.e., µ(v) = 2. Clearly, we are done by R0∗, unless there are at least three 2-vertices on the k-paths
incident with v.
If v is not incident with 0-paths, then v is incident with three 1-paths vxiyi where d(yi) ≥ 5, 1 ≤ i ≤ 3 by Lemma 5(i, ii),
so µ∗(v) ≥ 2− 3× 1+ 3× 1 > 0 by R0∗(i) and R1.
Now suppose v is incident with a 0-path, vx, i.e., v is either a (2, 1, 0)-vertex or a (2, 2, 0)-vertex. In both cases, v gets
charge 2 from x by R1 due to Lemma 5(iii), so µ∗(v) ≥ 2− 4× 1+ 2 = 0.
Finally, if d(v) = 2 then µ∗(v) = 0 due to R0∗.
This completes the proof of Theorem 1.
4. Proof of Theorem 2
Here, we put g∗ = 6 in (1).
4.1. Structural properties of G
Remark 2. By the minimality of G, the graph obtained from G by deleting any edge uv has an injective L-coloring. If one can
recolor u and v with those colors from their lists that are different from the colors of vertices at distance 2, then G becomes
injectively L-colored; a contradiction.
A vertex v is called senior if d(v) ≥ 12. A 3-vertex is bad if it has two incident 1-paths leading to non-senior vertices (see
Fig. 4 (left)). By Remark 2, each bad vertex is adjacent to a ∆-vertex. A non-senior non-bad 3+-vertex is called good and is
denoted by 11−g .
Lemma 6. G has no k-path for k ≥ 2.
Proof. Suppose v0v1v2 . . . is a path, where d(v0) ≥ 3 and d(v1) = d(v2) = 2. We take an injective L-coloring of G − v1v2
(which exists by Remark 2), and color v1 and v2 in any order (each vertex has at most ∆ restrictions on the choice of
color). 
Lemma 7. If a bad vertex v is surrounded by 6-faces wv′1v1vv2v
′
2, zu1v
′
1v1vv3, and z
′u2v′2v2vv3, where d(v3) = d(w) = ∆,
while both v′1 and v
′
2 are bad, then none of z and z
′ is bad.
Proof. Suppose on the contrary that z is bad (see Fig. 4 (right)).We delete 2-vertex u1, color the graph obtained, and discolor
the four bad vertices and all 2-vertices of this configuration that are adjacent to bad vertices. First color the bad vertices, as
follows.
By L∗ denote the remaining list of admissible colors; we can assume that |L∗(v′1)| = |L∗(v)| = 3 and |L∗(v′2)| = |L∗(z)| =
2 since z cannot be joined with v′2 by a 1-path. If L∗(v
′
1) ≠ L∗(v), then we first color v with a color from L∗(v) \ L∗(v′1); now
it is possible to color z, v′2, and v
′
1, in this order.
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Fig. 4. A bad vertex v (left) and a reducible configuration in Lemma 7 (right).
Fig. 5. Donation to a 2-vertex by R0.
a b c
Fig. 6. Donations from a 7+-face by R1.
Suppose L∗(v′1) = L∗(v) = {α, β, γ }. If there is δ ∈ L∗(v′2) ∩ L∗(z), then we color z and v′2 with δ, and now it is easy to
color v and v′1. So assume that L∗(v
′
2) ∩ L∗(z) = ∅; then one of z and v′2, say z, has a color ε ∉ {α, β, γ }. We color z with ε
and then color v′2, v, and v
′
1 in this order.
Finally, we color the 2-vertices of this configuration (note that each of them is adjacent to a 3-vertex and another 11−-
vertex). 
4.2. Discharging
We use the following rules of discharging.
R0. Every 2-vertex gets charge 1 from each adjacent vertex. (see Fig. 5)
R1. A 7+-face f = v1v2 . . . gives to an incident non-senior vertex v3 (see Fig. 6):
(a) 12 if d(v2) = d(v4) = 2, while v1 and v5 are senior;
(b) 14 if d(v2) = d(v4) = 2, while at least one of v1 and v5 is non-senior;
(c) 14 if d(v2) = 2 while v4 is senior.
R2. Suppose f = v1v2 . . . v6 is a 6-face (see Fig. 7);
(a) if d(v1) = d(v5) = ∆, d(v2) = d(v4) = 2, while d(v3) ≤ 11, then f gives 12 to v3;
(b) if d(v2) = d(v4) = 2, d(v6) = ∆, v1, v3 are bad, while v5 is a good 11−-vertex, then f gives 18 to v1;
(c) if d(v1) = d(v5) = ∆, v2 and v4 are bad, while d(v3) = 2, then f gives 14 to each of v2 and v4;
(d) if d(v2) = d(v4) = 2, d(v6) = ∆, d(v3) = 3, v1 is bad, while v5 is senior, then f gives 14 to each of v3 and v1.
(e) if d(v1) = ∆, v2 is bad, d(v3) = 2, d(v4) = 4, while d(v5) ≥ ∆− 1, then f gives 14 to v2.
The 6-faces as in R2(t) will be called T-transmitters, so we have A-transmitters, B-transmitters, and so on.
R3. Suppose v is a∆-vertex; then v gives (see Fig. 8):
(a) a non-senior adjacent 3+-vertexw charge 74 ifw is bad, or
5
4 ifw has a senior neighbor other than v, or
3
2 otherwise;
(b) 34 to the other non-senior end vertex of every incident 1-path;
(c) to each 6-face f = vwx . . . via edge vw:
(1) 78 if d(w) ≥ 12;
(2) 18 if d(x) = 2 whilew is good;
(3) 14 if d(w) ≤ 11 and d(x) ≥ 12.
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a b
c d e
Fig. 7. Donations from a 6-face by R2.
a b
c1 c2 c3
Fig. 8. Donations from a∆-vertex by R3.
3
Fig. 9. Rules R4, R5, and R6.
R4. If 12 ≤ d(v) < ∆, then v gives 32 to every adjacent vertex x, where 3 ≤ d(x) ≤ 11, and 12 to every 11−-vertex joined to
v by a 1-path (see Fig. 9).
R5. Each 11−g -vertex y gives charge
1
4 to every bad vertex v joined with y by a 1-path, unless v gets
1
4 from an incident face
by R1 or R2 (see Fig. 9).
R6. Each 3-vertex v adjacent to a 2-vertex and vertices v1 and v2, where 3 ≤ d(v1) ≤ d(v2) ≤ 11, gets charge 18 from each
of v1 and v2 (see Fig. 9).
Note that rule R6 is well defined: it cannot be applied to v1 or v2 as to v by Remark 2 (otherwise, edge vv1 or vv2 could
be deleted).
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a b
Fig. 10. Two situations in Subcase 1.3.
4.3. Checking µ∗(v) ≥ 0 for v ∈ V (G)
By v1, . . . , vd(v) denote the neighbors of vertex v, in no particular order.
Case 0. d(v) = 2. By Lemma 6, v belongs to a 1-path and thus gets 1 from each adjacent vertex by R0. Hence, µ∗(v) ≥
2× 2− 6+ 2 = 0.
Case 1. d(v) = 3.
Subcase 1.1. d(vi) ≥ 3 whenever 1 ≤ i ≤ 3. If v does not give 18 to any of its neighbors by R6, then µ∗(v) = µ(v) =
2× 3− 6 = 0.
Suppose v gives 18 to v1. Note that if d(v2) ≤ 11 and d(v3) ≤ 11, then edge vv1 can be deleted by Remark 2. So assume
that d(v2) ≥ 12; then v gets at least 54 from v2 by R3a or R4, which implies that µ∗(v) ≥ 54 − 2× 18 > 0.
Subcase 1.2. d(vi) ≥ 3 whenever 1 ≤ i ≤ 2 while d(v3) = 2. If, say, v1 is senior, then v gets at least 54 from v1 by R3a or
R4. Since v gives 1 to v3, at most 18 to v2 (if R6 is applicable), and at most
1
4 to another neighbor, v
′
3, of v3 by R5, we have
µ∗(v) ≥ 54 − 1− 18 − 14 = − 18 in the worst case. However, if R6 is applicable, then v actually gets 32 from v1 rather than 54
by R3a or R4, which implies that µ∗(v) ≥ 18 .
So suppose d(v1) ≤ 11 and d(v2) ≤ 11. Note that d(v′3) = ∆ by Remark 2 applied to edge vv3. We see that v gets 34 from
v′3 by R3b. Also, v gets
1
8 from each of v1, v2 by R6, which implies that µ
∗(v) ≥ −1+ 34 + 2× 18 = 0.
Subcase 1.3. d(v1) = d(v2) = 2, while d(v3) ≥ 3. By v′1 and v′2 denote the neighbors of v1 and v2 other than v.
If v3 is not senior then d(v′1) = d(v′2) = ∆ by Remark 2 applied to edges vv1 or vv2, respectively. It follows that v gets 34
from each of v′1 and v
′
2 by R3b. Note that v gets
1
2 by R1a if r(f ) ≥ 7 or by R2a if r(f ) = 6. Here, v cannot give 18 to v3 by R6
due to Remark 2 applied to edge vv3. Hence, µ∗(v) ≥ −2× 1+ 2× 34 + 12 = 0.
Suppose v3 is senior. If v′1 is senior then v gets at least
1
2 from v
′
1 by R3b or R4, at least
3
2 from v3 by R3a or R4, and gives
away 14 to v
′
2 by R5 if v
′
2 is bad. (Of course, v gives charge 1 to each of 2-vertices v1, v2.)
If v′2 is not bad then µ∗(v) ≥ 32 + 12 − 2× 1 = 0. Otherwise, we have two possibilities. Let f be the face v1vv2v′2xy . . . .
If d(x) = 2, then r(f ) ≥ 7 since v′1 is senior while y is not, so µ∗(v) ≥ 32 + 12 − 2 × 1 − 14 + 14 = 0 by R1b. The second
possibility is d(x) = ∆. If r(f ) ≥ 7, we are done as before. Suppose r(f ) = 6, i.e., y = v′1 (see Fig. 10(a)); then it suffices to
note that v gets 14 from f by R2d.
Now suppose none of v′1 and v
′
2 is senior, i.e., v is bad. Recall that d(v3) = ∆ and note that v gets 74 from v3 by R3a; hence,
v needs 14 more.
If v is incident with a 7+-face then v gets 14 from such a face by R1b or R1c, and we are done. If v
′
1 or v
′
2 is not bad, then v
gets 14 from this vertex by R5. So suppose both v
′
1 and v
′
2 are bad and v is surrounded by three 6-faces. Put fi = v3vviv′iwizi,
where i ∈ {1, 2} (see Fig. 10(b)).
If d(wi) = ∆ for at least one i, then v gets 14 from such an fi by R2c. So suppose d(w1) = d(w2) = 2 and d(x) = ∆. This
implies that none of zi’s is bad due to Lemma 7, which means that v gets 2× 18 from f1 and f2 by R2b.
Subcase 1.4. d(v1) = d(v2) = d(v3) = 2. As in Subcase 1.3, we see that v gets 34 along each incident 1-path from a∆-vertex
by R3b. Furthermore, v gets at least 3× 12 by R1a or R2a. So, µ∗(v) ≥ 3× 34 + 3× 12 − 3× 1 > 0.
Case 2. 4 ≤ d(v) ≤ 11. Recall that v gives 1 to each adjacent 2-vertex and can give away 18 and 14 by R6 and R5, respectively.
On the other hand, v gets at least 54 from each senior neighbor by R3a or R4 and at least
1
2 across each 1-path by R3b or R4.
Subcase 2.1. d(v) = 4. Now the initial charge of v is 2. If v is adjacent to at most one 2-vertex, thenµ∗(v) > 2− 1− 14 −3×
1
8 > 0.
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Fig. 11. By the end of Subcase 2.1.
Suppose that d(v1) = d(v2) = 2, d(v3) ≥ 3, and d(v4) ≥ 3. We are done if v does not participate in R5 and
R6. First suppose that v gives 18 to v3 by R6; then v4 is senior due to Remark 2 applied to edge vv3, which implies that
µ∗(v) ≥ 2+ 54 − 2× 1− 18 − 2× 14 > 0.
Next suppose that v gives 14 to v
′
2 by R5; then either v4 or v3 is senior due to Remark 2 applied to edge vv2. This implies
by R4 that µ∗(v) ≥ 2+ 54 − 2× (1+ 14 )− 18 > 0.
Now suppose that d(v1) = d(v2) = d(v3) = 2 and d(v4) ≥ 3. If v4 is not senior, then we deduce from Remark 1 that
each 1-path joins v to a senior vertex, which sends at least 12 to v by R4 or R3a, so µ
∗(v) ≥ 2+ 3× 12 − 3× 1− 18 > 0.
It remains to assume that v4 is senior. Now v gets at least 32 from v4 by R4 or R3a and possibly sends
1
4 along each 1-path
to bad vertices by R5. If v sends 14 at most twice, we have µ
∗(v) ≥ 2+ 32 − 3× 1− 2× 14 = 0, so suppose that v is joined
by 1-paths to three bad vertices v′i , 1 ≤ i ≤ 3, situated around v clockwise. It follows from Remark 2 that d(v4) ≥ ∆− 1.
If v is incident with a 7+-face, then v gets at least 14 by R1, and we are done. Suppose otherwise and put fi = v4vviv′iwizi,
where i ∈ {1, 3} (see Fig. 11). If d(wi) = ∆ for at least one such i, then v′i gets 14 from fi by R2e and nothing from v by R5; a
contradiction. So assume that d(w1) = d(w3) = 2; this implies that v′2 is adjacent to two ∆-vertices, a contradiction with
the assumption that v′2 is bad.
Subcase 2.2. 5 ≤ d(v) ≤ 11. Now v can give charge only to 3−-vertices due to R0, R5, and R6 and get charge from senior
vertices due to R3a, R3b and R4 (by at least 54 along a 0-path and at least
1
2 along a 1-path).
If v is adjacent to at least two 3+-vertices, then
µ∗(v) ≥ 2d(v)− 6− (d(v)− 2)× 5
4
− 2× 1
8
= 3d(v)− 15
4
≥ 0.
If v is adjacent to a senior vertex, then
µ∗(v) ≥ 2d(v)− 6+ 5
4
− (d(v)− 1)× 5
4
= 3d(v)− 14
4
> 0.
Finally, suppose that v has at most one non-senior neighbor while all the other neighbors of v are 2-vertices. We deduce
from Remark 1 that each 1-path at v joins v to a senior vertex, so
µ∗(v) ≥ 2d(v)− 6− d(v)×

1− 1
2

= 3(d(v)− 4)
2
> 0.
Case 3. 12 ≤ d(v) ≤ ∆ − 1. Note that v sends 12 + 1 along each incident 1-path by R0 combined with R4 and 32 to every
adjacent 3+-vertex by R4; this implies that
µ∗(v) = 2d(v)− 6− d(v)× 3
2
= d(v)− 12
2
≥ 0.
Case 4. d(v) = ∆. Along each incident 1-path vwx, vertex v sends 1+ 34 by R0 combined with R3b if d(x) ≤ 11; otherwise,
it sends at most 1+ 2× 14 by R0 and R3c(3).
Suppose that v is adjacent to a 3+-vertexw. Ifw is bad, then v gives 74 tow by R3a. Suppose that d(w) ≤ 11 andw is not
bad. If w has a senior neighbor other than v, then v gives at most 54 + 2 × 14 to w by R3a and to the 6-faces incident with
edge vw by R3c(2) and R3c(3). Otherwise, w cannot participate in R3c(3), so v gives away at most 32 + 2 × 18 by R3a and
R3c(2). Finally, ifw is senior, then v sends at most 2× 78 to 6-faces by R3c(1).
So, v sends at most 74 along each incident edge, which implies that
µ∗(v) = 2d(v)− 6− d(v)× 7
4
= d(v)− 24
4
≥ 0.
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4.4. Checking µ∗(f ) ≥ 0 for f ∈ F(G)
Suppose r(f ) = 6; if f is not a transmitter, then µ∗(f ) = r(f )− 6 = 0.
We must check that each transmitter gets at least as much charge by R3 as it gives away by R2. If f is an A-transmitter,
then it twice receives at least 14 by R3c(1) or R3c(3) and gives away
1
2 by R2a, soµ
∗(f ) ≥ 0. Similarly, a B-transmitter actually
conducts 18 from a good vertex v5 to a bad vertex v1 (see R2b and R3c(2)), a C-transmitter gets at least
1
4 twice and gives
away 14 by R3c(1) or R3c(3) and R2c. Finally, a D-transmitter gets
7
8 by R3c(1) and gives away charge
1
4 twice by R2d, while
an E-transmitter simply conducts 14 from a∆-vertex v1 to a bad vertex v2 in R2e by R3c(1) or R3c(3).
Let r(f ) ≥ 7. To estimate the total expenditure of f by R1, we distribute the donations of f to vertices among the incident
edges in the boundary of f as follows:
(i) 12 by
1
8 among the four nearest edges to the receiver of
1
2 ;
(ii) 14 by
1
8 among the two edges incident with the receiver of
1
4 .
Clearly, now every edge in the boundary of f gets at most one portion of charge from f , i.e., at most 18 . Hence,
µ∗(f ) > r(f )− 6− r(f )× 1
8
= 7r(f )− 48
8
> 0.
This completes the proof of Theorem 2.
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