Abstract-Load model identification using small disturbance data is studied. It is proved that the individual load to be identified and the rest of the system forms a closed-loop system. Then, the impacts of disturbances entering the feedforward channel (internal disturbance) and feedback channel (external disturbance) on relationship between load inputs and outputs are examined analytically. It is found out that relationship between load inputs and outputs is not determined by load itself (feedforward transfer function) only, but also related with equivalent network matrix (feedback transfer function). Thus, load identification is closed loop identification essentially and the impact of closed loop identification cannot be neglected when using small disturbance data to identify load parameters. Closed loop load model identification can be solved by prediction error method (PEM). Implementation of PEM based on a Kalman filtering formulation is detailed. Identification results using simulated data demonstrates the correctness and significance of theoretical analysis.
I. INTRODUCTION
The importance of load modelling to power system stability evaluation and control design has been well recognized in power community [1] . It is reported that, using different load models, one can produce different even contradictory simulation results [2, 3] .
Due to the wide-spread deployment of wide-area measurement system (WAMS), the measurement based method has attracted much attention in recent years. The method establishes a composite load model firstly. Then, the method searches for a set of optimal parameters so that the output of composite load model best fits with actual output [4] . The related research focuses on three issues, they are: how to determine the structure of the composite load model [4] ; how to reduce computation during identification process [5, 6] ; how to search for these parameters [7, 8] .
However, the current practice in measurement-based load modelling is to use large disturbance data, as the result of a three-phase-to-ground fault or a move in tap changer position, to identify load parameters. Unfortunately, large disturbance data are of very limited availability. As a result, using small disturbance (say, random load variations) data to model load becomes tempting because small disturbance data for any period is readily available. This is the motivation of this research.
In this research, it is figured out that load identification is a closed loop identification experiment. In the identificationtheoretic literature, several methods designed for closed-loop identification has been reported, like prediction error method (PEM), the direct and indirect approach, the joint input-output approach and so on. PEM is chosen in this work for load model identification because it gives statistically efficient estimate under rather mild conditions. Besides, PEM demands input-output data only, as in small disturbance data based load model identification, only input-output data is available. This paper is organized as follows. Section 2 and 3 show that load identification actually bears a closed-loop nature, a fact that has detrimental impact in small-disturbance based identification, while in large-disturbance based identification the consequence of this fact is not that significant. In section 4, it is shown that the closed loop identification problem can be solved by a prediction error method if some mild requirements are met. Section 5 details the implementation of PEM using a Kalman filtering strategy. In section 6, simulations identification results are reported to demonstrate the potential of the introduced findings.
II. THE CLOSED-LOOP NATURE OF LOAD IDENTIFICATION
As is well-known, a power system is constantly excited by small disturbances, like random load variations. These random disturbances may occur inside the load to be identified, or distant away from the load, see Fig. 1 . Hereinafter, disturbances inside the load to be identified are named internal disturbances, like disturbance in mechanical torque of an induction motor load. While, disturbances outside are named external disturbances, like random variations in other loads, network operations, variations in generator outputs. Since the system is subject to small disturbances, it is reasonable to assume that the system dynamics is linear. 
A. The load model
Assume there are nl+ng buses in system, the first ng buses are generators buses, and the latter nl buses are load buses. For the objective here is to identify the model of the load in bus i, thus dynamic characteristic of load model in bus i should be considered accurately and other loads in system can be simplified for ease of explanation. In this paper, the other loads in system are regarded as constant impedances. The 
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load to be identified is a usual combination of a static part model and a dynamic third-order induction motor model [9] .
The load model to be identified in bus i can take the following form without loss of generality:
T is the load current which can be viewed as the output of the load to be identified,
T is bus voltage which can be viewed as the input of the load. Subscript xi and yi denotes real part and imaginary part of variable in bus i respectively. Assume for simplicity there is only one internal disturbance denoted by ξi(s) in load i. Accordingly, GLi(s)∈2×2 is the load model to be identified, and Hi(s)∈2×1 denotes an unknown transfer function from internal disturbance to outputs.
B. The generator model
The ng linearized generator models can be described by the following model: 
C. The network model
The linearized network model can be described as follows:
where Y∈2(nl+ng)×2(nl+ng) is the network admittance matrix, ΔV∈2(nl+ng)×1 is the network voltage vector, ΔI∈2(nl+ng)×1 is the current vector. The disturbances in other loads can be modelled as random current injections into the network. Without loss of generality, suppose there is only one external disturbance at load h, let it be denoted by ξh(s). It is clear now that ΔI and ΔV in equation (3) takes the following form: the first 2ng variables in ΔI and ΔV are generators variables, the last 2nl terms in ΔI and ΔV are load variables. Because Y has included the equivalent impedance of all loads except the load in bus i, most variables in last 2nl terms in ΔI are zeros except the load to be identified at bus i and external disturbance at load h.
D. The complete closed loop system
State space model as shown in (2) can be re-written in transfer function form: (4) into (3), we can eliminate the first 2ng variables in ΔI(s) to obtain:
where Y has included Cg(sI-Ag) -1 Bg+Dg, the transfer function, and ΔI(s) after elimination is denoted by ( ) s ΔI .
Eliminating the rest of variables except ΔIxi(s), ΔIyi(s), ΔVxi(s) ΔVyi(s), ξh(s), equation (5) is further simplified into:
where K(s) is the equivalent network matrix and Kh(s) is transfer function from external disturbance to load outputs. For analytical convenience, equation (6) is transformed into a compact form as: (8) and (1), it is understood that the load to be identified and the rest of the system forms a closed-loop system as shown in Fig. 2 . As can be seen from the figure, there are two excitation sources in the closed loop system: internal disturbance ξi(s) and external disturbance ξh(s) respectively. Internal disturbance and external disturbance enters the feedforward and feedback channel respectively. The impacts of internal disturbance and external disturbance on load model identification are different and will be studied in section 3. 
III. THE PITFALL OF CLOSED LOOP IDENTIFICATION
When using large disturbance data to perform load model identification, the fact that the system is in a closed-loop setup has been completely neglected. As will be shown shortly, this has minimal impact on the accuracy of load modelling. However, this is not the case when using small disturbance data to perform load model identification. The reason of this controversy is described in this section.
Notice that ΔILi(s) and ΔVLi(s) are determined according to superposition principle of linear systems:
where ΔIξi(s), ΔVξi(s) are responses caused by internal disturbance ξi(s), and ΔIξh(s), ΔVξh(s) are responses caused by external disturbance ξh(s). From (1), (7) and (8), it is straightforward to obtain the following results: 
After some simple manipulations, it follows:
where Laplace operator s in (11) 
When ξi(s) presents and ξh(s) does not, the relationship is simplified into:
This is the most unfavourable situation that can occur.
In a typical load model identification setup, both internal and external disturbance present. However, if the external disturbance ξh(s) is far greater than internal disturbance ξi(s), then (11) is approximately simplified into the desired form:
This is the case when identifying load models using large disturbance data. When identifying load models using small disturbance data, the situation is more involved, and this is the theme of subsequent sections.
IV. DIRECT LOAD MODEL IDENTIFICATION USING PEM
In preceding section, it is shown that load model identification is actually in a closed-loop setup, and the inputoutput of the load does not necessarily reflect the true dynamics of the load. To cope with this difficulty, several methods judiciously designed for closed-loop identification has been reported [14] . Prediction error method (PEM) is chosen in this work for load model identification because it gives statistically efficient estimate under rather mild conditions. Besides, PEM is particularly suitable for load identification since it demands input-output data only, as in small disturbance data based load model identification, only input-output data is available. In what follows we briefly review the method and exam the suitability of it. PEM proceeds with a discrete system model and discrete data. A general discrete MIMO system is shown in Fig. 3 . Without loss of generality, a MIMO model to be identified is shown in (14) below:
where q represents the shift operator, (ϑG, ϑH) are the model parameters to be sought (ϑ for short). Now, G(q, ϑG) is used to represent MIMO model obtained by PEM, H(q, ϑH) is used to represent internal disturbance model, e0(k) is the unknown internal disturbance vector. It is assumed that y, u, and e0 are random signals that are quasi-stationary and ergodic, and the covariance matrix of e0(k) is 0 Λ .
The idea of PEM is to estimate the unknown parameters (ϑG, ϑH) simultaneously, using input u(k) and output y(k) directly, regardless the presence of feedback channel. Assume N data records with sampling frequency Ts are generated by the system:
Let ˆ( 1) k k − y be the conditional expectation of y(k), then [13] .It follows that the one-step prediction error vector for the model is
PEM searches for unknown parameters (ϑG, ϑH) to minimize the following loss function ( ) V ϑ :
The above time-domain optimization formulation has a frequency-domain equivalence, as N → ∞ [14] :
where ε Φ is the spectrum of the prediction error ( , ) k ε ϑ , tr denotes the trace of the matrix. To proceed the analysis, we need to fix some terminology. We will denote G(q, ϑG) as G ϑ , H(q, ϑG) as H ϑ for short. Introduce the signal
, the spectrum of it is: , an alternative test is used in this
, the experiment is informative. It is interesting that the above is only a sufficient condition, the readers are referred to [15] for more discussions in this line of research.
Another basic pre-requisite of PEM is that the input data, u(k), k=0,1,…,N, should be persistently exciting. The sequence u(k) is persistently exciting of order n if and only if the following matrix is non-singular [10] (0)
( 1) (0)
where Ru(τ) is auto correlation matrix. The physical meaning of persistently exciting of order n is that the input data can be used to estimate model of order lower than n.
In the presence of feedback, we have: (q) is a constant matrix, then it is easily shown that the identification
is not feasible [13] . A general conclusion in the context of closed-loop identification is that, in order to find accurate identification solution, the feedback K -1 (q) should be of sufficiently high-order [13] . This is fortunately the case in this study.
To study the bias of estimation, let us introduce Φ The implications of the above result is self-evident. Under the condition that the experiment is informative and input data is persistently exciting, the bias would tend to be small if either of the following holds: Through the above analysis, it is easy to see that e0(k) is equivalent to ξi(s) in (1), and r(k) is equivalent to 1 ( ) ( ) ( )
. Thus, the above conclusion can be applied to load identification. The third requirement states that the ratio of ξh(s) to ξi(s) should be sufficiently high to obtain a bias free estimation. It appears that this is not satisfied in general if small disturbance data is used, see section 6 for details.
The second requirement states that the effect of feedback should be as small as possible. However, the feedback transfer function can be rather different in actual experiments. Thus, one cannot hope that this requirement is met. In fact, the opposite turns out to be true in all the experiments reported in section 6.
The first requirement compels one to identify a suitable internal disturbance model. This is the only option left, fortunately, this option is found out to be a feasible one.
To summarize, if PEM were to yield satisfactory identification solution using small disturbance data, the experiment has to be informative and input data persistently exciting. A good internal disturbance model H0 needs to be captured, next section describes an implementation of PEM to fulfill this requirement.
V. KALMAN FILTERING BASED IMPLEMENTATION
In this section, a Kalman filtering based implementation of PEM is described, it allows the identification model to assume a grey-box structure as is the case in load model identification. The implementation involves five major steps, the details of which are explained below.
1. Obtain N records of measurement data of voltage amplitude V, voltage phase angle θ, active power P, reactive power Q for the load to be identified. The mean values of the data are removed following a standard argument in system identification [10] . After removing the means, the measurement data are denoted by:
Build a suitable load model for identification. The load model is a combination of a static part with constant impedance model and a dynamic part with the third-order induction motor model. The constant current part and constant power part in static part is usually neglected in practice [9] . The load model is linearized; besides, mechanical power of motor is considered as constant. The continuous form of state space load model is as follows: 
is an equivalent network matrix defined in (6). As can be seen from Fig. 4 , the two curves coincide basically which validates the relationship between outputs of load to be identified and inputs to be identified is determined by K(s). The reason for the two curves do not coincide completely is that the load to be identified and the rest component system are nonlinear system. The relationship is derived under the condition that load to be identified and the rest component system are regarded as linear system. Fortunately, this inaccuracy come from linearization does not prevent us from realizing that this is a closed loop identification.
Next, it is found that the input data is persistently exciting of order greater than 50. To test if the experiment is informative, that is, if Фz(ω)>0, first notice that Фz is 6 ( . .) Hermitian. It follows that Фz is positive definite if and only if its eigenvalues are positive. According to our calculation, the ratio of minimum eigenvalue to maximum eigenvalue from 0Hz to 10Hz is positive, this confirms the desired result Фz(ω)>0.
In this simulation study, the following internal disturbance model is adopted The parameter identification results are given in Error! Reference source not found.. The PEM result obtained using suitable internal disturbance is denoted by PEM_A. The result obtained using the incorrect internal disturbance is denoted by PEM_B. The result obtained using the traditional method [4~7] is denoted by TM. Table 1 and Table 2 , it can be seen that the results of PEM_A are close to the true values. This validates that, when internal disturbance is identified accurately, PEM can produce accurate parameter estimation. However, the results of PEM_B and TM are far away from true values. This validates the importance of modelling the internal disturbance as the bias formulae (26) predicts. To further validate the above observations, the active power (AP) and reactive power (RP) of the true load, the load identified by PEM_A, PEM_B, TM are shown in Fig. 5 . It appears that the curves of the true load and the curves of the load identified by PEM_A coincide very well, while the curves of the true load and the curves of the load identified by TM and PEM_B does not fit.
VII. CONCLUSIONS
Since small disturbance data is easier to be obtained, using it to identify load becomes tempting. The simulations indicate that load model identification using small disturbance data is a closed-loop experiment, and it is feasible to find accurate parameter estimation using the suggested PEM provided that internal disturbance is modeled explicitly. The prerequisites of PEM are discussed in detail, together with some positive empirical findings, it is found that the reported identification effort is useful.
