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a b s t r a c t
We consider boundary value problems of the form
xy′′ + f (x)y′ + [g(x)+ λσ(x)]y = 0, x ∈ (0, 1),
y(0) = α, α1y(1)+ α2y′(1) = β,
with f ′, g and σ continuous in [0, 1], σ (x) ≠ 0, α, β, α1, α2 ∈ R and λ ∈ C. We use the
Liouville–Neumann technique to design an algorithm that approximates the eigenvalues
λ and eigenfunctions y(x) of the problem; that is, for every couple (λ, y(x)) of eigenvalues
and eigenvectors of the problem, we give a sequence (λn, yn(x)) that converges uniformly
on x ∈ [0, 1] to the solution (λ, y(x)) of that problem. In particular, when f (x), g(x) and
σ(x) are polynomials, yn(x) are also polynomials. This technique may also be used to
approximate the zeros of solutions of regular singular second-order linear differential
equations and, in particular, of special functions.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the initial value problem (regular singular at x = 0)
xy′′ + f (x)y′ + g(x)y = h(x), x ∈ (0, 1),
y(0) = y0, (1)
with y0 ∈ R and f ′, g, h ∈ C[0, 1]. Most of the special functions of physics (Bessel, Gauss hypergeometric, confluent
hypergeometric, . . . ) are solutions of these kinds of problems [1]. The standard Liouville–Neumann expansion (LNE in the
following) [[2,3], Sec. 4.2.3.1] is designed for regular initial value problems and cannot be used to approximate the solution
y(x) of (1). In [4], a new LNE algorithm has been designed for regular singular problems of the form (1). Integrating twice in
(1) from 0 to x, using the initial condition y(0) = y0 and∫ x
0
dt
∫ t
0
F(s)ds =
∫ x
0
(x− t)F(t)dt, F ∈ C[0, 1],
we find that the unique solution of (1) satisfies a Volterra integral equation of the second kind:
y(x) = φ(x)+ (Ty)(x), (2)
with
φ(x) := h
(2)(x)− h(2)(0)
x
+ [(f (0)− 1)y0 − h(1)(0)], (3)
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h(1)(x) :=  x h(t)dt , h(2)(x) :=  x h(1)(t)dt and the operator T : C[0, 1] → C(1)[0, 1] defined by
(Ty)(x) :=
∫ x
0
k˜(x, t)y(t)dt, k˜(x, t) := 1
x
{2− f (t)+ (x− t)[f ′(t)− g(t)]}. (4)
We rewrite this integral operator in a slightly different form by performing the change of variable t → xt in the integrand
of (4):
(Ty)(x) =
∫ 1
0
k(x, t)y(xt)dt, k(x, t) = 2− f (xt)+ x(1− t)[f ′(xt)− g(xt)]. (5)
We define the recursion
y0(x) any continuous function on [0, 1],
yn(x) = φ(x)+ (Tyn−1)(x), n = 1, 2, 3, . . . . (6)
The kernel k˜(x, t) is not continuous on the square [0, 1]×[0, 1]. It is neither an L2 kernel nor a kernel withweak singularities
as considered in [[5], p. 35, Theorem 7]. Then, unlike for the regular case, we cannot show that the operator T n is contractive
for sufficiently large n using standard techniques for continuous kernels [[5], Chap. 2, Sec. 3], L2 kernels [[5], p. 33, Theorem
6] or kernels with weak singularities [[5], p. 35, Theorem 7]. A more sophisticated technique is introduced in [4], which
shows that the LNE at a regular singular point converges under a certain restriction on f (0):
(i) If 1 < f (0) < 3, then the sequence yn(x) defined by (6) converges uniformly on [0, 1] to the unique fixed point of (2)
[[4],Theorem 2].
(ii) If 0 < f (0) < 4 and we choose the starting function y0(x) satisfying y0(0) = y0, then the sequence yn(x) defined by (6)
converges uniformly on [0, 1] to the unique fixed point of (2) [[4], Theorem 2].
(iii) If 1 − s < f (0) < 3 + s and the initial choice y0(x) is the Taylor polynomial of y(x) of degree s − 1 at x = 0, then the
sequence yn(x) defined by (6) converges uniformly on [0, 1] to the unique fixed point of (2) [[4], Theorem 3].
Observe that the convergence of the recurrence (6) in the regular singular case is restricted to the window f (0) ∈ (1, 3)
or to the window f (0) ∈ (0, 4)when y0(0) = y0. We can enlarge the interval of convergence for f (0) if we choose the initial
starting function y0(x) close enough to the unique solution y(x) of (2), choosing the initial choice y0(x) to be the Taylor
polynomial of y(x) at x = 0.
In [6] it has been shown that the Liouville–Neumann algorithm for regular second-order linear differential equations
can be applied not only to regular initial value problems, but also to regular boundary value problems and eigenvalue
problems. The purpose of this work is to extend this idea to the regular singular case and to show that the LNE may also be
used to approximate the solution of singular eigenvalue problems. In the following section we design an LNE for a singular
eigenvalue problem and, in Section 3, we apply this idea to approximate the zeros of solutions of regular singular second-
order linear differential equations.
2. The LNE in regular singular eigenvalue problems
Consider the boundary value problem
xy′′ + f (x)y′ + [g(x)+ λσ(x)]y = 0, x ∈ (0, 1),
y(0) = y0, α1y(1)+ α2y′(1) = β, (7)
with y0, α1, α2, β ∈ R, λ ∈ C, y0 ≠ 0, and f ′, g, σ ∈ C[0, 1], σ(x) ≠ 0. Without loss of generality we can set y0 = 1. We
are interested in the values of λ for which this problem has a solution, that is, in the eigenvalues and eigenvectors of the
operator x
σ(x)
d2
dx2
+ f (x)
σ (x)
d
dx + g(x)σ (x) . We introduce the auxiliary initial value problem
xy′′ + f (x)y′ + [g(x)+ λσ(x)]y = 0, x ∈ (0, 1),
y(0) = 1. (8)
This problem is of the form considered in the introduction with y0 = 1, h(x) = 0, g(x) replaced by g(x)+ λσ(x) and
φ(x) = f (0)− 1, k(x, t) = 2− f (xt)+ x(1− t)[f ′(xt)− g(xt)− λσ(xt)].
Define the kernels k0(x, t) := 2 − f (xt) + x(1 − t)[f ′(xt) − g(xt)] and k1(x, t) := x(t − 1)σ (xt) and the corresponding
operators
(T0y)(x) =
∫ 1
0
k0(x, t)y(xt)dt, (T1y)(x) =
∫ 1
0
k1(x, t)y(xt)dt.
From (ii) in the above section we have that, for an arbitrary λ ∈ C and 0 < f (0) < 4, the recursion
y0(x) = 1,
yn(x) = φ(x)+ (T0yn−1)(x)+ λ(T1yn−1)(x) (9)
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Fig. 1. Zeros distributions of F15(a), F17(a) and F20(a). The real negative zeros of these polynomials approach the eigenvalues of problem (10). The remaining
zeros seem to approach a certain Szegö curve in the complex plane.
converges uniformly for x ∈ [0, 1] to the unique solution of (8). Using induction over n, it is straightforward to show that
yn(x) =
n−
k=0
a(n)k (x)λ
k,
where a00 = y0 = 1 and for n = 1, 2, 3, . . . and k = 1, 2, 3, . . . , n− 1,
a(n)0 (x) = φ(x)+ (T0a(n−1)0 )(x), a(n)n = (T n1 y0)(x),
a(n)k (x) = (T1a(n−1)k−1 )(x)+ (T0a(n−1)k )(x).
We now define
ak(x) := lim
n→∞ a
(n)
k (x), a
′
k(x) := limn→∞(a
(n)
k (x))
′,
and consider the entire function of λ
F(λ) :=
∞−
k=0
[α1ak(1)+ α2a′k(1)]λk − β.
To see that F(λ) is an entire function of λ, just observe that yn(x)→ y(x) uniformly in x ∈ (0, 1] and ∀λ ∈ C. In particular,
yn(1) converges to y(1)∀λ ∈ C, that is, the series y(1) =∑∞k=0 ak(1)λk is convergent ∀λ ∈ C and defines an entire function
of λ. The same argument applies to
∑∞
k=0 a
′
k(1)λ
k using that y′n(x)→ y′(x) uniformly in x ∈ (0, 1] and ∀λ ∈ C.
The unique solution of (8) is y(x) = limn→∞ yn(x) = ∑∞k=0 ak(x)λk. Then, the values of λ for which problem (7) has a
solution are the zeros of F(λ). We may approximately compute these zeros by computing the zeros of the truncated power
series of F(λ):
Fn(λ) :=
n−
k=0
[α1a(n)k (1)+ α2(a(n)k )′(1)]λk − β.
As is well-known, the zeros of F(λ)may be approximated by zeros of its section Fn(λ). But the opposite is not true and, when
computing the zeros of Fn(λ), one must get rid of the ‘‘spurious’’ zeros of Fn(λ) (if any) [7]. In the situation considered here,
we cannot give a general result for separating those ‘‘spurious’’ zeros of Fn(λ) that are not zeros of F(λ) if we do not have
an a priori knowledge about the zeros of F(λ). We can just recommend any numerical method for computing the zeros in
a given domain, for instance the method given in [8]. In the examples below we see that the real zeros of Fn(λ) approach
the zeros of F(λ), whereas the ‘‘spurious’’ (complex) zeros of Fn(λ) seem to approach a certain Szegö curve in the complex
plane [7]. (See Figs. 1 and 3.)
Example 1. Consider the boundary value problem
xy′′ + (b− x)y′ − ay = 0, x ∈ (0, 1),
y(0) = 1, y(1) = 0, (10)
with a ∈ C and b ∈ R, whose unique solution is the confluent hypergeometric functionM(a, b; x) for those values of a for
whichM(a, b; x) vanishes at x = 1.
This regular singular problem is of the form (7) with f (x) = b − x, g(x) = 0, σ(x) = −1, λ = a, α1 = 1, α2 = 0
and β = 0. For a fixed value of b, finding the values of a for which this problem has a solution is equivalent to finding the
eigenvalues a and the eigenvectors y(x) of the differential operator x d
2
dx2
+ (b− x) ddx in the domainD = {y(x) ∈ C2[0, 1] |
y(0) = 1, y(1) = 0}.
The regular singular Liouville–Neumann algorithm (9) applied to this problem is convergent for 0 < b < 4. Thus, for an
arbitrary a ∈ C and 0 < b < 4, the recursion (9) is given by
y0(x) = 1,
yn(x) = b− 1+
∫ 1
0
[2− b+ x(2t − 1)]yn−1(xt)+ a
∫ 1
0
x(1− t)yn−1(xt)dt.
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Table 1
For b = 1, the second, third and fourth rows show the first six negative zeros of F15(a), F17(a) and F20(a) and they provide an approximation to the first six
negative values of a for which problem (10) (with b = 1) has a solution, that is, to the first six negative eigenvalues a1 , a2, . . . , a6 of problem (10). The last
row shows the approximated values of the first six negative zeros ofM(a; 1; 1) obtained using Newton’s method.
a1 a2 a3 a4 a5 a6
F15 (a)= 0 −1.0000424866 −7.1956633533 −18.302380271 −34.3423193979 −55.3172961245 −81.2224471667
F17 (a)= 0 −1.0000106217 −7.1957426713 −18.302783348 −34.3422589548 −55.3160913925 −81.2239539078
F20 (a)= 0 −1.0000013277 −7.1957657352 −18.302900687 −34.3422430624 −55.3157357818 −81.2237098605
Newton −1.0000000000 −7.1957690247 −18.302917433 −34.3422409271 −55.3156846770 −81.2236773386
Fig. 2. For b = 1, we plot in dashed blue the sixth, seventh and eighth eigenvectors y(x) (corresponding to the negative eigenvalues a6 , a7 and a8
respectively). For each one of the three eigenvectors y(x), the approximate eigenfunction y20(x) (a polynomial of degree 20) is plotted in red and the Taylor
polynomial at x = 0 of degree 20 of M(a, 1; x) (for a = a6, a7 and a8 respectively) is plotted in magenta. For these three eigenvectors and on this scale,
there is no appreciable difference between the plots obtained with the algorithm (9) and the exact ones. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
This recurrence relation generates the polynomial Fn(a) = yn(1) of degree n in the variable a. Table 1 shows the approxima-
tion of the first six negative zeros of F(a) = M(a, 1; 1) by the first six negative zeros of F15(a), F17(a) and F20(a) for b = 1,
that is, an approximation of the real negative values a for which the problem (10) has a solution for a fixed value of b with
0 < b < 4 (b = 1 in this case). The table also shows the approximated values of the first six negative zeros of F(a) =
M(a, 1; 1) obtained with Newton’s method. In Fig. 2 we plot some eigenfunctions and compare them with the ones ob-
tained with the algorithm (9).
3. Zeros of special functions
The above approximate computation of the eigenvalues λ of (7) may be used to approximate the zeros of the solution
u(t) of a regular singular initial value problem of the form
tu′′ + bu′ + tmu = 0, t ∈ (0, λ), λ ∈ R,
u(0) = y0, (11)
where 0 < b < 4 and m ∈ N. The general solution of the above differential equation is given by a linear combination
of t
1−b
2 Jν( 2m+1 t
m+1
2 ) and t
1−b
2 Yν( 2m+1 t
m+1
2 ) with ν = |1−b|m+1 and Jν and Yν the Bessel functions of order ν [[9], Sec. 2.1.2–3,
Formula 67, p. 220].
After the change of variables t = λx and u(λx) = y(x), the problem reads
xy′′ + by′ + λm+1xmy = 0, x ∈ (0, 1),
y(0) = y0 .
The zeros of u(x) are the values of λ for which u(λ) = y(1) = 0, that is, the values of λ for which the singular boundary
problem
xy′′ + by′ + λm+1xmy = 0, x ∈ (0, 1),
y(0) = y0, y(1) = 0, (12)
has a solution. As we have seen before, those values of λ are the zeros of the entire function F(λ) with α1 = 1, α2 = 0 and
β = 0, that are approximated by the roots of the polynomial Fn(λ).
Example 2. The positive zeros of the Bessel function Jm(x). The Bessel function Jm(x) is a solution of the differential equation
t2u′′+tu′+(t2−m2)u = 0. After the change of variables t = λx and u(λx) = xmy(x), we can see that y(x) = 2mm!x−mJm(λx)
is a solution of the initial value problem
xy′′ + (2m+ 1)y′ + λ2xy = 0, x ∈ (0, 1),
y(0) = 1. (13)
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Table 2
The second row are the first six positive zeros x1 , x2, . . . , x6 of J0(x). The third row are the first six positive roots of the polynomial F20(x) (a polynomial of
degree 20 in x2).
x1 x2 x3 x4 x5 x6
F20 (x)= 0 2.4048255577 5.5200781103 8.6537279129 11.7915344390 14.9309177085 18.0710639679
J0 (x)= 0 2.4048255576 5.5200781101 8.6537279135 11.7915344385 14.9309177084 18.0708675407
Fig. 3. Zeros distribution of F20(a). The real positive zeros of this polynomial approach the eigenvalues of problem (13). The remaining zeros seem to
approach a certain Szegö curve in the complex plane.
This problem is of the form (12); then, for−1/2 < m < 3/2, we can use the results of the previous section with φ(x) = 2m,
k0(x, t) = 1− 2m, k1(x, t) = x2t(t − 1) and λ replaced by λ2. The polynomial Fn(λ) = yn(1) is generated by the recursion
y0(x) = 1,
yn(x) = 2m+ (1− 2m)
∫ 1
0
yn−1(xt)dt + λ2x2
∫ 1
0
t(t − 1)yn−1(xt)dt.
For a given m with −1/2 < m < 3/2, the positive roots of Fn(λ) = yn(1) approximate the first positive roots of Jm(x).
Table 2 shows the approximation of the first six zeros of J0(λ) by the zeros of F20(λ).
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