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1. INTRODUCTION 
In this paper we apply the properties of Riemann modules [2] to con- 
struct both types of Hermite-PadC polynomials [S] associated with the 
functions 1 , pF,,p, (z; x), and p - 1 additional functions contiguous with 
this generalized hypergeometric function. We introduce the notion of an 
augmented module and use it, together with arguments suggested by 
Chudnovsky [2], to show that the remainder element R(x) for type I poly- 
nomials satisfies a generalized hypergeometric differential equation. This 
leads to an explicit expression for the type I polynomials, and a similar 
procedure is carried out for the type II case. The results for type II polyno- 
mials coincide with a formula for one of the polynomials previously 
deduced by Chudnovsky [ 1,3]. 
The work might lead to the derivation of the asymptotics for the 
Hermite-Pad6 polynomials which might shed some light on the author’s 
conjectures on this subject [S]. 
2. AUGMENTED MODULES 
Suppose we have a Riemann module [2] of dimension p with 
monodromy matrices Vi, I’,, . . . corresponding to singular points 6,) b2, . . . . 
Then another module, the augmented module, of dimension m = p + 1, can 
be constructed with the same singular points and monodromy matrices V,, 
v,= vj3 (I- vj)l 
/ 
( 0'9 > 1 ' 
(2.1) 
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where Q, 1 are column matrices consisting of p O’s and l’s, respectively. 
If W(x), 
(2.2) 
is an element of the original module, then 
Wx) 
W(x)= o 
( > 
is an element of the augmented module. Also in the augmented module 
there is 
(2.4) 
The eigenvalues of Vj are the eigenvalues of Vj together with the value 
unity. 
The augmented dual module corresponds to the same singular points 
and matrices vji, 
(2.5) 
where vj = ( I’,?) - ’ are the matrices for the dual of the original module. If 
p(x) is an element of the original dual module then 
(-F:x)) 
belongs to the augmented module, as does 
0 
0 1 . 
3. TYPE I H.P. POLYNOMIALS CORRESPONDING TO A CERTAIN 
AUGMENTED MODULE 
(2.6) 
(2.7) 
It has been stated [2], and we have shown explicitly [S], that 
.Fp',- ,(‘f ; x) and functions contiguous thereto are the first components of 
elements in a certain module of dimension p with singular points 0, 1, co. 
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This fact may be used to construct type I H.P. polynomials corresponding 
to p of the contiguous functions. We now wish to do the same for the 
augmented module constructed from this module. 
We restrict attention to the diagonal case, where m = p + 1 polynomials 
of degree n, P( j, x), are chosen to satisfy 
,$, F,(j, x) P(j, x)= O(xm(n+‘)p’). (3.1) 
For F,( j, x) we take 
F,UA=,Fp-K;x) 
F,(j,x)=6”~“F,(l,x), j=2, . . . . p (3.2) 
F,(m, xl = 1, 
where 6 = x(d/dx). These functions are all first components of elements of 
the augmented module described above. The complete elements are 
given by 
F(j,x)= _F(idx) , 
( > 
j= 1, . . . . p 
z 
F(m,x)= 1 , 
0 
(3.3) 
where _F( j, x) is the appropriate element in the original module. 
Explicitly we have [S, Eq. (4.7.18)] 
_F( 1, x) = KU_Y’“‘(x), (3.4) 
where 
rim)(x) =x-+ F 
l-c,+a,, . . 3 l-c,+4 -, 
p p-1 l-a,+a,, . ..) [I-a,+a,-j )...) 1 -Qp+akiX ’ 
k = 1, . . . . P. (3.5) 
We take c1 = 1 and assume that no pair of (c,}, {ui} differs by an integer. 
(In (3.5) the term in [ ] is omitted from the list.) The matrices K, U are 
given by 
Kjk = exp( 2rci( j - 1) a,), 
uj/c = H, djk, 
j, k = 1, . . . . p, (3.6) 
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where H is given in [S, Sect. 4.7.11. The element _F(j, x) is obtained by 
applying dci- ‘) to _F( 1, x). 
We define another element R(x) in the augmented module by 
and use Riemann’s arguments, as propounded by Chudnovsky, to find a 
differential equation satisfied by each component of R(x). The exponents of 
pFpp ,(x) at its singularities are 
x=0:0, l-c,,..., l-c, 
x= co: a,, a*, a ...> p 
x = 1 : 0, 1, . . . . p - 2, d, d= i ci- i a,=s,-s,. 
j=Z i= I 
(3.8) 
From this we can deduce the difference between each of the exponents of 
R(x) and a corresponding one from the following list is a nonnegative 
integer: 
x=0: -q+l, -?/+2-c, )..., -‘1+2-c,,o 
x = co : u, + q, . ..) up + g, q 
x=1:0,0 ,..., O,d-p+l. 
(3.9) 
We have set q = m(n + l), q = ~(n + 1). The exponents of iSkR obey the 
same relations except that at x = 0, 1, the last entries must be replaced by 
1, d- p -k + 1, respectively. 
Now let ( - l)k dk(x) be the determinant of the matrix formed by 
removing the kth column of the matrix 
(R, 6R, h2R, ..,, dp+‘R). (3.10) 
A familiar argument [2] shows that, near x = 0, d,(x) has the behavior 
dl(x)=x- pV + 2p--sc x (function analytic near x = 0). (3.11) 
For dk(x), k = 2, . . . . m + 1, the power of x is decreased by 1. Near x = co, 
the dominant factor is x-.‘“-~‘I for all k, while at x= 1, we have 
(x- l)dP2”, k = 1, . . . . m 
(A- lyp2p+‘, k=m+l. 
(3.12) 
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It follows, since dk(x) is analytic in x except at the three singularities, 
that 
4(x)=x-P1+~P~.yx- l)dwq, 
A,(x)=C P,+2P~.~,~1(x_,)d~2P~k(X), k=2, . . . . m (3.13) 
A m+,(x)=x- Prl+2P~.~,~l(X-~)d~2P+l~~m+,, 
where 
U,(x) = --pk + &X, k = 2, . . . . m (3.14) 
and {Ak), {pk} are constants. 
For now we assume that &, + I # 0 and normalize so that 2, + , = 1. Later 
it will be shown that R is unique (up to a constant factor) and that indeed 
2 m+l +o. 
We deduce that each component of R(x) satisfies 
(x- l)PR(x)+ i IZ,(X)~~R(X)+X~,R(X)=O. 
k=l 
(3.15) 
This may be rewritten in the form 
{x~@)-Q(6)) R(x)=O, (3.16) 
where 
P(x)= -f &+,xk 
k=O 
Q(x)= f pkXk> 
k=l 
(3.17) 
p,+, = 1, the standard form of the differential equation for the generalized 
hypergeometric function ,F,( ‘J; x). 
By comparing with the exponents of R(x) at x = 0, co, we deduce that 
cc, y can only be 
a:a,+fj,...,a,+q,rj 
y: c2 + q - 1, . . . . cp + v - 1, yl, 
(3.18) 
for no other choice would satisfy the inequality on the exponents at x= 1. 
We know that each component of R(x) is a linear combination, with 
constant coehicients, of m independent solutions of (3.16), and we now 
proceed to obtain these relations, analogous to (3.4). In [S, Sect. 4.7.11, 
250 J. NUTTALL 
such relations were obtained by using the theorems of Smith [6] that 
relate (3.5) to a set of expansions about x = 0 that satisfy the same 
differential equation. We follow the same approach for R(x), but care must 
be taken since two of the parameters in cr, y are now integers, so that the 
conditions for applying the theorems of Smith [6] are not satisfied. 
It is easy to check that independent solutions of (3.16) with a specific 
singular behavior at the origin are still given by ([6, Eq. (3)] or 
C5, Eq. (4.74)l) 
Z7i”)(x) =x’ -7kmFp 
i 
l+cC-y,, . . . 1 l+a,-Y, 
1 +y,-Yk, ..‘> Cl +Yk-Ykl,..., 1 +Ym-Yk 
;x 1 
> 
k = 1, . . . . m (3.19) 
with the proviso that, for k=m, the series representing ,,,Fp must be 
terminated after the (n + 1)th term. Solutions with a given singularity at cc 
are given by the same formula as before 
17hSc’(x) = x-Ik,Fp 
l-y,+a,, . . . 3 l--m+&+ -1 
1 ---xi +a,, . ..) [1-cr,+a,] )...) 1 -C(,+atiX ’ 
k = 1, . . . . 1, m. (3.20) 
It may be seen that now n:)(x) is proportional to Z7km)(x). 
There is a matrix Hjk, j, k = 1, . . . . m, such that 
17;“(x) = f HjJ7~@(x), j=l m, 9 ..., 
k=l 
(3.21) 
where all functions are taken to be single-valued in the complex plane cut 
along the positive real axis from 1 to co. We have immediately that 
H,, = 0, k = 1, . . . . p, and H,, = 0, k = 2, . . . . p. The remaining elements of H 
may be obtained by taking appropriate limits in the formula of Smith 
[6, Eq. (5)], and those that are needed are given in the Appendix. 
We now come to the main result of this section. 
THEOREM 3.1. The polynomials P(j, x) and the remainder element R(x) 
satisfying (3.1), (3.7), are unique up to a constant factor, and R(x) is 
given by 
R(x) = KXZ7’“‘(x) + R,(x)! 
R (x) = H,,n(=)(x) 
(3.22) 
m m 2 
where 
x;/c = H I, 6,k 9 j, k = 1, . . . . p. (3.23) 
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Proof 1. We show that R(x) constructed as above belongs to the 
augmented module. This requires us to show that 
VR(x) = R’(x), (3.24) 
where R”(x) is the continuation of R(x) round the singular point corre- 
sponding to monodromy matrix V. It is sufficient to treat x=0, co. At 
x= co. we have 
R‘(x) = 
KXA’ &‘(‘)(x) + R,(x) 1 
R,(x) > 
and, from (2.1), 
V, R(x) = V, R(x) + R,(x) I- R,(x) V, 1 
R,(x) > 
i 
V, KX@“‘(x) + R,(x) 1 
= 
R,(x) 
(3.25) 
(3.26) 
We have used A2 as given in [S, Sect. 4.7.11 by 
(A2)jk =exp(2Czj) djjk, j, k = 1, . . . . p, (3.27) 
and we also showed there that 
V, = KA’K-’ (3.28) 
from which (3.24) follows for x = co. 
The argument is similar for x = 0. The properties of H imply that, with 
Z’,“(x) = Z7;“)(x) - H,,Z7kE’(x) 
Zjp’(x) = glP’(x), k = 2, . . . . p, 
(3.29) 
then 
Z(O)(x) = N@“‘(x), (3.30) 
where 
N,k = Hjk, j, k = 1, . . . . p. (3.31) 
For continuation round x = 0, 
(z’“‘(x))c = C2Z(0)(x) > (3.32) 
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where 
Now 
where 
Using 
( C2).ik = exp(2zici) 6,, j, k = 1, . . . . p. 
v, = w,c” WC’, 
W,= KUH-‘. 
(R(x))‘= KXN-‘C*Nl7’“‘(x) + R,(x)l 
(3.33) 
(3.34) 
(3.35) 
(3.36) 
we find that, for x = 0, (3.24) will hold provided that 
VoKX= KXN-‘C*N (3.37) 
and from our formulae it can be checked that (3.37) holds. It follows that 
R(x) as constructed belongs to the augmented module. 
2. Now we show that the functions P(j, x) obtained by solving 
iEl Fk(j,x)P(j,x)=xq~‘Rk(x), k= 1, . . . . m (3.38) 
are polynomials of degree n that satisfy (3.1). Since F,( j, x) = 0, j = 1, . . . . p, 
we immediately obtain 
P(m, x) = xq-‘R,(x) (3.39) 
which is a polynomial of degree n. The remaining functions satisfy 
j$l _F( j, x) P( j, x) = xq- ’ KXI;I’“)(x) (3.40) 
and are given by 
P(j, X) = Aj(x)lAm(x), j= 1, . . . . p, (3.41) 
where ( - 1 )j /ii(x) is the determinant of the matrix formed by omitting the 
jth column from 
C_F(l, xl, &‘, xl, . ..> _F(P, XL KJZ”“‘(x)l. (3.42) 
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Our arguments above show that KXZ7’“‘(x) is an element of the original 
module and the standard procedure may be used to evaluate the deter- 
minants. In particular we find 
A,(x) = xp- ‘ps~(x- l)dpp+’ const., (3.43) 
where the constant is non-zero. We conclude that P(j, x) as given by (3.41) 
are polynomials of degree n. The polynomials satisfy (3.1) since 
R,(x) = Z7(P’(x) is analytic near x = 0. 
3. To prove uniqueness, we first argue that, as seen by evaluation near 
x=a, L+, calculated with the R(x) given above does not vanish. Sup- 
pose that there is an independent set of polynomials corresponding to 
remainder element R*(x). The exponents of R*(x) at x = cc must be no 
less than those of R(x). It follows that, for sufficiently small p # 0, 2,,, + 1 
calculated for R(x) + pR*(x) is not zero. The uniqueness of the form and 
solution of (3.16), which holds if I, + , # 0, leads to the desired result. 
4. TYPE II H.P. POLYNOMIALS 
We can use a similar method of reasoning to reproduce Chudnovsky’s 
results [l, 31 on type II polynomials associated with the same augmented 
module and also to obtain new formulae. We consider only the diagonal 
case where we have polynomials Q(j, x), j= 1, . . . . m, 
F,(i, x) ecj, x) - F,(j, x) Q(i, x) = wmn+‘), i,j=l , . . . . m. (4.1) 
Because for each n the diagonal type I polynomials correspond to normal 
points in the lattice of dimensions, it follows [4] that the polynomials 
Q(j, x) are unique up to a constant factor. 
Define the functions T,(x), j= 1, . . . . m, as the solution of 
Q(i xl = f Fdj, x) T&L j= 1, . . . . m. (4.2) 
k=l 
It follows that, under continuation round a branch point, T,(x), j = 1, . . . . m, 
transform as an element in the augmented ual module. Since det(F,(j, x)), 
j, k = 1, . . . . m, is, from (3.43), analytic and not zero away from branch 
points, we see that T,(x), j= 1, . . . . m, are indeed the components of an 
element T(x) in the dual module. 
We could now proceed to deduce the exponents of T(x) at the singular 
points and show as before that the components atisfy an equation of the 
640/57/3-2 
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form (3.16). It turns out that, instead of CI, y, the sets of parameters a, 7 
must be used, where 
lx. -. -4 - pn, -a,-pn, . . . . -a,-pn, -pn 
(4.3) 
97: 1 -c2--mn ,..., 1 -mn. -cCp-mn, 
It is not necessary to follow this procedure because we already have 
uniqueness, so we just state the form of T(X) and show that {Q(j, x)} 
constructed from (4.2) are polynomials that satisfy (4.1). 
Independent solutions of the generalized hypergeometric differential 
equation (3.16) corresponding to parameters 6, y’, with specific behavior at 
0, cc are filp’(x), iTim),( k = 1, ,.., m, obtained from (3.19), (3.20) by 
changing c( + d, y -+ 7. In this case the series representing ii!“‘(x) must be 
terminated after the (pn + 1)th term, so that this solution is a polynomial 
of degree pn. It is proportional to fiim)‘(x). Again the two sets of solutions 
are linearly related. Using the method of Smith the relations can be put, 
using 
2\“‘(x) = L$(x) + dp)(X) 
z~“yx) = ii~“‘(x), k = 2, . . . . p, (4.4 1 
in the form 
2(“‘(x) = A@‘“‘(x). - (4.5) 
The values of i, fijk, j, k = 1, . . . . p, are given in the Appendix. 
For our results we shall need functions Yi”‘( j, x), j, k = 1, . . . . p, given by 
yi”‘(l x)=x1-Q F l+ai-Ck, . . . ) 1 f ap - C& 3 p p-’ l+c,-c,, . . . . [l+c,-cc,] )...) l-c,-ck 
k = 1, . . . . P, (4.6) 
and 
_u'O)( j, x) = 6(j- ')_Y'O)( 1, x). (4.7) 
An alternative way of writing (3.4) gives 
_F( j, x) = IV0 F")( j, x). (4.8) 
In [5, Sect. 4.7.11 we used the notation 0, R, etc., to indicate that the signs 
of a 1, ..., aP, c2, . . . . cP had been changed. We also defined the diagonal p x p 
matrix D. 
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THEOREM 4.1. The polynomial Q(m, x) is given by 
Q(m, x) = d, AliE), (4.9) 
and T(x) by 
r(x) = (KT)-’ Doi?’ D,z’“‘(x) 
T,(x) = Q(m, x) - lT_T(x), 
(4.10) 
where Do is a diagonal p x p matrix. An expression for Q( j, x), j = 1, . . . . p, 
alternative to (4.2), is 
Q( j, x) = f Yi”‘( j, X) boo’ dk. 
k=l 
(4.11) 
The form of {dk} is given in (4.24). 
ProoJ: 1. We first show that T(x) is an element of the augmented ual 
module which, from (2.6), (2.7), follows if r(x) belongs to the original dual 
module. In [S] we proved that 
r. = mot* Iv;‘, (4.12) 
where 
PO= (IL=)-’ Doi?‘. (4.13) 
For any diagonal Do we have, for continuation round x = 0, 
po6_T(x) = r. ~oDo~‘o’(x) 
= ~o~2Do~(o)(x) 
= T”(X) 
as required. 
We also found 
with 
The relation 
8, = ppI,pp,l 
tt, = (I?--’ D. 
8, T(x) = T’(x) 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
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for continuation round x = cc implies 
-- 
A2~~-'D,,fi=UH-'Doiif~2. (4.18) 
Since A2 is diagonal with no two diagonal elements the same, this implies 
that 
OR- ’ D,fl= diagonal = DD I (4.19) 
say, i.e., 
D,fi=nD,. (4.20) 
In the Appendix we give diagonal matrices D,, D, satisfying (4.20), which 
proves that r(x) is in the dual module. 
2. Now (4.2) may be written as 
Q(i x) = F% xl l’(x), j= 1, . ..) p, (4.21) 
which must, on account of the transformation properties, be rational with 
poles possible only at x = 0, 1, co. A study of the exponents of _F(j, x), r(x) 
shows that (4.21) is a polynomial of degree pn as required. 
3. To prove (4.1) we first derive (4.11). In [S, Appendix] we showed 
that WTpo was a diagonal matrix called Q which we rename D, here. We 
showed that 
(4.22) 
where M,, B, are given in [S, Eqs. (A1.13) (A1.17)]. From (4.8) and 
(4.10) we have 
Q(i xl = FT(i x) ID) 
= (~co'(x))' W,'~oDo~co'(x), j= 1, . ..) p (4.23) 
which is of the form (4.11) with 
4 = (Dohk (D,),,. (4.24) 
Now 
F,(j, x) = yl”Vj, xl, j=l 3 . . . . P> (4.25) 
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so that 
f’,(k xl Q(j, xl - J’,(j, xl Q(i, ~1 
= i (Y\“(i, x) Yi”(j, x) - Y\‘)(j, x) Yp’(i, x)) boo’ dk, 
k=2 
i,j=l 3 “‘3 P 
= o(xmn+‘) 
from (4.4), (4.6), and (4.11). 
Also 
F,(m, xl Q(j, x) - F,(j, xl Qh x) 
= ,i, Yi”‘(.i xl &o’Cx, d, 
+ Y:“(j, x)[d@;‘(x) + E,jli=‘(x)) -d, l.il!$(x)], 
= O(,pf + 1). 
This proves the theorem. 
APPENDIX 
By following the method of Smith’s proof [6], we find 
(4.26) 
j= 1, . ..) p 
(4.27) 
Hjk=e in(q - )‘, + I ) r(y, - h) f(l + Yk - yj) m r(%-%)nl +Y,-Yj) T(Yk - E ) n 1 ,=I UYrmcck) (l + ,-Yj) ’
rfk 
j, k = 1, . . . . p (Al) 
H,, = einam III:= 1 U% -‘%J1crr= 1 T(Y,l 
cl-r=2 T(Y, - KJI crIr= I r(@r)l’ (A21 
(A3) 
(A4) 
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fl. =ein(G-7,+I) 
tk 
f( yj - ii/~) f( l + yk - yj) 
QYk - 8,) 1 
m r(&,-d,)r(l +r”,-yj) 1 f(y,-ii,)f(l +a,-jjj) ’ j= 2, ..,, p; k = 1, . . . . p. (A51 
r#k 
By considering fijk/njk’ with cjk obtained from [5, Eqs. (4.7.7), (4.7.9)], 
we find that (4.20) holds with 
j= 2, . . . . p (A61 
(D&= f(ci- a,) [ 
m f(ii,-~j) 
l-I m-q t=, qp,-&I ] [,ol ~~~~~~~], j=2, . . . . p. (A7) f .I r#i I#/ 
To obtain (D,),, , (D,),, , replace ijii, yj by a,, 7,. 
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