Abstract. We show that one can derive an O(N 3 ) spectral-Galerkin method for fourth order (biharmonic type) elliptic equations based on the use of Chebyshev polynomials. The use of Chebyshev polynomials provides a fast transform between physical and spectral space which is advantageous when a sequence of problems must be solved e.g., as part of a nonlinear iteration. This improves the result of Shen 9] which reported an O(N 4 ) algorithm inferior to the O(N 3 ) method developed earlier 8] based on Legendre polynomials, but less practical in the case of multiple problems. We further compare our method with an improved implementation of the Legendre-Galerkin method based on the same approach.
Introduction. In his recent work 8] and 9] Shen develops a class of spectral-
Galerkin methods for the direct solution of elliptic equations of Helmholtz and biharmonic type based on Legendre and Chebyshev polynomials. The rst paper develops methods based on Legendre polynomials for a class of elliptic equations in one, two and three dimensions. The choice of Legendre polynomials can be motivated by the symmetry and sparsity properties of the resulting linear systems of equations. However, as Shen points out, there is yet no practical fast transform between physical and spectral space for the Legendre transform despite recent work on this problem 3], 7].
In his second paper, Shen develops the same algorithms based on Chebyshev polynomials. An important motivation for this is the availability of a fast transform (the FFT) between physical and spectral space. Thus, the methods of this class may be more attractive for situations where one repeatedly needs this change of basis, an example being a more complex nonlinear or time dependent problem where many right hand sides are needed.
We proceed to discretize our model partial di erential equation using the spectralGalerkin method based on Chebyshev polynomials, developed by Shen.
2 u ? u + u = f; in = I d ; (1) u = @u @n = 0; on @ ; where I = (?1; 1) and d = 1; 2; 3. We restrict our discussion to the two dimensional case where this gives rise to a linear system of equations with the following structure. Shen observes that since A ?1 B and A ?1 C can not be made to commute by altering a nite number of rows, the capacitance matrix method that he used for the Legendre case may not be applied. He concludes that a special band elimination procedure with complexity O(N 4 ) can be used to solve the system, but points out how unfortunate this is, since it leaves the Legendre method as the most e cient method for this problem, without any practical fast transform between the physical space and the spectral space.
In this paper an O(N 3 ) method for solving (2) is presented, and it will be shown that in the case of many right hand sides the solution of (2) with a Chebyshev basis is preferable to the solution with a Legendre basis.
2. An O(N 3 ) direct algorithm. Our proposed algorithm to solve (2) can be viewed as a direct application of the Sherman-Morrison formula rather than as a special capacitance matrix method. The capacitance matrix method used by Shen can also be viewed as a reordering of the rows of the matrices, followed by the use of the ShermanMorrison formula.
The matrices A; B and C have alternating zero elements. A reordering by even and odd components splits A into two upper triangular matrices A 1 and A 2 of dimension N=2. Similarly, B and C split into two pentadiagonal and two tridiagonal matrices respectively. Note that this de nes N slightly di erently from Shen, our spectral discretization will have N + 4 points in each coordinate direction.
The matrix M from (2) can therefore be split into four parts: (6) We will proceed to study the system M 2 u 2 = f 2 ;
(7) the procedure being similar for the three other systems. In order to simplify the notation we do not subscript all variables. Note that most square matrices will have dimension N=2, we subscript the identity matrix with its dimension in order to guide the reader. Our rst step is to multiply (7) The di erence between the two matrices (8) and (9) This matrix is similar (via a diagonal scaling) to a symmetric matrix and all its eigenvectors and eigenvalues can be computed in O(N 2 ). The approximations to the eigenvectors are further re ned by two steps of inverse iteration on the system (13). We then perform a Newton iteration de ned by
computing the updates x and to an eigenvector and its eigenvalue. Here r = C 1 x ? (k) A 1 x is the residual vector and e is a unit vector. The linear system (14) in the Newton step is a rank two modi cation of the system (13) extended by one row and one column. It can therefore be factored and solved in O(N) work by using the Sherman-Morrison formula. A xed number of Newton steps are needed, and we therefore obtain all eigenvectors and eigenvalues in O(N 2 ) operations.
timely communication
To solve M 3 u 3 = f 3 and M 4 u 4 = f 4 , the eigenvalue problem C 2 E 2 = A 2 E 2 2 must be handled in a similar way. Altogether, we must solve two eigenvalue problems each of size N=2 and nd N additional (left) eigenvectors by inverse iteration. We conclude that all auxiliary eigenvalue problems can be computed in O(N 2 ) work. 2.3. Assembly and the direct solution of P x = b. The matrix P can be assembled in a similar way to that of Bj rstad 1], 2], who assembles the corresponding matrix in the nite di erence case. The spectral matrices in this work are denser. Similar to Bj rstad we also cover the general problem with nonzero parameters and . We will rst show how to form the matrix
)(I 2 G 2 ): We can write P more explicitly as
Since we already have computed the LU factorization ofẐ (k) , we explicitly compute oneẐ (k) ?1 in 4N 2 ops and all the inverses in 2N 3 ops. The multiplication with G 2 timely communication can be done in O(N 2 ) work, the four summations require 7N 3 =8 work and the LU factorization of P additionally 2N 3 =3 ops.
There The di erence between two blocksR (k) andT (k) iŝ
where we have de ned k = 1 + (k) 1 + (k) 2 1 . By using Sherman-Morrison again, we explicitly invertR (k)
We transformT (k) to diagonal form by solving the generalized eigenvalue problem 2.4. Iterative solution of Px = b. In order to develop e ective preconditioners for P we use ideas similar to the work 2] for the nite di erence case. In our case we have non-symmetric matrices. We proceed to build a preconditioner by replacing components in P with matrices from the separable problem that we have used in the construction of our direct method. That is, given our matrix
we replace R by T and G 2 byĜ 2 obtaining a preconditioner given by
A careful examination of P and P shows that we can form the matrix vector product y = Px and solve the linear system Px = r with 10N 2 operations. The eigenvalues of P ?1 P cluster at 1 and only a very small number of eigenvalues have smaller values.
To illustrate this we plot the 30 smallest eigenvalues from the eigenvalue distribution for the system M 1 (the other systems are slightly better) with = = 0 for three di erent values of N in Figure 1 . Based on this data we can expect an appropriate Krylov subspace method to work extremely well. We have used BiCGSTAB 10] in our actual implementation. In this way we avoid the entire setup cost associated with the computation of P. Thus, with a xed number of iterations our overall iterative scheme for the Chebyshev system (2) will have a cost of 2N 3 + O(N 2 ). 3. The Legendre-Galerkin method. In the Legendre-Galerkin case we solve (2) in the same way as described here for the Chebyshev-Galerkin method, although the matrices involved di er. In this case we have that C i = C T i and A i = I; i = 1; 2, thus the eigenvalue problems can be solved straightforwardly in O(N 2 ) work. Also the matrices Q i have only two nonzero entries, it is therefore possible to choose U i = V i ; i = 1; 2. T T ?1 (U 1 L 2 ): We expect P ?1 to be a good preconditioning matrix for P. Numerical experiments, see Figure 1 and Table 1 , con rm this and indicate that the preconditioned system Table 2 Algorithm comparison for large N, Machine BLAS 113 213 51 34 43  21 43 24  Fortran BLAS 308 234 236 39 226  24 226 29 has a uniformly bounded condition number independent of N. In Table 1 we consider the system M 1 with = = 0. The other systems showed slightly better condition numbers. A conjugate gradient iteration can therefore be used to solve Px = b in O(N 2 ) ops. Again, the resulting iterative method for (2) costs only 2N 3 + O(N 2 ) ops. We note that an O(N 2 ) preconditioned iterative method for the system (15) would enable us to design a Chebyshev-Galerkin algorithm with overall complexity O(N 2 log N).
This idea will not be pursued here, but be reported elsewhere. 4 . Multiple right hand sides. In the Chebyshev-Galerkin case one has a fast transform between physical and spectral space, which is not practical in the Legendre case. Therefore the Chebyshev-Galerkin method may be useful for instance for nonlinear equations and eigenvalue problems or other problems where there is a need for several right hand sides. We will now include the cost of transforming (both ways) between physical and spectral space. This added cost is O (N 2 log N) 5. Numerical Example. In order to illustrate our methods we solve the equation (2) using the same example as in Shen 8 ]. The exact solution of this problem is u(x; y) = (sin(2 x) sin(2 y)) 2 . We note that = = 0 in this case, but that our algorithms are completely general and take no
has a nontrivial solution. Again, our algorithms as reported here, do not check for this condition, except for the iterative algorithms that will converge in one iteration for three of the four systems. This situation will present a slightly more favorable picture for the iterative algorithms, but tests where more systems are nontrivial have shown that the relative merits of the algorithms remain the same. Our algorithms are all written in Fortran 90, making extensive use of the array notation. Thus, it should be relatively simple to add HPF directives for possible parallel execution, but we have not tested this yet. All computer runs were performed on a DEC Alpha 2000 running at 233MHz. We have used the BLAS supplied by the DEC DXML library in the test that we report on. The times reported are elapsed times on a very lightly loaded system. First, in Table 2 we check our complexity estimates for a large value of N, N = 726.
We readily observe that the Legendre based algorithms are very sensitive to a good machine implementation of the BLAS. The di erence is about 190 seconds, the tuned DGEMM from the DEC library is about ten times faster than the corresponding Fortran version. The FFT transforms in the Chebyshev algorithm take about 2 seconds in this case. Thus, the Legendre algorithms perform somewhat better than predicted due to the very e cient implementation of matrix multiplication.
Comparing the two direct algorithms using the Fortran BLAS shows a time ratio of 0.76 between Chebyshev and Legendre for an initial solution, in good agreement with 0.75 as predicted by theory. A similar comparison of the iterative methods puts the Chebyshev algorithm ahead by a factor of 6 to 9. In this case Chebyshev is faster than Legendre also when using the machine BLAS. The situation is similar when solving for a second right hand side. In this case Chebyshev has an even bigger advantage with all code in Fortran, and it is about twice as fast in the tuned version. We also note that there are very small di erences between the direct and the iterative algorithms in this case. Thus, for large N the best overall algorithm is clearly the iterative solution of the Chebyshev system.
In Figure 2 we show the performance of our four algorithms. This gure does not include the transformation time between physical and spectral space, but it does include the transformations from the standard spectral basis (Chebyshev or Legendre) to the special basis proposed by Shen. Besides showing the performance of our algorithms, these numbers are relevant in situations where several problems can be solved without the transformations between physical and spectral space. We observe that a rst solution is almost twice as expensive with the Chebyshev method, in good agreement with the predicted factor of 1.8. Also, the iterative algorithms are more than three times faster than the direct methods. The Legendre algorithms are faster than Chebyshev, but the di erence is smaller than for the direct methods. For repeated right hand sides when we can use precomputed quantities, the direct and iterative algorithms are virtually identical in performance, with the Legendre methods being slightly faster than Chebyshev.
In Figure 3 we include the necessary transforms (both ways) between spectral and physical space. The performance of our FFT routine depends on the prime factorization of N + 3. We show the full range of performance, but most applications would clearly pick a suitable value for N, so it is quite reasonable to just consider the lower envelope of the curves given. In this case, the FFT takes less than 2 seconds and therefore cannot make up for the larger setup cost which is due to the lack of symmetry in the Chebyshev algorithm. For subsequent problems the Chebyshev method is about twice as fast as the Legendre method. We can conclude that the advantage of the Chebyshev transform when solving a sequence of problems is at most a factor two for practical problems. Fig. 4 . Comparison of the four algorithms on a single problem. The plots show the error for the four algorithms. The rst row is the direct algorithms, the second row the two iterative algorithms. The rst column shows the Legendre method, the second column is Chebyshev. The iterative algorithms both had a residual 2-norm less than 10 ?10 as stopping criteria.
When we compare our iterative methods in the lower half of Figure 3 , there is at most a ve second di erence between a rst and a second solution. The Chebyshev algorithm is almost a factor two faster as long as N +3 has relatively many small prime factors.
Finally, in Figure 4 we compare the accuracy obtained by the four di erent algorithms. The exponential convergence is evident in all cases. Thereafter, the accuracy
