ABSTRACT: The literature on the ecology of marine assemblages includes frequent examples of data analysis with no well-defined alternative hypotheses for the definition of environmental variables (independent matrix for multivariate methods). Alternative models, whereby spatial or temporal patterns are investigated, should be explicitly assumed. We present a parsimonious procedure for model selection in multivariate data combined with canonical correspondence analysis to determine the measure of explained variance for each tested model, using Akaike's information criterion (AIC) for model selection. The AIC procedure is an effective tool for model selection and, in contrast to other conventional procedures that use only 1 implicit model and ignore other community patterns, it provides a framework for ranking hierarchical patterns that adds an alternative non-disjunctive perspective to assemblage analysis. Hierarchical patterns are revealed as layers in a scale-dependent framework. 
INTRODUCTION
Variability in abundance, distribution and diversity inevitably involves a hierarchy of spatial and temporal scales in ecological communities. The availability and quality of habitats vary between localities on scales ranging from centimeters to hundreds of kilometers, affecting abundance and diversity both directly and indirectly through modification of biotic interactions (Underwood et al. 2000) . The identification of ecological assemblages at a particular place and time is a multivariate problem, where each species is considered a variable (Anderson & Clements 2000) that must be solved to determine the structural patterns of the community over environmental gradients.
Most of the published literature on marine communities uses a purely descriptive observational approach, lacks a falsificationist approach and is unable to reveal consistent patterns (see Underwood et al. 2000) , thus limiting any conclusions. Although the designs of marine community surveys are becoming more rigorous with the development of sampling theory and the wide availability of software packages for multivariate analysis (e.g. Clarke & Warwick 1994 , Legendre & Legendre 1998 , ter Braak &Šmilauer 1998 , the main cause of the limitations in marine community studies is related to the lack of a procedure enabling selection of the best spatial and/or temporal model from a set of a priori models in a matrix of community data.
Several examples in the scientific literature describe both spatial and temporal assemblage patterns using different statistical tests based on the relationships among different environmental variables and species abundance (or presence/absence). The most frequent flaws of these analyses are:
(1) The absence of an a priori explicit hypothesis. The only null hypothesis assumed in a typical direct gradient analysis is that the species data are unrelated to the environmental data (Jongman et al. 1995) , and this is insufficient when a set of alternative models is not rigorously defined and tested. Examples of publications in which explicit hypotheses were tested are rare, and in most of the cases studies focus more on revealing relationships with some environmental variables (the more the better) than on falsifying a priori hypotheses. The prevailing method seems to 'search for relations with environmental variables, and if you find a significant one, then endeavors to explain the ordination patterns and formulate hypotheses'. When an independent matrix is constructed, then implicitly (and probably unconsciously) a set of hypotheses is created to explain them.
(2) Flaws in the selection of a priori hypotheses. Relationships between the environment and species are not consistently supported since in most cases the selected environmental variables do not represent essential processes (making it impossible to determine the right response variables necessary to define the dynamic environment) and provide an inadequate environmental context. Many of the environmental variables included in the analyses exhibit collinearity.
(3) Ordination patterns emerge as spurious relationships or statistical artifacts, reflecting more the statistical procedures employed than ecological causality. The statistical methods invariably generate patterns from the species environment matrix relations that falsify the null hypothesis. In many cases they do not allow successful inferences about patterns and ecological processes to be drawn.
(4) The arbitrary selection method. Different ordination and classification methods may give different results when used to model the same data set (Anderson & Clements 2000) , indicating the need for a set of alternative assemblage models and a validation method. Models should be used as a key tool, 'confronting hypotheses with data' in a model validation strategy (Hilborn & Mangel 1997) .
Information-theoretic methods avoid the above problems. They comprise a statistical methodology for the definition and selection of an a priori set of alternative hypotheses (expressed as models), rather than a simple statistical test of a null hypothesis (Burnham & Anderson 1998 . This approach estimates the formal likelihood of each model and the rank of each hypothesis (a measure of precision that incorporates model selection uncertainty), and provides simple methods for integrating alternative models when making inferences . Here we propose a procedure based on the information-theoretic approach that utilizes the output of unimodal methods of multivariate analysis (ter Braak & Š milauer 1998) to analyze competing a priori models of the spatial and temporal organization of marine communities and to select the most parsimonious model. Parsimonious models achieve a proper tradeoff between bias and variance, and all model selection methods are based to some extent on the principle of parsimony (Burnham & Anderson 1998) .
METHODS

Procedure for model formulation and selection.
The proposed procedure consists of 3 steps:
(1) Definition of a set of a priori models: The definition of the universe of probable models would be ideal. However, usually the available data on the community concerned are insufficient to develop a solid set of hypotheses. A clear theoretical concept of the possible ecological patterns in the data set should be established using alternative models and reflected on the codification of the matrix of independent variables. Codification based on dummy variables (see ter Braak & Š milauer 1998, Legendre & Anderson 1999 , Anderson & Clements 2000 allows the construction of the matrices to reflect the expected grouping of sampling statistics in various alternative configurations of time, space and other experimental factors and their interactions.
(2) Statistical fit of models to data: In the example presented in this paper, we used canonical correspondence analysis (CCA) (ter Braak & Š milauer 1998) to measure the fit of the model to data by means of the trace of each tested model. Other analyses such as redundancy analysis or detrended CCA could be used to measure the information extracted to data.
Direct gradient analysis is one of the methods most frequently used to assess assemblage variability and to test the statistical significance of the effect of environmental variables on community structure (ter Braak & Š milauer 1998). Direct gradient analysis incorporates information about the environment into the analysis of multivariate species data (ter Braak 1994) and determines the main patterns in the relationships between species abundance and independent variables. One of the most common implementations of the direct gradient techniques is CCA (usually using the software CANOCO; ter Braak 1996), which selects the linear combinations of environmental variables that maximize the dispersion of the species scores. CCA combines the concepts of ordination and regression (Legendre & Legendre 1998) , and data on species composition are represented by a Gaussian response model in which the explanatory variable is a linear combination of the environmental variables. The key assumption is that the response model is unimodal, even though CCA is extremely robust when this assumption does not hold (Jongman et al. 1995) .
The statistical significance of the relationship between the species matrix and the set of environmental variables is assessed in the CANOCO package using Monte Carlo permutation tests. The statistical test is an F-ratio of the sum of all canonical eigenvalues and the residual sum of squares (RSS). This test is highly sensitive to all manner of deviations from the null hypothesis (ter Braak & Š milauer 1998), which assumes the non-significance of relationships between the a priori environmental variables and the species matrix. In other words, each permutation of the samples in the species data is equally likely. The design of the hypotheses to be tested using permutation tests involves the construction of a matrix with quantitative and/or binary environmental variables, or the definition of matrices of the analysis of variance type, where either single or several classification factors and their interactions are included and recorded as dummy variables (Legendre & Legendre 1998) . A multivariate analog of the univariate RSS is:
( 1) where h is the number of factors in the model (Legendre & Anderson 1999) .
(3) Selection of the best model: The best model among competing multivariate models is determined by a parsimonious procedure called the Akaike information criterion (AIC). If we presume that in a direct gradient analysis each environmental variable extracts a fraction of the total variability in the data (including environmental variables constructed by a random process), a model that considers more variables (and therefore, in our case, more groups of sampling stations) has to extract more variability. In the extreme case, we could codify each sampling station as one separate group, in which case a CCA would approximate a correspondence analysis (CA) (ter Braak & Š milauer 1998). The principle of parsimony is defined as the tradeoff between variance (uncertainty) and the number of estimable parameters (groups in an ordination model) in the model (Burnham & Anderson 1998) .
Akaike information criterion. Akaike (1973) introduced his entropy maximization principle as a theoretical basis for model selection and found a simple relationship between the Kullback-Liebler (K-L) distance (or information) and Fisher's maximized log-likelihood function (Burnham & Anderson 1998 ). This relationship leads to a simple, effective and very general methodology for selecting a parsimonious model for the analysis of empirical data called the AIC. The K-L distance can be conceptualized as a direct distance between 2 models (Kullback 1959) ; it is also considered a discrepancy measure (Burnham & Anderson 1998) .
The true statistical sampling distribution of the data is established by ƒ(x) and the model by g(x|θ) (with a known form but generally unknown parameters, denoted by θ). The K-L discrepancy then is:
The K-L discrepancy is deeply rooted in information theory and is by no means an arbitrary choice of metric here. Essentially, l(ƒ,g ) is a unique metric to use in the context of maximum likelihood theory (Anderson et al. 1994) . Akaike (1973) found a relationship between the K-L discrepancy and an expected log-likelihood, and this finding has allowed major practical and theoretical advances in model selection and the analysis of complex data sets (Burnham & Anderson 2001) . The maximized log-likelihood is a biased estimator of this expected log-likelihood, and the asymptotic bias equals K, the number of free parameters in the model (Akaike 1973) ; hence,
This has become known as Akaike's information criterion, or AIC, and it enables the combination of estimation and model selection under the single theoretical framework of optimization . A simple transformation of the estimated RSS allows the value of log [L(θ )] to be obtained using least-squares estimation with normally distributed errors rather than the likelihood method. For all standard linear models, we can take: (4) where log = log e , n is sample size and σ 2 = RSS/n (Burnham & Anderson 1998) . To avoid the bias in AIC estimates due to the relationship between number of parameters and sample size, Sugiura (1978) derived a secondary variant of AIC: (5) AIC c (Aikaike information criterion corrected) is used when the ratio n/K < 40. As AIC c is measured on a relative scale, Burnham & Anderson (1998) recommended the computation of the AIC (∆ i ) differences rather than the AIC values for all candidate models in the set:
Such differences estimate the expected relative K-L differences between ƒ and g i (x|θ ). In order to get a bet-
ter measurement of the plausibility of each model as being the actual K-L model, Akaike (1983) proposed exp (-1 ⁄2∆ i ) as being the relative likelihood of the model. Burnham & Anderson (1998) normalized Eq. (6) to a set of positive Akaike weights (w i ) summing 1:
As ∆ i becomes larger, w i becomes smaller and it becomes increasingly less probable that Model i is the best K-L model based on the design and sample size used.
Ecological example of the procedure. The data used for the application of the proposed procedure were from experimental fishing cruises with a shrimp trawler on in the inner continental shelf of the Mexican central Pacific (see Godínez-Domínguez & González-Sansón 1998 for details of the study area). The stratified experimental design was chosen to analyze spatial patterns of macroinvertebrate assemblages. Five cruises (named DEM 1 to 5) were conducted aboard the RV 'BIP-V' of the University of Guadalajara, Mexico, and covered the different hydroclimatic and fishing seasons. The main sea surface currents define 3 seasons: the California Current (CC) (the subtropicaltemperate affinity period), the North Equatorial Counter-Current (NCC) (the tropical affinity period), and a transition (the transition period) between these 2 currents in which neither dominates. Seven sites along the coast were sampled during each cruise at 4 depths (20, 40, 60 and 80 m at each site), making a total of 28 sampling stations per cruise.
Two main sources of spatial variability in community structure are proposed as basic a priori hypotheses: depth and spatial variability along the coast due to the alternation of sheltered and exposed areas. A set of possible models describing the spatial organization of the community was defined (Models s1 to s8; Fig. 1 ). The models reflect the existence of effects on community organization of the depth gradient, exposure level and the interaction of both these factors. The interaction between these 2 factors was included to examine the possibility that only in shallow waters was the effect of exposure (through waves, tides and input of freshwater) critical. The selection of a spatial model was carried out independently for each cruise.
For the temporal analysis, several alternative models were tested, from the absence of seasonality to a seasonal pattern determined by the main hydroclimatic coastal processes. Temporal patterns in species assemblages were analyzed using a matrix that included data from all cruises, and no spatial structure was included in these models. The models had the following designs: (1) Effect of depth gradient; 3 levels of effects are proposed: (i) no effect; (ii) differences among all the depth strata; (iii) differences between the shallow (20 and 40 m) and deep (60 and 80 m) strata (previous data indicated an important ecological discontinuity between 40 and 60 m; Godínez-Domínguez et al. unpubl data). (2) Degree of exposure (alongshore variability), with 2 levels of effects: (i) no effect; (ii) differences between exposed and sheltered areas. (3) Interaction between depth and exposure; some models include possibility that exposure is only effective in shallow waters. In the diagram, each box represents samples with homogeneous community structure sition period ≠ tropical period + subtropical-temperate period (DEM 1 and 4) ≠ (DEM 2, 5 and 3). CCAs with non-transformed species abundance data (organisms ha -1 ) were performed for each cruise, carrying out a run for each spatial model tested and introducing a dummy variable coded file as environmental matrix. File codifications (Fig. 2, Table 1 ) should include 1 nominal variable for each box in the model (sample group with homogeneous community structure). This codification scheme produces a last class or category that is always collinear with the preceding classes; however this does not affect the ordination results (ter Braak & Š milauer 1998). The sum of all unconstrained eigenvalues and the sum of all canonical eigenvalues are used to estimate the RSS. The number of variables coded or groups in the model tested were considered as the number of parameters, K, in the estimation of the AIC.
RESULTS AND DISCUSSION
The permutation tests (Table 2) show that it is possible for the same species data set to obtain a significant fit to several spatial models, and that in several cases the ecological support of some of these models can vary substantially. Thus, an alternative objective criterion for model selection appears to be necessary. AIC results (Table 3) indicated that during Cruises DEM 1 and 4 (hydroclimatic transition period) the best model was s2 (effect of depth differentiating shallow and depth strata), and during Cruises DEM 2, 5 (tropical period) and 3 (subtropicaltemplate period), s5 (differentiating 4 depth strata) was the best model. Effect of exposure was not included in any of the models selected. For Cruise DEM 1, Models s2 to s8 were statistically significant (permutation tests, p < 0.05); Models s2 to s8 were statistically significant (permutation tests, p < 0.05). Models s3 and s4, which included an interaction between depth and exposure, were ranked 2nd and 4th respectively. Statistically all the tested models showed a significant fit except Model s1. For Cruises DEM 2 and 3, all the tested models were significant (except Model s1 for DEM 2 and Model s6 for DEM 3). All DEM 4 spatial models tested were not significant, and for Cruise DEM 5 a significant fit was obtained for Model s5. Spatial hierarchical patterns in the assemblage distribution are evident from our results. With the procedure proposed, it is possible not only to determine the best model but to rank the different hypotheses according to parsimonious criteria, avoiding the current trend to determine only 1 spatial model which is inferred in most cases from the graphical CCA output display. AIC is useful not only as an effective selection model tool, but also to rank hierarchical spatial patterns, which add an alternative non-disjunctive perspective to assemblage analysis, in contrast to other conventional procedures that use only 1 implicit model and ignore other hierarchical patterns in a community. This is illustrated by Cruises DEM 1, 2, and 3, for which a wide range of models adequately fit the data (Models s2 to s8): any of these models can be presented as a 'true model' if a selection procedure is not applied.
The analysis of temporal models showed that the more complex model (Model t2) (according to the number of parameters) was the best model based on the AIC procedure (Table 4) . This indicates that community structure was different for each cruise, with no grouping by hydroclimatic similarity, despite the fact that some cruises had the same spatial structure. Model t3, which grouped cruises by hydroclimatic seasons, was statistically significant, and was ranked third according to its AIC value after Models t2 and t4 (similar community structure in all cruises). Permutation tests of the CCA (Table 5) showed that Models t2 and t3 were both statistically significant (p < 0.05), although both indicated contrasting patterns of community organization (similarity among cruises vs grouping by hydroclimatic season).
The hierarchical spatial structure was determined by the relationship between the 2 main physiographic traits of a coastal shelf-depth and exposure gradients. The selected models illustrate how the AIC methods apply the parsimony principle, leading to a model that incorporates the smallest possible number of parameters required for adequate representation of the data. Following this principle the 'true model' achieves a successful tradeoff between bias and variance (Burnham & Anderson 1998) . Development of an a priori set of candidate models should include a global model, i.e. a model that has many parameters and includes all potentially relevant effects (in our case Model s8). Models with fewer parameters can then be derived by modifications to the global model (Burnham & Anderson 1998 According to the AIC values for each cruise, depth is the most recognizable gradient in the spatial distribution of macrofaunal assemblages. The main bathymetric discontinuity lies between 40 and 60 m. Degree of exposure constitutes a secondary gradient, and is only relevant for shallow waters. The main problem of conventional analyses is that they can introduce bias toward the most obvious gradients, while other less evident, but potentially important sources of variation can remain undetected. Using the AIC procedure, hierarchical patterns appear as layers in a scaledependent resolution framework. 23 Table 3 . Results of procedure applied for selection of spatial models using Akaike information criterion. Shaded columns indicate most parsimonious model. n = 28 sampling stations on all cruises. RSS: residual sum of squares; AIC c : Akaike information criterion corrected; w: Akaike weights 
