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 Einleitung
Ein zentrales Problem der Computerentwicklung besteht in dem Entwurf





 B  f g realisieren Natrlich hat man den Wunsch
ein Programm zu entwickeln das aufgrund der Spezikationen einer solchen
Funktion f automatisch einen optimalen Schaltkreis erzeugt der f darstellt
Sobald man n
her hinschaut wird schon dieser Wunsch problematisch In
welcher Sprache soll f deniert werden Was soll optimal heien Und in
der Tat ist man von der Lsung der Aufgabe noch weit entfernt wenn man
auch sehr beachtliche Fortschritte auf diesem Weg gemacht hat
Wir wollen uns hier mit der Frage befassen wie man die Invarianz von f
unter Automorphismengruppen boolescher Algebren zur Konstruktion von
Darstellungen von f durch boolesche Netze ausnutzen kann McCluskey ist
 in seinem Artikel Minimization of Boolean Functions McC auf die
Ausnutzung von Variablensymmetrien bei der Berechnung von Primimpli
kanten boolescher Funktionen f  B
n
 B eingegangen In einem etwas wei
tergehenden systematischen Ansatz wird in Hot Hot	 eine Verbindung
zwischen dem Verband boolescher Algebren und Automorphismengruppen
auszunutzen versucht um zu allgemeineren Darstellungen boolescher Funk
tionen zu gelangen
Grundlegend war die Beobachtung da Schnitte durch das boolesche Netz
das f darstellt Erzeugendensysteme boolescher Algebren denieren und da
eine Folge von parallelen Schnitten zu einer Folge absteigender boolescher
Algebren fhrt die sich auf die durch f  f
 





     f
n
i zusammenziehen Zu der absteigenden Folge boolescher
Algebren gehrt eine aufsteigende Folge von ineinander enthaltenen Auto
morphismengruppen die eine korrespondierende boolesche Algebra element
weise festlassen Diese Verbindung fhrte im Zusammenhang mit der Addi
tion zu einfachen Addierwerken
E Engeler hat in Eng den Aspekt der Ausnutzung von Symmetrien im
Zusammenhang mit Fragen nach der Lsbarkeit algorithmischer Probleme
behandelt ohne aber auf ihre Anwendung im Bereich der booleschen Schalt
netze einzugehen
Mit Erfolg wurden unter Ausnutzung von Symmetrien von B Becker und R
Kolla BK eziente Darstellungen fr Addierer angegeben Schlielich ist
es C Scholl in seiner Dissertation Sch gelungen das Konzept der Symme
trien in Verbindung mit den speziellen Darstellungen boolescher Funktionen
durch bin
re Entscheidungsdiagramme BDDs so auf den Rechner zu brin
gen da er automatisch eine etwas verbesserte Version des csAddierers

fr 
stellige Dualzahlen in weniger als einer Stunde Rechenzeit erzeugen
konnte
Somit war es an der Zeit den Versuch zu machen die Theorie der booleschen
Netze unter Ausnutzung von Symmetrien einmal systematisch darzustellen
Diesem Ziel war das erste Kapitel meiner Vorlesung VLSIEntwurf im SS
 und die ganze Vorlesung Schaltkreistheorie imWS  gewidmet
Das vorliegende Manuskript ist die Ausarbeitung dieser Vorlesung Hin
zugefgt habe ich eine einfache Version der schnellen Multiplikation groer
Zahlen in Gre O n logn

 und Tiefe O logn und eine schnelle Multi
plikation von Polynomen in Gre O n log n log lgn und in Tiefe O log n
Letzteres Resultat ist die ezienteste bekannte Methode der Multiplikation
von Polynomen Sie wird hier zum ersten Mal publiziert
Meinen Hrern A Gamkrelidze B Schieer JB Son und B Zhu bin ich
fr kritische Fragen und JB Son M Melchior Ch Jakobi M Klein und
J Prei zus
tzlich fr die kritische Durchsicht von Teilen des Manuskriptes
zu Dank verp ichtet Frau K Klose danke ich fr das Schreiben des Textes
und die Konstruktion eines Teils der Figuren und Diagramme
Gnter Hotz
Saarbrcken im Juni 
	
 Grundlagen der endlichen booleschen Alge
bren
  Grundlegende Denitionen
 Denition der booleschen Algebren
 M  heit boolesche Algebra  Es ist M  	 und es gelten fr
alle a b 
M die Axiome A bis A
A a  b  b  a a  b  b  a
A a   b  c   a  b  c a   b  c   a  b  c
A a   a  b  a a   a  b  a
A	 a   b  c   a  b   a  c a   b  c   a  b   a  c
A a   b  b  a a   b  b  a
 Das Dualittsprinzip
Eine Aussage ist ein Satz der booleschen Algebra wenn sie aus der Denition
der booleschen Algebra logisch folgt Jeder Satz der booleschen Algebra geht
durch die Vertauschung von   und   in einen Satz der booleschen Algebra
ber was daraus folgt da die Denition der booleschen Algebra unter diesen
Vertauschungen der Operationen invariant ist
Beobachtung 
 Jede boolesche Algebra besitzt genau eine  und eine 
 Zu jedem a 
 M gibt es genau ein Element a 
 M mit a  a   und
a  a   Hieraus folgt a  a
 a  a  a a  a  a fr a 
M
Wir setzen a  b  a  b  a und beweisen leicht
	   a   a  b b  a
 a  b und b  a  a  b
 a  b und b  c  a  c
Wir schreiben a  b genau dann wenn a  b und a  b gelten

 Aus a  b und b  c folgt a  c
 Hat M mehr als ein Element dann gilt   
Die folgenden Beispiele zeigen da es boolesche Algebren gibt
Beispiel  Sei B  f g und seien   wie folgt deniert
    
            
    
            
  
  
Hat man einmal eine boolesche Algebra dann kann man aus ihr leicht viele
weitere boolesche Algebren erzeugen wie das folgende Beispiel zeigt
Beispiel  Sei D Menge und B eine boolesche Algebra Wir setzen




die Operationen   wie folgt
 f  g   f   g 
 f  g   f   g 

f   f 
Man prft leicht nach da  S DB  eine boolesche Algebra ist
Wir setzen abkrzend







Beispiel  Sei  B
n
  durch die komponentenweise !bertragung der
Operationen von B auf B
n
deniert" dh es gelten
 
 











































  eine boolesche Algebra

An sich folgt das schon aus dem Beispiel  wenn man dort D    n	 
fi 
 N j   i  ng setzt
Die hier betrachteten booleschen Algebren sind alle endlich Wir haben









 S D B   
D

hierin bezeichnet D die Anzahl der Elemente der Menge D falls D endlich
ist Ist D nicht endlich dann setzen wir
D 
   Unteralgebren Erzeugendensysteme und Atome
Sei B eine boolesche Algebra und B
 
eine Teilmenge von B B
 
heit genau
dann Unteralgebra von B wenn fr alle Elemente a b 
 B
 
a  b 
 B
 







Wir betrachten hierzu das





 ff  B



















Wir zeigen da B
 
eine Unteralgebra von S

ist




h  f  g
Wir haben dann
h   f   g 





















da f   f 	 und g   g 	 ist
Hieraus folgt
f   g   f 	  g 	 f   g   f 	  g 	 f    f 	
Also ist B
 













eine Unteralgebra von B





 dann gilt n
mlich
f  g 
 B
 
















gilt das nicht wie man an dem Beispiel
B
 
 f   j  
 Bg B

 f   j  
 Bg





 aber mit    
 B
 










Wir nehmen diese Tatsache nun als Anla fr die folgende











ist hierin Unteralgebra von B E heit Erzeugendensystem von hEi
B
 Falls





ist eine Unteralgebra von B


























A  f      
 z 
i 
        j i       ng
ein Erzeugendensystem von B
n
ist Das Erzeugendensystem A ist von sehr
spezieller Natur Die Elemente von A sind n
mlich die kleinsten Elemente
von B
n
 die ungleich  sind Diese Erzeugendensysteme spielen eine besondere
Rolle so da sie einen speziellen Namen erhalten
Denition  Sei B eine boolesche Algebra und a 
 B a heit Atom von
B  Es gilt a   und fr alle b 
 B gilt a  b  a oder a  b  

Lemma  Jede endliche boolesche Algebra mit mindestens zwei Elementen
besitzt Atome Ist f   Element der Algebra dann gibt es ein Atom a der
Algebra mit a  f
Beweis B enth
lt mindestens zwei Elemente Es gibt daher ein Element
a 
 B so da a   ist
Gilt fr alle b 
 B  a  b   oder a  b  a dann ist a Atom Ist das nicht
der Fall dann gibt es b
 
mit a  a  b
 
 





























     a
k
 
Da B endlich ist bricht das Verfahren ab Das tritt aber nur dann ein wenn
wir ein Atom gefunden haben Damit ist der erste Teil des Satzes bewiesen
Auf die gleiche Weise zeigt man auch Zu jedem f 
 B mit f   gibt es ein
Atom a  f 
Lemma  Ist A die Menge der Atome von B dann ist hAi  B Weiter








     a
m
die Atome von B Wir bilden
x  a
 
     a
m

Ist x   dann gibt es aufgrund von Lemma  ein Atom a  x
Hieraus folgt
ax  a  a  x
Wegen x  x   gilt
  a xx   axx  a  x  a Widerspruch
Also haben wir
x   dh x  
Ist f 
 B dann gilt
f  f    f  a
 
     f  a
m

womit Lemma  bewiesen ist












 f  

















































Hieraus ergibt sich da B eine Zweierpotenz ist
Wir fassen die Resultate in dem folgenden Satz zusammen
Satz  Jede endliche boolesche Algebra B besitzt Atome Ist A die Menge
der Atome von B dann l	
t sich jedes Element f 
 B auf genau eine Weise




Dieser Satz ist Teil des weitergehenden Satzes von Stone den wir etwas sp
ter
beweisen werden Zun
chst betrachten wir zwei fr uns wichtige Beispiele
Hierzu verabreden wir die folgende Bezeichnung
Wir setzen fr f 






f fr   
f fr   










fr    
 








ist also die Projektion von B
n























ist die Menge der Atome von S
n

Beweis Ist f 
 S
n
 dann gilt x

     und
 x

 f   x

   f  

 fr f   
 f   





























auf D Dann gilt
x





    fr  
 D und  













  fr  
 D x

ist Atom in S D fr  
 D da x

nur an einer
Stelle gleich  ist Fr  
 D gilt fr alle  






     x
n






     x
n









Es stellt sich nun die Frage wieviele verschiedene Erzeugendensysteme es
gibt und wie man sie klassizieren kann Bevor wir diese Frage angehen
knnen bentigen wir den Begri des Homomorphismus

  Homomorphismen
Denition  Die Abbildung h  B  B
 
heit Homomorphismus genau
dann wenn    gelten
h f  g  h f  h g 
h f  g  h f  h g 
h f   h f 
Lemma  Sind B und B
 
boolesche Algebren sind a b 
 B und ist h  B 
B
 
ein Homomorphismus dann gelten    	
 a  b  h a  h b  h #  h # 
 h B ist eine boolesche Algebra
 h ist injektiv h
 
   
	 Ist a Atom von B dann ist entweder h a Atom von h B oder es ist
h a  
Beweis  und  folgen unmittelbar Der Beweis zu  ergibt sich aus  und

Ad  Es ist fr alle a
  a  a
Also gilt
h   h a  a  h a  h a  h a  h a  




Sind a b Atome und ist h a  h b dann gilt
  h a  h b  h ab
Aus h
 
    folgt a  b   und daraus a  b
Also ist h injektiv auf der Menge der Atome von B Hieraus folgt weiter
ber den Darstellungssatz da h injektiv auf ganz B ist

Ad  Ist a Atom von B dann gilt entweder ab  a oder ab   Im ersteren
Fall ergibt sich h ah b  h a Im letzteren Fall h ah b   Wir
haben also fr alle b  h a  h b  h a oder   Ist also h a  
dann ist h a Atom in h B






Beweis Sei A  fa
 
     a
n
g die Menge der Atome von B Wegen B  
N




        
 z 
i 
        fr i       N 
h
 
bildet die Menge der Atome von B bijektiv auf die Menge der Atome von
B
n
ab Wir setzen h
 






















und h    denieren h ist ein Homomorphismus wie man nachrechnet
h ist injektiv nach Lemma  h ist surjektiv da B und B
n
gleichviele Elemente
besitzen Also ist h ein Isomorphismus
Denition 	
 E heit freies Erzeugendensystem von B  Ist h
 
 E  B
 
eine
Abbildung dann gibt es eine eindeutig bestimmte homomorphe Fort





 B heit frei  B besitzt ein freies Erzeugendensystem
Satz  Ist B endlich und frei dann gibt es ein n 







     e
n






fr i       n und setze h
 





















ist eine Unteralgebra von B Da E  B
 
ist und
hEi  B gilt ist B  B
 
 Nun enth






Menge der Atome von B
 
 Da  
 h A ist h injektiv" da hfx
 




ist ist h surjektiv Also ist h ein Isomorphismus

Korollar  Ist B eine endliche freie boolesche Algebra dann gilt fr ein
geeignetes n 




Beweis Ist B endlich und frei dann ist B isomorph zu S
n
 Aus Korollar 
folgt nun die Behauptung








 B die Projektion von
B
n








Beweis Wir betrachten hfx
i
ji       ngi  S
n





durch h g  g  f  Der Beweis ergibt sich aus   und 
















 f    g

 f     g
 
 f   g

 f  
Ebenso beweist man die Homomorphie fr  und 


 h ist ein Isomorphismus
   g  f      g   
da f bijektiv ist
Also gilt
h g    g  
woraus die Behauptung  folgt
 f
 
     f
n
ist ein freies Erzeugendensystem
Aus dem Beweis des Satzes von Stone ergibt sich da fx
 
     x
n
g ein
freies Erzeugendensystem von S
n



















ein Isomorphismus dann liefert die Einschr
nkung
von h auf die Menge der Atome x

eine Permutation Diese Permutation
bertr












 f  Also kann man jeden Automorphismus von S
n
durch
eine Bijektion auf B
n
erzeugen
Die Anzahl der Automorphismen von S
n
ist gleich der Anzahl der Permuta
tionen der Atome von S
n
 Da es auf die Reihenfolge der freien Erzeugenden






In freien booleschen Algebren besitzt man nur die Rechenregeln die sich
aus den Axiomen der booleschen Algebra ableiten lassen In nicht freien








was man zur Vereinfachung der Darstellung boolescher Funktionen ausnutzen
kann
Aufgabe Man verallgemeinere das Korollar  auf nicht freie boolesche Alge
bren S D
  Quotienten boolescher Algebren
Seien BB
 










  und ist f 
















  ist also abgeschlossen unter der Vereinigung und der Multiplikation
mit beliebigen Elementen aus B Diese Eigenschaft von h
 
  nehmen wir
zum Anla fr die folgende
Denition  Eine Teilmenge  B heit Ideal von B wenn  und  gelten
  ist abgeschlossen unter 
 Fr f 
 B und g 
  gilt f  g 
 
Wir haben oben gesehen da h
 






dann gilt g  f fr alle f 
  Wir gewinnen damit eine zweite Charakteri
sierung der Ideale

Lemma  Zu jedem Ideal  gibt es ein Element g so da   g  B ist
Umgekehrt gilt Fr jedes g ist g  B ein Ideal von B
Beweis Zun
chst sieht man leicht da g  B ein Ideal ist Wegen g    g  f
fr jedes f 
 B folgt auch da g grtes Element in g  B ist Darberhinaus
enth
lt g  B auch jedes Element f 
 B fr das f  g gilt" denn es folgt aus
f  g da f  f  g gilt dh da f 
 g  B ist Ist  ein Ideal aus B und g
das maximale Element von  dann gilt g  B   und wegen  
 B gilt nun
auch g  B  
Da sich jedes Ideal  von B durch ein Element g 
 B erzeugen l
t schreiben
wir anstelle von  meist  r wenn r das maximale Element von  ist
Wir zeigen nun da es zu jedem Ideal  r von B eine boolesche Algebra B
 
und einen Homomorphismus h  B  B
 
gibt so da h
 
    r ist Hierzu






genau dann wenn g
 
 r  g










 Bjf  g rg
und denieren fr f g 




















 dann gilt wegen
 f
 
 g  r   f
 
 r   g  r   f

 r   g  r   f

 g  r
da die Operation  von der Auswahl der Repr








  r  f
 
 r  f
 
 r  f





















Aus beiden Beziehungen folgt r  f
 











 Bg und haben damit eine Algebra  B
r 
auf eindeutige Weise deniert Die Abbildung h  B  B
r die durch
h f  f 	
r
deniert wird ist ein Homomorphismus wie die vorausgegange
nen Rechnungen zeigen Also ist B
r eine boolesche Algebra
Nun sieht man da h
 
   fg 





quivalent ist zu h
 
    r Wir fassen unser Resultat in
dem folgenden Satz zusammen
Satz 	 Ist B eine boolesche Algebra und ist r 
 B dann ist B
r eine boo
lesche Algebra Die Abbildung f  f 	
r
deniert einen Homomorphismus
h  B  B
r und es gilt h
 





  ein Ideal Ist  r  h
 





Wir veranschaulichen diesen Sachverhalt indem wir ihn fr B  S
n
inter
pretieren In diesem Fall ist f  B
n
 B  Das Ideal ff 
 S
n
jf  rg besteht
aus der Menge der Abbildungen f 
 S
n





  dann gilt fr f
 
 r  f





















lt also den Quotienten S
n






und die Funktionen aus S
n
auf D einschr
nkt Diesen Sachverhalt werden
wir bei der Behandlung spezieller Funktionen verwenden
  Pr	fung boolescher Operationen
Zur Rechenkontrolle beim Rechnen mit ganzen rationalen Zahlen verwendet
man bei Dezimaldarstellungen die Neuner oder Elferprobe Es handelt sich
dabei um eine Wiederholung der Rechnung in den Restklassen modulo  bzw
modulo 
Das dahinterstehende allgemeine Prinzip kann man wie folgt denieren
Sei A   A 
 
     
k













     
 
k
 eine zweite solche Algebra und ist
h  A A
 


















dann kann man die korrekte Ausfhrung von 
i
testen indem man h a
 
















     h a
n
i
 berechnet und prft








 die Prfung fr alle  a
 
     a
n
i
 gleich gut ist
Im Beispiel der ganzen Zahlen wird das durch Homomorphismen von Zauf
den Ring Z
m
geleistet Im Falle der booleschen Algebra erfllen diese Pr
fungen die Forderung  nicht wenn A
 
 A ist Das folgt daraus da fr
Atome a  b entweder h a  h b oder h a  h b   folgt
Ist also h  S D S D
 
 ein surjektiver Homomorphismus dann wird eine
Teilmenge der Atome von S D bijektiv auf A S D
 
 abgebildet und der
Rest auf die  Also werden einige Atome spezisch getestet und andere so
gut wie gar nicht

 Ausnutzung von Symmetrien boolescher Al
gebren zur Schaltkreissynthese
Wir entwickeln in diesem Abschnitt die Verbindung zwischen dem Verband
boolescher Unteralgebren und dem Verband von Gruppen die die Unteral
gebren elementweise festlassen Anschlieend behandeln wir als Beispiele die
Addition Multiplikation und die total symmetrischen Funktionen
 Grundlegende Denitionen
Sei B eine boolesche Algebra und
G B  fh  B  B j h Automorphismusg
G B ist eine Gruppe bezglich der Hintereinanderausfhrung der Abbildun
gen
Lemma 
 Es gilt fr endliche boolesche Algebren B
h 
 G B fr alle Atome a von B gilt h a ist Atom von B
Beweis Da h ein Homomorphismus ist gilt h    und  h a  h f fr
a  f
 Da h injektiv ist ist h
 
    und also h a Atom von B Da h
surjektiv ist permutiert h die Atome von B
 Ist h a   fr alle Atome von B dann ist h
 
    Nach Lemma
 ist h injektiv




bezeichne die Isomorphie von Gruppen und Algebren





 Ist h bijektiv und h A B  A B dann ist die Einschr
nkung hjA B




 Ist hjA B  gjA B fr h g 







 Fr h g 
 G B gilt  h  gjA B   hjA B   gjA B
Aus   und  folgt da hjA B einen Isomorphismus zwischen G B und
S A B deniert
Wir betrachten nun Untergruppen von G B die dadurch charakterisiert
sind da ihre Elemente vorgegebene Elemente von B festlassen
Denition  Fr E  B denieren wir
G B E  fh 
 G Bjh e  e fr e 
 Eg
Lemma 
 G B E ist eine Untergruppe von G B
 G B  G B fg
 Fr E  B gilt G B E  G B hEi
Beweis  und  gelten oensichtlich Der Beweis fr  ergibt sich wie folgt
Aufgrund des Darstellungssatzes haben wir
f 




Nun gilt Zu jedem a 
 A hEi gibt es 
 
     
k










fr E  fe
 







































 f  a 

AhEi
h f  a 

AhEi
f  a  f

Damit gilt also G B E  G B hEi
Die Inklusion in umgekehrter Richtung
h 
 G B hEi  h 
 G B E
gilt wegen E  hEi





































Es gibt also ein a 
 A B
 













 a  f a

 a  f 
Nun denieren wir die Permutation








a fr a  a
 



















































Wir bezeichnen mit G B die Abbildung die B
 
 B die Gruppe G BB
 

zuordnet Wir haben gezeigt da G B die Menge der Unteralgebren
B
 












g  fa 
 A B j a  a
 


















ist die Automorphismengruppe von B die a
 
fest l
t und jedes Atom
a von B das nicht von a
 





A B gerade die symmetrische Gruppe S fa 
 A B j aa
 

















hierin bezeichnet X das direkte Produkt der Gruppen
Beweis Ist h 
 G BB
 
 dann gilt fr alle f 
 B
 
 h f  f  Also gilt
fr a  f auch h a  f  Also permutiert h die Atome von B die unter
Elementen von B
 




Umgekehrt induziert jede Permutation die nur solche Atome von B permu
tiert die unter dem gleichen Atom von B
 




Hieraus ergibt sich da nicht alle Untergruppen von G B als Gruppen
G BB
 
 auftreten G B ist also nicht surjektiv
Wir drehen nun die Betrachtungsweise um indem wir jeder Untergruppe
G
 
 G B eine Unteralgebra von B zuweisen
Denition  B G
 
  ff 






 ist Unteralgebra von B
Beweis Seien f g 
 B G
 
 dann gilt fr h 
 G B
h f  g  h f  h g
h f  g  h f  h g
h f   h f
woraus h f  g  f  g h f  g  f  g h f   f folgt Also ist B G
 
 abge















 Aus der Injektivit





































  bildet den Untergruppenverband surjektiv auf den Unter
algebrenverband von B ab G B bildet den Algebrenverband auf den



























































































































 Aus beiden Feststellungen folgt die
Behauptung 





 folgt f 
 B G
  





































































































  G B was zu zeigen war





 ist invariant unter allen Transformationen die
sowohl in G
 
als auch in G
  

















erzeugte boolesche Algebra BWir denieren










































































  B id  B
Wir werden im folgenden zeigen da sich aufgrund dieser Beziehung aus
der Kenntnis des Untergruppenverbandes G B einfache Darstellungen boo
lescher Funktionen aus B
 
gewinnen lassen wie wir das bereits in der Einlei
tung zu diesem Kapitel beschrieben haben
  Berechnung von Erzeugendensystemen f	r B G
 

Wir gehen davon aus da uns ein Erzeugendensystem E von B gegeben ist































































 a j a 
 A Bg  A B
 

Man erh	lt also die Atome von B
 
 indem man den Abschlu





























































































 gilt was wir behauptet haben
 G
invariante Fortsetzungen von Funktionen
Wir betrachten die Frage ob f 






fortgesetzt werden kann Die Motivation dieser Frage er
gibt sich aus der Tatsache da jede Realisierung einer booleschen Funktion
f 
 S DD  B
n






handelt es sich nicht um die Realisierung einer solchen Funktion sondern
der simultanen Realisierung von mehreren Funktionen soda der !bergang
zu der von diesen Funktionen erzeugten Unteralgebra angemessen ist

Wir gehen also von einer Unteralgebra B
 
 S D aus und fragen zun
chst
nach einer Gruppe die B
 
elementweise fest l
t Es mag sein da es eine




 gibt Es kann aber auch sein
da es Fortsetzungen f

der Funktionen f 
 S D auf ganz B
n
gibt so da









 wesentlich grer als G
 
ist Im Interesse das die gesamte
Untersuchung der Invarianzgruppen bestimmt sind wir daran interessiertG

mglichst gro zu machen
Zur Konstruktion solcher maximalen Gruppen G

verfolgen wir die Idee aus




 fr die wir geeignete Fort
setzungen kennen grere solche Gruppen zu konstruieren Hierbei denken



























 aus Man erinnere sich hier an Lemma  das es uns erlaubt zwischen
Automorphismen und Invarianzgruppen zu wechseln
Denition  f 
 S D heit G
 
invariant fortsetzbar genau dann wenn
fr jedes  
 D und jedes g 
 G
 
f   f g  gilt falls g  
 D ist
Lemma  Ist f 
 S D G
 
invariant fortsetzbar und ist G
 
 D 





















 fr  
 D und g 






ist wohldeniert Gibt es n
































 da wir vorausgesetzt haben da f G
 
invariant fortsetzbar ist


















Satz  Sei h  S
n
 S D der natrliche Homomorphismus und sei G
 
Untergruppe der Permutationsgruppe vom B
n
 Die Elemente einer Unteral
gebra B
 




































invariant ist folgt da f G
 
invariant fortsetzbar
ist Sei nun umgekehrt B
 












invariante Fortsetzung von fg B

bildet eine Boolesche Algebra von G
 

















































ist Besteht Gleichheit dann
haben wir eine grere Gruppe

G gefunden die eine

Ginvariante Fortset











Wir setzen uns hier nicht mit der Klassikation der Komplexit
t dieser Frage
auseinander C Scholl hat gezeigt da dieses Problem NPvollst
ndig ist
so da es sich also um ein schwieriges Problem handelt





























































































 in  enthalten Ist nun umgekehrt



















t g die Elemente von B
 
 
fest und fhrt B






t und die Elemente von B
 
in sich berfhrt Also l
t g





fest und soweit es auf B

















Wir wenden die entwickelten Konzepte an um Darstellungen fr einige spe












dargestellt werden die zwei nstelligen Dualzahlen 	 und 		 ihre Summe


















 B fr i       n die Projektionen auf die ite Kompo


























     e
n
i
















 g  		  	  		g




Unter Verwendung des in Lemma  denierten natrlichen Isomorphismus
zwischen G B und der Permutationsgruppe auf A B identizieren wir G
n
mit der dadurch bestimmten Untergruppe in G S
n







 da jeder Automorphismus g 
 G
n
jedes Element aus 
n
fest l










lt der 	  		 fest l















  	 fr 	  		  i
und i       
n 
  Aufgrund der den Erl
uterungen nach Satz 
folgenden geometrischen Veranschaulichung Abbildung  bezeichnen wir
die a
i
auch als zu 
n





i       
n 
 g die Menge der Atome von 
n

Fhren wir die analoge Konstruktion fr 
n



































































     y
n
 x   x
n 





     y
nm
 Weiter setzen wir x   x
 







 x y und  x y  
nm





bzw hx yi Vermge der durch die Bezeichnung beschriebenen Einbettung




   x y und  x y   x y gilt









Satz 	 Unter Verwendung der oben eingefhrten Bezeichnung gelten 
und 




   x y 	




   x y 
Beweis
Ad  Wir fhren den Beweis indem wir zeigen da diese Relationen fr die




 A   x y  dh
a
i
 f  	 j 	  		  ig
worin   	 abkrzend fr das Atom a  	 
 S
n
steht das genau fr




































	 und   

	  		
dann erhalten wir fr 
m








Fall    
m





Fall    
m
   i   i
 





Fall    
m
































falls   
m
  Im Falle   
m
  haben wir nur eine Darstellung



































wenn wir die Bezeichnung so w




 gilt In dem
Fall  und den F
llen i  
m





jeweils nur einen Fall In diesen F






















Ad  Sei b
i









 Verwenden wir die im ersten Teil des Beweises eingefhrte
























 i  
nm




































































































































Die Diskussion der restlichen F
lle verl
uft nach dem gleichen Schema










t sich fr n  
k
in Tiefe
      log n mit Kosten    n

  erzeugen































nken wir uns auf n  
k
 k 
























































































Beweis Aus Satz 	 folgt

















































woraus die Behauptung folgt
Die rekursive Beschreibung der Darstellung der Atome wie sie sich aus Satz
	 ergibt hat uns Realisierungen der Atome mit quadratisch in n wachsen
den Kosten geliefert Wir geben nun eine iterative Beschreibung der gleichen
Funktionen an die zeigt da sich die Atome mit linear ansteigenden Ko
sten realisieren lassen Zur Vereinfachung der Notation und Vermeidung von
Fallunterscheidungen erweitern wir die Algebren  zu freien Algebren und

























g die Abbildungen 














 j mod 
nm 
setzen Oensichtlich sind  und  Permutationen der Atome und es gilt
  a  
N
 a fr N  
m
 Die von  und  erzeugte Gruppe ist also
zyklisch so da        ist  und  besitzen eine eindeutig bestimmte
homomorphe Fortsetzung auf  die wir ebenso bezeichnen








Wir verwenden diese Notation um die im Beweis zu Satz 	 abgeleiteten




wir den Fall 
m








 a   a
 























ist haben wir in beiden F
llen formal die gleiche
Darstellung









   a fr a
 
















  a	  
m
 
Wir sehen da auch diese beiden F
lle in den durch ein Atom erweiterten
Algebren die gleiche Darstellung besitzen
Wir bemerken weiter da 

 a  a gilt da i 
m 
 i mod 
m 
ist
Um a ezient berechnen zu knnen bentigen wir auch eine eziente Be
rechnung von  a
 
 und   a Wir erhalten aus obiger Darstellung von a
 a  a
 
  a   a
 
     a
und
  a    a
 
  a   a
 
    a










Sei nun a 
 
N
 N  
k

































































  a   a
l
j




























































erfordert also hchstens 
kl 
Gatter
Die Kosten fr die Darstellung von A


auf Basis von x y erfordert   
k






 wenn wir stets




 a    
k
   
k 
       
  
k 
    
k

   
k 
  
  N   
Wir fassen das Resultat in dem folgenden Satz zusammen
Satz  Die Atome der Algebra 
N
lassen sich iterativ mit Kosten C
N
 a 
 N   in Tiefe T
N
   logN berechnen
Beweis Den Beweis haben wir vorher gefhrt Es bleibt nur noch zu bemer
ken da der !bergang von der Erweiterung von  durch ein Atom durch
einen Homomorphismus rckg
ngig gemacht werden kann der das hinzuge
fgte Element lscht und die Darstellungen der Atome erh
lt
Diskussion der Ergebnisse
In der rein rekursiven Betrachtung wird nicht bercksichtigt da a  a und
  a die gleichen Variablen betreen Das wirkt sich so aus da bei der
hierarchischen Expansion die gleichen Schaltkreise mehrfach erzeugt werden
Das Beispiel der Atome zeigt da dabei ein im iterativen Fall lineares Wachs
tum in ein quadratisches Wachstum der Kosten bergehen kann Es sollte
allerdings mglich sein hierarchische Entwurfssysteme so zu erg
nzen da
eine bottomupAnalyse der Resultate zu einer automatischen Faltung der
Teilnetze gleicher Funktion verwendet werden kann Dies h
tte den Vorteil
da man die Einfachheit des hierarchischen Entwurfs mit der Ezienz des
iterativen Entwurfs verbinden kann
	
	 Darstellungen von ad
n















     e
m




     e
nm




















fr i      m
so da wir uns nur mit der Konstruktion von e


     e
n
befassen mssen Wir
setzen c  e


























gelten Anschlieend zeigen wir da daraus folgt da die erste Gleichung
fr   i  n gilt
Wie wir in Satz 	 gezeigt haben lassen sich die Atome b 
  in der Form
b  b
 
 a   b
 




b  b 
nm 






 a   b
 
    a






























    a











a  c und


















































  c was wir behautptet haben







 c   e
 
i












  c 









gen wir auch die Darstellung von  E auf der gleichen Basis Zun
chst


























































  c  a
 
 a
Hierin haben wir die Indizes von a
 



































































   c 




der fr die Atome abgeleiteten Darstellung  a  a
 
  a   a
 
     a












fr i       n Wir fassen unsere Ergebnisse in dem folgenden Lemma
zusammen

















 c   e
 
i











  c   e
 
i
























   c 




Wir verwenden diese Operationen umE aus x y auf zwei verschiedeneWeisen






Abbildung  dargestellt sind




E den Schaltkreis der in Abbildung  dargestellt wird




E zu E ergibt sich also durch die Hinzufgung des
linken unteren Schaltkreises zu den linken oberen und dem rechten die beide




















die Anzahl der Gatter die











 n  
  





 x  y  e


  x  y e
 






hlen wir N  
k
und in der Konstruktion stets n  m dann erhalten wir








































































































































































































































e 1, e 1






































Kosten nach der iten Iteration und erhalten
C
k































   jFj  
k 























































j   Somit erh
lt man
bei dieser Wahl der Bausteine den
Satz  Die Addition ad
N
l	















rekursiv in Tiefe      logN mittels    N  logN   
N   fgGattern konstruieren
Das soweit geschilderte Verfahren beschreibt im wesentlichen den conditional
sumAddierer L
t man auch  als Grundbaustein zu dann reduziert sich
die Tiefe um  so da wir damit die in Satz 	 in Weg angegebene





























heranzieht Lassen wir wieder
die Indizes weg und bezeichnen wir den carry e




































 c  a
 
 a 	























und a c bereitzustel
len Somit erhalten wir als Rekursionsformel zur Berechnung von e
a  a
 





















































Fr die oberste Schicht erhalten wir










F zusammen der in Abbildung 	
beschrieben wird
Wir haben Tiefe  

F    und j














j in unsere Formeln ein dann erhalten wir nun die
gleiche Tiefe T
N







N  logN  
 N  
Die Tiefe T
N
kann man allerdings noch um  niedriger absch
tzen indem
man die Tiefe von c  x  y mit  anstelle von  in Rechnung stellt Wir
erhalten somit zu Satz  das








N logN  
 N   realisieren
Das Netz enth







Eine Darstellung von ad
n
mit linearem Aufwand
Fischer und Ladner LF und Slansky Sla andererseits verdankt man
die Beobachtung da im ConditionalSumAddierer gewisse Unterschaltkrei
se ber ssig sind Sie haben von dieser Beobachtung ausgehend zun
chst
nur die !bertragsfunktion berechnet und danach die Funktionen e
 
     e
n

In diesem Zusammenhang entwickelten sie das schne Konzept der parallelen
Pr
xberechnung in Monoiden Becker und Kolla BK haben anknpfend
an LF und Hot gezeigt da man unter Ausnutzung der Symmetrien
sieben verschiedene im wesentlichen 
quivalente Realisierungen der Addition
angeben kann Wir geben hier eine etwas andere Herleitung dieser Ergebnis
se
Wir betrachten zun
chst einmal einen stelligen Abschnitt des oben de






 fr ein geeignetes j gehrt Hierzu sehe
man Abbildung  Wir beobachten da die in einer Spalte liegenden Bau
steine vom Typ F
 
wiederholt einen !bertrag von rechts erhalten und das
daraus berechnete Resultat an den tiefer liegenden Baustein F
 
der gleichen
Spalte weitergeben Die !bertragssignale c  c werden unver
ndert nach
links weitergeleitet Lschen wir die Bausteine von Typ F
 
 dann bleibt ein




Indem wir die parallelen Leitungen vom wertigen Typ boolean durch eine
wertige Leitung vom Typ boolean

ersetzen erhalten wir den Baum der
in Abbildung  durch die stark ausgezogenen Kanten markiert wird Die
Knoten des Baumes repr









erzeugt und die !bertr
ge zu allen diesen Stellen
Nun ist Tiefe  F






   so da sich daraus fr die Tiefe
T
k





   k   ergibt
Die Kosten C
k




wie folgt ab Die Kosten C
 
k
des tragenden stark ausgezogenen Baumes in
















































tzen Setzen wir N  
k





















Zur Realisierung des Baumes aus Abbildung  insgesamt bentigen wir zur
Erzeugung der !bertr
ge die der tragende Baum nicht liefert zus
tzlich





 Die  rhrt daher da der !bertrag der
beiden letzten Stellen und der ersten Stelle bereits durch den tragenden Baum



















  N  
Fr die Realisierung von ad
N
kommen wir aufgrund der angegebenen Rekur








  N     N  
hierbei haben wir verwendet da sich die Additionmod durch k d darstellen
l












tzlich die Kosten  pro Stelle
Wir fassen zusammen
Satz  Die angegebene Realisierung von ad
N
erfordert bei einer Tiefe
T
N
   logN   an fgKosten C
N























































































































Nimmt man zu den Operationen fg noch  die Addition modulo hin
zu dann erh
lt man fr die erste Stufe nur die Kosten  anstelle von  und
fr die letzte Stufe die Kosten  anstelle von  Somit verbilligen sich die
Gesamtkosten in diesem Fall um   N Man beobachtet weiter da man in
der H
lfte der terminalen Bausteine F


den Ausgang a nicht braucht was
zu einer weiteren Verbilligung von
N

$Gattern fhrt Wir fassen dieses
Resultat zusammen in
Korollar  Die Addition von zwei Nstelligen Dualzahlen l	
t sich mittels
der Bausteine  in Tiefe   logN mit Kosten C
N
   N realisieren

























F  dann erh




Bausteine erzuegt a und c ber ssigerweise Kappt man diese Ausg
nge und
bercksichtigt man die dadurch induzierte Reduktion von

F um zwei Gatter
dann erh








j  N  j

F jN  j

F j N 	
 N   N     N N 		
  N   	
Die Tiefe des Netzes 







t sich in der Tiefe   logN mit fg
Kosten   N   realisieren
	
Eine weitere Realisierung von ad
n
Wir beschreiben eine weitere Realisierung von ad
N
 die interessant ist da sie
einen anderen Zugang zur Herleitung der Realisierung verwendet Die Basis
dazu bilden die beiden folgenden Lemmas





























































































































































































































































uterung die diese Transformation bersichtli
cher erscheinen l
t Dazu fassen wir das Paar der Leitungen  e  e und
 c  c bzw  a c stets zu einer Verbindung vom Typ boolean

zusammen
Der an der Transformation beteiligte Teil der Netze fat sich zusammen zu
Hierin verwenden wir  als Inxnotation fr F
 




Unser Lemma besagt also
            
Wir beweisen ein zweites Lemma dieser Art
Lemma 	 Die beiden Funktionen die durch die Netze in Abbildung 
deniert werden sind gleich
Beweis Man rechnet in beiden F
llen nach da  a c   a
 

































Schreiben wir fr die von F


denierte Operation wieder  dann besagt das
Lemma
            
Lemma 	 drckt also die Assoziativit
t der Operation  aus Diese Ope
ration wurde in LF verwendet um die parallele Pr
xberechnung fr die
Realisierung der Addition anzuwenden
Wir verwenden nun beide Transformationsregeln um den C SAddierer in
einen Addierer zu transformieren dessen Tiefe sich nur um  erhht dabei
aber nur linear in N wachsende Kosten erfordert
Wir wenden die Identit
t              auf jedes F
 
in dem C S
 Addierer in Abbildung  an Wir erhalten so eine die Transformation die
	











































 Wir stellen weiter fest da sich bei dieser Transformation






ndert hat Die Tiefe ber 
l 




ist die gleiche wie die 
l 

Wir erhalten auf diese Weise ein Netz das man aus dem c s  Addierer







von der terminalen Zeile aus F
 
Bausteinen absieht Auf den ersten Blick
haben wir nichts gewonnen Die Kosten sind gleich geblieben und die Tiefe





vereinfachen indem man die durch Abbildung 
beschriebene Transformation anwendet















lt auf diese Weise eine 
hnliche Realisierung wie wir sie
in Satz  angegeben haben
Das Konzept der semantikerhaltenden Transformationen von Netzen das
wir hier angedeutet haben wird im zweiten Teil der Vorlesung eine wesent
















Ohne Beweis geben wir zum Abschlu des Paragraphen den
Satz 
 Die angegebenen Transformationen
             
             
             	
             

















angegebenen Additionsnetze zu transformieren
Es bleibt noch zu bemerken da die Tiefen und Kostenabsch
tzungen fr die




wurden da sie trivialerweise aber auch fr N 
 N gelten wenn man logN
durch dlogNe in der Tiefenabsch






tzung ersetzt Die Kostenabsch
tzung kann man verbessern da
man von dem Addiernetz die ber ssigen fhrenden Stellen wegschneiden
kann































































































in der Reihenfolge ihrer Anwendung vertauschbar
sind







i der unter G
i







































fr i       n
Wir setzen B  hx
 














B  B G Auf







































Wir beweisen nun da die Inklusion auch in der umgekehrten Richtung gilt





 Dieses Atom l

















































 da G f 
 B
 












    B
n

Wir geben einen zweiten unmittelbaren Beweis fr diese Beziehung Hierbei
verwenden wir Induktion ber n Fr n   ist die Aussage oenbar richtig






























   G
l 







































Aufgrund der Invarianz von f unter G
 
     G
l















   G
l
und damit nach Induktionsannahme
da diese Funktionen aus B
 
    B
l
sind



























Also liegt f in B
 
     B
l 
 Die Inklusion in der anderen Richtung ist













 i       n inva









 i       n
erzeugen
Wir wenden Lemma  nun auf den Sonderfall der Addition an
Korollar  Ist f 
 S D und D  B
n
und ist f invariant unter G









j i       ng














die in dem Beweis von Lemma  denierte Fortsetzung von f
auf B
n
 dann ist f invariant unter G Also l
t sich f
 





g erzeugen Hieraus folgt die Behauptung wenn wir uns daran
erinnern da die Einschr
















 dann erh	lt man ein 	quivalentes Erzeugendensystem





































verwendet um einfache Darstellungen fr Erzeugende von 

k zu berech
nen Wir haben bei unseren Umformungen Relationen zwischen verschiede
nen Funktionen verwendet ohne uns aber Rechenschaft darber abzulegen
welche Relationen in welcher Stufe der Darstellungen gelten Wenn man die
betrachteten Verfahren automatisch verwenden will dann mu man solche
Relationen auch automatisch erkennen Aus diesem Grund gehen wir hier
auf diese Relationen kurz grunds
tzlich ein Wir knpfen hier an 	 an




j i       ng als freies Erzeugendensystem auf dann
stehen uns genau die Rechenregeln der booleschen Algebra zur Verfgung




  als zus
tzliche Relation Wir fragen uns wie die Menge
aller dieser zus
tzlichen Rechenregeln aussieht Dazu sei u   u
 





     v
n
 ein freies Erzeugendensystem Es gilt dann der









     v
n
































fr i       n
denierten Homomorphismus h  S
n










































  und damit gilt auch  r  h
 
 
Wir zeigen da auch h
 
    r gilt Dazu betrachten wir ein Atom a 
 S
n























































Aus h a   folgt da es fr mindestens ein i keine solche Einsetzung gibt














Hieraus folgt a 
  r Da fr jedes Atom a aus h a   a 
  r folgt ergibt
sich auch fr jedes f mit h f   da f 
  r ist Also ist  r  h
 
 
was zu zeigen war
Wenn auch wie Satz  zeigt 
n














i fr einm  n gelten Der Satz  besagt da das nicht
so ist












i ist nicht frei Minimale Erzeugen
densysteme von B besitzen dn  log e Erzeugende



















































 Also hat B 
n




 woraus die Behauptung folgt
Erluterungen Fat man k
 




     d
n
als freie Erzeugende einer






lt man B als Quotienten





dimensionalen Tabelle dar Die K






































































































































Wenn man in Abbildung  Figur 	 die Diagonale vervollst
ndigen will dann



































re es wenn man mit Variablensymmetrien allein ausk
me
Wir haben diesen Abschnitt mit der Beobachtung begonnen da ad
n
in




fr i       n und haben







j i       ng abgeleitet Das legt es nahe sich
zun
chst einmal auf Untergruppen der Permutationsgruppe der Erzeugen
den der Algebra zu beschr
nken Folgen wir dieser Idee dann mssen wir










j i       ng darstellen
und anschlieend untersuchen welche Invarianzeigenschaften diese Funktion




keine freien Erzeugendensysteme wie wir in Satz
 gesehen haben Das bedeutet da wir unter Anwendung der zugehri
gen Relationen  r Symmetrien erhalten knnen die sich sonst nicht ergeben
wrden siehe 	 Wir wollen das etwas n
her erl
utern




































Wenn wir e	 als eine erste Stufe zur
Realisierung einer Darstellung verwen
den wollen dann mssen wir eine Funk
tion F nden die das nebenstehende
Diagramm erfllt Jede Darstellung de
niert wenn wir sie durch boolesche

























Die Situation ist also wie sie durch das
nebenstehende Diagramm beschrieben
wird Die Symmetrien in den Varia
blen h
ngen ganz oensichtlich von der
Fortsetzung ab D wird iallg nicht un
ter der Symmetriegruppe von F
 
abge
schlossen sein Es gengt also nicht wenn man alle Mglichkeiten ausschp
fen will sich auf die Symmetrien der Funktion F zu beschr
nken sondern
man mu alle mglichen Symmetrien unter dem Aspekt der Fortsetzbar
keit von F diskutieren Ch Scholl hat in seiner Dissertation zur Lsung
dieses Problems eine Heuristik entwickelt und in ein erstaunlich ezientes
Programm umgesetzt Sch Um aber zu erfolgreichen Anwendungen zu




 dann entdecken wir da sich F zu einer Abbildung F
 
fortsetzen l





fr i       n 












der !bertrag ist der in der Schule unter e
i 
geschrieben
wird Wir verdeutlichen das in dem folgenden Diagramm das die zweite
Stelle von ad


















auf den beiden Seiten verschieden ist
Wir nden wie frher als mgliche Basis fr die zugehrige Algebra der unter






























































als Basis fr 
n
 Allerdings besitzt diese Konstruktion die Tiefe n Daran 
n





berechnen um daraus die Basis fr 
nm
zu konstruieren da sich der !ber
trag in 
 n
ber n Stellen hinweg fortp anzen mu Man bentigt hier eine
weitere Idee Diese Idee besteht darin auszunutzen da die Funktion ad
n
in gewissem Sinne schwach zusammenh
ngend ist Dieser schwache Zusam
menhang ist fr h x
 




     z
m
 zB gegeben wenn es Funktionen
g  B
m
 B und f  B
n 
 B gibt so da h x z  f g x z ist Man
spricht hier von einer AshenhurstZerlegung A In diesem Fall der Shannon




 z  z







lt man die Realisierung
h x z  g x  f  z  g x  f  z
Abbildung 	
Die Transformation die die erste Darstellung von h in die zweite berfhrt
reduziert die Tiefe Es gilt n
mlich wenn wir mit FG zu den Funktionen




die zu der ersten bzw zweiten
Zerlegung von h gehrigen Darstellungen bezeichnen
Tiefe  H
 




  maxf Tiefe  F  Tiefe  Gg 

Man hat also die Chance durch diese Zerlegungen die Tiefe der Netze zu
reduzieren Man bezahlt iallg mit einem erhhten Aufwand hinsichtlich
der Realisierung von f Iteriert man die ShannonZerlegung so erh
lt man
ja exponentiell mit der Anzahl der Variablen wachsende Kosten
Es stellt sich die Frage wie man AshenhurstZerlegungen nden kann Haben
wir eine Invarianz von h unter der Gruppe G von Variablenpermutationen
dann zeigen unsere S
tze da sich h durch Erzeugendensysteme von B G
darstellen l
t Ist G auf der Menge der Variablen nicht transitiv dann
erzeugt G %quivalenzklassen von Variablen Cliquen von Variablen die zu
Basisfunktionen von B G fhren die nur von diesen Variablen abh
ngen
Diese Basisfunktionen fhren zu AshenhurstZerlegungen von h
Haben wir umgekehrt eine solche Zerlegung von h dann ist h invariant unter
jeder Gruppe G von Permutationen auf B
n
 die g invariant lassen Also ist
G eine Untergruppe von G B h Das zeigt da unser Ansatz einer Galois
Theorie der booleschen Funktionen die AshenhurstShannonZerlegung AS
Zerlegung mit liefert Die Schwierigkeit besteht darin geeignete Gruppen
zu bestimmen
Gehen wir davon aus da wir eine VariablenSymmetriegruppe G gefun
den haben dann stellt sich die Frage wie man zugehrige ASZerlegungen
ndet Hierbei ist es hilfreich wenn man Funktionen durch bin
re Entschei
dungsdiagramme BDDs repr
sentiert die so ausgew
hlt sind da die oben
erw
hnten %quivalenzklassen von Variablen benachbart gruppiert sind
Damit haben wir die drei Konzepte genannt die den Kern der Scholl&schen
Heuristik ausmachen
 Repr
sentation der Funktionen durch BDDs




 Konstruktion der zur Symmetrie gehrigen ASZerlegung
Die Addition ist ein Beispiel dafr da man mit der iterativen Anwendung
dieses Konzeptes sehr gute Resultate erzielen kann Es ist Ch Scholl ge
lungen mit seinem universell angelegten Programm fr ad
N
 N  
 eine
Version des csAddierers auf Basis einer allgemeinen Spezikation der Ad
dition zu berechnen

  Total symmetrische Funktionen
Eine Abbildung f  B
n
 B heit total symmetrisch wenn sie invariant ist
unter jeder Permutation der Variablen dh ist
   
 














dann giltf   f 
 








 Die Gruppe der
Permutationen von n Elementen bezeichnen wir mit S
n

Wir betrachten einige Beispiele
	 Sortierfunktion









beiden folgenden Bedingungen gelten
  und s  enthalten jedes Element in der gleichen Vielfachheit
 Ist s    	
 







fr i       n 
Oensichtlich gilt
s   s  
fr jede Permutation     n	    n	 wenn wir   fr  
i
 





Das Sortierproblem besteht in der Aufgabe eine der Sortierfunktionen s e
zient zu berechnen Zwei Grenzf
lle verdienen ein besonderes Interesse
 Die L
nge n der zu sortierenden Folge ist gro gegenber der Anzahl
der Elemente von M Also n M
 M  n Es liegt stets nur eine Teilmenge von M als zu sortierende
Folge vor
Man kann diese Unterscheidung noch verfeinern indem man die Repr
sen
tation der Elemente von M zB durch Folgen ber einem vorgegebenen Al
phabet heranzieht Wir wollen annehmen da M  B
m
ist Der erste Fall
ist erfllt wenn n 
m
ist Der zweite Fall gilt zB wenn n m ist Der
zweite Fall l
t sich leicht auf den ersten Fall zurckfhren wenn die Auswahl
der Elemente aus M zuf
llig ist dh wenn die Elemente der zu sortierenden

Folge mit gleicher Wahrscheinlichkeit gezogen werden In diesem Fall gengt
es nach den ersten   dlog ne Stellen der Elemente der Folgen zu sortieren
um mit hoher Wahrscheinlichkeit das Sortierproblem zu lsen Dieser Fall
tritt aber nur selten auf Groe Objekte die in Sortierproblemen auftreten
sind nicht zuf
llig erzeugt Man denke dabei etwa an Bilder die so abgelegt
werden sollen da man sie leicht wiederndet Die einfachste Annahme die
den praktisch auftretenden Problemen etwas n
her kommt besteht in der
Betrachtung von Markovprozessen die diese Objekte erzeugen Sind diese
Prozesse nicht zu tr
ge  dann kann man an die Stelle der ersten c  dlog ne
Stellen zuf
llig ausgew
hlte dlog ne Stellen aus den Objekten ausw
hlen
und so verfahren wie vorher Wir setzen uns hier nur mit dem im ersten
Punkt beschriebenen Fall auseinander Im brigen verweisen wir auf die fr
das Sortieren einschl
gige Literatur Den Aspekt des Sortierens bei Quellen
mit Ged
chtnis ndet man in HZ ausgefhrt
Wir betrachten hier den Fall M  B ausfhrlich und skizzieren die Verallge
meinerung auf den Fall m  
	 Elementarsymmetrische Funktionen
Ein Polynom in den Variablen x
 
     x
n
und mit Koezienten aus einem

















     x
i
l
 l       n
hat" l heit der Grad von 
l





Permutation  der Variablen x   x
 
     x
n

Jede totalsymmetrische Funktion l
t sich aus den elementarsymmetrischen
erzeugen Wir betrachten hier nur den Fall der booleschen Algebra indem
einiges einfacher ist und in dem auch einige Besonderheiten gelten
Zun
chst bemerkenwir die enge Verwandtschaft zwischen der Sortierfunktion
und den elementarsymmetrischen Funktionen








      
n
 
Der Satz besagt da sich im Falle der booleschen Algebra durch Anwendung
der elementarsymmetrischenPolynome sortieren l
t und da sich umgekehrt
die elementarsymmetrischen Polynome simultan durch Sortieren berechnen
lassen

Beweis Man erkennt da

l







gilt Hieraus folgt s 
l





Da man das Sortierproblem auf Computern in n  log n Zeit lsen kann kann
man damit auch 
 
     
n
simultan in dieser Zeit berechnen Uns geht
es hier aber um das Berechnen in der booleschen Algebra so da wir das
Problem etwas genauer anschauen
Zun
chst zeigen wir










     
n
i
Beweis Wir mssen zeigen da sich jede Abbildung f aus der booleschen Al
gebra der totalsymmetrischen Abbildungen mittels 
 







ein Atom f 
 
n
und f  a   Dann ist S a Atom von 
n
Satz  und S a  f   Da wir f als Vereinigung von Atomen von 
n


































S a Nun gilt weiter
x
 


























































folgt Also erzeugen 
 




 was zu zeigen war




t sich mit Kosten
C f  C 
 
     
n
    n 
in Tiefe
T  f  T  
 
     
n




besitzt n Atome die sich simultan je mit Kosten  darstellen




t sich als Vereinigung von hchstens n der Atome
darstellen Hieraus folgt die Behauptung
Es bleibt die Frage nach einer ezienten Darstellung der 
i
zu beantworten
Hierzu ziehen wir die Relation

l
      
i
 l


























   k	

l
gibt also die lte Komponente der Darstellung der Summe der Komponen














     
k
darstellen lassen Ist l  
 



















Hieraus folgt die Aussage des Satzes
Um zu einer ersten Absch
tzung des Sortierens zu gelangen geben wir eine
Darstellung von 
l
auf Basis von   sum Es gilt
 	  l  
l
   
Es gengt also  	  l darzustellen Wir tun das indem wir simultan die




wir an da m  
k
ist Beide Funktionen fassen wir zu einem Baustein










































fr  	 
 B 
Bezeichnen wir mit C
k
die fgGattergre des Schaltkreises dann gilt
C
k
   C
k 









Wir fassen das Resultat zusammen in
Lemma  Die Vergleichsfunktionen und  fr  	 
 B
m
 m  
k
lassen
sich simultan durch ein Netz der Gre 
 m  und der Tiefe   logm 
realisieren
Beweis Zum vollst
ndigen Beweis fehlt nur noch die Absch
tzung der Tiefe
Wir haben wenn T
k









Hieraus ergibt sich T
k
    k   woraus die Behauptung des Lemmas
folgt
Wir kehren zurck zur Darstellung von 
l
 Wir erhalten diese Darstellung
indem wir als Eing
nge von 
k
die variable Eingabe  und fr die zweite
Eingabe 	
l




Legen wir fr 	 nun konstante Werte an dann erhalten wir im Falle k  









    fr 	  



















Die Gatterkosten fr 


sind also  Damit erhalten wir fr die Darstel











   C
 
k 





Hieraus ergibt sich C
 
k
  m 
Unsere Konstruktion liefert uns also fr die simultane Berechnung aller 
l
im
Falle m  
k
ein Netz mit Kosten   m  logm m und Tiefe    logm
Wir fassen das Resultat zusammen in





t sich auf Basis von

 
     
k
 m  
k









Das Sortieren ber der Basis f
 
     
k
g l
t sich allerdings wesentlich ef
zienter realisieren Wir beschreiben ein solches Verfahren rekursiv fr die
F
lle N  
k
  k 
 N











ngen Hierzu denieren wir induktiv Netze S
j





























Wir zeigen da S
k
das Sortierproblem lst indem es an den Ausg
ngen
l   	 l       
k
  eine  und fr j  l eine  ausgibt
Den Beweis fhren wir in zwei Schritten

 Falls der Ausgang j von S
k





 Das Netz liefert an dem Ausgang     eine 
BeweisAd  Wir beweisen diese Eigenschaft fr alle Netze S
j
 Fr j  
ist die Behauptung richtig da S
 
nur einen Ausgang besitzt
Wir nehmen an da die Eigenschaft fr S
j
zutrit In dem Fall

kj
    sind alle Ausg
nge mit den Positionen 
j
     
j 
 




nge      
j




    die gleichen
Werte haben wie die entsprechenden Ausg
nge von S
j
 gilt unsere Be
hauptung  in dem Fall 
kj
    allgemein
In dem anderen Fall 
kj




nge      
j
den Wert  Die Ausg
nge l  
j
m
haben die gleichen Werte wie die Ausg
nge m       
j
  von S
j

Also gilt die Behauptung  auch in diesem Fall





Einsen an den Ausg
ngen beitr
gt Also liefert das Netz
bei der Eingabe  
 












ngen Da die Einsen in einem Block rechts auftreten folgt die
Behauptung
Wir sch
tzen die Tiefe und die Gre von S
k
ab Oensichtlich gilt Tiefe
 S
 
   und Tiefe  S
j 
  Tiefe  S
j
   Hieraus erhalten wir Tiefe
 S
k
  k  
Sei C S
j
 die Anzahl der fgGatter Es gilt dann C S
 





     
j







        k     N  log N   
Wir fassen das Ergebnis zusammen in dem
Satz  Ist  
 B
N
 N  
k
 und ist    jj dann berechnet das Netz
S
k
die sortierte Folge s  Es gilt Tiefe  S
k
  k und C S
k
    Nk
Wir skizzieren die Verallgemeinerung von B auf B
m
fr m   Wir z
hlen
nun analog zu dem Vorgehen im Fall m   die Frequenz 

des Vorkom




     	
n
 Das kann man auf einfache

Weise mit einem Netz tun dessen Gre linear mit n und exponentiell mit
m w
chst H
lt man m fest dann hat man also eine in ihrer Komplexit
t
linear wachsende Lsung Nun konstruiert man auf Basis der Frequenzen


nach Vorbild des Falles m   ein Netz das die sortierte Folge ausgibt
Natrlich ist das Verfahren nur fr kleine m interessant
HardwareRealisierungen des Sortierens spielen bei der Organisation des
Rechnens auf Rechnernetzen eine groe Rolle Einen hierarchischen Ent
wurf eines Sortierchips mittels des Entwurfssystem CADIC ndet man in
BG
Die Kosten des Sortierens und der total symmetrischen Funktion relativ zu
den Variablen x
 
     x
n
behandeln wir im Zusammenhang mit der Addition
von m kstelligen Dualzahlen Letztere verwenden wir auch im Zusammen
hang mit der Multiplikation
 Addition von m k
stelligen Dualzahlen
Die Addition von m stelligen Dualzahlen ist eine total symmetrische Funk
tion Wir wenden uns aber zun
chst dem allgemeinen Fall der Addition von
m kstelligen Dualzahlen zu erhalten k   als Sonderfall und hieraus eine
zweite Realisierung des allgemeinen Falles
Der Einfachheit halber nehmen wir an da m  
n
ist Wir addieren die
m Zahlen indem wir die Summe von je vier Zahlen der Idee von Wallace
Wal	 folgend auf die Summe von zwei Zahlen zurckfhren Das Schema
wird durch das folgende Diagramm fr i       k beschrieben













die beiden sich nach diesem Schema ergebenden Zahlen Fr




















Indem wir in jedem Schritt die Summe von vier Zahlen auf die Summe von
zwei Zahlen reduzieren erhalten wir nach n Schritten eine Reduktion der
Addition von 
n
auf die Summe von zwei Zahlen Allerdings w
chst bei jedem
Schritt die Breite der Summanden um  so da wir nach n Schritten zwei
k   n  stellige Zahlen zu addieren haben
Wir sch




der Reduktion und die Tiefe des Netzwer
kes ab Die Tiefe ergibt sich als  n    Tiefe  FA       n  wenn



























     
n
k      
n
 k            k   n 






   
n





  m   k  logm
Aus diesen Resultaten und aus Satz  ergibt sich
C
mk




    dlogme      dlog k    dlogmee 
   logm  log k   fr k   und m  
Satz  Die Addition von m kstelligen Dualzahlen l	









   logm  log k
fr m   und k  
 realisieren

Korollar  Die Funktion sum  B
m





ein Netz mit Kosten
C
m 




   logm
fr m   realisieren
Aufgrund von Satz  erhalten wir weiter das
Korollar  Das Sortieren bin	rer Folgen l	











   logm
realisieren
Im Falle m   erhalten wir also C
m
!  und T
m
  Man
mu also die logarithmische Tiefe mit einem sehr hohen Aufwand an fg
Gattern bezahlen
	 Eine eziente Version
Wir betrachten die rekursive Berechnung von sum  nicht als Sonderfall
des WallaceTree Verfahrens sondern wenden unsere Idee zun
chst sum 







     
ik
 i      m





     
mj

die jte Spalte der Matrix  
ij
 dieser Zahlen Sum 
j
 sei die als Dualzahl
geschriebene Summe der Zahlen 
j
 Um die folgenden Ausdrcke formal
nicht zu berlasten fassen wir bin
re Folgen mal als die durch sie dargestellte

Zahl mal nur als Folge auf ohne das wie frher durch die Klammer   zu
markieren Wir haben dann
ad 
 











Nun setzen wir i  l j   mit   dlogme und   l   Damit werden l







































Damit haben wir die Berechnung der Summe von m Zahlen auf die Berech














zusammensetzt die diese Summe als Dualzahl deniert
Iteriert man das Verfahren bis man auf zwei Zahlen herabkommt dann kann
man die endgltige Summe mit dem in Korollar  vorkommenden Addierer
berechnen












gilt Bezeichnen wir wie blich die Umkehrfunktion dieser Funktion durch
log

 m dann erfordert diese Reduktion hchstens s  dlog

 me Schritte
Wir untersuchen nun den einzelnen Reduktionsschritt Jeder dieser Schrit














































Wir erhalten fr die L























































Setzt man das Schema weiter fort so erh













































































 fr i       l



















m fr i       l










  fr i       t













die sich aus der StirlingFormel herleitet" e ist hierin die Basis des natrlichen
Logarithmus Wir bersch











t  log   logm i log e log t log i
Die rechte Seite nimmt ihr Maximum an fr
log i  log t 
Wir vergrbern unsere Ungleichungen durch eine Ungleichung n
mlich
t  log   logm








  log e
  log 
 log t
Setzen wir m  
n





  log e







als hinreichende Bedingung fr t Diese Ungleichung ist fr t  n   stets
erfllt Da jede Stufe aus 
n
Summanden fr n   in Tiefe n berechnet
werden kann erhalten wir durch Summation der Tiefe der log

 m Stufen
des Gesamtschaltkreises die folgende Absch
tzung Die Reduktion auf fnf














erfolgen Die Reduktion der restlichen fnf Summanden auf die Summe zwei
er Zahlen kann in drei FAStufen erfolgen Da T ief FA   ist ergibt sich














Lemma  Die Reduktion der Summe von m kstelligen Dualzahlen auf
die Summe zweier Dualzahlen l
t sich in Tiefe t  logm   asymptotisch
in Gre k m durchfhren Hierbei sind diese Mae in Vielfachen von Full
AdderGren zu nehmen
Beweis Wir sch
tzen nun die Gesamtkosten des Verfahrens ab Das tun wir
indem wir zun
chst die Kosten fr die Berechnung der Dualdarstellung der
Summe von m istelligen Zahlen absch
tzen
Wir haben in den Stufen dieser Berechnung die folgenden Kosten in Vielfa
chen von FA&s ausgedrckt












m   
Also erhalten wir als Kosten C
 m


















Fr die Gesamtkosten C
k
der Reduktion von m kstelligen Summanden auf























   
mit m
 

























    


















   

 












Mit gro werdendem m erhalten wir asymptotisch die Kosten k m
Die folgende Tabelle zeigt wie C
m
k
relativ zu festem k w
chst






      
Wir fassen unsere Resultate in Satz  zusammen Dabei setzen wir als
Kosten fr den Full Adder  boolesche Gatter an und als Tiefe  Weiter
verwenden wir zur Addition der restlichen beiden Dualzahlen das Addierwerk
aus Korollar  fr die Stellenzahl N  k  logm Damit ergibt sich durch
elementare Umformungen der
Satz  Die Summe von m kstelligen Dualzahlen l	
t sich durch ein
boolesches Netz der Tiefe   logm   log k  o logm  log k in Gr
e
  k m o k m realisieren
Indem wir dieses Resultat auf das Sortieren von einstelligen Dualzahlen in
Verbindung mit Satz  anwenden erhalten wir
Satz 
 Bin	re Folgen der L	nge m lassen sich durch boolesche Netze der
Tiefe   dlogme o logm und der Gr























































Die Multiplikation als Ganzes ist nicht invariant unter irgendeiner Varia
blenpermutation die von der Identit





 i       n verschieden ist Das ergibt sich aus der Existenz
von Primzahlen Das zeigt da die Beschr










fr i j  l
und fassen wir die z
jl 
als freie Variablen auf dann reduzieren wir damit
das Darstellungsproblem fr die Multiplikation auf die Aufgabe n n  
stellige Zahlen zu addieren Die Anwendung von Satz  ergibt den
Satz  Die Multiplikation nstelliger Zahlen l	
t sich durch ein boolesches
Netz logarithmischer Tiefe und von quadratischer Gr
e realisieren
Das System der n






Elementen erzeugten booleschen Algebra S
n
sind Die Ausnutzung
der zwischen den z
jl
bestehenden Relationen sollte deshalb zu einer billigeren
Realisierung fhren oder zur Einsparung einer Stufe Ezientere Verfahren
beruhen auf der iterativen Anwendung von hierarchischen Verfeinerungen
in verschiedenen Situationen Das seit  asymptotisch beste Resultat
verdankt man A Schnhage und V Strassen SS Ihr Verfahren besitzt
auf Turingmaschinen eine Laufzeit O n  log n  log log n und es l
t sich
durch einen Schaltkreis der Tiefe O log n realisieren Das Verfahren beruht
auf der Anwendung der diskreten FourierTransformation Man sehe hierzu
zB die Darstellung in Bet	
Wir werden in einer sp
teren Arbeit auf die !bertragung der in diesem Be
richt entwickelten Konzepte zur Beschleunigung der Multiplikation zurck
kommen

		 Schnelle Multiplikation von Polynomen
SeiR ein Ring x eine Unbestimmte und p x q x 
 Rx	 seien Polynome von
Grad n  Sind die Koezienten der Polynome p und q als Dualzahlen der
L
nge k gegeben dann lassen sich die Koezienten von r x  p x  q x
als boolesche Funktionen der Koezienten von p und q ausdrcken Wir
wollen hier eine eziente Darstellung dieser Funktionen relativ zur Addition
Multiplikation und Subtraktion der Dualzahlen angeben
Hierzu betrachten wir zun
chst Homomorphismen von Rx	 in R die durch
die Einsetzung von Stellen  
 R in die Polynome erzeugt werden Es gilt
bekanntlich fr  
 f g
r   p   q  fr  
 R
und r  p  q
W
hlt man n Stellen 


     
n 
 die paarweise verschieden sind denieren
diese eine Abbildung V  Rx	 R
n
mit V  p   p 


     p 
n 
  Es gilt
nach dem zuvor Gesagten
V  p  q    p  q 






hlt man n  n   dann ist i a p  q durch die rechte Seite eindeutig

























































     r 
n 

Hat die Matrix V   
k
 den Rang n dann bestimmt also  r 






Hieraus ergibt sich folgende Perspektive zur Berechnung von r
 Man werte p x und q x an n  n   verschiedenen Stellen 
i
aus






 fr i       n 
 Man bestimme  c
 










Geht man so vor wie es naheliegt dann erfordert allein die Auswertung
der Polynome mehr als n

Operationen und die Au sung des linearen Glei









Wir haben allerdings noch eine groe Freiheit in der Wahl von 






Macht man davon richtig Gebrauch dann ist diese Transformation dennoch
vorteilhaft Wir wenden uns zun
chst der simultanen Auswertung von V  p
zu
Wir betrachten nun den Fall n  O  p x l










 x nur gerade Potenzen von x auftreten Ersetzen wir
x














  in y Damit haben wir die Auswertung von
p x zurckgefhrt auf die folgenden Operationen
 Auswertung von zwei Polynomen des Grades
n

























Knnen wir nun 


     
n
so w














lt dann haben wir das Ausgangsproblem p an n Stellen







Stellen auszuwerten und zus
tzlich nMultiplikationen und n Additionen



















die Anzahl der Operationen die zur Auswertung des
Problems der Gre n ausreicht dann haben wir fr n  n  
C
n
   C
n













da eine Multiplikation entf
llt
Mchte man diesen Kunstgri wiederholt anwenden dann reicht diese Idee
nicht weiter da die Quadrate der 
i
alle positiv sind Es liegt nun aber nahe
die Auswertung ber komplexen Zahlen vorzunehmen indem man j
i
j  






die Spiegelung am Punkt  ineinander ber Wir erhalten eine Wahl fr
die 
i
 die die rekursive Anwendung des geschilderten Verfahrens ermglicht
indem wir den Punkt  
 C w




















































paarweise verschiedene Elemente enth
lt
W


















Man kann damit das Verfahren also rekursiv anwenden Bewertet man die
Operationen f g auf C mit  dann erh




   C
n

























  k    
k
  




Das eben geschilderte Verfahren heit schnelle FourierTransformation Es
liefert die Auswertung eines Polynoms vom Grade 
k










 Wir fassen das Resultat zusammen
Lemma  Die schnelle FourierTransformation l
t sich fr Polynome
vom Grade n   fr n  
k
mittels n  log n   arithmetischen Opera
tionen in Tiefe   log n durchfhren Die Berechnung von 


      
n 
haben wir in die Zahlung nicht mit einbegrien
Wir betrachten nun zur schnellen FourierTransformation unsere Abbildung











































































     
n i




     
n k
 




    
n ik

zu berechnen Fr 
ik




    z       z     z
























  fr i  k
Wegen  
 
     
n 
  und n  i  k  n ist 
ik
   i  k Fr






















 dann gilt also
 a
 





















Ordnen wir nun  c
 
     c
n











gerade die schnelle FourierTransformation zu der Basis 
 





und mit diesem Resultat n Multiplikationen ausfhrt
Fat man nun die gesamte Konstruktion zur Berechnung von r x  p x 
q x zusammen dann hat man folgende Schritte auszufhren
 W
hle  mit 
n
  und 
n
  Fasse p x q x als Polynome vom
Grad n   auf und wende auf beide Polynome die schnelle Fourier






















j    C
n
 
n   
    n log n   
n   
   n log n n   	






Satz  Durch Anwendung der schnellen FourierTransformation l	
t sich
das Produkt zweier Polynome p x q x 
 C x	 mit f  
gKosten
n log n   n  in Tiefe  log n   berechnen
Beweis Den ersten Teil des Satzes haben wir bereits bewiesen Die Tiefe
ergibt sich aus dem Lemma und dem Schritt  der Konstruktion
		 Eziente boolesche Netze zur Realisierung der Multiplika
tion von Polynomen und Zahlen
Sei R ein Ring der die Division durch  erlaubt und Rx	 der Polynomring
mit Koezienten aus R Ist u 
 Rx	 dann verstehen wir unter u	 den
Restklassenring Rx	




 Rx	  u	
Es sei n  
j
und j 
 N Wir betrachten die Polynome x
n
  und nehmen
an da sich x
n
  in Rx	 in Linearfaktoren zerlegen l
t Die Zerlegung





    x
n





vornimmt und dann diese Zerlegung nach dem Schema
x
m











iteriert" m ist hierin ein Teiler von n und  eine bereits berechnete Einheits
wurzel























zu Hierin bezeichnet w 
 f g

den Weg von der Wurzel des Baumes zu
demQuotienten x
m
	 Fr den weiter oben eingefhrten Homomorphismus

hu
schreiben wir in diesem Kontext h



































































Hierin haben wir die Wurzeln aus  mit i bzw i bezeichnet Wir be




w die Menge der Wege jwj  l dann durchl
uft 
w
















fr jwj  jvj und w  v Letzteres folgt daraus
da die Charakteristik von R ungleich  ist Wir haben also n paarweise
verschiedene nte Einheitswurzeln die unter der Multiplikation eine Gruppe
bilden





























bildet den Ring x
n











    
 z 
l 
     h





fr l       j denieren
Wir stellen nun die Isomorphismen H
l
























  Oensichtlich gilt
H
 


























































































Wir erhalten entsprechend fr w 
 f g
l 





























































































































dar Wir setzen H  H
j
 G  G
j
und
knnen da H ein Isomorphismus ist die Multiplikation von p  q von Polyno
men aus x
n
	mittels der Transformationen G G
 
auf nMultiplikationen
in R nach dem Schema
p  q  H
 
 H p H q
zurckfhren Wir haben damit den folgenden Satz  bewiesen

Satz 


























 	 mit r  p  q




  G  a G  b
worin  das komponentenweise Produkt der Spalten Ga und Gb bezeichnet
Wir sch
tzen nun die Komplexit
t des Verfahrens ab
Lemma 




durch je n  log n Additionen in R und n  log n mit nten Einheitswurzeln




chst bemerken wir da die Anwendung von g
 
durch n Addi



























tzlich die Division der n Komponenten durch 
Damit erfordert die Anwendung von G auf einen Vektor n  log n Additionen
n  log n Multiplikationen mit Einheitswurzeln und pro Komponente log n















  zugrunde Der Ring F
k
erfllt die Voraussetzungen be







nten Einheitswurzeln Somit l











zurckfhren Bevor wir das Lemma  entsprechend
bertragen bzw zu einer Aussage ber die Darstellbarkeit dieser Multipli
kation durch boolesche Netze versch








Elemente soda wir zur Darstellung
der Elemente durch mTupel ber B mindestens 
k
  Stellen brauchen
die wir allerdings nicht ganz bentigen Wir repr




 	 durch ihre Dualdarstellung und erhalten damit auch eine 
zwar nicht eindeutige  Repr




Die Addition in F
k
l




addiert und einen eventuell entstehenden !bertrag der ja
kongruent  mod f
k
ist auf die erhaltene Summe addieren
Die Gruppe der 
k 
ten Einheitswurzeln werden durch die  erzeugt so
da sich die Multiplikation mit Einheitswurzeln durch einen Shift und eine





Damit ist klar da sich sowohl die Addition als auch die Multiplikation mit
Einheitswurzeln durch boolesche Netze der Gre O 
k
 und der Tiefe O k
erzeugen lassen Insgesamt ergibt das zur Realisierung der booleschen Netze
fr G und G
 
einen Aufwand der Gre O n  log n  
k
 aber von der Tiefe
O k  log n Wir knnen ohne die O Gre zu 
ndern die Tiefe auf O k
bringen indem wir die Additionen nach dem uns bereits bekannten Schema
n
mlich der Reduktion der Summe von vier auf die Summe von zwei Zah




mit Einheitswurzeln multiplizieren um dann anschlieend die
erhaltenen Zahlen in Zaddieren und dann erst modulo f
k
reduzieren Be
ginnen wir mit der Darstellung der Zahlen aus   f
 
k
	 dann haben wir
hchstens n 
k
stellige Zahlen zu addieren was durch ein boolesches Netz
der Gre O 
k
 geht und anschlieend die Reduktion mod f
k
vorzuneh
men was auch mit Kosten O 
k
 mglich ist Es gilt also das
Lemma  Die Multiplikationen von G und G
 
mit Vektoren lassen sich





durch boolesche Netze der Gre O n  log n 
k

mit Tiefe O k  log n  O k realisieren
Aus Satz  und Lemma  folgt nun der










ein boolesches Netz der Gr
e O 
k















ein boolesches Netz der Gr
e O 
k









 gehrige Baum von Homomorphismen ist Un





  gehrigen Homomorphismenbaumes







zu reduzieren Die Einsetzungen x    
 F
k






Seien also p q 
 F
k
x	 und grad p grad q  
k
  Die Koezienten von
p und q seien alle 
k
stellig darstellbar so da bei der Multiplikation die
Koezienten des Produktes r  p  q die gleichen sind unabh
ngig davon









Ersetzen wir nun x durch 
n

und werten wir r 
n

















Wir haben damit die Multiplikation in F
k
ber die Polynommultiplikation
auf n Multiplikationen in F
k
zurckgefhrt






    k
i
  fr i 
 N













t dieses Verfahrens dann
gibt es eine von i unabh
ngige Konstante C so da
mult k
i 

















































reduzieren und damit auch die Multiplikation fr N 
stellige Dualzahlen durch ein boolesches Netz der Gre O N   logN


realisieren Die Tiefe des Netzes ist O logN da die Tiefe der Netze bei
der Iteration geometrisch abnimmt
Wir fassen das Ergebnis in den beiden folgenden S
tzen zusammen
Satz  Ist Pol n

 die boolesche Komplexit	t der Multiplikation von Po




  C  n

 log n n Mult n
worin Mult n  mult logn ist Die Tiefe des Netzes betr	gt O log n

Aus diesem Satz und der schnellen Multiplikation von Schnhage und Stras
sen ergibt sich das
Korollar  Die Multiplikation von Polynomen des Grades  n und mit
hchstens nstelligen Dualzahlen als Koezienten l	
t sich durch ein boole
sches Netz der Gr
e O n

log n log lg n mit Tiefe O log n realisieren
Satz 	 Das hier angegebene Verfahren zur Multiplikation Nstelliger Dual
zahlen l	





Das Verfahren erscheint praktikabel fr die Multiplikation stelliger
Dualzahlen auf Computern indem man die angegebenen Transformationen
G G
 
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