Abstract Let La(z) = a 1 z 1 + a 2 z 2 + · · · + a N z N be a linear form in N complex variables z 1 , z 2 , . . . , z N with non-zero coefficients. We establish several estimates for the logarithmic Mahler measure of La. In general, we show that the logarithmic Mahler measure of La(z) and the logarithm of the norm of a differ by a bounded amount that is independent of N . We prove a further estimate which is useful for making an approximate numerical evaluation of the logarithmic Mahler measure.
Introduction
Let P (z) = P (z 1 , z 2 , . . . , z N ) in C[z N ] be a Laurent polynomial in N complex variables and let it not be identically zero. It can be shown by induction on N (as in [7] ) that the function z → log |P (z)| is integrable on the N -dimensional torus T N ⊆ C N with respect to Haar measure. Alternatively, the function θ → log |P (e(θ 1 ), e(θ 2 ), . . . , e(θ N ))|, where e(θ) = e 2πiθ , is integrable on the group (R/Z) N with respect to Haar measure. Then the value of the integral m(P ) = (R/Z) N log |P (e(θ 1 ), e(θ 2 ), . . . , e(θ N ))| dθ defines the logarithmic Mahler measure of P . Here we will be interested in estimating the value of m(P ) in the special case where P is a linear form. In a few cases there are explicit formulae for m(P ) which involve special values of certain L-series. For example, Smyth (see the appendix to [4] ) has shown that (R/Z) 3 log |e(θ 1 ) + e(θ 2 ) + e(θ 3 
L (2, χ) , (1.1) and (R/Z) 4 log |e(θ 1 ) + e(θ 2 ) + e(θ 3 ) + e(θ 4 )| dθ = 7 2π 2 ζ(3), (1.2) where χ is the non-principal Dirichlet character to the modulus 3, L(s, χ) is the corresponding Dirichlet L-function, and ζ(s) is the Riemann zeta-function. Further examples and conjectures have been given in [1] , [5] , [3] , [6] and [9] . Explicit formulae similar to (1.1) and (1.2) are not known when N is large. However, Smyth [10] and Myerson and Smyth [8] have established the estimate and |a| ∞ = max{|a 1 |, |a 2 |, . . . , |a N |}.
We are able to significantly improve the inequality on the left-hand side of (1.5). where γ is Euler's constant.
It is clear that
In view of the bound (1.6) it would be of interest to determine the non-decreasing sequence of numbers
It is trivial that δ 1 = 0 and it is easy to show that δ 2 = 1 2 log 2. As far as we know, the value of δ N is not known for 3 N . Theorem 1.1 asserts that ∆ 
In the special case a 1 = a 2 = · · · = a N = 1 the estimate (1.8) clearly implies that
which slightly sharpens (1.3). We conjecture that the error term on the right-hand side of (1.9) can be replaced by an asymptotic expansion that we determine in (4.21). Theorem 1.2 allows us to obtain essentially the same estimate for more general classes of linear forms. As an example, let p(z) be a non-zero polynomial in C [z] . Then for all sufficiently large integers N we find that
where the constant implied by O p depends on p. Now suppose that b 0 , b 1 , . . . , b N are complex numbers with b 0 = 0. From Jensen's formula we find that
where log + x = max{0, log x} for positive real x. Thus, for the purpose of estimating the Mahler measure of a linear form, it suffices to consider integrals of the form
We now state a result which can be used to obtain good numerical approximations to (1.12) . In doing so we make use of the vector space norm
Let 0 < α 1 < α 2 < · · · be the consecutive positive zeros of the Bessel function J 0 (z). If a is a non-zero vector in C N and l is a positive integer, we define 
To obtain a good numerical approximation to m(L a ) we require an estimate for the tail of the infinite series on the right-hand side of (1.14).
Corollary 1.4. Let 3 N and let
denote the geometric mean of the numbers q n = |a n | |a|
L the tail of the series on the right-hand side of (1.14) satisfies the inequality
As an application of Corollary 1.4, let K N (z) denote the linear form
Then for 5 N 20 we find the following numerical approximations to the logarithmic Mahler measure m(K N ): 
Preliminary lemmas
denote the corresponding Laguerre polynomial, and write
for the associated Laguerre function. Let s = σ + it denote a complex variable.
Lemma 2.1. In the half-plane {s ∈ C :
Proof . From the Rodrigues formula we get
where
Then the identity (2.2) follows after integrating by parts m times.
Corollary 2.2. For each integer
where γ is Euler's constant.
Proof . This follows by differentiating both sides of (2.2), setting s = 0, and using
, where the coefficients a m are determined by
Thus we have
Proof . Let 0 < α 1 < α 2 < · · · denote the positive real zeros of the Bessel function J 0 (z), so that
uniformly on compact subsets of C. Then define
The numbers β m are rational, 
We note for later use that
Let x be a vector in R N , and assume that |x| ∞ 1. Using (2.7) we obtain the identity
where we have written
This verifies the lower bound on the left-hand side of (2.5). To establish the upper bound we use (2.8). We find that
and then
The inequality on the right-hand side of (2.5) follows from (2.10), (2.11) and (2.12).
Sums of random vectors
Let X 1 , X 2 , . . . , X N be independent random vectors uniformly distributed on the unit circle in R 2 . Then let Y be the random vector
where r 1 , r 2 , . . . , r N are positive real numbers. The random vector Y induces a probability measure µ Y on the Borel subsets of R 2 . For 2 N this measure is absolutely continuous with respect to Haar measure on the additive group of R 2 . We assume that 3 N and write f r (x) for the associated probability density function. Thus we have
for all Borel subsets B ⊆ R 2 . It is clear that the function x → f r (x) is radial and it will be convenient to definef r : [0, ∞) → [0, ∞) byf r (|x|) = f r (x). We note that f r is supported on the closed disc of radius |r| 1 andf r is supported on the interval [0, |r| 1 ]. We also define the function F r :
and the probability distribution functionF r :
Let µ X be the probability measure induced by a random vector X uniformly distributed on the unit circle. Then the Fourier transform of µ X iŝ
It follows that the Fourier transform of the measure µ Y and the associated density function f r (x) is given bŷ
Proof . We use the well-known inequality [12, Theorem 7.31.2]
which holds for all real x. Then from (3.4) and Plancherel's identity we get
As f r (x) is a radial function on R 2 , its transformf r (t) is also radial and is given by [11, Chapter IV, Theorem 3.3]
For our purposes it is useful to observe that for all complex z the function
is bounded and compactly supported on [0, ∞). Hence the integral
is defined for all complex z. Then it follows, using Morera's Theorem, that (3.7) defines an entire function of z.
Lemma 3.2. The identity
holds for all complex z.
Proof . Both sides of (3.8) define entire functions. Using (3.4) and (3.6) we see that these functions are equal on the positive real axis. Hence they are equal on C.
For all complex z the function
is also compactly supported on [0, ∞). In a similar manner we find that
defines an entire function of z.
Lemma 3.3. The identity
Proof . By differentiating both sides of (3.8) we obtain the identity
Next we use the identity on the right-hand side of (3.3) and find that
at almost all points u in [0, ∞). Hence we have
The result now follows by combining (3.10) and (3.11).
Identities for Mahler's measure
Let θ denote a point in the group (R/Z) N with Haar measure normalized so that (R/Z) N has measure 1. If we identify C and R 2 , the coordinate functions θ → e(θ n ) provide an example of N independent random vectors uniformly distributed on the unit circle. Then it follows in a standard manner from (3.1) that
for all continuous functions T : [0, ∞) → C. Now let s = σ + it be a complex variable. As an application of (4.1), in the half-plane {s ∈ C : 0 < Re(s)} we define
2)
It will be convenient to set
Then (4.2) can be written as
If 3 N , then from Lemma 3.1 we have
As ϕ r (u) is compactly supported, it follows that (4.3) provides an analytic continuation of Λ r (s) into the half-plane {s ∈ C : − 
We note that c 0 (r) = 1, and 
Theorem 4.1. If 3 N , then
Proof . From (4.3) we get
If − 1 2 < δ Re(s), then, using Cauchy's inequality, we obtain the estimate
Now, Lemma 2.1, (4.4) and the estimate (4.8) show that
uniformly on {s : δ Re(s)}. This verifies (4.6). Because the series on the right-hand side of (4.6) converges uniformly in a neighbourhood of s = 0, we can differentiate it term by term. This leads to the identity
Finally, we set s = 0 in (4.9) and appeal to Corollary 2.2. In this way we establish the identity (4.7).
Instead of proving (4.6) first, we can argue more directly to establish (4.7) as follows. From (4.3) we get and h r (u) = ϕ r (u)e u/2 , so that the integral on the right-hand side of (4.10) can be viewed as an inner product
We have already determined the coefficients in the expansion of both g and h r with respect to the complete orthonormal system of Laguerre functions. The coefficients g, L m were determined in (2.3), and h r , L m = c m (r). Hence we get
as an application of Parseval's formula. There is an alternative representation for the series on the right-hand side of (4.7) that can be derived from a generating function for the sequence m → c m (r).
Theorem 4.2. If 3 N , then
Proof . Using (3.4) and the fact that f r has compact support, we have
Then we also get
and therefore
We write |t| = u in (4.16) and conclude that
Term-by-term integration on the right-hand side of (4.17) is justified because
Then the result of term-by-term integration on the right-hand side of (4.17) is
The identity (4.13) follows now from (4.17) and (4.18).
The identity (4.15) provides an interesting representation for c m (r) in the special case r = 1 N , where 1 N is the vector in R N having 1 in each coordinate. We find that
If we expand the right-hand side of (4.19) and equate coefficients, we obtain the identity
For example, we find that
This leads formally to
and we conjecture that (4.21) is in fact an asymptotic expansion (numerically, summing the series until the terms stop decreasing does seem to give the correct value up to roughly N decimal places).
An elementary inequality
Lemma 5.1. Let x be a vector in R N and let y be a real number such that 0 < y |x| ∞ . Assume that the coordinates of x are non-decreasing,
and set x 0 = 0. Let M be the unique integer that satisfies 0 M N − 1 and
Proof . Set R 0 = 0 and
We find that
1, for m = 1, 2, . . . , N − 1,
and for each m = 1, 2, . . . , N − 1 we have
In a similar manner, if 0 < y x 1 , we find that 4) and if x m < y x m+1 , where m = 1, 2, . . . , N − 1, then
Now let M be as in the statement of the lemma. Then we have
This proves the lemma.
We note that there is equality in the inequality (5.6) whenever 0 < y x 1 . In particular, there is equality in (5.6) in the case where
Proof of Theorem 1.2
The value of the Mahler measure m(L a ) is unchanged if we replace the coefficients a n with |a n | = r n for each n = 1, 2, . . . , N. Then by Theorem 4.2 it suffices to bound the integral
which appears on the right-hand side of (4.13). As the value of this integral is a homogeneous function of r with degree zero, we may assume without loss of generality that |r| = 1. We also write R = |r|
In order to estimate I 1 we appeal to (2.5). We conclude that
The integral I 2 is trivial to estimate:
In order to estimate I 3 we use the inequality (3.5). Then we get
We may assume without loss of generality that 0 < r 1 r 2 · · · r N . Then we apply the inequality (5.1) with M the unique integer satisfying 0 M N − 1 and
Alternatively, we apply (5.1) with
We note that the cardinality of the set on the right-hand side of (6.5) is at least 1. Thus the estimates (5.1) and (6.4) imply that
If we combine (6.2), (6.3) and (6.6), we find that
The expression on the right-hand side of (6.7) can be simplified. Observe that
and therefore |r|
Thus (6.7) implies that
The inequality (1.8) follows now from (4.13), (6.7) and (6.8).
Proof of Theorem 1.3
We apply (4.1) with T (x) = log + x and find that
As before let 0 < α 1 < α 2 < · · · denote the consecutive positive zeros of the Bessel function J 0 (z). We recall the basic identity [13, Chapter 18, § 1]
Write |a n | = r n and R = |a| 1 = |r| 1 . Then define functions 
From (7.2) we conclude that the functions {Ψ
1 (u), Ψ 2 (u), . . . } form an orthonormal sys- tem in L 2 {[0, R]},
It follows that
3) and using Lemma 3.3 we find that
It now follows using (7.3), (7.4) and Parseval's identity that We get (1.14) in the statement of Theorem 1.3 by combining (7.1) and (7.5).
In the special case r 1 = r 2 = · · · = r N , the Fourier-Bessel expansion arising from (7.4) was first obtained by Bennett [2] . The general case considered here is also recorded in [2] . However, [2, Eqn (12) ] contains a non-trivial typographical error.
Proof of Corollary 1.4
For 0 < u we define 
It follows that

