Abstract| The association of statistical models and multiresolution data analysis in a consistent and tractable mathematical framework remains an intricate theoretical and practical issue. Several consistent approaches have been proposed recently to combine Markov Random Field (MRF) models and multiresolution algorithms in image analysis: renormalization group, subsampling of stochastic processes, MRF's de ned on trees or pyramids, etc. For the simulation or a practical use of these models in statistical estimation, an important issue is the preservation of the local Markovian property of the representation at the di erent resolution levels. It is shown in this paper that this key problem may be studied by considering the restriction of a Markov random eld (de ned on some simple nite nondirected graph) to a part of its original site set. Several general properties of the restricted eld are derived. The general form of the distribution of the restriction is given. \Locality" of the eld is studied by exhibiting a neighborhood structure with respect to which the restricted eld is a MRF. Su cient conditions for the new neighborhood structure to be \minimal" are derived. Several consequences of these general results related to various \multiresolution" MRF-based modeling approaches in image analysis are presented.
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Abstract| The association of statistical models and multiresolution data analysis in a consistent and tractable mathematical framework remains an intricate theoretical and practical issue. Several consistent approaches have been proposed recently to combine Markov Random Field (MRF) models and multiresolution algorithms in image analysis: renormalization group, subsampling of stochastic processes, MRF's de ned on trees or pyramids, etc. For the simulation or a practical use of these models in statistical estimation, an important issue is the preservation of the local Markovian property of the representation at the di erent resolution levels. It is shown in this paper that this key problem may be studied by considering the restriction of a Markov random eld (de ned on some simple nite nondirected graph) to a part of its original site set. Several general properties of the restricted eld are derived. The general form of the distribution of the restriction is given. \Locality" of the eld is studied by exhibiting a neighborhood structure with respect to which the restricted eld is a MRF. Su cient conditions for the new neighborhood structure to be \minimal" are derived. Several consequences of these general results related to various \multiresolution" MRF-based modeling approaches in image analysis are presented. 33] . The mathematical framework is a statistical one: entities of interest in a given task are described by statistical models (Markov random elds) and Bayesian estimation theory is used to extract the relevant information from the observed images. By de ning comprehensive global statistical models, the MRF theory leads to signi cant improvement over local methods. Markov random elds de ne an e cient and powerful framework for specifying nonlinear interactions between features of the same nature or of a di erent one. They help to combine and organize spatial and temporal information by introducing strong generic knowledge about the features to be estimated. When they are associated with the Maximum A Posteriori (MAP) criterion, they lead to the minimization of a global energy function which may exhibit local minima 14]. This minimization is generally performed using deterministic 5] or stochastic 14] relaxation algorithms. Stochastic algorithms may be drastically time consuming while deterministic schemes often get \stuck" in local minima of the energy function. Besides, it is known that multigrid methods can improve signi cantly the convergence rate of iterative relaxation schemes 40] . They are useful when the energy to be minimized presents many local minima. It has indeed been conjectured that multiresolution analysis may, to a certain extent, smooth the energy landscape. Deterministic relaxation schemes can then be used at coarse scales to get a good initial guess, which may be re ned over increasing resolution.
The combination of Markovian models and multigrid methods in a consistent and tractable mathematical framework is an intricate theoretical and practical issue. The rst approaches proposed in the literature were essentially based on heuristic associations of MRF models with multiresolution decompositions of the images to process. Gaussian pyramids, wavelet decompositions have for instance been used, but generally the same model was considered at each resolution (same parameters, same neighborhood structure and same potential functions) 2], 24]. Yet, in multigrid implementations of statistical models such as MRF's, the key problem remains the derivation of the model parameters at di erent scales. When global mathematical consistency is not guaranteed, the parameters and the neighborhood structure associated with the model can only be adjusted over scale in an ad-hoc way. Gidas 16] has described a consistent mathematical framework for multiscale Markov modeling, based on the renormalization group approach. Unfortunately, this standard technique of statistical physics leads in general to hardly tractable computational schemes (apart from particular models and scale transformations 16]) because of the loss of locality of the model at the coarse scales. In 26], Lakshmanan has shown that simple resolution transformations such as subsampling or block averaging also result in a loss of locality for Gaussian MRF models. Jeng 21] has studied the loss of locality in a periodic subsampling of MRF models with innite support. See 17] for a comprehensive overview of hierarchical MRF-based approaches to image modeling.
For a practical use of these di erent models, an important issue is the preservation of the local Markovian property of the model at the di erent resolution levels. It is shown here that this key problem may be studied by considering the restriction of a Markov random eld to a part of its original site set. We consider MRF's with either discrete or continuous state spaces, de ned on simple nite nondirected graphs. The general form of the distribution of the restriction is given. A neighborhood structure with respect to which the restricted eld is a MRF is exhibited and sufcient conditions for this structure to be \minimal" are derived. These general results may be applied to the di erent multiresolution approaches previously mentioned. Several special cases related to various multiresolution MRF-based image analysis approaches are studied.
This study generalizes and uni es in some sense the works of Jeng 21] and Lakshmanan 26] , both devoted to the subsampling of MRF's. Lakshmanan 26] studies the subsampling of Gauss-Markov random elds. The mathematical framework described here applies to general classes of nonlinear MRF's and handles several other approaches to multiresolution MRF modeling. In 21], Jeng considers the periodic subsampling of MRF's de ned on in nite lattices. MRF's de ned on in nite lattices raise several dicult theoretical issues as far as their de nition is concerned. One has to introduce the concept of Gibbs speci cation associated with an interaction potential 15]. The existence and uniqueness of a Gibbs distribution, associated with a Gibbs speci cation is an intricate problem which cannot be solved with the standard mathematical tools used in 21]. In this paper we focus on nite support MRF models de ned on arbitrary graphs which are the models usually considered for modeling images. The conditions given here for the preservation of locality in the particular case of subsampling are thus not equivalent to the conditions given by Jeng in 21].
The paper is organized as follows. In Section II, we brie y introduce the terminology and notations related to graphs and random elds used in the paper. Markov random elds are de ned in association with simple nite nondirected graphs. The general properties of the restriction of a Markov random eld to a part of its original site set are described in Section III. The markovianity of the resulting random eld is studied and the distribution of the restricted eld is derived. General conditions for preservation of the locality of the eld are given for nite-support MRF's. Section IV is devoted to various consequences of this general framework in special cases related to statistical multiresolution image modeling. The rst consequence concerns the subsampling of MRF's. The general properties of several subsampling schemes are examined. It is shown that most standard subsampling schemes lead 1 A clique is a subset c of S containing only one site or such that any two sites of c are neighboring. The set of all cliques of G will be denoted by C.
The subgraph generated by a subset A of S is the graph G A whose site set is A, and whose edges are those of G with their two endpoints in A. Its (1) Among these di erent neighborhood systems, the most often used are the rst and second order neighborhoods (with respect to the Euclidean distance). In the twodimensional case, they are also called 4-neighborhood or 8-neighborhood systems, since they associate 4 or 8 neighbors to any site which is not located on the border of the lattice.
B. Markov Random Fields
Given a nite site set S, we will consider collections fx s ; s 2 Sg of variables indexed by elements of S and belonging to the discrete or continuous state space con gurations, and a probability measure on T de nes a random eld:
De nition 2: Let S be a nite site set and ( ; E; ) be a state space. One calls random eld with site set S and with state space any triple X = ( ; T ; P) such that ( ; T ) = ( ; E) S , and P is a probability measure on the productalgebra T .
Restriction to a site subset: Let A be a nonempty subset of S. Consider the canonical surjective mapping from into ( A ; T A ) 4 = ( ; E) A , denoted by f A and which associates with any con guration x = fx s ; s 2 Sg in its restriction x A 4 = fx s ; s 2 Ag. The (marginal) probability measure generated on T A by the mapping f A de nes a random eld X A = ( A ; T A ; P A ) with site set A and with state space . 5 This eld will be called restriction of random eld X to subset A. A standard example of restriction is the subsampling of a random eld. This case will be considered thoroughly in the following sections. A con guration x 2 will be sometimes denoted by (x A ; x A ) in order to distinguish the \components" corresponding to the sites of A from the others. Finally, for any T 2 T , T A will denote its image under f A : T A = fx A ; x 2 Tg.
De nition 3: Let G be a neighborhood system on S. X is Markovian with respect to G (or Markovian on the graph G = S; G]), if and only if PrfX s 2 T s jX r = x r ; r 2 S ? fsgg = PrfX s 2 T s jX r = x r ; r 2 G s g (2) for any site s of S, and for any couple (T s ; x) in E .
An intuitive interpretation of the Markovian property (2) is that information on s provided by S ?fsg is the same as the contextual information provided by the neighbors of s 14], 9]. Markov random elds de ne global statistical interactions through the combination of \local" interactions.
Let us however point out that, according to the previous de nition, any random eld de ned on S is Markovian with respect to the neighborhood system G s = S ?fsg; 8 s 2 S; which corresponds to the complete graph on S. But, as far as practical applications of these models are concerned, \locality" (i.e., a small degree for the graph) is required for an e cient implementation of these models. The stochastic or deterministic relaxation algorithms generally used in the simulation of these models, may indeed be decomposed in elementary computations only involving a site and its neighbors. The updating of a site thus remains local if a small degree is maintained for the graph. These models are also well-suited to massively parallel implementations provided that the neighborhood structure remains simple and local 32] (the e ciency of parallel schemes decreases rapidly when the chromatic number of the graph becomes large 1]). In the case of a complete graph structure, the computation burden usually becomes prohibitive. V c (x) S (dx) < + 1 (3) ii) 8 T 2 T ;
where S is the product measure generated by on E S .
Z is a normalization constant called the partition function. For the simulation or a practical use of these models in statistical estimation, an important issue is the preservation of a local Markovian property of the representation at the di erent resolution levels. It is shown in the next section that this key problem may be studied by considering the restriction of a Markov random eld de ned on a simple nite nondirected graph to a part of its original site set. Several general properties of the restricted eld are derived. The general form of the distribution of the restriction is given. The local Markovian properties of the eld are studied by exhibiting a neighborhood structure with respect to which the restricted eld is a MRF. Su cient conditions for the new neighborhood structure to be \minimal" are derived.
A. Minimal Graph and Irreducible Potential Functions
The markovianity of random eld X with respect to a neighborhood system G on S does not necessary account for the \real" dependencies between the variables of the eld: as a matter of fact, according to de nition 3, X will obviously be Markovian with respect to any neighborhood system G 0 such that G s G 0 s ; 8s 2 S. In order to have a better characterization of the \locality" of a random eld, and following Besag 4], we will consider the \smallest" neighborhood system with respect to which the random eld X is Markovian:
Proposition 1: If for any site s, G s stands for the set of sites t 6 = s such that the function PrfX s 2 T s jX r = x r ; r 2 S ? fsgg de ned on E S?fsg depends on x t 7 , then the collection G = fG s ; s 2 Sg is a neighborhood system on S with respect to which X is Markovian. This neighborhood system will be called the minimal neighborhood system of eld X. We will also say that X is Markovian on the minimal graph G = S; G]. The simple proof of this proposition is given in 38]. The minimal graph of a Markov random eld is useful to capture its \local" character: if the degree of this minimal graph is small with respect to the total number of sites, it means that the random eld is highly \local"; on the other hand, if the minimal graph is complete, the random eld is not \local" and its simulation may become intractable.
The \minimality" property, like the Markovian property may be expressed using the potential functions of the Gibbs distribution of the eld. To this end we will consider func- 
Using irreducible functions, it is possible to express the minimality of a neighborhood system for a given Markov random eld: is not independent of x t . This implies that the potentials associated with cliques containing fs; tg cannot be all zero simultaneously: there exists c 2 C such that fs; tg 2 c and V c 6 = 0.
B. Properties of the Restricted Field
Let X = ( ; T ; P) be a Markov random eld on a nite connected minimal graph G = S; G], associated with the irreducible interaction V = fV c ; c 2 Cg, i.e., a collection of zero or irreducible potential functions verifying 8fs; tg 2 C; 9c 2 C : fs; tg c and V c 6 = 0 : (6) Let A be a nonempty subset of S, A 6 = S. We are interested in the statistical properties of the restricted eld X A = ( A ; T A ; P A ). A graph structure on A with respect to which this random eld is Markovian will rst be exhibited. Then, su cient conditions for this graph to be the minimal graph of X A will be given. 
Using this decomposition, the marginal probability mea- 
Let us now introduce the graphG A = A;G] in which two di erent sites s and t of A are neighbors if and only if they are neighbors in G (i.e., t 2 G s ), or they belong to the neighborhood of a same connected component of A (i.e., 9i 2 I : fs; tg G Ai ), that is to say, there exists a chain joining s and t and whose all sites, excepted its endpoints s and t, belong to A (Fig. 1) In this case the restricted random eld X A is not local. We can apply this corollary to a widespread situation in the framework of multiresolution image modeling with Markovian models: G being a bidimensional regular lattice associated with a 4-neighborhood system, the decimation by a factor of two in each direction Fig. 2(a) ] discards a connected set whose neighborhood is A (it is still true in dimension d 2). Such a subsampling turns a Markov random eld on G into a nonlocal random eld assuming (H1) and (H2).
IV. Consequences on Special Cases
In this section, we present various consequences of the general framework developed in Section III within special cases related to multiresolution statistical image modeling. The rst consequence concerns the subsampling of MRF's. The general properties of several subsampling schemes are examined. It is shown that most standard subsampling schemes lead to a loss of locality. Examples of subsampling schemes which preserve a local Markov property are also presented. The statistical properties of MRF models de ned on trees 3], 6], 28], or other pyramidal graph structures 6], 22], 28], are studied. The restriction, at a given scale, of a model de ned on such a hierarchical structure show long-range interactions over the whole eld and, as a consequence, may not be speci ed locally. The general properties of the renormalization group approach are also examined. It is shown that the usual scale transforms used in this approach yield a loss of locality for the random elds induced at the coarse resolution levels.
A. Coloring and Subsampling
The coloring of G = S; G] is the assignment of a color to each site such that two neighboring sites are not of the same color, i.e., it is a partition of S in p subsets C 1 ; : : : ; C p , that we will call monochromatic components, such that: 8k 2 f1; : : : ; pg; 8fs; tg C k ; s 6 2 G t . In other words, the connected components of any C k are singletons. 
To illustrate this kind of restriction, let us consider the coloring with four colors of a regular bidimensional lattice associated with an 8-neighborhood system (d G = 8). Given a Markov random eld on such a graph, its restriction to the complement of one of the four monochromatic components is a Markov random eld on a graph of degree less or equal to 56.G A is in fact a nonregular graph of degree 20 Fig. 3(a) ].
Let us return to the general case. If, in addition, the graph G is only colored with two colors, then A is the second monochromatic component: given some site s of A, its Proof: Since A is a monochromatic component, the neighborhood of any site of A belongs to A and due to the assumption of connectedness of all neighborhoods, A is connected. As a matter of fact, for any two sites s and t of A, since G is connected, there exists a chain L = (fs 1 = s; s 2 g; fs 2 ; s 3 g; : : : ; fs q?1 ; s q = tg) joining s and t. Let us assume that some s j (1 < j < q) belongs to A. Since s j?1 and s j+1 belong to the neighborhood of s j which is a connected subset, there exists a chain l included in G sj and joining s j?1 and s j+1 . Since G sj is included in A, l is also included in A. Therefore the new chain L 0 obtained by replacing (fs j?1 ; s j g; fs j ; s j+1 g) by l in L, joins s and t, and has one site less than L in A.
By iterating this process, we construct a chain included in A and whose endpoints are s and t: A is a connected site subset. We can then apply Corollary 1: assuming (H1) and The standard decimation by a factor of two in each direction of a regular bidimensional lattice with the 8-neighborhood system Fig. 3(b) ] corresponds to this case: it generally transforms a Markov random eld on this graph into a eld which is no more local.
B. Restrictions on Trees and Pyramidal Graphs
Trees and \pyramidal graphs" provide a useful hierarchical structure for representing stochastic processes. A tree is a connected graph without cycles. One can show that a graph is a tree if and only if there exists one and only one chain between any two vertices. Some reference site (the root) being chosen, trees naturally support a simple hierarchical structure by associating to each site s the length, denoted l(s), of the chain joining it to the root. The father of s is its unique neighbor t such that l(t) = l(s)?1.
The remaining neighbors, called its children, are at \dis-tance" l(s) + 1 to the root. The very simple pyramidal graph that is the most widely used in image analysis, is the quad-tree. It is a tree in which each site (apart from those of the last \level") has 4 children Fig. 4(a) ]. More sophisticated pyramidal graphs have been de ned by adding in a special way extra edges to a tree. Level k of a tree being the subset S k 4 = fs 2 S : l(s) = kg, all sites of a given level are mutually non neighoring. Then, the extra connections may concern pairs of sites of the same level. For example, each level may be turned into a connected subgraph 22] see, for example, Fig. 4(b) ]. The extra edges may also be added between consecutive levels, increasing for each site the number of children, and the number of fathers as well 6] see, for example, Fig. 4(c) ]. In any case, the new graph If (H1) and (H2) are veri ed, according to Corollary 1, the restricted eld X A has the complete graph on the level k as minimal graph: for this eld, all sites at level k become neighbors. Fig. 4 gives an illustration of this phenomenon of neighborhood through upper levels, in the restriction to the deepest level of a pyramidal graph.
Thus, when handling a \global" Markovian model dened on a tree-based hierarchical structure, the simulation of the restriction of the original eld at a given level is generally not tractable. 39] for examples of applications to image analysis problems). The case of (deterministic) decimations falls into the scope of Section IV-A. We here consider stochastic transformations.
Let X = ( ; T ; P) be a MRF on the minimal graph G = S; G] with irreducible interaction V = fV c ; c 2 Cg. Let S 0 be another site set and ( 0 ; E 0 ; 0 ) be another state space. With each site s 2 S 0 a (\small") nonempty subset D(s) of S is associated. For any site t 2 S, we will denote by D ?1 t the subset fs 2 S 0 jt 2 D(s)g of S 0 (Fig. 5) .
Consider a random eld Y = ( 0 ; T 0 ; P 0 ) with site set S 0 , with state space 0 , conditionally de ned as Let X = (X; Y ) be the random eld with site set S 4 = S S 0 , whose restriction to S is the random eld X, and whose restriction to S 0 is the random eld Y . Its probability measure P comes from Bayes' rule and (18) 
The collection V 4 = fV c ; c 2 C g constitutes an interaction on . If, (i) for any A s;k belonging to C, the T A s;kmeasurable function (x; y) 7 ! V s;k (x; y) + V c (x)] is irreducible or zero, and (ii) 8 fs; tg 2 C ; 9c 2 C : fs; tg c and V c 6 = 0, then V is an irreducible interaction and X is a MRF on the minimal graph G , according to distribution (19) . Random eld Y is the restriction of X to S 0 . G being connected, S is a connected subset of G and each site of S 0 has at least one neighbor in S: G S = S 0 . Therefore, one can apply Corollary 1: if X ful lls conditions (H1) and (H2), then its restriction Y to S 0 has the complete graph on S 0 as minimal graph. (25) More generally, we have shown that stochastic transformations of form (16) yield in general a loss of locality (i.e., the interactions between the variables may not be described locally). In particular, this is the case for the stochastic coarsening transformations usually used in the renormalization group approach.
V. Conclusion
A key problem that arises in many recent approaches to multiresolution MRF modeling (renormalization group approach, subsampling of stochastic processes, MRF's dened on trees or pyramids, ...) is the loss of \locality" of the representation at the di erent resolution levels, i.e., the impossibility to specify the distribution of the model at di erent scales using local potential functions. This loss of locality has adverse consequences on the complexity of the algorithms used in the simulation of these models.
In this paper, it has been shown that this problem may be studied (in a uni ed framework) by considering the restriction of a Markov random eld (de ned on a nite arbitrary nondirected graph) to a part of its original site set. General conditions for a preservation of the local specication of the restricted eld have been given for nitesupport MRF's. The consequences of these general results on the recently proposed approaches to multiresolution MRF modeling have been studied. The rst consequence concerns the subsampling of MRF's. The general properties of several subsampling schemes have been examined. It has been shown that most standard subsampling schemes lead to a loss of locality. Examples of subsampling schemes that preserve a local Markovian property have been presented. The statistical properties of MRF models de ned on trees or other pyramidal graph structures have also been studied. The restriction, at a given scale, of a MRF de ned on such a hierarchical structure show long-range interactions over the whole eld and, as a consequence, may not be speci ed locally. The general properties of the renormalization group approach have also been examined. It has been shown that the usual scale transforms used in this method yield a loss of locality for the coarse scale models.
A tight control of the situations in which the Markovian property is preserved should allow the de nition of consistent and tractable \multiresolution" relaxation algorithms associated with speci c classes of eld restrictions. A systematic recording of these \good" situations (with respect to the original neighborhood structure) would be a pro table extension of this work. These general restriction schemes could in turn be applied to the simulation of particular models (using relaxation algorithms or MonteCarlo techniques 14]) or to the computation of Bayesian estimates in MRF-based statistical estimation.
