In a recent paper, Jain et a1 [2] probabilistically establish the equivalence of two given Boolean functions. They assign randomly selected integers to input variables and compute integer-valued transform functions. If the evaluations give the same value, the Boolean functions are shown to be identical with some probability of error. The error probability is reduced as the domain from which the integers are obtained is enlarged. Also, for a fixed domain, the probability of error can be reduced by taking multiple samples for inputs. In this paper, we assign randomly selected real numbers to input variables and show that when the characteristic polynomials of two Boolean functions give the same value, then the functions are identical with probability 1 . It can be shown that when the inputs are sampled from the real domain [0, 1] , and are interpreted as probabilities of logic 1, then the corresponding value of the characteristic polynomial gives the probability of output logic 1 for the Boolean function.
CHARACTERISTIC POLYNOMIALS
Consider Boolean functions of n variables x = ( X I , ... , x,). Boolean functionsf and g are identical cf g) if and only if for all? E (0, 1 ) "f@) = g ( 3 . In the sum of products (SOP) representation of the function, we replace each Boolean variable x, by a real variable X , , Xi by 1 -X , , AND operation by product, and OR by summation, and thus obtain a real valued polynomial of n variables. For a Boolean function fp = f ( x l , ... , x,,), the corresponding polynomial F ( X ) = F ( X I , ... , X , ) is unique and we call it the characteristic polynomial of the Boolean function. If g = f then the two Boolean functions f and g have the same truth table, same SOP form, and hence the same characteristic polynomial. We denote this transformation from a Boolean function f to its characteris-
In general, for any finite field, there is a unique embedding of Boolean functions into a polynomial ring over the field such that they have the same value when all variables take values 0 or 1. A special case follows. In general, evaluation of F is hard. We propose a greedy method for evaluation of the characteristic polynomials without explicitly constructing them. Given a 
where fx,=l (3 is obtained f r o m f o by assigning x i = 1 andf,, =o (3 by assigning x 1 = 0. The characteristic polynomial is:
where F l is the characteristic polynomial off,, = (3 and F o is the characteristic polynomial off,, =o (3. For a con-
F ( X * ) = X ; -F , (X2*;-,Xn+)+( 1 -x;).Fo(X2*;-,Xn+) (3)
Using (l), (2) and (3), the evaluation of the characteristic polynomial F off is reduced to the evaluations of the characteristic polynomials off,, = andf,, =o. We then evaluate the two polynomials of n -1 variables, and continue recursively until we have one variable left. It is often necessary to deal with logic networks described as interconnection of Boolean gates. The Shannon expansion method, discussed here, can be applied to such networks also. A good heuristic is to expand with respect to the variables that fanout and then reconverge. Also, in large circuits, partitioning may be necessary. Partitioning into supergates, as applied to signal probability calculation, is applicable to the 
T ( g ) ( X ) then definitely the two polynomials are different and c<nsequently f # g. However, if z ( f ) ( X ) = z ( g ) ( X * ) then the two polynomials (and hence the two given Boolean functions) may or may not be identical. We will show that it is "very likely" that they are identical if we sample uniformly at random. This Corollary has an interesting implication. We want to determine whether two Boolean functions f and g are identical. Suppose that we can sample uniformly at random (according to the Lebesgue measure) in D and obtain x'. E D. We compute z(f)(Xf*) and z(g)(?). If they are different then definitely f # g. Otherwise, we claim that they are identical. The only case our claim is incorrect is that when f it g and the sample X is in the algebraic variety of Z( f ) -z(g), which is of measure zero. Therefore, the probability that we make an incorrect claim is zero. Figure 1 gives a verification algorithm.
Proposition 3. The probability that the algorithm of Fig. 1 returns an incorrect answer is zero.
For an easy implementation, we can take an ncylinder for D: -W < a i < b, < +w, i = 1, ... , n, or a unit n-cube where ai = 0 and b , = 1. To sample uniformly at random from an n-cylinder, we can just sample uniformly at random from each interval [ a i , b i ] indepen--+* dently for Xz*, i = 1, ... , n, and obtain a sample X . Although we have not checked all cases, it is unlikely that any two or more of the 2* Boolean functions of three variables will have the same value for the characteristic polynomial at this point. For inputs from the integer set [O,l] , the functions f and g will appear identical with probability 518 = 0.625. For the increased range [ -1,0,1], the error probability becomes 10/27 = 0.370.
CONCLUSION
The strength of the present proposal stems from the fact that in the real number domain, we take just one sample to gain high confidence. This is because, any finite domain contains infinitely many real numbers. This is not true with the integer domain where a finite domain will only have a countably finite number of integers. On the negative side, the evaluation of a real-valued function is sensitive to round-off errors. Such considerations, though not included here, are to be addressed in the future research. Other aspects of the characteristic polynomial, not discussed here, are its probability interpretation and application to logic testing.
