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Level set method is a boundary tracking method that uses an implicit 
function to define the boundary location. By using the implicit function to 
define the structural boundary the level set method can be used for topology 
optimisation. The level set method has previously been used to solve a 
range of structural optimisation problems. 
The aim of this thesis is to extend the application of the level set method to 
additional applications of structural optimisation. A robust method of 3D 
level set topology optimisation is developed and tested. The use of a hole 
insertion method was found to be advantageous, but not vital, for 3D level 
set topology optimisation.  
The level set method is used to optimise the internal structure of a proximal 
femur. Similarities between the optimal structure and real internal trabecular 
bone architecture suggest that the internal bone structure may be 
mechanically optimal. Stress constrained level set topology optimisation is 
performed in 2D. Stress shape sensitivities are derived and interpolated to 
obtain smooth boundary sensitivity, resulting in feasible stress constrained 
solution in numerical examples. A new generic objective hole insertion 
method is used to reduce dependence on the initial solution.  
A level set method for optimising the design of fibre angles in composite 
structures is also introduced. Fibre paths are implicitly defined using the 
level set function. Sensitivity analysis is used to update the level set 
function values and optimise the fibre path. The method implicitly ensures 
continuous fibre paths in the optimum solution, that could be manufactured 
using advanced fibre placement. 
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1.1 Structural Optimisation 
Maximisation of structural efficiency is a vital task in engineering design. 
An efficient structure should be able to perform its assigned task for the 
products lifetime, while using the minimum possible amount, or cost, of 
material. Excesses material increase material cost, wastes finite resources 
and increases weight. In many applications such as automotive and 
aerospace engineering, excess structural weight is a significant problem, 
increasing running cost (through fuel consumption) and reducing the 
maximum payload.  
21 
Traditionally structural optimisation has been performed manually, with 
engineers analysing and modifying designs until a satisfactory level of 
structural efficiency is achieved. This method is reliant on the experience of 
the engineers involved and refining common designs for a specific 
application, such as the rib, spar and stiffener internal structure of aircraft 
wings. However such methods may not result in the best possible structure. 
Furthermore increasing demands on resources has lead to consideration of 
more radical design solutions or advanced materials that may require 
similarly radical and currently unknown structural solutions. Hence a robust 
numerical method for finding optimal structures would be a valuable tool 
for structural design.  
Structural optimisation refers to a group of computer modeling techniques 
that can numerically determine the optimal structural for a given 
application. These methods define optimality by an objective function, e.g. 
minimization of structural compliance subject to a constraint on the volume 
of material used. 
There are three main types of structural optimisation. The first method is 
sizing optimisation, which optimises the size or thickness of a group of 
components that define a structure, (e.g.. Sved & Ginos 1968). The second 
method is shape optimisation, which alters the location of design points that 
define the shape of a structure (e.g. Woon et al 2003). The final method is 
topology optimisation, starting from a continuum of material in the entire 
design space; material is removed and added to the structure to find the 
optimal topology (Bendsøse & Sigmund 2004). As the most general form of 
structural optimisation and least dependent on the initial design topology 
optimisation has the most potential for producing radical new designs and 
obtaining a step change in structural efficiency .  
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1.2 Topology Optimisation 
Topology optimisation of continuum structures has been around since the 
1970’s, although the majority of research on the subject has been carried out 
in the last 25 years. The topology of the structure is defined by a group of 
numerical parameters, known as design variables. Most methods use the 
finite element method to analyse the structural performance and thus 
calculate the optimal change in the design variable (and hence structural 
topology) using sensitivity analysis (Bendsøse & Sigmund 2004). A typical 
design variable is the “elemental material density”, with element stiffness 
being proportional to that element density (Bendøse 1989, Rozvany 2001). 
Reducing the material density of an element to zero creates a hole in the 
structure, while increasing it to maximum defines a solid region of the 
structure. This is a simple way to present a well posed optimisation 
problem, however the physical meaning of element density is unclear so a 
result that contains many intermediate densities is difficult to interpret into a 
real structure design. The Simple Isotropic Material with Penalisation 
(SIMP) method, penalises the stiffness with respect to element density in 
order to encourage the formation of a structure with 0/1 element density 
(Bendsøse & Sigmund 2004). This method has been used successfully used 
in a wide rang of topology optimisation problems (Bendsøse & Sigmund 
2004, Deaton & Raman 2014). However despite this success there are a few 
drawbacks with element based topology optimisation methods like the 
SIMP. 
Firstly the use of element based design variables leads to “fuzzy” 
boundaries, made of jagged edges of intermediate density elements, as can 
be seen in Fig. 1-1, so the true location of the boundary is unclear, requiring 
post processing of the solution to define (Tang & Chang 2001, Hsu et al 
2001). A further problem is that artifacts of the finite element method can 
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lead to unrealistic optimal solutions, such as the checkerboard solution 
shown in Fig. 1-2 (Sigmund & Peterson 1998). Numerical filtering schemes 
or additional design constraints are required, to prevent checkerboard 
solutions (Sigmund & Peterson 1998).  
 
Fig. 1-1: Fuzzy edge solution to SIMP topology optimisation problem 
 
An alternative method to prevent both fuzz edge and checkerboard solutions 
is to replace the element based design variables with the location of the 
structural boundary. This has been accomplished by the level set method of 
topology optimisation.  
 
Fig. 1-2: Checker-board solution to SIMP topology optimisation problem 
 
The level set method was initially created as a front tracking method, where 
the front was located using a signed distance function (Sethian 1999, Osher 
and Fedkiw 2003). By defining the level set function to describe the 
location of the structural boundary the level set method can be used to 
24 
describe the topology of a structure (Wang et al 2003, Alliare et al. 2004, 
Dunning and Kim 2013), as defined in Eq. (1.1) and Fig 1-3.  
   (1.1) 
 
 
Fig. 1-3: Level set function definition of a structure. 
 
where ϕ(x) is the level set function value at point x in the design domain, Ω 
is the structure domain, Γ is the structural boundary and Ωd is the design 
domain. 
Despite the potential advantages offered in topology optimisation to having 
a clearly defined structural boundary the level set method has not yet been 
applied successfully to the same range of problems as element based 
topology optimisation methods 
φ x( ) ≥ 0, x ∈Ω
φ x( ) = 0, x ∈ Γ








ϕ > 0 




ϕ = 0 
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1.3 Aims of the Thesis 
The aim of this thesis is to apply the level set method of topology 
optimisation to new applications. The challenges involved in extending 
level set method to these new applications is considered and the success of 
the method in producing optimal structural solutions is evaluated. The aims 
and contribution of the each chapter are outlined as follows. 
 
Chapter 3  
• Extends the 2D level set method of topology optimisation developed 
in Dunning et al (2011) and Dunning & Kim (2013) into 3D.  
• A new algorithm to ensure that the voxel elements in the mesh are 
only cut on method is once is developed. 
•  The robustness of the 3D level set topology to minimise compliance 
subject to a volume constraint is demonstrated 
• The use of hole insertion in 3D level set topology optimisation, is 
investigated 
Chapter 4  
• Applies the level set method topology optimisation to the 
biomechanical problem of the internal trabecular bone structure. 
• Investigates if the internal trabecular bone structure is an optimal 
structure by comparing the numerical optimal internal bone structure 
to the real bone structure. 
• Considers the internal structure of malformed bones to ensure that 
similarities between the real and numerically optimal internal 
structures are due to a similar response to mechanical loads.  
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Chapter 5  
• Optimise the fibre path of Advanced Fibre Placement manufactured 
composite structures using the level set method. 
• A method for defining composite fibre structure using the level set 
method is created 
• Sensitivity of the structural compliance to the level set defined fibre 
is derived.  
• Optimisation method is applied to three test problems demonstrating 
the feasibility of the level set method, for composite fibre path 
optimisation.  
Chapter 6  
• Adds stress constraint to the level set topology optimisation method.  
• Stress shape sensitivities are derived  
• A refined sensitivity interpolation method is introduced to overcome 
the challenges of stress calculation along the structural boundary.  
• The new sequential linear programming (SLP) method of level set 
topology optimization is used to solve the optimisation problem.  
• A new hole insertion method is introduced to create holes with in the 
SLP level set method.  
• The method with hole insertion is demonstrated on a pair of 
benchmarking problems, minimising volume subject to a stress 









Review of the Literature 
 
2.1 Introduction 
The background to the work carried out in this thesis is presented in this 
chapter through a review of the literature on the level set method of 
topology optimisation. This is intended to show the current state of the art in 
level set topology optimisation and the applications that have been 
investigated so far. It is important to point out that the “level set topology 
optimisation” method is not as rigorously defined as other topology 
optimisation, methods e.g. SIMP. Level set optimisation methods in the 
literature follow the basic procedure outlined in the flow chart in figure 2-1. 
However there is significant difference in the implementation of each stage 
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of the procedure within the level set methods reported in the literature; these 
differences will be evaluated as part of the review. 
 
Fig. 2-1: Flow chart of generic level set topology optimisation procedure 
2.2 Level Set Implicit Boundary Definition 
The level set method of topology optimisation is a boundary-based method. 
However unlike traditional boundary based optimisation problems where 
the boundary is represented explicitly with splines or a series of boundary 
points (i.e. shape optimisation); the level set method represents the 
boundary implicitly using a signed implicit function. 
The level set method was first introduced as a front tracking method (Osher 
& Seithian 1988) primarily used in image processing and multi phase fluid 




















2003). These applications showed that the level set method was a good way 
to track a moving boundary, proving to be both flexible in boundary 
definition and stable during boundary update. The idea of using the level set 
function to define the changing shape of a structural boundary for topology 
optimisation was developed by several researchers simultaneously, (Seithan 
& Wiegmann 2000, De Ruiter & Van Keulan 2000). These early approaches 
used optimality criteria or genetic algorithms to optimise the structure. 
Another pair of simultaneous works introduced shape sensitivity analysis 
and gradient based optimisation methods to the level set method, (Allaire et 
al 2004, Wang et al 2003).  
Inspired by these works numerous other methods of level set topology 
optimisation have been developed. The core of all these level set methods is 
the use of an implicit function to define the location of the structural 
boundary, shown in Eq. (1.1) and Fig. 1-3. The structural boundary is 
defined as the location where the level set function is zero; hence the 
location of the boundary can be easily established by linear interpolation. 
However different research groups have used different definitions of the 
level set function. The level set function can be a signed distance function, 
so that the value at any point describes the distance of that point from the 
structural boundary (e.g. Alliare et al 2004, Dunning et al 2011, van Dijk et 
al 2012). This method helps keep the level set function stable as the gradient 
of the level set function, perpendicular to the boundary, remains constant 
over the design domain. With this method the structure is updated by 
changing the level set function values. However maintaining the sighed 
distance property of the level set function can require re-intialisation of the 
level set function during the optimisation procedure (Alliare et al 2004, 
Dunning et al 2011). 
An alternative approach is to use global or regional basis functions to define 
the level set function across the design domain (e.g. Gomes & Suleman 
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2006, Wang & Wang 2006, Pingen et al 2010). Basis functions are centered 
on a series of points distributed through the domain, the level set function is 
defined as weighted sum of the basis function values at any location in the 
domain. The level set function values, and hence the structural boundary 
shape, is changed by altering the weight values. The advantage of this 
method is that it can reduce the number of design variables in the 
optimisation problem, allowing for rapid changes in boundary shape and 
faster optimisation (Van Dijk et al 2013). However the interaction between 
the basis functions increases the complexity of the analysis (Wang et al 
2007). Furthermore small changes in multiple basis function weights can 
lead to large changes in the structural boundary, potentially making the 
optimisation procedure unstable. 
The final method is the phase field approach, (e.g. Wei & Wang 2009, Luo 
et al. 2009, Yamada et al 2010, Yamada et al 2011a), this uses a constant 
value of level set function inside the structure and out side the structure, 
with variation between theses values only occurring around the structural 
boundary. The aim of this method is to allow the level set function to create 
holes in the structure, although large regions of uniform level set function 
values can lead to instability in the structural update, unless a small move 
limit is enforced on the boundary. The use of this method is for hole 
insertion will be discussed in section 2.6. 
 
2.3 Finite Element Discretisation of Structure 
In order to be able to evaluate the optimality of a structure defined by the 
level set function the deformation of the structure under the applied loading 
conditions must be calculated using a mechanical model. While some 
methods have used the boundary elements method to calculate the structural 
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deformation, (Abe et al 2007), the vast majority of methods in the literature 
use the finite element method (FEM). Various ways to discretise the level 
set defined structure using FEM have been investigated in the literature.  
2.3.1 Fitted Mesh Methods 
The approach to finite element modeling which involves the least estimation 
is to fit the mesh to the level set defined structural shape. However since the 
structural shape is iteratively updated during the optimisation procedure a 
new mesh will be required for each iteration. An unstructured mesh 
approach was used by Ha and Cho (2008a) for level set topology 
optimisation, creating a new mesh for each structural configuration. 
Alternatively mesh deformation and mesh evolution approaches have been 
used by Yamasaki et al (2011) and Allaire et al (2014) respectively, to 
increase the efficiency of the re-meshing procedure. Re-meshing the 
structure as the boundary shape is altered is computationally expensive. 
Even partial re-meshing techniques need advanced algorithms to ensure that 
there are no poorly shaped (i.e. very high aspect ratio) or small elements in 
the mesh that could produce a poor quality solution (Allaire et al 2014). 
Furthermore the discontinuities in the structural discretisation between 
iterations can cause instability in the optimisation procedure and 
necessitates an interpolation procedure to transfer optimisation sensitivities 
to the points where the level set function is defined (Schleupen et al 2000, 
Ha & Cho 2008a). Therefore this method tends to be applied to applications 
where highly accurate modeling of the boundary properties is vital, such as 
heat transfer, (Ha & Cho 2008b), or wave guide design (Yamasaki et al 
2011). 
2.3.2 Fixed Grid Discretisation with Density Mapping 
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To avoid re-meshing of the structure every iteration, with each change in the 
structural shape, the geometry can be discretized onto a regular grid of 
elements (Allaire et al 2004), as shown in Fig. 2-2. First order bilinear 
elements are most commonly used in this grid, 4 node rectangular elements 
in 2D models and 8 node voxel elements in 3D, to reduce the computational 
cost of solving the finite element model (Dunning et al 2011). For 
convenience it is common to define the level set function values on the 
finite element nodes. The structural boundary is unlikely to conform to the 
regular element edges; elements at the edge of the structural domain cut by 
the boundary are known as boundary elements. 
A variety of methods have been used to estimate the stiffness of boundary 
elements. The simplest is to declare cut elements to be entirely outside the 
structure (Challis, 2010; Suresh and Takalloozahdeh, 2013), however this is 
a significant simplification and increases the mesh dependency of the result.  
The most common method for calculating the stiffness of the cut boundary 
elements is to weight the stiffness by the element density. (e.g. Wang & 
Wang 2003, Alliare et al 2004, Lui et al 2005, Guo et al 2005, Luo et al 
2008, Dunning et al 2011). The boundary element density can be calculated 
using the exact Heaviside function, (Alliare et al 2004, Dunning et al 2011, 
Van Dijk et al 2012), this minimises the number of intermediate density 
elements in the structure to the number of elements cut by the boundary. In 
this case element density is defined as the area (or volume in 3D) of the 
material within a cut element divided by the total element area.  
Alternatively a smoothed Heaviside function can be used, with the element 
density estimated as the mean level set function value across the element, 
creating a narrow field of intermediate density elements around the 
boundary (Wang & Wang 2003, Lui et al 2005, Van Dijk et al 2010). This is 
method is a greater estimation of structural stiffness. However the smooth 
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Heaviside function can be differentiated, allowing level set function 
sensitivities to be calculated directly.  
 
Figure 2-2: Level set function defined shape projected onto a regular finite element grid. 
Boundary elements are cut by the structural boundary. 
The stiffness of intermediate density boundary elements is modeled as being 
proportional to the element density, as shown in Eq. (2.1) where Ke is the 
element stiffness matrix, ρe is the  element material density and K0 is the 
stiffness of an uncut element (Alliare et al 2004, Dunning et al 2011). A few 
methods penalise the stiffness with respect to the density by raising ρe to a 
positive power grater than one (Verbert et al 2012). 
   (2.1) 
Density based mapping of the level set defined structure to a fixed grid of 
regular bilinear elements is attractive as it is the simplest and least costly 
approach to the finite element analysis of the level set defined structure, 
which is the bottleneck of the overall optimisation methodology. However 
ee KK ρ0=
34 
the density approach creates discontinuity in the sensitivity between 
neighboring elements; further more the accuracy of sensitivity calculation in 
low-density elements is poor (Dunning et al 2011). 
 
2.3.2 Fixed Grid Discretisation with Boundary Mapping 
Other methods to estimate the stiffness of a boundary element more 
accurately then the density based estimation have been used with the level 
set method. The extended finite element method (XFEM) models boundary 
elements as higher order non-linear elements (Belytschko et al, 2003, Van 
Miegreot et al. 2007, Wei et al, 2010). This allows the stiffness matrix of the 
element to be enriched in order to accurately describe the local structural 
shape within an element. However the stiffness of an enriched element 
containing small geometric features is inaccurate. Furthermore unrealistic 
additional coupling can be created in an element that is cut by the boundary 
twice (Makhija & Maute 2014). A strategy to confront this, like the one 
developed in Makhija & Maute (2014), is required to avoid numerical 
instabilities and disconnected material in formations in the structural 
solution. 
Local mesh refinement can create a fitted mesh without re-meshing the 
whole structure by splitting each cut element into multiple tetrahedral 
elements, which are fitted to the geometric boundary (Wang & Wang, 2006, 
Xia et al 2012). This is an efficient way to create a fitted mesh, but there are 
challenges in avoiding small or poorly shaped elements that can lead to a 
poor quality mesh. Both the local mesh refinement and XFEM methods 
allow for accurate modeling of the structural boundary, however the 
required alteration to the degrees of freedom of the mesh creates significant 
additional computation cost. Like the full re-meshing methods these 
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techniques present the greatest advantage in problems where highly accurate 
modeling of the boundary properties is vital (Makhija & Maute 2014). 
2.4 Sensitivity Analysis 
The structure shape defined by the level set function is iteratively updated to 
optimise the structural shape, where optimality is defined by the objective 
function.  A generic objective function for a level set method is shown in 
Eq. (2.2),  
  (2.2) 
Where F is an objective to minimise, e.g. structural compliance, Gm is one 
of nc constraints on the structure such as structural volume, Ω is the 
structural shape dependent on the level set function, ϕ, and u is the structural 
displacement vector, that is the solution to the state equation. 
The first method of level set topology optimisation did not used gradient 
based optimisation methods. Sethian and Wiegmann (2000) used a Von 
Mises stress optimality criteria to define the optimal structure, while De 
Ruiter & Van Keulen used a genetic algorithm. Since then almost all level 
set topology optimisation methods in the literature have used gradient based 
optimisation. Gradient-based methods require the sensitivity of the objective 
and constraints to be calculated with respect to a change in the structural 
shape.  
Sensitivity analysis requires the objective and constraints to be 
differentiated with respect to the level set function defined structural shape. 
There are two parts to the sensitivity calculation, shown in Eq. (2.3), the 
explicit sensitivity that is the sensitivity of the objective to the change in 
Minimise : F Ω φ( ),u( )
Subject to : Gm Ω φ( ),u( ) ≤Gm,target m =1,...nc
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shape and the implicit sensitivity defined as the sensitivity of the objective 
to the change in state (u, displacement in a mechanical model) multiplied by 
the sensitivity of the state equation to a change in shape.  
  (2.3) 
The state equation is difficult to differentiate so the well known adjoint 
method tends to be used to account for the implicit sensitivity (Bendøse & 
Sigmund 2004, Van Dijk et al 2013).  
The method for calculating the explicit sensitivity varies between 
implementations, often dependent on the level set definition and mechanical 
model discretisation. The sensitivity information is used to calculate the 
optimal change in the structural shape by solving an optimisation problem. 
2.4.1 Shape Sensitivity Method 
The first method of sensitivity analysis to be discussed is shape sensitivity 
analysis. Here the design variable considered is the shape of the structural 
boundary (e.g. Wang et al 2003, Allaire et al 2004, Luo et al 2008, Dunning 
et al 2011, Dunning & Kim 2014). This method requires the changes in the 
mechanical model to be differentiated in terms of the structural shape. The 
shape sensitivities are used to calculate the optimal change in the structural 
shape; defined by the normal boundary velocity, Vn shown in Eq. (2.5), 
where Δt is a fictitious time step.  
       (2.4) 
It has been shown that an update velocity normal to the boundary is 
sufficient to transform the shape into any possible shape (Allaire et al 2004). 
The optimal change in shape needs to be transferred to the level set 












function. This is done by iteratively solving a Hamilton Jacobi type equation 
shown in Eq.(2.6). 
  (2.5) 
where k is the current iteration, i is a node where the level set function 
values are stored and Vn,i is the normal update velocity on the node. Since 
the Hamilton Jacobi equation is applied directly to the level set function 
values it is most accurate for a signed distance level set parameterisations 
using an exact Heaviside function. With a smooth Heaviside function the 
normal boundary velocity will not be directly related to the level set 
function values (van Dijk et al 2013). 
There are two different concepts for the shape sensitivity calculation, the 
first is to calculate the shape sensitivity field over the entire structural 
domain, discretised onto every node where the level set function is defined, 
(e.g. Wang et al 2003, Allaire et al 2004, Luo et al 2008). To do this 
requires shape sensitivities both inside and outside the structure, so very low 
density material must be maintain in the regions outside the structure 
(Allaire et al 2004). An alternative method is to calculate the sensitivity at a 
series of discrete points along the boundary (Dunning et al 2011, Yamasaki 
et al 2011, Dunning & Kim 2014). These sensitivities are then used to 
calculate the optimal update velocity along the boundary. This velocity must 
then be extrapolated to the rest of the nodes where the level set function 
values are defined, using an upwinding scheme (Wang et al 2003, Allaire et 
al 2004) or a marching method (Seithan 1997, Dunning et al 2011a). 
Lagrange multiplier methods can be used to obtain the optimal normal 
boundary update velocity by scaling the objective and constraint shape 
sensitivity values (e.g. Wang et al 2003, Allaire et al 2004, Luo et al 2008, 
Challis 2010, Dunning et al 2011a). The Lagrange multiplier methods 
φi
k+1 = φi
k +Δt ∇φik Vn,i = 0
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require the objective function to be unconstrained, however use of the 
augmented penalty Lagrange method ensures that the constraints are not 
violated in the final solution (Allaire et al 2004, Luo et al 2008). 
While it is common to use Lagrange multiplier methods to solve boundary 
shape optimisation problems the inexact handling of the constraints makes 
multiple constrained optimisation problems difficult to solve (van Dijk et al 
2013, Dunning & Kim 2014). Recently Dunning & Kim (2014) introduced a 
new method of shape sensitivity based level set topology optimisation, 
formulating the boundary update velocity as a linear combination of the 
objective and constraint shape sensitivities along the boundary. The optimal 
boundary velocity problem is hence defined as a sub-optimisation problem 
dependent on the weights. This sub optimisation problem is solved using 
Sequential Linear Programming, allowing easier implementation of multiple 
constraints and non-level set based design variables. 
In order to maintain stability during optimisation the time step needs to be 
set so that the boundary does not move more than an element edge length, 
thus satisfying the Courant–Friedrichs–Lewy (CFL) stability condition, 
defined in Eq. (2.7). Where h is the element edge length and β is a user 
defined value between 0 and 1. This limitation can lead to slow convergence 
(van Dijk et al 2013). 
   (2.6) 
Inaccuracy in sensitivity analysis can be caused by simplifications in the 
FEM discretisation of the implicitly defined structural shape, such as the 
over estimation of stiffness that can occur in very low-density element, 
small finite elements or single node connection geometrical formations. 
This can result in poor quality boundary updates, leading to local solutions, 
oscillation in the optimisation procedure and a rough structural boundary 
Δt = βhVn,i max
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(van Dijk et al 2013). Regularisation methods have been employed to 
prevent this, by smoothing the boundary update. This can be done through 
application of a perimeter constraint, enforcing a limit on the perimeter 
length, discouraging rough boundaries or small geometric features. 
However the perimeter constraint is problem dependent and can have a 
significant effect on the solution. A less problem dependent method is to use 
diffusion term incorporated into the Hamilton Jacobi equation. These 
smooth the boundary by penalising the perimeter length or limiting local 
changes in curvature. An alternative method is to obtain smooth boundary 
sensitivities so regularisation of the update velocity is not required, avoiding 
the influence of regularisation variables (Van Dijk 2004, Van Keulen et al 
2005). This was achieved by Dunning et al (2011) by using a least square 
interpolation of the sensitivity field at the gauss points to obtain the 
boundary sensitivities. Sensitivity filtering has also been used to obtain 
smooth sensitivities (Yamasaki et al 2011).  
Since the shape sensitivity base optimisation problem performs sensitivity 
analysis on the change in the structural shape, ensuring that the optimisation 
problem is well posed requires the level set function definition of the shape 
to be unique. This can be achieved by enforcing a signed distance level set 
function (Allaire et al 2004, Yamasaki et al 2010, Dunning et al 2011a). 
However diffusion and smoothing regularisation methods applied to the 
update can cause the signed distance property to be lost during the 
optimisation procedure. It is therefore necessary to reinitialise the level set 
function to maintain the signed distance property (Allaire et al 2004, 





2.4.2 Design Variable Sensitivity Method 
Sensitivity analysis can be calculate directly with respect to the level set 
function design variable (e.g. Beltschko et al 2003, Wang & Wang 2006, 
Luo et al 2007, Ho et al 2011, Van Dijk et al 2012, Makhija & Maute 2014).  
In this case the sensitivity of the objective and constraints to the change in 
shape is linked to the level set function using the chain rule, as shown in Eq. 
(2.8). 
   (2.7) 
In the case of an exact Heaviside level set parameterisation this method is 
very similar to shape sensitivity, only the optimisation procedure calculates 
the optimal change in boundary shape in terms of the level set function 
values, rather then a boundary velocity (van Dijk et al 2012, Makhija & 
Maute 2014). In the case of a smooth Heaviside function the smoothing 
function is differentiated with respect to the level set function, accurately 
representing the change in the mechanical model defined by the level set 
function (Beltschko et al 2003, Luo et al 2007). In the case of global basis 
function level set parameterisation there is a further step in the sensitivity 
chain. The sensitivity of the level set function values to the weighting of 
each of the basis function contribution also needs to be calculated (Wang & 
Wang 2006, Ho et al 2011).  
Direct calculation of the design variable sensitivity allows the optimal 
change in the level set function values to be calculated by solving 
Mathematical-programming problems, in a similar manor to SIMP topology 
optimisation problems. This makes handling of multiple constraints easier 









A range of mathematical programming methods have been applied 
successfully (van Dijk 2013), the most popular method being the method of 
moving isotopes (MMA) commonly in SIMP topology (Bendsøse & 
Sigmund 2004, Luo et al 2007, Luo & Tong 2008, Pingen et al 2010, Maute 
et al 2011, Kreissl et al 2011) 
Regularisation may be required to ensure the boundary update is smooth, for 
the same reason as the shape sensitivity methods. Like the shape sensitivity 
methods perimeter penalization has been used to ensure a smooth update 
(Luo et al 2008b, Maute et al 2011, van Dijk et al 2012). Another method is 
to penalise the gradient of the level set function around the boundary, to 
maintain a smooth level set function. This ensures that the structure is 
smooth and the level set function does not become too flat, particularly 
important in phase field topology optimisation (Yamada et al 2010, Yamada 
et al 2011a). Similarly constraints on the difference in the change of the 
level set parameters at the boundary can be used to smooth the change in 
boundary shape (van Dijk et al 2012). Alternatively regularisation can be 
avoided by using sensitivity filtering to smooth the parameter sensitivities 
and hence obtain a smooth change in the level set function values (Wang et 
al 2004, Wang et al 2006, Challis 2010). Smoother sensitivities can also be 
achieved by using a smooth Heaviside function to define the element 
density at the structural boundary, although this is a significant 
simplification of the structural boundary definition (Luo et al 2008b, Van 






2.5 Hole Insertion Methods 
The level set method is a boundary-based method of topology optimisation; 
the implicit boundary definition automatically allows the splitting and 
merging of holes to optimise the structure. However creation of new holes 
in the structure during the optimisation is more difficult. This can limit the 
size of the design space and lead to local solutions. To resolve this it is 
common to initialise the structure with interior holes, to allow internal 
regions of the structure to be optimised (Allaire et al 2004, Verbert et al 
2012, Dunning & Kim 2013). However the location and number of these 
holes can also affect the final solution, therefore a method for creating new 
holes during the optimisation procedure is desirable. 
2.5.1 Natural Hole Creation Methods 
Some methods of topology optimisation can create holes within the 
structure as a natural part of the optimisation procedure. Methods where the 
shape sensitivity is calculated over the entire structure can alter the level set 
function to nucleate a new hole in the structure (Wang et al 2003, Allaire et 
al 2004). However when a signed distance level set function is used a much 
larger update velocity is required to create a hole at the centre of the 
structure then near the edge. While the holes may migrate into the centre of 
the structure (Luo & Tong 2008) this bias towards the edge is an artificial 
restriction on the optimisation procedure. The phase field method, (Wei & 
Wang 2009, Z. Luo et al. 2009, Yamada et al 2010) resolves this problem 
by using constant level set values for both the internal structure and the void 
region, so the change in level set function value required to create a hole is 
constant throughout the structure. However the zero gradient level set 
function requires regularisation to stabilise, this can affect the chance of a 
hole being created. Basis function defined level set methods can also create 
new holes in the structure, although to do this requires sensitivity analysis of 
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the basis functions weights to be performed over the entire structure, this 
can be computationally expensive (Wang & Wang 2006, Luo et al 2008, 
van Dijk et al 2013).  
2.5.2 Hole Insertion Schemes and Topological Derivatives 
An alternative to formulating the level set function update to allow natural 
hole creation is to have a separate procedure to create new holes within the 
structure during the optimisation procedure. Seithan & Wiegmman (2000) 
used optimality criteria to create new holes in regions where the stress was 
below critical values, the same criteria as the boundary movement. 
Optimality criteria using strain energy density has also been tried for hole 
creation (Park & Yoon 2008). 
Sensitivity analysis can be used to evaluate the effect of introducing a hole 
into the structure on the objective function and constraints. Rather then 
considering the sensitivity to a change in the boundary shape, this method 
considers the sensitivity of adding a hole with a small radius to the 
topology, hence its name the Topological derivative (Eschenauer et al 
1994). The topological derivative can be used to control the entire level set 
topology optimisation procedure, (Amstutz & Andra 2006, Norato et al. 
2007). This allows holes to be inserted simultaneously with the boundary 
shape change, although the use of topological derivatives at the boundary is 
not as accurate as a shape sensitivity. 
Topological derivatives have been used independently of the shape 
sensitivities to insert holes as part of an additional optimisation procedure 
(Allaire et al 2005, Zhung et al 2007, Fulmański et al 2008, Takezawa et al 
2010, Dunning et al 2011). Having a separate optimisation stage creates a 
challenge in how to ensure the constraints are still satisfied after hole 
insertion. Zhung et al (2007) confronted this problem by only inserting 
44 
holes if the volume constraint was violated after the boundary update, 
removing the excess volume. Alternatively the hole insertion optimisation 
problem is solved instead of the boundary update at intervals of an arbitrary 
number of iterations (Allaire et al 2005, Fulmański et al 2008, Takezawa et 
al 2010). However the optimal solution and convergence rate is dependent 
on number of iterations between hole insertion. Dunning & Kim (2013) 
introduced a new method for hole insertion where a secondary level set 
function is used to define new hole location. Sensitivity analysis was used to 
evaluate the effect on the compliance and volume of changing the secondary 
level set function, and hence the optimality of nucleating new holes, every 
iteration. This was used to calculate the update velocity for the secondary 
level set function, possibly creating new holes in the structure. If holes were 
created, but the volume constraint is not met the boundary update is carried 
out simultaneously. The primary draw back with this method it is difficult to 
apply it to an objective function with a non-geometric constraint. 
A method for nucleating new holes is important in 2D, the equivalent in 3D 
level set topology optimisation would be to create cavities inside the 
structure, to expand the design space accessible by the structure surface. 
However a new hole through the 3D structure can be formed at any location 
where two surfaces meet, theoretically allowing the surface to access the 
entire design space. It has therefore been suggested that a method for 
creating cavities within the structure is not necessary in the 3D level set 






2.6 Applications of Level Set Topology Optimisation 
The level set method of topology optimisation has been extensively tested 
on the problem of compliance based topology optimisation (e.g. Wang et al 
2003, Allaire et al 2004, Wang & Wang 2006, Challis 2010, Dunning et al 
2011a, Van Dijk et al 2012). Minimisation of compliance subject to a 
volume constraint is commonly used as a test problem for topology 
optimisation methods because the design variable sensitivities tend to be 
monotonic (Bendsøse & Sigmund 2004). The optimal topologies of 
benchmarking problems, such as a cantilever or MBB-beam, are well 
known so the quality of the solution produced by an optimisation method 
can be easily evaluated. However most real world structural design 
problems require more complex design considerations then maximizing the 
structural stiffness.  
Typical topology optimisation problems tend to solve the problem for a 
small set of applied loads, however the loads applied to real structures will 
vary. Optimisation for uncertain loading conditions have been implemented 
in level set topology, to minimise the expected compliance under a range of 
loading conditions (Gourney et al 2008), and the variance of the compliance 
(Chen et al 2010, Dunning et al 2011b). 
Alternative objectives functions have also been considered in topology 
optimisation. Eigenvalue problems have bee solved to optimise the natural 
frequency of a structure (Alliare et al 2005, Yamada et al 2010, Dunning & 
Kim 2014). Here the level set method has been shown to have an advantage 
over density-based methods. Unrealistic local vibrations modes can occur in 
low-density regions of the density-based topologies, these are eliminated by 
the clear boundary used in level set topology optimisation (Alliare et al 
2005). 
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The clear boundary shape has also been shown to be beneficial in solving 
topology optimisation problems with variable pressure based loading 
conditions (Alliare et al 2004, Lui & Korvink 2008, Myśliński 2008).Using 
a local re-meshing technique Lui & Korvink (2008) where able to obtain a 
smooth pressure load as the structural boundary was optimised.  
Stress is a vital consideration in structural design, as excessive stress can 
cause material failure and contribute to structural fatigue. Stress is a 
problematic objective for topology optimisation, as a local variable 
constraining peak stress requires as many constraints as stress 
measurements. Hence a global aggregation method is commonly used to 
create a global stress constraint, such as the p-norm or Kreisselmeier- 
Steinhauser function (Le et al 2010, Luo et al 2013). A further problem in 
density-based optimisation methods is that jagged edges and low-density 
elements lead to inaccurate stress sensitivities (Le et al 2010, Svärd 2013). 
SIMP topology optimisation methods have used stress relaxation and 
density filtering methods to resolve this problem. However again the clearly 
defined boundary used in level set topology optimisation presents an 
opportunity to eliminate the density based inaccuracy from topology 
optimisation. A variety of level set methods have been applied to stress 
based optimisation, using density parameterisation with an exact Heaviside 
function, (Allaire & Jouve 2008, Verbart et al 2012), a smoothed Heaviside 
function, (Emmendoerfer & Fancello 2014), X-FEM (Miegoret & Duysinx 
2007, Guo et al 2011, Wang & Li et al 2011), local re-meshing (Xia et al 
2012) and topological derivatives (Suresh et al 2013). However the results 
these topology optimisation procedures have produced in benchmarking 
problems are not as good the SIMP based solutions. 
The clear boundary definition of the level set method has proven attractive 
for optimising structures, beyond the purely mechanical objectives and 
physics. Level set Topology optimisation has been used to solve thermal 
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problems, maximising the thermal conduction or thermal diffusion of micro 
structures, (Zhang et al 2007, Yamada et al 2011b, Zhang et al 2010). 
Thermal mechanical objectives have also been considered, optimising the 
structure to minimise compliance of a structure under combined thermal-
mechanical loading (Xia & Wang 2008), and under conductive thermal 
loads (Kim et al 2009). It has been shown that the use of a clearly defined 
boundary as the deign variable in the optimisation problem aids 
significantly in the convergence of thermal conductive problems (Kim et al 
2009). 
Similarly the level set method has been used with Navier-Stokes (Duan et al 
2008, Zhou & Li 2008, Challis & Guest 2009, Pingen et al 2010) and lattice 
Boltzmann fluid (Kreissl et al 2011) modeling to optimise flow through 
pipes and channels. Shape sensitivities and topological derivatives have 
been used to optimise the shape of pipes corners, diffusers and flow 
junctions, for a number of different objectives including maximum 
permeability, minimum energy dissipation, maximum permeability and 
minimum pressure drop (Duan et al 2008, Zhou & Qui 2008, Challis & 
Guest 2009, Pingen et al 2010). Amstutz and Andrä (2006) performed fluid 
mechanical optimisation, maximizing the flow rate through a filter that 
could be achieved before the filter experienced material failure. 
The level set method has also been use to optimisation of ferromagnetic 
material topology to maximise electro magnetic energy generation (Shim et 
al 2009), or force generation in an electro magnetic actuator, (Lim et al 
2011). The optimisation of metamaterial microstructures has also been 
performed, to optimises electronic permittivity (Zhou et al 2009), and the 
refraction and bandwidth of electromagnetic waves (Frei et al 2008, Kao et 




Topology optimisation is the most general form of structural optimisation. 
The shape, size and number of holes in a structure can be altered to create a 
structure that satisfies an objective function. The level set method of 
topology optimisation is a boundary-based method of topology 
optimisation. An implicit function stored at locations through out the design 
domain, is used to represent the structural shape, where negative values are 
out side the structure, positive values are inside the structure and the zero 
location defines the location of the structural boundary. Using sensitivity 
analysis the optimal change in the structural shape is calculated and the 
level set functions are updated to define the improved structure. There is 
significant variation in the level set topology optimisation methods reported 
in the literature, in implicit function definition, the interpretation of the 
structural stiffness for finite element analysis and calculation of the 
boundary update velocity from the structural sensitivities. One limitation of 
the level set method is that can be problematic to create new holes in the 
structure, limiting the size of the design space. A variety of methods have 
been used to resolve this problem. 
The level set method of topology optimisation has been used to solve a 
range of mechanical structural optimisation problems, including 
compliance, Eigen vectors for natural frequency, pressure loading problems 
and stress based optimisation problems. The method has also been adapted 
for robust topology optimisation. The level set method of topology 
optimisation has also been used for non-mechanical applications, optimising 
the shape of structures under thermal loading, in the path of fluid flows and 
for electronic devices. It has been shown that the clearly defined structural 
boundary created by the level set method is advantageous for use in 
49 
topology optimisation problems where knowing the shape of the boundary 
is important. 
2.8 Aims of Thesis 
The aim of this work is to develop additional applications of the level set 
method of topology optimisation. The scope of the investigation is listed 
below.  
1. Extend the level set method into 3D dimensions, checking that the 
implication is stable and robust enough for use in other applications. 
2. Investigate the use of hole insertion methods in 3D level set 
topology optimisation. 
3. Investigate the mechanical optimality of the internal trabecular bone 
structure, by comparing the real bone structure to the optimal 
internal structure created by level set topology optimisation. Both 
2D and 3D bone models will be investigated. 
4. Use the level set method to optimise composite structures 
manufactured using advanced fibre placement techniques. The level 
set function will be adapted to define the path of composite fibres in 
a plate structure. Sensitivity of compliance to the level set function 
values will be derived and used to optimise the fibre path. 
5. Extending the level set topology optimisation method to stress 
constrained topology optimisation. This will involve derivation of 
stress shape sensitivities and refinement of the sensitivity 
interpolation scheme to achieve smooth and accurate boundary 
sensitivities. A generic hole insertion method will also be developed 
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The level set method is an increasingly popular method of topology 
optimisation. Using an implicit function to define the location of the 
structural boundary allows both flexibility and stability in handling 
topological changes, all while clearly defining the structural shape. This 
eliminates the need to post process the topological solution to remove 
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jagged elements or intermediate density material to create a manufacturable 
design. 
As reviewed in Chapter 2 there is a significant variation between the 
individual methods of level set of topology optimisation, in implicit 
function definition, the interpretation of the structural stiffness for finite 
element analysis and calculation of the boundary update velocity from the 
structural sensitivities. This work uses the method created at the University 
of Bath formulated in Dunning et al 2011. The aim of this Chapter is to 
extend this method of level set topology optimisation into the 3D modelling 
environment.  
 
3.2 The Level Set Method of Topology Optimisation 
3.2.1 Level Set Definition of Structural Shape 
The implicit level set function is used to define the location of the structural 
boundary, as shown in eq. (1.2) and Fig. 1-3. The level set function is stored 
at points scattered throughout the design domain, for convenience the finite 
element nodes are used (Alliare et al 2004, Dunning &Kim 2013).  
Local sensitivities are used to iteratively update the level set function values 
to optimise the shape of the structural boundary. To avoid the computational 
expense of re-meshing the structure each iteration, the geometry is 
discretized onto a regular grid of elements (Allaire et al 2004), as shown in 
Fig. 2-2. First order bilinear elements are used in this grid, 4 node 
rectangular elements in 2D models and 8 node voxel elements in 3D, to 
reduce the computational cost of solving the finite element model. The 
structural boundary is will not always conform to the regular element edges, 
so there will be boundary elements cut by the structural boundary. 
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As discussed in Chapter 2 a variety of methods have been used to simulate 
the stiffness of boundary elements. The method used in this work, is to 
weight the element stiffness by the element material density. The element 
material density is defined as the area (or volume in 3D) of the material 
within a cut element divided by the total element area, or volume (Alliare et 
al 2004, Dunning &Kim 2013), as shown in Fig 3-1. The formulation of the 
element stiffness is shown in Eq.(3.2) where Ke is the element stiffness 
matrix, ρe is the  element material density and K0 is the stiffness of an uncut 
element. The use of this method with a mesh of regular bilinear elements is 
attractive as it is the simplest and least costly approach to the finite element 
analysis, which is the bottleneck of the overall optimisation methodology. 
   (3.2) 
 
Figure 3-1: Diagram of the formulation of boundary element stiffness using the density 
weighted element stiffness method. 
 
3.2.2 Sensitivity Analysis and the Boundary Update Velocity 
The structural boundary defined by the level set method is updated by 
solving the Hamilton-Jacobi equation, shown in eq.(3.3).   
   (3.3) 
ee KK ρ0=
∂φ x, t( )




where t is time, ∇φ  is the gradient of the level set function is included to 
stabilise the update (Sethian 1999). The Hamilton-Jacobi formulation is 
discretized to a series of points on the boundary, called boundary nodes. 
These nodes are located at each point where the structural boundary 
intercepts the edges of the finite element grid, shown in 2D in fig 3-2. The 
discretized version of the Hamilton-Jacobi equation is shown in eq. (3.4). 
   (3.4) 
where Δt is the time step that controls the maximum move limit of the 
boundary, k is the current iteration, i is a node and Vn is the normal update 
velocity. It has been shown that a normal movement of the boundary can be 
used to transform the boundary into any shape (Sethian 1999, Alliare 2004).  
 
Figure 3-2: Plot of boundary node discretisation. 
To determine the boundary update velocity that will improve the structural 
performance the sensitivity of the optimisation objective function and 
φi
k+1 = φi
k +Δt ∇φik Vn,i = 0
Structure: ((( (Grid(Node:(((( (((Grid(Element(Edge: ( (Boundary(Point:(
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constraints to a change in boundary shape need to be calculated. In density 
weighted level set methods the most common method is to compute 
piecewise-constant elemental sensitivities, from the nodal displacements, 
and extrapolate the update velocity to the level set function values, and 
hence alter the shape of the structural boundary (Allaire et al 2004, Van 
Dijk et al 2013). However this simple approximation reduces the accuracy 
of the shape sensitivities. It has been reported that a discontinuous 
distribution of shape sensitivities has a destabilizing effect on optimisation 
and can lead to non-convergence (Wang & Wang 2006, Jang et al 2004). A 
common approach to improve the convergence properties is to introduce 
regularisation or filtering to the sensitivities or update velocities (Van Dijk 
et al 2013, Wang & Wang 2006, Luo et al 2004). However the solution 
becomes dependent on the additional numerical parameters used by these 
methods, the selection of which can be problem dependent (Van Dijk 2004, 
Van Keulen et al 2005). Furthermore, the extrapolation of the piecewise 
constant update velocity to the pointwise linear level set function can cause 
the signed distance property of the level set function to be lost, leading to 
local oscillations in the level set function gradient and instability in 
optimisation. It requires frequent re-initialisation of the level set function to 
restore the signed distance property and maintain stability (Allaire et al 
2004). 
An alternative approach, used in this work, is to compute pointwise shape 
sensitivities at the boundary points (Dunning et al 2011). As the sensitivities 
and update velocities are calculated on the grid lines, in line with the finite 
element nodes where the level set function values are stored, the level set 
function maintains its sign distance property without frequent re-
initialisation. However reliable computation of the sensitivities along the 
structural boundaries is critical in order to obtain topological solutions that 
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satisfy the objective function  (Dunning et al 2011, Van Dijk et al 2013,  
Wang & Wang 2006). 
The objective function used for this work is to minimise the compliance, E, 
subject to a constraint on the maximum volume, Vol, of material used. The 
discrete formulation of this objective function is shown in eq. (3.5). 
   









where ne is the number of elements in the model, ui is the element 
displacement vector and A is the element volume. To ensure the update 
velocity moves the structure towards an optimal solution the sensitivity of 
the objective function to a change in shape at the boundary point i, ∂E
∂Ωi
, is 
required. Since element stiffness is dependent on element density that is in 
turn dependent on element structural shape the compliance sensitivity is 
calculated with respect to the element density. It is well known that the 
compliance problem is self adjoint therefore the sensitivity can be calculated 
directly by differentiation of the compliance with respect to element density, 
using the definition of stiffness in eq. (3.2), as shown in eq. (3.6) (Allaire et 
al 2004, Dunning et al 2011). 
    ∂E
∂ρe
= ueTK0ue   (3.6) 
where K0 is the stiffness of a full density element. To get the sensitivity of 
compliance to the change in shape it is necessary to consider the change in 
density at the boundary from the change in shape. The change in density of 
an element with a change in shape can be estimated from the boundary 
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length through an element Le, in 2D, or surface area, in 3D, and total 
element volume (ae) in eq.(3.7), as shown in the diagram in Fig. 3-3. The 
element volume is dependent on the element edge length h and whether the 









2D : ae = h2
                  3D : ae = h3
  (3.7) 
 
Figure 3-3: Change in local density distribution with boundary movement.  
The sensitivity of compliance to a change in boundary location could be 




, for all the elements attached to 
boundary point i. However this method has been found to produce poor 
results due to the inaccuracy of the sensitivities calculated in elements with 
a density of less than 10%, due the over estimation of stiffness in small 
finite elements.  
Instead the shape sensitivity field is calculated at the finite element Gauss 
integration points. These Gauss point sensitivities are then interpolated to 
the boundary nodes, obtaining the sensitivity of the compliance to a change 







where the sensitivities at Gauss integration points are weighted by distance 
and element volume ratio (Dunning et al 2011). To increase computational 
efficiency only Gauss points within a user set radius of the boundary point 
are considered, as shown in 2D in fig 3-4. Studies have shown that this 
approach creates a continuous boundary sensitivity field that is comparable 
to one produced by a fitted mesh (Dunning et al 2011, Dunning et al 2011b). 
This removes the need for additional regularisation or smoothing techniques 
(Dunning et al 2011).  
 










Therefore the sensitivity of the compliance to a change in shape is defined 
in eq. (3.8), similarly the sensitivity of the volume to shape is defined in eq. 
(3.9). 







    (3.8) 





    (3.9) 
where ∂E
∂ρi
 is the sensitivity of the compliance to a change in density on the 
boundary point i obtained by interpolation of the Gauss point sensitivities. 
The change in density around a boundary point, identified as ρi, is the sum 
of the change in density of all the elements attached to boundary point i, 
shown in eq. (3.10) below, where ni is the number elements attached to 
boundary point i.  






∑     (3.10) 
 
Once the shape sensitivities have been established the optimal boundary 
velocity to reduce the compliance while satisfying the volume constraint is 
calculated using a lagrangian multiplier method. The magnitude of the 
change in boundary is controlled by the time step, Δt, which is set to satisfy 
the Courant-Friedrichs-Lewy (CFL) stability condition in eq.(3.10), where 
0<β<1 is CFL factor. The effect of this condition is to limit the boundary 
movement to less than one element edge length per iteration. 
    Δt = βh Vn max    (3.11) 
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The boundary velocity vector is translated to the level set function values 
stored at the finite element nodes using the fast marching methods (Sethian 
1997). To reduce computational cost the level set method function is only 
updated in a narrow band around the boundary. When the boundary gets 
within one element edge length of the edge of this narrow band the level set 
function is re-initialized to update the level set function throughout the 
structure and a new narrow band is created. The optimisation procedure 
updates the structure iteratively until convergence is achieved. In this work, 
convergence is defined as when the constraint is satisfied and the change in 
the objective over the previous 10 iterations is less then 0.1%. 
 
3.2.3 Hole Insertion Method 
A significant drawback with the classical level set method is that it is 
difficult to insert new holes in the topology. To resolve this is it is common 
to start with a set of holes in the design domain so that the internal structure 
can be optimised. However the location and number of these holes can have 
a significant effect on the solution.  
In order to reduce the influence of the initial structure on the final solution a 
method for creating new holes within the structure was outlined in Dunning 
et al (2013). This method used an additional level set function (ϕh) in a 
quasi-extra dimension to define the hole location. Initially this level set 
function is set at one element edge length over the entire structure. The 
sensitivity to a change in the secondary level set function and update 
velocity is calculated at all the finite element nodes outside the narrow band 
in the same way as the boundary node sensitivity and update velocity is 
calculated. If the updated level set function drops below zero, then a hole is 
inserted at that location, as shown in figure 3-5. If holes are created, but the 
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volume constraint is not met a boundary update optimisation step is carried 
out simultaneously.  This method was tested on 2D models and found to be 
effective at reducing the dependency of the solution on the initial structure 
(Dunning et al 2013).  
 
Figure 3-5: Schematic diagram of the hole insertion method 
3.3 Multiple Element Cut Boundary Update Algorithm 
As stated in section 3.2.1, there are advantages to using the pointwise 
sensitivity analysis on the finite element nodes for level set topology 
optimisation. However, one challenge that arises from the pointwise 
sensitivity approach is that an element can be cut by more than one 
boundary. When a linear element is cut by two boundaries there are 










within an element lead the optimisation procedure to produce structural 
features that are smaller than the size of one element. Such structural 
features cannot be represented accurately within the finite element 
framework.  
Here we propose a local boundary update algorithm for level set topology 
optimisation to avoid elements with multiple boundaries in 2D and 3D. 
Allowing the use of accurate nodal properties to compute the sensitivities 
and avoid unnecessary additional computational complexity. The numerical 
results show that the local boundary update algorithm proposed in this paper 
is efficient and consistently converges to the optimum solutions. 
 
3.3.1 Boundary Update in 2D 
The level set topology optimisation method moves the structural boundary 
cutting through elements. As a result it is possible for multiple boundaries to 
cut through an element. When an element is cut twice in 2D, this means 
either there is a narrow strut whose thickness is less than an element width 
or a hole narrower than an element.  An example of multiple cut elements is 
given in fig 3-6.  
We first identify the multiple cut elements by examining the status of the 
nodes. A node is inside (I-node) if its level set value is positive and outside 
(O-node) if the level set value is negative. If the level set value is exactly 
zero, the node is said to be on the boundary, T-node.  An element is cut if it 
has both I-nodes and O-nodes. If an element has two I-nodes and O-nodes in 
opposite corners, the element has two boundary cuts, as seen in fig 3-6. 
Once these multiple cut elements are identified, we modify the boundary 
such that there is only one boundary per element by using T-nodes. As 
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shown in fig 3-7, the node that is the closest to a boundary, as defined by its 
level set function value, is changed to a T-node. This aims to make the 
minimum modification to the optimal boundary that moves the boundary to 
only cut the element once. Figure 3-8 shows an example of the application 
of the boundary update procedure at A and B on the overall topology of the 
structure. 
 
Figure 3-6:  2D Multiple Cut Element. Shaded regions represent the inside of a structure. I-
nodes indicate the nodes that are inside and O-nodes are outside of the structure 
 
 
Figure 3-7: Examples of boundary updates for multiple cut elements using T-nodes. The 
multiple cut elements on the left and modified boundary elements on the right. 
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Figure 3-8: An example of the 2D boundary update algorithm and its effect on the global 
structure. Nodes A and B are changed to T-nodes. 
We present an optimisation example of a cantilever beam where T-nodes are 
used to avoid multiple cut elements, fig 3-9.  A typical cantilever beam is 
optimised for a central in-plane load with a mesh of 80×40. A volume 
constraint of 40% of the domain volume is applied.  Figure 3-9 is obtained 
during optimisation (before convergence), where 10 nodes are changed to T-
nodes from fig 3-9 (a) to (b) near the red struts. The modification has 
thickened the struts somewhat but the effect on the overall structure is not 
significant. Observing the complete optimisation of the cantilever beam 
shown in fig 3-10 the final solution is the well-known optimal topology with 
diagonal struts in the center region (Michell 1904). This shows that the 
effect on the overall topological solution of the boundary correction 
algorithm is minimal. 
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Figure 3-9: Example of the effect the element cut correction on the topology of a structure 
during optimisation. 10 nodes in the highlighted struts are changed to T-nodes in order to 
remove all the multiple cuts from elements in a centrally loaded cantilever beam model on 
a 80x40 mesh. 
 
3.3.2 Boundary Update in 3D 
The additional dimension in 3D level set topology optimisation significantly 
increases the complexity of the algorithm both to identify and eliminate the 
multiple cut elements. To achieve a robust treatment of 3D boundaries a 
more sophisticated boundary update algorithm is formulated and discussed 
in this section. 
3.3.2.1 Identification of Multiple Cut Elements 
Figure 3-11 shows examples of single cut 3D elements with shaded regions 
representing the inside of the structure. Fig 3-12 features examples of 
multiple cut elements showing that there can be two to four separate cuts. 
This complicates the detection of the multiple cut elements as there is not a 
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clear relationship between the nodal statuses, number of cut edges and 
multiple cut elements. While the maximum number of cut edges in a valid 
single cut element is 6 (Fig 3-11), the same number of cuts can produce a 
multiple cut element (Fig 3-12). Introducing T-nodes also does not lead to a 
well-defined relationship between the number of cut edges and multiple cut 
elements, as shown in Figure 3-13.  
 
 
Figure 3-10: Level set topology optimisation applied to a cantilever beam in 2D. (a) Design 





Figure 3-11: Examples of single cut elements. 
 




Figure 3-13: Examples of 3D elements containing T-nodes. Element A is cut once, thus 
valid. Elements B and C have multiple cuts as the T-nodes are intercepted by the boundary 
within the element in a manner that cuts the volume of material in two. The shaded regions 
represent inside of a structure. The darker shaded region represents the second boundary 
intersection with the first boundary of a lighter shaded region. 
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It is useful to introduce one type of multiple cut element which was found to 
be particularly challenging, thus making it a good test case. It is made up of 
four I-nodes and four O-nodes, as illustrated in figure 3-14. We refer to this 
element as Impossible Four. 
 
Figure 3-14: An example of the Impossible Four. All the I-nodes are connected to each 
other by uncut edges but two boundaries meet inside the element, making it multiple cut 
and an invalid element. The darker shaded region represents the second boundary 
intersection with the first boundary of a lighter shaded region. 
 
We develop a binary index method to classify the elements types. This is 
based on a method used to identify the type of boundary cuts through an 
element for surface reconstruction (Bourke 1994). Each node is assigned a 
binary value based on its status. All O-nodes are assigned 0. Node 0 in Fig 
3-15 is assigned 1 if it is an I-node and 256 if it is a T-node, node 1 is given 
2 if it is an I-node and 512 if it is a T-node and so on with the values 
doubling for each node as in a binary number. The full list of the values 
related to the node status is shown in Table 3-1 for the node numbers shown 
in Fig 3-15. Summing up the value of each node produces a number that is 
unique for each possible element cut. The sum of the index values for each 
element therefore, is used to identify the multiple cut elements. There are 
2554 valid cuts whose values are all stored. Examples of this method of 
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identification are shown in Fig 3-16. One primary advantage of the binary 
index method is that it is robust and computationally inexpensive. This is an 
important characteristic as the binary index method is used to check 
elements’ status at every iteration of optimisation. 
 
 
Figure 3-15: Node numbers of an element. 
 
 
Figure 3-16: Examples of the binary index element classification. Element A has a single 




Table 3-1: Value assigned to each of the local nodes based on the nodal status. 
Node I-node T-node O-node 
0 1 256 0 
1 2 512 0 
2 4 1024 0 
3 8 2048 0 
4 16 4096 0 
5 32 8192 0 
6 64 16384 0 
7 128 32768 0 
 
3.3.2.2 Boundary Modification 
After an optimisation step and boundary update any multiple cut elements 
are identified using the binary index method. Multiple cut elements must be 
eliminated before the next finite element analysis. This section introduces 
the local boundary modification algorithm to move the boundaries such that 
there is only one surface cut through an element.  The method follows a 
similar algorithm to 2D, introducing T-nodes. However there are several 
cases that are unique to 3D geometry. 
Unlike the 2D algorithm, more than one node may need to be changed to T-
nodes. Figure 3-17 shows a case where one or two nodes need to be 
changed to T-nodes to remove one of the cuts. It was found that the 
maximum number of node changes required is two.  
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Figure 3-17: Illustration of how only one or two T-nodes are required to eliminate an 
multiple cut even when the element is cut four times (a). One node is required to be 
changed to a T-node make an Impossible Four single cut (b). 
 
The second issue is that changing the node closest to the boundary to a T-
node no longer guarantees the smallest shift in the boundary. Figure 3-18 
illustrates this, where the change that will produce a single cut element with 
the smallest movement of the boundary is to change node 6 to a T-node and 
remove the pyramid of material around it. However changing the node 
closest to the boundary would change node 3, which would still leave the 
element with multiple cuts. A more robust method of node selection is 
required in 3D.  
71 
 
Figure 3-18: A case where changing the node closest the boundary (node 3) to a T-node 
does not make the element single cut. The minimum change to make the single cut element 
is to change node 6 to a T-node. 
 
Finally changing a node to a T-node can result in a neighbouring element 
becoming multiple cut. In Figure 3-19 changing node 6 to a T-node makes 
element A single cut but the neighbouring element B becomes multiple cut. 
It is therefore, necessary to check the neighbouring elements when changing 
a node to a T-node. 
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Figure 3-19: An example when making element A single cut by changing node 6 into a T-node 
consequently makes element B multiple cut. 
 
It is possible that changing any node in a multiple cut element into a T-node 
will turn a neighbouring element into a multiple cut element, and updating 
the neighbouring element cause its neighbouring elements to have multiple 
cuts and so on. This problem may occur in regions where there are multiple 
structural boundaries close together. This suggests that there are several 
structural features that are smaller than an element and the analysis results 
are likely to be of poor accuracy. In such cases the element is considered to 
be a fractured. In response all the nodes in the element are into changes into 
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T-nodes. With no I-nodes left a fractured element is considered to be 
outside the structure and hence makes no contribution to its stiffness. It is 
worth noting that fractured elements are not a common occurrence; although 
the algorithm robust against fractured elements for completeness, no 
fractured elements were observed in any of the optimisation problems 
studied during the research. If a model produces many fractured elements, 
the mesh is likely to be too coarse for optimisation. 
 
3.3.2.3 Boundary update algorithm for 3D level set topology 
optimisation 
Having considered all cases for identifying multiple cut elements, the 
boundary update algorithm in 3D is formulated for level set topology 
optimisation, shown Fig 3-20. After the usual Hamilton-Jacobi based 
optimisation step, the algorithm identifies the elements that the boundary 
passes through by examining the node statuses of each element. If an 
element contains at least one I-node and one O-node then it is cut by a 
boundary; if it has no I-nodes it is entirely outside the structure; otherwise it 
is entirely inside the structure. If an element is cut the binary indexing 
method is used to check for the multiple cuts in the element. 
For each of the multiple cut elements, the algorithm searches for the 
minimum boundary modification. The algorithm begins by changing the 
status of each node a T-node and the binary index method is used to check if 
the change has made the element single cut. If so then the neighbouring 
elements that share the node are also checked. If the neighbouring elements 
have not become multiple cuts, then this modification is considered a 
potential solution. If there is more than one possible solution, the one with 
the smallest level set function value (thus closest to the boundary) is 
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selected and turned into a T-node to make the minimal change to the 
optimum boundary. 
 
Figure 3-20: Flow chart for boundary update algorithm. 
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If there are no possible solutions from simply changing a single node to a T-
node, each pair of nodes is changed to T-nodes to find a two-node solution. 
Again, of all the possible two-node solutions, the lowest combined level set 
function value magnitude is selected to become T-nodes.  
In the rare cases that no suitable modification is found, the element is 
considered to be fractured as described earlier. All its nodes are turned into 
T-nodes removing it from the structure. All the neighbouring elements are 
then examined and a further modification is applied if multiple cut elements 
exist in the neighbouring elements. Once all the boundary elements are 
single cut, the optimisation procedure continues. 
 
3.3.2.4 Boundary Update Example 
An example of the effect this algorithm can have on a topological solution is 
illustrated via optimisation of a centrally loaded short cantilever beam. The 
beam is modelled by a 20 × 20 × 10 finite element mesh, Figure 3-21. The 
identification algorithm finds 4 multiple cut elements in the region indicated 
by the arrow in Fig 3-21(a). The modification algorithm changes 4 nodes 
resulting in Figure 3-21(b). This has only a small effect on the structural 
geometry, smoothing out a small indentation in the structural surface, shown 
more closely in Figures 3-21 (c) and (d). A reasonable mesh density is 
required to minimize the effect of the boundary modification algorithm on 
the optimal solution. 
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Figure 3-21: Example of how the local boundary update algorithm can affect the structure. 
(a) shows the structure before the boundary modification.  The arrow points to a sharp 
indent in the structure where there are four multiple cut elements. (b) the structure after the 
boundary modification which changes 4 nodes. (c) zooms in the modified region for closer 
examination before the boundary modification (d) zooms in the modified region after the 
boundary modification. (Note: the triangular surface mesh in these images represents the 
mesh for visualization and is not used for analysis or optimisation. It is shown to highlight 
the structural details more clearly.) 
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Despite the complexity of the 3D boundary modification the time taken to 
run this step is relatively insignificant. Table 3-2 shows the breakdown of 
the mean computational time for an iteration, using a 2000 element model 
run for 200 iterations. This data show that on average the boundary 
modification algorithm took 0.0358% of the processing time per iteration, 
with an average of 5.62 modified elements per iteration. The bottleneck 
remains the finite element analysis that consumed 94.7% of the processing 
time. 
Table 3-2: The computational cost breakdown of each iteration, from a 2000 element model run for 
200 iterations. 
Repeated Process Mean Time per iteration (seconds) 
Percentage of Total 
Time 




Finite Element Model 
Solver 
7.64 94.72% 
Sensitivity Calculations 0.35 4.37% 
Level set update 0.09 1.15% 
 
The boundary update algorithm ensures that there is always sufficient nodal 
information to perform sensitivity computation allowing the optimisation 
process to reliably proceed. 
3.3.3 Validation 
The 3D level set topology optimisation method is validated by comparison 
to a pair of bench marking problems. The first problem considered is to 
minimise the compliance of a cantilever beam under self-weight loading 
conditions, with a volume constraint of 50% the domain volume. The beam 
is modelled using a 100×50×3 element mesh with one end fixed against 
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displacement. The only loading on the beam is the material weight of the 
structure that is applied in the vertical. Looking at the solution in Fig 3-22 it 
can be seen that the model has found the intuitive global optimal solution, 
shortening the beam as much as possible, minimising the moment loading 
on the beam and hence the compliance. 
 
 
Figure 3-22: Solution to the 3D self-weight beam optimisation problem 
 
The second example is compliance minimisation of a loaded cantilever 
beam; subject to a volume constraint of 40% the original design domain 
volume. The cantilever is constructed using a 100×50×2 element mesh, 
fixed against displacement on the x = 0 face and loaded in the centre of the 
x = 100 face. The small number of elements in the z direction allows the 
model to be compared to a 2D cantilever model using a 100×50 element 
mesh.  
The solutions to the problem in 2D and 3D are show in Fig 2-23(a) and (b) 
respectively. Both models produce very similar topologies when viewed in 
the XY plane, featuring multiple crossing struts to stiffen the structure. 
These crossing struts formations are very similar to the truss numerical 
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solutions to the cantilever beam problem calculated by Michell (1904). This 
gives confidence that the optimisation method is finding optimal solutions. 
 
 
Figure 3-23: Solution to the cantilever beam topology optimisation problem, (a) 2D solution on a 
100×50 element mesh. (b) 3D solution on a 100×50×2 element mesh. 
 
It is worth adding that to be able to compare the 3D model to 2D models 
and truss based numerical solutions it is necessary to have very few 
elements in the z-direction, so that the model cannot form a thin wall 
structure. Thin wall structures cannot be formed in 2D topology 




formations have been shown to be superior solutions to compliance 
minimisation problems then Michell style truss structures (Sigmund et al 
2015). 
 
3.4 3D Topology Optimisation Test Problems 
In this section the 3D level set topology optimisation method will be applied 
to three test problems. As a gradient based optimisation method the level set 
method can be influenced by the initial solution. This section investigates 
the robustness of the topology optimisation method to find the consistent 
solution. To evaluate the robustness of the 3D topology optimisation 
method the models will be solved from two different initial structures. For 
the first initial structure the entire design domain will be filled with 
material, this is the traditional method of topology optimisation, for 
convenience this will be referred to as the full domain (FD) method. For the 
second initial solution the model will consist of the minimum amount of 
material required to connect the loaded node to the zero displacement 
constrained nodes, for convenience this will be referred to as the minimum 
structure (MS) method. No initial holes are used in any of the models. 
3.4.1 3-Loaded Cantilever 
A cantilever beam of a 2:1:1 ratio is optimised by topology optimisation. 
The design domain for this problem is discretised on a 50×25×25 4-node 
voxel element mesh. The model is constrained against displacement on the x 
= 0 face of the design domain. Loading conditions are applied to four nodes 
at the central end of the cantilever, at node co-ordinates (50, 12, 12), (50, 
12, 13), (50, 13, 12), (50, 13, 13).  Three unit loading conditions are applied 
to these nodes, one load case in the x direction, compressing the cantilever, 
one in the y direction, bending the beam vertically and one in the z 
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direction, bending the cantilever horizontally. Each load case is applied 
independently, with the finite element solution and sensitivity analysis 
solved for each load case. The sum of the three groups of sensitivities is 
used to calculate the update velocity to create the optimal structure. 
Nominal material properties are used for this model, Young’s modulus of 
1.0 and Poisson’s ratio of 0.3. The volume constraint is set at 35% of the 
design domain. 
The solution to the cantilever run using from the FD starting point is shown 
in figure 3-24, along with the topology of the model at several stages of the 
solution. This shows that initially the optimisation procedure removes 
material from the centre of the faces of the structure; to create a structure 
dominated by four thick columns that travel from each corner to the load 
point. This structure has the advantage of placing material in locations that 
provide the greatest resistance to both bending directions.  
During the optimisation procedure the meeting of boundaries from different 
sides of the model creates holes inside the structure. From these holes the 
optimisation procedure is able to hollow out the inside of the structure. 
Once access to the centre of the design domain is established the structure 
develops a hollowed shell topological solution, shown in fig. 3-22. This 
structural shell maximises the stiffness of the structure against bending and 
in all directions as well as resisting the compressive load. It takes 1853 
iterations for the model to converge to its optimal solution, due to the 
significant amount of times for the optimisation procedure to be able to 
access the centre of the model where the structure needs to be removed. 
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Figure 3-24: Cantilever model solved from the FD starting point. The section views are 









Figure 3-25: Cantilever model solved from the MS starting point. The section views are 
bisected along the centre line, with cut structure shown in black. 
When the model is solved from the MS starting point, shown in fig. 3-25, 









topological solution that appears to be almost identical to the FD starting 
point solution. 
Like the FD starting point model the development of the solution, shown in 
fig. 3-25, initial thickens the structure to create a structure dominated by 
four thick columns travelling from the load to the corners. However 
optimisation then hollows out the centre of the structure to create the hollow 
shell structure, converging in 1394 iterations. The MS starting point 
structure converges faster than the FD starting point structure, as 
optimisation is able to access the central region of the model sooner.  
 
Figure 3-26: Change in volume and compliance of the 3-loaded cantilever model during the 
optimisation procedure. 
Looking at the change in the volume and compliance during optimisation, 
plotted in fig. 3-26, allows further comparison of the development of the 
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two models. Naturally the compliance of the FD starting point structure is 
initially much lower than the MS starting point structure due to the 
difference in available material. As the volume of both structures 
approaches the volume constraint the compliance becomes very similar, as 
similar topology is created. It remains around this compliance for a 
considerable number of iterations. However the compliance then undergoes 
a rapid reduction between iteration 1700 and 1800 in the FD starting point 
structure and iteration 1180 and 1300 in the MS starting point structure. 
This coincides with when the centre of the cantilever model was completely 
hollowed out by the optimisation procedure. The difference between the two 
solutions is trivial as the difference in the solution compliance is only 
0.08%. 
3.4.2 Box Under Compression with Fixed Supports 
The second model is a box under a compression load. The design domain 
for this problem is discretised on a 26×26×26 4-node voxel element grid. 
The model is constrained at all four corners on the z = 0 face against 
displacement in all directions. A single compressive load in the z direction 
is applied to the centre of the top face of the model, at node co-ordinate (13, 
13, 26). The same nominal material properties as the cantilever beam model, 
Young’s modulus of 1.0 and Poisson’s ratio of 0.3, are used. The volume 
constraint is set at 15% of the design domain. 
The solution of the FD starting point topology optimisation problem is 
shown in fig. 3-27. The optimisation procedure removes excess material to 
create a structure that consists of four straight columns that transfer load 
directly from the load point to the fixed points, in 1039 iterations.  
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Figure 3-27: Solution of box under compression from FD starting point. 
The solution of the box under compression run from MS starting point is 
shown in fig. 3-28. In this case the model develops to a very similar 
solution, with the four columns growing out of the initial minimum 
structure.  
 













From the MS starting point the structure converges in 1123 iterations, 
slightly more than from the FD starting point and the final solution 
converges with the end of the columns positioned slightly lower then in the 
FD solution. This is a slightly less optimal solution and the compliance of 
the MS model is 2.92% higher then the FD model. 
3.4.3 Box with Roller Supports 
A second compression box problem is now optimised using the level set 
topology optimisation method. The design domain has the same dimension, 
as the box with fixed supports, with the same applied load. However in this 
model only one of the corners is constrained against displacement in the x 
and y directions, with the rest of the corners only constrained in the z 
direction. Again the volume constraint is 15% of the design domain. 
The solution of the box under compression with roller supports from the FD 
starting point is shown in fig. 3-29. The solution topology has four columns 
transferring the vertical load to the fixed corners with additional struts 
crossing the base of the model to link the four corners and resist the outward 
deflection of the model under the vertical load. There is also a vertical 
column that connects the load point to the centre of these struts. The model 




Figure 3-29: Solution of box under compression with roller support from FD starting point. 
The solution of the box under compression with roller supports from the MS 
starting point is shown in figure 3-30. Again optimisation produces a very 
similar solution topology to the FD starting point structure. The solution 
topology consists of four columns connecting the load point to the fixed 
corners, two struts crossing the base of the structure to resist outward 
deflection of the base and a vertical column in the centre that is linking 
these horizontal struts to the load point. It takes 1126 iterations to converge, 
slightly fewer than the FD starting point structure. The difference between 
these solutions does not have a significant effect on the compliance, the MS 










Figure 3-30: Solution of box under compression with roller support from MS starting point. 
In all the test problems explored in this section the 3D level set topology 
optimisation was able to optimise the structure from both maximum (FD) 
and minimum (MS) initial structures. The solutions for both the FD and MS 
starting points are very similar, with negligible differences in the final 
topologies and objective function values. This shows that the 3D method of 
level set topology optimisation is robust.  
 
3.5 Investigation of the use of a Hole Insertion Method in 3D 
Level Set Topology Optimisation 
The solutions to the test problems obtained in section 3.4 show that the level 
set topology optimisation procedure in 3D is robust and not significantly 







optimisation procedure was even able to create a hollow structure without 
any initial internal holes. This supports the assertion that the level set 
method does not require initial holes or a hole insertion method in 3D to 
find the optimal solution (Allaire et al 2004). However it is possible that the 
use of the hole insertion method in 3D could expand the design space for the 
optimisation procedure and lead to a more direct development of the 
solution. To investigate this the cantilever beam and box under compression 
with roller test problems are optimised again, using the 3D level set 
topology optimisation method, with the hole insertion method. These results 
will be compared to the solutions run without hole insertion. 
3.5.1 3-Loaded Cantilever Beam with Hole Insertion. 
The solution of the cantilever beam run from the FD starting point with hole 
insertion is shown in fig 3-31. This shows that holes are created in the 
centre of the model early in its development. The presence of the holes in 
the centre of the model allows the structure to be hollowed out in fewer 
iterations than in the earlier cases without hole insertion. With hole 
insertion, the solution is converged in 335 iterations, compared to 1853 
iterations without hole insertion. When the model is run from the MS 
starting point the hole insertion method also aids the optimisation 
procedure, as shown in fig. 3-32. Once the structure thickness has increased 
enough for holes to be created new holes are created in the centre of the 
model, allowing the structure to be hollowed out. The hollow shell solution 
is hence created in 650 iterations, again significantly fewer than 
optimisation without hole insertion. 
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Figure 3-31: Cantilever model solved from FD starting point. The section views are 









Figure 3-32: Cantilever model solved from MS starting point. The section views are 
bisected along the centre line, with cut structure shown in black. 
The advantage of the hole insertion for solving the cantilever beam problem 
can be clearly seen in fig. 3-33. Comparing these results to the solutions 
without hole insertion in fig. 3-26, it can be seen that the use of the hole 
insertion method allows for a more direct progression to the optimal 
solution, without the sudden drop in compliance that occurs during 
optimisation without hole insertion. The variation in compliance between 







compliance between the models is 0.1%, indicating that all optimisation 
runs have found the same solution. This shows that the hole insertion 
method can enable optimisation to converge to the solution faster.  
 
Figure 3-33: Change in volume and compliance of the 3-loaded cantilever model during the 
optimisation procedure with hole insertion. 








FD starting point 1853 2926.21 0.000% 
MS starting point 1394 2923.88 -0.080% 
FD starting point With Hole 
Insertion 335 2925.15 -0.036% 
MS starting point With Hole 




3.5.2 Box Under Compression with Roller Supports with Hole 
Insertion 
Optimising the box under compression with roller support with level set 
topology optimisation and hole insertion results in a different optimisation 
path as shown in fig. 3-34. In the section view it can be seen that a hole is 
inserted across the centre of the structure during its development. This hole 
cuts through the region where the central vertical strut exists in the solution 
without hole insertion. The final solution lacks this vertical column. There is 
also a hole in the centre of the strut formation that crosses the base of the 
structure. The solutions do however, share the structural feature of four 
columns travelling from the corners to the load point. In this case the use of 
hole insertion does not reduce the number of iterations required for 
convergence, taking 1359 iterations to converge, more than the optimisation 
without hole insertion. 
When the box under compression with roller support is solved from MS 
starting point a similar alteration to the solution is observed, shown in fig. 3-
35. A hole is again formed in the centre near the base of the model. This 
leads to a solution that is missing the vertical strut found in the models 
without hole insertion. However unlike the model run for the FD starting 
point with hole insertion there is no hole in the centre of the horizontal struts 
crossing the base of the model. This model converges in 1123 iterations, 
slightly fewer then the model without hole insertion. 
The use of hole insertion during topology optimisation of the box under 
compression with roller support model leads to a different solution topology 
compared to the models without hole insertion. However despite this the 
difference in the solution compliance is less than 0.4% as shown in table 3-
4. So the optimisation procedure has found different local solutions with 
negligible differences in total compliance. 
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Figure 3-34: Box under compression with roller support solved from FD starting point. The 
section views are bisected along the centre line, with cut structure shown in black. 
 
Figure 3-35: Box under compression with roller support solved from MS starting point. The 
















Table 3-4: Comparison of optimal solutions of box under with roller support with and 





Compliance % Difference 
FD starting point 1265 61.54 0.000% 
MS starting point 1126 61.31 -0.375% 
FD starting point With Hole 
Insertion 1459 61.42 -0.195% 
MS starting point With Hole 
Insertion 1120 61.49 -0.081% 
 
3.6 Conclusion 
This chapter has formulated and demonstrated the 3D level set topology 
optimisation method. A boundary update algorithm was introduced to 
prevent the structural boundary cutting an element twice, allowing the use 
of regular bilinear element grids for topology optimisation. The method was 
successfully validated on simple benchmarking problems. 
When solving test problems from different initial topologies the 3D level set 
method was able to find similar topological solutions in all cases. The 
variation in solution compliance, of less then 3%, demonstrated a level of 
robustness in the method. The introduction of hole insertion allowed the 
solution to the cantilever beam problem, a thin wall shell structure, to be 
found in significantly fewer iterations. However when using hole insertion 
on a problem with a truss structure solution it did not reduce the number of 
iterations to find the solution and altered the solution topology, although 










Investigation of the Mechanical 
Optimality of Internal 
Trabecular Bone Architecture 
Using Topology Optimisation  
 
4.1 Introduction 
Structural efficiency is very important in the muscular-skeletal system. 
There is a clear evolutionary advantage in a skeleton that has enough 
stiffness and strength to support all applied loads without failure, while 
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keeping bone mass as low as possible to minimize the weight and the 
metabolic cost of maintaining the bone tissue. It has long been theorised that 
the internal trabecular bone structure found inside flat bones and the end of 
long bones adapts its morphology in response to mechanical loads (Wolff 
1892). Evidence for this relationship can be seen in the development of the 
internal structure of the proximal femur over an individual’s life time. The 
internal structure of the proximal femurs of babies is highly anisotropic, 
with no clear structural orientation. The development of adult trabecular 
orientations and structural density coincides with the establishment of 
walking gait during infancy (Ryan & Krovitz, 2006). In individuals who are 
never able to walk, due to disability, the internal structure remains 
anisotropic after infancy (Lundy et al 1998) suggesting that the adult 
internal architecture initially forms in response to the loads applied. This 
theory has been supported by experimental tests on animals where forced 
changes in bone loading have resulted in a corresponding change in the 
bone structure (Lanyon et al 1982). 
The majority of the previous attempts to model the mechanical adaptation of 
the bone structure have attempted to recreate the biological process that 
controls cancellous bone growth and maintenance (Weinans et al 1992, 
Fernandes et al 1999, Jang et al 2009, Folgado et al 2009). However there 
are many theories as to what the mechanical stimulus for bone growth and 
maintenance is, making these models difficult to validate (Wolff 1892, Frost 
1987, Biewener et al 1996, Skerry & Lanyon 1995). 
The adaptation of the trabecular bone structure to mechanical loading 
suggests that cancellous bone is a self-optimising structure. It is possible 
that the structure produced by mechanically adaptive bone remodelling 
could be predicted using topology optimisation; previous attempts have 
been done on 2D bone models using ESO and SIMP methods (Kim et al 
2008, Jang & Kim 2008).  
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The aim of this chapter is to investigate if the internal trabecular bone 
architecture can be considered a self-optimising structure. Using topology 
optimisation to model the internal bone structure formation can only 
consider the optimality of the fully developed internal bone architecture, 
without attempting to recreate the biological process that develops the 
structure. The optimality of this structure will be investigated by using the 
level set topology optimisation method, to optimise the internal structures of 
2D finite element models of the proximal femur. If the internal bone 
architecture is a mechanically optimal structure the trabecular arrangements 
observed within the real femurs will be similar to the optimal internal 
structure predicted by topology optimisation.  
 
4.2 The Internal Trabecular Bone Architecture of the Proximal 
Femur 
The proximal (or top) of the femur bone is one part of the hip joint along with 
the pelvis. The hip is a ball and socket joint that allows a full range of 
rotation. The exterior shape of the proximal femur is formed, according to 
genic instruction, to allow this range of motion to be accomplished. The key 
components of the proximal femur are the femoral head, the ball part of the 
hip joint, where the pressure loading from the hip reaction force is applied. 
The femoral neck that links the head to the rest of the bone; acting as a lever 
arm to the hip joint it allows the femur to be rotated. Opposite the femoral 
neck is the greater trochanter; this bulge supports the attachment points for 
the hip abductor muscles. Finally the metaphysis is an intermediate region 
that sits between the femoral neck, the greater trochanter and the diaphysis 
(or shaft) that makes up the majority of the length of the femur. The regions 
of the proximal femur are shown in figure 4.1 below. 
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Fig. 4-1: Diagram of the proximal femur with key features labelled. 
The external shape of the femur is dominated by the functional requirements 
of the hip joint, remaining consistent in shape once adulthood is reached 
(Carter and Beaupre 2003). The external structure is made from a thin shell 
of cortical bone, providing a surface for cartilage and muscles to be attached 
to, but not strong enough to support the loads the femur experiences 
everyday.  A complex internal structural formation of cancellous bone is 
required to support the cortical shell (Tobin 1955, Garden 1961). In the 
diaphysis the bone is a beam under bending load, as such the structure is 
made of thick shell of cortical bone, maximising the second moment of area. 
However in the metaphysis the cortical bone formation separates into 
cancellous bone, made from many individual trabecular struts. The 
trabecular struts are distributed throughout the internal proximal femur. 
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Variations in the number, thickness and orientation of these struts form the 
key features of the trabecular architecture that supports the proximal femur 
under load. The formation of the trabecular architecture and its mechanical 
purpose has been considered by many researchers (von Meyer 1866, Wolf 
1892, Tobin 1955, Garden 1961, Skedros & Baucom 2007). The following 
description is made based on the observations from these previous works. A 
roentgenogram image of the internal structure, from Tobin 1955, of the 
proximal femur is shown in figure 4-2. 
The trabecular bone struts extruding from cortical bone form multiple arch 
structures that cross the metaphysis up to the base of the greater trochanter 
and formal neck, resisting bending in the metaphysis. At the base of the 
femoral neck a dense group of trabecular struts, know as the “vertical 
trabecular column”, crosses the bottom of the femoral neck. In the femoral 
head the vertical trabecular strut fans out to support the articular surface of 
the femoral head. The task of the vertical trabecular column is to transfer the 
pressure load applied to the femoral head through the femoral neck to the 
thick cortical shell in the diaphysis. Another column of trabecular struts, 
know as the “horizontal trabecular column”, crosses the top of the femoral 
neck, from the top of the metaphysis trabecular arches to the femoral head, 




Fig. 4-2: Roentgenogram of the internal structure of a proximal femur, from Tobin et al 
1955 (used with permission). 
The combination of the vertical and horizontal trabecular column reinforce 
the femoral neck against the bending loading applied to it. Between the 
metaphysis trabecular arches and the vertical and horizontal trabecular 
columns there is a region of much lower trabecular strut density, that often 
appears void, known as Ward’s Triangle. In the greater trochanter a thick 
group of trabecular struts form a bony buttress that reinforces the 
attachment point for the abductor muscles. There is another region of low-
density bone that fills the rest of the greater trochanter known as Babcock’s 
triangle. While the apparent mechanical purpose of the key features of the 
trabecular architecture has been agreed upon by the aforementioned studies 
(von Meyer 1866, Wolf 1892, Tobin 1955, Garden 1961, Skedros & 
Baucom 2007), it is not certain that this formation is mechanically optimal. 
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There are many important biological and metabolic demands on the bone 
structure, whose functionality may conflict with the mechanical demands on 
the structure. 
 
4.3 Level Set Topology Optimisation of 2D Finite Element 
Model of the Proximal Femur 
In order to see if the trabecular architecture is an optimal structure, topology 
optimisation is used to optimise the internal structure of a finite element 
model of a proximal femur. If the mechanically optimal structure of the 
femur model is similar to the real trabecular architecture then the bone 
structure could be considered mechanically optimal.  
This test uses the 2D version of level set method of topology optimisation 
with hole insertion (Dunning  & Kim 2011, Dunning & Kim 2013) to 
optimise the internal structure of the femur. The objective function is to 
minimise the total compliance of the structure, maximising the stiffness of 
the femur model, subject to a constraint on the volume of material used. 
This method was previously outlined in Chapter 3.2.  
 
4.3.1 The Finite Element Model of the Proximal Femur 
The geometry of the proximal femur model is based on the 2D mid-frontal 
plane femur geometry from Jacobs et al (1995). The model is artificially cut 
off across the proximal diaphysis so only the proximal end of the femur is 
modelled. This geometry is projected onto a 160×184 finite element grid; 
the signed distance level set function values are initialised to describe the 
femur geometry on the grid. The geometry of the femur model is shown in 
figure 4-3. It is important to note that the level set method cannot create a 
104 
strut narrower then an element’s edge length. In these 2D models the 
element edge length is around 0.75mm, assuming an adult male femur. 
Since trabecular bone struts can be less then 0.05mm in diameter (Jang & 
Kim 2008) the mesh is not dense enough for the topology optimisation 
procedure to be able to recreate the microscopic trabecular structure. 
Therefore the topology optimisation results are a representation of the 
optimal macroscopic trabecular architecture, where the presence of a thick 
strut represents a dense region of many trabecular struts while a void in the 
structure represents a low density region with very few trabecular struts. 
The femur model provides some specific challenges to the level set 
topology optimisation method. As the optimality of only the internal 
trabecular bone structure is being investigated here, the external structure of 
the femur is not to be altered by optimisation procedure. This is enforced by 
fixing the level set function value of any node within 2.0 element edge 
lengths of the femur edge. This creates a two element thick shell that is 
excluded the from the optimisation procedure. However this means that the 
model initially starts without any boundaries that the level set method is 
allowed to optimise. The hole insertion method will be used to create all the 
internal boundaries within the structure, so the model will not require any 
initial holes in the structure that could effect the final solution. The 
constraint on the volume of the internal structure is set at 55% of entire 




Fig. 4-3: Initial Femur Geometry Projected onto the160×184 finite element grid 
The material properties used in the femur model are the properties of 
trabecular bone established experimentally in Carter & Hayes 1977, a 
Young’s modulus of 20GPa and a Poisson’s ratio of 0.3. These material 
properties are isotropic so any anisotropy in the structure will come from the 
structural formation. 
A set of load cases representing typical daily activities, from Jang et al 
(2009), are applied to the femur model. Load case 1 (LC1) represents the 
single leg stance of gait whilst load case 2 (LC2) and load case 3 (LC3) 
represent the extreme leg tilting positions of abduction and adduction, 
respectively. For each of the load cases a pressure load is applied to the 
surface of the femoral head to represent the joint reaction force. A point 
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load is also applied to the greater trochanter to represent the hip abductor 
forces. The line of nodes on the distal boundary was fully constrained 
against translation and rotation in all directions. The location and magnitude 
of the boundary conditions are shown in Figure 4-4 and Table 4-1. 
 
 
Fig. 4-4: Location of loading applied to 2D proximal femur model 
Table. 4-1: Magnitude of Load cases used in the femur model 









Single leg stance (LC1) 2317 33.78 703 24 
Abduction (LC2) 1158 43.07 351 8 











4.3.2 Topology Optimisation of Femur Model  
The optimal internal structure of the proximal femur is shown in figure 4-
5A, the roentgenogram image of the real femur internal structure from 
Tobin et al (1955) is shown next to it in figure 4-5B. Comparing the optimal 
structure to the real femur structure it can be seen that the numerically 
optimal structure has recreated the key features of the real trabecular 
architecture. The optimal structure features a thick strut along the bottom of 
the femoral neck that fans out into multiple struts in the femoral head to 
support the joint reaction surface, resembling the vertical trabecular column. 
Similarly a pair of struts cross the top of the femoral neck and merge with 
the vertical column in the femoral neck, this is akin the horizontal trabecular 
column. The metaphysis trabecular arches are matched by an arch like 
structure in the centre of the femur model, from which the horizontal 
trabecular strut originates in both the real femur and the optimal topology. 
The model also recreates the buttress like structure that supports the 
abductor load. There are also large voids in the optimal structure whose 
locations match the real locations of Wards triangle and Babcock’s triangle. 
While the objective of this investigation was to look at the optimality of the 
trabecular bone structure in the proximal femur the optimal topology also 
matches the thick formation of cortical bone along edge of the diaphysis, 
suggesting the formation of the cortical bone structure is also mechanically 
optimal.  
Whilst the mesh density prevents the model from recreating the multiple 
trabecular bone struts of the real proximal femur the optimal topology does 
closely resemble the macroscopic features of the real trabecular architecture. 
This in turn suggests that that real trabecular bone architecture is a 
mechanically optimal structural arrangement. However this dose not 
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Fig. 4-5A: Optimised Internal structure of the proximal femur model using the level set 
method.  B: Roentgenogram of the internal structure of a proximal femur, from Tobin et al 
1955 (used with permission). 
It has been clearly observed that changes in loading conditions does affect 
the bone structure. There are a significant post operative changes in the bone 
structure of patients whose bone loading is altered by orthopedic implants, 
such as replacements joints (Huiskes 1991, Huiskes et al 1992, Panisello et 
al 2006). Furthermore bed ridden hospital patients and astronauts, who 
experience long-term reductions in bone loading, also suffer significant 
losses in bone density (Raiz 2005). To see if this adaptation of the bone 
structure to a change in the mechanical loads is a self-optimising process, 
comparison between real trabecular bone structure and optimal internal 
structure in a femur under abnormal loading conditions is required. 
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4.4 Level Set Topology Optimisation of 2D Finite Element 
Models of the Proximal Femur with Abnormal Femoral Necks 
The optimality of the structure created by the mechanically adaptive bone 
remodelling process under abnormal loading conditions is investigated by 
optimising the structure of femurs with coxa vara and coxa valga femoral 
neck deformities. In the majority of people the angle of the femoral neck 
varies between 120° and 135° to the vertical axis without a significant 
difference in functionality. However outside this range the femoral neck is 
considered malformed as it begins to have an effect on the function of the 
hip (Letts & Facs 2014). Hips with femoral neck angles below 120° are 
know as coxa vara hips while those with femoral neck angles above 135° 
are called coxa valga hips. These conditions can be acquired from traumatic 
injuries to the femoral neck, which does not heal at the original orientation 
or as a secondary result of bone softening diseases, (Young 1907). However 
this investigation is interested in the congenital forms of these conditions 
where the hip is malformed during the antenatal development. The 
congenital forms of coxa vara and coxa valga femurs usually have only a 
limited impact on a person’s mobility, the only noticeable symptom being 
an unusual gait (Letts & Facs 2014).  
Congenital coxa vara and coxa valga provide interesting opportunities for 
analysis of the bone internal structure. The misshapen but undamaged hips 
have a different internal structure to regular hips but without interference 
from previous damage and healing (Tobin 1955, Garden 1961). The 
difference in shape between regular, coxa vara and coxa valga hips result in 
different load paths within these hips (Levangie & Norkin 2000). However 
the mechanical adaptation process of the internal trabecular bone structure 
will be the same in all the hips. So if the trabecular bone is a self-optimising 
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structure then the real trabecular architecture will match the optimal 
structure created by topology optimisation in coxa vara and coxa valga 
femurs.  
4.4.1 Finite Element Models of Coxa Vara and Coxa Valga 
Proximal Femurs 
As coxa vara and coax valga hips are rare conditions, found in less than 1 in 
13000 people (Letts & Facs, 2014), there is little data available on the 
mechanical loading and geometry of these hips, so the boundary conditions 
and geometry of the coxa vara and coxa valga femurs are adapted from the 
regular femur model. The geometry from Jacobs et al 1995 is adapted to 
have a femoral neck orientation of 110° and 140° for the coxa vara and coxa 
valga femur models respectively. Figure 4-6 shows the external geometry of 
each of the femur models.  
 
Fig. 4-6: Geometry of the 2D femur models, with femoral neck angle marked. 
The exterior geometry of the femurs is again projected onto a regular finite 
element grid where the element edge length is 0.75mm. The coxa vara 
femur model uses a 180×160 grid and the coxa valga femur use a 130×205 
grid. The external geometry of the femurs is also fixed the same ways as in 
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the regular femur model. The magnitudes of the joint reaction and abductor 
loads applied to the malformed femur models are the same as the regular 
femur model. However the coxa vara joint reaction loads are applied over a 
larger surface area, while the coxa valga loads are applied over a smaller 
surface area, to match the variation in joint articular contact area observed in 
these femurs (Levangie & Norkin 2000). The objective function for the 
optimisation of the internal structures of these femurs is minimisation of 
compliance subject to a constraint on the volume ratio, set at 55% of the 
original volume of each femur model.  
 
4.4.2 Topology Optimisation of Coxa Vara Femur Model 
The optimal topology of the coxa vara femur is shown in figure 4-7A. 
Alongside it in figure 4-7B and figure 4-7C are roentgenogram images of 
the internal structure of real coxa vara proximal femurs from Tobin (1955) 
and Garden (1961), respectively. The difference between the internal 
structure of a coxa vara and regular femur is described in Tobin (1955) and 
Garden (1961). The decrease in femoral neck angle increase the distance 
between the femoral neck and the diaphysis, increasing the bending in the 
femur induced by the joint pressure loads. In a coxa vara femur the bending 
resistant features of the internal structure is reinforced. The metaphysis 
trabecular arches increases in size and density compared to the regular 
femur. In particular the metaphysis arches that cross the base of the greater 
trochanter form a very dense trabecular column. The horizontal trabecular 
column is a continuation of this dense column and is also significantly 
thicker than the horizontal trabecular column found in a regular femur. 
Thickening this column increases the second moment of area and bending 
resistance of the femoral neck and metaphysis. The vertical trabecular still 
crosses the base of the femoral neck, although in comparison to the regular 
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femur it fans out earlier in the femoral neck, forming denser formation of 
trabecular struts that support the articular surface femoral head and braces 
the end of the femoral neck. The combination of these femurs significantly 
reduces the size of Ward’s triangle. In the greater trochanter the bone 
buttress is not significantly altered but the shift in the geometry of the 
femoral neck and the metaphysis arches results in an increase in the size of 
Babcock’s triangle.  
The optimal topology of the coxa vara femur model closely matches the real 
trabecular architecture of a coxa vara femur. A thick strut curving from the 
diaphysis cross the top of the femoral neck is very similar to the increases 
trabecular density of the horizontal trabecular column. There are a greater 
number of struts in the metaphysis and crossing the base of the femoral neck 
reminiscent of the denser metaphysis arch formation. The vertical trabecular 
strut also recreates the real trabecular architecture, fanning out into many 
trabecular struts earlier in the femoral neck then the regular femur to support 
both the end of femoral neck and the loaded surface of the femoral head. 
Finally the void region in the middle of the femoral neck is reduced in size, 
like the Ward’s triangle, while the void in the greater trochanter is increased 
in size, like Babcock’s triangle. This result does suggest that like the regular 




Fig. 4-7A: Optimised Internal structure of the coxa vara proximal femur model using the 
level set method.  B: Roentgenogram of the internal structure of a coxa vara proximal 
femur, from Tobin et al 1955 (used with permission). C: Roentgenogram of the internal 
structure of a coxa vara proximal femur, from Garden et al 1961 (used with permission). 
 
4.4.3 Topology Optimisation of Coxa Valga Femur Model 
The optimal topology of the coxa valga femur is shown in figure 4-8A. 
Alongside it in figure 4-8B is a roentgenogram image of the internal 
structure of a real coxa valga proximal femur from Tobin (1955). The 
difference between the internal structure of a coxa valga and regular femur 
is described in Tobin (1955) and Garden (1961). The more vertical 
orientation of the femoral neck in a coxa valga femur reduces the distance 
between the joint loading and the diaphysis, reducing the bending loading in 
the femur but significantly increasing the compression loading through the 
femoral neck. This change in the load path is reflected in the internal 
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trabecular architecture. The dominant feature of the coxa valga trabecular 
architecture is the vertical trabecular column, it travels straight from the 
diaphysis through the femoral neck, fanning out only a little in the femoral 
head to support the articular surface. This feature of the trabecular 
architecture transfers the compressive load directly through the femoral 
neck into the thick cortical bone shell in the diaphysis. The metaphysis 
arches are still present but the density is reduced and the tips of the arches 
are observed to occur lower in the femur. The horizontal trabecular strut is 
still present but the number and density of the trabecular struts presences is 
greatly reduced, (Garden 1961), such that it is barely visible in figure 4-8B. 




Fig. 4-8A: Optimised Internal structure of the coxa valga proximal femur model using the 
level set method.  B: Roentgenogram of the internal structure of a coxa valga proximal 
femur, from Tobin et al 1955 (used with permission). 
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The optimal internal structure formed by the level set topology optimisation 
in the coxa valga model is dominated by a thick almost vertical strut that 
travels from the loaded surface of femoral head, through the femoral neck 
into the diaphysis. This strut supports the compressive load applied to the 
femur model and is very similar in location and purpose to the real vertical 
trabecular column. As the bending of the coxa valga model is reduced there 
is less structure used to resist bending of the model, with smaller and lower 
arches in the metaphysis, again similar to the real trabecular architecture. 
The model produces no structure across the top of the metaphysis or the 
femoral neck, this is not quite reflected in the real architecture where the 
horizontal trabecular strut is described as still existing. However since this 
structure in the real femur is reduced in density so much that it cannot be 
clearly seen in the roentgenogram image in figure 4-8B this feature is too 
small to be re-created at this mesh density. In the coxa valga femur model 
the optimal topology created by the level set topology optimisation method 
predicts the key features of the real coxa valga trabecular architecture. 
In all three femur models the optimal topology has recreated some of the 
key features of the macroscopic trabecular architecture. This suggests that 
the macroscopic trabecular architecture formed in the femurs is 
mechanically optimal. Given that different optimal trabecular architectures 
were formed in the abnormally shaped coxa vara and coxa valga femurs this 
suggests that the trabecular bone is a self optimising structure. There are 
some limitations on this conclusion, the mesh density was too low to 
replicate the microscopic formation of the trabecular architecture, so the 
optimality of the microscopic multiple trabecular strut formation cannot be 
evaluated by this result. The second major limitation on these results is that 
the modelling is carried out in the 2D mid-frontal plane. The femur model is 
therefore, not exposed to any loading out of this plane and it cannot re-
create any anterior posterior variation in the femur structure. 
116 
4.5 Level Set Topology Optimisation of 3D Finite Element 
Model of the Proximal Femur 
The 2D structural results support the theory that the cancellous bone 
structure is a self optimising structure. However, modelling the femur in 2D 
ignores an anterior posterior variation in the femur structure. It also 
excludes significant loading conditions from the model, such as the peak 
heal down and tow off stages of gait. The level set method of topology 
optimisation is thus, applied to a 3D femur model. 
 
4.5.1 The Three Dimensional Internal Structure of the Proximal 
Femur 
The 3D structure of the proximal femur has been examined in Garden 
(1961) using stereo radiographs.  In Hammer (2010) low-density trabecular 
bone was removed from a femur during a post mortem dissection, so that 
the remaining high-density trabecular structure could be observed. These 
works clearly show the difference between the 2D and the 3D internal 
structure of the femur. Both the vertical and horizontal trabecular columns 
originate from the same location that is seen in the 2D images, however as 
well as being densely packed these columns are relatively thick; the vertical 
trabecular arises from almost the entire width of the medial cortical bone at 
the bottom of the femoral neck while the horizontal trabecular column is 
just over half the width of the trochanteric region. The vertical column 
remains fused to the bottom and lower posterior side of the femoral neck for 
its entire length, before it fans out in the femoral head. The origin of the 
horizontal trabecular column is actually positioned in the anterior half of the 
trochanteric region. It remains attached to the anterior side of the femur as it 
crosses the metaphysis and femoral neck before fanning out in the femoral 
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head to assist in supporting the articular surface of the femoral head. This 
means that while there is some overlap, the majority of the horizontal 
trabecular material is not directly above the vertical trabecular column, as 
suggested by 2D images. 
The 3D nature of the trabecular column also has an effect on the low-
density regions of the cancellous bone in the femur. These regions are much 
more common then suggested by two 2D scans with low density bone 
existing distally and posteriorly to the horizontal strut and proximally to the 
vertical trabecular column. These areas actually link the known low density 
regions of Babcock’s and Ward’s triangles, which are the locations where 
low density bone travels across the majority of the width of the femur hence 
making them visible in the mid-frontal 2D views. It can also be seen that the 
metaphysis trabecular arches are actually, a dome of arches that originate 
from the ring of cortical cone that surrounds the entire diaphysis, to resist 
bending in all directions. 
4.5.2 3D Finite Element Model of the Proximal Femur 
The 3D level set method of topology optimisation introduced in chapter 3 is 
used to optimise the internal structure of the femur. The objective of this 
optimisation procedure is to minimise the compliance of the structure 
subject to a constraint on the volume of material used, set at 35% of the 
volume of the femur model. 
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Fig. 4-9: 3D proximal femur geometry, based on the standard femur finite element 
geometry from M Viceconti et al (1996) 
The geometry of the model femur is adapted from the standard finite 
element model femur geometry proposed by M Viceconti et al in (1996). 














so that only the proximal femur is modelled. The modelled femur geometry 
is shown in figure 4-9. This geometry is projected on to a 51×58×28 regular 
voxel element mesh, with the external geometry described by the level set 
function. This makes the element edge length around 2.5mm assuming this 
is an adult male femur. Therefore the mesh density is only fine enough to 
represent the macroscopic features of the trabecular architecture, with dense 
region of many trabecular struts and low-density trabecular regions in the 
real structure the equivalent of thick struts and voids respectively in the 
optimal topology. In preliminary tests a 2 element edge length wide region 
at the edge of the femur model was excluded from the optimisation 
procedure to represent external structure, as in the 2D models. However this 
resulted in an excessively thick cortical shell that dominated the solution. 
The internal structure of the femur therefore is optimised without fixing any 
material to represent the external geometry, effectively assuming that the 
thin cortical shell does not make a significant contribution to the structural 
stiffness of the femur.  
Like the 2D model, bone is assumed to be an isotropic with any anisotropy 
coming from the structural arrangement. The material properties established 
experimentally in Carter & Hayes (1977) are used, Young’s modulus of 
20GPa and Poisson’s ratio of 0.3. 
The model is fully constrained against translation and rotation in all 
directions along the distal boundary. Loads are applied to the greater 
trochanter to represent the abductor muscle loads and to the surface of the 
femoral head to represent the joint pressure loads on the femur. The 
magnitude and location of these loads are taken from the gait load analysis 
carried out by Ojeda et al (2012). This load is applied as four load cases 
each one representing the average loading during each stage of the gait, 
Ojeda (2012). The heel strike phase represents the period where the heel 
makes contact with the ground until the foot is flat at tow down, the first 
120 
phase of single leg stance goes from tow down till the leg is vertical, the 
second stage of single leg stance goes from vertical leg to heel off, the final 
stage goes form heel off to toe off, ending the ground contact period of gait.  
The magnitudes of the loads are shown in table 4-2 and the location that 
each of the joint pressure load cases is applied and the location of the 
abductor muscle load are shown in figure 4-10. 
 
Fig. 4-10: Location of gait pressure loads and abductor muscle loads on 3D femur model 
Table. 4-2: Magnitude of Load cases used in the 3D femur model 
 
Hip Reaction Load (N) Abductor Muscle Load (N) 
X Y Z X Y Z 
Heel Strike (LC1) 
 44.31 -244.22 138.76 33.48 136.51 -77.27 
Single Leg Stance Phase 1 
(LC2) 13.39 -410.35 -56.39 26.89 109.62 -62.05 
Single Leg Stance Phase 2 
(LC3) -39.22 -191.97 -191.77 30.19 123.07 -69.66 
Toe Off (LC4) 















4.5.3 Topology Optimisation of the 3D Proximal Femur Model 
In the first 3D model of the proximal femur all four loading conditions are 
applied to the model simultaneously, as in the 2D models. The optimal 
internal structure created by the optimisation procedure is shown in figure 
4-11. Note that within figure 4-11 the optimised internal structure is shown 
in grey, the thin yellow shell shows a section of the external femur 
geometry. This is only present so that the location of the internal structural 
features in the femur can be seen, it does not bear any loads. 
The internal structure produced by the level set topology optimisation 
method recreates some of the features observed in the real trabecular 
architecture. A thick column of material travelling from the diaphysis 
through bottom of the femoral neck into the femoral head recreates the 
vertical trabecular column. Another column travelling though the top of the 
femoral neck appears to represent the horizontal trabecular column. There is 
also a void and thinner structure between these two columns in the same 
location as ward’s triangle. However this structure differs fundamentally 
from the real trabecular architecture as the horizontal column is on the 
posterior side of the femur model, opposite to the anterior side it is located 
on in the real trabecular architecture. 
In the greater trochanter the model creates a buttress to support the abductor 
muscle loads that is similar to the real femur trabecular architecture. There 
is also a void that is similar to Babcock’s triangle. In the metaphysis, the 
combination of the horizontal trabecular column and a structure crossing the 
metaphysis to brace the buttress in the greater trochanter, combine to create 
a structure that looks like the metaphysis trabecular arches from the side 
view. However there is no structure that resembles the dome of trabecular 
arches that are described in Garden (1961). The thick cortical shell in the 
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diaphysis is only present at two locations at either end of the femur unlike 
the real femur where the structure forms a ring around the entire diaphysis.  
 
 
Fig. 4-11:  Optimised Internal structure of the 3D proximal femur model using the level set 
method. Grey structure is the optimised internal structure; yellow surface is a section of the 



















It is clear in this result that the structure formed by topology optimisation 
under simultaneous loads is not the same as the macroscopic real trabecular 
architecture. However the application of the different stages of gait loads 
simultaneously is a significant simplification of the actual structural loading. 
As some of the loads act in opposing directions applying the loading 
simultaneously can actually reduce the deformation of the femur as some of 
the bending loads cancel each other out. In the real femur the bone structure 
will experience the mechanical stimulus to maintain the bone structure from 
each load case individually. 
Topology optimisation is now used to optimise the internal structure of the 
3D proximal femur under more realistic independently applied loading 
conditions. In this case the finite element model will be solved under each 
of the four loading conditions. The sensitivity of the objective function to a 
change of shape under each of the four load cases is calculated. The sum of 
these shape sensitivity values are then used to calculate the optimal update 
of the structure. This is the same method that was used to optimise the 
multi-loaded cantilever beams in chapter 3.  
The results of topology optimisation under multiple loading conditions 
produces the optimal internal structure shown in figure 4-12. For this case 
there is also a section view of the structure shown in figure 4-13. Looking at 
the structure in figure 4-12 and 4-13 it can be seen that the more realistic 
loading conditions has lead to an optimal structure that shares more 
structural features with the real trabecular architecture. This time in the 
diaphysis the thick cortical shell forms a ring around the entire diaphysis, 
like the real internal bone architecture. 
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Fig. 4-12:  Optimised internal structure of the 3D proximal femur model using the level set 
method when loading conditions are applied independently. Grey structure is the optimised 




















Fig. 4-13:  Optimised Internal structure of the 3D proximal femur model using the level set 
method when loading conditions are applied independently.  Grey structure is the optimised 
internal structure; yellow surface is a section of the initial external geometry of the femur; 
the black surface in the section view is solid material inside the internal structure cut by the 
section. 
This ring of cortical bone structure travels upwards from the diaphysis 
through metaphysis and into the femoral neck. This positions structure 
around the edge of the entire femoral neck maximises the second moment of 
area of the femoral neck and its resistance to bending in all directions. In 
comparison to the real femur structure it can bee seen that the thickest 
region of the structure is at the bottom of the femoral neck and follows the 
same path as the vertical trabecular column. Similarly the thickest structure 
at the top of the femoral neck occurs on the anterior side of the structure and 
follows a path similar to the real horizontal trabecular column. It is also 
worth noting that the thinnest part of the structure is at the side of the 














of this structure in the mid-frontal plane would feature a low-density region 
in the middle of the femoral neck, like Ward’s triangle. 
In the greater trochanter the structure is very similar to the simultaneously 
loaded result, containing the buttress and void like Babcock’s triangle. 
There is an important structural features missing from this model. In the 
metaphysis there is half an arch like structure travelling from the diaphysis 
towards the femoral neck, however the other half of the metaphysis arches, 
that cross the base of the femoral neck are missing.  
The optimal topology created by the level set method under the more 
realistic multiple loading conditions reconstructed most of the features of 
the real macroscopic trabecular architecture. However the metaphysis 
trabecular arches where not created. As with the simultaneous loaded 
model, the absence of structural features found in the real trabecular 
architecture may be caused by the simplified loading conditions applied to 
the femur model. While walking gait is a common loading condition 
experienced by the femur it is not the only loading condition applied 
experienced by the femur everyday. The femur experiences a wide range of 
loading conditions that are not considered in this model including running 
gait, rising from sitting, crouching and stair climbing. It is possible that the 
mechanical motivation for the formation of the missing half of the 
trabecular arches comes from one or more of these missing loading 
conditions. This suggests that there are one or more non-gait loading 
conditions that are critical in the internal femur architecture. However, as 
most of the internal femur features are created from the gait loading, the gait 





The objective of this work was to investigate if the internal trabecular bone 
architecture is a mechanically optimal structure. This was undertaken by 
comparing the real trabecular bone structure to the optimal structure created 
in finite element models of the proximal femur by topology optimisation. 
In the 2D models of the proximal femur the optimal topology recreated key 
macroscopic features of the trabecular architecture of the proximal femur 
and femurs with abnormal femoral neck orientations. These results 
suggested that the trabecular bone architecture optimises its macroscopic 
architecture to support the applied mechanical loads 
When the internal structure of a 3D model of the proximal femur was 
optimised, some of the features were recreated, however other features were 
missing. Therefore the model was missing the motivating factor for the 
creation of these structural features, possibly a loading condition that was 
not modelled. Alternatively the missing features of the trabecular 
architecture server a purpose, biological or mechanical, that is not 
considered in compliance minimisation topology optimisation. However the 
optimal topology did not include any structural features that are not present 
in the trabecular architecture, suggesting that these macroscopic features of 
the trabecular architecture are formed to support the mechanical loads 












Optimisation of composite fibre 
paths using the level set method  
 
5.1 Introduction 
It is well known that anisotropic stiffness of a fibre-matrix composite is 
significantly higher in the direction of fibres. Experiments have shown that 
modifying the orientation of composite fibres can increase structural 
stiffness, failure loading and buckling stress and improve post buckling 
performance over the traditional quasi-isotropic fibre construction without 
increasing the weight (Wu 2008, Tosh and Kelly 2000, Gürdal and Olmedo 
1992, 1993, Raju et al. 2012). The potential for substantial improvement in 
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performance of these advanced composite structures is attractive 
particularly for applications where weight is critical (Wu 2008, Kim et al. 
2012, Lukaszewicz et al. 2012). Researchers have formulated optimisation 
for composite fibre angles based on topology optimisation approaches. 
These approaches have been based on elemental optimisation methods such 
as SIMP and ESO. This chapter will develop a composite fibre angle 
optimisation method based on the level set approach. Adaptation of the 
clearly defined boundary from level set topology optimisation to define 
continuous fibre paths potentially offers significant advantages in fibre 
orientation optimisation. 
The enabling technology for manufacturing composite structures with 
tailored fibre orientations has been under development since the 1980’s. The 
automated fibre placement (AFP) manufacturing technique forms laminates 
by laying down a series of narrow pre-preg tows or slit tapes. Using 
computer numerical control, AFP machines can be programmed to lay down 
the fibre tows at any orientation. The composite fibres also can be steered to 
produce curved paths, varying the fibre angles throughout the structure. 
However, the fibre paths have to be defined as smooth continuous curves to 
be manufacturable by AFP. Sudden sharp changes in fibre orientation would 
result in structural defects such as fibre buckling, gaps between 
neighbouring tows and overlapping of tows, leading to reductions in 
structural performance (Kim et al. 2012, Lukaszewicz et al. 2012). Tows 
can be cut and dropped by the AFP machine during the manufacturing 
process and this can be used for discontinuous fibre angle variations, to 
produce the effects of sudden changes of curvature within a given ply (Wu 
2008).  Whilst AFP is seeing widespread use (Lukaszewicz et al. 2012), 
defining the optimal continuously varying fibre paths remains a challenge. 
Optimisation methods have been developed to take advantage of this 
manufacturing technology. The majority of these methods operate by 
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optimising the orientation of orthotropic elements in a finite element model. 
Optimality criteria methods align the elemental fibre along the principal 
stress or strain or the load path (Tosh and Kelly 2000, Temmen et al. 2006).  
These methods have been successfully used to improve the stiffness, failure 
load and buckling performance of composite structures (Lukaszewicz et al. 
2012, Temmen et al. 2006, Ghiasi et al. 2010). This approach updates the 
fibre orientation to meet the optimality criteria each iteration until 
convergence is reached.  The final solution tends to be dependent on the 
initial fibre orientations (Temmen et al. 2006, Ghiasi et al. 2010). Temmen 
et al. (2006) showed that the risk of obtaining a sub optimal local solution 
can be reduced by using the principal stress or strain of a structure made 
from isotropic material under the same loading conditions to initialise the 
fibre orientation. 
Gradient-based optimisation has been applied to optimise fibre angle of 
each element in a continuum domain. The common objective functions for 
optimisation have been compliance or global buckling load (Pedersen et al. 
1989, Pedersen et al. 1991, Diaz and Bendsøe 1992). These studies showed 
that the optimisation of the fibre angles led to significant improvements in 
compliance and buckling load over uniform fibre orientations. However, the 
stress or strain based methods assumed uniform strain or stress fields within 
the element, respectively (Luo and Gea 1998a). The piecewise constant 
assumption was removed by the energy based method introduced in Luo 
and Gea (1998a and 1998b), where an implicit method was used to estimate 
the effect of changing the fibre angle within an element on the stress and 
strain fields. This method was shown to produce solutions with superior 
structural performance to both the stress-based and strain-based methods. 
However, as fibre angle optimisation is a non-convex problem (Ghiasi et al. 
2010), the optimal solutions tend to be sensitive to the initial solutions.  In 
addition, the solutions often feature discontinuous fibre paths where an 
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elemental fibre angle changes abruptly between adjacent elements (Pedersen 
et al. 1991, Luo and Gea 1998a and 1998b), yielding an unmanufacturable 
solution.  
Another approach to fibrous structure optimisation is to optimise the 
elemental lamination parameters (Hammer et al. 1997). Lamination 
parameters are used to numerically define the in-plane and bending stiffness 
of an element made from a symmetric lay up of thin fibrous composite 
material (Gürdal et al. 1999). One advantage of this approach is that since 
the given lamination parameters are usually achieved by a set of fibre 
angles, they are able to produce optimum fibre angles for a multiple ply 
laminate. A variety of design objectives including stiffness, buckling, 
fundamental frequency and flutter speed have been considered (Setoodeh et 
al. 2006, Abdalla et al. 2007, Khani et al. 2011, Wu et al. 2014). The 
problem of optimising lamination parameters is less dependent on the initial 
solution than direct optimisation of the fibre orientation, (Ghiasi et al. 
2010). However a second optimisation procedure is required to transform 
the result into an element level composite fibre layup, (van Campen et al. 
2012, Wu et al. 2013). The suitability of the element level fibre lay up for 
AFP manufacture depends on constraining the second optimisation 
procedure to construct continuous fibre paths from the lamination 
parameters (van Campen et al. 2012).  
Heuristic methods based on the local optimality criteria and cellular 
automata have been developed to enforce a greater continuity in the 
elemental fibre angles (Setoodeh et al. 2006, 2008). Genetic algorithms 
(GA) have also been used to solve elemental fibre angle problems (Kim et 
al. 1999, Keller 2010, Antonio 2006, Liu and Haftka 2001), finding 
solutions close to the global optimum at the expense of the usual high 
computational cost (Zabinsky et al. 2006). Liu and Haftka (2001) introduced 
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a blending constraint to ensure fibre angle continuity between the elements, 
although the possible element fibre orientations were limited. 
An alternative approach, to using elemental fibre angle as the design 
variable, is to represent a fibre path as a curvilinear function (Tatting and 
Gürdal 2001, Wu 2008).  This parameterization naturally enforces 
continuity of the fibre paths. The smaller number of design variables allows 
for efficient use of evolutionary or graphical optimisation methods to find a 
global optimum (Wu et al. 2012, Tatting and Gürdal 2001, Huang and 
Haftka 2005, Sun and Hyer 2008). However the curvilinear 
parameterization restricts the design space and can limit the potential 
benefits that may otherwise be achievable (Ghiasi et al. 2010).   
This chapter introduces a new optimisation method for composite fibre 
paths based on the level set method used for topology optimisation in the 
previous chapters. Here the level set method is used to define and directly 
optimises the fibre paths, implicitly ensuring continuity of the fibre angles 
between elements like the curvilinear parameterization method, but with 
greater flexibility in fibre path definition. The level set function is optimised 
iteratively using the typical Hamilton-Jacobi equation based on sensitivities.  
 
5.2. Level Set Method for Composite Fibre Path Optimisation 
5.2.1 Optimisation Problem Formulation 
The optimisation problem is solved on a finite element mesh of the 
structure. The objective function is to minimise the total compliance of a 
laminate constructed from a single layer of fibre composite under the 
applied loads, as defined in eq. (5.1),  
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Subject to:      (5.1)   
where E is the total compliance of the structure, is the elasticity tensor 
matrix that depends on the fibre angle  ,  is the strain tensor vector of  
element  and en  is the total number of elements in the mesh.  
 
5.2.2 Level Set Function Parameterization of Fibre Paths 
The level set function  is an implicit signed distance function with values 
stored at all the finite element nodes. The primary fibre path is defined by 
the locations where the level set function is equal to zero (φ = 0).  The other 
fibre paths in the structure are similarly defined by constant level set 
function values, as shown in Fig. 5-1. In this way the level set function 
describes a series of continuous equally spaced parallel fibre paths 
throughout the laminate.  
 
Fig. 5-1: Fibre paths defined by lines with constant integer level set function values. The 












For the purpose of finite element analysis it is necessary to determine the 
orientation angle of the fibre path through each element. Since the fibres 
follow the path where  =constant, the fibre orientation is defined to be 
perpendicular to the maximum slope of the level set function over the 
element, as shown in Fig. 5-2. Thus the elemental fibre orientation can be 
calculated in each element using the following eq. (5.2), 
     (5.2) 
where  is the elemental fibre angle which is assumed constant,  is the 
level set function and  and are the global Cartesian coordinates shown in 
Fig. 5-2.  
 
Fig. 5-2: Definition of the fibre orientation within a finite element from the level set 


























The differential of the nodal level set functions over an element with respect 
to and is calculated as the sum of the differential of the shape functions, 



























ϕ  (5.3) 
The sensitivity of an elemental fibre orientation, , to a change in a level 
set function value at node i is obtained by differentiating eq. (5.2) with 
respect to the nodal level set function value,  φi, substituting the definition 
of  and  given in eq. (5.3), yields.  
     (5.4) 
where : 
       
 
5.2.3 Sensitivity analysis 
The orthotropic elasticity tensor at any fibre angle, C(θ), can be calculated 
in terms of the elasticity tensor with a 0° fibre orientation, C0, and the 
transformation matrix T(θ). So the overall compliance (E) in a structure of 


























































































































     (5.5) 
Performing the matrix-vector calculation in eq. (5.5) results in the equation 
for the compliance below. 
 
εTC(θ )ε = A1 cos4θ + A2 sin4θ + A3 cos3θ sinθ + A4 cosθ sin3θ
A5 cos2θ sin2θ + A6 cos2θ + A7 sin2θ + A8 cosθ sinθ
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7 CRCRA yx +=  
55448 CRRCRRA yxyx += 	        (5.7) 
where the C terms are calculated from the material properties, longitudinal 
Young’s modulus, EL, transverse Young’s modulus, ET, the major and minor 
Poisson’s ratios, νLT and  νTL, and the in plane and out of plane shear 
moduli, GTL, GLT and GLW. The sensitivity of the compliance to the fibre 
( ) ( ) ( )εθθεεθε TCTCE TTT 0==
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orientation is obtained by differentiating (5.5) with respect to θ, yielding: 
   (5.8) 
The sensitivity of the overall compliance with respect to the elemental fibre 
angle is evaluated using the energy based method from Luo and Gea 
(1998a). The energy based method considers the effect of a change in the 
fibre orientation on both the strain and stress field. It has been shown to 
produce numerically superior solutions than the strain or stress based 
methods alone. The formulation of the change in the strain and stress field 
caused by a change in the element fibre orientation  in terms of the 
current strain and stress, and , and the energy factor α is. 
        (5.9) 
where α is defined as the ratio of the change in elemental strain energy to 
the change in body strain energy caused by . Substituting eq. (5.9) into 
the objective function eq. (5.5) and differentiating with respect to element 
fibre orientation, leads to the formulation in eq. (5.10). 
          (5.10) 
where S is the compliance matrix. The complete derivations for eq. (5.7) to 
(5.10) can be found in Luo and Gea (1998a). 
 
5.2.4 Optimisation Method  
The level set function is updated using the discrete form of the Hamilton 
Jacobi formulation, since the level set function is defined at a discrete 
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number of nodes, shown in eq. (5.11), (Alliare et al 2004 & Dunning et al 
2011). 
    φi
iter+1 = φi
iter +ΔtV ∇φi   (5.11) 
Where V	  is the level set update velocity, tΔ 	  and is the move limit to 
maintain stability. The sensitivity of the structural compliance to a change in 
a nodal level set function values can be established by combining the 
sensitivity of the compliance to element fibre orientation, in eq. (5.10), with 
the sensitivity of the element fibre orientation to a nodal level set function 
value, in eq. (5.4), using chain rule. To update the level set function values 
around the primary fibre path the sensitivity values are substituted into in 
























1    (5.12) 
Where maxθΔ  is the move limit, ne is the number of elements that neighbour 
node i and are intercepted by the primary fibre path. The change in the 
primary level set fibre path is extrapolated to the other fibre paths using the 
fast marching method (Sethian 1999). 
The level set fibre path optimisation method is outlined as follows.  
1. Initialise the level set function values on the finite element nodes to  
 describe the initial fibre paths of a laminate. 
2. Calculate the element fibre orientation, , from the nodal level set 
function values using eq. (5.2). 
3. From the element fibre orientation, calculate the laminate global 
stiffness matrix and solve the finite element problem. 
eθ
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4. Calculate the sensitivity of the global compliance to changes in the 
element fibre orientation, , using eq. (5.10). 
5. Calculate, , using eq. (5.4). 
6. Update the primary fibre path, 0=ϕ , using eq. (5.12).  
7. Update the local level set function values for the rest of the nodes 
using the fast marching method.  
8. Check for convergence: change in structural compliance over the 
previous 10 iterations is less than a user defined critical value. 
9. If procedure has not converged return to step 2 above. 
 
5.3. Numerical Investigation 
The new level set fibre path optimisation method is applied to two example 
problems in this section. The material properties are ,
, , ,  and 
. Each problem will be optimised using the proposed level 
set fibre path optimisation method and will be compared with the solutions 
from elemental fibre angle optimisation (Luo and Gea 1998a). The element 
method is expected to produce solutions with a lower objective function 
value at the expense of greater fibre discontinuity. Therefore, the 
comparisons offer an understanding of the quality of fibre continuity in the 
level set optimum solutions. 
We introduce the fibre continuity score (FCS) as a quantitative measure for 
fibre continuity, eq. (5.13). It is an accumulative quantity where the 




GPaET 34.10= 29.0=LTν 021.0=TLν GPaGG LWLT 89.6==
GPaGTW 7.3=
140 
scored as being continuous. Therefore, more continuous fibre paths result in 
higher values of FCS.  



































  (5.13) 
In eq. (5.13) ne is the number of elements and ne, i is the number of elements 
neighbouring element i. 
As stated in section 5.2 the elemental fibre orientation optimisation method 
is non convex, so the final solution is dependent on the initial fibre 
orientation. In for the elemental fibre orientation optimisation models a 
variety of initial fibre orientations were tried and the solution with the 
lowest objective function value is presented. In preliminary studies the level 
set fibre path optimisation method was also found to be significantly 
dependent on the initial solution, more so than the element solution. For 
these simply loaded test problems the primary fibre path is initialised along 
the boundary of the solution to an isotropic material level set topology 
optimisation of the same problem. Preliminary studies showed that this 
method of initialisation lead to good solutions in simple test cases. 
 
5.3.1 Cantilever Beam 
The first numerical example is a cantilever beam of aspect ratio 2, with one 
side fully clamped and a transverse load applied at the centre on the other 
side as shown in Fig. 5-3. This is modelled using 40 × 20 bilinear 
quadrilateral finite elements. The initial solution for the level set fibre path 
optimisation was first determined by solving an isotropic level set topology 
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optimisation problem (Dunning and Kim 2013) with Young’s modulus, 
 and . Fig. 5-4 shows the initial solution of constant 
level set function values obtained from isotropic topology optimisation. 
 is set at 5°.  
 
 
Fig. 5-3: Cantilever beam optimisation problem 
 
Fig. 5-4: Initial solution of the cantilever beam for level set fibre paths optimisation. The 





The level set fibre path optimisation method is applied to the initial fibre 
paths in Fig. 5-4 and yields the converged optimum fibre paths shown in 
Fig. 5-5. Compared with the initial solution, the fibre paths are smoother 
and the angles of the fibre paths are increased to better support the applied 
load. At the clamped end of the beam the fibre orientation remains closer to 
the horizontal, to resist bending in this region.  There is a small level of 
mesh dependency in the optimal solution, at the kinks near the tip of the 
primary fibre path cross a single element. Increasing the mesh density 
reduces the length of these kinks but has no effect on the overall shape of 
the optimal fibre path. These changes lead to 21.1% reduction in the 
compliance from the initial solution of Fig. 5-4, with the convergence 
history shown in Fig. 5-6 showing that it took 1500 iterations to converge.  
 
 
Fig. 5-5: Optimum fibre paths solution for cantilever beam. The solid line indicates the 
primary fibre path where the level set function, φ = 0 
 
The optimum fibre path solution of Fig. 5-5 is shown as an elemental fibre 
angle representation in Fig. 5-7(a). This is compared with the optimum 
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solution obtained using the elemental fibre angle optimisation method (Luo 
and Gea 1998a) and shown in Fig. 5-7(b). The elemental method was run 
with  also set at 5° and the solution was obtained after 250 iterations. 
The compliance of the continuous level set solution in Fig. 5-7(a) is 19.0% 
higher than that of the elemental fibre angle solution of Fig. 5-7(b).  
 
 
Fig. 5-6: Convergence plot of the level set optimisation method for the cantilever beam. 
 
 
Fig. 5-7: Elemental fibre angle view of the optimum solutions for the cantilever beam, 
obtained by (a) level set fibre path optimisation; (b) elemental fibre angle optimisation. 
maxθΔ
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Compared to the level set solution in Fig. 5-7(a), the discontinuous fibres in 
the central section are noticeable in Fig. 5-7(b). This is reflected in the 
elemental fibre angle optimisation method’s FCS value of 66.0% which is 
considerably lower than that of the level set solution’s FCS of 93.1%.  The 
central horizontal symmetry line of the level set solution can be easily 
constructed using the fibre drop technique. The centre section of the 
solution obtained with the elemental fibre angle optimisation method is not 
manufacturable with AFP. 
 
5.3.2 Plate with an Out of Plane Load 
The second example is a square plate with four simply supported corners 
and an out-of-plane load applied at the centre, Fig. 5-8.  This structure is 
modelled using a 30 × 30 mesh of four-node bilinear shell elements and the 
same material properties as the cantilever beam. The initial solution is 
obtained first by isotropic topology optimisation as shown in Fig. 5-9. The 
level set optimisation procedure is then applied to these initial fibre paths 
with set at 5°. 
 





Fig. 5-9: Initial solution of the out of plane loaded plate for level set fibre path 
optimisation. The solid line indicates the primary fibre path where the level set function, φ 
= 0 
 
The optimum fibre path solution, shown in Fig. 5-10, is obtained after 1500 
iterations. It can be seen that Figs. 5-9 and 5-10 are very similar. However, 
the level set fibre paths optimisation (Fig. 5-10) further reduces the 





Fig. 5-10: Optimum fibre paths solution for out of plane loaded plate. The solid line 
indicates the primary fibre path where the level set function, φ = 0 
 
Fig. 5-11 compares the level set solution, Fig. 5-11(a) and the elemental 
fibre angle solution, Fig. 5-11(b). It can be clearly seen that the two methods 
produce similar solutions, with exceptions of the centre of the plate where 
the load is applied and the four corners where the fibre angles are highly 
discontinuous in the elemental solution. The overall FCS value for the level 
set solution is 76.3% and that of the elemental solution is 68.7%. Although 
the FCS of the level set solution is only 76.3%, primarily due to the change 
of fibre orientation in the corners, they are reasonable to manufacture using 
the fibre drop technique (better visualized in Fig. 5-10). This shows that 
FCS is an imperfect measure for the manufacturability of continuously-
varying angle fibre composites as it does not account for the fibre drop 
technique, although it offers one quantitative measure. Comparing the 
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optimality, the compliance of the level set solution is only 9.4% greater than 
that of the elemental solution.   
 
Fig. 5-11: Elemental fibre angle view of the optimum solutions for the out of plane loaded 
plate, obtained by (a) level set fibre path optimisation; (b) elemental fibre angle 
optimisation. 
 
5.4. Shuttle Intertank Optimisation 
We now optimise a more realistic design problem; the intertank of a space 
shuttle launch vehicle external fuel tank (Nemeth et al 1996).  As shown in 
Fig. 5-12, the intertank transfers the discrete thrust loads from external solid 
rocket boosters (SRB) to a distributed load around the liquid oxygen tank 
circumference. The current aluminum alloy intertank design is reinforced by 
longitudinal I-stiffeners on the thrust panels containing the SRB thrust 
fittings, hat stiffeners on the remaining panels and a series of 
circumferential ring frames around the inside (Nemeth et al 1996). The 
structure is further stiffened by the SRB beam, which links the thrust fittings 
across the intertank section, retracting the eccentric bending moment from 
the thrust fittings. The level set fibre orientation optimisation method is used 
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to optimise the fibre path of a composite intertank manufactured by 
advanced fibre placement.  
 
Fig. 5-12: Diagram of structural Load Paths through a Shuttle launch system 
A simplified model of an intertank will be optimised using the level set 
optimisation procedure. The structure is assumed to be of uniform thickness 
with no holes or stiffeners.  The structure geometry is shown in Fig. 5-13, 
where only half of the structure is modelled with symmetry boundary 
conditions. A mesh of 66×28 shell elements is used such that the aspect 
ratios of the elements are approximately one. Fig. 5-14 depicts the curved 
shell as a flat plate for ease of visualization, with the boundary and loading 
conditions shown. The central load represents the thrust of the SRB. The top 





Fig. 5-13: Shuttle intertank model mesh in 3D 
 
 
Fig. 5-14: Shuttle intertank model mesh and loading conditions represented in 2D. 
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For this problem, we initialise the solution using the optimum solution 
obtained from the elemental fibre angle optimisation method (Luo and Gea, 
1998a). The elemental fibre angle solution is shown in Fig. 5-15. As stated 
in section 6.3 initialisation has a significant effect on the element method 
optimisation solution too, so various initial fibre orientations were tried. The 
best result for elemental optimisation was found with an initial solution of 
+45° fibres in the bottom left and top right quarters and -45° in the top left 
and bottom right corners, and  set at 5°; converging to the solution in 
Fig. 5-15 after 862 iterations. The FCS value of this solution is 85.4%. 
 
  
Fig. 5-15: Elemental fibre angle view of the optimum solutions for the shuttle intertank 
model, obtained by elemental fibre angle optimisation 
 
Based on the solution of Fig. 5-15, we derive the initial level set fibre paths, 
shown in Fig. 5-16. To do this 4 level set functions where manual initialise 
in the design domain, to describe 4 primary fibre paths, shown as solid lines 
in Fig. 5-16. When multiple primary fibre paths are used the element fibre 
orientation is controlled by the closet primary fibre path. The location and 
orientation of the primary fibre paths was chosen to closely match the 
orientation of the element fibre orientation in the elemental solution. Fibre 
maxθΔ
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cutting could be used to manufacture the boundary between different 
primary fibre path regions. The translation of the elemental solution to a 
level set solution removed the discontinuous fibre orientation regions from 
the structure, however this increases the compliance of the structure by 
14.42% from 0.0811 to 0.0928, see table 1. This demonstrates the challenge 
in translating an unmanufacturable fibre orientation structural solution into a 
design suitable for AFP manufacture. 
 
 
Fig. 5-16: Initial solution of the shuttle intertank model for level set fibre paths optimisation 
with multiple level sets. The black and grey dashed lines indicate indicates the primary 
fibre paths where the level set function φ = 0 
 
We next apply the level set fibre path optimisation to Fig. 5-16 to minimise 
the compliance.  is again set to 5°. The final optimum solution is 
shown in Fig. 5-17; Table 5-1 compares the elemental and level set 
solutions with the equivalent quasi-isotropic solution. The level set optimum 
solution recovers some of the lost compliance, reducing the compliance to 
0.0857, 9.23% lower than the initial level set solution, after 440 iterations. 
The level set solution has clearly defined fibre continuous paths with only a 
maxθΔ
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5.4% higher structural compliance than the elemental solution. We further 
compare this solution to a quasi-isotropic solution, an eight-ply [45, -45, 90, 
0]S composite lay-up with the same total thickness. The benefit here is 
significant with 93.0% decrease in the objective function compared to the 
level set solution.  
 
Table 5-1: Comparison of Shuttle intertank model results for element method, level set 
method and quasi-isotropic layup 
Solution	   Solution	  
Compliance	  
Solution	  Compliance	  Relative	  to	  
the	  Level	  Set	  Optimum	  solution	  
FCS	  
Elemental,	  Fig.	  5-15	   0.0811	   -­‐5.40%	   85.60%	  
Initial	  Level	  Set,	  Fig.	  5-16	   0.0928	   9.23%	   90.29%	  
Optimal	  Level	  Set,	  Fig.	  5-17	   0.0857	   0.00%	   86.10%	  
Quasi-­‐Isotropic	   0.1556	   93.00%	   N/A	  
 
Fig. 5-17: Optimum fibre paths solution for shuttle intertank. The black and grey dashed 






This chapter has demonstrated the feasibility of using the level set method 
to optimise composite fibre paths. The continuous implicit level set function 
can be used to define the fibre paths throughout the structure, implicitly 
imposing a level of fibre continuity in contrast to elemental fibre angle 
optimisation approaches.  Local sensitivities for the primary level set 
function path are then used to optimise the orientation of the fibre paths. 
This method was successful at altering the fibre orientation to increase the 
stiffness of all the example design cases. However the overall compliance of 
the level set solutions is greater than that of the element solutions due to the 
imposition of fibre continuity restricting the design space. This is offset by 
producing solutions with more continuous fibre paths, potentially suitable 
for AFP manufacture. 
It is evident that further research is required before the level set method 
could be used in AFP manufactured composite design. The examples 
showed that the final solution to the level set method is clearly dependent on 
the initial solution. The level set method is also slow, requiring many 
iterations to converge. Further research is needed to establish a reliable 
method for obtaining a good initial solution, to reduce the dependence on 
the initial solution and to improve the convergence properties. However, 
this chapter shows that the level set method can be applied to composite 
fibre path optimisation. The numerical examples show that the level set 
optimisation method was able to provide a comparable optimum solution 









Stress Constrained Topology 




Stress is a vital consideration in structural design, as high stress 
concentrations in a structure under load can lead to material failure and 
cause fatigue. Therefore a robust topology optimisation method for 
structural design requires a constraint on the maximum stress. However 
stress has long been a challenging problem for topology optimisation. When 
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density based optimisation methods, such as SIMP, are used there are four 
key challenges to overcome. Firstly stress is a local property, constraining 
the maximum stress requires as many constraints as there are stress 
measurement points. Secondly there is the singularity problem, first 
observed in truss optimisation problems by Sved and Ginos (1968). It is 
noted that as the thickness of a truss or strut approaches zero the stress in 
the truss approaches infinite violating the stress constraint. This creates an 
infeasible region in the design space that separates the feasible solutions and 
can trap gradient-based optimisation methods at a local solution. In density-
based topology optimisation there is the further problem that the stress 
calculated at the centre of low-density elements is inaccurate (Garcia-Ruiz 
& Stevens 1999). Furthermore the jagged edges along the boundary of 
element optimal topologies are a source of artificial stress concentration, 
(Le et al 2010, Svärd 2013). 
In SIMP topology optimisation these challenges have been confronted. The 
local stress constraint is turned into a global stress constraint using a stress 
aggregation method, like the p-norm or Kreisselmeier- Steinhauser function 
(Le et al 2010, Luo et al 2013). Le et al (2013) introduced a normalisation 
factor, improving the estimation of the maximum stress obtained from the p-
norm stress. This has been shown to ensure that when the p-norm stress 
meets the stress constraint the maximum stress will also meet the constraint. 
The singularity problem is confronted by relaxing the stress with respect to 
the element density, ensuring that element stress tends to zero as the 
element density approaches zero (Cheng & Guo 1997, Duysinx & Bendøse 
1998). This is also used to reduce the effect of inaccurate low-density 
element stress calculations on the optimisation procedure. Stress 
concentrations along the jagged boundary edge have been resolved either by 
using a density filtering method to smooth the material density at the 
156 
boundary or interpolating the boundary stress from internal elements (Le et 
al 2010, Svärd 2013). 
 
 
Fig. 6-1: L-beam benchmarking problem for stress optimisation. 
Through the application of these techniques the SIMP method has been able 
to overcome the challenges associated with stress based topology 
optimisation. The L-beam problem is often used as a benchmarking problem 
for stress topology optimisation as the re-entrant corner creates a region of 
stress concentration, shown in Fig. 6-1. The L-beam stress constrained 
topology optimisation problem has been solved successfully using the SIMP 
method (Le et al 2010, Holmberg et al 2013, Luo et al 2013, Svärd et al 
2013).	  These results generally exhibit the hallmarks of a robust stress-based 
topology optimization method, namely the ability to remove the stress 
concentration at the re-entrant corner along the inner boundary, and the 
placement of internal members away from the re-entrant corner  
Stress optimisation problems have also been investigated using level set 
topology optimisation (Miegoret & Duysinx 2007, Allaire & Jouve 2008), 
with less success. The use of the p-norm global stress measure is common in 
level set optimisation (Allaire & Jouve 2008, Xia et al 2012, Vebart et al 
2012, Suresh et al 2013, Guo et al 2011, Wang & Li et al 2011), although a 




(Emmendoerfer & Fancello 2014). The advantage of the level set method is 
that the structural boundaries are well defined throughout optimisation, 
which should allow the jagged edge and low-density element challenges to 
be removed from the stress based topology optimisation problem. This has 
been achieve in the literature by performing local re-meshing to create a 
fitted mesh (Xia et al 2012), through use of the extended finite element 
method (X-FEM) (Miegoret & Duysinx 2007, Guo et al 2011, Wang & Li et 
al 2011), or by penalisation of the strain field that is outside of the structure 
(Emmendoerfer & Fancello 2014). However the solutions of the L-beam 
benchmarking problem reported in the literature are much less consistent 
than those of SIMP method, and the stress concentration at the re-entrant 
corner is maintained in the solution (Verbart et al 2012, Wang and Li 2013, 
Suresh et al 2013, Xia et al 2012¸ Guo et al 2011, Emmendoerfer and 
Fancello2014). 
The aim of this chapter is to develop a new level set topology optimisation 
method for stress.  
 
6.2 Stress Based Sensitivity Analysis 
6.2.1 Shape Sensitivity Derivation 
As stated in Chapter 3 the Level set topology optimisation changes the 
shape of the structural boundary to find a structure that minimises an 
objective function while satisfying specified constraints. The structural 
boundary is defined by the zero level set function value of an implicit 
signed distance function, evaluated at the finite element nodes, expressed in 
Eq. (1.2). 
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Like Chapter 3 the design domain is discretised on a regular finite element 
grid such that the elements are not fitted to the structural boundary, as 
shown in Fig. 3-2. The stiffness of the cut boundary elements is weighted by 
the element density, defined as the area of the structure within a cut element 
divided by the total element area (Dunning et al 2011). The formulation of 
the element stiffness is shown in Eq. (3.2) and Fig.3-1. 
The structural shape is updated iteratively by solving the Hamilton-Jacobi 
equation, whereby a time step in the evolution of the level set corresponds 
to a design step in the optimization. The discretised Hamilton-Jacobi 
equation is shown in Eq. (3.4)	  . The key quantity here for optimisation is the 
boundary update velocity Vn,i defined at a discrete set of boundary points. 
These points are located where the structural boundary intersects the finite 
element grid as shown in Fig. 3-2. A positive update velocity moves the 
structural boundary inwards. Shape sensitivities provide information about 
how a function changes with a change in the boundary shape. These 
sensitivities can then be used to form the velocity function and ensure that 
the level set method updates the structural boundaries towards the optimum 
solution. The update velocity is calculated using a sequential linear 
programming optimisation method (Section 6.3). 
We propose to use the global p-norm stress measure, G, that is dependent on 
the design Ω and displacement vector u, Eq. (6.1), where σe is the element 
von Mises stress here calculated at the Gauss integration point, p is the p-
norm power and ne is the number of elements in the structure (Duysinx and 
Sigmund 1998). We are interested in computing  at all boundary points 
i. Due to the use of regular a fixed grid mesh all the elements are the same 
size so there is no need to weight p-norm stress contribution by element 




greater the value of p, the more sensitive the p-norm stress value becomes to 
the maximum stress.  
 
 (6.1) 
For convenience, we introduce a function J, Eq. (6.2), 
 
 (6.2) 
Since J depends on the solution to the analysis u, and u depends on the 
design Ω, we resort to the adjoint sensitivity analysis method to efficiently 
obtain the its design sensitivities. To this end, we augment J as 
 
 (6.3) 
where K is the global stiffness matrix, f is a design independent load vector, 
u is the global displacement vector, λ is the adjoint vector, and equilibrium 
dictates that Ku – f = 0 The elemental displacement and adjoint vectors are 
denoted as ue and λe respectively.  
As defined in Eq. (3.2) the structural stiffness is dependent on the element 
density ρe. The element von Mises stress is defined by, 
  (6.4) 
where Ce is the element stiffness tensor, Be is the element strain-
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Here we make the element stiffness tensor proportional to the element 
density, i.e. , and therefore the sensitivity of σep to a change in 
element density is calculated by differentiating Eq. (6.4),  
   (6.6) 
Therefore, 
  (6.7) 
Similarly the sensitivity of the element stiffness matrix Ke can be calculated 
by differentiating Eq. (3.2), 
 
 (6.8) 
Differentiating Eq. (6.2) with respect to ρe, rearranging terms and 
substituting in Eq. (6.7) and Eq. (6.8) leads to  
   
   
  (6.9) 
To eliminate  the last term on the right-hand side of Eq. (6.9), λ 
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We solve the above for λ and therefore Eq. (6.9) becomes   
    (6.12)	  
Consequently, we have,  
   (6.13) 
Noting that we require the boundary point sensitivity, , Eq. (6.14) is 
obtained using the chain rule. 
  (6.14)  
We approximate the two terms on the right hand side of Eq. (6.14) to obtain 
the boundary point sensitivity. In order to calculate  we employ a least 
squares interpolation scheme using  of Eq. (6.13) at four Gauss points 
per element. The details are outlined in section 6.2.2. It is possible to 
calculate the sensitivity of the p-norm to a change in shape directly at a 
boundary nodes, as the sum of Eq.(6.13) for each element attached to 
boundary point i. However preliminary studies found that this formulation 
leads to poor solutions due to the high non-linearity of the stress with 
respect to the density when the element density is less than 10%. Extensive 
numerical investigations have been conducted to verify this approach, see 
section 6.2.3 for further details. 
Kλ = pσ ep−2 CeBeue( )














































The second term in Eq. (6.14), , is approximated as a function of the 




where ni is the number of elements attached to boundary point i. The 
element density change as a function of boundary change is estimate from 
the boundary length Le and element edge length h, as shown in Eq. (6.16) 
and Fig. 3-3. 
  (6.16) 
 
6.2.2. Least Squares Interpolation Scheme  
Equation (6.13) is used to calculate the sensitivity of the stress to a change 
in the density at the four Gauss integration points within each of the 
elements. Evaluating the sensitivity at the Gauss points provides more 
information for the interpolation scheme than evaluation at the element 
centroid; this has been shown to produce smoother boundary sensitivities in 
compliance optimisation problems (Dunning et al 2011). The sensitivity at a 
boundary point is then obtained by interpolating the Gauss point 
sensitivities using a least squares interpolation scheme. The Gauss point 
sensitivities are weighted by element density and inverse distance from the 
boundary point. This method has been previously used to calculate the 
boundary sensitivities for other problems (Dunning et al 2011). 
For stress sensitivities, the interpolation scheme considers Gauss points 


















perpendicular to the boundary. Only Gauss points inside the structural 
boundary are included in the interpolation scheme, so small elements, where 
accuracy is poor, do not contribute to the interpolation. Figure 6-2 depicts a 
diagram demonstrating the selection of the Gauss points for the elliptical 
interpolation scheme.  
 
	  
Fig. 6-2: Elliptical Gauss point sampling scheme for the least squares interpolation method 
 
6.2.3 Validation of Analytical Shape Sensitivities 
We conduct a numerical verification of the approximated boundary point 
sensitivities  by comparing against finite difference sensitivities. An 
example of the results is presented in this section. We use the well-known 
L-beam problem, Fig. 6-3, using an element size of h = 1. A p-norm power 











the boundary sensitivities along the inner boundary of the L-beam, shown as 
a thick solid line in Fig. 6-3. For the interpolation scheme the equal major 
and minor axes of 3h, i.e. circular, is used for this example. The differences 
between the analytical and the numerical sensitivities are shown as a 
histogram in Fig. 6-4. The relative differences are all less than 0.5%. The 
maximum discrepancy is found to be 0.43%, with the larger discrepancies 
occurring at the boundary points where the magnitudes of the sensitivity 
values are closest to zero.  In the majority of the nodes the percentage 
difference is less than 0.1%. 
	  
Fig. 6-3: L-beam problem. The thick solid line represents is the inner boundary where the 
stress sensitivity verification is to be performed. 
	  
Fig. 6-4: Histograms of the magnitude of the percentage differences between the analytical 














6.3 Sequential Linear Programming Level Set Topology 
Optimisation 
In this section the new SLP level set method out lined in Dunning and Kim 
(2014) is described. The level set method makes use of the discretised form 
of the Hamilton-Jacobi equation shown in Eq. (3.4) to update the structural 
shape.  From Fig. 6-2 the change in shape at boundary node j can be 
expressed as the normal update velocity on node j, Vn,j, multiplied by the 




By substituting into Eq. (6.16) and summing up all the boundary points a 
first order approximation of the change in p-norm stress function, G, can be 




where the term in the bracket is defined as 
   (6.19)
 
where nb is the number of boundary points. To get a smooth boundary in 
the solution it is necessary to have a smooth update velocity. With smooth 
boundary sensitivities this can be achieved by setting the normal velocity to 
be a weighted linear sum of the boundary sensitivities. This is shown in eq. 
(6.20) where Sf is the boundary point sensitivity vector of the objective and 
Sg,m is the boundary point sensitivity vector of constraint m, w is the velocity 
weights and nc is the number of constraints. 
ΔΩ j = ΔtVn, j


















The optimum velocity weights are determined by formulating a linear sub-
problem based on the sensitivities and solved using an SLP method, to find 
the maximum improvement in the objective function (F) while satisfying 
the all constraints (Gm). This formulation is shown Eq. (6.21), where ΔGm is 
the target constraint change value. This SLP level set optimisation method is 
discussed in details in Dunning and Kim (2014).  
        
 
(6.21) 
The update velocity is extended to the level set function values at the finite 
element nodes using the fast marching method (Sethian 1999). A key 
advantage of the SLP level set method is that it can simultaneously handle 
multiple constraints and non-level set design variables easier then the 
lagrangian multiple method.  However, this method does not naturally 
nucleate new holes during optimisation.  A new strategy for creating a new 
hole in the context of SLP level set topology optimisation is explained in the 
following section.  
 
6.3.1 Hole Insertion Method 
Like the previous hole insertion method described in chapter 3, the key idea 
is to use an additional level set function, ϕh, that is defined on the finite 
elements nodes. The role of this additional secondary level set function ϕh, 
is to determine when and where to create a hole while the primary level set 






: ΔF = Δt S f •Vn w( )( )
Subject to : Δt Sg,m •Vn w( )( ) = ΔGm m =1, 2,... nc
                  wmin < w < wmax
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function ϕ represents the structural boundary in the usual way. The update	  equation, based on Eq. (3.4), for the secondary level set function becomes; 
 φh,i
k+1 = φh,i
k −ΔthVh,i  (6.22) 
The velocity function for creating a hole is defined as a linear combination 
of sensitivities, Eq. (6.23). As the secondary level set function is only used 
to create a new hole, we are only interested in computing the sensitivities in 
the interior elements with respect to their elemental density.  
 	   (6.23) 
where Sh,f is the nodal sensitivity vector of the objective to a change in local 
element density and S h,g,m is the nodal sensitivity vector of constraint m to a 
change in local element density, γh are the weights for the linear 
combination of the sensitivities. Hence the volume of material removed by 
hole insertion varies continuously with the weights. This allows the weights 
to be added to the design variables for the linear sub-problem in the SLP 
level set method. The formulation of the extended SLP method to include 
hole insertion is shown in Eq. (6.24), it is solved to find the optimal values 
of both the boundary velocity weights, w and the hole velocity weights γ . 
To maintain stability the maximum volume removal in one step due to hole 
insertion to be 0.5% of the total volume of the structure. 
 
        (6.24) 






: ΔF = Δt S f •Vn w( )( )+Δth Sh, f •Vh γ( )( )
Subject to : Δt Sg,m •Vn w( )( )+Δth Sh,g,m •Vh γ( )( ) = ΔGm m =1, 2,... nc
                  wmin < w < wmax γmin < γ < γmax
168 
New holes are created where ϕh ≤ 0. The hole level set function (ϕh) is then 
combined with the primary level set function (ϕ) so that the boundaries of 
the new holes are added to the structural boundary. Each time a new hole is 
created the primary level set function is reinitialized to maintain its signed 
distance property. In order to ensure that a hole creation does not interfere 
with the existing boundary updates it is specified that new holes cannot be 
created within 10 element edge lengths of the existing boundary. 
 
6.4 Numerical Examples of Stress Based Topology Optimisation 
Using Level Set Method 
6.4.1 L-beam Problem 
The SLP level set method is applied to optimise the L-beam, from Fig. 6-4.  
It is modelled by a 100 × 100 finite element mesh with a 60 × 60 section 
removed to create the L-shape design domain. A vertical load of 3 units is 
applied; spread over six nodes along the top edge. The elements to which 
the load is applied are excluded from the optimisation procedure. The 
material properties are set with a Young’s modulus of 1.0 and a Poisson’s 
ratio of 0.3. The objective function is the total volume which is minimised 
subject to a stress constraint of 1.5 with p = 9. The interpolation scheme 
uses a major axis of 8h and a minor axis of 4h. 
We first optimise the L-beam starting from a full design domain without the 
hole insertion method.  This means the method has no capability to create an 
internal hole and only the outside structural boundary is optimised, i.e. 
shape optimisation. The second and the third runs are also shape 
optimisation but the initial solutions have a set of holes inserted along the 
centre of the beam. The differences between the second and the third runs 
are the shape of the initial design domain and the size of the holes. This 
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demonstrates the dependency of the solutions on the initial solutions. The 
hole insertion strategy is introduced in the fourth run. Since holes can now 
be introduced during optimisation, the full domain is used as the initial 
solution as in the first run. The last run solves the minimisation of stress 
subject to the volume constraint which is set to be the volume achieved in 
the fourth run. These results are summarised in table 6-1. 
The first run which starts from the full initial design domain leads to a hook-
like solution, smoothing the re-entrant corner. It is intuitive that shape 
optimisation would lead to a hook to reduce the stress concentration along 
the inner boundary and the stress contour plot of the optimum solution show 
that the stress is distributed over a larger area. However, as holes cannot be 
created, there is a large low stress region along the centre of the beam with a 
reasonably high volume ratio of 76%.  
When the holes are inserted to the initial domain, the holes are optimised as 
well as the external boundary and a lower volume can be reached. The 
initial nine holes are merged to form three struts both in the second and the 
third runs. The rounded corner along the inner boundary is apparent in both 
of the solutions and in both cases the stress constraint is met. The stress 
contour plots of the final solutions are also nearer uniform stress 
distributions compared to their respective initial solutions.  Starting from 
two different designs in the second and the third runs, the final solutions 
reach similar volume ratios, 38% and 39%, respectively, although the 
shapes of the solutions look somewhat different. This shows that the 
optimum solutions are dependent on the initial designs. These shapes are 
however, similar to the variety of solutions found in the SIMP stress 
optimisation literature (e.g. Le et al 2010, Holmberg et al 2013, Luo et al 
2013, Svärd et al 2013). It is perhaps not surprising that there may be 
multiple solutions in stress constrained problems due to the local nature of 
peak stress. The optimisation method is able to find the equivalent feasible 
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solutions despite the different starting points. Note that the model has been 
run from many different starting solutions with different initial hole 
locations and sizes. Depending on this starting topology the optimisation 
procedure can find feasible solutions with significantly higher volume or 
fail to find a feasible solution at all. 
When the hole insertion mechanism is added to the optimisation strategy, 
the resulting solution has a slightly different configuration of the internal 
struts again, although the general features are consistent with a rounded re-
entrant corner. The volume ratio is again 38%, consistent with the previous 
solutions. This demonstrates that the hole insertion capability eliminates the 
need to initialise with a set of holes hence the solution is less dependent on 
the initial hole arrangement making the method more robust. 
The final run is stress minimisation where the volume constraint is set at 
38% to be consistent with the previous runs. The resulting solution is very 
similar again, with the internal strut configuration most akin to the second 
solution. This solution appears to have the least rounded inner boundary 
corner and reaches the maximum stress of 1.51, just above the stress 










Table 6-1: L-beam stress optimisation results 






















































	   	  
	   	  














B. Michell Beam Problem 
The second numerical example is the classic Michell simply supported 
beam. The beam has an aspect ratio of two and is modelled with 130 × 65 
elements. The boundary conditions applied to the domain are zero 
displacement restraints in all directions over four nodes at each corner. A 
unit load is applied over 5 nodes at the centre of the bottom edge. The 
material properties of Young’s modulus 1.0 and a Poisson’s ratio 0.3 are 
used.   
This problem has been a popular benchmarking problem for compliance 
minimisation. The first solution is obtained by minimising compliance 
subject to a volume constraint of 0.2. The hole insertion mechanism is 
activated for all runs in this section thus, no initial holes are inserted. The 
second to the sixth solutions are obtained by minimising volume subject to a 
range of stress constraints with p = 8. The stress constraint values are 0.200, 
0.175, 0.150, 0.125 and 0.115, respectively. The lowest of the stress 
constraint 0.115 is selected as it is the maximum stress in the designable 
region of the domain when it is entirely full of material. The solutions are 
summarised in table 6-2. 
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Table 6-2: Michell beam optimisation results	   
























































The compliance minimum solution in table 6-2 is the familiar topology with 
two diagonal struts from the supporting points and a central fan section 
connecting the applied load.  For the volume of 20%, the maximum stress in 
this solution is 0.2. We compare this to the second solution with the stress 
constraint of 0.2 while minimising volume. The topological solutions are 
significantly different, preferring a lower number of thicker struts over a 
series of thin struts in the compliance minimum solution. The volume of the 
stress solution is 42% lower than the compliance solution. 
A range of stress solutions is obtained for varying stress constraints. Setting 
the stress constraint at 0.175 produces a solution virtually identical to the 
0.2 constraint solution but with thicker struts. Reducing the stress constraint 
to 0.150, the central triangular support widens but the topology essentially 
remains the same. The volume fraction achieved is increased to 16.4%, 
reflecting the lower stress constraint specified.  
Further reducing the stress constraint to 0.125 and 0.115 changes the 
topology of the solution, the external structure arches and additional struts 
are added to support the central triangular configuration. The volumes of the 
solutions increase and the stress constraints are successfully met in all cases. 
It is interesting to note that the solution with a 0.125 stress constraint 
achieves a maximum stress 37.6% lower than the compliance solution 




This chapter presents the level set method for solving stress constrained 
topology optimisation problems. Stress shape sensitivities are derived and 
validated using finite differences. The SLP level set method is used to solve 
constrained optimization problems. A new method for creating holes during 
optimisation with in the SLP framework is also formulated and 
demonstrated. The method is then applied to optimise two well-known 
problems, focusing on minimisation of volume subject to a stress constraint 
for a single load case. The numerical investigations find that there can be 
multiple solutions to the L-beam problem that meet the stress constraint and 
achieve a similar or the same volume ratio. While the general features of the 
solutions remain reasonably consistent, the details of the features such as 
locations and numbers of struts may vary. These different solutions can be 
obtained by starting from different initial solutions. The hole insertion 
mechanism does not require any initial holes making level set topology 
optimisation for stress more consistent. The numerical investigation also 
found that the stress constrained solutions can have very different topology 
from the compliance minimum solution. However these topologies have 
lower maximum stress and lower volume than the compliance minimisation 













7.1 Conclusion & Future Work 
This final section of the thesis collects the achievements and conclusions 
from the previous chapters and considers what the next stage of research 
would be for each area. The level set method is a boundary based method of 
topology optimisation, where the boundary location is defined by an 
implicit function. The review of the literature showed that there are a large 
varieties of methods, with different methods of defining the level set 
function, discretising the structure to the finite element grid, perform the 
sensitivity analysis and updating the structure to reach an optimal solution. 
The level set method has been used to optimise structures for a range of 
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physical problems and objective functions. The aim of this thesis was to 
extend the level set method to additional optimisation applications and 
problems. 
A 3D version of the level set method, using point wise sensitivities, was 
developed and tested for use in the new applications. To ensure that 
elements cannot be cut by the boundary more than once an efficient 
algorithm was introduced to remove extra cuts from an element with the 
smallest possible boundary movement. This 3D level set method was shown 
to be robust as consistent solutions were found to test problems from 
different starting topologies. The application of a hole insertion method in 
3D was not found to lead to significantly different topological solutions or 
objective function values, showing that a hole insertion method is not vital 
in 3D problems. However in one of the test problems it did result in a 
significant improvement in convergence speed. 
The level set method of optimisation was used to investigate if the internal 
trabecular bone architecture is a mechanically optimal structure; by 
comparing the real trabecular bone structure to the optimal structure created 
in finite element models of the proximal femur. In 2D topology optimization 
was able to replicate the key macroscopic features of the internal structure 
of proximal femurs, even with abnormal femoral neck orientations. In 3D 
the optimal topology replicated some but not all of the key features of the 
internal trabecular structure. Missing structural features could be created to 
support loading condition not included in the model or on created for 
mechanical or biological purposed not considered by topology optimisation. 
Further studies are needed to identify all the key loading conditions 
experienced by the femur to reveal which features of the bone structure are 
mechanically optimal.  More detail models are also required to evaluate the 
mechanical optimality of the microscopic features of the bone structure. 
These results suggested that the macroscopic trabecular bone architecture in 
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the proximal femur is at least partly a self optimising structure and some 
key features of the trabecular architecture are formed in order to provide the 
best support for the applied mechanical loads. 
The level set method was also applied to optimisation of composite fibre 
paths for the first time. The continuous implicit level set function was used 
to define the fibre paths throughout the structure, implicitly imposing a level 
of fibre continuity in contrast to elemental fibre angle optimisation 
approaches. Local sensitivities for the primary level set function path were 
derived and used to optimise the orientation of the fibre paths. This method 
was able to optimise the fibre path orientation to increase the stiffness of all 
the example design cases, while continuous fibre paths where maintained in 
the solution. The restriction of the design space resulted in solutions with 
greater overall compliance than produced by the unconstrained element 
solutions. However the level set solutions are more suitable for manufacture 
using the advanced fibre placement manufacturing techniques. 
Future work will aim to reduce the dependence on the initial solution and 
come up with a robust technique for selecting the location of the primary 
fibre path. Stabilisation of the optimisation procedure to improve 
convergence is also an important objective of future development.  
The level set method was applied to stress constrained topology 
optimisation. Peak stress was estimated using the p-norm global stress 
measure. Shape sensitivities for stress where derived and the boundary point 
sensitivity interpolation technique was refined to ensure smooth boundary 
stress sensitivity. The results of this method was validate against finite 
difference calculation of the shape sensitivity. A new hole insertion method 
was developed for use in the SLP level set topology optimisation method, 
this method is generic so could be used with any objective or constraint 
function. Numerical test models showed that the level set method was able 
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to fine feasible solutions to the stress constrained topology optimisation 
problems, including in the well know L-beam benchmarking problem. The 
hole insertion method was shown to reduce the dependence of the level set 
method on the initial topology of the structure. The numerical investigation 
also found a significant difference between the stress based optimum 
topology and compliance optimum, with significantly lower peak stress in 
the stress based solutions. Future work should consider the application of 
the stress constraint to real world topology optimisation problems, such as 
the wing optimisation problem, thus ensuring that the optimal solution 
would not be vulnerable to stress induced material failure.  
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