Abstract. Traditional private information retrieval (PIR) schemes have been around for about two decades. They mainly consider the effectiveness of the communication complexity in the sense to minimize the number of bits transferred between the user who does the query and the server which answers the query. In this paper, we introduce a new scheme which takes both the time and communication complexities into consideration. The scheme has a simple implementation and is especially suitable if there is only a small number of replicated servers available.
Introduction
Private information retrieval (PIR) deals with the privacy of a user when he queries a public database. It was first introduced by Chor et al. [1] in 1995. It is formalized as follows: given a database x which consists of n bits, x = x 1 . . . x n , a user wants to inquire the ith bit without letting the database know any information about i. A trivial solution is to let the user download the entire database. In this case, the communication complexity, which is the number of bits transferred between the user and the database, is n. Chor et al. [1] proved that this trivial solution turned out to be optimal for a single database in the information theoretic setting. In the literature, PIR schemes were classified into information theoretic and computational. A PIR in an information theoretic setting provides perfect privacy against those databases with unlimited computational power, while computational PIR provides privacy against those databases with polynomial time computational power. This paper only considers PIR schemes under an information theoretic setting. For more information about computational PIR, please refer to [3] .
The rest of the paper is organized as follow. Section 2 will introduce the PIR scheme that originally came from Chor et al. [1] . In section 3 we discuss the motivations and the proposal of the new scheme. We conclude the paper in section 4.
Private information retrieval schemes
Multi-server scheme: When the user downloads all the n bits, the database will not get any information about i even if the database has unlimited computational power. Chor et al. [1] showed that if we had more than one non-colluding servers with each having a complete database, we could reduce the communication complexity and preserve the perfect privacy as well.
Let k = 2 d be the number of databases hosted on k different non-colluding servers, and for simplicity let l = 
d , the user will send S
The user sends out d strings of length l to each database. There are 2 d databases, so the total number of bits sent to the databases is (dl)2 d . Let j ∈ S denote the jth position in S is 1. Each database DB α will do the following calculation: (2.1)
That means the bit x j 1 ,...,j d will be selected if S 
For any bit x j 1 ,...,j d which is different from x i 1 ,...,i d , even (possibly zero) of such bits will be sent back to the user and this will cancel out each other. Only x i 1 ,...,i d will be sent back to the user one time. We will illustrate this in more detail in the following example. to DB 111 . 3 binary strings of length l will be sent to each database. Altogether 8 × 3 × l bits will be sent. Each database sends back 1 bit, so 8 bits will be received by the user. The total number of bits exchanged is 8 × 3 × l + 8 = 8(3l + 1) = 8(3n 1/3 + 1). Therefore the communication complexity is O(n 1/3 ).
Consider any bit x j 1 ,j 2 ,j 3 , and let S(j) be the jth bit of the string S
. Either 0 or 8 of x j 1 ,j 2 ,j 3 will be sent back.
(ii) If two of js are different from the corresponding is, Suppose we have 2 databases DB 000 and DB 111 . DB 000 works as before so it sends back 1 bit. In addition, it takes over the function of DB 100 . DB 000 receives S . DB 000 can simulate DB 100 by flipping one bit at a time from S the servers will be increased due to smaller databases dbs. If there is a scheme that the communication complexity from the user side is much greater than that from the servers side, we can use this approach to make a balance and hence to reduce the overall communication complexity.
Proposed new scheme:
In the multi-server scheme, we consider the DB as d-
. And let l = n 1/d . We now divide each dimension into n 1/d(d+1) equal parts. Each part has length l =
Suppose we want to retrieve
in the original DB. Now this bit will be in one of the dbs and let the position be
We apply the original multi-server scheme to retrieve the bits at position x i 1 ,...,i d from all the dbs. We just keep the desired bit and ignore those bits that we do not need. Since we apply the same random inquiry string to all dbs, the communication complexity will be O(n 1/d+1 ). There are n 1/d+1 dbs, so the communication complexity from the servers will also be equal to O(n 1/d+1 ). Hence the total communication complexity is O( Retrieving ith bit from the original DB becomes getting i th bit from all dbs. The user will ignore all the bits returned from the servers with the exception of the one from db j . The communication complexity for both the user and the servers is equal to O(n 1/2 ). Therefore the overall communication complexity is also equal to O(n 1/2 ).
By breaking down the original d-dimensional DB into smaller d-dimensional dbs of equal size, the new scheme reduces the communication complexity from O(n
Example 2. Let d = 2, i.e., there are 4 servers. In the new scheme, the original DB, viewed as a square of √ n × √ n (left-side) in Fig. 2 , will now be divided into n 1/3 dbs (squares) of size n 2/3 , as shown (right-side) in Fig. 2 .
Suppose the bit that we want to retrieve (i, j)
In the new scheme, all the (i , j ) bits of all dbs will be returned to the user, but only the (i , j ) bit within DB l,k will be used and the others will be ignored. Since both the length of the dbs and the number of small dbs equal n 1/3 , the overall communication complexity equals O(n 1/3 ).
Remarks. We need to seek a point that balances the two complexities. That means both the user and server complexities are the same. After the balance point, 
db n 1/3 ,n 1/3 db n 1/3 ,k Figure 2 . New 4 servers scheme for Example 2 if we keep on reducing the size of the random strings, then the server complexity will be greater than that of the user, and hence the overall communication complexity will be increased. Recall in the Example 1, if we divide the original DB into dbs of length n 1/3 , instead of n 1/2 , the number of dbs will be equal to n 2/3 . Then the overall communication complexity will be O(n 1/3 ) + O(n 2/3 ) = O(n 2/3 ).
Conclusions
Based on Chor et al. [1] , we come up with a new scheme which reduces the communication complexity from O(n 1/d ) to O(n 1/d+1 ) when 2 d servers are available. This does not get too much noticeable advantages when d is large and in fact many existing schemes provide much better performances. However, if only a small number of servers are available, then this new scheme will provide a good balance between communication and computational efficiencies together with a simple implementation. For further research we would like to look for the possibility of applying this new technique to any existing scheme for improvements.
