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Abstract 
Eggleton, R.B., AS. Fraenkel and R.J. Simpson, Beatty sequences and Langford sequences, Discrete 
Mathematics 111 (1993) 165-178. 
Langford sequences and quasi-Langford sequences are defined and used to shed some light on 
disjoint covering systems and vice versa. We also formulate two conjectures on quasi-Langford 
sequences, prove their equivalence, and show that they imply a 1973 conjecture on rational disjoint 
covering sequences. 
1. Introduction 
A Beatty sequence is a sequence of integers S(cc, j3) = { LHE + fi] : n&T+ }, where CI > 0 
and /3 are real numbers; a is the modulus and Lx J denotes the integer part of x, i.e., the 
largest integer <x. We are interested in questions concerning disjoint covering systems 
of Beatty sequences (henceforth DCS). A DCS is a collection of Beatty sequences 
which partition ZZ’+. It isJinite or infinite according as the collection is finite or infinite. 
It is an integer DCS if all its moduli are integers, in which case we write it as UiS(ai, bi) 
with -ai<bi<O (i> 1). It is a rational DCS UiS(Pi/Qi, Bi) if all its moduli are 
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rational, and an irrational DCS if all moduli are irrational. It follows easily from 
Kronecker’s theorem that a DCS cannot have both rational and irrational moduli. 
We normally write uiS(xi,pi) for a DCS which may be either integer, rational or 
irrational. The term ‘Beatty sequence’ has often been reserved for a sequence with 
irrational modulus, but we find it useful to adopt a broader view. 
For every finite DCS U f= 1 S(Ei, fit), we have 
(1) 
This follows from a simple density argument. 
Integer DCS and integer covering systems have a large literature. Surveys can be 
found in [l& 223. They are also discussed in [8, 131. The following is a basic property 
of finite integer DCS. 
Theorem 1.1. Zf { S(ai, bi): 1 <i< t} is aJinite integer DCS, 
then a,_, =a,. 
with a, < ... <a, and t>2, 
The proof, due to Mirsky, Newman, Davenport and Rado, uses a generating 
function and a complex variable. See [7]. For an elementary proof, see [2]. 
In a way, finite irrational DCS behave like finite integer DCS: Graham [ 11) showed 
that, if U:= 1 S(zi, 8;) is an irrational DCS with ~23, then cci=aj for some i#j. Also 
other properties of irrational DCS are well-understood. See Fraenkel [9]. An early 
reference is [l]. Surprisingly, much less is known about finite rational DCS. In 
particular, the following conjecture remains open (see [lo, 12, 8, 3, 201). 
Conjecture A. If {S(Pi/Qi, Bi): 1 <id t} is a finite rational DCS, with 
P,/Q,<...<P,/Q, and t>3, then Pi=2’-1 and Qi=2’-‘for i=l,...,t. 
It is easy to see that S((2’- 1)/2’-‘, -2’-’ + 1) (i= 1, . . . , t) is indeed a DCS for 
all t31. 
We are also interested in sequences S = {c,} ,“= 1 with elements in A = { 2,3, . . .}. The 
subset of elements actually occurring in S is the alphabet of S, denoted by alph(S). For 
our purposes, a sequence S is a Landord sequence if, for every dEalph(S), the sequence 
{n: c,=d} is an infinite arithmetic progression with common difference d. 
Let S be a Langford sequence. An element dealph(S) is complete in S if c, = d implies 
C n + id = d for all integers i satisfying n + id > 1. If every dEalph(S) is complete in S, then 
S is complete. 
Notation. Let S= {cn}zE 1 be a Langford sequence. For kEb” and rnEZZ’+, let I(k, m) 
denote the integer interval [k + 1, k + m], and J(k, m) the corresponding string of S, i.e., 
J(k, m)= {c,ES: nEl(k, m)}. The string J(k, m) is also called a Langford string. 
Example 1.2. 2,4,2,8,2,4,2,16,2,4,2,8,2,4 is a Langford string. 
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A brief history of Langford sequences is given in [14], going back to 1900, with 
indications of applications such as to the construction of missile guidance codes 
resistant to random interference. A connection to formal language theory is men- 
tioned there and in [17]. 
Since consecutive terms of an integer Beatty sequence S(a, b) are also at distance a of 
each other, there is a natural connection between Beatty sequences and Langford 
sequences. The contribution of this paper is to use DCS to shed some light on 
Langford sequences and vice versa. 
In Section 2 we first show that every Langford sequence is complete, and then use 
DCS to show that if S is a Langford sequence then alph(S) is necessarily infinite. We 
also show that, in a way, infinite DCS are ‘similar’ to Langford sequences, but finite 
DCS are ‘dissimilar’ to Langford sequences. This dissimilarity motivates us to define 
in Section 3 quasi-Langford sequences (QLS), and to exhibit interesting similarities 
between them and various DCS. In the final Section 4 we state two conjectures about 
the smallest element of certain classes of QLS, prove their equivalence, and prove that 
they imply Conjecture A. 
2. Properties of Langford sequences 
Theorem 2.1. Every Langford sequence is complete. 
Proof. Suppose there exists a Langford sequence S and aEalph(S), which is not 
complete. This means that {n: c,,=u} = {an+ b: nEZZ’+}, with b>O. Therefore, bE{m: 
cm=d} for some d#a and {m: c,=d}={md+g: m~2’“‘). Then dlb-g, and, so, also 
(a,d)l b-g. This implies that the linear diophantine equation na+ b=md +g has 
infinitely many positive solutions (m, n), which, for d # a, contradicts the fact that S is 
a Langford sequence. 0 
Theorem 2.2. If S= {c,,}F= 1 is a Langford sequence, then 1 >m, where 1= 
lcm{c,EJ(k,m)}. 
Proof. Suppose 16 m and consider the subinterval J(k, 1)~ J(k, m). Let dEJ(k, 1) and 
let p and q, with p < q, be the indices of the first and last appearance of d in J(k, I), 
respectively. Then q--=O(modd) and (l-q)+p-O(modd) since dll. Hence, the 
concatenation J(k, 1) J(k, 1) is also a Langford string and, so, the infinite concatenation 
Jw=J(k,l)J(k,l)... is a Langford sequence. Letting i(d) be the index of the first 
occurrence of deJ(k,l), the system UdsJck,r) S(d, i(d)-d) is evidently a DCS. By 
Theorem 1.1, the DCS contains two arithmetic sequences S(D, i1 (D)-D) and 
S(D, i2 (D) -D), with 0 < 1 iI (D) - i2 (D) / < D, contradicting the Langford distance 
property. 0 
Corollary 2.3. Zf S is a Langford sequence, then alph(S) is injinite. 
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Proof. If alph(S) is finite, let 1=lcm{aEalph(S)}. Then lcm{c,EJ(k,1)}91, con- 
tradicting Theorem 2.2. 0 
Corollary 2.4. There is no Langford string xx (x anyfinite string over A). Hence, every 
Langford sequence is square-free, i.e., it cannot contain a string xx. 
Proof. If xx is a Langford string, then concatenating x with x leaves the required 
Langford distance property of the elements intact. It follows that also xxx is a 
Langford string and, so, xw = xx.. . is a Langford sequence with a finite alphabet, 
contradicting Corollary 2.3. 0 
Corollary 2.4 has been proved previously by Berstel [4] using a similar method. 
We say that neS(cc, b), where S(cc, p) is any Beatty sequence, if there is rnE%’ such 
that Lrna+/?l =n. 
An integer DCS T and a Langford sequence S = {c,} ,“= 1 are similar if, for all n 3 1, 
we have ~,,=a for ncS(a, ~)ET. This is well-defined since, for every nE.Z’, there is 
precisely one S(a, b)~ T with ngS(a, b) and every S(a, b)~ Tcontains (infinitely many) n. 
If T and S are similar, we also say that T is similar to S or S similar to T. If F is 
a subset of DCS and Y a subset of Langford sequences, we say that F and 9’ are 
similar if every TEF is similar to some SEY and every SEY is similar to some TEF. 
Corollary 2.3 states, in effect, that finite integer DCS are dissimilar to Langford 
sequences (it is even easier to see that rational and irrational DCS are dissimilar to 
Langford sequences). However, the following holds. 
Theorem 2.5. The subset JZI of all infinite integer DCS with distinct moduli and the set of 
all Langford sequences are similar. 
Proof. Let T~sl, say T= u,, 1 S(ak, bk). Then the sequence {c,,} ,“= 1, with c, = ak for 
all neS(a,, bk) (k 3 l), is a Langford sequence, and vice versa. 0 
Example 2.6. The infinite integer DCS T= [ j;“=, S(2’, -2’-‘) is similar to 
S= {2,4,2,8,2,4,2, 16,2,4,2,8,2,4,2,32,2, . . .}, 
power of 2 dividing n. 
where >,, = 2k+’ if 2k is the highest 
Corollary 2.7. Let c,, c, be any two elements of a Langford sequence S. Then (c,, c,) > 1. 
Proof. By Theorem 2.5, ~,,,=a~, c,,=u2 for moduli a,, u2, in an integer DCS. By the 
Chinese Remainder Theorem, (ai, a2) > 1. Cl 
Of course, Corollary 2.7 can be proved directly, without resorting to Theorem 2.5. 
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The dissimilarity between finite DCS and Langford sequences motivates us to 
define quasi-Langford sequences, which model Beatty sequences and finite DCS more 
closely. A quasi-langford sequence over A (henceforth QLS), is a sequence S = {c,,} ,“= 1 
such that if c,=d, then the next occurrence of d is either c,+~ or c,,+~_ 1, and the first 
occurrence of d in the sequence has index <d. In contrast to Langford sequences, QLS 
with finite alphabets and squares do exist. 
Example 3.1. {3,2,2,3,2,3,2,3, . . .} is a QLS, where the number of 2’s between 
consecutive 3’s can be chosen to be 1 or 2, in a completely arbitrary way. 
Remark 3.2. If, in the definition of QLS, we had omitted the requirement that the first 
occurrence of d in the sequence has index <d, we would admit sequences such as 
{ 2,2,2,2,2,2,2,2,2,2,2,9,2,2,2,2,2,2,2,9,2,2, (2,2,2,5,2,9,2,5)“‘} 
as QLS. In other words, a result of the form of Theorem 2.1 would not hold for QLS. 
In order to avoid trivial cases, we prefer to have completeness, hence the definition we 
used. 
A DCS Tand a QLS S={c,):=i are similar if, for all n 3 1, we have c,=[xl for 
n~S(z, P)ET, when c( is not an integer. If CI is an integer then either c,= r for all 
n~s(cc, 0) or c,=x+ 1 for all n~s(a,/I). Here [xl denotes the smallest integer 3x. 
Remark 3.3. The motivation for the similarity definition is that the distance between 
consecutive terms of S(cr,fi) is always either [al or jrj, and both are assumed. For 
irrational LX, this follows from the density of na-Lna]; for x = P/Q rational it follows 
from the fact that if n=O(mod Q), then 
L(Jl+ 1)PIQIkLWQI=LPIQ1> 
and from the fact that the translation by p does not change the situation materially. If 
a DCS T contains an integer modulus a repeated twice, then it can be represented as 
a and a + 1 in a QLS similar to T, with distance a between consecutive appearances of 
aand ofa+l. 
We also define S similar to T and T similar to S and the similarity between subsets 
.Y’ of QLS and subsets of Y of DCS, as above for Langford sequences. 
A rational number P/Q is a genuine rational if (P, Q) = 1 and Q > 1. 
Remark 3.4. There are QLS which are not similar to any DCS. In Example 3.1, since 
the number of 2’s between consecutive 3’s is 1 or 2 at will, the QLS can be constructed 
so as not to be similar to any DCS (see e.g. [S]). Also conversely, not every DCS is 
similar to a QLS: any DCS in which an integer modulus is repeated more than twice 
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or any genuine rational or irrational modulus more than once, evidently cannot be 
similar to any QLS. For example, the DCS {S(15/7,0), S(15/4, - l/4), S(15/2, -6), 
S( 15/2, - 2)) is similar to no QLS. 
A QLS {cn>,m= I 1s P eriodic if there is PET’ such that c, = c, +p for all n B 1. Note that 
a periodic QLS has a finite alphabet. The length of a string is the number of elements 
in it. 
We first show that a QLS with a finite alphabet induces a periodic QLS with the 
same alphabet. 
Theorem 3.5. Let S be a QLS with alph(S) jnite. Then there exists a periodic QLS 
T=zW, where z is an arbitrarily long substring of S, such that alph(S)=alph( T). 
Proof. Let B=alph(S), b the largest element of B. There are at most IBIb distinct 
strings of length b in S. Hence, there is a string x of length b which occurs infinitely 
often in S. Thus, we can find a string of the form xyx in S, with y arbitrarily long. 
Define T=(xy)“. So, z =xy is a substring of S and T is periodic. The condition that 
x contains b elements guarantees that every element of B appears in x; so, 
alph( T)= B. It remains to show that T is a QLS. 
Let c, and c, + m be consecutive appearances of an arbitrary element de B of T. Then 
dEx. So, c,,c,+1, . . ..c.+, is a substring of xyx. But xyx is a substring of the QLS S; 
so, mE{d-l,d}. 0 
Next we elucidate a connection between a subset of periodic QLS and certain 
rational DCS. 
Theorem 3.6. The subset W of all jinite rational DCS in which every integer modulus 
appears at most twice and every genuine rational modulus appears at most once is similar 
to a proper subset of the set of all periodic QLS. A rational DCS in which an integer 
modulus appears more than twice or a genuine rational modulus more than once is similar 
to no QLS. 
Proof. Let T={S(ai,bi):ldi<s}~{S(Pj/Qj,Bj):l<j<t}~.%? be a DCS, with 
a, < ..’ < a, integers and Pj/Qj genuine rationals for 1 <j < t. A QLS {c,} ,“= I similar to 
T is constructed as follows. Pair off the moduli (ai, ai+ 1) for which ai = ai+ 1. For every 
ai which is either in no pair or thejrst of a pair (ai, ai+ 1), put c, = ai for all n&?(ai, b,); 
for every ai+ 1 which is the second of a pair (a,, ai+ 1), put c, = ai + 1 (= ai+ 1 + 1) for all 
nES(ai+l,bi+l). Further, for every l<j<t, put c,,=rPj/Qjl for all neS(Pj/Qj,Bj). 
For showing that the resulting sequence is a QLS, it suffices to show, since every n is 
precisely in one S(ai, bi) or in one S(Pj/Qj, Bj), that the s + t Beatty sequences induce 
distinct c,. We use the following result in Fraenkel [lo, Lemma 31. Let c(~, a2 be real 
numbers satisfying n < CI~ < a2 <n + 1, where n is any positive integer. Then 
S(cc,,fil)nS(a,, /&)#8 for all real numbers pl, pz. From this it follows that if 
ai+z#ai+l then ai+z>ai+l+2 (O<i$s-2); hence, the element c,=ai+l=ai+l+l 
induced by the second modulus ai+ 1 of a pair (ai, ai+ 1) with ai= ai+ 1 is distinct from 
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the c, induced by any other integer modulus. Moreover, rPj/Qjl # rPk/Qk 1 for all 
j# k; and, if ai < PjlQj < ai+ 1, then actually Ui < L Pjl’Qj1 < rPj/Qjl < ~i+ 1. SO, even if 
(a,_ 1, ai) is a pair with ui_ 1 = ui, then the c, induced by ui is ai + 1 < r Pj/Qjl . It is also 
clear that the constructed QLS is periodic. Thus, every finite rational DCS with the 
given constraints is similar to a periodic QLS. But the converse does not hold. For 
example, S = (3,2,3,2,3,2,2,3,2,2,3,2,2)” is a periodic QLS, but it follows from [S] 
that it is not similar to any DCS. The last part, which holds also for infinite DCS, is the 
last part of Remark 3.4. 0 
The proof of Theorem 3.6 holds also if the DCS is infinite, but then the constructed 
QLS is not periodic, Hence, we have the following corollary: 
Corollary 3.1. The subset 3’ ofull rutionul DCS in which ecery integer modulus appears 
ut most tbvice and erer), genuine rational modulus appears at most once, is similar to 
u subset of the set of all QLS. 
The converse again does not hold. 
Let S be a QLS. It may happen that consecutive appearances of an element 
dealph(S) have indices lying in a single arithmetic progression, the common difference 
of which is necessarily either d or d - 1. If this happens for every element in alph(S), we 
say that S is a pseudo-quasi-Langford sequence (PQLS); otherwise, it is a genuine- 
quasi-Langford sequence (GQLS). Note that every Langford sequence is a PQLS and 
every Langford sequence and PQLS and GQLS is a QLS. Hence, the notions of 
completeness> similarity and periodicity defined for QLS are defined also for the 
special cases of PQLS and GQLS. 
The multiplicity qf a modulus r in a DCS T is the number of times r appears in T. 
The multiplicit), of T is the maximum number of the multiplicities of its moduli. 
Corollary 3.8. The subset of allfinite integer DCS of multiplicity < 2 is similar to the set 
of all periodic PQLS. 
Proof. The fact that every finite integer DCS in which every modulus appears at most 
twice is similar to some periodic PQLS follows from the proof of Theorem 3.6. The 
converse follows from the definition of a PQLS. 0 
Example 3.9. The DCS (S(3. - 2). S(3, - l), S(6, - 3) S(6, O)} is equivalent to the 
PQLS (3,4,6,3.4,7)“. 
We note in passing that. for a finite integer DCS of multiplicity 6 k, there is a bound 
b = b(k) such that the smallest modulus is at most b (see [19]). Specializing to the case 
k = 2, Corollary 3.8 implies that the smallest element of any periodic PQLS is < b + 1. 
The relationship between finite irrational DCS and complete QLS is elucidated 
next. 
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Theorem 3.10. Let Yt = {S(Cri, /Ii): 1~ i 6 t } denote the set of all irrational DCS consist- 
ing oft Beatty sequences. Then: (i) No DCS in .Yt with t>2, is similar to any QLS. 
(ii) The set Y2 is similar to a subset of the set of all nonperiodic GQLS with an alphabet 
of two symbols, the smaller of which is 2. 
Proof. (i) If t >2, two of the moduli are equal; see [ll]. By the second part of 
Remark 3.4, such a DCS cannot be similar to any QLS. (ii) The construction c, = rczil for 
all nES(&,Pi) (iE(1,2}) g ives a GQLS (cn} ,“= 1 by Remark 3.3. It is easy to see that if the 
GQLS would be periodic, then the DCS would be rational. All DCS in 9, have moduli 
!x~,M~ satisfying (l/al)+(l/uz)= 1 by (1). If, say, a, <c[~, then 1 <cc, ~2, so, [Ml1 =2. 0 
The converse of Theorem 3.1O(ii) does not hold. This follows from Remark 3.4. 
4. Two conjectures and their relations to Conjecture A 
Of course, every finite rational DCS T satisfying the hypothesis of Theorem 3.6 and 
containing at least one genuine rational modulus is similar to a periodic GQLS S. Is here 
also the smallest modulus of T6 2 and, so, the smallest element of S =2? The example 
T= {S(7/3,0), S(7/2, - l/2), S(7, -6), S(7, -2)) 
with the corresponding similar S=(7,3,4,3,8,4,3)” shows that the answer to this 
question is negative. But we do not know what the answer is if T has at most one 
integer modulus. This motivates the following. 
Conjecture B. If S = {cn}z: 1 is a periodic GQLS, then its smallest element is 2, or 
alph(S) contains elements d, d + 1 such that {K c, = d) and {n: c, = d + l} are arithmetic 
progressions, each with common difference d. 
A seemingly stronger conjecture is the following. 
Conjecture C. If S = {cn}zE 1 is a QLS with a finite alphabet, then its smallest element 
is 2, or alph(S) contains elements d,d + 1, and there exists N, such that {n: c,=d, 
n 3 N} and {n: c,,=d + 1, n3 N > are arithmetic progressions, each with common 
difference d. 
The proviso n> N excludes QLS such as 3,4,(5,3,4,3)” from having smallest 
element =2, where consecutive occurrences of 4 are 4 apart, except for the first two 
occurrences. 
Theorem 4.1. Conjectures B and C are equivalent. 
Proof. It is clear that Conjecture C implies Conjecture B, since any counterexample to 
the latter is a counterexample to the former. 
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For proving the converse, let S be a QLS which is a counterexample to Conjecture 
C. Thus, if d and d + 1 both belong to B=alph(S) then, for every N, the sequence {n: 
c, = d, n >, N ) and {H: c, = d + 1, II > N} are not both arithmetic progressions with 
common difference d. Let b denote the largest element of B. 
By Theorem 3.5, S contains an arbitrarily large substring z such that T=z” is 
a periodic QLS with alph( T)=B. In fact, we can choose z of length 3 b sufficiently 
large such that if d and d + 1 are any elements which both belong to J3, then the indices 
of consecutive appearances of d in z and the indices of consecutive appearances of 
d + 1 in z are not both arithmetic progressions with common difference d. It remains to 
show that T is a GQLS. Then T will be a counterexample to Conjecture B. 
So, suppose that, for every element dEB, consecutive appearances of d have indices 
lying in a single arithmetic progression, the common difference of which is necessarily 
d or d- 1. Then rename the elements of T such that any element UEB of T whose 
consecutive appearances have indices lying in an arithmetic progression of common 
difference g, will be named g. This transformation results in a Langford sequence 
V with alph( V) finite, contradicting Corollary 2.3. 0 
Conjectures A and B are not unrelated. In fact, we will show below that Conjecture 
B implies Conjecture A. We begin by recalling a result of Morikawa [16]. See 
also [21]. 
Theorem 4.2. Let P1,P2,Q1,QZ be positive integers, with (P1,Q1)=(PZ,Q2)=1. Put 
P=(P1,P*), Q=(QI>QzL QI=uIQ, Qz=uzQ. 
Then there exist real numbers B1, B2 such that 
s(P,lQ1,Bl)nS(P,lQ2,B2)=~ 
if and only if the linear diophantine equation 
u,x+u2y=P-2u1u2(Q-1) (2) 
has positive integer solutions x, y. 
Note that, if Q1 = Q2 = 1, then (2) becomes x + y= P. So, there are B,, B2 such that 
S(P,,B,)nS(P,,B,)=@ if and only if (P,,P,)>l, which is the Chinese Remainder 
Theorem for two moduli. 
We also need the following result, in whose statement and proof we use the notation 
of Theorem 4.2. 
Lemma 4.3. Suppose that 
s(p,lQ1,Bl)ns(p,lQ2,B,)=~, 
where (P1,Q1)=(P2,QZ)= 1. Then: 
0) P1/Q1<3/2 implies Q21P-QI, 
(ii) PI/Q162 implies Q21P-Q1 or Q2/Q1. 
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Proof. Let rE{3/2,2}. Since P<Pi, the condition PI/Q 1 < r implies P/Q 1 < r hence, 
from (2), 
ulx+U2y~rU1Q-22U1U1(Q-l). 
Since x, y, u1 and u2 are positive, this implies 
rQ-2u,(Q-1)-l >O. 
If r = 3/2, (3) implies Q = 1. Then (2) has the form 
Qix+Qzy=P, 
(3) 
and the condition P/Q 1 < r implies x = 1. So Q2 1 P - Q 1, which is (i). If r = 2, (3) implies 
Q = 1 or u2 = 1. In the former case we get Q2) P - Q1 as we saw; in the latter case 
Q2 = Q. So Q2 1 Qi, proving (ii). 0 
Remark 4.4. The formulation of Theorem 4.2 clearly implies that there exist real 
numbers B1 and B2 such that 
s(P,lQ1,Bl)ns(p,lQ,,B,)=~ 
if and only if there exist real numbers C1 and Cz such that 
S(PIQ,,C,)nS(P/Q,,C2)=~. 
Theorem 4.5. Conjecture B implies Conjecture A. 
Proof. Suppose Conjecture B is true. We show that then Conjecture A is true by 
induction on the number t of moduli. For t=3, the structure of all rational DCS is 
known. Morikawa [15] showed that it consists of the following 3 families: 
(i) S(&, -&),S(~,O),S(~, -y), Aal, B21, P=2(A+B), 
(ii) S A, -&),S(;,O),S(;, -A+;+1), AkO, B21, P=2(A+B)+l, 
(iii) S(i) 0), S(S) - l), S(7, - 3). 
Since each of the first 2 families has a repeated modulus P/B and the last family is of 
the form stated in Conjecture A, we see that, for t = 3, Conjecture A holds (indepen- 
dent of Conjecture B). 
Suppose Conjecture A holds for t - 1, where we may assume t B 4. Let 
PIQ,<...<PlQt 
be the moduli of a rational DCS T, where we use a common numerator P; so, possibly, 
(P, Qi) > 1 for some i. Since the moduli of T are all distinct, Theorem 3.6 implies 
that T is similar to some periodic QLS S. The distinctness of the moduli of T and 
Beatty sequences and Langford sequences 175 
Theorem 1.1 imply that the P/Q, cannot all be integers. Thus, P/Qi, when reduced to 
lowest terms, is a genuine rational for some i, and, so, S is actually a GQLS. Thus, by 
Conjecture B, 
P/Q, 62. 
Indeed, if S were to contain elements d and d+ 1 such that {n: c,=d} 
{n: c,=d + l} are arithmetic progressions, each with common difference d, 
T would necessarily contain two occurrences of the modulus d (see Remark 
contradicting the distinctness of the moduli of T. 
Now (4) and the fact that T is a DCS imply that 
(P-Q1)IQ2<...<(P-Q1)/Qt 
are the moduli of a DCS (Fraenkel [lo, Lemma 63). The induction hypothesis 
implies 
(P-Q1)/Qi=(2’-‘- 1)/2’-’ for i=2, . . . ,t. 
Dividing (5) for i = t by (5) for i gives 
Qi=2’-‘Qf for i=2, . . . , t. 
(4) 
and 
then 
3.3), 
then 
(5) 
(6) 
Let gi = (P, Qi) for i = 1, . . . , t. By (6), gt 1 Qi for i = 1, . . . , t. Hence, we can divide P and 
all the Qi (1 <i< t) by gt without changing the DCS. In other words, we may assume 
( f’,Qt)= 1. (7) 
We now would like to apply Lemma 4.3 with the moduli P/Q, and P/Q*. In order 
to do so, we have to examine the gcd (greatest common divisors) g1 and g2, since the 
hypothesis of Lemma 4.3 requires the two moduli to be in lowest terms. Let 
By Remark 4.4, the numerators of m, and m2 can be replaced by their gcd m = (P/g,, 
P/g2), and the resulting rationals are still the moduli of a pair of disjoint Beatty 
sequences. Now, if m #P/g,, then mQP/(2g,). Since ml 62 by (4), we then have 
m/(Q 1 /gi ) < 1. It is clearly impossible for a Beatty sequence with such a modulus to be 
disjoint from any other. We conclude that 
PP P 
m= - - =-, 
( ) 91’92 91 
so that 
g2lg1. 
From (5) with i = t and (7), 
gI=(P,Q1)=(P,P-Q,)=(P,(2’-‘-l)Q,)=(P,2’-’-1). 
(8) 
(9) 
(10) 
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From (6) with i=2 and (7), 
g2=(P,2’-*QJ=(P,2’-*). 
Since t 34, relations (9)-(11) imply 
g*=l. 
We now apply Lemma 4.3 with the moduli 
(11) 
(12) 
If 
ml1 and p 
Qllsl Q2’ 
P Plg1 3 
Q1=QljS1% 
we have, by (8), (12) and Lemma 4.3(i), 
which implies Q2 1 P - Q1. Since t 3 4, this contradicts the case i = 2 of (5). Therefore, 
2,P<2 
2 QI" 
(13) 
By Lemma 4.3(ii), 
i.e., Q1 = kQ2 for some positive integer k. By (13), 
k/2<(P-Q,)/Q,Gk> 
which, by (5), gives 
This implies k = 2 or 3. 
If k=2 then Q1=2Q2. So, by (6), Qr=2’-‘Q,. By (1) applied to the DCS T, 
i$l Qi=P. (14) 
Hence, by (6), P=(2’- 1) Qt. Thus, Qtl P. This and (7) imply Qr= 1; so, P=2’- 1, 
Qi=2f-i for i= 1 , . . . , t, which is Conjecture A. 
We shall now show that k = 3 is impossible. Suppose k = 3. Then, by (6), 
Qr=3.2’-*Qt. (15) 
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Substituting (6) and (15) into (14), we get 
By (7), we have again Qt = 1. Also g1 is odd since gr (P. 
Now apply Theorem 4.2 with 
P1=(5.2’-2-l)/g1, Q1=3.2’-‘/gl, P2=52-2-l, Q2=2’-‘, 
P=P,, Q=Qz, ~l=GJl, uz=l. 
Then (2) becomes 
3 
Y,x+y= 
Since t34, the right-hand side is < l/g 1 ; so the equation has no positive integer 
solutions. Hence, S(P,/Q,, Bl)nS(P2/Q2, B2)#@ for all real numbers Bl,B2, which 
implies that T is not a DCS. This contradiction shows that k # 3. 0 
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