Refining one's hypotheses in the light of data is a commonplace scientific practice, however, this approach introduces selection bias and can lead to specious statistical analysis. One approach of addressing this phenomena is via conditioning on the selection procedure, i.e., how we have used the data to generate our hypotheses, and prevents information to be used again after selection. Many selective inference (a.k.a. post-selection inference) algorithms typically take this approach but will "over-condition" for sake of tractability. While this practice obtains well calibrated p-values, it can incur a major loss in power. In our work, we extend two recent proposals for selecting features using the Maximum Mean Discrepancy and Hilbert Schmidt Independence Criterion to condition on the minimal conditioning event. We show how recent advances in multiscale bootstrap makes conditioning on the minimal selection event possible and demonstrate our proposal over a range of synthetic and real world experiments. Our results show that our proposed test is indeed more powerful in most scenarios.
INTRODUCTION
Most statistical methods implicitly assume that parameters of the statistical investigation are fixed apriori, that is the choice of model, hypothesis for testing, and parameters to be estimated are fixed before the data is inspected. Failure to satisfy this can lead to disturbing properties such as uncalibrated p-values [36, 12] . The field of selective inference (SI) considers a modernised version of statistical analysis where we first explore the data and determine relevant parameters for our investigation and then, SI aims to provide valid inference under our chosen model which is determined by data [9] . In our work, we extend two algorithms that first selects a set of features then performs hypothesis testing on each feature to determine if they are of actual interest or whether they were selected by chance.
One of the promising approaches in the field of SI is conditioning on how the data has been used during the initial selection phase, see [9, 24, 10] . This approach may encounter some difficulties since it requires an explicit characterisation of the selection procedure and the conditional distribution (both can be difficult to obtain). Fortunately, one of the key developments that has allowed many SI algorithms to be tractable is the polyhedral lemma [24, 44] . It states that if the selection event can be written as a set of linear combinations then for a normally distributed test statistic pre-selection, its conditional distribution (post-selection) follows a truncated normal distribution [24, Theorem 5.2] . This result has been successfully applied to non-parametric methods [45, 46] for selecting meaningful features that control the false positive rate, using the Hilbert Schmidt Independence Criterion (HSIC) [45] and Maximum Mean Discrepancy (MMD) [46] .
Conditioning on the selection event is desirable as this act can be seen as disregarding the information used for selection when we draw our inferences [9, Section 2.5 ]. Furthermore, the power of selective hypothesis tests (i.e. tests with null hypothesis that is determined by data and so random) depends upon our choice of what to condition on. If we condition on too little, the test is no longer valid and if we condition on too much, it can incur a loss of power [9] . This observation has driven research efforts to curate more powerful hypothesis tests which has higher "left-over" information by randomising the data used only in selection [43] , careful characterisation of how the data has used in selection process [25] , and conditioning on the minimal set, i.e. we condition on what is necessary for the selective hypothesis test to be valid but not more [42] .
We note that features refer to the individual dimensions of a random variable. The initial proposals [45, 46] for these problems uses the polyhedral lemma in order to obtain a tractable null distribution but it is not the minimal condition set. Our proposal instead conditions on the minimal condition set which we show is possible using selective multiscale bootstrap [41, 42] .
Our contributions include:
1. Two selective tests that are more powerful than its respective original proposals [45, 46] when the number of feature is large and the number of selected variables is greater than 1.
2. The incomplete U-statistic estimator for HSIC [48] which under certain conditions, proved its asymptotic normality and discussed it asymptotic relative efficiency with respect to its U-statistic variant.
3. We demonstrate our proposal on synthetic and real world data-sets including CelebA [26] which show that our proposal is can be more powerful when the number of features are large while type-I error remains at size-α.
BACKGROUND
In this section, we review the Maximum Mean Discrepancy (MMD) and Hilbert Schmidt Independence Criterion (HSIC) which are used as our criteria to select features as well as briefly introduce the concept of multiscale bootstrap.
In Section 3, we use MMD to select features that have significantly different marginal distributions and in Section 4, we use HSIC to select features which have a significant dependence on the response variable respectively. Maximum Mean Discrepancy (MMD) For a distribution P and a positive definite kernel k, the mean embedding of P is given by µ P = E x∼P [k(·, x)] [38] . The Maximum Mean Discrepancy (MMD) is a pseudo metric between two distributions P and Q and is defined as MMD 2 (P, Q) = ||µ P − µ Q || 2 k . If k is a characteristic kernel, in the sense of [11] , then MMD 2 (P, Q) = 0 ⇐⇒ P = Q [14] . An example of a characteristic kernel is the Gaussian kernel. It can be shown that MMD can be written equivalently as
When P = Q, its asymptotic distribution is an infinite sum of weighted chi-squared variables [16] . In our work, we focus on a parametric bootstrap resampling procedure for multiscale bootstrap and thus we use estimators with more amenable distributions such as the linear-time estimator MMD 2 l = 2 n n/2 i=1 h(z 2i , z 2i−1 ) [14] and the incomplete estimator [3, 20] which is defined as MMD 2 Inc = 1 |Dn| (i,j)∈Dn h(z i , z j ) [46] where D n is random and sampled with replacement from {(i, j)} i =j [46] . Both MMD 2 l and MMD 2 Inc , under weak assumptions, are asymptotically normal for both when P = Q and P = Q [14, 46] .
Hilbert Schmidt Independence Criterion (HSIC) Let x ∈ X and y ∈ Y be two random variables with joint distribution P xy and their respective marginals P and Q. Let k X and k Y be two kernel functions defined on X × X and Y × Y respectively. The Hilbert Schmidt Independence Criterion [15] is defined by the Hilbert-Schmidt norm of the covariance operator HSIC(P xy ) = ||µ xy − µ P ⊗ µ Q || 2 HS where ⊗ denotes the tensor product and µ xy := E (x,y)∼Pxy [k X (x, ·) ⊗ k Y (y, ·)]. If k X k Y is a characteristic kernel on the joint domain X × Y, then it can be shown that HSIC(P xy ) = 0 ⇐⇒ x ⊥ ⊥ y (x and y are independent) [11, Theorem 3 ]. An example of such a kernel is letting k X and k Y be Gaussian kernels on X ⊆ R dx and Y ⊆ R dy respectively. Given z := {(x i , y i )} n i=1 consisting of n i.i.d. samples from P xy , an unbiased estimator can be computed as a U-statistic HSIC u (z) = (n−4)! n! (i,j,q,r)∈i n [18, 39] where i n 4 is the set of all 4-tuples with each index occurring only once,
is the U-statistic kernel with the sum being over 4! quadruples (s, t, u, v) as permutations of (i, j, q, r), and K, L ∈ R n,n contain entries
. If x and y are dependent then HSIC u is asymptotically normally distributed [39, Theorem 5] . However, if they are independent then U-statistic is degenerate and the asymptotic distribution of HSIC u deviates from normal [17, 30] . For a given block size B, the block estimator [48] is defined as HSIC
If lim n,B→∞ n/B = ∞, it can be shown that the block estimator is normally distributed asymptotically even when x is independent of y [48, Section 3.2].
Multiscale Bootstrap Multiscale bootstrap [31, 34] is a procedure that calculates "approximately unbiased" p-values. It was initially proposed for a general statistical problem, called the problem of regions [8] , where we want to compute asymptotically accurate p-values for the null hypothesis H 0 : µ ∈ H where H is represented by a region with H ⊆ R d (called "hypothesis region"). Efron et al. [7] studied this problem under the normal model y ∼ N (µ, I) and argued that the bootstrap probabilities BP(H) := P(y ∈ H) are biased frequentist confidence measures. Furthermore, they showed that geometric quantities play a crucial role and bias corrected p-values can be produced by using the pivotal quantity β 0 (y) − β 1 ∼ N (0, 1) where β 0 (y) is the signed distance from y to ∂H (i.e., the boundary surface of H), and β 1 is the mean curvature of ∂H. More specifically, a second-order asymptotically accurate pvalue is expressed as p(H|y) :=Φ(β 0 (y) − β 1 ) whereΦ(x) := 1 − Φ(x), i.e., ∀µ ∈ ∂H, P(p(H|y) < α) = α + O(n −1 ) [7, 31] . However, typically β 0 (y) and β 1 are hard to determine due to either the intractability of the space or the lack of an explicit formulation in the region. Multiscale bootstrap addresses this problem with additional computation and only requires the regions to be represented by a function that indicates if y ∈ H or y / ∈ H. Let X n = {x i } n i=1 be a dataset of sample size n with each element x i ∈ R d . We assume that there is some transformation f n such that the observed value f n (X n ) follows a multivariate normal distribution, i.e., y := f n (X n ) ∼ N (µ, I). Typically, f n has a factor √ n for scaling the covariance. The main idea of multiscale bootstrap is, instead of n elements, it resamples n elements from X n with replacement to generate X * n , then y * := f n (X * n ) ∼ N (y, γ 2 I) with γ 2 = n/n , from which we estimate the desired geometric quantities β 0 (y) and β 1 using the scaling law of bootstrap probabilities [31, 33] . It can be shown that the bootstrap probability of the region H is expressed as BP γ 2 (H) := P(y * ∈ H) ≈Φ(γ −1 β 0 (y) + γβ 1 ). Shimodaira [32, 33] proposed the normalised bootstrap z-value as ψ γ 2 (y|H) := γΦ −1 (BP γ 2 (H)) ≈ β 0 (y) + γ 2 β 1 from which our p-values can be calculated as p(y|H) =Φ(ψ −1 (y|H)) =Φ(β 0 (y) − β 1 ) when γ 2 = −1. However it is impossible to simulate the case where γ 2 = −1. Multiscale bootstrap tackles this problem by using a number of different sample sizes n ∈ M ⊂ N + . For each n , we run bootstrap resampling of X * n from X n for calculating the normalised bootstrap z-value ψ γ 2 n (y|H)) with γ 2 n := n/n . The for n ∈ M do 3:
end for 8:
Fit a model ϕ H (γ 2 ) such that ϕ H (γ 2 ) = γΦ −1 (BP γ 2 (H)).
9:
Fit a model ϕ S (γ 2 ) such that ϕ S (γ 2 ) = γΦ −1 (BP γ 2 (S)). 10: returnΦ(ϕ H (−1))/Φ(ϕ H (−1) + ϕ S (0)) 11: end procedure tuple {(γ 2 n , ψ γ 2 n (y|H))} n ∈M is used to fit a regression model ϕ H (γ 2 ) which can then be extrapolated to γ 2 = −1, i.e., p(y|H) =Φ(ϕ H (−1)). See [35, Section 6.5] for several possibilities of regression models.
Selective Multiscale Bootstrap Multiscale bootstrap can be extended to the problem of selective inference, where the hypothesis is random and chosen from the data [35, 41, 42] . In this problem, there is an additional region S called the "selective region" that determines the null hypothesis we are going to test. If y ∈ S then we test H 0 : y ∈ H. However, if y ∈ S, we ignore H and no decision is made. Terada and Shimodaira [41, 42] proposed the following selective p-value
where β 1 is the mean curvature of ∂H, and β 0 (y|H) and β 0 (y|S) are the signed distances from y to ∂H and ∂S, respectively. Under certain assumptions, its null distribution is uniform over (0, 1) [41] , i.e., p(H|y, S) | y ∈ S, µ ∈ ∂H ∼ U(0, 1).
The calculation of p(H|y, S) may again be non-trivial. The difficulty arises from the calculation of the signed distance β 0 (y|S) for the selective region S but fortunately, we can apply the same idea as non-selective multiscale bootstrap as mentioned in previous subsection. In this case, another regression model ϕ S (γ 2 ) is fitted with the bootstrap probabilities BP γ 2 (S) for the region S. It can be seen that the signed distance β 0 (y|S) can then be obtained by extrapolating the model ϕ S (γ 2 ) to γ 2 = 0. In other words, the selective p-value p(H|y, S) can be calculated using two regression models ϕ H (·) and ϕ S (·) as follows,
.
SELECTIVE INFERENCE WITH MMD
We are concerned with the following problem:
Problem 1. Given two distributions P and Q with common support on R d , we have n i.i.d. samples denoted as X n = [x 1 , . . . , x n ] ∈ R n×d with x ∼ P and similarly for Y n with y ∼ Q. Our goal is to find a set of features S such that for i ∈ S, the marginal distributions of the i-th dimension of x and y (denoted as P (i) and Q (i) ) are significantly different i.e. P (i) = Q (i) .
The problem and solution was initially proposed by Yamada et al. [46] based on the polyhedral lemma for post-selection inference. Their proposal mmdInf, which is referred to as PolyMMD in this paper, first selects a set of k features S k using MMD and then tests if each of the selected feature's marginal distributions are different. The latter part is performed by conditioning on selecting the whole set S k . This form of conditioning can be written equivalently as a set of linear constraints [46, Section 3.1] and as a result, it is possible to employ the polyhedral lemma and obtain a truncated normal as their null distribution. However, we can relax the conditioning further. Notice that the goal is to test each feature i ∈ S k , thus it is natural to require type-I error at α-level conditioned on i ∈ S k (following [25] , we call this event the minimal conditioning set). While the selection event of PolyMMD can be written as a single polyhedron, the former is more complicated.
In this section, we propose MultiMMD a more powerful variant of PolyMMD by conditioning on the minimal conditioning set. We show how a statistical test can be performed using multiscale bootstrap. Although for the remainder of the section, we will focus on the incomplete estimator MMD 2 Inc , a similar procedure can be applied to the block estimator MMD 
Proposal: MultiMMD
From the index set of all features I, MultiMMD finds a subset of k features, denoted by S k ⊆ I, that differentiates samples from P and Q. The k features are selected as the k dimensions with the highest scores measured by an estimator of
n ] with x (i) being the i-th dimension of the random variable x (and similarly for Y (i) n ) and S 0 = ∅. The selection procedure mentioned above for MultiMMD is the same as PolyMMD, but the statistical test we perform is different. For each selected feature i ∈ S k , the hypothesis test we execute is
In contrast to PolyMMD, when testing H 0,i for some i ∈ S k , all the other selected variables in S k \ {i} are not considered for conditioning. Following the argument of [9, Section 2.5] where conditioning on extra information will reduce the "left-over" information for the testing phase. This means that there is an increases in power of the test in MultiMMD.
We employ multiscale bootstrap to calculate selective p-values. It requires us to define a set M with each of its members n ∈ M specifing the number of elements to be resampled from X n and Y n (denoted as X n and Y n ). We generate
n ) (and we use µ to denote its population counterpart). For each n ∈ M, the statistic is computed B times and the bootstrap probability BP γ 2 (·) of the hypothesis region H (and selective region S) is the average number of the B samples that falls within H (and S). As a result, we require a sampler forT n (X n , Y n ) for all n ∈ M and a function that describes whether the statistic falls within the regions H and S. Finally, two linear regression models are fitted: one for H and one for S denoted as ϕ H (·) and ϕ S (·) respectively. Assuming that the boundary surfaces can be represented by a polynomial of degree 3 then the existing theory recommends a linear model [32, Section 5.4] . The model's predictor variable is the ratio γ 2 n := n n and its response variable is γ n Φ −1 (BP γ 2 n (·)) = β 0 +γ 2 n β 1 where β 0 is the signed distance from our statistic to the boundary of the region and β 1 the mean curvature at the boundary.
We begin by describing how to obtain samples ofT n (X n , Y n ) for all n ∈ M. Suppose that the bootstrap resamples can be represented using the distribution N (μ,Σ) where we letμ :=T n (X n , Y n ) andΣ be the sample covariance of MMD 2 Inc , i.e.,Σ := 1
The choice of normal distribution is justified asT n (X n , Y n ) tends to be normally distributed as n → ∞ [46, Theorem 5] . In order to replicate samples ofT n (X n , Y n ), notice that its asymptotic distribution isT n (X n , Y n ) ∼ N (µ, ln l n Σ ). For each n , instead of resampling n elements from X n and Y n for calculatingT n (X n , Y n ) B times, we generated B replicates directly from N (μ, ln l n Σ ) which is then used to calculate bootstrap probabilities. The former is an O(n B) process while the latter is O(B). In practice, the B replicates are sampled from N (μ, n n Σ ) instead because we let l n and l n be the typical choice of l n = rn and l n = rn where r is fixed apriori with 0 < r < ∞. The choice of r affects the distribution ofT n (·, ·) [46, Section 4]. When r is high, its asymptotic distribution tends towards its complete Algorithm 2 MultiMMD(X n , Y n , k, M): Selective p-values for the null hypothesis H 0,i : MMD 2 (P (i) , Q (i) ) = 0 | i ∈ S k is selected.
for n ∈ M do 5:
Fit a linear model ϕ S (γ 2 ) such that ϕ S (γ 2 ) = γΦ −1 (BP γ 2 (S)).
10:β
and S k counterpart (i.e., infinite sums of weighted chi-squared variables). But when r is small, it is normally distributed. For each n , the B replicates are used to calculate bootstrap probabilities for both the hypothesis region BP n n (H) and the selective region BP n n (S). Note that the hypothesis H 0,i can be written as the region H = {y ∈ R d : y (i) ≤ 0} which has a flat boundary. This means that the curvature is β 1 = 0, therefore, multiscale bootstrap is not needed for the hypothesis region H. In fact for testing i ∈ S k , the signed distanceβ
n ) (whereσ 2 i is the ith diagonal element ofΣ) is sufficient for calculating our test statistic, i.e., ϕ H (γ 2 ) =β (i) 0 is a constant function. However, it is not as easy for the selective region S which requires the application of multiscale bootstrap. S is represented by an indicator function 1 (i)
where S * k is the selected set of k features where our selection algorithm is applied to y * . Let γ 2 n = n n then, the bootstrap probability is given by BP γ 2
. For a given M = {n }, we have |M| pairs of predictor and response {(γ 2 n , γ n Φ −1 (BP γ 2 n (S)))} n ∈M that is used to fit a linear model ϕ S (γ 2 ). We define M to be the set of numbers equally spaced between 0.5n to 2n in log space with |M| = 10. The function ϕ S (γ 2 ) can be used to extrapolated to γ 2 = 0 to obtain the signed distance from our statistic to the boundary of S. Then, our selective p-value for feature i ∈ S k isΦ(β
0)) and we reject H 0,i if it is less than α. The algorithm is described in Algorithm 2.
SELECTIVE INFERENCE WITH HSIC
We are concerned with the following problem studied in [45] ,
∼ P xy on the domain R d × Y, our goal is to find a subset S of features of x such that for each i ∈ S there is statistically significant dependency between the feature x (i) and response y.
In this problem setting, our goal is to compare if there is some dependence between the marginal distribution x (i) and the response y. Whereas, our previous proposal involved comparing if the distance between the marginal distributions of x (i) and y (i) is zero, i.e., if MMD 2 (x (i) , y (i) ) = 0. In [45] , a solution was proposed using HSIC to measure the dependency between the two distributions which we call "PolyHSIC". Similarly to the previous proposal, it begun with selecting k features with the highest HSIC scores. But the conditioning was not minimal and therefore suffers from a loss in power. Here we show how multiscale bootstrap can also be applied to this problem to yield higher power.
In this section, we propose a new estimator based on the incomplete estimator for HSIC and analyse its asymptotic distribution. We then extend PolyHSIC (previously called hsicInf in [45] ) to "MultiHSIC". The new proposal also conditions on the minimal conditioning set which is possible with multiscale bootstrap. Although, our procedure is amenable to the usage of the block estimator, we found that type-I error is not at size α and the effects were more pronounced when using multiscale boostrap. We speculate that this effect is due to the bias that occurs in the finite samples [47, Section 2.3] (See Appendix C.2).
Incomplete HSIC
We propose an estimator of HSIC based on the incomplete U-statistic [3, 20] defined as HSIC Inc (z) = 1 l (i,j,q,r)∈D h(i, j, q, r)
where z = [z 1 , . . . , z n ] of n i.i.d. draws from z = (x, y) ∼ P xy , l = |D|, and D is the design of the matrix and for HSIC Inc it is constructed randomly by sampling l terms with replacement from i n 4 . The asymptotic distribution of HSIC Blo is normal in both cases when x and y are independent and dependent [48, Section 3.2]. Similary, we show that HSIC Inc is asymptotically normal under mild assumptions. Under certain assumptions (outlined below), it follows that that the statistic HSIC Inc is asymptotically normal regardless of the presence of the dependency between X and Y . Furthermore, in Appendix B, we empirically validate our claim about the asymptotic distribution of HSIC Inc . Corollary 1.1 (Asymptotic Distribution of HSIC Inc ). Assume that lim n,l→∞ n −2 l = 0 and 0 < lim n,l→∞ n −1 l = α < ∞, where l = rn. This means that for large r the incomplete estimator is asymptotically efficient and dependent on the ratio σ 2 σ 2 u i.e. if r is big, we have ARE ≈ 1. A similar analysis can be performed for the incomplete estimator for the MMD which suggests we should take r to be very high but would violate some assumptions and the estimator will deviate from normal.
Proposal: MultiHSIC
In this section, we outline MultiHSIC as a more powerful method for variable selection by considering the minimal conditioning set. The algorithm begins by selecting k features with the k largest HSIC scores and then performing a statistically valid test after selection. More precisely, we consider the following, H 0,i : HSIC(P x (i) y ) = 0 | i ∈ S k is selected,
where P x (i) y is defined as the joint distribution between x (i) and y. Define
n ] and z (i) := (x (i) , y). Let S k = S k−1 ∪ {arg max i∈D\S k−1 HSIC Inc (Z (i) )} and S 0 = ∅. Note that although we apply our algorithm to the incomplete estimator HSIC Inc , the our multiscale bootstrap procedure can also be applied to the block estimator (See Appendix C.2). Due to the similarity with the procedure in Section 3, we defer the procedure to the Appendix C for the sake of brevity.
Related Work: Slim et al. [37] proposed a class of kernel based statistics (includes HSIC) for selecting variables which can later be used for hypothesis testing. Their selective inference algorithm includes a sampler for simulating the null hypothesis. The question of whether multiscale bootstrap is appropriate we leave for further research. While we have focused on feature selection algorithms (that solve Problem 2) that condition on selection events, there is another branch of selective inference procedures based on the knockoff filter [1] which has been extended to the high dimensional setting [4] . Their framework is similar in the sense that they too first select promising features and then provide selective guarantee on the inference made on the selected variables. However, their guarantees are based on generating convincing knock-offs (which can be problematic when it is not convincing enough [27, 29] ) rather than explicitly characterising the conditional null distribution. These proposals provably control false positive rate [2] .
EXPERIMENTS
In this section, we demonstrate our proposed method for both toy and real world datasets. The performance of our algorithm is measured by true positive rate (TPR) and false positive rate (FPR) which can be thought of as power and type-I error. TPR is defined to be the portion of true selected features that are correctly declared as such and FPR quantifies the portion of selected false features that are declared as incorrectly significant (See definitions in Section A). It is desirable to have high true positive rate and false positive rate to be controlled at α (it is not desirable for this to be below α or above α) since the threshold is chosen to be such that the type-I error is size α. Unless specified otherwise, we use the Gaussian kernel with its bandwidth chosen with the median heuristic.
Our first experiment considers several synthetic problems to evaluate our proposal and verify that our test controls FPR at nominal levels. For MMD, we use the mean shift problem varying both n and d and, for HSIC, we consider the logistic problem. Then, we proceed to using several real world data-sets which have been augmented with artificial and independent features. We consider the original preprocessed features as "true" features which allows us to calculate TPR and FPR. For MMD, we split the data-set into two sets for two different classes and the goal here is to (re)"discover" the original features (with a minimal number of artificially added and uninformative features). And for HSIC, the data-set is split into the predictor variables (with some fakes) and the response variable, the goal here is to find the original predictors. For our final experiment, we consider the problem of anomalous dataset detection where d is small (and so k is small too). In this scenario, our algorithm only has incremental increase in power.
Toy Problems
The aim of these synthetic experiment is to evaluate our proposals, MultiMMD and MultiHSIC, against previously proposed methods and empirically verify the theoretical guarantees. The TPR and FPR are averaged over 100 trials, k = 30 and α = 0.05. In this section, we consider the following problems,
• MMD: Mean Shift with varying n (d = 50). We are given n samples from P = N (0, I) and Q = N (µ, I) where µ = [0.5 10 , 0 40 ] ∈ R 50 . For the first ten rows the alternative holds while for the rest the test should not reject the null hypothesis. This problem was studied in [46] and the results are shown in Figure 1 .
• MMD: Mean Shift with varying d (n = 1000). We are given 1000 samples from P = N (0, I) and Q = N (µ, I) where µ = [0.5 10 , 0 d−10 ] ∈ R d . For the first ten rows the alternative holds while for the rest the test should not reject the null hypothesis. The results are shown in Figure 2 .
• HSIC: Logistic problem with varying n. We consider the feature selection toy experiment (similar to the one studied in [22, 5] ) where x = [x 1 , ..., x n ] is n i.i.d. draws from 50-dimensional N (0, I) and y = [y 1 , ..., y n ] with y j ∼ Bernoulli(Logistic(
1+exp(x) . In this setup, y is dependent on the first 10 dimensions of x and thus it is desirable to only reject the null hypothesis for these first 10 features. For the block estimator, we set the block size to 5 and the incomplete estimator, we set r = 1. The results are shown in Figure 3 .
Benchmarks
Here, we apply MultiMMD and PolyMMD for selecting features that significantly distinguishes two samples. Since TPR and FPR requires the knowledge of true features which is typically unknown, we regard the original d number of pre-processed features in the dataset as "true" features and then we augement the dataset with 30 fake features. This problem was studied by [46] . We apply our experiment to the following real datasets:
• Pulsar (n = 500, d = 8) [28] contain samples of pulsar candidates collected during the High Time Resolution Universe Survey. We split the dataset into two sample sets where one is for positively labelled as pulsars and one for the negatives. • Heart dataset(n = 138, d = 13) [19] contains samples of patients, their attributes (such as age and sex) and whether they suffer from heart disease. We split the dataset by whether they have heart disease or not.
• Wine dataset (n = 500, d = 12) [6] contains samples related to red and white variants of the Portuguese "Vinho Verde" wine. We split the dataset into two: one for red and one for white wines.
The results are shown in Table 1 . It can be seen that TPR of our proposed method is higher than PolySel for all datasets while both methods corroborate with the theory that the FPR is controlled at α in all scenarios.
Anomalous Dataset Detection
In this experiment, we are given 6 datasets with one desired reference set and our goal is to eliminate the datasets that deviate too far from the reference. Table 1 : The results are averaged over 100 trials. We set α = 0.05.
To be specific, our datasets are formed from the smiling subset of the CelebA dataset [26] , it may also contain synthetic samples generated from the smiling GAN of Jitkrittum et. al. [21] . Instead of testing on raw pixels, the datasets are pre-processed and represented by 2048-dimensional features extracted from the Pool3 layer of Inception-v3 [40] . Each dataset contains 1000 samples with x% being fake images and 1 − x% real images. In this case, since all models are wrong, the higher percentage of the presence of synthetic samples, the higher the chance of rejection. We apply MultiSel and PolySel with the IMQ kernel [13] The results are shown in Table 2 . The rejection rates of both methods are similar here. Dataset 1 is our sanity checker and has the same distribution as our reference model which is reflected by a rejection rate of less than α. As with the other datasets the rejection rate increases as the percentage of fake increases which is to be expected. The similarity of the performance is expected and can be explained by the small difference in the selection event for PolyMMD and MultiMMD.
Discussion
We presented experimental results for both synthetic and real-world examples. It shows that our proposals has a much larger power than selective inference with the polyhedral lemma (with a single polyhedral) in cases where d is large and k is larger than one (See Experiments 5.1 and 5.2). If this is not true, the increase of performance will be minor (as observed in Experiment 5.3).
We note that [25, Section 6] proposed a method for calculating selective pvalues that may be applicable to this setting. It is based on utilizing grid-search to find truncation points of the null distribution and would be interesting to investigate if it can be applied here.
More Powerful Selective Kernel Tests for Feature Selection Supplementary

A TRUE POSITIVE RATE (TPR) AND FALSE POSITIVE RATE (FPR)
Let I − be the indices of features such that the null holds i.e. for MMD we have {i : MMD(P (i) , Q (i) ) > 0} (and for HSIC, we have {i : HSIC(P (i) , Q) > 0}. Similarly, let I − be the indices of features such that the alternative holds. Then, for a set of selected features S k we define FPR and TPR as follows,
whereR is the set of indices that the algorithm rejections and note thatR ⊆ S k .
B EMPIRICAL DISTRIBUTIONS OF MMD Inc (X, Y ) and HSIC Inc (Z)
In this section, we simulate the empirical distribution of the incomplete estimator for both MMD Inc (X, Y ) and HSIC Inc (Z).
B.1 Empirical distribution of MMD Inc (X, Y )
Case P = Q: For MMD, we let X ∼ N (0, 1) and Y ∼ N (0, 1) which means MMD u (X, Y ) is degenerate whereas we show that MMD Inc (X, Y ) follows a normal distribution (See Figure 4) . When the r is small the empirical distribution of the incomplete estimators follows a normal distribution butas r gets bigger we expect it to behave like its complete estimator counterpart. Case P = Q: We show the empirical distribution of the incomplete estimator for MMD when P = N (0, 1) and Q = N (µ, 1) and µ ∈ {0, 2, 3}. Under the alternative, for our choice in r, the distribution under the alternative is expected to have higher variance than the null distribution. 
B.2 Empirical distribution of HSIC Inc (Z)
For HSIC, let Z := (X, Y ) where X and Y is follows a standard normal and is sampled independently of each other. We show that in this case HSIC Inc (Z) is also normal (See Figure 6 ). 
C MULTISCALE BOOSTRAP ALGORITHM FOR HSIC
In this section, we present algorithms for MultiHSIC for incomplete HSIC (Section C.1) and for block HSIC (Section C.2). Algorithm 3 describes the procedure for calculating p-values using multiscale bootstrap.
C.1 Incomplete HSIC
The parameters µ and Σ for the incomplete estimator are estimated with tje same method as for the incomplete MMD (See Section 3). The algorithm below Sample
10:β
The following theorem justifies our use of the multivariate normal model, Theorem 2. Assume that lim n,l→∞ n −1 l = α and assume that lim n,l→∞ n −2 l = 0 and 0 < α < ∞ then, l
HSIC Inc (Z (1) ) . . .
The proof can be found in Appendix D.
C.2 Block HSIC
Block estimator as the incomplete estimator: The block estimator HSIC Blo [48] is an example of an incomplete estimator for HSIC with a fixed design matrix. To see this note that for a given blocksize B, we have a total of n B blocks which for each block the complete U-statistic estimator is calculated, i.e., for block t
is the set of 4-tuple with each index, between u and i, appearing exactly once. There are a total of n B blocks that are averaged to produce HSIC Blo ,
It can be seen that the above formulation can be rewritten as HSIC Inc where we have D = ∪ Figure 7 : Logistic experiment. B increases for HSIC B . We use a Gaussian kernel with its bandwidth either set to be 1 or chosen with the median heuristic. We use n = 1000.
Empirical Results: In this experiment, we use the same setup as Figure 3 for the Logit problem and the results are shown in Figure 7 . Our aim is to investigate the behaviour of our test when B the block size increases. In [47, Section 2.2], they investigated the behaviour of the block estimator under finite samples and found that there can have severe bias under the null hypothesis. A common choice of heuristic for the block size is √ n. In our results, we observed that there was a large deviation for the the nominal size α and an increase in the TPR. We speculate that this is due to the positive bias in finite samples. These experiments show that the effect is more pronounced for MultiHSIC (than PolyHSIC) which may be because of our choice in parameterising the bootstrap samples as a normal distribution. We note that the effect of FPR going below the nominal α is not just for very large values of B but even for the recommended heuristic B = √ n. It would be interesting to investigate this problem and correct for it in future works.
D PROOFS
In this section, we provide proofs for our statements in Section 4. Before we begin, recall that h(i, j, q, r) = 1 4! (i,j,q,r) (s,t,u,v)
is the order-4 U-statistic kernel for HSIC. We define the conditional expectation of the U-statistic kernel 
