Abstract-In this work, we demonstrate an over-the-air communications system which is solely based on deep neural networks and has, thus far, only been validated by computer simulations for block-based transmissions. Transmitter and receiver can be jointly trained end-to-end for an arbitrary differentiable end-to-end performance metric, e.g., block error rate (BLER). We demonstrate that it is possible to build and train such a system using off-the-shelf software-defined radios (SDRs) and open-source deep learning software libraries. A comparison of the BLER performance of the "learned" system against that of a practical baseline shows competitive performance. We identify several practical challenges of training such a system over-theair, in particular the missing channel gradient, and propose a learning procedure that circumvents this issue.
I. INTRODUCTION
Since Shannon's groundbreaking work on the fundamental limits of communications [1] , engineers have been seeking to solve the task of "reproducing at one point either exactly or approximately a message selected at another point" [1] or, in other words, reliably transmitting a message from a source to a destination over a channel by the use of a transmitter and a receiver. Therefore, "classical" block-based signal processing has shown to be close to optimal [2] while each sub-block can be optimized individually for a specific task such as equalization, modulation or channel coding.
In the last years a huge progress in the field of deep learning (DL) has been made and powerful DL software libraries (e.g., [3] ), and specialized hardware, such as graphic processing units (GPUs) and field programmable gate arrays (FPGAs) are inexpensively and widely available. This is key for training and inference of complex DL models as needed for real-time signal processing applications.
At first glance, machine learning techniques do not appear to be a good match to communications on the physical layer, with 50 years of tremendous progress based on classic signal processing, communication and information theory, approaching close-to-optimal Shannon limit performance on many channels. However, several open problems remain, An extended version of this work is currently under revision for the J-STSP Special Issue on Machine Learning for Cognition in Radio Communications and Radar.
We would like to thank Maximilian Arnold and Marc Gauger for many helpful discussions. We also acknowledge support from NVIDIA through their academic program which granted us a TITAN X (Pascal) graphics card. e.g., pertaining adaptivity and complexity of joint processing, where first results using machine learning-based approaches are promising (see [4] , [5] and references therein). Among them are belief propagation for channel decoding [6] , [7] , one-shot channel decoding [8] , coherent [9] and blind [10] detection for multiple-input multiple-output (MIMO) systems and detection algorithms for molecular communications [11] .
Recently, the idea of DL-based communication was proposed in the literature [12] , [13] based on the autoencoder concept ([14, Ch. 14]). In contrast to component-wise optimizations, the autoencoder approach now enables end-toend training over any type of channel without the need for detailed prior mathematical abstraction of the channel model, breaking up restrictions commonplace in conventional blockbased signal processing by moving away from handcrafted, carefully optimized sub-blocks towards adaptive and flexible (artificial) neural networks, leading to many attractive research questions. The benefits of machine learning approaches may include more flexible hardware, highly adaptive systems and less overall complexity. We thus pose the seemingly naive, yet, in fact, rather complicated and attractive research question: Can we learn to communicate?
The main contribution of this work is to demonstrate the practical potential and viability of such a system by developing a prototype consisting of two SDRs that learn to communicate over an actual wireless channel. To do so, we extend the ideas of [12] , [13] to channels where a gradient for learning cannot be easily formulated and to continuous data transmission, which requires dealing with synchronization issues and intersymbol interference (ISI). This turns out to be a crucial step for over-the-air transmissions.
Notations: Boldface letters and upper-case letters denote column vectors and matrices, respectively. The ith element of vector x is denoted x i . The notation x j i for j ≥ i denotes the vector consisting of elements
T where () T is the transpose operator. For a vector x, arg max(x) denotes the index (starting from 1) of the element with the largest absolute value.
II. END-TO-END LEARNING OF COMMUNICATIONS SYSTEMS
In its basic definition, a communications system consists of a transmitter which wants to reliably transmit a message s ∈ M = {1, 2, . . . , M } over a channel as depicted in Fig. 1 . At the channel output, a noisy and possibly distorted version y ∈ C n of x can be observed by the receiver, which then gives an estimationŝ on the transmitted message s.
In this work, we assume equally probable messages s, therefore each message can be represented by a sequence of bits of length k = log 2 (M ). Besides the BLER, the performance of such a system is defined by its communication rate R = k/n in bits /channel use, assuming that the transmitter is allowed to use n complex-valued channel uses, i.e., the transmitter transmits a vector x ∈ C n with a given power constraint, e.g., x 2 ≤ n.
The BLER P e is then defined as
A. The autoencoder concept
The communication system above can be seen as an autoencoder [14, Ch. 14] and is schematically shown in Fig. 2 (see [13] for details). The autoencoder describes a deep neural network (NN) structure that is trained to reconstruct the input at the output. Therefore, it needs to find a robust representation of the input information after each layer.
The trainable transmitter part of the autoencoder consists of an embedding 1 followed by a feedforward NN (or multilayer perceptron (MLP)). Its 2n-dimensional output is cast to an n-dimensional complex-valued vector by considering one half as the real part and the other half as the imaginary part (see [13] ). Finally, a normalization layer ensures that the power constraint on the output x is met.
The channel can be included into the NN as a set of layers with probabilistic and deterministic behavior, e.g., for an additive white Gaussian noise (AWGN) channel, Gaussian noise with fixed or random noise power σ 2 per complex symbol is added. Additionally, any other channel effect can be integrated as described in Sec. III.
The receiver consists of a transformation from complex to real values (by concatenating real and imaginary parts of the channel output), followed by a feedfoward NN whose last layer has a "softmax" activation (see [14] ). Its output b ∈ (0, 1) M is a probability vector that assigns a probability to each of 1 An embedding is a function that takes an integer input i and returns the ith column of a matrix, possibly filled with trainable weights. Alternatively, s could be transformed into a "one-hot" vector before being fed into the NN. the possible messages. The estimateŝ of s corresponds to the index of the largest element of b.
As we formulate the communication problem as a classification task, we use the cross-entropy loss function
where b s denotes the sth element of b.
Throughout this work, we use feedforward NNs with dense layers and rectified linear unit (ReLU) activations, except for the last layer of the transmitter and receiver, which are linear and softmax, respectively.
As we deal with man-made signals, we have an infinite amount of labeled training data available. Note that the random nature of the channel acts as a form of regularization which makes is impossible for the NN to overfit, i.e., the receiver part never sees the same training example twice. The resulting autoencoder can be trained end-to-end using stochastic gradient descent (SGD); for details on the training and network structure, we refer the interested reader to [13] , [8] .
After training, the autoencoder can be split into two parts (discarding the channel layers), the transmitter TX and the receiver RX, which define the mappings TX : M → C n and RX : C n → M, respectively. Finally, the TX output can be interpreted as a modulation format (depicted in Fig. 4 , cf. non-uniform constellations [15] ). However, the constellation points do not show a regular structure as in conventional quadrature amplitude modulation (QAM) systems. Moreover, n symbols are connected over time as they represent a single message.
III. CHALLENGES RELATED TO HARDWARE

IMPLEMENTATION
The following practical challenges render the implementation of the autoencoder concept on real hardware difficult:
A. Black-box learning
The main advantage of describing the full end-to-end communications system as an autoencoder is that the training becomes straightforward. The gradients of all layers can be efficiently calculated by the backpropagation algorithm, which is implemented in all state-of-the-art DL libraries. However, as mentioned above, this concept only works when we have a differentiable mathematical expression of the channel's transfer function for each training example. 1) Problem: Unknown channel transfer function: The wireless channel (including some parts of the transceiver hardware, e.g., amplifiers, filters, analog-to-digital converter (ADC)) is essentially a black box whose output can be observed for a given input. However, its precise transfer function at a given time is unknown. This renders the gradient computation, which is crucially needed for SGD-based training, impossible. Thus, simple end-to-end learning of a communications systems is infeasible in practice. 
Representation of a communications system as an autoencoder.
2) Solution: Two-phase training strategy: In order to overcome this issue, we adopt a two-phase training strategy based on the concept of transfer learning [16] that is visualized in Fig. 3 . We first train the autoencoder using a stochastic channel model that should approximate the behavior of the expected channel as closely as possible (Phase I). When we deploy the trained transmitter and receiver on real hardware for over-the-air transmissions, the initial performance depends on the accuracy of this model. As there is generally a mismatch between the stochastic and the actual channel model (including transceiver hardware effects that have not been captured), transmission performance suffers.
We compensate for this mismatch by finetuning the receiver part of the autoencoder (Phase II): The transmitter sends a large number of messages over the actual channel and the corresponding IQ-samples are recorded at the receiver. These samples, together with the corresponding message indices, are then used as a labeled data set for supervised finetuning of the receiver. The intuition behind this approach is as follows. For a good stochastic channel model, the transmitter learns representations x of the different messages s that are robust with respect to the possible distortions created by the stochastic channel. Although the actual over-the-air channel may behave slightly differently, the learned representations are good in the sense that we can train a receiver that is able to recover the sent messages with a small error probability.
B. Hardware effects 1) Problem: Unknown hardware effects: The autoencoder model as described in Fig. 2 does not account for several important aspects that are relevant for a hardware implementation. First of all, a real system operates on samples and not symbols. Secondly, pulse shaping, quantization, as well as hardware imperfections such as carrier frequency offset (CFO) and timing/phase offset must be considered. Although all of these effects can be easily modeled, it requires a considerable amount of work to implement them as NN layers for a given DL library.
2) Solution: Extended stochastic channel model: As explained in the previous section, it is crucial to have a good We have implemented such a channel model in Tensorflow [3] that comprises the follwing features:
• Upsampling & pulse shaping • Sample time offset τ off • Phase offset ϕ off and CFO
• AWGN The channel model has no state, i.e., it generates a vector of received complex-valued IQ-samples for an input vector of complex-valued symbols, independently of previous or subsequent inputs. Although, we prepare the autoencoder for dynamic channel alterations by using randomly varying sampling frequency offset (SFO), CFO and noise power parameters during training.
C. Continuous transmission
As transmitter and receiver always have a slight oscillator mismatch for any practical implementation, synchronization effects need to be compensated by the communications system. Due to the space limitations, we only briefly outline the underlying problem and refer to [17] for details about the continuous transmission. 1) Problem: ISI and channel state: The autoencoder of the last section cannot be trained for a large number of messages M due to exponential training complexity (see [8] ).
Already training for 100 bits of information (i.e., M = 2 100 possible different messages)-which is a small block size for any practical system-seems currently impossible. For this reason, the autoencoder must transmit a continuous sequence of shorter messages, where M different messages are still trainable. Because of pulse shaping at the transmitter and messages being transmitted subsequently, there are ISI effects over multiple messages, which must be integrated into the training process. Also, for short message sequences, channel parameters like phase offset, CFO and SFO are quasi stateful over multiple messages, which should also be integrated in the autoencoder structure.
2) Solution: Adding expert knowledge: We extend the simple RX NN part (as shown in Fig. 2 ) by an NN which receives a sequence of multiple subsequent messages as input data. This enables the RX NN to learn more about the current channel state and provides a better channel estimation due to more input. By also adding a phase shifting layer, reasonable slicing and concatenation of layer outputs, we can further enhance the RX NN. The integration of such expert knowledge layers was first discussed in [18] and is known as radio transformer network (RTN). However, we want to emphasize that CFO and SFO are not corrected by any classical signal processing block, they are solely corrected by the NN receiver.
3) Problem: Synchronization mismatch: Unfortunately, the subsequent transmission of messages also requires timing synchronization (to figure out which received samples out of a continuously recorded sample stream form a message and must be fed into the receiver NN) and makes the system vulnerable to SFO. 4) Solution: Additional synchronization estimator NN: To cope with this problem we trained an additional NN to find the perfect message offset within a recorded sample stream. After the offset for a message is estimated by this supporting NN the corresponding sample sequence is forwarded to the autoencoder's RX NN described above.
IV. RESULTS
For all measurements, we assume n = 4 complex-valued symbols per message. The relevant system parameters are provided in Tab. I. The autoencoder is trained over the stochastic channel model using SGD with the Adam optimizer [19] at learning rate 0.001 and constant E b /N 0 = 9 dB. We have trained over 60 epochs of 5,000,000 random messages with an increasing batch size after every 10 epochs, taking the values {50, 100, 500, 1000, 5000, 10,000}. Finetuning of the receiver on each of the tested channels was done with 20 sequences of 1,600,000 received IQ-samples to account for different initial timing and phase offsets.
As a baseline system for comparison, we use a GNU Radio (GNR) differential quadrature phase-shift keying (DQPSK) transceiver. We leveraged the GNR-DQPSK-Mod and GNR-DQPSK-Demod Modules which are already implemented and documented in the official GNR software package. Since the rate loss due to differential modulation is negligible for long sequences, this system has the same rate of R = 
A. Constellation diagrams and normalization effects
Normalization of the transmitter output revealed to be a crucial part in the autoencoder design when it comes to bit error rate (BER) performance. While we observe the best BLER performance over the stochastic training channel with an average power normalization x 2 ≤ n, whose resulting symbol constellations are depicted by Fig. 4b , we are not able to verify this superior performance on the SDR over-theair channel with this normalization. We suspect the obvious mismatch between our stochastic channel model and the SDR over-the-air channel to be a result of hardware constraints (e.g., the power amplifiers might induce several constrains) within the SDR which are not modeled in our stochastic channel model yet. This is still part of our ongoing work. Our preliminary solution to this observation is to use the more strict maximal power normalization |x i | ≤ 1 which results in the symbol constellation depicted by Fig. 4a . As can be seen in this plot, the autoencoder learns that stronger symbols are more robust to channel alterations and thereby nearly all symbols are placed on the unit circle. An autoencoder with a such a normalization is used for the BLER performance results shown in the next Section. However, we believe a proper normalization opens further optimization potential.
Regardless of the performance, both symbol constellations depicted in Fig. 4a and Fig. 4b show that the autoencoder learns some kind of phase piloting within the symbol sequence of a message. For the maximal power normalization shown in Fig. 4a , symbol 1 is obviously used as some kind of phase detection symbol since nearly all symbols of all messages are located in one quadrant. Also for the average power normalization depicted in Fig. 4b one can assume some kind of superimposed piloting scheme since the mean position of symbols 1 to 4 are not zero.
B. BLER performance over real channels
For over-the-air transmission, we built a test system consisting of an SDR sender and a SDR receiver as shown in Fig. 5 . We generate a signal, send it with the SDR transmitter and record it at the SDR receiver, controlled by our GPUaccelerated server which performs all signal processing tasks and is connected to the SDR transmitter and receiver via LAN. Both sender and receiver are based on a Linux computer with a USRP B200 as transmitter and a USRP B210 as receiver SDR system. The USRPs were located indoors in a hallway with a distance of 46 m, having an unobstructed line-of-sight (LOS) path between them. We did not change their positions during data transmissions. As our implementation is not yet ready for real-time operation, we recorded 15 random transmission sequences per gain step consisting of 1,600,000 payload samples plus about one second of recording before and after payload transmission for 15 different USRP transmit gains. These were then processed offline, the payload was detected by pilots within the decoded message sequence and the BLER was averaged over the sequences for each gain. Fig. 6 shows the over-the-air BLER for the autoencoder and the GNR DQPSK baseline versus the transmit gain. Without finetuning, there is a gap of 2 dB between the autoencoder and the baseline at a BLER of 10 −4 . This gap can be reduced to 1 dB through finetuning.
V. CONCLUSIONS AND OUTLOOK
In this work, we have practically demonstrated a transmission system solely based on learnable neural network components without predefined component-wise block processing. We have raised the question of unknown channel gradients and showed that a two-step training strategy can help to overcome this limitation. However, the BLER performance of our prototype is about 1 dB worse than that of a GNR DQPSK baseline system. Somewhat to our surprise, our implementation develops an implicit piloting scheme and comes close to the performance of a well-designed conventional system, while a proper message normalization might further enhance the performance.
