We present a behavior simulation algorithm that has the potential of enabling physically-correct, photo-realistic, and real-time behavior simulation for soft tissues and organs. Our approach combines a physically-correct formulation based on boundary element methods with an efficient numeric solver. This approach can have a significant impact in off-line surgical training and simulation, and in on-line computer-assisted surgery.
The algorithm developed in [2, 3, 4] is used as a replacement to the "low-rank update" method used in [1] . As stated above, its advantage is that it is able to rapidly process a changing boundary condition which, rather than being point-like, is widespread. The main feature is that it takes into account the fact that the governing matrix derives from a physically-based pairwise interaction, known mathematically as a Green's function. The Green's function, resulting from real-world interactions, has the nice properties of locality and smoothness, which allow the discretized version of it (a matrix) to be expressed in terms of low-rank components. Operations such as matrix inversion can then be accomplished in a much more efficient manner (both in time and space). But for this method, the use of low-rank components does not create the point-like restriction mentioned above.
BACKGROUND
A tissue or organ model must capture faithfully the structure and behavior traits. The structure of a organ can be reconstructed using, say, the Visible Human Dataset. Many algorithms are applicable here, such as the "marching cubes" algorithm and others for constructing surface representation from CT slices or point cloud data of a laser range finder, and the more recent radial basis function-based interpolation and extrapolation techniques. While it might not prove difficult to model the static structure of a soft organ correctly, to model the dynamic behavior of an organ is a much difficult task. The difficulty is mainly due to two factors: (1) the structure complexity of the model required for physically correct behavior simulation, and (2) the time complexity in solving the resulting governing PDE equations.
It is well known that simulation of deformable behaviors is difficult. So far, approaches to this problem can be roughly classified into two categories: those that aim more at efficiency and those that aim more at accuracy. The former is categorized by many massspring, spline, and superquadric models while the latter mainly comprises techniques based on the finite element methods (FEM).
Efficient models usually employ a small number of model control parameters (e.g., spring constants in the mass-spring models and control vertex positions in the spline models). Fewer parameters allow for faster simulation. However, it can often be difficult to control fine-level details with few tunable parameters. Furthermore, there is no guarantee that the simulation will be truthful if the model parameters do not encode the material property in a physically meaningful way, and this, is often very difficult or impossible to achieve. For example, if the deformable object is made of incompressible material, the volume should be preserved at all times. Pressure on one side of the object should induce swelling on some other side. This type of "action at a distance" phenomenon is often hard to simulate correctly using the efficient models.
On the other hand, accurate models based on FEM allow for realistic simulation of material properties. Constitutive equations that capture the relation between stress and strain enable faithful simulation. However, numeric solution of the resulting PDE often requires fine discretization of the domain, which gives rise to large and time consuming matrix inversion problem and limits the realtime performance.
Our modeling scheme aims to achieve the best of both worlds by providing necessary accuracy at a speed comparable to that of the efficient models. We use a general class of numeric simulation methods that are called "boundary element methods" or BEM [5] . Naively speaking, BEM for structure simulation concentrates the analysis power on the boundary of the object (or the surface of a 3D organ). Intuitively, for the same level of discrete resolution, the BEM-based methods have the potential of being significantly less expensive than their FEM-based counterparts. This is because that the FEM methods employ involves known boundary conditions (e.g., known displacement and traction at certain surface and interior points), and are the unknown displacement and traction inside and on the surface of the object.
Numeric analysts will quickly point out that while BEM requires less number of variables -which results in a much smaller system of equations (
for FEM) -the real complexity of the BEM solution can be higher. This is because that while FEM results in a bigger matrix A, A is often well conditioned and sparse. Efficient solutions exist for many classes of well conditioned, sparse matrices. which bring the complexity of solution to
. BEM, on the other hand, always results in a dense matrix A [5] , and the complexity of the solution can be proportional to the cube of the matrix size. This results in a total complexity of
which is even more expensive than FEM. Hence, without an efficient numeric solution method BEM is just a "castle-in-the-sky" or "door-painted-on-the-wall" solution.
An efficient solution was recently proposed by James and Pai in [1] . They have adopted a method that allows the inverse of A to be computed once and off-line. When the simulation is running, they employ a low-rank update algorithm (due to Sherman, Morrison, and Woodbury [6] ) which efficiently updates the inverse of the A matrix. The low-rank update assumption is valid if only a small number of boundary conditions change over time. E.g., the surgeon slides a sharp instrument across the surface of an organ, but the organ is otherwise undisturbed. In this case, only a few contact points (or boundary conditions) change. They were able to demonstrate real-time performance for fairly complicated deformable simulation.
However, While this approach partially solves the efficiency problem, it does restrict the type of collision an organ can experience. This is because in cramped body cavities, low-rank update is generally not a valid assumption. Organ-organ collision and organ-body wall collision can drastically change the boundary conditions and violate the "low-rank" assumption. When the lowrank assumption no longer holds, the matrix inversion becomes the dominant computation and is as expensive as
# is the number of nodes being perturbed (e.g., those in contact with other organs or the body wall).
On the other hand, our proposed numeric algorithm (to be discussed in more detailed in Sec. 4) exploits a different mechanism to reduce update complexity. Our observation is that the kernel function in the fundamental solution of the BEM is usually smooth, which results in the coefficient matrix having a blockwise low-rank structure, which we call sequentially semi-separable (SSS) for the one-dimensional case, and hierarchically semi-separable (HSS) for higher dimensions. Exploiting this particular matrix structure in our simulation, we are able to achieve real-time behavior simulation on ordinary PC of fairly complex organs (Sec. 5 provides timing and simulation results). Our simulation allows large changes in boundary conditions, such as those resulted from organ-organ and organ-body wall collision, which is not possible in [1] . This is a significant improvement that increases the applicability of the BEM methods.
BEM-BASED FORMULATION
Our organ deformation modeling is based on several physical concepts: First is the very definition of how an object is deformed. By defining a vector u at every location which denotes the displacement of a body point from its unperturbed, resting position, we can specify how much the object has moved or deformed.
Next, the idea of strain is defined:
This expression (which is a tensor expression representing nine quantities) captures how much directional compression occurs at each location along the three axial direction R S % D9 B A C A H . The term "directional" is used to indicate that an object may be stretched in one direction, while squeezed in some other direction. The idea of stress (T
%'
) is closely related and similarly is described by a tensor expression. While strain measures movement, stress measures force.
For the types of materials that we are modeling the two quantities are related through a linear relationship called the "constitutive equation":
, where
is the Kronecker delta. The Lamé constants and describe the material properties and can model either rigid or flexible objects. In addition, they can capture the "averse-ness" of the material to changes in volume or to changes in shape. The next equation forms the foundation of much of continuum mechanics. It describes the balancing of internal and external forces:
, where b denotes the force per unit volume exerted on the body. Based on it, an impor-tant identity, known as Somigliana's identity, can be derived. Lack of space prohibits a derivation of the identity here, but it can be established in a series of straightforward steps [5] .
and and denote the boundary and interior of the object, respectively. The discrete version of the identity is the "workhorse" behind the boundary element methods.
where is a (known) function that depends only on the geometry of the surface, and again 9 B A C A H
. The main feature of this identity is that it involves unknowns (u denotes unknown displacement and p denotes the unknown traction-surface force per unit area) only on the surface of the deformed object. It also makes use of some very useful and established functions, known as "Kelvin's fundamental solutions" ( £ and¨ ) [5] . These functions play the mathematic role of the kernel functions and are essential in converting the volume-based formulation into a surface-based one. These kernel functions describe the simplest possible deformation in a material and are useful to describe any general, complex deformation. They are expressed, in our problem, as . While the expression might look complicated, the important thing is that there is an analytical solution to Kelvin's problem and the solution decays away from the perturbation point and is smooth except when x = y. This is an important property that we will use in our fast solver, which is described below.
FAST DIRECT SOLVER
A key to our approach is the exploitation of a new class of direct solvers that are capable of drastically reducing the run-times of current deformable body simulation techniques. This is accomplished by significantly speeding up the solution of the resulting system of linear equations AX=B without the restrictive low-rank update assumption used by James and Pai [1] .
The key idea behind the new fast solvers is that the coefficient matrix has a certain "low-rank structure." In Figure 1 we give a pictorial depiction of this low-rank structure for an elongated deformable body. In this figure every off-diagonal sub-matrix (without a dot in it) has small numerical rank independent of the size of the original matrix. For more complicated bodies, the picture looks more complex, but the essential idea continues to hold true: large portions of the off-diagonal blocks have a low numerical rank, independent of the size of the matrix. This structure was first exploited in the classical Fast Multipole Method of Greengard and Rokhlin. [7] . Recently Chandrasekaran and Gu have made the observation that we can essentially solve these same equations in nearly linear time. Their observation is based on the fact that the solution for the elasticity equations can be described in terms of a Green's function, and that this Green's function is smooth away from the diagonal. Hence we can expect u ) to exhibit the same low-rank off-diagonal structure. The mechanics of this algorithm are far too complicated to be presented here. Therefore we will try to motivate it by linking it to some work on sparse matrices.
If we look at the kernel of the integral operator (Eqs. 3 and 4) for the BEM method, it is readily apparent that the interaction between points ¡ and increases as the points get closer. Now, suppose we artificially set to zero all those entries in other than those that correspond to nearest neighbor interactions. Call this new matrix . Then, it is intuitively clear that will look (structurally) very much like a sparse matrix obtained by discretization of a partial differential operator on the surface of the body [5] . The reason is that, we usually discretize partial differential operators by using a stencil that covers the nearest neighbors on the grid (e.g., ). Also, it is clear that the entries we are setting to zero in will not be the largest entries in the matrix. Hence this resulting sparse matrix can serve as a reasonable approximation of . Using standard sparse matrix theory, one can then claim that this sparse approximation to can be solved (or factored if you will) efficiently.
Let us go back to , the sparse approximation to . Chandrasekaran and Gu have developed a new class of fast direct solvers that solve linear systems involving sparse matrices similar to in linear time. In Table 1 we show some representative timings obtained for their algorithm on a 1.6GHz, 2GB Pentium 4 machine for similar types of sparse matrices.
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Observe that the algorithm is performing at real-time speeds even for 3969 unknowns, which translate into roughly 1300 surface nodes or triangles (because each node is represented by a three-wide vector-3D displacement or traction). Modern desktops are capable of running at much higher-speeds and we expect to be able to solve even larger systems in real-time. Anyway, it is clear from this table that the new solvers by Chandrasekaran and Gu can solve sparse matrices of the structure possessed by in nearly linear time. Hence, there is some reason to believe that it should be possible to solve (or factor if you will) itself in near linear time. However, the linear-time algorithm is too complicated to explain over here, and we refer interested readers to the papers instead [2, 3, 4] . Fig. 2 shows the animation results of poking a cardioid with a large, extended surface contact moving westward along the middle of the shape. The same BEM formulation was used for the upper and lower rows, and the difference was in the numeric solvers employed for matrix inversion. The upper row depicts the results using the LAPACK/Blas solver, while the lower row the results of our fast solver. Blas solver uses standard Gaussian elimination for matrix inversion, which has a complexity of ¢ ¡ ¤ £ ¥ §
EXPERIMENTAL RESULTS
. For this particular object with 832 triangles, our solver was running at real time while Blas was about 300 times slower (9.1 seconds/frame). As can be seen from Fig. 2 the results look qualitatively similar. Fig. 3 shows another animation sequence using our BEM formulation and (yet unoptimized) fast solver on a disk-shaped organ. The simulation was done in real time with a large perturbation went along the equator from right to left. We were able to simulate this effect realistically with the volume preserved.
CONCLUSION
This paper presents our formulation of a real-time, physicallycorrect behavior simulation algorithm for soft tissues and organs.
Our future work is to construct a surgical simulator to validate such an algorithm and to apply it for on-line computer-assisted surgery.
