Systems of Newton equations of the formq = − 1 2 A −1 (q)∇k with an integral of motion quadratic in velocities are studied. These equations generalize the potential case (when A=I, the identity matrix) and they admit a curious quasi-Lagrangian formulation which differs from the standard Lagrange equations by the plus sign between terms. A theory of such quasi-Lagrangian Newton (qLN) systems having two functionally independent integrals of motion is developed with focus on two-dimensional systems. Such systems admit a bi-Hamiltonian formulation and are proved to be completely integrable by embedding into five-dimensional integrable systems. They are characterized by a linear, second-order PDE which we call the fundamental equation. Fundamental equations are classified through linear pencils of matrices associated with qLN systems. The theory is illustrated by two classes of systems: separable potential systems and driven systems. New separation variables for driven systems are found. These variables are based on sets of non-confocal conics. An effective criterion for existence of a qLN formulation of a given system is formulated and applied to dynamical systems of the Hénon-Heiles type.
I. Introduction
In this paper we introduce and study such systems of Newton equations q = M (q) that can be generated as equations of the form
by an energy-like function quadratic inq
A ij (q)q iqj + k(q) ≡q t Aq + k(q), (1.2) where A(q) is an n × n symmetric matrix with real entries A ij (q).
Here and in what follows we use the standard mechanical notation q = (q 1 , . . . , q n ) t , q = (q 1 , . . . ,q n ) t , for position and velocity vectors (the superscript t denotes the transpose of a matrix), whereq k = ∂ ∂x q k , k = 1, . . . , n with x ∈ R being the independent (time) variable. By Newton equations we mean second order ordinary differential equations (ODE's) of the form: accelerationq is equal to the velocity independent force M (q). The force M may be potential or not.
The equations in (1.1) are called here quasi-Lagrangian (qL) equations since they differ from the Lagrange equations for E(q,q) by sign between terms only. These equations are shortly denoted 0 = δ + E = (δ + 1 E, . . . , δ + n E) t where δ
The qL equations are not invariant with respect to arbitrary point transformation but it can be easily shown that they remain invariant with respect to the affine change of variables q = SQ + h where Q = (Q 1 , . . . , Q n ) t are the new variables and S ∈ GL(n), h ∈ R n .
In the present article we shall mainly discuss quasi-Lagrangian sets of Newton equations (qLN) generated by a function E of the form (1.2) in the two-dimensional space of variables q = (q 1 , q 2 ) = (r, w). This class of equations (which seems to be completely new) is a very interesting class because of its rich differential-algebraic structure and also because it contains (as special cases) the well understood class of point-separable potential Newton equationsq = −∂V (q)/∂q and the class of non-potential Newton equations of the triangular formr = M 1 (r, w),ẅ = M 2 (w) which we shall call driven systems. The qLN systems are not necessarily Lagrangian and thus they do not have any straightforward Hamiltonian formulation.
In this paper we develop a theory of completely integrable sets of qLN equations characterized by the existence of two functionally independent integrals of motion quadratic in velocities: E as above and F =q t B(q)q + l(q). The existence of a second integral of motion has far-reaching consequences; it eventually leads to wide classes of completely integrable qLN systems. (here ∂ = ∂/∂x) where we substituted u = r −4 . The substitution w = −r 5r + αr 6 gives the system (1.4). The particular feature of (1.4) is that it is a driven system: the equation for w can be solved independently and then the solution w(x) drives the equation for r.
II. General properties of quasi-Lagrangian Newton systems
Let us consider an n-dimensional qL system 0 = δ + E with (quadratic in velocities) energy-like function E(q,q) = n i,j=1
A ij (q)q iqj + k(q) (2.1) with a symmetric (which can be assumed without loss of generality) matrix A(q) = A t (q). We shall formulate the necessary and sufficient condition for the matrix A(q) to make the equations 0 = δ + E equivalent to the set of equations 0 =q − M (q) (2.2) with a velocity independent force M (q) = (M 1 (q), . . . , M n (q)) t .
Theorem 2.1 For the function E given by (2.1) with a nonsingular matrix
A(q) the following conditions are equivalent:
1. The equations 0 = δ + E are equivalent to the set of Newton equations q = M (q) with velocity independent forces M = − 1 2 A −1 (q)∇k(q). Throughout the whole article the symbol ∇ denotes the gradient operator and ∂ i = ∂/∂q i . Later on we will also use the notation ∂ ij = ∂ 2 /∂q i ∂q j .
The function E is an integral of motion for the qL system
Statement 2 of the above theorem explains the name "energy-like" for the function E.
Proof: Let us calculate the i-th equation in 0 = δ + E:
The last equality in (2.4) is due to the symmetry of A(q). Thus, clearly, 2Aq + ∇k = 0 if and only if the equations (2.3) are satisfied and the equivalence of 1 and 3 is established.
Let us now calculate the total derivative of E with respect to x.
The second term on the right hand side of the above equation has been rewritten by renaming indices. It contains precisely the cyclic conditions (2.3). So, if one (and thus both) of the statements 1 and 3 are satisfied, then both terms in (2.5) vanish. On the other hand, ifĖ = 0 then terms at different powers ofq i in (2.5) must be equal to zero, which implies both 1 and 3. QED The remaining part of this work is mostly devoted to the case when qLN equationsq = − 1 2 A −1 ∇k generated by E admit a second (quadratic in velocities) integral of motion F (q,q) = n i,j=1 B ij (q)q iqj + l(q) ≡q t B(q)q + l(q) which is linearly, and therefore functionally, independent of E.
Theorem 2.3 (qLN systems with two integrals) Let the qLN system of Newton equations
generated by the function E(q,q) =q t A(q)q + k(q), admit a second, functionally independent quadratic integral of motion F (q,q) =q t B(q)q + l(q). Then 1. The matrix B(q) has the same structure as the matrix A(q) in the sense that the coefficients B ij (q) of B(q) satisfy the set of cyclic differential equations (2.3).
If det(B) = 0 then
and so the qLN system 0 = δ + F = 2B(q + 1 2 B −1 ∇l) generates the same Newton equations as E.
Any differentiable function f (E, F ) generates the same system of Newton equations (by
In particular, any linear combination λE + µF generates the same system of Newton equations.
The statement 2 shows one of peculiar features of qLN systems: all quadratic (in velocities) integrals of motion of a qLN system generate the same system (see also sec. 151 in [3] ).
Proof: The requirementḂ = 0 yields (cf. (2.5))
where the index i at the vector expression containing matrices B and A −1 denotes its i-th component. The equality is satisfied identically with respect toq and so both sums must be separately equal to zero. It follows, that the B ij satisfy the cyclic conditions ∂ i B jk +cycl. = 0 and that 2B − The operator δ + acts as differentiation on the algebra of constants of motion, It is important to stress that the equation (2.8) is the necessary and sufficient condition for the equivalence of the qLN system (2.7) and the qLN system generated by F =q t B(q)q + l(q). This condition will be used later.
III. qLN equations in two dimensions
We shall from now on restrict our considerations to the case n = 2. We will use the notation q = (q 1 , q 2 ) t = (r, w) t . The case of arbitrary n is studied in a separate paper [2] .
For n = 2 Theorem 2.3 contains two special cases which explain the connection of our theory with classical results [3] about separable potential Newton equations and with the class of driven systems where one of the Newton equations depends only on a single variable r or w and can be solved on its own.
Corollary 3.1 Assume that the Newton equations
generated by the integral E =q t A(q)q + k(q) (with the matrix A given by (2.6)) as 0 = δ + E have a potential force:
Then the potential V (r, w) satisfies the Bertrand-Darboux equation [3] 
(where the indices at V denote partial derivatives with respect to r and w) with the coefficients a, b, c, α, β, γ being exactly the coefficients of the polynomials in entries of the matrix A as given by (2.6) . This means that the Newton system (3.1) can be solved by separating variables in the related Hamilton-Jacobi equation (see [3] ).
Proof: If M is potential, then according to Theorem 2.3 M = − The second class of equations satisfying the assumptions of Theorem 2.3 is the class of qLN systems of the form
which naturally generalizes the system in Example 1.1. Such systems are called driven since the equation for w can be solved independently and then w(x) can be substituted into the equation for r. Observe that the second equation (and thus the whole system) admits an extra integral of motion of the form F (w,ẇ) =ẇ 2 /2 − M 2 (w)dw. The qLN system 0 = δ + E attains the form (3.3) if and only if the second component M 2 of the force −
Example 3.4 The qLN equations generated by the function
are driven (i.e. have the form (3.3)) provided that k(r, w) satisfies the following second order PDE 0 = ∂ ∂r
which is a specialization of (3.4). The general solution of the above equation is
with arbitrary twice differentiable functions f and g. The corresponding qLN system attains the form
and can be solved by quadratures (see Section 7). The second integral of motion of our system, F =ẇ 2 /2 − M 2 (w)dw =ẇ 2 /2 + 2wg(w), yields the matrix B B = 0 0 0 1/2 which is singular so F does not generate our system. However any linear combination λE + µF of E and F (with both λ and µ = 0) is another integral of motion with a non-singular matrix B ′ = λA + µB generates the same driven system as E.
Existence of two functionally independent constants of motion does not automatically imply Liouville integrability since we also need a Hamiltonian formulation for our equations of motion. Our systems usually do not have a Lagrangian formulation and so they do not have the standard Hamiltonian formulation. On the other hand the special system discussed in Example 
IV. Fundamental equation
We shall now characterize those two-dimensional qLN systems which admit two (quadratic in velocities) functionally independent integrals of motion E and F , with the force M = −
We remind the reader that for n = 2 we use the notation q = (q 1 , q 2 ) t = (r, w) t .
Let us consider two symmetric 2 × 2 matrices A(r, w) and B(r, w) both satisfying the cyclic conditions (2.3). According to Remark 2.2 they must have the following structure
with the polynomial entries given by (cf. (2.6))
and
with some arbitrary real constants a 1 , . . . , γ 2 .
Theorem 4.1 (fundamental equation) Let
with nonsingular 2 × 2 matrices A, B given by (4.1) , (4.2) and (4.3) , be a set of qLN equations. Then the functions
both satisfy the same linear, second order, partial differential equation
which explicitly reads
(4.6) with K denoting either K 1 or K 2 and K r = ∂K/∂r, K rr = ∂ 2 K/∂r 2 and so on. 
We will call the equation (4.5) the fundamental equation associated with the matrices A and B.
The fundamental equation plays a crucial role in our theory of qLN systems. Observe that it is invariant with respect to the transformation A → λA+µB,
since the coefficients at every monomial in this equation are skew symmetric in A and B. This is consistent with statement 3 of Theorem 2.3, which asserts that if any pair E, F of functions generates a qLN system then the linear combinations λE + µF and λ ′ E + µ ′ F also generate the same system. This explains that the assumption of nonsingularity for both A and B is nonessential since if det(A) = 0 a singular matrix B can always be substituted by an invertible matrix B ′ = λA + µB.
We shall investigate further properties of the fundamental equation in the next theorem.
Notice that in the second part of Theorem 4.1 one has to reconstruct l 2 and k 1 by integrating the expressions for ∇l 2 and for ∇k 1 . This can always be done, as the above theorem implicitly states. Also, notice that in the fundamental equation (4.6) all terms of degree 4 and higher cancel so that the polynomial degree of coefficients in this equation is less than or equal to 3.
Proof: (of Theorem 4.1) Our qLN system (4.4) is generated by either of the two functions E(q,q) =q t Aq + k and F (q,q) =q t Bq + l and so the condition (2.8), i.e. A −1 ∇k = B −1 ∇l, must be satisfied. This implies that ∇l = BA −1 ∇k. This equation for the function l has solutions if and only if its compatibility condition l rw = l wr is satisfied. This yields a PDE for the function k which, after the substitution k = K 1 det(A) and with use of the cyclic conditions (2.3), yields that K 1 satisfies equation (4.5) . By inserting into this equation the explicit form of the polynomials A 11 , . . . , B 22 we obtain (4.6). On the other hand, the condition (2.8) implies also ∇k = AB −1 ∇l, and its compatibility condition k rw = k wr gives a PDE which in terms of K 2 = l/ det(B) must attain the form (4.5) with interchanged entries of A and B (since the equation ∇k = AB −1 ∇l becomes ∇l = BA −1 ∇k when one exchanges A, k and B, l). Due to the skew-symmetry of coefficients of the equation for K 1 with respect to the entries of matrices A, B (clearly seen from the form of (4.5)) the obtained equation for K 2 differs from the equation for K 1 by a minus sign on the right-hand side only. This proves that K 1 and K 2 both satisfy (4.5) (notice, however, that this does not imply
The existence of k 1 (i.e. the possibility of integrating the equations (4.7) in order to obtain k 1 ) follows from the fact, that the condition ∂ 2 k 1 /∂r∂w = ∂ 2 k 1 /∂w∂l together with ∇k 1 = AB −1 ∇(K 2 det(B)) yields precisely the fundamental equation for K 2 which is satisfied due to assumptions. One can similarly prove the existence of l 2 . The second statement of the theorem can now be proved by checking that both pairs k 1 , l 1 and k 2 , l 2 given by (4.7) satisfy the condition (2.8) and thus give rise to two systems of qLN equations. QED The next theorem shows that there exists a recursive relation between two different qLN systems constructed from a given solution K 2 (q) of the fundamental equation (4.5) . This makes it possible to construct a doubly infinite sequence of qLN systems corresponding to a given fundamental equation. 
(where Tr denotes trace of matrix). Moreover, in the infinite sequence
and by 
The above recursion is reversible. The solution K m placed between l m−1 and k m determines both l m−1 and k m . The recursion (4.11) is soluble. Namely if we denote the eigenvalues of the matrix AB −1 by λ 1 and λ 2 then it can be proved that for the case λ 1 = λ 2 the solution of (4.11) is
while in the case λ 1 = λ 2 the solution of (4.11) becomes
In both cases K 0 and K 1 are two subsequent solutions of the fundamental equation in the sequence (4.9) which are related by
In order to prove the recursion theorem we need the following lemma. 
This lemma follows from the cyclic properties (2.3) of matrices A and B by a lengthy but straightforward calculation.
Proof: (of the recursion theorem) Consider a solution K 2 of the fundamental equation and the functions k 1 , l 1 ; k 2 , l 2 defined by (4.7). Then obviously
where we used that X 2 − Tr(X)X + det(X)I = 0 as follows from the CayleyHamilton theorem. The last equality is due to Lemma 4.4 above. Thus 
with V 1 = l 1 . This is the separable case when (4.5) reduces to the BertrandDarboux equation. In the generic case, i.e. when a = 0 in (2.6) the matrix A(q) can be reduced (with the use of affine transformations q = SQ + h with S ∈ GL(2, R), h ∈ R 2 , see also Section 5) to the form
If we now start with the harmonic oscillator potential
and the recursion formulas specify to
thus reproducing the potential of the Garnier system [4] . It can be shown that the above formulas prolongate to the n = 2 case of the recursion for the Jacobi family of elliptic separable potentials [5] .
In order to explain the character of the recursion (4.9) more completely let us consider instead of the pair (A, B) of cyclic matrices another pair (A+µB, B) with µ ∈ R. As it can be shown (see below) this pair determines the same fundamental equation as the pair (A, B) does. By choosing a solution K 2 of the fundamental equation and the pair (A + µB, B) we arrive at a different
. It turns out that the force M µ (q) is a linear combination of two neighboring forces in the sequence (4.9) generated by K 2 .
Lemma 4.6 Let A and B be two 2 × 2 matrices satisfying the cyclic conditions (2.3) and let K be a solution of the fundamental equation associated
with A and B. Let also µ ∈ R. Then
This lemma is a consequence of Lemma 4.4. It says that a solution of a given fundamental equation determines the force M (and so the system of qLN equations) up to linear combinations of two consecutive systems in the recursion (4.9).
As we have mentioned the matrices A and B uniquely determine the fundamental equation Proof: An easy calculation shows that the fundamental equation associated with the matrices A ′ = αA + βB and B ′ = γA + δB differs from the fundamental equation associated with the matrices A and B by the multiplicative factor αδ − βγ on the right-hand side, i.e. by the non-zero determinant of the transformation between (A, B) and (A ′ , B ′ ) and so it is in fact the same equation. This shows assertion 1 of the theorem.
Any two linearly independent matrices
Assume now that the equation (4.5) is associated with a pair (A, B). Consider the vector X = (X 1 , X 2 , X 3 ) t ∈ R 3 of the coefficients of (4.5) at the highest derivatives K rr , K rw , K ww respectively. Then
where A = (A 11 , A 12 , A 22 ) t and B = (B 11 , B 12 , B 22 ) t are three-dimensional vectors depending on r and w. Hence, for a fixed (r, w) both vectors A and B are orthogonal to X. The coefficients at K r , K w and K yield equations which are differential consequences of (4.12) and so they do not impose any additional restrictions on (A, B). Suppose now that there exist matrices A ′ and B ′ satisfying the cyclic condition (2.3) and associated with the same fundamental equation. This means that the equation (4.13) has another solution i.e. that X = A ′ × B ′ so that the vectors A ′ and B ′ are orthogonal to X and in consequence they are linear combinations of A and B: A ′ = α A + β B, B ′ = γ A + δ B with some coefficients that may depend on r and w. For the corresponding matrices it immediately follows that
It remains to show that the coefficients α, β, γ, δ in fact do not depend on r nor w. This can be shown by inserting the explicit form (4.2) and (4.3) of entries of matrices A, B, A ′ and B ′ into (4.12). This shows assertion 2 of the theorem. QED
V. Affine inequivalent forms of fundamental equation
In this section we are interested in characterizing all different types of twodimensional qLN systems admitting two functionally independent integrals of motion E and F which are quadratic in velocities, i.e. systems of the formq
where M is the force of the system. Every such system is described by a pair of matrices A(q), B(q) satisfying the cyclic conditions (2.3) and by a pair of functions k(q), l(q) satisfying A −1 ∇k = B −1 ∇l. We remind the reader that the functions k/ det(A) and l/ det(B) satisfy the same fundamental equation with the coefficients completely determined by the matrix elements of A and B.
Let us first consider how the qLN system 0 = δ + E = 2A(q + 1 2 A −1 ∇k) transforms under the affine transformation of coordinates
where Q = (Q 1 , . . . , Q n ) t . It is easy to see, that under the affine transformation (5.2) the generating function E transforms as Let us now consider the system (5.1). Using (5.4) one can prove that the fundamental equation associated with the pair (A, B) of matrices is also invariant with respect to the affine transfromations (5.2). This means, that we can simplify this fundamental equation by performing an appropriate affine change of coordinates. But Theorem 4.7 makes it possible to classify fundamental equations, and therefore the corresponding qLN systems, by classifying pairs of matrices (A, B). Instead of working with the coefficients of the fundamental equation we can thus work with linear spans {λA + µB} of A and B. Since the affine transformations do not change the polynomial degree of matrices A, B, the set of all linear spans of A and B can be divided into affine inequivalent classes corresponding to different polynomial degree of A and B. Each equivalence class will be represented by the algebraically simplest pair of matrices obtained by the use of affine transformations and linear combining of matrices (since the latter leave the fundamental equation unchanged, see above).
In order to be more precise we shall introduce some notation. By A (i) (i = 0, 1, 2) we will denote all matrices A which satisfy the cyclic conditions (2.3) and have the highest degree of polynomial entries equal to i. So, for example, the general form of matrices in the class A (1) is
with arbitrary constants (parameters) b, c, α, β, γ. We will use the symbol * to denote matrix elements determined by the symmetry of a given matrix. Moreover, by [A (i) , B (j) ] (i, j = 0, 1, 2) we will denote the class of (nonordered) pairs (A, B) of linearly independent matrices A, B such that one of the matrices belongs to A (i) and the other to B (j) . We have, of course, A so every element of this class can be reduced to an element in [A (2) , B (1) ]. Thus we have to consider only five classes. It is easy to realize that the five classes [A (i) , B (j) ] with i ≥ j, j < 2 are invariant with respect to the affine transformations (5.2) and with respect to taking linear combinations of pairs (A, B). These two operations can now be used to find for every class a simple representing pair (A, B) which has a minimal number of free parameters (a simple representative). Consider for example the class [A (2) , B (0) ]. The general form of matrices belonging to this class is
Translation by the vector h = − 
with some new constants denoted by the same letters as in (5.5). Further, the transformation A → A −
B kills the coefficient β 1 in A. In case when β 2 = 0 we can still kill β 1 in A by the linear transformation q = SQ with
where t ∈ R must be chosen so that α 1 + tβ 1 /2 = 0 and det(S) = 0 which can be always done. Finally, we can divide both matrices by a 1 and 2α 2 respectively. So a simple representative of the class [A (2) , B (0) ] has the form
with four essential parameters. Both separable and driven systems belong to this class since B = Below we list the form of the fundamental equation (4.6) corresponding to the simple representative pair (A, B) of each class as given in Figure 1 . We use the notation
What we present here is an illustrative characterization of different types of fundamental equations in terms of matrix pairs (A, B) . This provides a good intuitive description of the world of qLN equations and helps to specify where two particular classes -separable potentials and driven systemsbelong. An alternative way of classifying qLN equations with two quadratic integrals of motion is to simplify the fundamental equation (4.5) with the use of affine transformations as has been done for the Bertrand-Darboux equation [3] (see Example 5.1 below). This may amount to a similar picture as we have presented above but the principles of simplification of the thirdorder polynomials at K rr , K rw and K ww are more difficult to discern. This is yet to be done. 
(where 1 2 m 2 = α 1 − γ 1 ) which are its characteristic coordinates. In these coordinates the Bertrand-Darboux equation (5.10) takes the form
and its general solution is The well known Bertrand-Darboux theorem (known also as the Whittaker theorem) [3, 6] says that potential Newton equations admitting a second integral of motion quadratic in momenta admit separation in one of the four coordinate systems: elliptic, parabolic, polar or Cartesian. The remaining polar coordinates do not belong to our scheme, since radially symmetric potentials V (q 2 1 + q 2 2 ) in the function E = 1 2 (q 2 1 +q 2 2 ) + V (q 2 1 + q 2 2 ) have the angular momentum J = q 1q2 − q 2q1 as an integral of motion. This means that F = J 2 is the second (quadratic in velocities) integral of motion of every potential system with radially symmetric potential. But the function F = J 2 has l(q) ≡ 0 and therefore this case does not belong to our theory.
The above example indicates that the fundamental equation plays the same role in the theory of qLN equations as the Bertrand-Darboux equation does in the theory of separable potential forces M = −∂V /∂q. For separable potentials the characteristic coordinates of the Bertrand-Darboux equation determine the coordinates of separation which makes it possible to solve the corresponding Newton equations by quadratures. In Section 7 we prove a similar result for the class of two-dimensional driven systems by showing that the characteristic coordinates of the fundamental equation associated with a given driven system separate this system i.e. that in these coordinates it is possible to integrate the system by quadratures. The question whether the characteristic coordinates of the fundamental equation separate general qLN systems admitting two integrals of motion remains to be investigated. We have here to do with a much broader theory depending on five essential parameters while the Bertrand-Darboux equation depends on one parameter only.
VI. Hamiltonian structures and complete integrability
In this section we will establish a Hamiltonian formulation of two-dimensional qLN systems and discuss their complete integrability. Let us consider first the qLN system 0 = δ + E = 2A(q + 1 2 A −1 ∇k(q)) generated by the function E =q t A(q)q + k(q), q = (q 1 , q 2 ) t with the 2 × 2 matrix A(q) satisfying the cyclic conditions (2.3). This system usually does not have any Lagrangian formulation and thus it does not have the standard Hamiltonian formulation. However we can always embed this system in a Hamiltonian qLN system in the five-dimensional phase space of variables (q 1 , q 2 , p 1 , p 2 , d) as the following theorem states.
Theorem 6.1 (Hamiltonian form of qLN systems) Let
with q = (q 1 , q 2 ) t be the qLN system generated bŷ
with some constant λ and with d ∈ R. Let also M be the extended 5-dimensional phase space of variables (q 1 , q 2 , p 1 , p 2 , d) with p i =q i , i = 1, 2.
Then the system (6.1) is equivalent to
where ∇ M = (∂/∂q 1 , ∂/∂q 2 , ∂/∂p 1 , ∂/∂p 2 , ∂/∂d) t is the gradient operator in M and where the 2 × 2 matrices G and F and the vectorM are given by
with M (q) = − 1 2 A −1 ∇k being the force of the qLN system 0 = δ + E.
Moreover, the antisymmetric matrix Π A is Poisson and so (6.2) is the Hamiltonian formulation of (6.1).
Notice that the matrix G obtained above is symmetric due to the symmetry of A. 
Proposition 6.3 The function
is a Casimir function for the Poisson operator Π A in (6.2) , that is Π A ∇ MÊ = 0.
One can check this proposition by a direct verification.
A statement converse to the second statement of Theorem 6.1 also holds.
Theorem 6.4 Let the antisymmetric matrix
be a Poisson operator in the space of variables (q, p, d). Then
G(q) must have the form
(thus it is symmetric) with some constants a, b, c, α, β, γ and so
5) for some symmetric matrix A(q) satisfying the cyclic conditions (2.3). In other words, Π = Π A with Π A defined in (6.2) and with
A = G 22 −G 12 −G 21 G 11 .
F (q, p) must have the form
where −2AM (q) = ∇k for some function k(q), so if det(G) = 0 then M (q) = − 
Proof:
The conditions {{q i , q j } Π , q k } Π + cycl = 0 and {{q i , q j } Π , p k } Π + cycl = 0 (where "cycl" means the cyclic permutation of expressions) hold identically due to the block structure of Π. The condition {{q i , q j } Π , d} Π + cycl = 0 yields the symmetry of G: G = G t . Further
Let us denote the right hand side of the above equality by − λ 2 R ij . Notice that ∂M j /∂d can not depend on d and so we have ∂M j /∂d = λN j (q) for some vector N (q) = (N 1 (q), N 2 (q)) t which yieldsM (q, d) = M (q) + dλN (q) for some vector M (q). By taking linear combinations of the conditions R ij = 0 and using the symmetry of G and the antisymmetry of F we get the following sets of equations
The equations (6.7) show that G 11 and N 1 depend only on q 1 and that G 22 and N 2 depend only on q 2 . The equations (6.8) give ∂N 1 /∂q 1 = ∂ 2 G 12 /∂q 1 ∂q 2 = ∂N 2 /∂q 2 and so all terms in this expression must be equal to a constant a. Integration yields
where b and c are integration constants. Substituting (6.10) into (6.7) and (6.8) and integrating we get (6.4). If we now introduce the symmetric matrix A by the equality (6.5) and use (6.7) then (6.9) will attain the form (6.6).
It is straightforward to check that with the above forms of F and G the conditions {{p i , p j } Π , p k } Π + cycl = 0 and {{q i , p j } Π , p k } Π + cycl = 0 are satisfied identically.
Further, the condition {{p 1 , p 2 } Π , d} Π + cycl = 0 after some calculations attains the form
which means that in the vector
the mixed derivatives of its components are equal and so this vector is equal to the gradient of some function − [7] . In particular, if we assume M = −∇V (q) then we recover the known second Poisson operator for separable potential systems [8] .
Notice thatM is the force of the 2-dimensional qLN system (6.1). This means that every Poisson operator of the form (6.3) is the Poisson operator for some qLN system of the form (6.1).
We are now in position to investigate complete integrability of qLN systems admitting two quadratic, functionally independent integrals of motion. Notice first, that Theorem 6.4 provides us with an alternative way of characterizing qLN systems generated by a quadratic integral of motion E: by starting with a Poisson operator of the form (6.3) we arrive at qLN systems generated by the Hamiltonian H(q, p, d) = d which admit a quadratic integral E. In a similar way the following theorem characterizes all qLN systems admitting two independent quadratic integrals E, F .
Theorem 6.6 (Poisson pencil) Consider the antisymmetric operator
where
with both matrices A and B satisfying the cyclic conditions (2.3),
Then Π µ is Poisson if and only if
for some functions k(q) and l(q). Moreover, if we let The above theorem states that if M (q) is the force of a qLN system admitting two functionally independent integrals of motion then the matrix Π µ is a Poisson pencil. We will establish its Casimir function, which will be a polynomial in µ. This will lead to a bi-Hamiltonian chain containing the qLN system (6.1). We will prove that this chain is completely integrable. In this way we will show that our original qLN systemq = − 
is a Casimir function for Π µ , i.e. Π µ ∇H µ = 0.
Proof: This proposition is a consequence of Proposition 6.3. If we modify the matrix Π A by substituting the matrix A by A − µB and substituting k with k − µl we obtain the matrix
Due to Proposition 6.3 the function (6.13) is the Casimir of (6.14). But (6.14) is in fact equal to Π µ since it can be verified that −
QED Let us collect terms in H µ at different powers of µ
with Y = B 11 A 22 + B 22 A 11 − 2B 12 A 12 . Then the above proposition gives:
By equating to zero the coefficients at different powers of µ we obtain the following bi-Hamiltonian chain:
Theorem 6.8 The bi-Hamiltonian chain (6.15) is completely integrable, i.e. both non-trivial bi-Hamiltonian vector fields
in (6.15) are completely integrable.
Proof: (modification of the proof of Liouville-Arnold theorem [9] ) Consider the 2-dimensional manifold
Poisson brackets of all pairs ofÊ,F ,Ĥ induced by both structures Π 0 and Π 1 are equal to zero, since the functionsÊ,F ,Ĥ all belong to the same bi-Hamiltonian chain. For instance {F , 
{Ê,Ê} Π 2 = 0 and similarly < ∇F , V 1 > = < ∇Ĥ, V 2 > = 0 which proves that V 1 is tangent to N . In the same way one can show that V 2 is also tangent to N . Direct verification shows that V 1 and V 2 are linearly independent. We thus have a 2-dimensional sub-manifold N in M equipped with a pair of linearly independent, commuting vector fields V 1 and V 2 . We can now apply the construction of Liouville-Arnold [9] and conclude that both V 1 and V 2 are completely integrable. QED Proof: Consider the vector field V 2 from (6.15). Obviously
and so in the hyperplane d = 0 we have
which means that the hyperplane d = 0 is invariant with respect to the action of the vector field V 2 . The formula (6.18) also shows that in the hyperplane d = 0 the vector field of the system (6.17) is parallel to the vector field of the system (6.16) and so their trajectories must coincide. QED Thus we have shown that the system (6.16) is embedded in the completely integrable bi-Hamiltonian system (6.17). The trajectories of (6.16) stay on the intersection of invariant manifolds for (6.17) with the hyperplane d = 0. Also, since we can now solve the system (6.17) by quadratures the time evolution of the coefficient λ det(B) in (6.18) can be calculated which makes it possible to solve the system (6.16) by quadratures too.
VII. New types of separation variables for driven qLN systems
In this section we study an important class of two-dimensional qLN equations called driven systems. We find for all such systems their separation variables and prove their integrability by quadratures. The variables of separation are of a completely new type: they consist of families of conics which are non-confocal in contrast with the classical separability theory for potential systems.
We remind the reader that we call a two-dimensional Newton system driven if one of the two differential equations depends on one variable only. By renaming the variables if necessary, we can always arrange for such a system to take the formq
The second equation can be solved on its own and its solution q 2 (x) then determines the equation for q 1 , which explains the name "driven". A driven system always has one integral of motion F =q 2 2 /2 − M 2 dq 2 , obtained by integrating the second equation once, but in general there need not exist any others.
Here we shall consider driven systems that admit a quasi-Lagrangian formulationq = − 1 2 A −1 ∇k(q). Here, as usual, A(q) is a non-degenerate 2 × 2 matrix satisfying the cyclic conditions (2.3), i.e., a matrix of the form
Such a system always has two functionally independent integrals of motion E =q t Aq + k(q) and F =q 2 2 /2 − M 2 dq 2 . By examining the second component of the equationq = − 1 2 A −1 ∇k(q), we immediately see that a qLN system is driven iff
3) for some function M 2 (q 2 ) depending on q 2 only. We can produce driven qLN systems with any given M 2 (q 2 ) and A(q) by solving for k(q) in this equation. The case A 11 = 0 is degenerate and will be treated separately later (see Remark 7.6), so we assume from now on that A 11 = 0.
We start by introducing separation variables for (7.1) as characteristic coordinates for (7.3).
Definition 7.1 Define curvilinear coordinates (u, v) = (u(q), v(q)) as follows. Let u be a parameter indexing the family of characteristic curves of (7.3) given byq
and let v = q 2 .
In other words, the curves given by (7.4) are the coordinate curves of constant u. For a given matrix A these curves can be explicitely calculated. In Theorem 7.7 we will describe these curves more explicitly. Let us just note for the moment that they are not parallel to the curves of constant v, because of the assumption A 11 = 0. Thus the above description really defines a coordinate system (at least locally). There is some freedom in the choice of u, but this will not affect our results. By abuse of notation we will write f (q 1 , q 2 ) and f (u, v) for the same function f expressed in different coordinate systems.
Lemma 7.2 The general solution of (7.3) is
where f is an arbitrary function, D = det(A) and
Proof: Along each characteristic curve q(x) given by (7.4) we can consider (7.3) as an ODE
with general solution
where f is a constant of integration. This can be verified by direct differentiation; the cyclic conditions imply that
and thus
The constant of integration f can be different for different characteristic curves, so when we express the result in terms of u and v, f will depend on u (but not on v). QED Lemma 7.3 Equation (7.3) is equivalent, under the substitution k = K det(A), to the equation
which is the fundamental equation (4.5) associated with the matrices A and
Proof: Equation (7.3) implies
Conversely, this expression can be integrated to give (7. 3), where
is an arbitrary function of integration. By substituting k = K det(A) and simplifying the resulting expression using the cyclic conditions one obtains (7.6 
, as can be seen by combining the above lemmas.
Let us turn to the question of how to integrate a driven qLN system. The solution q 2 (x) of the second equation can be found by quadrature from F =q 2 2 /2 − M 2 dq 2 :
Inserting q 2 (x) andq 2 (x) into
would give a first order ODE for q 1 (x), but there is no obvious way to solve this equation since the variables q 1 and x do not separate. We will now show how to proceed instead.
Theorem 7.5 Every driven qLN system can be integrated by quadratures using the characteristic coordinates (u, v) of the fundamental equation (7.6) as separation variables.
Proof: We use the notation of Lemma 7.2. Let the system be generated by
and calculate v(x) by quadrature, as above. Now note that since the curves of constant u by definition have tangentq = (A 12 , −A 11 ) t , we must have ∇u = ρ(q) (A 11 , A 12 ) t for some function ρ(q), whose exact form depends on the choice of u. This gives u = ∂ 1 uq 1 + ∂ 2 uq 2 = ρ(q) (A 11q1 + A 12q2 ), and thuṡ
In order to complete the proof, we will show that ρ(u, v) = φ(u)
and D(u, v)/A 11 (v) = ψ(u) for some functions φ and ψ, since this implies that the variables u and x separate. Explicitly, we can then find u(x) from the quadrature 8) after which the inverse coordinate transformation gives us q 1 (x). Notice, that for a given matrix A the characteristic coordinates (u, v) can be calculated explicitly so that the function ρ and thus φ and ψ can be easily calculated and used in the quadrature (7.8) above. The theorem covers however all the cases at once without any need of calculating ρ explicitly.
which has the same characteristic curves (7.4) as equation (7.3). Along such a curve we determine ρ by integrating
which, taking into accountq 2 (x) = −A 11 (q 2 (x)), gives
The integration constant φ can be different on different characteristic curves, so changing to (u, v) coordinates we obtain
as desired.
Finally, we calculate the total derivative of the function ψ(q) = D(q)/A 11 (q 2 ) along a characteristic curve:
Using the cyclic conditions, we find that this expression is identically zero. This implies that ψ is constant along the coordinate curves of constant u, i.e., ψ = ψ(u). This completes the proof. QED Remark 7.6 The degenerate case A 11 = 0 can be treated as follows. Since a = b = α = 0, the expression (7.2) for A reduces to
and equation (7.3) reduces to
with the general solution
We calculate q 2 (x) by quadrature as before. Inserting q 2 (x) andq 2 (x) into E = 2A 12q1q2 + A 22q 2 2 + k(q 1 , q 2 ) yields in this case an equation of the forṁ q 1 (x) + ξ(x)q 1 (x) = η(x), from which we can find q 1 (x) by quadrature.
Theorem 7.7
The separation coordinates for driven qLN systems, i.e., the characteristic coordinates (u, v) of the fundamental equation (7.6) , are of one of the following types, determined by the coefficients in the matrix A: Proof: We will compute explicitly the curves given by (7.4), which constitute the curves of constant u. (The curves of constant v are just horizontal lines, since v = q 2 .) Inserting the explicit expression (7.2) for the matrix A into (7.4), we obtain
When solving these equations, we distinguish four different cases, depending on the values of the parameters in A.
The case a = 0.
By setting r 1 = aq 1 + c/2 and r 2 = aq 2 + b/2, which is just rescaling of the axes and translation of the origin, we transform (7.10) into
, where
Either r 2 = 0, or r 2 = (x + D 1 ) −1 and
where D 1 and D 2 are constants of integration. Eliminating x and writing u instead of D 2 , we obtain 12) which represents a family of hyperbolas, each with asymptotes r 2 = 0 and r 2 = r 1 /u. The solution r 2 = 0 found above corresponds to the limiting cases u → ±∞ (see Figure 2 ).
Subcase C 2 = 0 (types 2 and 3).
The substitution If C 2 < 0 (type 2), this represents in the s-plane a family of hyperbolas centered around the s 1 -axis, with asymptotes s 2 = ±s 1 /u and vertices (±u √ −C 2 , 0) (Figure 3a ).
If C 2 > 0 (type 3), we obtain in the region |s 2 | > √ C 2 a family of hyperbolas with asymptotes s 2 = ±s 1 /u and vertices (0, ± √ C 2 ), and in the region |s 2 | < √ C 2 a family of ellipses with vertices (0, ± √ C 2 ) and (0, ±u √ C 2 ) (Figure 4a ). The corresponding curves in the r-plane are obtained by a shear in the s 1 -direction with factor C 1 /C 2 (Figures 3b and 4b) . They are still hyperbolas and ellipses, but not aligned parallel with the r-axes.
Subcase b = 0 (type 4).
Translating the origin by r 1 = q 1 − (αc/b 2 + β/b) and r 2 = q 2 + α/b, we obtain ṙ 1 Here we can assume that α = 0, or else we get the degenerate case A 11 = 0. A simple calculation shows that Figure 3b. Axial-hyperbolic in the r-plane. Figure 4a. Two-point elliptic-hyperbolic in the s-plane. Figure 4b. Two-point elliptic-hyperbolic in the r-plane. Figure 5a. One-point parabolic in the s-plane. 
VIII. Examples and applications
The notion of a qLN force M (q) = − 1 2 A −1 (q)∇k(q) naturally generalizes the concept of a potential force M (q) = −∇k(q), which is a special case. The qlN forces admit an integral of motion quadratic in velocities, which in the potential case becomes the energy integral. The function k(q) may be called a "quasi-potential" of the force M (q).
A given force is easy to test for the existence of a qLN formulation, provided that one knows the general form of the matrix A(q) solving the cyclic condition (2.3). In two dimensions A(q), given by
depends on 6 arbitrary parameters, and a qLN formulation exists provided that the mixed derivatives of ∇k(r, w) = −2A(r, w)M (r, w) are equal for some non-zero values of the parameters a, b, c, α, β, γ. We thus have the following lemma:
and another system in r-variables
which is equivalent [12] to the q-system under the map r 1 = q 1 ,
. The r-system does not have any natural Lagrangian or Hamiltonian formulation and its integrability has previously been studied only through its equivalence with the original gH-H system. We will show here a more direct approach based on the qLN theory.
Beginning with the q-system, we insert the right-hand side M from (8.2) into (8.1), identifying (q 1 , q 2 ) with (r, w) as usual. Since the powers r i w j are linearly independent, the coefficients at different powers must be individually zero. This gives, after some simplification, that a = b = 0, α = γ arbitrary, (6c 1 + c 2 )c = 0, (c 1 + c 2 )β = 0 and c 0 β = 0. This means that we always have a solution A = tI (of course corresponding to the energy integral, since the system has a potential). Moreover, in two cases there exists a two-parameter solution; when 6c 1 + c 2 = 0,
and when c 1 + c 2 = c 0 = 0,
So in this way we have recovered the KdV and S-K (c 0 = 0) cases, while the K-K and S-K (c 0 = 0) cases, with a quartic extra integral, fall outside of the qLN theory.
Performing the same procedure for the r-system (8.3), we find that a = 0, 4c 1 γ +b = 0, (31c 1 +c 2 )c = (3c 2 1 +c 1 c 2 )c = 0, 2α−3c 3 c = 0 and (6c 1 +c 2 )β = 0. Since we have excluded the trivial case c 1 = 0, it follows that c = α = 0, so that the solution is
except for the KdV case 6c 1 + c 2 = 0 which admits a two-parameter solution
This agrees with the known fact [12] that for the r-system the second integral is quartic in velocities in the S-K and K-K cases and thus cannot be found by this method.
Suppose, however, that we had found the second integral in these cases by some other method. Then we would still have use for the qLN theory in proving the system's integrability, since the r-paramerization admits the nonstandard Hamiltonian formulation (6.2) with λ = 1 and c 3 playing the role of the fifth variable d. (This coincides with the Hamiltonian formulation that was found in [12] by transferring the standard Hamiltonian formulation from the q-parametrization, except for naming the momenta in reverse order; here p i =ṙ i , while in that paper s 1 =ṙ 2 , s 2 =ṙ 1 .)
For example, in the S-K case (c 1 = −c 2 = 1/2) we have
with the commuting integrals of motion E = −2r Integrating ∇k = −2AM we find the two independent integrals of motions E = wṙ 2 − (r + w)ṙẇ + rẇ 2 + (5r 4 − 12r 3 w + 14r 2 w 2 − 12rw 3 + 5w 5 )/28 and F = −7ṙ 2 + 10ṙẇ + −7ẇ 2 + 4(r 3 + w 3 )/5.
The next example illustrates how an application of our recursion formula (4.10) reproduces a known [13] family of potentials separable in parabolic coordinates. with second integral I n = −wṙ 2 + rṙẇ + r 2 V n−1 , was found in [13] . These potentials are all separable [6] in parabolic coordinates r = ξη, w = (ξ 2 − η 2 )/2 by the Bertrand-Darboux theorem and include V 3 = 4r 2 w + 8w 3 , which is the KdV case of the Hénon-Heiles potential, as well as V 4 = r 4 + 12r 2 w 2 + 16w 4 , the so-called "1: In order to give an impression of the wealth of different types of non-potential Newton forces belonging to our theory, we will now examine solutions of the fundamental equation (4.5) for some specified pairs of matrices A and B. Any such solution corresponds to an integrable qLN system, and once one solution has been found, a whole family of solutions can be constructed using the recursion theorem 4.3. which is nothing but the Cauchy-Riemann equations for k and l, so l is the harmonic conjugate of k. The corresponding qLN systemr = −k r /2, w = k w /2 can be integrated by introducing the complex variable z = r + iw and the complex integral of motion E = E +iF = (ṙ 2 −ẇ 2 +k)+i(2ṙẇ +l) = (ṙ + iẇ) 2 + (k + il) =ż 2 + f (z), where f (z) = k(z) + il(z) is analytic. We can now determine z, and thus r and w, fromż = ± E − f (z) by one complex quadrature.
Repeated application of the recursion formula (4.10) yields in this case the standard cycle of conjugate harmonic pairs (k, l) → (l, −k) → (−k, −l) → (−l, k) → (k, l). called here the fundamental equation. We have shown that there is a oneto-one correspondence between fundamental equations and linear pencils λA + µB of matrices A and B. These linear pencils have been classified in Sec. 5. In Sec. 7 the class of driven systems has been studied in detail and new types of separation variables (non-confocal conics) have been found. We have also shown that any given force can be effectively tested for the existence of qLN formulation, which can further be used for unveiling its complete integrability and for solving the corresponding Newton equation. We have illustrated this by several examples including the generalized Hénon-Heiles system (Sec. 8).
There are several natural directions of development of the theory of qLN systems. n-dimensional versions of our main theorems on fundamental equation and on complete integrability have already been formulated and proved in [2] .
The great wealth of different types of integrable Newton equations contained in the fundamental equation remains to be studied. Here we have only discussed two special cases: separable systems and driven systems. However, one of the most challenging questions yet to be answered is the existence of separation variables for the fundamental equation in its most general form. It can lead to new and interesting connections with the classical theory of separability of the Hamilton-Jacobi equation and of linear PDE's.
