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Abstract 
An often overlooked criteria in a data warehousing implementation plan and in research is the volume of 
concurrent user requests accessing the system. A transaction processing monitor control can help a data 
warehouse meet the strict response requirements of these user requests. TP monitors also bring several 
other characteristics such as heterogeneous database integration support, a path for incremental growth, 
good performance tuning support, automatic failure recovery, load balancing, and transactional semantics, 
all of which are assets to a data warehouse.  
Introduction 
A data warehouse is a planned redundant database that is loaded with current and historical data, that has 
been selected and cleaned, from the operational or production databases. It utilizes extraction processes that 
transform, consolidate and scrub the different types of operational data spread across (potentially 
heterogeneous) multiple data sources before it is loaded into the data warehouse. This assures data pedigree 
and integrity and due to the integration process performed during extraction, the data warehouse enables a 
consolidated view of data without the need to access multiple data stores. Changes to a data warehouse are 
normally in the form of new inserts as against updates to existing data. Typically operational environments 
are optimized for transaction processing, while data warehouse environments are optimized for query 
processing.  
Criteria for Success 
For a data warehousing system to succeed it must address a number of business and technical issues. The 
technical issues include a clean separation between operational and warehouse data and processing, data 
volume management, potential co-existence with legacy systems, a migration path for gradual growth, 
good metadata support, and good data integration capabilities. There is intense academic and vendor 
research efforts underway to address many of the issues. Much of the attention is focused on important 
issues of schema integration, support for multi-dimensional views, metadata modeling and metadata 
integration. Attention is also being paid to performance issues and many of the vendors are attempting 
address those by providing solutions based on parallel processing.  
Data Warehouse Requirements in High Concurrent User Environments 
One area that has received less attention is concurrent query volume. In large enterprises, data warehousing 
efforts are often re-engineering processes where there is migration from a mainframe based system to a 
client/server or a parallel system. The essential challenge for data warehouses in these environments is to 
provide rapid, on-line response to data requests regardless of the content of the data. They are required to 
provide integrated views of historical and current data while at the same time exceeding the functionality 
and performance (very strict response time requirements in such environments) of the legacy system from 
which the data may have originated from. Such performance requirements are typical of OLTP like systems 
and decision support applications are beginning to demand high performance as well.  
The clear understanding of the data, the queries, and the applications in these re-engineering environments 
is exploited to optimize for response time (data denormalized to avoid expensive joins, specialized indices 
built, thread support provided for canned applications to minimize expensive context switching etc. are 
routine optimizations). Such data warehouses also require to be very reliable with 7x24 availability, and 
have support for automatic data conversion from the originating heterogeneous data sources.  
The justification for the return of investment from such a technology must be very clear. The value must 
come directly from getting good support for decision support queries, by the system's ability to meet the 
performance requirements of the queries, and by the system's ability to evolve when faced with future 
growth without any noticeable effect on its user base.  
Database Server Limitations 
Database servers have the ability to balance database loads across multiple servers and processors, but their 
load balancing capabilities end at the boundaries of the database server. Typically, a database server will 
spawn a new database server process whenever it is necessary to increase database processing power. This 
ability is valuable when the database server is the bottleneck. But if the database server is servicing the 
transaction loads adequately and the application or network becomes the bottleneck, then running database 
work over more processors does very little to improve performance. The database server alone is helpless 
under these circumstances.  
Two-Tier Client/Server Limitations 
Client/server technology has been one of the keys for a successful data warehousing implementation in a 
small to mid user range system but face severe scaling obstacles when dealing with large user systems. 
Client/server implementations are mostly based on the two-tier model and they face two kinds of scaleup 
problems, namely, the percentage problem (n users get 1/nth of the server) and the polynomial explosion 
problem (X clients opening Y applications with Z open files results in XY processes and XYZ connections 
and open files and on scaling a crashed operating system) [Gray and Edwards, 1995].  
Three-Tier Solutions 
To address the above scalability problems, the three-tier architecture was introduced. The three-tier model 
introduces a router function. The client connects to a router through a single connection, and the router 
brokers client requests to servers (the router maintains X+A connections where A = # of server pools). This 
design scales by adding more routers as the number of clients grows. Routers typically create and manage 
pools of application-server processes. All members of a process pool (central or distributed) provide 
identical services. Each application can have a separate server pool. The router can run different pools 
(applications) at different priorities to optimize response time for simple requests. If a server fails, the 
router redirects the request to another member of the pool. This architecture provides load-balancing and 
transparent server failure handling semantics for clients.  
The three-tier model multiplexes the several clients down to a few server processes. This solves the 
polynomial explosion problem, but the percentage problem remains an issue. The three-tier model uses the 
operating system to provide server processes. The benefit is that the router and applications can use 
symmetric multiprocessors and clusters and can scale up to large systems with high throughput. The three-
tier model allows the applications designer to use either a process per server CPU, a (multi-threaded) 
process per application, or a process per client. By dynamically connecting the client to a server on an as-
needed basis, the three-tier router solves the polynomial explosion problem while still allowing the 
application to have simple interactions with the client.  
Transaction Processing (TP) Monitors 
A TP monitor is a middleware software used to create, execute and manage transaction processing 
applications. Additionally they may provide tools for designing, configuring, managing, and operating 
client/server systems. TP monitors help guarantee that data-processing transactions have good fault 
handling semantics capable of preserving the integrity of the data in the presence of faults. Though they 
have come to provide transactional, communication and other capabilities, they were originally designed to 
provide scalability in an environment involving a number of user connections.  
They fit well into a three-tier, client-server based architecture and allow load balancing, or the spreading of 
applications among different machines for maximum efficiency. An attractive feature of TP monitors is that 
they help isolate business logic (codified in application programs) from presentation logic and DBMSs, 
facilitating modular, extensible application designs and promoting code reusability and DBMS 
independence.  
TP monitors are powerful, flexible products that offer broad, general middleware capabilities, including: 
Program-to-program processing; program-to-data processing; access to (heterogeneous) legacy applications 
and data; support for synchronous and asynchronous processing; support for RPCs and peer-to-peer 
(conversational and publish-and-subscribe) messaging; reliable and recoverable queuing, support of 
request/response, conversational, and publish-and-subscribe interactions; creation and support of 
distributed processing environments; administration and management tools; transactions management 
(through transaction bracketing) across heterogeneous data archives.  
TP Monitors Support Data Warehousing 
Briefly, here are some of the advantages a TP monitor which helps a data warehouse return on its 
investment.  
1. Ability to handle high, concurrent query volume and user connections while meeting strict 
response time requirements. Although modern multi-threading DBMSs do not have as many 
server processes as were required under earlier DBMS architectures, they do not match a monitor's 
ability to reduce communication overhead between front-end requester systems running 
presentation work and back-end servers. TP monitors include the ability to prioritize jobs to meet 
respective response time requirements.  
2. Automatic support for application and server failure handling and recovery, thereby making the 
system be reliable in its performance and be 7x24 available. In highly available systems, two 
copies of the database is maintained, one for access purposes and the other for update purposes. At 
some point, the copies must be switched over and synchronized. TP monitors allow buffering user 
requests while the switch is occurring, minimizing/eliminating downtime for the system.  
3. Load balancing is an integral part of TP monitors. Server pools support priorities and other class-
of-service attributes. Server processes are protected and insulated from one another for graceful 
degradation in the presence of failures. If a server process dies, it can be restarted, or the 
transaction can be reassigned to another server process in that class.  
4. Support for executing user requests on heterogeneous data sources. TP monitors support two 
phase commit (transparent to the application) and by preserving transactions contexts across data 
archives are well equipped to handle heterogeneous multi-database queries.  
5. Provides a path for incremental growth (by being able to handle new clients' and servers' 
inclusions transparently without any need for modifications to existing application software) - a 
critical characteristic for data warehouses.  
6. Good system integration capabilities. This is critical if part of the data warehouse is on a 
mainframe or if the migration from a mainframe to a client/server system is evolutionary. Most TP 
monitor products today align themselves with Object Management Group's CORBA 2.0 or 
Microsoft's DCOM.  
7. Good support for transactional (with ACID properties) resources such as transactional queues and 
file systems. For instance, transactional queues can be used to enqueue user requests. The router 
can then route the request to a server (automatic load balancing). Due to the transactional nature of 
"execute exactly once" semantics, failed user requests are automatically re-submitted for 
processing. Most popular TP monitor products implement LU 6.2 sync-level 2 (transactional) 
communication.  
8. They reduce administrative complexity, particularly for large and dynamic applications high 
volume multiple user and multiple application programs environment. They have their own 
administration facilities and collect statistics, enabling smarter tuning than is achievable through 
DBMS and operating system tools alone. For instance, a threshold could be set to offload queries 
which access large volumes of data (which is having detrimental effects on the response times of 
other queries) for later processing.  
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