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Résumé. L’inégalité entre moyennes arithmétique et géométrique pour des nombres positifs est importante
en mathématiques. Elle peut être démontrée de multiples façons.
Nous donnons un aperçu de quelques preuves qui nous semblent à la fois esthétiques et accessibles pour
des élèves de fin du secondaire ou du début du supérieur.
Nous en profitons pour émettre quelques réflexions générales relatives aux démonstrations.
1. Introduction
Nous nous proposons de prouver, de diverses ma-
nières, un résultat fondamental dans la théorie
des nombres : il s’agit de l’inégalité arithmético-
géométrique (IAG en abrégé, encore appelée dans
la littérature le théorème des moyennes arithmé-
tique et géométrique) ; elle sera notée simplement
In pour un entier positif n quelconque. Nous consi-
dérons des nombres positifs a1, a2, . . . , an et allons
donc démontrer In, à savoir :
a1 + a2 + . . .+ an
n
> n√a1a2 . . . an
Nous ne nous attarderons pas sur le fait qu’il s’agit
d’une égalité si et seulement si tous les nombres ai
considérés sont les mêmes, et donc que l’inégalité en
question est stricte en général. De même, nous ne
chercherons pas à fournir des applications (pourtant
fort nombreuses) de cette relation, ni à l’étendre à
d’autres moyennes (éventuellement pondérées). En-
fin, nous ne viserons pas une étude exhaustive don-
nant toutes les démonstrations de l’IAG disponibles
dans la littérature (car, par exemple, l’ouvrage [4]
en reprend plusieurs dizaines). Nous en retiendrons
certaines qui nous paraissent intéressantes ou sur-
prenantes (ce qui est un critère fort subjectif) et
aussi qui pourraient être présentées (avec d’éven-
tuels ajustements) à des étudiants de fin du secon-
daire ou du début du supérieur. Pour ne pas al-
longer trop notre texte, nous n’allons parfois qu’es-
quisser les preuves, en insistant surtout sur les idées
fondamentales des raisonnements, laissant alors le
soin aux lecteurs de fournir plus de justifications
(des références figurant dans la bibliographie pou-
vant les aider dans cette tâche).
En corollaire, nous viserons un objectif plus géné-
ral : réfléchir sur la variété et la diversité des dé-
monstrations mathématiques, ainsi que sur l’ingé-
niosité des idées utilisées et l’efficacité de certains
concepts théoriques.
Nous traiterons d’abord le cas, évidemment le plus
facile mais très riche, de deux nombres, avant
d’aborder le cas général.
2. Démonstrations pour deux
nombres
Il s’agit de prouver que, pour des nombres positifs






Nous allons fournir diverses preuves en les ratta-
chant à des domaines mathématiques qui se re-
trouvent habituellement dans les programmes sco-
laires, à savoir l’algèbre, la géométrie et l’analyse.
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2.1. Preuves algébriques
L’inégalité I2 peut être vue comme étant une consé-
quence immédiate de l’égalité suivante, donnée par










Nous nous proposons de détailler davantage une
autre démonstration, peut-être plus laborieuse mais
relativement classique : elle nous paraît surtout in-
téressante dans la mesure où elle laisse entrevoir la
possibilité de dégager une manière assez naturelle
pour construire une preuve mathématique en toute
généralité.
Il s’agit essentiellement de démontrer l’implication
« H ⇒ T », où l’hypothèse considérée H peut se
mettre sous la forme « a > 0 et b > 0 » (en admet-
tant implicitement les règles usuelles de l’algèbre),
tandis que la thèse T est l’inégalité I2. Nous al-
lons faire appel à cinq propositions intermédiaires,
à savoir :
• P1 : « (a− b)2 > 0 »
• P2 : « a2 + b2 − 2ab > 0 »
• P3 : « a2 + b2 + 2ab > 4ab »
• P4 : « (a+ b)2 > 4ab »




)2 > (√ab)2 »
Les règles classiques de l’algèbre permettent aisé-
ment d’écrire (les justifications étant laissées aux
lecteurs) :
H ⇒ P1 ⇒ P2 ⇒ P3 ⇒ P4 ⇒ P5 ⇒ T (1)
ce qu’il fallait démontrer.
Bien entendu, toutes ces implications sont « tri-
viales », mais la question qui se pose réellement est
double : comment les « deviner » et pourquoi les
mettre dans cet ordre qui paraît a posteriori idéal ?
Pour répondre à ces interrogations, reprenons ce
problème à rebours, c’est-à-dire en partant de la
thèse T . Nous allons constater que les propositions
Pi considérées apparaissent alors assez naturelle-
ment ; les justifications algébriques sont simples et
ne seront à nouveau pas développées au sein de ce
texte.
Dans l’inégalité à démontrer apparaît une racine
carrée. En pareille circonstance, on cherche souvent
à s’en débarrasser par élévation au carré des deux
membres de la formule, ce qui est ici permis ; on
obtient de la sorte P5. On élimine le dénomina-
teur intervenant dans P5 en y quadruplant les deux
membres, d’où P4. En développant le carré du pre-
mier membre de cette dernière, on trouve aisément
P3. On en déduit P2 en y soustrayant le produit
4ab des deux membres. Une écriture équivalente de
P2 livre P1. Cette dernière est évidente et découle
donc de H. Il suffit alors de remettre les proposi-
tions dans l’ordre inverse de celui dans lequel elles
ont été trouvées : on obtient de la sorte la chaîne
d’implications (1).
Comme l’illustre la petite démonstration qui vient
d’être analysée, un raisonnement mathématique
peut comprendre deux étapes distinctes dans son
élaboration complète.
1. Une première approche exploratoire est obliga-
toire pour construire les propositions qui intervien-
dront dans la preuve : c’est une phase d’analyse du
problème. Le travail demandé est alors semblable à
celui d’un détective qui doit examiner en profondeur
le problème posé et essayer de trouver des pistes, ou
d’un médecin qui effectue un diagnostic, ou d’un
garagiste qui recherche la cause d’une panne, . . .
Souvent, il est efficace à ce stade initial de suppo-
ser le problème résolu et de raisonner à rebours, en
partant de la thèse. À première vue, il ne semble
pas très naturel de supposer connue la thèse que
l’on souhaite démontrer. Mais, en fait, il s’agit de
découvrir des propriétés intermédiaires vraies qui
vont permettre de remonter de la thèse aux hypo-
thèses. La conclusion n’est à ce stade que plausible
et doit donc être démontrée dans les règles.
2. Ainsi est nécessaire une étape de synthèse pour
présenter correctement la preuve (selon en tout
cas les normes de rigueur généralement exigées en
mathématiques). La voie devinée dans l’analyse
est alors exploitée et il convient ensuite de « des-
cendre » logiquement (c’est-à-dire par des implica-
tions) des hypothèses jusqu’à la thèse, à l’aide des
propositions trouvées ci-avant. Cette phase est ter-
minale, et parfois la seule visible . . . et même sou-
vent la seule demandée in fine.
La présence conjointe de ces deux étapes d’analyse
et de synthèse est assurément une particularité des
mathématiques : aucune autre discipline n’y recourt
de façon aussi nette. L’obligation de leur maîtrise si-
multanée n’est généralement pas facile et il n’existe
aucune recette aisée et universelle pour bien les pra-
tiquer. Toutefois, un enseignant peut utilement li-
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vrer à ses élèves quelques conseils généraux tels que
ceux-ci, inspirés par une étude de P. Lombard sur
le sujet [10] :
– préciser au maximum les « règles du jeu » mathé-
matique ;
– inscrire l’apprentissage dans une « progression
spiralaire » ;
– développer des apprentissages assez répétitifs
pour que les étudiants acquièrent de bonnes ha-
bitudes et une intuition efficace. En corollaire, il
convient d’inviter les étudiants à s’exercer autant
que possible à réaliser des démonstrations adap-
tées à leur niveau.
2.2. Preuves géométriques
On rencontre en géométrie des moyennes de gran-
deurs, par exemple la hauteur correspondant à l’hy-
poténuse d’un triangle rectangle qui est moyenne
proportionnelle entre les segments qu’elle détermine
sur l’hypoténuse : sa mesure est donc une moyenne
géométrique de deux nombres. Par ailleurs, on y
trouve aussi des inégalités, telle que l’inégalité tri-
angulaire au sein d’un triangle quelconque.
Il n’est dès lors guère étonnant de constater que
des raisonnements géométriques peuvent démon-
trer l’IAG. Nous allons ici fixer notre attention sur
un type très particulier de démonstrations géomé-
triques. Il s’agit de preuves sans mots. Elles ne com-
prennent qu’une (ou parfois plusieurs) figure(s) ha-
bilement construite(s) ; celle(s)-ci fourni(ssen)t des
indications visuelles susceptibles de stimuler la ré-
flexion mathématique, de comprendre la situation
envisagée et d’apporter une réponse quasi instanta-
née à la question soulevée. Nous ne nous attarderons
pas sur la traduction textuelle de ces preuves, mais
souhaitons néanmoins insister sur son importance :
selon nous, il s’agit pour les élèves d’un exercice
nécessaire, souvent difficile et très formateur.
Deux de ces preuves ont retenu notre attention.
La première se résume en une seule figure. Elle fait
référence à une propriété ancienne, se trouvant déjà
dans Les Éléments d’Euclide ; elle affirme que la
perpendiculaire abaissée d’un point appartenant à
un cercle sur un diamètre de ce cercle est moyenne
proportionnelle entre les segments qu’elle détermine
sur ce diamètre. En d’autres termes, la mesure de
la hauteur du triangle rectangle ainsi inscrit est la
moyenne géométrique des deux longueurs enregis-
trées sur le diamètre ; ce diamètre mesure bien sûr
le double du rayon, égal lui à la moyenne arithmé-
tique des deux longueurs obtenues. L’IAG découle
du fait que, visiblement, la hauteur du triangle rec-
tangle inscrit est plus petite que le rayon (ou égale
si le point du cercle est sur la perpendiculaire menée
au diamètre à partir du centre). Voici une présen-






La deuxième preuve sans mots retenue traduit géo-
métriquement un raisonnement algébrique suggéré
ci-dessus. Elle fait appel à des carrés et rectangles,
et est accompagnée par une formule qui conduit à


































D’autres preuves sans mots de l’IAG sont possibles.
Plutôt que de les passer en revue, nous conseillons
aux lecteurs intéressés de consulter le livre de Nel-
sen [12] entièrement consacré à ce type de raison-
nements et nous préférons nous demander, d’une
manière générale, quel est le véritable statut de ces
démonstrations sans mots. Les avis des spécialistes
sont parfois contradictoires, mais nous partageons
tout à fait celui-ci donné par le philosophe des ma-
thématiques J. R. Brown (cité dans [6], p. 14).
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« Les mathématiciens - comme nous tous - ché-
rissent les idées astucieuses ; en particulier, ils se
délectent devant une figure ingénieuse. Mais cette
appréciation ne va pas sans un scepticisme affirmé.
Après tout, une figure est – au mieux – un cas par-
ticulier et ne peut donc fonder un théorème géné-
ral. Pire, elle peut être carrément trompeuse. L’at-
titude dominante est donc que de telles figures ne
sont guère plus que des dispositifs heuristiques :
elles sont psychologiquement suggestives et pédago-
giquement importantes, mais elles ne prouvent rien.
Je m’oppose à ce point de vue et affirme que les
figures ont un rôle légitime à jouer en tant qu’évi-
dence et justification, bien au-delà de l’heuristique.
En bref, les figures peuvent démontrer des théo-
rèmes ! »
2.3. Preuves par l’analyse
De nombreuses preuves de l’IAG font appel à des
outils de l’analyse ; nous allons examiner quelques-
unes de ces méthodes qui nous semblent intéres-
santes et accessibles pour des élèves du secon-
daire. Remarquons d’emblée que cette situation
peut étonner à première vue puisque le résultat étu-
dié concerne essentiellement des nombres et pas ex-
plicitement des fonctions qui sont étudiées en ana-
lyse. Mais le texte qui va suivre confirmera une
constation générale, à savoir qu’une étude appro-
fondie de fonctions permet souvent d’obtenir des
résultats substantiels sur les nombres.
L’inégalité étudiée découle directement de la conca-
vité du graphe de la fonction exponentielle comme


















Nous verrons plus tard, dans le cas général, que l’on
peut aussi (bien entendu) invoquer la concavité de
la fonction logarithme.
Il est également possible de démontrer le résul-
tat qui nous intéresse grâce à la théorie des ex-
trema ; c’est ce que nous allons indiquer succinc-
tement. En effet, le maximum de la fonction f (de
deux variables x, y) définie par f(x, y) = xy sous
la contrainte x + y = 1 (avec x > 0 et y > 0),
c’est-à-dire le maximum de la fonction g (en la seule
variable x) définie par g(x) = x(1 − x), est atteint
pour x = 12 et donc y =
1
2 , ce qui donne donc, pour
tous x et y positifs de somme unitaire, xy 6 14 ;
















d’où la conclusion. On arrive au même résultat en
procédant de la même façon avec la recherche du
minimum de la fonction (x, y) 7→ x + y sous la
contrainte xy = 1. D’ailleurs, ces deux problèmes
sont dits duaux (ou encore conjugués) et fournissent
dès lors la même solution. Ils peuvent être expri-
més autrement. De fait, le problème de maximisa-
tion signifie que le produit de deux nombres po-
sitifs, de somme donnée, est maximum quand ces
nombres sont égaux ; géométriquement, cela signifie
que parmi tous les rectangles de périmètre connu,
c’est le carré (construit sur le quart du périmètre)
qui a l’aire la plus grande. De même, le problème
de minimisation équivaut à dire que la somme de
deux nombres positifs, de produit donné, est mini-
mum lorsque ces nombres coïncident, ou encore que
parmi tous les rectangles d’aire donnée, celui de pé-
rimètre le plus petit est le carré correspondant. Par
ailleurs, mentionnons que ces raisonnements ren-
voient au schème de la courbe de niveau tangente
[3] ; ils se généralisent dans le cas des moyennes de
n nombres positifs, mais font alors appel à des fonc-
tions de plusieurs variables et, dans ce cas, à la théo-
rie des extrema sous contraintes (qui se traite no-
tamment à l’aide des multiplicateurs de Lagrange).
D’autres raisonnements faisant intervenir l’analyse
seront donnés ci-après.
3. Preuves dans le cas général de n
nombres
Nous allons prouver l’IAG pour n (entier quel-
conque) nombres positifs, sans toutefois revenir sur
des preuves qui ont déjà été développées pour deux




Afin d’écourter certaines formules au sein du texte,
nous utilisons assez souvent ces notations :








ce qui nous conduit à écrire les moyennes arithmé-








Sachant que l’inégalité IAG est vraie pour deux
nombres positifs, on peut atteindre le cas général
de plusieurs façons. Une première méthode consiste
à observer que le cas de quatre nombres se déduit
directement de ce qui est connu. En effet, on peut

















Le cas où n = 3 s’en déduit alors. De fait, il suffit
de poser a4 = α¯3, d’où a1+a2+a3+α¯34 = α¯3, ce qui








d’où la thèse s’obtient sans peine.
En s’inspirant de la démarche suivie dans ces deux
cas particuliers, on peut atteindre le cas général
comme suit, l’idée originale de cette preuve ayant
été trouvée par Cauchy (et reprise notamment
dans [8], p. 17). En adoptant la méthode suivie pour
n = 4, on s’assure d’abord que l’inégalité In est
vérifiée lorsque n = 2m, en répétant le même argu-
ment m fois. Dans les autres situations, on choisit
m suffisamment grand pour que 2m > n et on pose
bi =
{
ai pour i = 1, . . . , n
α¯n pour i = n+ 1, . . . , 2m

















bi = pin (α¯n)
2m−n
En d’autres termes, on a(
nα¯n + (2










Ce raisonnement est assez inhabituel : il ressemble
un peu à de la récurrence, mais ici on ne progresse
pas uniformément par “pas unitaire” ; en fait, on
avance par pas particuliers et commodes (à savoir
des puissances de 2), puis on revient vers l’arrière
si nécessaire. Un peu de la même manière, on peut
montrer que
a) I2 et In impliquent I2n
b) In implique In−1
La conjonction de ces deux points règle la question ;
cette démonstration est laissée aux lecteurs en guise
d’exercice (voir éventuellement [1], p. 128).
Nous signalons qu’il est toutefois possible de rai-
sonner en avançant sans retour en arrière. Donnons
ici un aperçu de cette progression dont l’idée a été
fournie par K. M. Chong en 1976 [5]. Cet auteur
suppose connue l’inégalité I2, et travaille en géné-
ral avec des nombres ai rangés par valeurs crois-
santes (a1 6 a2 6 . . . 6 an), ce qui lui permet alors
d’écrire 0 < a1 6 α¯n 6 an, d’où il tire
(an − α¯n) (α¯n − a1) =
α¯n (a1 + an − α¯n)− a1an > 0
m
a1 + an − α¯n > a1an
α¯n
Pour démontrer I3 , il constate que la moyenne géo-
métrique des deux nombres a2 et a1 + a3 − α¯3 est
α¯3, car
a2+(a1+a3−α¯3)
2 = α¯3. Une application de I2
et de l’inégalité trouvée ci-dessus livre alors
(α¯3)







ce qui permet d’obtenir ce qu’il fallait démontrer.
Un peu semblablement, la preuve de I4 se fait en
observant que la moyenne arithmétique des trois
nombres a2, a3 et a1 + a4 − α¯4 est égale à α¯4. En
conséquence, ce qui précède permet d’écrire
(α¯4)
3 > a2a3 (a1 + a4 − α¯4) > a2a3a1a4
α¯4
ce qui mène à la conclusion.
On peut continuer à raisonner de la sorte en consi-
dérant successivement chaque entier n, et dès lors
construire une démonstration classique par récur-
rence.
3.2. Preuves par l’analyse
L’IAG est en fait une conséquence directe de la for-
mule de Jensen relative aux fonctions concaves. En












La conclusion découle des propriétés classiques du
logarithme. Observons que le recours au logarithme
est somme toute naturel dans la mesure où un pas-
sage au logarithme transforme un produit en somme
et permet ainsi de passer aisément d’une moyenne
géométrique à une moyenne arithmétique. Mais, il
peut être plus surprenant de constater que l’on peut
également démontrer l’IAG en employant, de façon
assez astucieuse, les calculs différentiel et intégral
pour une fonction d’une seule variable réelle.
Une façon efficace de travailler consiste à recourir à











Son prolongement continu est partout croissant (car
sa dérivée est toujours positive) et sa limite en 0
est égale à la moyenne géométrique des nombres
ai (en vertu, par exemple, de la règle de l’Hospi-
tal), tandis que sa valeur en 1 coïncide avec leur
moyenne arithmétique. La conclusion découle du
fait que lim
x→0
f(x) 6 f(1). Laissons au lecteur le
soin d’éventuellement approfondir ce raisonnement
et contentons-nous de signaler que cette fonction
f permet de retrouver toutes les autres moyennes
usuelles (harmonique, quadratique, . . . ), et donc de
justifier l’ordre entre celles-ci ; elle peut même être
adaptée au cas de moyennes pondérées (voir, par
exemple, [7], p. 306 - 307).
Attardons-nous quelque peu sur deux raisonne-
ments qui font appel à des outils élémentaires de
l’analyse.
Le premier est ancien : il est dû à Liouville [9]
qui a mis au point une démonstration par récur-
rence d’un type assez classique. Vu ce qui précède,
il suffit de montrer que In implique In+1. À cet ef-








La dérivée de f vaut






Cette dérivée est une fonction croissante en sa va-
riable an+1 ; elle s’annule en
an+1 = (n+ 1) γ¯n − σn
La fonction f présente en ce dernier point un mini-
mum qui vaut
f (an+1) = npin (α¯n − γ¯n)
Cette dernière valeur est positive ou nulle en vertu
de l’hypothèse de récurrence ; la thèse est donc
vraie.
Le second, plus récent, est l’œuvre de Alzer [2]. Il
suppose les nombres ai ordonnés par valeurs crois-
santes (a1 6 a2 6 . . . 6 an), ce qui n’est évidem-
ment pas une restriction. Il existe donc un entier k,




























puisque chaque expression sous le signe d’inté-
gration est positive ou nulle. En réarrangeant les
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termes intervenant dans cette dernière relation, ce

































(ln ai − ln γ¯n)
ce qui est visiblement équivalent à
α¯n
γ¯n
− 1 > 0
Remarquons que le recours au calcul intégral dans
une telle situation peut étonner en première ap-
proche, mais la méthode utilisée est somme toute
relativement naturelle ; en effet, elle fait intervenir
une somme d’intégrales de constantes ainsi qu’une
somme de logarithmes, ce qui conduit « assez vite »
aux moyennes arithmétique et géométrique respec-
tivement.
4. Conclusion
Le sujet que nous avons choisi, à savoir prouver
l’IAG, concerne des nombres et est une question ha-
bituellement rencontrée en statistique descriptive.
Nous l’avons traité en travaillant dans un contexte
arithmético-algébrique, puis avec de la géométrie
et enfin en se référant à l’analyse. Nous invoquons
donc ici tous les chapitres figurant classiquement
dans une formation mathématique se situant, chez
nous, essentiellement dans tout l’enseignement se-
condaire et au début du supérieur.
La finalité première de notre texte est bien de
nature pédagogique. Nous avons voulu rappeler,
sur un exemple classique et bien connu, que les
différentes disciplines mathématiques traditionnel-
lement enseignées ne sont pas cloisonnées, mais
au contraire sont étroitement reliées entre elles
et peuvent même devenir, d’une certaine manière,
complémentaires.
Il nous a semblé important de donner l’occasion
aux élèves d’aborder un même sujet par différents
biais, notamment parce que certains points de vue
peuvent sembler plus abordables que d’autres. Par
ailleurs, il est connu qu’un changement de contexte
permet souvent de progresser de façon significative
dans la résolution d’un problème. En effet, il est
clair que plus on possède d’outils diversifiés, plus
on a de possibilités pour débloquer une situation
problématique.
Un deuxième objectif de cet article est plus géné-
ral et de nature épistémologique (1). Nous avons
souhaité mettre l’accent sur le fait que le processus
de création mathématique est perpétuel. En effet,
d’une part, on peut toujours construire de nouveaux
concepts mathématiques généralisant ceux qui sont
déjà connus et, d’autre part, même lorsqu’un ré-
sultat a déjà été démontré, il est souvent possible
de construire une preuve originale en abordant la
même question d’une façon inédite. Notre étude
sur l’IAG donne un aperçu sur ce point, en mon-
trant que les raisonnements mathématiques sont
quelquefois ingénieux et surprenants. On s’aperçoit
ainsi qu’en mathématiques, il faut aussi faire preuve
de créativité et d’imagination. Nous pensons que
ceci s’acquiert et se développe par la pratique ré-
gulière, notamment par l’examen de théories exis-
tantes auxquelles on n’aurait peut-être pas pensé
de façon immédiate.
Pour en savoir plus
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Une conjecture d’Euler
Il est bien connu que Fermat (1601 - 1665) avait indiqué dans la marge d’un livre que, pour
tout entier n supérieur à 2, la somme de deux puissances nèmes (sous-entendu d’entiers) n’est pas
une puissance nème. En 1772, Euler pensait généraliser ce résultat, qui était alors une conjec-
ture, lorsqu’il écrivait en substance : « de même qu’il n’existe pas deux cubes dont la somme soit
un cube, il est certain qu’il est impossible de trouver trois puissances quatrièmes dont la somme
soit une puissance quatrième. De la même façon, il semblerait impossible de trouver quatre puis-
sances cinquièmes dont la somme soit une puissance cinquième, et de même pour les puissances
supérieures. »
Ces conjectures ont connu des sorts différents. Alors que celle de Fermat est devenue un théorème
grâce à sa démonstration par l’anglais A. Wiles, celle d’Euler a été partiellement infirmée. De
fait, en 1966, L. J. Lander et T. R. Parkin ont fourni le contre-exemple suivant relatif à des
puissances cinquièmes :
275 + 845 + 1105 + 1335 = 1445.
Vingt ans plus tard (donc, en 1986) N. Elkies a trouvé un contre-exemple pour des puissances
quatrièmes, à savoir :
26824404 + 153656394 + 187967604 = 206156734.
Remarquons que le second membre de cette égalité vaut approximativement 1.8 × 1029 ! Mais,
depuis cette découverte, R. Frye a construit (en 1988) un contre-exemple plus simple, qui est
d’ailleurs le plus petit possible pour des puissances quatrièmes :
958004 + 2175194 + 4145604 = 4224814.
Le problème semble encore ouvert aujourd’hui dès que n > 5.
Cette conjecture d’Euler, quoique partiellement fausse, n’est pas dénuée d’intérêt puisqu’elle n’est
pas complètement prouvée ou anéantie. Elle illustre bien l’existence de problèmes mathématiques
faciles à énoncer, mais difficiles à résoudre et dont le résultat final peut même sembler imprévisible.
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