Poor loan quality is often attributed to loan officers exercising poor judgment. A potential solution is to base loans on hard information alone. However, we find other consequences of bypassing discretion stemming from loan officer incentives and limits of hard information verifiability. Using unique data where loans are based on hard information, and loan officers are volume-incentivized, we find loan officers increasingly use multiple trials to move loans over the cut-off, both in a regression-discontinuity design and when the cut-off changes. Additional trials positively predict default suggesting strategic manipulation of information even when loans are based on hard information alone.
Introduction
Understanding how banks make loans is important. One of the questions at the forefront of the current financial crisis is how should the process of loan making by banks be designed to minimize risks? Many have argued that part of the reason for the current financial crisis is the poor quality of loans made when loan officers were allowed to exercise their discretion or arbitrarily use their judgment. One potential solution is to automate the loan making process, basing it solely on hard information. By taking out discretion or ambiguous soft information, and relying solely on hard information, the argument is that better decisions and loans would be made.
However, it is unclear if a system where loans are made solely by hard information will yield better quality loans. There are other effects that need to be taken into account. In particular, what are the incentives of loan officers and how might this affect the kinds of loans being made? While the common wisdom is that basing loans on hard information makes the loan making process "objective" and does away with cronyism and other dark aspects of discretion, are there unintended consequences of taking judgment out of loan-making?
In this paper we are able to empirically address the effect of loan officer incentives in a pure credit scoring model based on hard information alone, where officers are incentivized by loan volume, by accessing a unique data set from a major European bank. This bank uses only hard information. This information is collected and inputted into the system by loan officers. With this data we are able to address the following research questions. Do loan officers strategically manipulate hard information? Does this change the kind of loans that are made? If so, does this result in better or lower quality loans; in particular, what are the implications for default rates?
We are able to access data on the universe of 242,011 consumer loan applications at a major European bank from May 2008 to June 2010. This data is unique with some distinct features particularly suited to address the questions at hand. An important feature is that, here, loans are made solely based on hard information. The hard information is fed into the system and an accept/reject decision is made based on whether the loan is above the cut-off or not. If the decision comes up as reject, the loan officer cannot override the decision or add soft information. However the loan officer can alter or update the information and do another scoring trial which will bring up a new decision. We are able to see how many times the loan officer does a scoring trial and also what kind of information is added to each scoring trial. In particular we are able to see whether the number of scoring trials for loans that are near the cut-off are different from other loans. We conduct two kinds of analysis. First, we take advantage of an exogenous change in the cut-off to see if loan officer behavior (number of scoring trials) around the cut-off changes when the cut-off is changed. Second, we run a regression discontinuity analysis in both regimes with different cut-offs to see if loan officer behavior of attempting more scoring trials changes at the cut-off.
We find there are more scoring trials for loan applications that do not pass in the initial trial. The number of scoring trials increases as one gets closer to the cut-off boundary, and jumps at the cut-off boundary. Interestingly, when the cutoff is changed, then the jump in scoring trials moves to the new cut-off point. The number of scoring trials is also related to loan officer characteristics, e.g., more scoring trials for more experienced loan officers and when loan officers have been unsuccessful in making loans over the previous few months.
This evidence raises the important question of why additional scoring trials are conducted. Three hypotheses come to mind. First, the loan officer could manipulate the input data to get the loan over the cut-off with the purpose of receiving a higher bonus and a better recognition within the bank (information manipulation hypothesis). A second and more benign hypothesis is that the loan officer is aware of soft information on the loan applicant that cannot be recorded directly in the system, but which the loan officer incorporates by changing the recorded hard information (soft information hypothesis). Third, loan officers might not input data into the system in the initial scoring trial that would be too time-consuming to correctly collect. In this case, loans with just one scoring trial might underestimate the true creditworthiness while loans with several scoring trials correctly reflect the additional hard-to-collect information (closer examination hypothesis).
To assess these three hypotheses, we examine default rates. Our results support the information manipulation hypothesis. In particular, we find that the number of scoring trials positively predicts default rates. A one standard deviation increase in the number of scoring trials leads to a 10-15% increase in default rates after controlling for loan, customer and loan officer characteristics. This holds, in particular, around the cut-off where the manipulation of information by the loan officer can move loans from below to above the cut-off. We conduct three more tests to provide further evidence.
First, we regress default rates on the time a loan officer uses for each scoring trial. We find that default rates are negatively related to the time a loan officer uses for each scoring trial, and higher default rates are in particular driven by very short scoring trials that take less than half a minute to complete. These results are consistent with the information manipulation hypotheses rather than the other hypotheses.
Second, we find that default rates are positively related to a reduction in costs and liabilities. If the reduction in costs and liabilities was coming from more accurate new information default rates should not be higher with these changes.
This finding is also in line with the information manipulation hypothesis. Note that manipulation of costs and liabilities implies leaving away information, which is much harder to detect than manipulation of existing information.
Finally, we analyze loan interest rates. Loan pricing is primarily a function of the credit rating. We compute the net margins for loans with multiple scoring trials given that they have higher default rates. We find that that interest margins for such loans are barely sufficient to cover the realized loan losses. Once operational and other costs are taken into account, these loans are likely negative net present value for the bank.
Our results suggest that when loan decisions are made based on hard information and credit scoring alone, loan officers' incentives can cause strategic manipulation of information. These changes in hard information are often very subtle, making it almost impossible to verify or detect manipulation. In principle, numbers like costs and liabilities are hard information because they are not judgement driven, and -in contrast to soft information -the bank can review the loan application data and penalize any wrong inputs. However, we show that loan officers can get away with manipulation of such hard information. Loan officers can strategically manipulate information such as costs and liabilities by omitting certain documents instead of manipulating existing documents. The cost of verifying such omissions is large.
Our paper relates to different strands of the literature. First, we contribute to the literature on agency problems within banks. Udell (1989) provides evidence that the purpose of the loan review function in a bank is to reduce agency problems between the bank and its loan officers. Hertzberg, Liberti, and Paravisini (2010) show that a rotation policy affects loan officers' reporting behavior. Agarwal and Ben-David (2012) analyze incentive schemes within a bank. Cole, Kanz and Klapper (2012) use a laboratory experiment with loan officers in India to analyze the effects of different incentive schemes on loan officer effort. We show that -in the presence of internal agency problems -loan officers manipulate hard information whenever truthful reporting is incompatible with their personal incentives. Second, our paper relates to the literature that identifies hard information as a potential solution for internal agency problems. Stein (2002) argues that the potential for agency conflict between the bank and its loan officers is a function of how much soft information the agent has or can produce hence this could lead to large, centralized banks relying on hard information to reduce loan officer agency problems.
1 Consistently, Berger, Miller, Petersen, Rajan, and Stein (2005) find that large banks are less willing to engage in informationally difficult loans for which soft information is more important.
Similarly, Liberti and Mian (2009) and Agarwal and Hauswald (2010) find borrower proximity is related to the use of soft information.
We provide evidence that simply codifying the lending process to remove soft information from the lending equation does not resolve agency problems..
Rather, contrary to conventional wisdom, agency conflicts between a bank and its employees can arise even in a lending process that does not rely on soft information. Our evidence suggests the limits of hard information in resolving agency problems -even hard information is subject to manipulation by delegated monitors at the margin.
The rest of the paper is organized as follows. Section 2 describes our dataset and provides descriptive statistics. Section 3 explains our empirical strategy. Section 4 presents the empirical results and section 5 provides robustness tests. Section 6 concludes.
1 This is also the approach taken in Heider and Inderst (2012) who develop an optimal contracting model in a setting where loan officers are incentivized on loan screening and prospecting.
Paravisini and Schoar (2013) present a countervailing view where summaries of complex hard information can enhance loan officer monitoring.
Data and descriptive statistics

A. Data and loan process
We obtain data on consumer loan applications and subsequent default rates from a major European bank. These data comprise detailed information on 242,011 loan applications at more than 1,000 branches of the bank between May 2008 and June 2010. From these 242,011 loan applications, 116,969 materialize and data on the performance and defaults of these 116,969 loans are available until May 2011. Loans are granted to both existing and new customers. During the loan application process, each customer is assigned an internal rating. The internal rating ranges from 1 (best rating) to 24 (worst rating) and is solely based on hard information. It consists of five parts: First, an external score, which is similar to a FICO score; second, a socio-demographic score, which is based on parameters such as age and sex; third, an account score if the customer has a savings account with the bank; fourth, a loan score if the customer already has a loan relationship with the bank; fifth a financial score which aggregates income data, expenses, assets, and liabilities. Finally, these five parts are aggregated into an overall internal rating.
The loan application proceeds in the following way: First, the loan officer enters all the necessary data into the system. If the loan is given, the written documentation, such as a copy of the identification card and a salary certificate, has to be archived together with the loan agreement. The bank's risk management function periodically checks the validity of this documentation based on a random sample selection. If loan officers manipulate customer data, they thus face a risk of being caught later on. However, no loan-by-loan checks are conducted when the loans are granted.
Second, the loan officer requests a score from the internal rating system.
This score determines whether a loan shall be given and the interest rate charged for this loan. Loan applications with an internal rating worse than the cut-off rating are automatically rejected by the system and receive the status 'automatically rejected'. Loan applications with an internal rating better or equal to the cut-off rating receive the status 'open', and the risk-based pricing scheme applies. The cut-off criterion is equal to a rating of 14 until 31 December 2008.
This means that all loan applications with a rating of 14 or better can be accepted.
This cut-off criterion is changed to 11 on 1 January 2009. To put these ratings into perspective, a rating of 14 is comparable to a B rating based on the Standard & Poor's rating scale; a rating of 11 is comparable to a BB rating. The cut-off criterion is changed as a result of growing concern about the status of the European economy in the wake of the financial crisis. The management of the bank decides to follow a prudent strategy and tighten lending standards in order to preserve the risk profile of the loan portfolio.
Third, the loan officer decides on how to proceed. She can either proceed with the application as entered into the system if the status is not 'automatically rejected', abort the loan application, or change any of the input parameters and request a new internal rating, i.e. initiate a new scoring trial. There are 442,255 unique scoring trials for the 242,011 loan applications ─ an average of 1.83 scoring trials per loan application. Only the results of the last scoring trial are recorded in the official systems of the bank, while all former trials are deleted.
The only exception is one specific risk management system used in this paper that archives each scoring trial separately. Loan officers are in general not aware that all scoring trials are recorded in this system, and also the bank's risk management function has rarely used it so far.
There are five major advantages of our setup: First, each separate scoring trial is recorded in the database. Second, loan officers are subject to a random review process. Therefore, they have an incentive to report truthfully as long as truthful reporting is not incompatible with their personal incentives. Third, we have information on individual loan officers which gives us the possibility to analyze incentives across individual loan officers. Fourth, the cut-off rating was changed during our sample period without any other change in the rating or incentive system. This gives us the unique opportunity to analyze the effect of tighter lending standards on loan officers' behavior. Fifth and finally, our dataset contains default information which enables us to link loan officer incentives and lending standards to actual defaults.
B. Loan officer incentives
Loan officers receive a fixed salary and a bonus. The bonus is performance-based and can make up to 25 percent of the fixed salary. It depends on the volume of the loans that a loan officer generates in a given year and the conditions at which these loans are granted, but not on the default rates of these loans. In particular, loan officers receive a fee for each successful loan application. This fee increases in the interest rate charged for the loan and the creditworthiness of the customer, which is determined by the internal rating.
Thus, a loan officer benefits from a better rating for a loan applicant for two reasons: First, a higher rating increases the likelihood of a loan application being successful. Second, a better rating results in a higher fee for a successful loan application. The average fee for a successful loan application is approximately 20 times larger than the fee increase for a one-notch higher rating. Thus, the firstorder incentive effect comes from ensuring that the rating meets the minimumcreditworthiness condition, while further rating improvements have a secondorder effect. At the same time, there is a significant pressure to perform well. After origination, the loan is transferred to an internal portfolio management unit, and the loan officer is no longer responsible for the performance of the loan. The compensation of the loan officer does therefore not depend on whether the loan defaults. liabilities of the customer of EUR 23,000 and a monthly net income of EUR 1,900. The resulting internal rating of 12 is worse than the cut-off rating of 11, therefore the loan application is automatically rejected by the system. The loan officer subsequently increases the income to EUR 1,950 and decreases the liabilities to EUR 10,000. These two changes result in a new rating of 11 so that the loan application can be accepted. However, the loan officer then decides to manually reject the loan application and corrects the liability amount to EUR 19,000. As this change results again in a rating below the cut-off, the loan officer reverses the liabilities back to EUR 10,000 and books the loan into the system.
C. Descriptive statistics
This loan application provides a particular striking example of a manipulation around the cut-off as the final amount for the liabilities of EUR 10,000 is clearly not a correction of a previously misspecified value. This is the type of behavior
that we would like to analyze more thoroughly in this paper.
Empirical strategy
A. Loan officer incentives and the number of scoring trials
The cut-off rating substantially affects loan officer incentives, as only loan applications with ratings better than or equal to the cut-off rating can generate fee income. The change of the cut-off rating during our sample period provides us with a clear identification strategy. We estimate the following regression:
where NumberOfTrials i,j,t is the number of scoring trials for the loan application from customer i at time t arranged by loan officer j and Finally, ε i,j,t is an error term. The estimation method will be discussed in more detail in the results section.
An analysis which would have been natural in the absence of the change in the cut-off is regression discontinuity. We therefore also estimate the following regression discontinuity regression for each time period (before cut-off change, after cut-off change) separately:
where DifferenceToCutOff is the re-centered running variable, i.e. the internal rating less the cut-off rating, and the function f and g are higher-order polynomials of this re-centered running variable. Effectively, the regression above fits higher-order polynomials on the left-and right-hand side of the cut-off, with the coefficient β 1 denoting the jump in the number of scoring trials at the cut-off.
B. A closer review of multiple scoring trials
In regressions (1) and (2) the number of scoring trials acts as a proxy for changes in customer information during the loan application process. Here, we take a closer look at which parameters loan officers actually change during the loan application process. We do so by using a difference-in-difference approach.
First, we determine the difference between a certain parameter in the first scoring trial and the last scoring trial for the same loan application:
where X k i,j,t,N and X k i,j,t,1 are the parameter values for parameter k (such as income, age or assets of the loan applicant) for the loan application from customer i at time t arranged by loan officer j in the last and first scoring trial, respectively. Second, we group the loan applications into two categories: First, all loan applications that pass the cut-off rating with the first scoring trial, i.e. where no information manipulation is necessary to generate a fee. Second, all loan applications that do not pass the cut-off rating with the first scoring trial, i.e.
where a fee can only be generated if any of the input parameters is changed. We apply a difference-in-difference approach to analyze differences in changes to customer information between these two groups.
C. Loan officer incentives and default rates
Multiple scoring trials for a single loan application can be due to loan officers manipulating information they have about the customer in order to increase their income (information manipulation hypothesis), loan officers inputting wrong hard information for customers where they have positive soft information (soft information hypothesis), or loan officers honestly correcting a false entry from a former trial (closer examination hypothesis). To distinguish between these three hypotheses, we estimate the effect of multiple scoring trials on the default rate. If the information manipulation hypotheses is true we should not see a positive systematic effect of the number of scoring trials on default rates.
If the other two hypotheses are true there should be no effect or even a negative effect. We therefore estimate the following regression:
where DefaultDummy i,j,t,T is a dummy variable equal to one if the loan to customer i originated by loan officer j at time t defaults within the first T months after origination, NumberOfTrials i,j,t is the number of scoring trials for this loan, X i,j,t is a set of control variables taken from the last scoring trial of the loan (i.e. the 'official' scoring trial which enters the bank's systems) and A j and B t are loan officer and time fixed effects. The function f is a link function such as the logistic function. Again, details on the estimation method are discussed in section 4.
Empirical results
A. Loan officer incentives and the number of scoring trials
A1. Univariate results
We compare the average number of scoring trials before and after the change in the cut-off rating. Figure 1 shows the results for the comparison of the accepted loans, while Figure 2 shows the respective results for all loan applications. In Figure 1figure 1, we conduct the comparison based on the rating class in which a loan is finally accepted. The figure shows that the number of scoring trials is quite similar before and after the change in the cut-off rating for rating classes 1 to 10. Also, as the cut-off rating is decreased to 11 in January 2009, there are no more loans in rating classes 12 to 14 after this change. The most striking result is the significant increase in the number of scoring trials after January 2009 for the loans that are finally accepted in rating class 11. This evidence suggests that loan officers try much harder, by using more scoring trials, to move loans above the cut-off rating after the change. A similar pattern can be found in figure 2 2. Here we conduct the comparison based on the initial rating that a loan application receives. Here, loan applications with an initial rating between 1 and 11 do not exhibit different patterns before and after the change in the cut-off rating. In strict contrast, there are significantly more scoring trials for loan applications with an initial rating between 12 and 14 after the change, i.e. for those loan applications that fall just below the cut-off rating, but which the loan officer can potentially move above the cut-off rating with additional scoring trials.
For the remaining rating classes 15 to 24, the number of scoring trials decreases after the change. These rating classes are now more remote from the cut-off rating so that the incentives for the loan officer to use more scoring trials are reduced.
We test the results in figure 22 more formally by running a t-test for the difference, and the results are reported in Table 4 . Consistent with the results from the figure, there are barely any differences in rating classes 1 to 11, in particular from an economic standpoint. The differences are positive and highly statistically and economically significant for rating classes 12 to 14, while they are negative and mostly significant for rating classes 15 to 24. In particular, a loan application with an initial rating of 12 has on average 0.83 more scoring trials after than before the change.
Consistent with the descriptive difference-in-difference results, we observe a significant increase in the number of scoring trials at the cut-off boundary both before and after the change in the cut-off rating. Before the change, the number of scoring trials is 2.09 for the cut-off rating of 14 and it jumps to 3.23 for a rating of 15. After the change, the number of scoring trials increases from 1.93 at the cut-off rating of 11 to 2.76 for a rating of 12.
A2. Multivariate results
We now estimate a multivariate model (regression (1)) to control for other factors that may drive our results. These control factors comprise loan, customer and loan officer characteristics. In particular, we use a dummy to control for the effect of being a relationship customer, the logarithm of the customer's age, the logarithm of his income, and rating fixed effects to control for the creditworthiness of the customer. On the loan side, we control for the size of the loan, which can be regarded as a proxy for the fee potential, and for the number of borrowers. On the loan officer level, we control for the past average number of trials per loan application and the past absolute number of trials. Both measures are averaged over the previous three months and transformed on a log-scale. As a third control variable on the loan officer level, we use the prior 3-months success rate of the loan officer, measured as the ratio of successful loan applications, i.e. loan applications that are accepted by bank and customer, and total loan applications. All variables are explained in Table 1 . Finally, we add fixed effects for year, month-of-the-year, branch, and loan officer. Loan officers are assigned to exactly one branch so that loan officer fixed effects implicitly capture branch fixed effects as well. Using both branch and loan officer fixed effects thus results in perfect collinearity and we therefore either use branch fixed effects or loan officer fixed effects but not both at the same time. To account for possible autocorrelation at the branch level, we cluster standard errors accordingly.
We use a count variable (Number of scoring trials) as dependent variable.
Both a Poisson regression and a negative binomial regression are well suited to cope with count data. The Poisson regression forces the conditional variance to be equal to the mean. A test for overdispersion yields a statistically significant positive overdispersion of 0.05, i.e. conditional variances are larger than means.
We therefore use a negative binomial model which is well suited to cope with overdispersion. Finally, we control for a large number of fixed effects which may give rise to an incidental parameter problem (Neyman and Scott (1948) (Cameron and Trivedi (1998) ). Table 5 shows the results for regression (1). We start in column (1) by regressing the number of scoring trials on a dummy variable that takes a value of 1 if the initial rating is worse than the cut-off rating and a value of 0 if the initial rating is better or equal to the cut-off rating. A rating worse than the cut-off rating in the first scoring trial is associated with 48 percent more scoring trials, which is statistically significant at the 1 percent level. Columns (2) and (3) proportion of the internal rating is determined by parameters that the loan officer cannot manipulate such as the account activity. For these customers, the chances for a loan officer to push these loan applications above the cut-off rating by changing parameters that the loan officer can manipulate, such as income or assets, is much lower.
Regression discontinuity
In the analysis above we took advantage of an exogenous change in the cut-off rating to identify the causal effect of loan officer incentives on the number of scoring trials. An analysis that would have been natural in the absence of such a change is regression discontinuity. The basic idea of regression discontinuity is to fit a regression function on both the left-hand side and the right-hand side of the cut-off and compare the predicted values of these two regression functions at the cut-off point (Thistlewaite and Campbell (1960) , Imbens and Lemieux (2008) , Keys, Mukherjee, Seru, and Vig (2010) , and Roberts and Whited (2011)). If the predicted value at the cut-off using data from the right-hand side differs significantly from the predicted value at the cut-off using data from the left-hand side, this can be attributed to the different incentives prevalent on either side of the cut-off. An underlying assumption is that ratings just below and just above the cut-off are comparable. We therefore plot our set of covariates as a function of the initial rating ( Figure 3 ). We observe that none of the control variables shows any discontinuity at the cut-off, supporting our argument that the increase in the number of scoring trials is driven by the cut-off boundary. Formal techniques used in the literature differ in the regression function (polynomial model or local linear regression), assumptions about the distribution of error terms (negative binomial or permutation tests). Furthermore, covariates can be used to control for possible discontinuities in any of the explanatory variables. We use all these models (polynomial and local linear regression, distribution of error terms based on the negative binomial model and based on permutation tests, with and without covariates) both before and after the change in the cut-off rating. In all cases, we find a significant jump in the number of scoring trials at the cut-off rating. The estimate of the jump at the cut-off rating ranges from 0.251 to 0.357 (see Panel I
of Table 6 ) which is very close to the estimate of 0.288 from the standard negative binomial model presented in Table 5 .
The regression discontinuity approach relies on a no-manipulation assumption of the running variable, i.e. the initial rating. Economically, this is not an issue here, as the loan officers do not know that individual scoring trials are recorded. Hence, there is no reason to manipulate the initial scoring trial.
Nonetheless, we conduct a formal statistical test developed by McCrary (2008) which tests for a discontinuity in the density of the running variable at the cut-off point. Indeed, we do not find any evidence for a discontinuity in the density of the internal rating at the cut-off point (Figure 4 and Panel II of Table 6 ).
B. A closer review of multiple scoring trials
The analysis so far has centered on the number of scoring trials as an aggregate statistic for changes to customer information. Now we analyze in more detail the changes to customer information. In particular, we look at which parameters are actually changed during the loan application process. Table 7 provides a difference-in-difference analysis for the internal rating and the main parameters which enter the calculation of the internal rating. We observe that the internal rating only slightly improves by 0.023 notches between the initial scoring trial and the last scoring trial for the subset of loan applications where the initial scoring trial already results in a rating better or equal to the cut-off rating. This increase is also only marginally significant. On the contrary, the internal rating improves by 0.608 notches for the subset of loans where the initial scoring trial results in a rating worse than the cut-off rating. This increase is significant at the 1 percent level. Looking at individual parameters which enter the calculation of the internal rating, we observe that changes are significant for the financial score, which is rather easy to manipulate, but not for the socio-demographic score, the Schufa score, the account or loan score, all of which are less susceptible to manipulation. The financial score changes on average by a marginal 0.0029 for the subset of loans where the first scoring trial results in a rating better or equal to the cut-off and by 0.188 for the subset of loans where the first scoring trial results in a rating worse than the cut-off rating. The Diff-in-Diff estimate is highly significant at the 1 percent level. A higher financial score implies a better internal rating, thus the financial score systematically improves between the initial and the last scoring trial and this improvement is significantly higher for loan applications that do not pass the cut-off rating in the initial scoring trial compared to loan applications that pass the cut-off rating in the initial scoring trial. 3 We further observe that the ratio "Assets/Liabilities", one of the key ratios that enters the calculation of the financial score, is increased by 7.8% for loan applications where the initial rating is better or equal to the cut-off rating and by 16.9% for loan applications where the initial rating is worse than the cut-off rating. Again, the Diff-in-Diff estimate is statistically significant at the 1 percent level. The second key ratio, "(Income -Costs)/Liabilities", increases by 0.3% from the initial to the last scoring trial for loan applications where the initial rating is better or equal than the cut-off rating. The increase for the loan applications where the initial rating is worse than the cut-off rating is 2.0%, again with a highly significant Diff-in-Diff estimate.
C. Loan officer incentives and default rates
C1.1 Univariate results
The evidence from the previous analyses is consistent with three hypotheses: First, loan officers strategically manipulate customer information in order to get loans through (information manipulation hypothesis). Second, loan officers enter wrong hard information for customers to reflect positive soft information that they have (soft information hypothesis). Third, loan officers use several scoring trials as they correct misspecified data from a previous trial (closer examination hypothesis). In this section, we make use of the default data to provide more direct evidence and to distinguish between these hypotheses. While the first hypothesis predicts higher default rates for loans with many scoring trials, the latter two hypotheses predict similar or even lower default rates for loans with few and loans with many scoring trials.
We compare the default rates for loans with more than two scoring trials to those for loans with two or less scoring trials, where the default rate of a loan is measured by using a time horizon of 12 months after the origination of the loan.
The results are presented in Table 8 . They show that the default rate for loans with more than two trials is significantly higher than the default rate for loans with one or two trials. This pattern holds before and after the change in the cut-off rating.
Before the change in the cut-off rating, the default rate for loans with more than two trials amounts to 3.33%, while the default rate for loans with two or less trials amounts to 2.16%. After the change in cut-off rating, the respective values are 3.67% and 2.28%. These differences are statistically significant at the 1 percent level.
We explore this pattern more by analyzing the respective differences in default rates for each of the rating classes before and after January 2009. If loan officers indeed manipulate information and use multiple scoring trials to generate more loans, then the difference in default rates between loans with more than two trials and loans with two or less trials should only exist just above the cut-off, where the loan officer can use multiple scoring trials to move a loan from below to above the cut-off. The results show that the difference in default rates is indeed statistically and economically significant only at the cut-off of 14 before January 2009 and 11 after January 2009, respectively. For the rating class 14 before January 2009, the default rate is 7.09% for loans with one or two trials, while it is 12.15% for loans with more than two trials. Similarly, for the rating class 11 after January 2009, the default rate is 7.83% for loans with one or two trials, and it is 10.11% for loans with more than two trials. We further explore these results using a difference-in-difference setting by comparing the difference in default rates for the rating class just below the cut-off rating to the difference in default rates for the rating class one and two notches above the cut-off rating. This estimate is highly significant both before and after January 2009. 4 For example, before January 2009, the default rate for loans with a rating of 14 with more than two scoring trials is 5.06% higher than the default rate for loans with two and less trials (12.15% versus 7.09%). This difference is only 0.486% for a rating of 12
and the difference-in-difference estimate of 4.57% is significant at the 1% level.
Similar, after January 2009, the difference between loans with more than two scoring trials and loans with two and less scoring trials is 2.29% for a rating of 11.
It is -0.17% for a rating of 9, with the difference-in-difference estimate of 2.45%
again being significant at the 1% level. 5 These results provide further evidence that the use of several scoring trials is driven by loan officers' manipulation of information with the goal to generate more loans.
C1.2 Multivariate results
In the multivariate tests, we control again for customer, loan and loan officer characteristics, and the control variables are thus identical to the ones used in Table 5 . We estimate regression (4) using a linear probability model to address the incidental parameter problem. 4 These results are available upon request. 5 The detailed results for the difference-in-difference estimates are available upon request.
6 Standard logistic models suffer from the incidental parameter problem (Neyman and Scott (1984) ), i.e. the structural parameters cannot be estimated consistently in large but narrow panels.
There are two possible ways to circumvent the incidental parameter problem: First, a conditional logistic regression can be estimated (Chamberlain (1980) , Wooldridge (2002) ). This approach has Columns (1)-(3) in Table 9 report a step-by-step development of our regression without control variables in column (1), with customer and loan characteristics in column (2) and with all control variables in column (3).
Columns (4) to (6) this is a relative increase in the default probability of 12-16%. We also observe that the experience of the loan officer (3-months absolute number of scoring trials) positively predicts the default rate. This suggests that experienced loan officers are more efficient at manipulating the internal rating in the desired direction and magnitude and therefore need fewer trials to achieve the desired result.
We also regress the default rate on both the initial rating and the change in the rating between the initial and the final scoring trial. If the additional information that is added between the initial and the final scoring trial was informative, we would expect the change in the rating to predict default rates, the drawback that the estimator is no longer efficient (Andersen (1970) ) but it yields consistent estimates of the structural parameters. Second, we can use a linear probability model which leads to both efficient and consistent estimates of the structural parameters. We follow Puri, Steffen, and Rocholl (2011) and use the latter approach to estimate regression (4). Results for the conditional logit model are presented as a robustness check in in section 5.
7 Increasing the number of scoring trials from 1.00 to 2.63 increases the log by ln(2.63)=0.97.
Multiplying the coefficient of 0.3-0.4% by 0.97 yields the stated result.
beyond the information in the initial ratings. However, consistent with the manipulation hypothesis, we find it is the initial rating, rather than the change in rating that is informative. 8 We analyze further determinants for default rates in Table 10 . If a loan officer uses multiple scoring trials to manipulate information, then the time between the scoring trials should be negatively related to the default rates. In this case, the loan officer does not carefully check or verify the existing information, but simply plays with the input parameters to change the rating outcome. If, however, multiple scoring trials are due to the closer examination of information or information verification from the first trial, we would expect the opposite result. The results in column (1) show that shorter trials lead indeed to higher default rates and thus suggest that the loan officer does not give much care when revising the information. Furthermore, it should be much easier for the loan officer to change information on liabilities and costs rather than on assets and income to achieve the desired outcome. While adding assets and income would have to be proven by respective documents, reducing liabilities and costs could be achieved by simply ignoring certain positions. This link is tested in columns (2) to (4). The results in column (2) show that it is indeed the change in liabilities and costs that increases default rates, while the results in column (3) show that it is a reduction in both positions that increases default rates. Combining the results from column (1) and column (3), the results in column (4) show that a shorter time per trial as well as a reduction in costs and liabilities lead to higher default rates.
In sum, the results from the default regression provide evidence that loan officers systematically manipulate customer information for their own advantage.
This results in a statistically and economically significant increase in the 12-8 These results are available upon request.
month default rate, even after controlling for loan, customer and loan officer characteristics.
D. Loan officer incentives and net present values of loans
A question that arises from the previous analysis is whether the bank willingly allows multiple scoring trials because they might result in positive NPV loans. We do some analysis to assess this. Loan pricing is primarily a function of the credit rating. Table 11 depicts the median gross margins -the loan interest rate less the refinancing costs (5-year risk-free rate plus 5-year CDS spread) of the bank -per rating grade before and after the cut-off change for loans with one or two scoring trials and for loans with more than two scoring trials (columns A1 and B1). In columns A2 and A3 (before the cut-off change) as well as B2 and B3
(after the cut-off change), we show the net margin, i.e. the margin adjusted for loan losses but before operational costs and cost of capital. 9 Before the cut-off change, net margins for loans with more than two scoring trials directly above the cut-off are not sufficient to cover the realized loan losses (net margin = -1.12%).
After the change in the cut-off, net margins for loans with more than two scoring trials directly above the cut-off have a slightly positive net margin (0.49%). This implies for the median loan amount of EUR 10,000 a net margin of EUR 50 per annum. It is very hard to see how a bank could cover its operational and other costs for a loan with this amount. 9 We use the bank's expected recovery rate of 40%. Loans are not collateralized and therefore, recovery rates are lower than in other segments, such as retail mortgages.
Robustness
In this section we provide robustness tests for the main results from section 4. In particular, we explore alternative models for estimating the number of scoring trials and the default rate.
A. Number of scoring trials
One remaining concern with the negative binomial model used in Table 5 is its susceptibility to the incidental parameter problem. Previous researchers have argued based on simulation studies that the negative binomial model does not suffer from an incidental parameter problem. For the case of the Poisson model, consistency of the parameter estimates in the presence of a large number of fixed effects is analytically proven (Cameron and Trivedi (1998) ). The Poisson model is not able to cope with overdispersion, however, the overdisperion of 0.05 in our case is economically small (although statistically significant). A linear model is able to cope with both overdispersion and does not suffer from an incidental parameter problem. In addition to the negative binomial model from section 4, we therefore provide robustness tests based on both a Poisson regression and a linear model. The results are shown in Panel A of Table 12 . For brevity, we only report the coefficient and standard error of the cut-off dummy for the full specification which includes customer, loan and loan officer characteristics as well as time and loan officer fixed effects (i.e. specification as in column (6) of Table 5 ). The coefficient of 0.288 in the first row of Panel A therefore corresponds to the first coefficient in column (6) in Table 5 To make use of the full information at hand, we also estimate a discrete hazard rate model that takes into account data from every single loan trial.
Consistent with the previous results, we find that a scoring trial worse than the cut-off rating significantly increases the likelihood of another scoring trial. The detailed results for this hazard rate regression are available on request.
We conduct two robustness tests for the regression discontinuity analysis.
First, we estimate the model using 1 st , 3 rd , 5 th , and 9 th order polynomials instead of the 7 th order polynomials. The results are very similar; with the estimate for the cut-off dummy being slightly smaller for lower order polynomials (Table 13) .
Second, we collapse the data into bins by the initial rating and run the same regression as before using average values per bin for the dependent variable 11 These collapsed regressions give the same weight to bins close to the cut-off as to bins far away from the cut-off. In our set-up, bins close to the cut-off have a lot more observations than bins far away from the cut-off. Furthermore, the number of scoring trials is largest directly below the cutoff, and subsequently decreases for worse rating grades. Therefore, the collapsed regressions yield somehow smaller coefficients than the non-collapsed version.
Finally, loan size can be changed from one scoring trial to another.
Changes in loan size may not be manipulation, it could be an outcome of a prudent strategy to offer a smaller loan volume to the client if the originally requested loan volume results in a rating below the cut-off. Hence as a robustness test, we exclude scoring trials in which only the loan size changes. The results are qualitatively similar. Detailed results are available on request.
B. Default rate
We use a conditional logit regression as a robustness test for the default rate regression (4). Panel B of Table 12 presents the results. Using a linear model results in a coefficient of 0.4% for the logarithm of the number of scoring trials (see also specification (6) in Table 9 ). The conditional logit regression yields similar, but slightly smaller, marginal effects at the mean. In sum, the robustness tests confirm both the statistical and economic magnitude of the effect of scoring trials on the default rate.
As a further robustness test, we use the difference between the initial and the final internal rating instead of the number of scoring trials. We therefore regress the default rate on both the initial rating and the change in the rating between the initial and the final scoring trial. If the additional information that is added between the initial and the final scoring trial was informative, we would expect the change in the rating to predict default rates, beyond the information in the initial ratings. However, consistent with the manipulation hypothesis, we find it is the initial rating, rather than the change in rating that is informative. Detailed results are available on request.
Finally, we decompose the strategy of loan officers into three distinct buckets: First, loan applications in which only the loan volume is changed.
Second, loan applications in which only parameters (e.g. costs, liabilities, etc.) but not the loan volume is changed. Third, loan applications in which both parameters and the loan volume is changed. We do not report the tables to conserve space but as expected, the effect of the number of scoring trials on loan default rates is most pronounced for the second strategy.
Conclusion
The current financial crisis has raised an important question of how the loan making process should be designed and regulated to minimize risks and reduce default rates. In this context, it has often been suggested that excessive discretion and arbitrary judgment by the loan officer have resulted in poor loan performance. As a consequence, it has been advocated that the loan making process should be automated and rely more or even exclusively on hard information.
This paper analyzes the loan making process in a system where loan decisions are based purely on hard information. In this system, there is a predefined cut-off rating which determines whether a loan application can be accepted or not. Based on a sample of more than 240,000 loan applications at a
major European bank, we analyze how loan officer incentives are affected by the exclusive use of hard information. We show that loan officers use more scoring trials if the initial scoring trial is not successful. They increase the number of scoring trials in particular when the initial scoring trial is close to the predefined cut-off rating and even more at the boundary. We use a change in the cut-off rating during our sample period and find that this change moves the significant increase in scoring trials to the new cut-off rating. We find that the number of scoring trials is positively related to default rates, suggesting that loan officers strategically manipulate information in a system that is based on hard information and credit scoring alone.
Our results suggest that pure reliance on hard information in the loan making process does not necessarily lead to better outcomes. The underlying incentives are important, and in the setting at hand, where loan officers are incentivized based on loan volumes, reliance on hard information actually leads to outcomes with worse loan performance. These results have important implications for the current academic and regulatory debate on how to reform the loan making process to minimize risks.
Figure 1: Accepted Loans
This figure compares the number of scoring trials for each loan that is accepted in each rating class for the periods before and after January 2009.
Figure 2: Loan applications
This figure compares the number of scoring trials for each loan application based on the initial rating class for the periods before and after January 2009. Inference and dependent variables Cutoff Dummy variable equal to one if the internal rating is worse than the cutoff rating and zero otherwise. Only loan applications with an internal rating equal or above the cutoff rating can be accepted, loan applications with ratings below the cutoff are rejected. Number of scoring trials Number of distinct scoring trials for a loan application. Default rate 12 months Dummy variable equal to 1 if a loan has defaulted during the first 12 months after origination.
Customer characteristics
Internal rating
Internal rating ranging from 1 (best) to 24 (worst). The internal rating is based on the financial score, the sociodemographic score, the account score, the loan score and the SCHUFA score. These scores are consolidated into one overall score and calibrated to historical default experience. Each internal rating is associated with a default probability for the borrower. Probability of default Probability of default based on the internal rating system. The probability of default is calibrated to past default experience. Financial score
Internal score based on income, costs, assets, and liabilities of the borrower. A higher score implies a lower probability of default. Socio-demographic score
Internal score based on socio-demographic data (e.g. age, sex, etc.). A higher score implies a lower probability of default. Account score
Internal score based on the past account activity of the borrower. A higher score implies a lower probability of default. Loan score
Internal score based on the history of past loans with the same borrower. A higher score implies a lower probability of default. Schufa score External score similar to the FICO score in the U.S. A higher score implies a lower probability of default.
Relationship customer
Dummy variable equal to 1 if the customer had a checking account or a current loan with the bank before the loan application. Age Age of borrower. If a loan application has several borrowers, e.g., husband and wife, the average age is used. Assets Total assets of the borrower in Euro. If a loan application has several borrowers, e.g., husband and wife, then the combined assets are used.
Liabilities
Total liabilities of the borrower in Euro. If a loan application has several borrowers, e.g., husband and wife, then the combined liabilities are used. Income
Monthly net income of the borrower in Euro. If a loan application has several borrowers, e.g., husband and wife, then the combined income is used. The income includes wages as well as capital income and other income.
Costs
Monthly net costs of the borrower in Euro. If a loan application has several borrowers, e.g., husband and wife, then the combined costs are used. The costs include cost of living, rents and costs for existing loans.
Loan characteristics Loan amount
Loan amount in EUR. Number of borrowers Number of borrowers, usually equal to one. Accepted by bank Dummy variable equal to one if the loan application is accepted by the bank, i.e. an offer is made to the customer. Accepted by bank and customer Dummy variable equal to one if the loan application is accepted by the bank and the customer.
Loan officer characteristics 3M average number of trials per loan application
The average number of trials per loan application over the previous three months, calculated on loan officer level.
3M absolute number of trials
The absolute number of scoring trials over the previous three months, calculated on loan officer level. Success rate 3M Success rate of the loan officer over the month preceding the current month. The success rate is measured as accepted loans divided by total loans. Accepted loans are loans which were accepted by the bank and the borrower, i.e. where a loan contract was signed. All loans is the number of distinct loan applications that a loan officer entered into the system.
Other variables Status
Status of a scoring trial. The status can be either 'automatically rejected' if the internal rating is worse than the cutoff rating, 'manually rejected' if the loan application is manually rejected by the loan officer and 'accepted' if the loan application is accepted by the bank and customer.
Month-of-year
Month of year coded as 1 (January) through 12 (December) We estimate the determinants for the number of scoring trials. The models are estimated using a negative binomial model. All incentive, customer, loan, and loan officer characteristics are based on the first scoring trial for each loan application. For variable definitions see Table 1 . Intercept, year, month-of-the-year, branch and loan officer fixed effects are not shown. Heteroscedasticity consistent standard errors are shown in parentheses. ***, **, * denote significance at the 1, 5 and 10 percent level, respectively.
(1) (2) (3) (4) (5) Table 7 : Difference-in-difference analysis for the changes from the first scoring trial to the last scoring trial
INCENTIVE
We estimate the changes in parameters between the first and the last scoring trial. Column (A) shows the results for all loan applications in which the first scoring trial results in a rating better or equal than the cut-off rating. Column (B) shows the results for all loan applications in which the first scoring trial results in a rating worse than the cut-off rating. Column (C) shows the difference-in-difference estimate. The variables "Assets / Liabilities" and "(Income-Costs)/Liabilities" are the two main ratios which determine the financial score. For variable definitions see Table 1 . We report p-values of the difference and difference-in-difference estimates in parentheses. ***, **, * denote significance at the 1, 5 and 10 percent level, respectively. We estimate the probability of default over the first 12 months after origination. The models are estimated using a linear probability model. For variable definitions see Table 1 . Intercept, year, month-of-the-year, branch and loan officer fixed effects are not shown. Heteroscedasticity consistent standard errors are shown in parentheses. ***, **, * denote significance at the 1, 5 and 10 percent level, respectively.
(1) (2) (3) (4) (5)
Dependent
Default rate 12months
Default rate 12months
Default rate 12months Table 1 . Intercept, year, month-of-the-year, branch and loan officer fixed effects are not shown. Heteroscedasticity consistent standard errors are shown in parentheses. ***, **, * denote significance at the 1, 5 and 10 percent level, respectively.
(1) This table presents gross and net margins by rating class before and after the change in the cutoff rating in January 2009. Gross margin is the interest rate on the loan less the refinancing costs (5-year risk-free rate plus 5-year CDS spread) of the bank. The net margin is defined as the gross margin less the realized loan losses, before consideration of operational costs and cost of capital. The realized loan losses are calculated using default rates from Table 8 and a recovery rate assumption of 40%. The rating class is based on the final rating for each loan. An internal rating of '1' is the best rating, an internal rating of '14' is the worst rating for which loans could be accepted before January 2009, an internal rating of '11' is the worst rating for which loans could be accepted after January 2009. Column A shows the gross and net margin before January 2009, Column B shows the gross and net margin after January 2009.
Column (A1) and (B1) show the gross margin, , Column (A2) and (B2) show the net margins for loans with one or two scoring trials, columns (A3) and (B3) show the net margins for loans with more than two scoring trials. Table 5 and Table 8 . Panel A shows a robustness test for the number of scoring trials using a Poisson and a linear model in addition to the negative binomial model presented in Table 5 . Panel B
shows a robustness test for the default rate using a conditional logistic regression in addition to the linear probability model presented in Table 8 . Table 6 . Panel II reports a version with collapsed data where scoring trials are collapsed into distinct buckets based on the initial rating grade. Column (A) presents results for the period before January 2009, column (B) presents the results for the period after January 2009. Columns (A1) and (B1) report results for the estimate of the discontinuity, columns (A2) and (B2) report robust standard errors, columns (A3) and (B3) report the number of observations and columns (A4) and (B4) report the R-squared. All regression include our standard set of covariates which include customer, client and loan officer characteristics (which are not shown for reasons of brevity). ***, **, * denotes significance at the 1, 5 and 10 percent level, respectively. 
