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We propose an energy aware on-demand routing protocol for CDMA mobile ad hoc networks, for which improvements in the
energy consumption are realized by both introducing an energy-based routingmeasure and by enhancing the physical layer perfor-
mance using beamforming. Exploiting the cross-layer interactions between the network and the physical layer leads to a significant
improvement in the energy eﬃciency compared with the traditional AODV protocol, and provides an alternative solution of link
breakage detection in traditional AODV protocol. Several performance measures are considered for evaluating the network per-
formance, such as data energy consumption, latency, and overhead energy consumption. An optimum SIR threshold range is
determined experimentally for various implementation scenarios.
Copyright © 2006 N. Nie and C. Comaniciu. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
1. INTRODUCTION
In ad hoc networks, every node must participate not only as
a host, but also as a router forwarding packets to their desti-
nations. When network topology changes unpredictably due
to node movements, the hosts need to determine the routes
to other nodes frequently. Ad hoc on-demand distance vec-
tor routing protocol (AODV) proposed in [1] is one of the
developed protocols that enable routing with continuously
changing topologies. AODV establishes routes when they are
first needed and does notmaintain routes to destinations that
are not in active communication. As opposed to other dis-
tance vector routing protocols, a sequence number created by
the destination is used to ensure loop-free routing in AODV.
There have been several studies on the performance of the
AODV protocol and other on-demand ad hoc routing pro-
tocols [2, 3]. However, these earlier studies did not focus ex-
plicitly on the energy eﬃciency of the protocols.
With tight energy constraints in ad hoc networks, the en-
ergy consumed for data transmission, routes establishment,
and maintenance should be kept as low as possible. The en-
ergy consumed for the correct transmission of a packet is an
important QoS measure for ad hoc networks [4]. There has
been significant eﬀort in proposing energy eﬃcient routing
protocols (e.g., [5, 6]), with a more recent focus on cross-
layer design solutions (e.g., [4, 7]). However, previously pro-
posed solutions do not consider on-demand routing for mo-
bile ad hoc networks.
In recent years, beamforming has been recognized as a
breakthrough technology with potential to unshackle the ca-
pacity limitations of ad hoc networks. The benefits provided
by beamforming, such as longer transmission range and re-
duced interference have been studied in [8]. Moreover, a vast
research literature focuses on analyzing the performance of
medium access control (MAC) protocols using beamform-
ing (e.g., [9, 10]). However, the performance advantages and
the tradeoﬀs associated with the interactions between beam-
forming and AODV routing are less understood.
In this paper, we propose an energy aware AODV (EA-
AODV) protocol. The improvements in the energy con-
sumption are obtained by both introducing an energy-based
routing metric and by enhancing the physical layer perfor-
mance using directional antennas. In a traditional AODV
routing protocol, the route with fewer hops is selected with-
out specifically accounting for the links’ quality. Conse-
quently, data packets may be transmitted over paths with
poor links, that would require more energy consumption for
correct end-to-end transmission. Our proposed EA-AODV
selects the route with less energy requirements, thus improv-
ing the energy eﬃciency. This is achieved by using an energy
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aware routing metric that is tightly related to the links’ qual-
ity. In the ad hoc wireless networks the poor-link quality
is due to the interference introduced by other nodes which
share the common transmission channel. Improvements in
the physical link quality can be obtained by using directional
antennas, with a direct impact on the overall energy con-
sumption.
Compared with the traditional AODV, our EA-AODV
protocol exploits the cross-layer interactions between the
network and the physical layer. Next-hop information for a
traﬃc flow obtained from routing scheme in network layer
determines the intended direction of the antenna at the phys-
ical layer which ensures an energy eﬃcient data transmission.
On the other hand, the link state information detected by the
physical layer helps the routing scheme to maintain the local
connectivity at the network layer. This provides an alterna-
tive solution for the link breakage detection compared to the
HELLO message broadcasting from traditional AODV pro-
tocols.
Signal-to-interference ratio (SIR) measured at the re-
ceiver represents an indicator of the current link quality in
the physical layer. A link is considered to be in poor condi-
tion if the SIR is below a certain value. In our system, an SIR
threshold is used to determine the availability of a link. Con-
sequently, the SIR threshold value will aﬀect the number of
available links in the network and thereby the network con-
nectivity. Our simulation results for a CDMA ad hoc network
show that an optimal signal-to-interference (SIR) threshold
can be determined by combining the requirements for the
considered performance metrics, such as energy, end-to-end
latency, and overhead energy for maintenance of the routing
table.
The rest of this paper is organized as follows. In the fol-
lowing section, we describe the network model. We describe
the proposed energy aware AODV protocol in Section 3. The
next section introduces directional antennas into our EA-
AODV protocol. In Section 5, simulation results show the
performance of the EA-AODV protocol according to various
performance metrics. A summary of performance gains for
the proposed cross-layer algorithm is presented in Section 6,
and conclusions are presented in Section 7.
2. SYSTEM MODEL
We consider an ad hoc network consisting of N mobile
nodes. For simulation purposes, the nodes are assumed to
have a uniform distribution over a square area, of dimension
D∗ × D∗. It is assumed that each node generates traﬃc to
be transmitted towards a randomly chosen destination node.
The traﬃc can be relayed through intermediate nodes. Con-
sequently, a node can also act as a router forwarding packets
to the destinations. To accomplish this, the node must de-
termine the route of an outgoing packet according to a pre-
set routing metric. Ad hoc on-demand distance vector rout-
ing (AODV) is used for ad hoc networks to create routes as
they are needed. In this paper, AODV routing protocol is em-
ployed for route selections.
For the multiaccess scheme, we employ synchronous
direct-sequence CDMA. All nodes use independent, ran-
domly generated, and normalized spreading sequences of
length G. The transmitted bits are detected using a matched
filter receiver. At the receiver, SIR estimates are obtained
for the incoming links (e.g., [11]). CDMA is characterized
by multipacket reception capability, and the transmission
performance (received SIR) is softly degrading with the in-
creased number of concurrent transmissions. Consequently,
a link is considered to be available for routing, if the SIR at
the receiver is above a predefined threshold. We consider that
all the users transmitting at a given time may potentially in-
terfere, based on their relative distance, and antenna gains.
The quality of a link is thus measured by the achieved SIR,
which should be above a certain threshold. By setting the SIR
threshold suﬃciently high, the mobile hosts are protected
from draining their energy by transmitting over a poor link.
On the other hand, the SIR threshold level can aﬀect the net-
work connectivity: for a high SIR threshold, fewer links will
be available for transmission. This suggests that a higher net-
work connectivity can be achieved for lower SIR threshold
requirements. For mobile users, frequent changes in topol-
ogy are triggered by the nodes’ mobility, and a higher SIR
threshold will result in an increased eﬀort to find new routes,
and thus higher overhead.
3. ENERGY AWARE AODV PROTOCOL
Ad hoc on-demand distance vector routing (AODV) is used
for ad hoc networks to create routes as they are needed. Given
the same sequence number, traditional AODV protocol se-
lects the route with a fewer number of hops to the destina-
tion, without specifically accounting for the links’ quality.
To improve the energy eﬃciency for the AODV protocol,
we consider as a routing metric the energy required for the
correct transmission of a packet from mobile node i to node
j [12]:





whereM denotes the length of the packet, Pi is the transmis-
sion power at node i, R represents the data transmission rate,
and Pc(γi j) is the probability of correct reception of a packet,
with γi j equal to the SIR of link (i, j). The function in (1) de-
pends on the details of the data transmission, such as modu-
lation, coding, radio propagation, and receiver structure. We





) ≈ (1− 2BERi j
)M
, (2)
where BERi j is the bit error rate for link (i, j). As an example,
for noncoherent frequency shift keying (FSK),






The energy requirement for correct transmission of a packet
on a specific route (from a source node to its corresponding
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Ei j , (4)
where r is a route.
Obviously, selecting the paths with a minimum energy
requirement improves the energy eﬃciency of the network.
Based on this observation, we select the energy per packet on
a route as a routing criterion for our modified AODV proto-
col.
The basic routing mechanism is described as follows.
When a node S needs a route to some destination D, it will
broadcast a route request to its neighbors. Each intermedi-
ate node forwarding the route request records a reverse route
back to node S.
Once node D or a node having a route to D hears the
route request, it will generate a route reply including the
information about last known sequence number of D and
the energy requirement to reach D (according to our energy
aware metric and given SIR measurements for each link on
the path). This route reply will be sent back along the reverse
route to node S. Then, the energy requirement of each hop
from S to D along this path is conveyed to S via this route re-
ply. Diﬀerent replying nodes send back their route reply indi-
vidually. Among those available routes, S selects the one that
has the most recent sequence number or the lowest energy
requirement given the same sequence numbers.
We note that the selection of the lowest energy path is
determined by the current SIR measurements for the active
links on the paths, which in turn are aﬀected by the choice
of paths and beam directions for antennas (for the beam-
forming case discussed later on), as well as by the mobility.
Therefore, the minimum energy route selection is possibly
no longer optimal at the time of decision, or later on. It is
extremely diﬃcult to obtain optimal energy paths in a prac-
tical low-complexity system with mobility. This would im-
ply continuous search for new routes as the system interfer-
ence changes (mobility, new routes, antenna patterns), with
a tremendous network overhead expenditure. To overcome
this problem, we propose to tune the energy performance of
the routing scheme via the SIR threshold parameter. More
specifically, any link on the path that fails to meet the SIR
threshold requirement is considered to be broken. When a
link goes down, any node that has recently forwarded pack-
ets to a destination using this link is notified by an unsolicited
route replymessage, and the route to the destination that con-
tains this broken link is disabled. A new route discovery pro-
cess as described above is initiated to find a new route to the
destination. Optimizing the value of the SIR threshold can
actually optimize the energy eﬃciency of the routing proto-
col, as we will see shortly in the simulation results section.
In order to maintain routes, the classic AODV routing
protocol usually requires that each node periodically trans-
mits a HELLOmessage with a default rate of once per second,
to detect link breakages. However, HELLO messages create
extra control overhead and increase bandwidth consump-
tion. Furthermore, once a link breaks, changes in the links’
quality due to mobility are not acknowledged at the network
level until some predefined number of HELLOmessages have
been lost. Thus, until an action occurs, the energy of the mo-
bile host is wasted for transmitting over a route that actually
has a broken link (a low-quality link). In the AODV specifica-
tion document [1], it is suggested that an alternative method
may be used when physical layer or link layer information is
employed to help the nodes detect link breakages. In our pro-
posed energy aware AODV, cross-layer interactions between
the physical and the network layer are exploited to improve
the network performance. More specifically, the link state
information obtained from the physical layer can be made
available for the network layer to facilitate a prompt reaction
to the link quality degradation.
4. DIRECTIONAL ANTENNAS IN EA-AODV
In CDMA ad hoc wireless networks, the interference between
the mobile hosts leading to a lower SIR is the main cause for
a high-energy consumption. Using directional antennas has
the eﬀect of improving the communication range, as well as
reducing the interference, by focusing the radiation only in
the desired direction and adjusting to changing traﬃc condi-
tions and signal environments. While smart antenna systems
have a better performance on the rejection of interference,
they require sophisticated adaptive beamforming and com-
plex programmable digital signal processing (DSP) or field
programmable gate arrays (FPGA) techniques. By contrast,
simple switched beam systems have the advantage of reduced
processing energy and less implementation complexity. Fur-
thermore, switched beam systems provide a significant range
extension and a considerable interference rejection capabil-
ity, when the desired receiver is at the center of the beam.
In this paper, we propose a joint routing and beamform-
ing algorithm, based on energy aware AODV protocol. Each
mobile node is assumed to be equipped with a switched beam
system consisting of K directional beams. It has a switch-
ing mechanism that enables it to select the beam pointing
to a desired direction to concentrate the propagation energy
to this particular direction. Each of the beams has a coni-
cal radiation pattern, Pg , spanning an angle of 2 π/K radians
with equal space [13]. The beams are assumed not to be over-
lapping. Starting from the 3 o’clock position, the beams are
numbered from 1 to K clockwise.
In our study, we assume that the nodes in the network are
able to determine the relative direction of a neighbor node.
Such relative location information about neighbors may be
obtained using a global positioning system (GPS). As an al-
ternative solution, it could also be obtained by direction-of-
arrival (DOA) estimation in smart antenna systems. Con-
ventional digital signal processing (DSP) based DOA estima-
tion algorithms, such as MUSIC [14] or ESPRIT [15], have
been proven to achieve good results. The DOA estimation
can be implemented at a node during the packet transmis-
sion from neighbors. To keep the location information up to
date, periodic broadcasting of GPS information may be re-
quired, or periodically broadcasted beacons can be used for
DOA estimation in smart antennas. Our focus in this paper
is not on the localization problem, but rather we assume that
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reasonably accurate information can be provided to the an-
tenna by a GPS system or a GPS-free self-positioning algo-
rithm, for example [16].
In this paper, we employ directional antennas at the
transmitter and omnidirectional antennas at the receiver. In
directional mode, the radio transmitter uses only the anten-
nas that are active. For data packets transmission, only the
beam pointing to the direction of the next hop will be acti-
vated. For relaying nodes transmitting multiple flows using
the same beam, the transmissions are time-multiplexed. The
broadcast control packets are transmitted using all beams si-
multaneously.
When node i wants to transmit a packet to node j, node
i determines the direction of node j,Θi j , relative to itself. Let
Θn denote the direction of the nth beam for node i, where n
is the index number of the beams as mentioned above. The
index number of the beam that should be selected is the n
which gives min |Θi j −Θn|, n = 1, . . . ,K .
Using directional antennas and considering a simple free
space propagation model with propagation exponent n = 2,
the signal-to-interference ratio over link (i, j), γi j , can be ex-
pressed as















where G is the spreading gain, N is the number of nodes in
the network, Pi is the transmission power of node i, and di j is
the distance between node i and node j. Gij(Θi j) represents
the antenna gain from i to j, and depends onΘi j , the relative
direction of j to i. For directional transmitters and omni-
directional receivers, ifΘi j is within one of the current active
beams in the switched beam system, the antenna is consid-
ered having the main lobe gain gm, otherwise the antenna is
considered having the side lobe gain gs. In this paper, we as-
sume the antenna has a main lobe gain of gm = 10 dBi, and
a side lobe gain of gs = −7.4 dBi. At the receiver, omnidirec-
tional antennas are employed with a gain equal to 1.
The route discovery process is similar to the one dis-
cussed in the previous section, with the added complex-
ity that position tracking procedures for next-hop neigh-
bors need to be performed. The added complexity can be
greatly reduced by just initiating the position updating pro-
cedure (either GPS location update or DOA estimation) only
if the achieved SIR degrades below the SIR threshold. Al-
ternatively, periodic feedback information on location in-
creases the links’ quality at the expense of increased over-
head. This position tracking mechanism can be used as a first
correction, in an attempt to improve the link quality with re-
duced overhead. If the SIR still remains below threshold, a
link breakage is signaled to the upper layer, which triggers
a new route discovery process. It becomes apparent that the
choice of the SIR threshold influences greatly the energy per-
formance of the system.
5. SIMULATION RESULTS
To simulate the performance of our proposed routing algo-
rithm, we have built a simulation environment based on an
AODV simulator developed for OMNET++ [17]. We have
simulated four diﬀerent scenarios.
(I) Traditional AODV with minimum hop routing for
CDMA ad hocmobile networks using omnidirectional
antennas.
(II) Proposed AODV with energy as routing metric for
CDMA ad hocmobile networks using omnidirectional
antennas.
(III) Traditional AODV with minimum hop routing for
CDMA ad hoc mobile networks using directional an-
tennas.
(IV) Proposed AODV with energy as routing metric for
CDMA ad hoc mobile networks using directional an-
tennas.
For the numerical results, we have selected N = 25 nodes
uniformly distributed over a square area. The nodes move
around in a restricted random walk mobility model with an
average speed of 2, 5, 7, or 10 meters/s. Most of the plots are
obtained for the nodes moving with a speed of 5 meters/s.
The source-destination pairs of nodes are randomly chosen
and the traﬃc burst arrival is modeled as a Poisson process
with parameter λ = 1 burst/s. The burst length is 64 packets
and the message packet length is 64 bytes. We have selected
a path loss propagation model with propagation exponent 2
and the spreading gain is selected to be G = 128. The trans-
mission rate at a node R is set to be 11Mbps. All users are
allowed to transmit simultaneously at a fixed transmission
power of 30 dBm. For simplicity, we assume that GPS loca-
tion information is available at every node. Also, to reduce
the routing overhead, updates for next-hop information (ID
and location) are requested only if the SIR of a current link
falls below an SIR threshold. Furthermore, to increase the
links performance as the nodes move around, we assume
that location update information can be piggybacked on ac-
knowledgment packets, such that the direction of the beam
can be corrected.
The simulation time per run is 104 simulation seconds in
OMNET++ simulation environment, and 100 runs are car-
ried out to obtain average performance measures.
The performance metrics that we have considered are the
average energy per path consumption, the overhead energy
consumption rate, and the end-to-end latency. The average
energy per path consumption is determined as the sum of
transmission energy consumption per route Er for all data
packets delivered on the route, normalized by the number of
delivered packets.
We also define the overhead energy consumption rate to
be the percentage of total transmission energy consumption
spent for transmitting control packets to establish and main-




where ECtrl represents the total energy cost for control pack-
ets transmitted over the network and EData denotes the en-
ergy cost for data packets transmission during the simula-
tion time. The routing control packets which are taken into
account in determining the overhead energy consumption
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CDMA with energy metric
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Figure 1: Energy per packet versus network density, SIR threshold
γi j = 7, average speed is 5 meters/s.
are route request (RREQ), route reply (RREP), route er-
ror (RERR), and route reply acknowledgment (RREP ACK),
four message types defined by AODV.
The end-to-end latency is considered as the average delay
for a data packet to be delivered from its source to its desti-
nation across the network. During the simulation, we mea-
sure the latency by computing the time diﬀerence between
the time stamps which are taken when a data packet departs
from its source and when it arrives at the destination.
Figure 1 illustrates the variation of the average energy
consumption with the network density for a correct trans-
mission of a data packet from source to destination. Various
network densities are achieved by varying the deployment
area. Given a fixed network density (25 nodes distributed in
a 400 × 400m2 area), the average energy consumption with
diﬀerent SIR threshold values is shown in Figure 2.
From both Figures 1 and 2, we can see that using an
energy-related routing metric significantly reduces the en-
ergy consumption. The performance can be further im-
proved by enhancing the underlying physical layer using
beamforming. The results show that even for the traditional
AODV protocol, the benefits of directional antennas are sig-
nificant. Figure 1 illustrates the increase in the energy con-
sumption with the enhanced interference level caused by a
higher-density network. Figure 2 shows an energy gain with
the increase in the SIR threshold. Increasing the SIR thresh-
old results in better links’ quality, and consequently reduced
retransmissions. On the other hand, higher SIR thresholds
imply fewer available links, with a negative impact on the
network connectivity, and resulting in an increased overhead
for route maintenance.
Figure 3 illustrates this phenomenon and shows an opti-
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Figure 2: Energy per packet versus SIR threshold, width of network
























CDMA with hops metric
CDMA with energy metric
CDMA with hops metric using directional antenna
CDMA with energy metric using directional antenna
Figure 3: Percentage of overhead energy versus SIR threshold,
width of network area is 400m, average speed is 5 meters/s.
scenarios. We can see that an optimal SIR target value that
minimizes the overhead energy can be determined: within
[4, 18] range for omni-directional antennas, and within
[7, 15] range for the switched beam scenario. The higher SIR
threshold region obtained for the beamforming case is jus-
tified by a network connectivity enhancement achieved by
using directional antennas. While all the above results were
























CDMA with hops metric
CDMA with energy metric
CDMA with hops metric using directional antenna
CDMA with energy metric using directional antenna
Figure 4: Percentage of overhead energy versus SIR threshold,
























CDMA with hops metric
CDMA with energy metric
CDMA with hops metric using directional antenna
CDMA with energy metric using directional antenna
Figure 5: Percentage of overhead energy versus SIR threshold,
width of network area is 400m, average speed is 7 meters/s.
obtained for an average speed for nodes of 5 meters/s, we
also obtain optimum SIR points that minimize the overhead
energy for an average speed of 2, 7, and 10 meters/s, respec-
tively. Figures 4, 5, and 6 show that the optimum SIR target
decreases as the mobility increases, as faster moving termi-
nals imply a higher overhead for creating new routes, thus
reducing the value of the optimum SIR threshold (a lower
























CDMA with hops metric
CDMA with energy metric
CDMA with hops metric using directional antenna
CDMA with energy metric using directional antenna
Figure 6: Percentage of overhead energy versus SIR threshold,














CDMA with hops metric
CDMA with energy metric
CDMA with hops metric using directional antenna
CDMA with energy metric using directional antenna
Figure 7: End-to-end latency versus SIR threshold, width of net-
work area is 400m, average speed is 5 meters/s.
Figure 7 shows a tradeoﬀ between the energy savings and
the latency. The energy improvement is achieved at the cost
of increasing the number of hops, thus resulting in a slight
increase in latency. For the first two cases without beam-
forming, the energy metric routing gives a longer average
path length, which explains the higher latency obtained over
the entire SIR threshold range. The beamforming antennas
again overcome the main disadvantage of operating at high
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Figure 8: Cross-layer interactions between network layer and physical layer in EA-AODV.
SIR thresholds, namely low connectivity for the network. The
longer transmission range of the directional antennas yields
a lower average hop count for the routes, and thus a lower
latency. This becomes apparent for the high SIR threshold
region (above 8).
On the other hand, as the SIR threshold decreases, the
performance is dominated by the retransmissions caused by
the lower link quality yielding an increased end-to-end delay.
This becomes noticeable when the SIR threshold drops be-
low 6, when the routing favors the low-energy routes at the
expense of a higher hop count per route, and higher delays.
According to our simulation results, if the metric consid-
ered is the energy consumed for a correct transmission of a
packet, the high SIR threshold region is the best choice for all
considered scenarios. If we consider the other performance
metrics, such as latency and overhead energy, the high SIR
region remains a best choice for the beamforming scenarios,
while the low SIR region gives better performance for omni-
directional antennas. If all performance metrics are consid-
ered, our results show that an optimal SIR threshold can be
selected to improve the network performance.
6. EA-AODV: CROSS-LAYER GAINS
The energy aware AODV protocol proposed in this paper
exploits the possibility of taking advantage of useful infor-
mation exchange between layers to increase the system eﬃ-
ciency. In particular, the overhead and energy gains are ob-
tained by using the link quality information detected from
physical layer to trigger a network layer route update. This
has a 2-fold advantage.
(1) It avoids the overhead and time delay associated with
the HELLO packets.
(a) HELLO packets used continuously to update in-
formation on link quality, versus SIR measure-
ments for the link as data packets are transmit-
ted.
(b) An immediate notification to the network layer
from the physical layer as both of the transmit-
ter node and receiver node detect a link breakage
will be more breakage-sensitive than a notifica-
tion that does not come up until a certain num-
ber of network layer HELLO packets are lost.
(2) Allows for energy optimization based on SIR threshold
selection.
This is the focus of our simulation results: we have seen
from simulation that an optimal SIR threshold can be deter-
mined to maximize the energy gains. If the link is below that
threshold, a link breakage is signaled.
For the classic AODV approach, the HELLO packets are
acknowledged even if received with a lower than the optimal
SIR (as long as they can be correctly decoded—no energy
consumption optimization is possible) leading to a higher
energy overhead expenditure. Figures 3, 4, 5, and 6 illustrate
the gains from using the cross-layer optimization with an op-
timal SIR threshold (for various mobility speeds) versus us-
ing lower than optimal link quality (for the lower SIR target
region). We notice a significant gain, especially for the case
that uses directional antennas.
We note that the AODV protocol can also be modified to
enforce an SIR target for the acknowledgment of the HELLO
packets, with similar performance results, but with the addi-
tional overhead and delay caused by notification after several
lost HELLO packets. The cross-layer interactions in the EA-
AODV protocol are summarized in Figure 8.
7. CONCLUSION
In this paper, we have proposed an energy aware on-demand
routing protocol for CDMA mobile ad hoc networks. The
traditional AODV protocol was improved by both intro-
ducing an energy-based routing measure, and by enhancing
the physical layer performance using directional antennas.
Furthermore, we have exploited the cross-layer interactions
between the network and the physical layer to provide an
alternative solution of link breakage detection in traditional
AODV protocol and improve the energy eﬃciency.
We have studied the performance of the proposed pro-
tocol considering metrics such as the average energy per
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path consumption, the overhead energy consumption rate
(the percentage of energy spent for transmitting control mes-
sages), and the end-to-end latency. Our experimental results
have shown that the network performance depends on the
SIR threshold selection at the physical layer, and an optimum
SIR threshold may be selected to minimize the overhead en-
ergy in the network for various implementation scenarios.
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