The Boolean network (BN) can be used to create discrete mathematical models of gene regulatory networks. In this paper, we consider three problems on BNs that are known to be NP-hard: detection of a singleton attractor, finding a control strategy that shifts a BN from a given initial state to the desired state, and control of attractors. We propose integer programming-based methods which solve these problems in a unified manner. Then, we present results of computational experiments which suggest that the proposed methods are useful for solving moderate size instances of these problems. We also show that control of attractors is Σ p 2 -hard, which suggests that control of attractors is harder than the other two problems.
Introduction
Many kinds of genes, proteins and molecules interact with each other in living cells. Among the various kinds of interactions, those between genes play an important role in living cells. Sets of these interactions are often modeled as gene regulatory networks (genetic networks, in short), and an understanding of genetic networks has become one of the key topics in systems biology. Furthermore, development of methods for control of genetic networks is becoming important because of its potential applications to drug discovery and treatment of intractable diseases [21] .
In order to develop control methods for genetic networks, we need a mathematical model of genetic networks. Furthermore, since genetic networks contain highly nonlinear components, we need a non-linear model. The Boolean network (BN, in short) is one of the well studied non-linear models of genetic networks [19] . BN is a very simple model: each node (e.g., gene) takes either 0 (inactive) or 1 (active) and the states of nodes change according to regulation rules given as Boolean functions. Two types of BNs have been mainly studied: synchronous BNs and asynchronous BNs, depending on whether or not the states of nodes are updated synchronously. Though asynchronous BNs might be more appropriate as a model of genetic networks, we focus on synchronous BNs in this paper because previous control studies on BNs focused on synchronous BNs and detection of a singleton attractor is equivalent in both models. Though synchronous BNs might be too simple as a model of genetic networks, they are useful for modeling and analyzing certain properties of real genetic networks. For example, these were applied to analysis of D. melanogaster embryo development [24] , and analysis of robustness of genetic (sub)networks of S. cerevisiae, E. coli, B. subtilis, D. melanogaster and A. thaliana [5] .
Extensive studies have been done on the distribution of attractors in randomly generated BNs [19] , [28] mainly because it is considered that different attractors correspond to different cell types [19] . Recently, several methods have been developed for efficiently finding and/or enumerating attractors in BNs [10] - [12] , [14] , [17] , [32] , whereas it is known that finding a singleton attractor (i.e., a steady state) is NP-hard [1] . Devloo et al. developed a method using transformation to a constraint satisfaction problem [11] . Garg et al. developed a method based on Binary Decision Diagrams (BDDs) [14] . Irons developed a method that makes use of small subnetworks [17] . Dubrova and Tesienko developed a method to enumerate all attractors using a solver for the Boolean satisfiability (SAT) problem [12] . De Jong and Page also developed a SAT-based method for finding steady states in piecewise-linear differential equation models for genetic networks [10] , which may also be applied to attractor detection for BNs. Inoue analyzed theoretical relationships between BNs and logic programs and suggested the use of SAT solvers for detecting attractors [16] . However, theoretical analysis of the average case or worst case complexity was not performed in these studies. Zhang et al. developed algorithms for enumerating singleton attractors and small attractors and analyzed the average case time complexities of these algorithms [32] . Akutsu et al., Melkman et al., and Tamura et al. developed algorithms with guaranteed worst case time complexities for detection of singleton attractors for BNs with restricted Boolean functions [4] , [27] , [31] .
For control of BNs, not many studies have been done. In order to avoid BNs from falling into chaotic states, Luque and Solé studied effects of periodic controls [26] . However, their methods cannot be applied to detailed control of BNs. Inspired from works on control of the probabilistic Boolean network [9] , Akutsu et al. studied control of BNs [2] . They formalized control of a BN as a problem of finding 0-1 sequences to external nodes which lead a BN from a given initial state to the desired state [2] . They showed that this control problem is NP-hard in general but can be solved Copyright c 2012 The Institute of Electronics, Information and Communication Engineers in polynomial time if BNs have tree-structures. Langmead and Jha developed a method based on model checking and successfully applied the method to find control policies for an existing model of fruit fly embryo development [24] . Though their method might be useful, it seems not easy to incorporate scores into their model. Cheng and his colleagues have recently been extensively studying control and related problems by utilizing the concept of semi-tensor product [7] , [8] . Though their theory is deep and might be useful, it is difficult to apply their current methods to largescale BNs.
On the other hand, it is not easy to perform detailed controls, or to give the target state (i.e., desired state) precisely and/or uniquely. Therefore, Hayashida et al. introduced the problem of control of attractors in BNs [15] . In this problem, some of genes are selected and controlled (maybe by gene disruption and/or overexpression) so that the minimum score of the attractor states is maximized, where a score function, which measures the quality of global states, is given in advance. Though we developed several recursive algorithms for the problem based on the methodology in [32] , it is still difficult to solve the problem for nonsmall BNs [15] .
In this paper, we propose integer programming-based methods which solve the above three problems on BNs in a unified manner. In each case, an instance of the original problem is transformed into integer linear program(s) (ILP(s)) and then an existing solver is applied. One of the advantages of the proposed approach is its simplicity and flexibility because ILP allows us to add various constraints. To be shown in the following sections, these problems are transformed into ILPs in similar and systematic ways. In order to study the efficiency of the proposed methods, we performed computational experiments by mainly using artificially generated BNs. The results suggest that the proposed methods can be applied to medium-size BNs. Though ILP is applied to all three methods, it is not directly applicable to control of attractors. In order to reveal the reason, we show that control of attractors is Σ p 2 -hard, which may suggest that control of attractors is computationally harder than the other two problems and ILP.
It is to be noted that Chen et al., and Kobayashi and Hiraishi recently proposed ILP-based methods for control of probabilistic Boolean networks (PBNs) [6] , [22] , [23] , where PBN is a probabilistic extension of BN. There are some similarities between our proposed method and their methods. However, a preliminary conference version of this paper [3] appeared earlier than their papers [6] , [22] , [23] , and they did not treat attractor detection or control of attractors. It should also be noted that this version was considerably enhanced from [3] : additional heuristic is introduced to improve the efficiency for the case of K = 3, more detailed computational experiments are performed, and a proof of Theorem 1 is given.
Problems
In this section, we briefly review BN [19] and then define three problems: ATTRACTOR DETECTION [32] , BN CONTROL [2] , and ATTRACTOR CONTROL [15] .
Boolean Network
A Boolean network G(V, F) consists of a set V = {v 1 , . . . , v n } of nodes and a list 
, which is called a Gene Activity Profile (GAP) at time t. We also write v i (t + 1) = f i (v(t)) to denote the regulation rule for v i and v(t + 1) = f(v(t)) to denote the regulation rule for the whole BN.
We define the set of edges E by Fig. 1 , 100 is a singleton attractor, and {110, 001} is a cyclic attractor of period 2.
In this paper, the attractor detection problem is defined as a problem of finding an attractors for a given BN. However, it is very difficult to find attractors with long periods. Thus, we consider detection of attractors with period at most some given threshold p max . This problem is defined as below, where we focus on the case of p max = 1 (i.e., the singleton attractor detection problem) in this paper.
Definition 1: [ATTRACTOR DETECTION]
Instance: a BN and the maximum period p max , Problem: find an attractor with period at most p max . If there does not exist such an attractor, "None" should be the output.
Control of Boolean Networks
Akutsu et al. introduced a control problem for BNs (BN CONTROL) [2] , inspired from the control problem for probabilistic Boolean networks [9] . In BN CONTROL, it is assumed that there exist two types of nodes: internal nodes and external nodes, where internal nodes correspond to usual nodes (i.e., genes) in a BN and external nodes correspond to control nodes. Let V = {v 1 , . . . , v n , v n+1 , . . . , v n+m } be a set of nodes, where v 1 , . . . , v n are internal nodes and v n+1 , . . . , v n+m are external nodes. For convenience, we use u i to denote an external node v n+i . Then, states of internal nodes (
, where each v i k is either an internal node or an external node. Here, we let v(t) = [v 1 (t), . . . , v n (t)] and u(t) = [u 1 (t), . . . , u m (t)]. We can describe the state transition rule of a BN by v(t + 1) = f(v(t), u(t)), where u(t)s are determined externally. Then, BN CONTROL is defined as follows (see also such a sequence, "None" should be the output.
Control of Attractors
Hayashida et al. [15] proposed a control problem on attractors in BN. In their definition, external nodes and internal nodes are assumed to be given in advance. However, it might be better to assume that it is not determined in advance which nodes are external nodes. The reason is that recent developments of iPS cells (induced pluripotent stem cells) were achieved by enforcing activation of some genes [30] . Based on this idea, we will define an attractor control problem.
Since m control nodes are selected among the original n nodes, we need to modify the definition of singleton attractors. Suppose that v i 1 , . . . , v i m are selected as control nodes and Boolean values of b i 1 , . . . , b i m are assigned to these nodes. Then, v is called a singleton attractor (in ATTRACTOR CONTROL) if the following conditions (denoted by COND1) are satisfied:
In addition, we need a score function g from {0, 1} n to the set of real numbers for evaluating how appropriate each attractor state is. Though there is no established score function, we assume for simplicity that g is given as a linear combination of 0-1 values of internal nodes:
where α i are real constants. Giving a large value to α i means that the gene corresponding to v i should be expressed in a desired state. If node v i is selected as a control node, w i is 1. Otherwise, w i is 0. This means that the scores of selected control nodes are not taken into account for g (v) . Since singleton attractors need not be uniquely determined, we need to maximize the minimum score of singleton attractors, considering the worst case. However, as mentioned later, it is not easy to maximize the minimum score. Thus, by introducing a threshold Θ of the minimum score, we define the problem of control of attractors (ATTRACTOR CONTROL) as follows.
Definition 3: [ATTRACTOR CONTROL]
Instance: a BN, a score function g, the number of control nodes m, and a threshold Θ, Problem: find m nodes and a 0-1 assignment to these control nodes for which the minimum score of singleton attractors is no less than Θ. If there do not exist such nodes, "None" should be the output.
Assume that a BN in Fig. 1 is given as an instance of ATTRACTOR CONTROL along with α 1 = 2, α 2 = 1, α 3 = 1, and m = 1. If we assign 1 to v 1 , there exist two singleton attractors 100 and 111. Since the scores of 100 and 111 are 0 and 2 respectively, the minimum score is 0. If we assign 1 to v 3 , there exists one singleton attractor 011 with score 1. If we assign 0 to v 2 , there exists one singleton attractor 100 with score 2. With considering the other three cases, we can see that the last case (i.e., assigning 0 to v 2 ) gives the solution for this instance.
Integer Programming-Based Methods
In this section, we present integer programming-based methods for ATTRACTOR DETECTION, BN CONTROL, and ATTRACTOR CONTROL. Integer programming, especially, integer linear programming (ILP) is to maximize (or minimize) a linear objective function under linear constraints (i.e., linear equalities and linear inequalities) and the condition that specified variables must take integer values. Since ILP has been widely used for solving various types of NP-hard problems [18] and all the problems in this paper are NP-hard, it is reasonable to try to apply ILP to solving these problems. In the following, each variable takes either 0 or 1 and we identify integer values with Boolean values. Moreover, we use x i or similar variables to denote a 0-1 variable corresponding to v i .
ILP for ATTRACTOR DETECTION
In order to give ILP formalization for ATTRACTOR DE-TECTION, we need several definitions, many of which are also used in BN CONTROL and ATTRACTOR CONTROL.
We note that any Boolean function with k inputs can be represented as
If
where the first constraint forces 
Finally, for each x i , we add constraints
These constraints ensure that x i = f i (x i 1 , . . . , x i k ) holds for every x i , which means that any obtained feasible solution corresponds to a singleton attractor.
Here, we show a simple example. Suppose that x 3 is determined by
can be represented as
Then, this Boolean formula is transformed into the following inequalities
The correctness of the transformation is easily seen from this example. By putting together all the constraints, the singleton attractor detection problem can be transformed into the following ILP.
It is to be noted that we do not need an objective function since ATTRACTOR DETECTION is not an optimization problem but a decision problem. Since some objective function is required in order to use ILP, we simply used 'maximize x 1 '. It is possible to extend the above mentioned method for detection of a cyclic attractor with period at most p max . However, for that purpose, we need to introduce much more variables x i,t , x i,t,b i 1 ...b i k for t = 0, . . . , p max − 1, as in ILP for BN CONTROL. 
It is to be noted that as in ATTRACTOR DETECTION, we do not need an objective function and thus 'maximize . . . ' is used as a dummy function. However, it might be more useful in some cases if we define BN CONTROL as an optimization problem by introducing some score for GAP at the target time step. In such a case, we simply remove constraints of x i,M = v M i and instead use an appropriate objective function though it must be a linear combination of variables.
ILP for ATTRACTOR CONTROL
In ATTRACTOR CONTROL, differently from the above formulations, we need to consider the following two possibilities for each variable v i :
• v i is selected as a control node (i.e., v i corresponds to an external node), • v i is not selected as a control node (i.e., v i becomes an internal node).
In order to choose one from these two possibilities, we introduce additional variables and constraints. Let x i be given
This function can be represented
In this representation, w i = 1 corresponds to the case that x i is selected as a control node, to which z i gives 0-1 assignment.
In ATTRACTOR CONTROL, we need to maximize the score for non-control nodes. That is, we need to maximize In the original definition of ATTRACTOR CONTROL, the objective is to maximize the minimum score of singleton attractors. However, since it is quite difficult to directly give an ILP formation for the problem, we begin with an ILP formation for finding a singleton attractor with the maximum score by selecting and controlling m nodes.
By combining the above mentioned inequalities with the ILP formalization for ATTRACTOR DETECTION, we have the following ILP formalization for finding a singleton attractor with the maximum score.
In order to solve the original version of ATTRACTOR CONTROL, we repeatedly use this ILP formulation (denoted by ILP-A). Suppose that V = (v i 1 , . . . , v i m ) are selected as control nodes with 0-1 values B = (b i 1 , . . . , b i m ) . Then, we find the attractor of the minimum score under these control nodes (i.e., under COND1). This can also be formalized as ILP by modifying the above mentioned ILP formalization as follows. Let I = {i 1 , . . . , i m }. We replace the objective function by "Minimize i I α i x i " and the constraints using u i by
for all i I.
We denote the resulting ILP by ILP-B.
In order to avoid examining the previously examined (V , B ), we need to modify ILP-A. This can also be accomplished by introducing some linear inequalities stating that the solution must be different from the previously obtained solutions (given as sets of explicit node-value pairs). Let
n ) be the jth control previously found, where we let x
Then, for each j, we add the following linear constraint:
where δ(x, y) is the delta function (i.e., δ(x, y) = 1 if and only if x = y). This inequality means that the following must hold for at least one i: In the following, ILP-A' denotes this modified version. Using the following procedure, we can solve ATTRACTOR CONTROL.
1. Repeat steps 2-3. 2. Find (V , B ) which maximizes the score of a singleton attractor using ILP-A' under the condition that (V , B ) is different from any of previously examined nodes/values pairs. If the maximum score is less than Θ, output "None" and halt. 3. Compute the minimum score of singleton attractors for (V , B ) using ILP-B. If the minimum score is no less than Θ, output (V , B ) and halt.
Though this procedure may repeat exponentially many times in the worst case, it is expected that this procedure does not repeat so many times because the expected number of singleton attractors (per (V , B )) is small regardless of n and thus it is expected in many cases that the maximum score matches with the minimum score [15] .
Computational Experiments
In order to evaluate the efficiency of the proposed integer programming-based methods, we performed computational experiments by mainly using randomly generated BNs. In order to generate random BNs, for each node, we randomly selected a specified number of input nodes and randomly assigned Boolean functions. All of computational experiments were done on a PC with a Xeon 5470 3.33 GHz CPU and 10 GB RAM running under the LINUX (version 2.6.16) operating system. We used ILOG CPLEX (version 11.2, http://www.ilog.com/products/cplex/) for solving integer linear programs. For each problem, we examined the cases of maximum indegree 2 and 3 (i.e., K = 2 and K = 3).
Improvement Using More Direct Encoding
Though we presented a general encoding scheme for ILP in Sect. 3, we can use a more direct encoding scheme for the case of maximum indegree 2, which is useful for reducing CPU time. In the following, we present this scheme for AT-TRACTOR DETECTION, where we present rules for positive literals only for AND, OR and XOR because modifications for other cases are straight-forward.
Though it might be possible to use this kind of encoding scheme for K ≥ 3, it would be quite complicated. Instead, we can add the following rules for
, where this technique can be extended for K > 3.
In addition to the above modifications, there is some minor implementation issue. For the case of K = 3, we cannot represent 1/K exactly. Thus, we replaced 
Results on ATTRACTOR DETECTION
We applied the proposed method for ATTRACTOR DE-TECTION to randomly generated BNs. In Table 1 , the average CPU time (per BN) is shown against 20 randomly generated BNs with K = 2 and K = 3, respectively. For the case of K = 2, we examined the improved method (described in Sect. 4.1). For the case of K = 3, we examined the original method (described in Sect. 3.1) and the improved method.
For BNs with K = 2, we examined cases of n = 2000, 4000, 6000, 8000 and 10000. The result is shown in Table 1 .
For the original method for BNs with K = 3, we examined cases of n = 30, 60, 90, 120 and 150 with varying the ratio of indegree 3 nodes (note that K is the maximum indegree). For the improved method for BNs with K = 3, we examined cases of n = 30, 60, 90, 120, 150 and 180 also with varying the ratio of indegree 3 nodes. The results are shown in Table 2 and Table 3 .
From Table 1 , it is seen that ATTRACTOR DETEC-TION is solved very quickly for the case of K = 2. It also seems that CPU time increases near linearly with the size of BNs. This result is a bit surprising because ATTRACTOR DETECTION is known to be NP-hard even for the case of K = 2 [31] . One of the reasons might be that 6 among 16 possible Boolean functions of K = 2 are constant or unary functions and thus the values of many nodes are determined quickly. Another possible reason is that randomly generated BNs for K = 2 may not have large connected components or may have small connectivities and thus detection of a singleton attractor may be easy. It is seen from Tables 2 and 3 that the ratio of indegree 3 nodes significantly affects the computation time. For the cases of low ratios of indegree 3 nodes, it is difficult to see the tendency of increase of CPU time with the number of nodes. However, we can observe from the case of 100% ratio of indegree 3 nodes that CPU time increases exponentially with the number of nodes. We can also see that our proposed method works very well for BNs with K = 3 if the ratio of indegree 3 nodes is not high. It is also seen from Tables 2 and 3 that the improved method is much faster than the original method. For example, in the case of (100%, n = 150), the improved method took only 47.223 sec. whereas the original method took 262.473 sec.
The tendency that attractor detection for K = 2 is much easier than that for K = 3 is also observed by Devloo et al. [11] and by de Jong and Page [10] though there are some differences between our model and their models. It is also to be noted that our method is much faster than their methods in the case of K = 2 and is comparable to the method by Devloo et al. in the case of K = 3, but is slower than the method by Jong and Page in the case of K = 3.
Results on BN CONTROL
For BN CONTROL, we randomly generated BNs with external control nodes, initial global states, and control sequences, from which we computed the target desired states. Then, we generated ILP instances from these BNs and these initial and desired states (without giving control sequences). As a result, we could obtain the desired control sequences for all cases. For BNs of K = 2, we examined the cases of (n, m, M) = (100, 10, 10), (500, 50, 50), (1000, 100, 100), and (1500, 150, 150), where n, m, M are the numbers of internal nodes, external nodes, and the target time step, respectively. For BNs of K = 3, we examined the cases of (n, m, M) = (30, 3, 3) , (60, 6, 6), (90, 9, 9), (120, 12, 12), (150, 15, 15) and (180, 18, 18) , with varying the ratio of indegree 3 nodes. For both of K = 2 and K = 3, we employed the improved encoding schemes, and we only examined the cases of m = M.
For each case, the average CPU time (per BN) over 20 trials is shown in Tables 4 and 5 , respectively. It is seen from Table 4 that the proposed method is fast for BNs of K = 2. It is also seen from Table 5 that the proposed method is fast if the ratio of indegree 3 nodes is not large. The reason of this big difference might be the same as that for ATTRACTOR DETECTION.
Results on ATTRACTOR CONTROL
For ATTRACTOR CONTROL, we also examined the cases of K = 2 and K = 3. In Table 6 , the following information is shown against 10 randomly generated BNs with K = 2 and K = 3:
• time: average CPU time (seconds) per BN, • #pos/#rep: the number of trials (i.e., BNs) for which the desired attractors were found, and the average number of repetitions per each of such trials (recall that we need to solve ILP instances repeatedly for ATTRAC-TOR CONTROL), • #neg/#rep: the number of trials (i.e., BNs) for which it was found that there did not exist the desired attractors, and the average number of repetitions per each of such trials, where we set α i = 1 for all i ∈ {1, . . . , n} and Θ = 0.65n, and we set the maximum number of repetitions to be 20. It is to be noted that in some cases (i.e., 10 − #pos − #neg cases), the procedure could not decide within 20 repetitions whether or not there existed the desired attractors. The reason why Θ = 0.65n was selected is that there almost always existed the desired attractors if Θ 0.65n and there seldom existed the desired attractors if Θ 0.65n in our preliminary computational experiments.
It is seen from Table 6 that the proposed method is at least useful for BNs of K = 2 with up to 2000 nodes and for BNs of K = 3 with up to 140 nodes. It is also seen that the numbers of repetitions required to decide the existence of the desired attractors are usually small though these numbers are large (more than 20) in some cases. The reason why CPU time for (120, 12) is smaller than that for (100, 10) in K = 3 is that the former case required less number of repetitions.
In addition to artificially generated BNs, we applied the proposed method for ATTRACTOR CONTROL to a 10-gene WNT5A network (see Fig. 3 ) [20] , which is closely related to metastatic melanoma. Since only topology of the network is given in [20] , we assigned a random Boolean function to each node, where each node has 3 inputs and each Boolean function has exactly 3 relevant inputs. We generated 10 BNs in this way and took the average CPU time, #pos/#rep, #neg/#rep, where we let α i = 1 for all i, n = 10, m = 2 and Θ = 0.6. The result was: 0.080 (sec), #pos/#rep = 8/2.13, #neg/#rep = 2/3.5. This result suggests that the proposed method might work in reasonable CPU time for real (but not large) networks though further studies (in particular, assignment of biologically adequate Boolean functions) should be done in order to evaluate the usefulness of the method from a biological viewpoint.
Complexity of ATTRACTOR CONTROL
In the above, we did not give a direct transformation from ATTRACTOR CONTROL to ILP. Here, we show that it is not plausible to give such a direct transformation.
(Proof) Let ψ(x, y) be a 3-DNF (disjunction of conjunctions each of which consisting of 3 literals) over variables x = (x 1 , . . . , x n 1 ) and y = (y 1 , . . . , y n 2 ). Then, it is known that deciding whether or not (∃x)(∀y)ψ(x, y) is true is Σ p 2 -complete [29] . We show a polynomial time reduction from this problem to ATTRACTOR CONTROL.
From a given ψ(x, y), we construct a BN as follows (see also Fig. 4) . Let m 1 be the number of terms in ψ(x, y). Then, we let V = {v 1 , v 2 , . . . , v n 1 +n 2 +m 1 +1 }. For i = 1, . . . , n 1 , v i corresponds to x i . For i = 1, . . . , n 2 , v n 1 +i corresponds to y i . For i = 1, . . . , m 1 , v n 1 +n 2 +i corresponds to the ith term of ψ(x, y), where the ith term is represented as l i 1 ∧ l i 2 ∧ l i 3 .
Then, we assign the following functions to V:
Finally, we let m = n 1 , α n 1 +n 2 +m 1 +1 = 1, α i = 0 for i < Fig. 4 Reduction from (∃x)(∀y)((x 1 ∧y 1 ∧y 2 )∨(x 2 ∧y 1 ∧y 2 )∨(x 1 ∧x 2 ∧y 2 )) to ATTRACTOR CONTROL. In this figure, x 1 , x 2 , y 1 and y 2 are identified with v 1 , v 2 , v 3 and v 4 , respectively. Usual and T-shape arrows denote positive and negative controls, respectively. In this case, ATTRACTOR CONTROL has a solution by selecting x 1 and x 2 as control nodes with assigning (x 1 , x 2 ) = (1, 0).
Then, we can see that ATTRACTOR CONTROL has a solution iff (∃x)(∀y)ψ(x, y) is true. First, suppose that (∃x)(∀y)ψ(x, y) is true for an assignment of x = (b 1 , . . . , b n 1 ). Then, it is straight-forward to see that ATTRACTOR CON-TROL has a solution by an assignment of (v 1 , . . . , v n 1 ) = (b 1 , . . . , b n 1 ).
Next, suppose that ATTRACTOR CONTROL has a solution. Then, we can see that v 1 , . . . , v n 1 must be selected as control nodes since v i (t + 1) = v i (t) are assigned to these nodes. Furthermore, for any assignment on v n 1 +1 , . . . , v n 2 , the states of v n 1 +n 2 +1 , . . . , v n 1 +n 2 +m 1 +1 satisfying the condition of a singleton attractor are uniquely determined. Since g(v) is determined only by the value of v n 1 +n 2 +m 1 +1 and g(v) ≥ 1 must hold, v n 1 +n 2 +m 1 +1 takes 1 (in a singleton attractor) for each assignment on v n 1 +1 , . . . , v n 2 . Therefore, (∃x)(∀y)ψ(x, y) is true.
Since the reduction can obviously be done in polynomial time, we have the theorem.
It is to be noted that the theorem holds for BNs with bounded indegree 3 by encoding the large OR node (i.e., v n 1 +n 2 +m+1 ) using a binary tree.
Since ILP belongs to NP and it is widely believed that Σ p 2 is not equal to NP [13] , it is not plausible that there exists a polynomial time reduction from ATTRACTOR CON-TROL to ILP. It is worthy to note that both detection of a singleton attractor and control of BN are trivially in NP (assuming that M is polynomial of n and m). Therefore, this result also suggests that control of attractors is computationally harder than the other two problems.
The technique introduced here was applied later to show Σ p 2 -hardness of control of PBNs [6] .
Discussions and Conclusions
In this paper, we have presented integer programming-based methods that solve attractor detection, control, and attractor control problems for BNs in a unified manner. Since these problems are NP-hard, it is reasonable to use integer programming. The results of computational experiments suggest that the proposed methods are useful for solving moderate size instances of these problems. Though the proposed methods might not be the fastest, they are simple and easy to implement and have room for various kinds of extensions and modifications. For example, one might want to limit the number of nodes whose values are 1 to be less than some constant. Such a constraint can be easily posed by adding a linear constraint, whereas it seems very difficult to give such a constraint using SAT formula.
The proposed methods are not fast for BNs of K = 3. Furthermore, the number of variables increases exponentially against K. Therefore, our method cannot be applied to BNs with large indegree. However, the results on attractor detection suggest that the methods might still be useful if the ratio of nodes of indegree more than 2 is not large. It is also suggested that CPU time for the case of K ≥ 3 might be significantly improved if we employ other encoding schemes. Furthermore, it might be possible to develop much more efficient encoding schemes if we can restrict the types of Boolean functions used. Therefore, development of such encoding schemes is left as future work.
For attractor control, we could not transform an original instance to a single ILP instance, and instead employed a procedure which iteratively generates and solves ILP instances. The reason why we could not find a transformation method is that the attractor control problem is Σ p 2 -hard, whereas it is known that decision problem versions of ILP, attractor detection, and control of BN are in NP. It is to be noted that Σ p 2 -hardness of the attractor control problem suggests that this problem is not in NP (under the assumption of P NP). This result also suggests that attractor control is computationally harder than attractor detection and control of BN.
In attractor detection and control of BN problems, the proposed ILP-based methods output just one solution. However, it is possible to modify the methods for enumerating all solutions by iteratively executing ILP with putting a constraint that a new solution must be different from previous solutions.
Such an approach may provide another way to cope with Σ p 2 -hardness of the attractor control problem. As discussed in Sect. 3.3, attractor control can be directly transformed into ILP if we only need to maximize the score of one singleton attractor, and the number of singleton attractors may be small in many real networks. By combining these facts, we modify the objective of attractor control from optimization of the minimum score to maximization of the k-th largest score of singleton attractors. Then, it seems possible to obtain direct transformation to ILP by making h copies of ILP formulation in Sect. 3.3 (with keeping the same control nodes to these h copies), putting constraints that the resulting h singleton attractors must be different and the scores s 1 , . . . , s h must satisfy s 1 ≥ s 2 ≥ · · · ≥ s h , and letting the objective to maximize s h . If the number of singleton attractors is at least h when appropriately selecting m nodes as control nodes, the resulting ILP outputs an optimal solution under this modified definition. Otherwise, ILP fails to output a solution, and then we should examine lower values of h. Although this method might not work efficiently in practice because of the size of the resulting ILP, it might be worthy to explore this approach.
Recently, Liu et al. studied the controllability of complex networks [25] , in terms of structural controllability, which is based on linear control theory but can be determined only from network structure. By making use of a relationship between structural controllability and maximum matching, they analytically showed that dense and homogeneous networks can be controlled using a few control nodes whereas sparse inhomogeneous networks, which appear in many real networks, require many control nodes. Since maximum matching can be computed in polynomial time, they could also analyze the structural controllability of many real networks. Although the purpose of our study is similar to theirs, the models are very different. BN is a non-linear discrete model whereas they considered linear systems. Furthermore, it seems very difficult for BNs to obtain a good characterization of the structural controllability because it is known that control problem is NP-hard [2] , which motivated us to develop the proposed ILP-based method. However, there is a possibility that real networks have some useful structural properties that make control easy. Therefore, studies to discover such properties should be done.
We have employed BNs as a model of genetic networks. Though BNs are useful to model certain types of real genetic networks [5] , [24] , they might be too simple to model other types of genetic networks. On the other hand, real values or non 0-1 integer values can be handled in ILP. Therefore, it might be possible to extend BNs so that certain kinds of real values and/or non 0-1 integer values can be handled. In particular, by introducing real valued variables, it might be possible to cope with some uncertainty as suggested in [6] , [22] , [23] , where uncertainty or stochasticity plays an important role in some biological systems. Such extensions of BNs along with efficient ILP formalizations might be useful and should be studied further.
