Abstract-Active learning (AL) on attributed graphs has received increasing attention with the prevalence of graphstructured data. Although AL has been widely studied for alleviating label sparsity issues with the conventional independent and identically distributed (i.i.d.) data, how to make it effective over attributed graphs remains an open research question. Existing AL algorithms on graphs attempt to reuse the classic AL query strategies designed for i.i.d. data. However, they suffer from two major limitations. First, different AL query strategies calculated in distinct scoring spaces are often naively combined to determine which nodes to be labeled. Second, the AL query engine and the learning of the classifier are treated as two separating processes, resulting in unsatisfactory performance. In this paper, we propose a SEmi-supervised Adversarial active Learning (SEAL) framework on attributed graphs, which fully leverages the representation power of deep neural networks and devises a novel AL query strategy in an adversarial way. Our framework learns two adversarial components; a graph embedding network that encodes both the unlabeled and labeled nodes into a latent space, expecting to trick the discriminator to regard all nodes as already labeled, and a semi-supervised discriminator network that distinguishes the unlabeled from the existing labeled nodes in the latent space. The divergence score, generated by the discriminator in a unified latent space, serves as the informativeness measure to actively select the most informative node to be labeled by an oracle. The two adversarial components form a closed loop to mutually and simultaneously reinforce each other towards enhancing the active learning performance. Extensive experiments on four real-world networks validate the effectiveness of the SEAL framework with superior performance improvements to state-of-the-art baselines.
I. INTRODUCTION

R
ECENT years have witnessed an enormous growth of content-rich network data, in forms of social networks, citation networks, financial networks, etc., generated from various domains. To enable effective knowledge discovery, graphs have become a powerful tool to represent network data, where nodes denote instances (e.g., users or documents) that are often characterized by rich content features, and edges denote relationships or interactions between nodes (e.g., friendship or citation relationships). Node classification is one of the most important tasks in analyzing such contentrich networks, which aims to predict the labels of unlabeled nodes given a partially labeled network. Classic methods like the Iterative Classification Algorithm (ICA), and recently proposed network embedding based methods and graph neural networks [1] have been demonstrated to be effective in classifying many real-world networks. These algorithms rely on a sufficient number of labeled nodes provided to ensure desirable classification accuracy. Very often, however, acquiring a large quantity of node labels requires expert efforts, and is very costly and time-consuming, which significantly limits the true success of these algorithms [2] , [3] .
In response, active learning (AL) has been proposed to alleviate the label sparsity issue in classifying sparsely labeled networks. It aims at maximizing the learning ability of classification models with the least labeling costs. An AL framework typically consists of two primary components: a query engine which selects an instance from the unlabeled data pool to query its label and an oracle which provides a label to the queried instance. In the last decade, different AL algorithms have been proposed, which measure the informativeness of instances with certain criteria, and selectively label instances that most potentially lead to model performance improvements. For example, Lewis et al. [4] chose to label the instances for which the classifier predicts with the least confidence, and Roy et al. [5] proposed to label the instances which are most likely to bring the model error reduction on the unlabeled pool. These active instance selection strategies allow to construct a more accurate model with fewer labels. However, when AL meets graph-structured data, these classic AL strategies that are effective for i.i.d. data, such as query-by-committee or uncertainty sampling, fail to achieve satisfactory results because of their inability to exploit topological structure of graphs in an effective manner. Accordingly, a series of graphaware AL strategies have been proposed [6] , [7] , [8] . These methods directly minimize the expected generalization error or variance of the classifiers and often incur high computational costs. Furthermore, they are designed solely based on graph structure, and thus lack the ability to exert the already labeled nodes and rich node features that indeed provide leverage to node classification. By contrast, ICA based algorithms [9] leverage label dependency among neighboring nodes to choose the most informative nodes that can best improve the classifier built on the original node feature space, and thus have limited classification performance.
Recently, graph neural networks (GNNs) have achieved remarkable success by exploiting the power of deep learning in dealing with graph-structured data. Compared with traditional methods like ICA [10] or Deep Walk based embedding methods [11] , GNN offers its notable advantages through representation learning in terms of capturing graph structure and aggregating neighboring information. Thus, GNN and its variants have achieved state-of-the-art results on both node and graph classification tasks. Yet, research on how to leverage GNN to empower active learning on graphs is largely unexplored. AGE [12] and ANRMAB [13] are two AL algorithms that attempt to integrate graph convolutional networks (GCNs) with three AL query strategies, namely graph centrality, information density, and information entropy. While the former uses a linear combination of these strategies, the latter utilizes a multi-armed bandit (MAB) mechanism to dynamically adjust the weights on the respective strategies according to the MAB reward. However, the two algorithms share common weaknesses. First, they use a naive combination of three AL criteria as the informativeness measure. However, the AL criteria combined still operate separately on different scoring spaces, failing to capture interaction and inter-relatedness between different factors. Second, they use the output of a GCN in a post-processing way to determine the AL query strategy. This means that the AL query engine and the learning of graph embedding still work as two separating pieces; although the newly labeled node can improve the learning of GCN, the capacity of the query engine remains unchanged, leading to unsatisfactory performance improvements.
In this paper, we propose a novel SEmi-supervised Adversarial active Learning (SEAL) framework that seamlessly integrates active learning with deep neural networks to select the most informative nodes to be labeled on attributed graphs. The proposed framework explicitly asserts the informativeness of unlabeled nodes with regard to the existing labeled data. Based on the idea of adversarial learning, we define an informativeness measure based on the intuition that the unlabeled nodes differing the most with the labeled data carry the most auxiliary information on what the classifier desires the most. Our framework comprises two adversarial components, a graph embedding network and a semisupervised discriminator network, which form a closed loop to actively collaborate with each other. The graph embedding network is trained to encode graph structure together with node features into a latent, low-dimensional representation space, where both the labeled and unlabeled nodes are embedded into a same latent space, expecting to fool the discriminator to regard all nodes are already labeled. The discriminator learns how to differentiate the unlabeled from the existing labeled nodes. Instead of using a binary discriminator, we design a semi-supervised discriminator with multiple outputs. The outputs, on the one hand receiving supervision from the existing labels, serve as class predictions, and on the other hand, produce a unified informativeness score in a common latent space. This score measures the divergence between unlabeled nodes and the existing labeled nodes. The unlabeled node with the highest score is thus selected to be labeled. At the same time, the loss of the discriminator is backpropagated to the graph embedding network. As such, the two adversarial components mutually reinforce each other in an iterative way to boost the AL performance.
The main contribution of this paper is threefold: 1) We propose a novel adversarial AL framework that seamlessly incorporates active learning into graph neural networks. Unlike previous methods that simply combine AL strategies residing at different scoring spaces, SEAL generates a unified informativeness score in a common latent space to enable instance selection, rendering the most desirable performance gains. 2) To the best of our knowledge, we are the first to propose the use of a Semi-supervised Adversarial Learning (SAL) structure with multiple outputs for AL on attributed graphs. This offers an advantage that the graph embedding network and the discriminator can collaborate with each other to mutually strengthen their performance. 3) We validate the effectiveness of our SEAL framework through extensive experiments and ablation studies on four real-world, demonstrating its superior performance to state-of-the-art baselines. The rest of this paper is organized as follows. Section II reviews the related literature. The problem statement and preliminaries are given in Section III. We present our proposed framework in Section IV, and report experimental results in Section V. Finally, we conclude the paper in Section VI.
II. RELATED WORK
In this section, we review related work from two main branches of research studies, namely classic active learning strategies and active learning on graphs.
A. Classic Active Learning Strategies
Active learning is a machine learning framework that aims to reduce the labeling cost when learning a prediction model by selecting the most informative instances to label. In the past decade, a variety of AL algorithms have been proposed to optimize the training performance given a fixed labelling budget. These algorithms differ mostly in the query strategy that they use to specify the informativeness criterion when selecting the best instances to label. Depending on what query strategies are used, classic AL strategies can be grouped into six categories [23] , [24] : uncertainty sampling [4] , [14] , query-by-committee (QBC) [15] , [16] , expected model change (EMC) [17] , expected error reduction (EER) [5] , [18] , expected variance reduction (EVR) [19] , [20] , and densityweighted methods (DWM) [21] , [22] . The core ideas and detailed comparisons of these algorithms are summarized in Table I . In general, these classic AL strategies can be instrumented with different classification algorithms. Among others, expected error/variance reduction strategies tend to render the better empirical results because they iterate over the entire unlabeled pool to directly optimize model performance. However, they suffer from high computational overhead.
Although these methods have good performance on i.i.d. data, they are not sufficiently effective for graph-structured data, where data dependency needs to be incorporated into the AL process.
B. Active Learning on Graphs
In recent years, active learning on graphs has attracted significant attention to alleviate the label sparsity issues on query the instances whose labels are predicted with the least confidence based on the current labeled set simple and fast prone to selecting noisy or unrepresentative instances Query-by-Committee (QBC) [15] [16] query the instances with which multiple classifiers most disagree
Expected
Model Change (EMC) [17] query the instances which would result in the most change to the current model parameters in the gradient of objective function directly optimize the model performance only applicable to gradient-based training methods, and incur huge computational cost when the feature or label space are large Expected Error Reduction (EER) [5] [18] query the instances which most likely reduce the largest generalization error on the unlabeled pool minimize generalization errors by considering the entire input space, eliminating the disturbance of outliers high computational complexity Expected Variance Reduction (EVR) [19] [20] query the instances which minimize model variance Density-Weighted Methods (DWM) [21] [22] query the instances that are representative of the underlying distribution of training data able to avoid selecting noisy instances Not informative enough, and often combined with other strategies graphs. Early research has focused on using graph-based metrics (e.g., centrality, impact, etc.) to calculate the AL query scores when selecting the nodes to label [25] . Some other attempts have been made to directly optimize an objective function over graphs, where graph structure is utilized to train a classifier, such as graph cut-based method [26] , [27] , Gaussian Field and Harmonic Function (GFHF) based method [6] , Learning with Local and Global Consistency (LLGC) based methods [7] , Label Propagation (LP) based methods [28] . These methods aim to minimize the expected generalization error or variance of the classifier built using graph structure. However, they often suffer from high computational complexity and are difficult to scale up. To improve efficiency, Zhao et al. [29] proposes to narrow the search space by sampling structurally important nodes in advance, and Zhu et al. [30] uses uncertainty and graph centrality to prune the candidate set. However, this line of research has assessed the informativeness of unlabeled nodes using only graph structure, and rich node features have not been fully explored to best inform the design of AL query strategies.
Another line of research formulates AL query strategies by integrating node features with the graph structure information [9] [31][32] [33] . Most methods combine graph structure with node-specific features to train a classifier in an iterative manner and then use various AL query strategies for instance selection. ALFNET [9] adopts clustering techniques to form an initial labeled set. At each iteration, ALFNET aggregates neighboring labels with original node features to train three classifiers and computes a local disagreement score for each node. The scores are then aggregated for each cluster and the clusters with the highest scores are chosen, from which a set of nodes are selected to label. These methods, however, have primarily focused on improving the classifiers built in the original feature space, thus leading to suboptimal prediction accuracy compared with classifiers built in latent feature spaces by deep models that are discussed subsequently.
Only recently, researchers have proposed to exploit deep learning to empower AL on graphs. In virtue of great representation power of GNN, AGE [12] and ANRMAB [13] propose to incorporate a GCN into traditional AL strategies, which achieves a significant improvement compared with the previous methods. Both methods combine three traditional query strategies, graph centrality, information density, and uncertainty sampling. AGE uses a naive linear combination of the three strategies, while ANRMAB further adopts a multiarmed bandit mechanism to adjust the weights of different strategies. The two hybrid methods have two common limitations. First, different AL strategies work in separate scoring spaces when assessing the informativeness of unlabeled nodes, which overlooks the interaction and inter-relatedness between different strategies. Second, the output of GCN is used as a post-processing way, where prediction probabilities and latent node representations are used to calculate the entropybased uncertainty, and clustering-based density, respectively. However, the AL query engine and the learning of graph embedding still work as two separate and independent processes, resulting in limited AL performance gains. To fill the gap, our work is proposed to fully integrate the learning of graph embedding with a novel AL query strategy via a semisupervised discriminator. The learning of graph embedding and discriminator function as two adversarial components, which collaborate with each other to mutually strengthen their performance towards better AL performance.
III. PROBLEM STATEMENT AND PRELIMINARIES
This section gives a formal problem definition and reviews the preliminaries of graph convolutional network and adversarial learning.
A. Problem Statement
This work focuses on pool-based active learning problems on graphs. Given an undirected graph G = {V, E} with its adjacent matrix A ∈ R N ×N and node feature F ∈ R N ×M , where V denotes a set of nodes, and E = {e ij = (x i , x j )|x i , x j ∈ V} is a set of edges between nodes. N and M denote the number of nodes and the dimension of node features, respectively.
Given an initial set of labeled nodes x L ∈ L with the corresponding label set Y ∈ R l×K , where l denotes the number of labeled nodes and K denotes the number of classes, an active learning problem aims to design a good query strategy Q(x i ; Θ) parameterized with Θ, which labels the most informative unlabeled nodes to learn a classifier for classifying the unlabeled nodes x U ∈ U with maximum accuracy. Formally, this can be expressed as follows:
where x * represents the most informative node selected to query its label.
B. Preliminaries on GCN
The SEAL framework leverages GNN's representation power to empower AL on graphs. It is generic in nature and can be directly applied on any other graph embedding algorithms. In this work, we adopt graph convolutional network (GCN) [1] , as an example graph embedding algorithm, for semi-supervised node classification in our AL framework.
Traditional graph-based semi-supervised learning assumes that the connected nodes are likely to share the same label and as such enforces a graph-based regularization in the loss function. In contrast, GCN directly encodes the graph structure using a multi-layer neural network model.
The layer-wise propagation rule of GCN is defined as:
where A = A + I N is the adjacent matrix with added selfconnections. I N is the identity matrix and
is the representation of l-th layer, and when l is 0, H
is the input feature matrix F N ×M . W (l) is the layer-specific trainable weight matrix in l-th layer. ReLU (·) is used as the activation function σ(·) for all the layers except the output layer. The output layer adopts a softmax function, which is applied row-wise and defined as sof tmax(x i ) = 1 Λ e xi with Λ = i e xi , to obtain the final predicting probability distribution. Thus, a two-layer GCN is given by:
Finally, the supervised loss function is defined as the crossentropy error over all labeled nodes as Eq. (4):
where |L| is the number of labeled nodes, and K is the number of classes.
C. Adversarial Learning
Generative Adversarial Networks (GANs) [34] have emerged as a powerful framework for learning deep representations of arbitrarily complex data distributions via an adversarial process. A regular GAN sets up an adversarial platform for a generator g θ (·) and a discriminator d φ (·), where the g θ (·) intends to produce samples as close to the real data as possible, while the d φ (·) tries to tell apart samples either being from the real data (x ∼ P data (x)) or from the generator (z ∼ P g (z)) as accurately as possible. This adversarial process is formulated as a min-max game with the following loss function:
The conventional GAN framework finally converges at the state where g θ (·) recovering the training data perfectly and d φ (·) predicts 0.5 everywhere. Inspired by the idea of adversarial learning in GAN, our SEAL framework is developed to be a GAN-like architecture for maximizing the classification capability of the discriminator.
IV. THE SEAL FRAMEWORK
This section presents the overview of the SEAL framework, followed by detailed description of the main components.
A. Framework Overview
Our active learning objective is to select the most informative nodes to be labeled so as to robustly improve the node classification performance with the minimal labeling cost. To this end, we incorporate the adversarial learning method into active learning through integrating one graph embedding network G(·) with a discriminator network D(·). In this architecture, G(·) and D(·) comprise two adversarial components, of which G(·) embeds both the labeled and unlabeled nodes into a common latent space with the uniform distribution to maximally confuse the discriminator, whereas the discriminator intends to distinguish the unlabeled from labeled data as much as possible. A strong discriminator D(·) is iteratively reinforced through this competitive process, which provides a unified quantitative criterion for measuring the divergence of the unlabeled nodes with respect to the existing labeled data. This criterion ideally enables to select the most informative unlabeled node to be labeled by an oracle.
Our SEAL framework comprises three main components, namely a graph embedding network G(·), a pool tuning (PT), and a discriminator network D(·). As illustrated in Fig. 1 , its workflow operates as follows:
1) Taking graph G as input, the graph embedding network G(·) encodes both the labeled and unlabeled nodes into low-dimensional, latent node representations, H L and H U , respectively, with the aim to characterize their class attributes and fool the discriminator D(·), simultaneously. 2) The latent node representations and their prediction probabilities are then passed to pool tuning (PT). PT picks a portion of nodes with high prediction certainty from the unlabeled pool U and moves them to the labeled pool L. The two tuned pools are named pseudo labeled (plabeled) pool L + , and pseudo unlabeled (p-unlabeled) pool U − , respectively. Correspondingly, their latent representations are denoted as H L + and H U − .
3) The discriminator network D(·) takes H L + and H U − as input and maps them into a latent space to generate multiple outputs. These outputs not only produce the probabilities of nodes belonging to K classes, but also generate a scoring function to quantify the informativeness of unlabeled nodes with respect to the existing Figure 1 . The SEAL Framework is composed of three main components: a graph embedding network, a pool tuning (PT), and a semi-supervised discriminator network. The graph embedding network encodes both labeled and unlabeled nodes into low-dimensional, latent node representations H L and H U , respectively, and tricks the discriminator to regard all nodes with latent representations as already labeled. PT tunes the labeled and unlabeled pool L and U to generate p-labeled pool L + and p-unlabeled pool U − , according to the uncertainty of prediction. The semi-supervised discriminator learns to distinguish the unlabeled from labeled nodes and generates an informative score in a common latent space, which enables the selection of the most informative node from p-unlabeled pool U − to be labeled by an oracle.
labeled data. The unlabeled node with the highest score from the p-unlabeled pool U − is selected to be labeled. After that, the original labeled pool L and unlabeled pool U are updated and re-input to G(·).
Using this adversarial learning approach, the graph embedding network and the discriminator network form a closed loop to collaborate and reinforce each other. With the help of existing labeled data, the graph embedding network endeavors to embed all graph nodes with original features into a latent embedding space with better discrimination power, while the discriminator tries to select the most informative unlabeled nodes to enrich the labeled pool by taking full advantage of the learned representations from the graph embedding network.
In the following subsections, we present each of these components in detail.
B. Graph Embedding Network
Our graph embedding network G(·) encodes all nodes into a low-dimensional, latent embedding space with better representation and discrimination power for learning an AL classifier. For this purpose, we use a specifically modified GCN as the classifier and the representation learner in the SEAL framework. On the one hand, G(·) takes the same responsibility as GCN to learn the latent feature representations of both labeled and unlabeled nodes by using both graph structure and node attributes. The latent node representations are used to learn a classifier for prediction in a latent space. Thus, the cross-entropy loss as Eq. (4) is incorporated into our loss function for predicting the labels of graph nodes.
On the other hand, G(·) is expected to provide guidance for the downstream discriminator to improve its capability of measuring the divergence of unlabeled nodes with regard to the existing labeled nodes. Inspired by the adversarial idea of GAN, the loss derived from distinguishing the labeled and unlabeled nodes by the discriminator D(·), is backpropagated to G(·) to subsequently reinforce the generalization and discrimination capability of the discriminator. In this way, G(·) intends to fool the discriminator D(·) to believe all nodes are from the labeled pool, while the discriminator tries to learn how to differentiate the unlabeled from the existing labeled nodes. Concretely, instead of having the discriminator D(·) output a score "1" for both labeled and unlabeled nodes as the cross-entropy loss does, we employ feature matching method to rectify their feature distributions, which was empirically proved to be more effective in situations where traditional cross-entropy based supervised methods are volatile [35] . This method is aimed at minimizing the mean discrepancy of feature distributions between p-labeled and p-unlabeled data obtained from the intermediate layer of the discriminator, so that the p-unlabeled data can match the statistics of p-labeled data. We assume that G (m) and D (n) represent the hidden representation of the m-layer of graph embedding network and n-layer of the discriminator, respectively.
Finally, the loss function of our graph embedding network 6 is formulated as:
where the first term measures the mean feature discrepancies of nodes in the p-labeled pool L + and the p-unlabeled pool U − , backpropagated from the discriminator, and the second term is the cross-entropy loss that is calculated using the existing labeled data as Eq. (4).
By minimizing this loss function, G(·) tries to not only minimize the classification loss of predicting the labels of nodes, but also to force the distribution x ∼ P X U − to approximate the distribution of x ∼ P X L + , which actually acts as an adversarial role to assist in learning a stronger discriminator. Therefore, G(·) and D(·) form a GAN-like framework, where G(·) embeds both the labeled and unlabeled nodes into a common latent space with the uniform distribution to fool the discriminator D(·), while the discriminator D(·) intends to distinguish the unlabeled nodes from the labeled pool as accurately as possible. By appropriately parameterizing and optimizing G(·) and D(·), we can iteratively strengthen the discriminator with high generalization and discrimination capability.
C. Pool Tuning
Our objective is to select unlabeled nodes that can provide auxiliary information that has not been captured by the classifier from the labeled data yet. After several epoches of training, it can be assumed that the information of labeled data has been sufficiently acquired by GCN. As for the unlabeled data, many unlabeled nodes, especially those for which the current classifier can predict with high certainty, carry similar information that the current classifier has already captured, due to local dependencies between neighboring nodes. Thus, we tune the distribution of the labeled and unlabeled data according to the uncertainty predicted by the current classifier.
According to the GCN's estimated probability distribution, we re-annotate a portion of unlabeled nodes with high predicting confidence as the pseudo labeled data, and exclude them from the unlabeled pool. The tuned labeled and unlabeled pool are denoted as L + and U − , respectively. We use a threshold δ, whose value will be empirically determined, to decide which unlabeled nodes should be moved to the labeled pool. Specifically, for any node whose predicting probability on any class exceeds the threshold δ, it would be re-annotated and put into the labeled pool L + , using Eq. (7) and Eq. (8) .
whereŷ denotes the most probable class that x i belongs to. L + and U − are then fed to our discriminator that decides the most informative node to be selected from U − .
D. Semi-supervised Adversarial Learning
Following pool tuning, we design a discriminator network D(·) that approximates a divergence measure to gauge the discrepancy between the p-unlabeled and p-labeled data distribution. In other words, the discriminator tries to tell apart p-labeled nodes from p-unlabeled nodes by minimizing an appropriate loss function.
Instead of using a simple cross-entropy based binary discriminator, we design a semi-supervised discriminator D(·) that outputs K + 1 probabilities, where K probabilities correspond to probabilities of the node belonging to the K specific classes, and one probability corresponds to the probability of the node be from the unlabeled pool [35] . It has the advantage of being able to distinguish the p-unlabeled from p-labeled nodes, but also being capable to predict the probabilities of nodes belonging to specific classes. Generally speaking, the appropriately trained discriminator could lie its decision boundary between data manifolds of different classes, which would in turn improves the generalization performance of the discriminator [36] . Thus, in our AL problem, this objective naturally achieves a good trade-off between the exploitation that finds the most informative nodes to improve the prediction task, and the exploration in the latent feature space.
For a K-class problem, we assume that D(·) takes G (m) (x) as input and outputs (K + 1)-dimensional logits l 1 (x), l 2 (x), · · · , l K+1 (x). These logits, by applying a softmax function, are then turned into class probabilities P (y = j | x)(j ∈ 1, 2, .., K + 1) , of which P (y = K + 1 | x) represents the probability of x being unlabeled. Thus, the loss function of this discriminator can be formulated as follows:
where J sup and J unsup denote the supervised loss and the unsupervised loss, respectively. The two components are balanced by a hyper-parameter α. J sup is calculated with only the original labeled data L using cross entropy, while J unsup is calculated using both p-labeled node L + and punlabeled nodes U − via the adversarial training method. D(G (m) (x)) represents the likelihood of node x being plabeled. The optimal solution for minimizing J sup and J unsup is to have e lj (x) = c(x)p(y = j, x), ∀j < K + 1 and e l K+1 (x) = c(x)p(y = K + 1, x) for some undetermined scaling function c(x). In other words, that means a perfect solution for minimizing J unsup is also perfect for minimizing J sup . Thus, in the sense of Sutskever et al. [37] , the consistence of J sup and J unsup could guarantee that the optimization of J unsup could also help improve the supervised performance. As such, we expect to better estimate the optimal solution by minimizing these two loss functions jointly.
Furthermore, because (K + 1)-output classification tends to have the over-parameterized problem, we adopt the following strategy: Given that subtracting a term f (x) would not change the softmax distribution, we fix the last output logit l K+1 (x) as zero by operating Eq. (13):
Therefore J sup is recast into a standard supervised loss function with K classes. The probability of nodes being labeled is thus given by:
E. Active Scoring
For active learning, we define an informativeness measure based on the divergence between the p-labeled nodes and punlabeled nodes. Intuitively, the more divergent an unlabeled node is from the existing labeled data, the more likely it would contribute useful information to the current classifier. As described in Section IV-D, the output of the discriminator can provide a divergence measure. Thus, we devise an active scoring function as
Intuitively, the higher the score is, the more informative the p-unlabeled node is with respect to the existing labeled data. Consequently, we select node x * from the p-unlabeled pool U − such that div(x * , X L + ) is maximized and query its label.
F. Model Training and Complexity Analysis
The model training of SEAL is given in Algorithm 1. In the main training loop, we iteratively train the graph embedding network G(·) and the discriminator D(·) (lines 3-7) and then proceed with the instance selection process (lines 8-11). The major computational cost of Algorithm 1 lies in training G(·) and D(·). The computational complexity of a two-layer GCN is linear with the number of edges |E|, i.e., O(|E|HK|F |), where |F | denotes the dimension of node features, H denotes number of hidden layer units, and K denotes number of classes. The computational complexity of the threelayer discriminator is linear with the number of nodes, i.e., O(N KH 1 H 2 |F |), where |F | denotes the dimension of the input node representations, H 1 , H 2 denote the number of the two hidden layer units, respectively. Therefore, in the training process, the overall computational complexity of SEAL is O(|E|HK|F | + N KH 1 H 2 |F |), which is linear with number of edges |E| and number of nodes N .
G. Discussion: Differences from GAN
Although our SEAL framework is designed as a GAN-like architecture, its training objective is essentially different from a regular GAN. As mentioned in III-C, a regular GAN is generally aimed at obtaining a perfect generator, and it finally converges at the state where the generator exactly recovers the training data distribution while predicting probability of the discriminator equals to 0.5 everywhere. In contrast, our objective is to obtain a strong discriminator that can measure the
Algorithm 1: SEAL Model Training
Input: Graph G(V, E), node sets L, U , labeling budget B, total training epoches n T , pre-training epoches before selecting process n p , training epoches for G(·) and D(·) n G and n D Output: a set of selected nodes L t 1 Initialize the parameter of G(·) and D(·) network; 2 for t = 0; t < n T ; t = t + 1 do
Update G(·) by descending gradients of Eq.(6);
5
Tune and generate the candidate pools L + t and U − t based on Eq. (7) and Eq. (8);
Update D(·) by descending gradients of Eq.(9); 8 if t > n p and |L t | − |L| < B then 9 Calculate scores for nodes in U − t using Eq. (15);
Update pools:
12 return a set of selected nodes L t ; divergence between the labeled and unlabeled data distribution with high confidence to enable active instance selection. If the G(·) achieves the exact match between the distribution of x ∼ P X U − and x ∼ P X L + , for any optimal solution S to the supervised loss J sup , there exists an optimal solution S * to the semi-supervised (K + 1)-class objective J D such that S and S * share the same generalization error. Therefore, under the semi-supervised setting in SEAL, a perfect G(·) that can exactly matches the two distribution of x ∼ P X L + and x ∼ P X U − would not be able to improve the generalization capability of the discriminator over the supervised setting. Consequently, a weaker G(·) would be necessary to guarantee a stronger discriminator. Thus, it is required to appropriately optimize Eq.(6) and Eq.(9) using an alternating optimization switching between updates to the G(·) and D(·). While this optimization is not guaranteed to converge, empirically it provides us a strong discriminator if the G(·) and D(·) are well balanced. This is consistent with the findings in [38] .
V. EXPERIMENTAL ANALYSIS
In order to demonstrate the effectiveness of our SEAL framework, a series of experiments are conducted on node classification tasks. These experiments are designed at a transductive setting, where given the initial labeled nodes and a certain labeling budget, unlabeled nodes are selected for labeling in an iterative way to train a classifier whose performance is tested from different perspectives.
A. Datasets
In our experiments, we use four benchmark citation networks ( Citeseer 1 , Cora 1 , Pubmed 1 [39] , DBLP 2 [40] ). In these networks, each node represents a document with a certain label and each edge represents the citation links between two documents. We treat these networks as undirected and unweighted graphs, and each node is characterized by a sparse bag-ofwords feature vector according to word occurrence. DBLP is a subgraph of the DBLP bibliographic network, including research papers with regard to Database, Data Mining, Artificial Intelligence and Computer Vision. Cora, Citeseer and DBLP are used to evaluate the classification-related performance, and Pubmed is used to test the computational complexity. Details of the four datasets are summarized in Table II . At the beginning of the training process, only |L init | labels are accessible, and as active learning algorithms proceed, the maximum accessible labels can reach at |L max |. In our implementation, for each dataset, we start with 4 labeled nodes per class |L init | = 4 × K, as the initial state, and the labeling budget B = 20 × K − |L init |, where K denotes the number of classes. 
B. Experimental Set-up
Our experiments closely follow the settings as in [1] , [12] . For each dataset, we randomly choose 1000 nodes for testing, 500 nodes for validation. To quantify the performance difference induced only by different AL query strategies, instead of randomly sampling 500 nodes as the validation set for each run of experiments, we generate 10 different validation sets by randomly sampling from the non-testing unlabeled pool and repeat experiments for 10 times on each validation set. This setting is designed to ensure that the same selecting pool is used when running different AL query strategies. Finally, the average of 10 (validation sets) ×10 (initial labeled sets) times of experimental results are reported.
We utilize a two-layer GCN network, and its hidden layer has 16 units. ReLU and L2 regularization (5 × 10 −4 ) are applied for the first layer only. It is optimized using Adam, where the learning rate is set as 0.005 for instance selection period, and 0.01 for the subsequent node prediction period. The discriminator is a three-layer fully-connected neural network with (128, 128, K) units, respectively, and each layer is followed by Leaky ReLU activation. It is also optimized using Adam, where the learning rate is 0.01, and the dropout rate is 0.5 that is also shared by G(·). G(·) and D(·) are alternately optimized by 5 and 10 epoches, respectively, i.e. n G = 5 and n D = 10 in Algorithm 1. Before the AL query process starts, the whole network is pre-trained for 300 epoches, i.e. n p = 300 in Algorithm 1, to ensure that G(·) has adequate representation learning capacity and D(·) has adequate discrimination ability.
C. Baselines
We compare our SEAL framework against several stateof-the-art baselines, including AGE [12] , ANRMAB [13] , ALFNET [9] , and GCN-Random. We also conduct ablation studies by comparing with two variants of SEAL: SEAL-sal and SEAL-pt. They are used to assess the importance of the SAL and PT components in the SEAL framework. AGE [12] and ANRMAB [13] : They are two state-of-the-art methods that combine GCN with classic AL strategies, using a linear combination of three AL query strategies (graph centrality, information density, and uncertainty sampling). ANRMAB improves AGE through dynamically adjusting the weights of different strategies based on the MAB reward. They differ from our SEAL in terms of different AL query strategies designed. As such, they are used to evaluate the effectiveness of our unified AL query strategy in the SEAL framework. ALFNET [9] : It is a traditional AL strategy that uses ICA and QBC ensemble to make instance selection. This method is used to evaluate the advantages of GNN-based AL methods over traditional graph-based AL methods. In our settings, we adapt it as a transductive semi-supervised version and allow it to select only one instance at each iteration for fair comparison. GCN-Random: It uses GCN as the classifier but randomly chooses one node from the unlabeled pool to query its label. SEAL-sal: This method is one variant of SEAL that just employs a cross-entropy based binary p-labeled/p-unlabeled discriminator. This is equivalent to setting α as 0 in Eq. (9), while other parameters remain the same as with SEAL. SEAL-pt: This method differs from SEAL in that it removes the operation of PT, and the generated nodes representations are directly sent to D(·). This is equivalent to setting δ to 1 in Eq. (7) and (8) . Other parameters remain the same with SEAL.
D. Overall Performance Comparison
We use Micro-F1 and Macro-F1 scores as the evaluation criteria to validate classification performance in our experiments. Table III compares the performance of different algorithms on Citeseer, Cora, and DBLP. For SEAL, we set parameters α and δ to 0.6 for this experiment. Overall, as can be seen, our SEAL framework exhibits evident advantages over other baselines by designing a new AL query strategy on a unified scoring space. In terms of Micro-F1 score, SEAL improves upon the second best performer, ANRMAB, by a margin of 1.3%, 1.2% and 2.4%, respectively, on the three datasets. Similar results can also be seen on the Macro-F1 score results. This is in accordance with our expectation that the discriminator allows to further exploit the GNN-produced representations in a new latent space, where interactions and dependencies among these latent representations can be better captured to support instance selection. This leads to superior classification performance to weighted combination methods like AGE and ANRMAB.
From the ablation studies, we can see that, PT offers an improvement of 0.7% and 3.6% with respect to Macro-F1 on Cora and DBLP; Meanwhile, SAL leads to more than 1.4% of Micro-F1 improvement on all of the three datasets. This confirms the important contribution of pool tuning and semi-supervised adversarial learning to selecting the most informative nodes.
E. Performance Comparison on Different Labeling Budgets
Figures 2-4 compare classification performance of different algorithms with respect to different labeling budgets on Citeseer, Cora, and DBLP. We can see that, although all algorithms tend to have an overall upward trend as the number of labeled nodes increases, SEAL offers the steepest improvement slopes with remarkable gains over other baselines. Taking Figure 2(a) as an example, SEAL reaches 72.0% of classification accuracy with only 66 labeled nodes, while ANRMAB reaches the similar accuracy until obtaining 120 labeled nodes. This indicates that our proposed algorithm can achieve similar classification accuracy with much fewer nodes labeled, which further proves the effectiveness of our AL strategy.
F. Effectiveness Study on the SAL
As Eq.(9) describes, the supervised part J sup in the loss function J D is introduced to measure the similarity between punlabeled nodes U − and the p-labeled nodes L + , and the discriminator is also aware of the distinction of different classes. Figure 5 shows the change of the classification performance as the coefficient of the supervised part α varies. Taking DBLP in Figure. 5(c) as an example, when α is zero, it degrades into an unsupervised loss function and the discriminator loses the capability of discriminating different classes, in which case only 76.2% of predictions made are correct. As α increases, the classification accuracy has a remarkable ascending slope, which reaches nearly 80.2% when α=0.6. After that, the accuracy slightly fluctuates in a small range. However, when α exceeds 1.4, the Micro-F1 score starts to rapidly decline and stays at a low level. Hence, we can conclude that the performance improvements implicitly prove that the added supervised mechanism largely contributes to alleviating the bias problem during the adversarial training process, thus resulting in better classification accuracy.
G. Effectiveness Study on PT
Now we investigate the effectiveness of pool tuning on the performance of our proposed algorithm. Figure 6 shows the changes of Micro-F1 scores when using varying thresholds for re-annotation on Citeseer, Cora, and DBLP. As we can see Figure 6 (c), when P T is not used (i.e., δ = 1.0), SEAL achieves a Micro-F1 score of 78.2%. While, as δ decreases, this value increases and goes up to around 80.2% when δ is equal to 0.5. When δ continues to decrease, the Micro-F1 score starts to descend rapidly. As also shown in the figures, the vertical line at each point indicates the standard variance of the Micro-F1 scores over 100 repeating tests for each threshold. The longer the vertical line is, the larger the standard variance is. From the figures we can see that appropriately applying the re-annotation for labeled data allows our algorithm to be more stable. Therefore, we can conclude that the re-annotation operation in PT enables our algorithm to be more resistant to the overfitting problem and keep stabilized performance.
H. Training Time Comparison
To analyze the computational cost, we also conduct experiments to compare the wall-clock training time (in seconds) of three GCN-based AL methods, SEAL, AGE, and ANRMAB. All algorithms are implemented in tensorflow at a Linux system with Inter(R) Xeon CPU E5-2690 @3.4GHz*8 and 32G memory. We compare their training time on the Pubmed dataset, where the number of nodes increases from 1000 to 19000 with an increment of 2000. We record the total training time for selecting 48 unlabeled nodes for labeling, and the results are shown in Figure 7 . As we can see, ANRMAB and AGE takes almost the same amount of training time that is less than SEAL at the very beginning, when the size of network is small. However, as network size increases, the training time of ANRMAB/AGE rapidly grows at a non-linear rate to be multiple times of that of SEAL. This is mainly because the frequent sorting operation in ANRMAB/AGE incurs a computational burden of O(N 2 ), while SEAL maintains a linear growth rate with respect to number of nodes N . This indicates that SEAL's computational overhead for instance selection is acceptable and it does not result in exaggerating computational burden on large graphs.
VI. CONCLUSION
In this paper, we addressed an active learning problem on attributed graphs which requires to take both graph structure and node attributes into account. We argued that, the existing AL frameworks suffer from two major limitations. First, a naive weighted combination of different AL strategies is often used as the informativenss measure to select the nodes to label. Second, the learning of graph embedding and the AL query engine function as separate and independent processes, leading to limited AL performance gains. To tackle the two limitations, we proposed a novel semi-supervised adversarial active learning (SEAL) framework that fully exploit the representation power of deep neural networks and devises a novel AL query strategy in an adversarial manner. Our proposed framework comprises two adversarial components; a graph embedding network is trained to embed both the labeled and unlabeled nodes into a common latent space, and to trick the discriminator to believe all nodes are from the labeled pool, while a discriminator network learns how to tell them apart using a semi-supervised structure with multiple outputs. The divergence score, produced by the discriminator, serves as the informativeness measure to select the most useful node to be labeled by the oracle. The two adversarial components form a closed loop to mutually and simultaneously reinforce each other towards enhancing the active learning performance. Coordinating with the framework, a pool tuning method is applied, before the discriminator network is learned, to adjust the data distributions of the labeled and unlabeled nodes, based on the uncertainty of prediction. Extensive experiments and ablation studies proved that the proposed framework renders remarkable performance improvements compared with stateof-the-art AL methods on four real-world datasets.
