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1Abstract
We propose a Uzawa block relaxation domain decomposition method for a two-body
contact problem with Tresca friction. We introduce auxiliary interface unknowns to
transform the variational problem into a saddle-point problem. Applying a Uzawa block
relaxation algorithm to the corresponding augmented Lagrangian functional we obtain a
domain decomposition algorithm in which we have to solve two uncoupled linear elasticity
subproblems in each iteration. The auxiliary unknowns are computed explicitly using
Kuhn-Tucker conditions and Fenchel duality theory. Numerical experiments show the
scalability of the domain decomposition algorithm on matching or nonmatching meshes
for two- or three-dimensional contact problems.
Keywords: Two-body contact, augmented Lagrangian, Kuhn-Tucker conditions, Fenchel
duality, domain decomposition
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1 Introduction
Various domain decomposition methods, for contact problems, have been proposed by
many authors in order to speed up the solution. Dostal et al. [7] have proposed an
augmented Lagrangian/domain decomposition method. The scalability of the method
has been studied by Scho¨berl [28], Dureisseix and Farhat [9], Dosta´l and Hora´k [6]. The
methods presented in [9, 7, 6, 28] are based on the FETI domain decomposition method
[11] and designed on the discrete level. Kosior et al. [23] have proposed a domain
decomposition method based on boundary element techniques. Bayada et al. have
proposed Neumann-Neumann [2] and a Neumann-Dirichlet [1] domain decomposition
algorithms. Koko [20] has proposed a domain decomposition method based on the
decomposition of the set of admissible displacements introduced by the nonpenetration
condition. Note that the domain decomposition proposed in [1, 2, 20] are designed on
the continuous problem.
We propose in this paper an augmented Lagrangian based domain decomposition
method for the two-body contact problem with Tresca friction, designed on the contin-
uous level. Auxiliary unknowns are introduced to separate the subdomains representing
the linear elastic bodies, leading to a constrained (convex) minimization formulation.
Applying a Uzawa block relaxation method to the corresponding augmented Lagrangian
functional yields a domain decomposition method in which we have to solve two un-
coupled linear elasticity subproblems in every iteration. The auxiliary unknowns are
computed explicitly using Kuhn-Tucker and Fenchel duality. The domain decomposition
presented in this article is an operator-splitting type method [12, 13]. We refer to [5] for
block relaxation method in convex minimization and to [26] (and references therein) for
Lagrange multiplier based domain decomposition methods. The Tresca friction problem
is a commonly chosen approach towards the solution of the Coulomb frictional contact
problem through fixed-point procedures (see e.g. [8, 15, 24]).
The paper is organized as follows. In Section 2 we state the two-body contact problem
with Tresca friction. The Uzawa block relaxation domain decomposition algorithm is
described in Section 3 followed by the convergence results in Section 4. In Section 5 we
report numerical experiments carried out with the new algorithm.
2 Problem statement
We consider two elastic bodies each of them occupying a bounded domain Ωα in Rd,
d ≥ 2 and α = 1, 2. We denote by Γα the boundary of Ωα, assumed to be ”sufficiently”
smooth. We assume that Γα = ΓαD ∪ Γ
α
N ∪ Γ
α
c where {Γ
α
D,Γ
α
N ,Γ
α
c } is a partition of Γ
α
with mes(ΓαD) > 0 and mes(Γ
α
c ) > 0. On Γ
α
D a displacement is prescribed while on Γ
α
N a
surface traction is prescribed. Γαc is a part of Γ
α where both bodies may come in contact
in the deformed configuration.
2 PROBLEM STATEMENT 3
2.1 Equilibrium equations
Let uα be the displacement fields of the body Ωα (uα(x) ∈ Rd). We set u = (u1,u2)
the displacement field of the two-body system. Hooke’s law is assumed for each elastic
body, i.e. the stress tensor σα(vα) ∈ (L2(Ωi))
d×d relies on the strain tensor
ǫ(vα) =
1
2
(∇vα + (∇vα)t) ∈ (L2(Ωi))
d×d
through the linear equation
σα(vα) = 2µαǫ(v
α) + λαtr(ǫ(v
α))Id
where λα ≥ 0 and µα ≥ 0 denote the Lame´ constants and Id the d× d identity matrix.
The equilibrium equations are
−div σi(uα) = fα in Ωα, (2.1)
σi(uα) · nα = gα on ΓαN , (2.2)
uα = 0 on ΓαD, (2.3)
where nα stands for the unit outward normal to Ωα.
2.2 Contact and friction conditions
For a complete formulation it remains to introduce the set of admissible displacement
fields and the friction conditions. Let us denote by a subscript H horizontal components
and coordinates, e.g.
xH = (x1, x2), u
α
H = (u
α
1 , u
α
2 ), etc.
for x = (x1, x2, x3) and u
α = (uα1 , u
α
2 , u
α
3 ). Following [19], we assume that Γ
1
c lies above
Γ2c in the reference (undeformed) configuration, and that the contact surfaces are defined
parametrically by
x3 = ψ
1(xH), (xH , x3) ∈ Γ
1
c ,
x3 = ψ
2(xH), (xH , x3) ∈ Γ
2
c .
The function ψα are assumed to be smooth. Let x1H be the coordinate label of a particle
on the contact surface Γ1c and x
2
H the unique particle in Γ
2
c which is the closest to
x1H in the (current) deformed configuration. Then a displacement field u = (u
1,u2) is
kinematically admissible if
x1H + u
1
H(x
1
H , ψ
1(x1H)) = x
2
H + u
2
H(x
2
H , ψ
2(x2H)), (2.4)
ψ1(x1H) + u
1
3(x
1
H , ψ
1(x1H)) ≥ ψ
2(x2H) + u
2
3(x
2
H , ψ
2(x2H)). (2.5)
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To simplify the presentation, we sometimes write uα(xαH) instead of u
α(xαH , ψ
α(xαH)).
Assuming infinitesimal deformations we have
u2H(x
2
H) = u
2
H(x
2
H , ψ
2(x2H)) = u
2
H(x
1
H + x
2
H − x
1
H , ψ
1(x1H) + ψ
2(x2H)− ψ
1(x1H))
≈ u2H(x
1
H , ψ
1(x1H)) (2.6)
by neglecting first order derivative terms, and
ψ2(x2H) ≈ ψ
2(x1H)+∇ψ
2(x1H) · (x
2
H −x
1
H) = ψ
2(x1H) +∇ψ
2(x1H) · (u
1
H(x
1
H)−u
2
H(x
1
H))
(2.7)
using (2.4). Plugging (2.6) and (2.7) into (2.5), we get
∇ψ2(x1H) · (u
1
H − u
2
H)− (u
1
2(x
1
H)− u
2
2(x
1
H)) ≤ ψ
1(x1H)− ψ
2(x1H).
Setting
n = (∇ψ2(x1H),−1)
/ √
|∇ψ2(x1H)|
2 + 1,
g(x1H) = (ψ
1(x1H)− ψ
2(x1H))
/ √
|∇ψ2(x1H)|
2 + 1,
[un] = (u
1(x1H)− u
2(x1H)) · n,
we obtain the contact condition
[un]− g ≤ 0 on Γ
1
c and Γ
2
c . (2.8)
The vector n stands for the unit outward normal to the boundary Γ1c while g is the
normalized initial ”gap” between Ω1 and Ω2. [un] is the relative normal displacement
on the contact surface.
We can identify both surfaces Γαc by their projection Γc on the xH plane so that the
contact condition (2.8) can be replaced by
[un]− g ≤ 0 on Γc. (2.9)
We define the relative tangential displacement on the contact surface Γc by
[ut] = u
1
t − u
2
t = u
1 − u2 − [un]n = [u]− [un]n,
where [u] = (u1 − u2)|Γc . Let σn and σt denote normal and tangential stress on Γc
σn = (σ
1(u1)n) · n = −(σ2(u2)n) · n,
σt = σ
α(uα)n− σnn.
The contact (nonpenetration) conditions on Γc are
[un]− g ≤ 0, σn ≤ 0, ([un]− g)σn = 0, on Γc. (2.10)
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In addition with the nonpenetration conditions (2.10), the following Tresca friction con-
ditions are prescribed on Γc
s = νf |σn|, |σt| < s =⇒ [ut] = 0 on Γc, (2.11)
|σt| = s =⇒ ∃λ ≥ 0, [ut] = −λσt on Γc, (2.12)
where νf stands for the (positive) friction coefficient and s is considered as given.
2.3 Constrained minimization problem
Let us introduce Hilbert spaces of virtual displacements
V α =
{
v ∈ (H1(Ωα))d : v = 0 on ΓαD
}
, α = 1, 2,
and we set V = V 1 × V 2. For uα,vα ∈ V α, we define the bilinear form of virtual works
produced by the displacement uα by
aα(uα,vα) =
∫
Ωα
σα(uα)ǫ(vα)dx
and the linear form of virtual works due to volume forces and surface traction by
ℓα(vα) =
∫
Ωα
fαvα dx+
∫
Γα
N
gαvα dΓ. (2.13)
For each body, we define the total potential energy functional Jα by
Jα(vα) =
1
2
aα(vα,vα)− ℓα(vα), ∀vα ∈ V α
and we set
J(v) =
2∑
α=1
Jα(vα), v ∈ V, (2.14)
the total potential energy of the two-body system. Assuming that mes(ΓαD) > 0, the
functional J is convex, G-differentiable and coercive on V.
We now introduce the set of kinematically admissible displacement fields
K =
{
v = (v1,v2) ∈ V, [vn]− g ≤ 0 on Γc
}
and the friction functional
j(v) =
∫
Γc
s|v1t − v
2
t |dΓ =
∫
Γc
s|[vt]|dΓ,
where | · | denotes the Euclidean norm. The functional j is continuous and convex but
nondifferentiable.
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With the above preparations, the unilateral contact problem with Tresca friction can
be formulated as the constrained minimization problem
Find u ∈ K such that
J(u) + j(u) ≤ J(v) + j(v), ∀v ∈ K. (2.15)
With the assumption mes(ΓαD) > 0, the functional J + j is strictly convex and
coercive, then there exists a unique solution to (2.15).
3 Domain decomposition
In this section we present our domain decomposition method for solving (2.15). To
this end, we need to transform the convex minimization problem (2.15) into a suitable
saddle-point problem by introducing auxiliary interface unknowns.
3.1 Augmented Lagrangian formulation
Let us introduce auxiliary unknowns qc = (q
1
c , q
2
c ) and qf = (q
1
f , q
2
f ). Following Fortin
and Glowinski [12] or Glowinski and Le Tallec [13], we introduce the set
C =
{
qc = (q
1
c , q
2
c ) ∈ (L
2(Γc))
2, q1c − q
2
c − g ≤ 0 on Γc
}
and its characteristic functional IC : (L
2(Γc))
2 → R ∪ {+∞} defined by
IC(qc) =
{
0 if qc ∈ C
+∞ if qc 6∈ C
Setting
q = (qc,qf ), Hc = (L
2(Γc))
2, Hf = (L
2(Γc))
2(d−1) and H = Hc ×Hf ,
it is clear that (2.15) is equivalent to the following constrained minimization problem
Find (u,p) ∈ V×H such that
J(u) + j(pf ) + IC(pc) ≤ J(v) + j(qf ) + IC(qc) ∀(v,q) ∈ V ×H, (3.1)
uαn − p
α
c = 0 on Γc, α = 1, 2, (3.2)
uαt − p
α
f = 0 on Γc, α = 1, 2. (3.3)
To equations (3.1)-(3.3) we associate the augmented Lagrangian functional Lr defined
on V ×H ×H by
Lr(v,q;µ) = J(v) + j(qf ) + IC(qc) +
2∑
α=1
[
(µαc ,v
α
n − q
α
c )Γc + (µ
α
f ,v
α
t − q
α
f )Γc
]
+
r
2
2∑
α=1
(
‖ vαn − q
α
c ‖
2
0,Γc + ‖ v
α
t − q
α
f ‖
2
0,Γc
)
, (3.4)
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where r > 0 is the penalty parameter and µ = (µc,µf ). The corresponding saddle-point
problem is
Find ((u,p),λ) ∈ V×H ×H such that
Lr(u,p;µ) ≤ Lr(v,q;µ) ≤ Lr(v,q;λ), ∀((v,q),µ) ∈ V ×H ×H, (3.5)
where we have set λ = (λc,λf ).
3.2 Uzawa block relaxation method
A saddle-point of Lr can be determined by a standard Uzawa method for augmented
Lagrangian, see e.g. [3, 4]. The main difficulty with the standard Uzawa method is the
coupling of subdomains and unknowns u and p. By introducing auxiliary unknowns,
pc and pf , we have implicitly split the problem in a ”linear part” (subproblem in u)
and a ”nonlinear part” (subproblem in p). Furthermore, the displacement fields on
subdomains Ω1 and Ω2 are now linked only through the auxiliary unknowns. To take
advantage of these properties, a quite natural method consists of using a Uzawa block
relaxation method.
Uzawa block relaxation methods have been used in nonlinear mechanics for operator
splitting and domain decomposition methods [12, 13, 21]. Applying a Uzawa block
relaxation (UBR) method to the saddle-point problem (3.5), we obtain the following
algorithm.
Algorithm UBR
Initialization. p−1 = (p−1c ,p
−1
f ) and λ
0 = (λ0c ,λ
0
f ) are given.
Iteration k ≥ 0. Compute successively uk = (u1,k,u2,k), pk = (pkc ,p
k
f ) and λ
k+1 =
(λk+1c ,λ
k+1
f ) as follows.
• Find uk ∈ V such that
Lr(u
k,pk−1;λk) ≤ Lr(v,p
k−1;λk), ∀v ∈ V. (3.6)
• Find pk = (pkc ,p
k
f ) ∈ H such that
Lr(u
k,pk;λk) ≤ Lr(u
k,q;λk), ∀q ∈ H. (3.7)
• Update the Lagrange multipliers
λα,k+1c = λ
α,k
c + r(u
α,k
n − p
α,k
c ), α = 1, 2,
λα,k+1f = λ
α,k
f + r(u
α,k
t − p
α,k
f ), α = 1, 2.
We detail the above algorithm in the next subsections.
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3.3 Solution of subproblem (3.6)
Since the functional v 7→ Lr(v,p
k−1,λk) is convex and Gaˆteau-differentiable on V, the
solution of (3.6) can be characterized by the Euler-Lagrange equation
∂
∂v
Lr(u
k,pk−1c ,λ
k
c ) · v = 0, ∀v ∈ V.
A straightforward calculation yields
Find uα,k ∈ V α such that
aα(uα,k,vα) + r(uα,kn ,v
α
n)Γc + r(u
α,k
t ,v
α
t )Γc = ℓ
α(vα) + (rpα,k−1c − λ
α,k
c ,v
α
n)Γc
+ (rpα,k−1f − λ
α,k
f ,v
α
t )Γc ∀v
α ∈ V α, α = 1, 2. (3.8)
The main property of the Uzawa block relaxation now appears: the linear elasticity
problems on each subdomain are now uncoupled.
3.4 Solution of subproblem (3.7)
Note that in (3.7) subproblems in pc and pf are uncoupled. Consequently, we can
minimize the functional q = (qc,qf ) 7→ Lr(u
k,q,λk) separately in qc and qf .
3.4.1 Nonpenetration subproblem
Over the nonpenetration constraints set C the functional qc 7→ Lr(u
k,qc,λ
k) can be
simplified
Φc(qc) := Lr(u
k,qc,qf ,λ
k) =
2∑
α=1
[r
2
‖ qαc ‖
2
0,Γc −(λ
α,k
c + ru
α,k
n , p
α
c )Γc
]
+ β,
where β is a constant which does not count in the minimization. The functional Φc is
convex and coercive over the convex set C. The infimum pkc of the functional Φc must
satisfied the Kuhn-Tucker conditions
2∑
α=1
[
r(pα,kc , q
α
c )Γc − (λ
α,k
c + ru
α,k
n , q
α
c )Γc
]
+ (γk, q1c − q
2
c )Γc = 0, ∀(q
1
c , q
2
c ), (3.9)
(γk, p1,kc − p
2,k
c − g)Γc = 0, (3.10)
where γk ≥ 0 is referred as a Lagrange (Kuhn-Tucker) multiplier for the constraints set
C (see e.g. [17, 25]). From (3.9) we deduce that
pα,kc = u
α,k
n +
1
r
(
λα,kc + (−1)
αγk
)
, α = 1, 2. (3.11)
Substituting (3.11) into (3.10), we obtain(
γk,
1
r
(
[λk] + r[ukn]− 2γ
k
)
− g
)
Γc
= 0,
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where we have set [λkc ] = λ
1,k
c − λ
2,k
c . From (3.10) if γk > 0, we must have
1
r
(
[λkc ] + r[u
k
n]− 2γ
k
)
− g = 0
implying that
γk =
1
2
(
[λkc ] + r([u
k
n]− g)
)
.
Since γk ≥ 0, we set
γk =
1
2
(
[λkc ] + r([u
k
n]− g)
)+
:= max
{
0,
1
2
(
[λkc ] + r([u
k
n]− g)
)}
. (3.12)
Substituting (3.12) into (3.11), we deduce the auxiliary contact unknowns
pα,kc = u
α,k
n +
1
r
λα,kc +
(−1)α
2r
(
[λkc ] + r([u
k
n]− g)
)+
, α = 1, 2. (3.13)
We easily verify that
• if γk > 0, then p1,kc − p
2,k
c − g = 0;
• if γk = 0, then p1,kc − p
2,k
c − g ≤ 0.
3.4.2 Friction subproblem
We now compute the solution of the Tresca friction subproblem. The functional qf 7→
Lr(u
k,qf ,λ
k) can be rewritten as
Φf (qf ) :=
r
2
‖ qf ‖
2
0,Γc −(b
k,qf )Γc +
∫
Γc
s|q1f − q
2
f |dΓ + β,
where, for clarity, we have set
bα,k = λα,kf + ru
α,k
t , α = 1, 2, b
k = (b1,k, b2,k) (3.14)
and β a constant which does not count in the minimization. The friction subproblem is
therefore
Find pf ∈ Hf such that
Φf (pf ) ≤ Φf (qf ), ∀qf ∈ Hf . (3.15)
Let F : X = Hf → R and G : Y = (L
2(Γc))
d−1 → R be defined by
F(qf ) =
r
2
‖ qf ‖
2
0,Γc −(b
k,qf )Γc =
2∑
α=1
(r
2
‖ qαf ‖0,Γc +(b
α,k, qαf )Γc
)
, (3.16)
G(y) =
∫
Γc
s|y|dΓ. (3.17)
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The functionals F and G are convex and continuous. We introduce the bounded linear
operator Λ ∈ L(X,Y ) defined by
Λqf = q
1
f − q
2
f = [qf ]
so that,
G(Λqf ) =
∫
Γc
s|[qf ]|dΓ.
The minimization problem (3.15) becomes
(P ) inf
qf∈X
F(qf ) + G(Λqf ).
The Fenchel dual problem of (P ) is
(P ∗) sup
y∗∈Y ∗
−F(−Λ∗y∗)− G(y∗)
where Λ∗ ∈ L(Y ∗,X∗) is the adjoint of Λ and F∗ : X∗ = X → R ∪ {∞}, G∗ : Y ∗ =
Y → R∪{∞} denote the Fenchel convex conjugate functionals (see e.g. [10]) of F and G,
respectively. It is easy to see that F and G satisfy the conditions of the Fenchel duality
theorem [10, p. 59] and thus it follows that no duality gap occurs. Then the solutions
pf and y¯
∗ of (P ) and (P ∗) satisfy the extremality condition [10, p. 53]
−Λ∗y¯∗ ∈ ∂F(pf ) (3.18)
where ∂ denotes the subdifferential.
Let q∗f ∈ X
∗ be given. From the definition of the Fenchel convex conjugate we have
F∗(q∗f ) = sup
qf∈X
(q∗f ,qf )Γc −
r
2
‖ qf ‖
2
0,Γc +(b
k,qf )Γc
= sup
qf∈X
(q∗f + b
k,qf )Γc −
r
2
‖ qf ‖
2
0,Γc
=
1
2r
‖ q∗f + b
k ‖20,Γc=
1
2r
2∑
α=1
‖ qα,∗f + b
α,k ‖20,Γc . (3.19)
For y∗ ∈ Y ∗, the Fenchel convex conjugate functional of G is
G∗(y∗) = sup
y∈Y
(y∗, y)Γc −
∫
Γc
s|y|dΓ =
{
0 if |y∗| ≤ s,
+∞ if |y∗| ≥ s.
(3.20)
From (3.19), we have
F∗(−Λ∗y∗) = F∗(−y∗, y∗) =
1
2r
(
‖ b1,k − y∗ ‖20,Γc + ‖ b
2,k + y∗ ‖20,Γc
)
.
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Then the dual problem (P ∗) becomes
sup
y∗∈Y ∗
−F(−Λ∗y∗)− G(y∗) = sup
|y∗|≤s
−
1
2r
(
‖ b1,k − y∗ ‖20,Γc + ‖ b
2,k + y∗ ‖20,Γc
)
.
The unique solution of this problem is
y¯∗ =
{ 1
2 [b
k] if |[b]| ≤ 2s,
s [b
k]
|[bk]|
if |[b]| ≥ 2s.
(3.21)
To compute the primal solution pf from the dual solution y¯
∗ given by (3.21), we use
(3.19) and the extremality condition (3.18) (F∗ being a differentiable functional)
∇F(pf ) = −Λ
∗y¯∗ =
(
−y¯∗
y¯∗
)
A straightforward calculation yields, for α = 1, 2,
pα,kf =
1
2r
(b1,k + b2,k), if |[bk]| ≤ 2s, (3.22)
pα,kf =
1
r
bα,k +
(−1)α
r
s
[bk]
|[bk]|
, if |[bk]| ≥ 2s. (3.23)
Substituting (3.14) into (3.22)-(3.23), we obtain the solution of the Tresca friction sub-
problem
pα,kf =


1
2r
2∑
α=1
(
λα,kf + ru
α,k
t
)
if |[λkf ] + r[ut]| ≤ 2s,
u
α,k
t +
1
r
λα,kf +
(−1)αs
r
[λkf ] + r[u
k
t ]
|[λkf ] + r[u
k
t ]|
if |[λk] + r[ukt ]| ≥ 2s
, α = 1, 2.
3.5 Domain decomposition algorithm
With the results of the previous subsections, we can now present our Uzawa block
relaxation domain decomposition algorithm.
Algorithm UBR-DDM
Initialization. p−1 = (p−1c ,p
−1
f ) and λ
0 = (λ0c ,λ
0
f ) are given.
Iteration k ≥ 0. Compute successively uk, pk and λk+1 as follows
• Find uα,k ∈ V α such that
aα(uα,k,vα) + r(uα,kn ,v
α
n)Γc + r(u
α,k
t ,v
α
t )Γc = ℓ
α(vα) + (rpα,k−1c − λ
α,k
c ,v
α
n)Γc
+ (rpα,k−1f − λ
α,k
f ,v
α
t )Γc ∀v
α ∈ V α, α = 1, 2.
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• Compute the auxiliary interface unknowns (α = 1, 2)
pα,kc = u
α,k
n +
1
r
λα,kc +
(−1)α
2r
(
[λkc ] + r([u
k
n]− g)
)+
,
pα,kf =


1
2r
(
λ1,kf + λ
2,k
f + r(u
1,k
t + u
2,k
t )
)
if |[λk] + r[ut]| ≤ 2s,
u
α,k
t +
1
r
λα,kf +
(−1)αs
r
[λk] + r[ukt ]
|[λk] + r[ukt ]|
if |[λk] + r[ukt ]| ≥ 2s
.
• Update the Lagrange multipliers
λα,k+1c = λ
α,k
c + r(u
α,k
n − p
α,k
c ), α = 1, 2,
λα,k+1f = λ
α,k
f + r(u
α,k
t − p
α,k
f ), α = 1, 2.
We iterate until the relative error on uk, pkc and p
k
f becomes sufficiently small. The
parallelizability of the above algorithm is obvious since, in every iteration, we solve in
parallel two linear elasticity subproblems. Furthermore, the left-hand sides of the linear
elasticity subproblems do not change during the iterative process implying the saving of
computational cost due to matrix factorizations.
4 Convergence results
We first rewrite the constrained optimization problem (2.15) in a standard form. To this
end we set
G(v) = J(v), F (q) = IC(qc) + j(qf )
and we introduce the linear and continuous operator B, from V → L2(Γc) × L
2
T (Γc),
defined by
Bv =
(
[vn]− g
[vt]
)
,
where
L2T (Γc) =
{
v ∈ (L2(Γc))
d | vn = 0
}
.
We observe that (2.15) is equivalent to
Find u ∈ V such that
G(u) + F (Bu) ≤ G(v) + F (Bv), ∀v ∈ V.
The functional G is convex, proper and lower semi-continuous while F is strictly convex
and continuous. Furthermore, G is uniformly convex on the bounded sets of V. Al-
gorithm UBR-DDM is therefore equivalent to the operator-splitting standard algorithm
ALG2 described, e.g., in [13, ch. 3] or [12, ch. 3]. We have the following convergence
theorem, see e.g. [13, ch. 3, theorem 4.2].
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Theorem 4.1 (Convergence). The sequence (uk,pk,λk) generated in Algorithm UBR-
DDM is such that
uk → u in V, pk → p in H, λk ⇀ λ in H,
(u,p,λ) being a saddle-point of Lr.
We now investigate how to recover the normal and tangential stress at the end of the
the domain decomposition algorithm.
Corollary 4.2 (Normal stress). The contact pressure is given by σn = −[λc]/2.
Proof. Since the Lagrange multiplier λ¯c associated with the contact condition (2.9) is the
negative stress in the normal direction, we deduce from (3.12) that γk ⇀ [λc]/2 = λ¯c.
Corollary 4.3 (Tangential stress). The friction stress is given by σt = −[λf ]/2.
Proof. As in the case of the contact condition, the Lagrange multiplier λ¯f , associated
with the non-differentiability of the friction functional j, has a mechanical interpretation
λ¯f = −σt.
Since s ∈ L2(Γc), the nondifferentiability constraint on λ¯f can be simplified to
|λ¯f | ≤ s, a.e. on Γc. (4.1)
Note that from Lagrange multipliers update formula, we have
[λk+1f ] = [λ
k
f ] + r([u
k
t ]− [p
k
f ]). (4.2)
If |[λkf ] + r[ut]| ≤ 2s, then [pf ] = 0 and
[λk+1f ] = [λ
k+1
f ] + r[u
k
t ].
We deduce that [λk+1f ]/2 verifies (4.1).
If |[λkf ] + r[ut]| ≥ 2s, then
[pkf ] = [u
k
t ] +
1
r
[λkf ]−
2s
r
[λkf ] + r[u
k
t ]
|[λkf ] + r[u
k
t ]|
,
that is
r([ukt ]− [p
k
f ]) = −[λ
k
f ] + 2s
[λkf ] + r[u
k
t ]
|[λkf ] + r[u
k
t ]|
. (4.3)
Substituting (4.3) into (4.2), we get
[λk+1f ] = 2s
[λkf ] + r[u
k
t ]
|[λkf ] + r[u
k
t ]|
and we deduce that (4.1) is valid for [λk+1f ]/2, for all k ≥ 0.
Since the set {µ ∈ L2(Γc) : |µ| ≤ s} is convex, then the weak limit of the sequence
{[λkf ]/2}, i.e. [λf ]/2, satisfies the inequality (4.1). Finally we conclude that, [λ
k
f ]/2 ⇀
[λf ]/2 = λ¯f .
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5 Numerical experiments
Algorithms UBR-DDM was implemented in Matlab 7 using piecewise linear finite ele-
ment and vectorized codes [22]. The test problems used are designed to illustrate the
behavior of the algorithm more than to model contact actual phenomena. Nondimension-
alized units are used and the deformed configurations are plotted with a magnification
of the displacement.
Since the matrices of the linear elasticity subproblems (3.8) do not change during
the iterative process, a Cholesky factorization is performed once and for all in the ini-
tialization step. Then, in the rest of the iterative process, the solution of the linear
elasticity subproblems reduces to foreward/backward substitutions. To reduce fill-in,
the Cholesky factorization is done after columns and rows permutation with the Matlab
function symamd.
In all numerical experiments reproted in this section, the stopping criterion is
‖ ukh − u
k−1
h ‖
2
0,Ω + ‖ p
k
h − p
k−1
h ‖
2
0,Γc< 10
−12
(
‖ ukh ‖
2
0,Ω + ‖ p
k
h ‖
2
0,Γc
)
.
The penalty parameter is r = min(E1, E2) in § 5.1 and r = max(E1, E2) in § 5.2.
5.1 Example 1: Hertz problem
To illustrate the numerical behavior of Algorithm UBR-DDM, a Hertz contact problem
is considered, see e.g. [19]. The problem consist of an infinitely long elastic cylinder Ω1
(radius R = 8, E1 = 2 × 103, ν1 = 0.3) resting on an elastic foundation Ω2 (E1 = 104,
ν1 = 0.4). The cylinder is subjected to a uniform load, along its top, of intensity
P = 1600. The friction coefficient is νf = 0.6. Taking into account the symmetry of the
problem, we restrict our study to the subdomains
Ω1 =
{
(x1, x2) | 0 ≤ x1 ≤ 8, R−
√
R2 − x21 ≤ x2 ≤ 8
}
,
Ω1 = {(x1, x2) | 0 ≤ x1 ≤ 8, −4 ≤ x2 ≤ 0}
with suitable boundary conditions. The contact surfaces are
Γ1c =
{
(x1, x2) | 0 ≤ x1 ≤ 4, x2 = R−
√
R2 − x21
}
and Γ2c = (0, 4)× {0}
Their common projection is Γc = (0, 4) × {0} and the normalized gap is g(x1) = x2.
For the frictionless problem we will compare our numerical contact pressure with the
analytical contact pressure due to Hertz (see e.g. [14, 18]). For the problem with Tresca
friction, we set s(x) = νf |p(x)|, where p is the analytical contact pressure.
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Figure 1: Mesh sample for a Hertz contact problem
5.1.1 Matching meshes
We first study the Hertz problem with the node-on-node contact condition. In this case,
it is necessary that the nodes opposite to one another on Γ1c and Γ
2
c have the same
x1 coordinate. The subdomains Ω
1 and Ω2 are discretized using nonuniform meshes
consisting of 649 and 489 nodes, respectively, with 13 nodes on Γc, as shown in Figure 1.
Applying to this problem, Algorithm UBR-DDM stops after 40 iterations in the fric-
tionless case and 32 in the case with friction. Figure 2 shows the deformed configuration
in frictionless case. The grey tones visualize the Von Mises effective stress distribution
in Ω1 and Ω2. In Figures 3-4 we compare the numerical (interface) stress, obtained
with Algorithm UBR-DDM, and the analytical Hertz solution. We observe a quite good
agreement with the Hertz solution even though a coarse mesh is used.
To study the scalability of the algorithm, the initial mesh is uniformly refined suc-
cessively to produce meshes with 2513/1881, 9889/7377, 39233/29217 nodes on Ω1/Ω2
with 25, 49 and 97 nodes on Γc. Table 1 shows the behavior of the algorithm. We can
notice that the number of iterations is virtually independent of the mesh size, i.e. the
algorithm is scalable.
5.1.2 Nonmatching meshes
In the case the meshes do not match on Γc, we have two meshes Γch1 and Γch2 for Γc.
The mesh Γch1 (resp. Γch2) is induced by Ω
1
h (resp. Ω
2
h). The contact condition (2.9)
is then taken into account using a node-to-segment condition [19, 29, 30, 31]. We use
projection procedures to compute the auxiliary interface unknowns while the rest of the
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Figure 2: Deformed configuration and Von Mises effective stress for a Hertz problem
without friction
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Figure 3: Contact pressure distribution for a Hertz problem without friction
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Figure 4: Stress distributions for a Hertz problem with Tresca friction
Number of Iterations
Interface nodes Frictionless case Friction case
13 40 32
25 48 42
49 48 45
97 46 42
Table 1: Performances of Algorithm UBR-DDM on Hertz problem with matching meshes
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algorithm remains unchanged. For instance, for the auxiliary variable pc, we replace
(3.13) by the following formulas
p1,kch = u
1,k
nh +
1
r
λ1,kch −
1
2r
(
λ1,kch − π1(λ
2,k
ch ) + r(u
1,k
nh − π1(u
2,k
nh )− g)
)+
p2,kch = u
2,k
nh +
1
r
λ2,kch −
1
2r
(
π2(λ
1,k
ch )− λ
2,k
ch + r(π2(u
1,k
nh )− u
2,k
nh − g)
)+
where πα(·) stands for the projection onto Γchα. We then obtain a symmetric node-
to-segment contact condition. The so-called ”locking” phenomenon (see e.g. [19]) is
avoided since the node-on-segment condition is applied in a symmetrical way.
For the numerical behavior of the algorithm, we use a sequence of nonmatching
meshes with 524/253, 2023/961, 7949/3745 and 31513/14785 nodes on Ω1h/Ω
2
h; and
11/9, 21/17, 41/33 and 81/65 nodes on Γch1/Γch2. Figures 5-6 show the undeformed and
deformed configurations with the coarse mesh. Figures 7-8 depict the stress distributions
on Γc. The results are in accordance with the ones of the node-to-node contact condition.
We report in Table 2 the performance of the algorithm with nonmatching meshes. We
can notice that the number of iterations required for convergence is virtually independent
of the mesh size.
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Figure 5: Hertz contact problem with nonmatching meshes: undeformed configuration
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Figure 6: Hertz contact problem with nonmatching meshes: deformed configuration
(frictionless case)
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Figure 7: Hertz contact problem with nonmatching meshes: contact pressure (frictionless
case)
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Figure 8: Hertz contact problem with nonmatching meshes: Stress distributions on Γc
Number of iterations
Interface nodes on Γch1/Γch1 Frictionless case Friction case
11/9 29 35
21/17 30 39
41/33 31 41
81/65 32 38
Table 2: Performances of Algorithm UBR-DDM on Hertz problem with nonmatching
meshes
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5.2 Example 2
This example is derived from [16], see Figure 9. We consider the contact problem beetwin
two rectangular blocks
Ω1 = (0, 1)2, Γ1D = {1} × (0, 1), Γ
1
N = (0, 1) × {1}, g
1 =
(
0
−100
)
Ω2 = (0, 1) × (−1, 0), Γ2D = (0, 1) × {−1} ∪ {1} × (−1, 0).
The elastic constants are E1 = 13000, ν1 = 0.2, E
2 = 30000 and ν2 = 0.2. The friction
coefficient is νf = 0.3. For this problem, we have
Γ1c = Γ
2
c = Γc = (0, 1) × {0}.
The exact solution of this contact problem is a uniform σ22 field of value -100 for the
frictionless case. For the friction case we set s = 100νf .
u11=0
u21=0
u2=0
σ1
n
=g1
Ω1
Ω2
Figure 9: Geometry of the problem
5.2.1 Matching meshes
We first run the Matlab code with a uniform mesh of size 1/8 on the frictionless problem.
Figure 10 shows the deformed configuration and the distribution of the vertical compo-
nent of the stress σ22. The color bar shows that the value of σ22 is about -100 within
both bodies. Figure 11 depicts the deformed configuration for the case with friction.
We notice that the contact beetwin both blocks is in ”stick” mode. Figure 12 shows the
stress distributions on Γc and confirms the ”stick” mode since we have σt < s = νf |σn|
on Γc.
For the numerical behavior of the algorithm, the mesh of size 1/8 is successively
refined to produce meshes with size 1/16, 1/32, 1/64 and 1/128. The performances
of Algorithm UBR-DDM is reported in Table 3. We notice again than the number of
iterations is virtually independent of the mesh size.
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Figure 10: Deformed configuration and σ22 distribution for the frictionless case
0 1
−1
0
1
 
 
−108
−106
−104
−102
−100
−98
Figure 11: Deformed configuration and σ22 distribution for the friction case
Number of iterations
Mesh size Frictionless case Friction case
1/8 20 42
1/16 20 43
1/32 20 37
1/64 20 34
1/128 20 34
Table 3: Performances of Algorithm UBR-DDM with matching meshes
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Figure 12: Stress distribution on Γc
Number of iterations
Interface nodes on Γch1/Γch1 Frictionless case Friction case
9/5 20 25
17/9 20 30
33/17 20 38
65/33 20 41
129/65 20 40
Table 4: Performances of Algorithm UBR-DDM with nonmatching meshes
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5.2.2 Nonmatching meshes
We have also used Algorithm UBR-DDM with a sequence of nonmatching meshes. Fig-
ure 13 shows the deformed configuration (friction case), in accordance with Figure 11.
We report in Table 4 the performace of Algorithm UBR-DDM. We notice again that the
number of iterations is virtually independent of the mesh size.
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Figure 13: Deformed configuration and σ22 distribution for the friction case and non-
matching meshes
5.2.3 Three-dimensional case
We now study the three-dimensional version of the problem. The contact surface be-
comes
Γ1c = Γ
2
c = Γc = (0, 1) × (0, 1) × {0}.
The exact solution is still a uniform σ33 field of value -100 for the frictionless case. For
the friction case we set s(x) = 100νf on Γc.
Figure 14 shows a uniform mesh sample of size 1/4 while Figure 15 shows the de-
formed configuration in accordance with the two-dimensional results. We report in
Table 5 the performances of the algorithm showing its scalability.
6 Conclusion
We have studied a new domain decomposition method for the two-body contact problem
with Tresca friction. Numerical experiments have shown that the algorithm is scalable
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Figure 14: Mesh sample of size 1/4 for the three dimensional contact problem
−0.2
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
−1
−0.5
0
0.5
1
 
 
Figure 15: Deformed configuration and σ33 distribution for the problem with friction
Number of iterations
Mesh size Frictionless case Friction case
1/4 20 34
1/8 20 42
1/16 20 43
1/32 20 43
Table 5: Performances of Algorithm UBR-DDM on a three-dimensional problem
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with matching or nonmatching meshes.
To reduce the size of the linear elasticity subproblems, the standard domain decom-
position constraints can be added to the constrained optimization problem (3.1)-(3.3) for
each subdomain. Using a three-field formulation, see e.g. [26, 27], we can derive a Uzawa
block relaxation domain decomposition method with ”small” subdomain problems.
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