The numerical solution of linear time-invariant systems of fractional order is investigated. We construct a family of exponential integrators of Adams type possessing good convergence and stability properties. The methods are devised in order to keep at a suitable level the computational effort necessary to solve problems of large size. Numerical experiments are provided to validate the theoretical results; the effectiveness of the proposed approach is tested and compared to some other classical methods.
Introduction
step-size even in the presence of stiff problems; 3) keeping the computa- 
50
The framework in which we will be operating is the exponential inte-
51
grators. This is a class of numerical methods which has been widely used 52 and investigated for ordinary differential equations (ODEs); their use within 53 fractional calculus is however a rather unexplored area. To achieve the above 54 mentioned goals, exponential integrators will be combined with Krylov sub-55 space methods and rational approximations.
56
This paper is organized as follows: in Section 2 we review some basic 57 facts about exponential integrators for ODEs and Adams methods for FDEs.
58
Moreover we introduce a variation of constant formula for FDEs in order to 59 describe in details, in Section 3, the way in which exponential integrators of
60
Adams type are generalized to FDEs; convergence properties are also stud-
61
ied. In Section 4 we address the problem of evaluating, in an efficient way, 
Preliminaries

68
For the sake of clarity and completeness, we briefly review some basic 69 material which will be used later in the paper. We will include in this section 70 just the essential notions necessary for the subsequent analysis and we will 71 provide some references for the related topics. 
Exponential integrators for ODEs
Exponential integrators are a class of powerful methods specifically de-74 signed for solving semilinear ODEs; basically, the linear term is separated 75 and solved by a matrix exponential and a time-stepping technique is ap-76 plied to the non linear term. The key tool in this process is the classical 77 variation-of-constant formula for ODEs.
78
The main advantage is that once the linear term (which usually is stiff) 79 has been solved exactly, the restrictions on the step-size due to stability 
On a uniform grid-mesh with constant spacing h > 0, the vector field 
True solution and a generalized Mittag-Leffler function
To generalize exponential integrators to fractional problems, we prelimi-
105
narily derive a variation-of-constant formula for problem (1) . By rewriting
106
(1) in the Laplace domain
where X(s), U (s) and Y (s) are the Laplace transforms of x(t), u(t) and y(t) 108 respectively, and solving with respect to X(s), we obtain
By turning back to the temporal domain, the output y(t) can hence be 110 written as
where
and e α,β (t; z) is the inverse of the Laplace transform of s α−β /(s α + z).
113
The function e α,β (t; z) is a generalization of the Mittag-Leffler (ML)
114
function and plays an important role in fractional calculus; it has been 115 investigated, for instance, in [15, 16] and fully discussed in [2] . It is possible
116
to write e α,β (t; z) in terms of the ML function with two parameters
For α = β = 1 it is easy to note that e α,β (t; z) is the exponential e −tz .
119
The extension of e α,β (t; z) to matrix arguments to be used in (2) and 120 (3) is quite straightforward; it can be done by means of the formula for the 121 inversion of the Laplace transform
where I stands for the identity matrix and Br is the Bromwich contour lying to the right of the region of analyticity of the integrand.
124
In the following we will make use of the following property of the function 125 e α,β (t; z) which holds also for matrix arguments; the proof can be easily 126 carried out by working in the Laplace domain.
127
Lemma 1. Let a < t, α, β > 0 and r ∈ R such that r > −1. Then
r ds = e α,β+r+1 (t − a; z).
By using the series representation of E α,β (z) it is possible, for any h > 0,
129
to provide the following scaling
previously introduced in [17] and which will come in useful later. 
where u n = u(t n ), ∇ ℓ u n are the classical backward differences of order ℓ
and the binomial coefficients are defined in the usual way
Clearly, r n (τ ) is the interpolant polynomial for u(t) on t n−k , . . . , t n , t n+1 .
139
When k ≥ 2, to provide suitable starting values the same polynomial r k−2
140
can be used to approximate the input u in the first k−1 subintervals [t j , t j+1 ],
142
By rewriting the integral (3) at t = t n in a piecewise way and adopting in each subinterval the change of variable τ = t j + θh, one can get
Now, the polynomial replacement u(t j + θh) ≈ r j (t j + θh), together with
145
(5), allows to express the approximation y n ≈ y(t n ) of the output of the LTI 146 system by means of the following k-step method
where ϕ α,ℓ (n; A) = c Tê (ℓ) α (n; A)b and
α (n; A) = (−1) e α,β (t + s; λ) = e α,β (t; λ)e α,β (s; λ).
158
To achieve a compact representation of the weights ϕ α,ℓ (n; −h α A) we 159 adopt the following notational convention: given an ℓ-degree polynomial
p k e α,α+k+1 (t; z).
Proposition 2. The weights ϕ α,ℓ (n; −h α A) of the convolution quadrature (6) are given by
with P ℓ (x) and Q ℓ (x) some suitable ℓ-degree polynomials.
165
Proof. We first split the integral in the definition ofê 
169
It is an elementary task to verify that the first few polynomials P ℓ (x)
170
and Q ℓ (x) of Proposition 2 are those listed in Table 1 . Table 1 : First polynomials P ℓ (x) and Q ℓ (x) for ℓ = 0, 1, . . . , 4 of Proposition 2.
Remark 2. Methods (6) generalize to FDEs the exponential integrators of
172
Adams type for ODEs investigated in [7] . Despite methods for ODEs, which 173 are based on the exponential and some related functions, the counterparts 174 for FDEs involve ML functions. However, for convenience, we will continue 175 to use the term exponential also to denote integrators (6), although this 176 could appear somewhat inappropriate in this context.
177
One of the main advantages of (6) is that the linear term Ax(t) of the LTI 178 system (1) is solved in a nearly exact way (we will address this issue in the not suffer from restrictions on the step-size due to stability requirements.
183
We highlight that the behavior of convolution quadratures (6) strictly 184 depends on the degree of the polynomials used to approximate the function 185 u(t). To make an error analysis and study convergence properties we first introduce the following auxiliary result. 
Proof. 
192
To lighten the notation, we will neglect in the remainder of this section in a straightforward way.
The error E n = y(t n ) − y n of the k-step
198
Adams exponential integrator (6) is given by
for η ∈ (0, t n ) and C k a constant which does not depend on h and n.
200
Proof. We preliminary observe that
where the first summand vanishes for k = 1.
remainder of the polynomial interpolation at τ ∈ [t j , t j+1 ] and can be written
We can write now
and, by means of the change of variable τ = t j + θh, the use of the scaling
208
(5) together with the Taylor's formula, we obtain
. Denote now for shortness the func-210 tionū(s) = u (k) (sh) and, after using the series expansion defining the ML
we are able to write the error of the method as
Consider the function f (t) = (1 − t) βū (nt) and its integral in [0, 1] 
for C β a constant depending on β and on the value ofū(0) but not on n.
where for shortness we put
By means of the mean value theorem we obtain for η ∈ (0, n)
from which it is immediate to see that
which concludes the proof after putting C k =C k /k!.
224
Remark 3. Formulas (6) can be applied, with simple modifications, also to 225 semilinear problems in which the input depends on the state variables, i.e. 
229
We think to deepen this issue in a forthcoming paper. 
Evaluation of the convolution weights
231
The main computational challenge in the implementation of the inte- Given a matrix A, which for simplicity we assume possessing the spec-246 trum on the negative real line, by putting z = sj, we can rewrite the integral
247
representation of e α,β (j; −h α A) as
where C is a suitable deformation of the Bromwich line. 
262
By applying Proposition 2, it is straightforward to see that the corre-263 sponding approximations for ϕ α,ℓ (j; −h α A) are hence given by
where σ k,j = j/z k , P ℓ and Q ℓ are the polynomials introduced in Proposition 265 2 (and explicitly given below it) and each vector y k,j is solution of the system
The accuracy of the approximation provided by (8) 
276
If well-organized, the computation of weights ϕ α,ℓ (n; −h α A) can be quite 277 cheap. Indeed, poles z k and residues r k in the rational approximation R K (z) 278 appear in complex conjugate pairs (e.g., see Figure 1 ); under the assump- of Proposition 2 have real coefficients; hence it is P ℓ (σ k,j ) = P ℓ (σ k,j ) and Thus, after sorting the poles z k by their imaginary part and writing
it is straightforward to see that
where γ m k +1 is real for odd K. Thus, from (8) it is possible to evaluate
where the last term γ m k +1 drops out when K is even. The above expression 
performs the orthnormalization (coefficients h k,j are obtained by imposing 310 the normality conditionsv T j+1 v k = 0, k = 1, . . . , j, and h j+1,j = v j+1 2 ).
311
When A is symmetric, the less expensive Lanczos algorithm can be ap-312 plied. For a complete discussion of these topics we refer to [35] . 
The way in which the approximation x m of the solution of (10) is chosen sides. It is beyond the scope of this paper to discuss in detail these methods;
337
we just refer again to the book of [35] or the thorough review article [36] .
338
The success of Krylov subspace methods is mainly due to the fact that 
the approximations for the solution of (9) 
362
For the first test we consider the system coming form the prototype 
and subject to the boundary condition of Dirichlet type U (t, x, y) = u(t),
366
(x, y) ∈ ∂Ω, where u(t) = t 4 /24 − 1, and to the initial condition U (0, x, y) = 
384
The results for these experiments are presented, respectively for α = 0.5 385 and α = 0.8, in Tables 2 and 3 Table 2 : Errors and estimated order of convergence (EOC) for α = 0.5
The experimental estimates for the convergence order seem to match 390 in an excellent way with the theoretical predictions stated in Theorem 4.
391
Because of the errors related to the rational approximation in (7) and to 392 use of Krylov subspace methods for solving (9), the overall error remains 393 above a threshold of about 10 −10 (see the last column in Tables 2 and 3 ).
394
We think that for systems of large size this is however a satisfactory result. The lack of symmetry in the resulting coefficient matrix forces us to use 421 the more expensive Arnoldi algorithm to project the shifted-systems (9). 
