We propose here a nev method for retrieving an image from noisy, incomplete data. It is based on an idea incorporating the principle of maximum entropy, a veil known powerful method for image processing. An image is built on the computer by allocating grains to pixels one at a time on the basis of certain deterministic rules as to where each successive grain is placed in image space. The performance of the method is tested in an application in astronomy and for two-dimensional model images.
We propose here a simple and effective method for reconstructing an image from noisy, incomplete data. The essence of the method is to allocate trial grains one at a time to an image space in which an image is constructed by a set of deterministic rules for the placement of each successive grain. It is therefore called the grain allocation method (GRAUI). Frieden [1] was the first to use this idea in processing strongly blurred alphanumeric characters.
In this paper, the idea is further developed and combined with the principle of maximum entropy [2] , which makes it possible to construct, in the class of all feasible images (i.e., those compatible with the given data), the one which is most unbiased. Reconstructions with greater entropy represent more disorder, and are more probable and more natural according to Shannon's interpretation of entropy [3] as a measure of information.
GRAIN ALLOCATION METHOD (GRALM)
(j=l,...,N). Grains are then allocated one at a time to initially empty pixels on the basis of certain decision rules. Since the image reconstruction problem is ill-posed (i.e., small perturbations in the data may give large errors in the reconstruction), such problems generally require some kind of regularization in order to generate physically plausible reconstructions. Practical methods of regularization are based on building smoothness into the reconstruction. This can be done in a variety of ways, but the one which is more effective is the maximum entropy approach [4] that results in the most featureless model consistent with the data. The form the ,.th placing the k grain in the are thus given bycumulative image after pixel J, and (6) j is a normalization parameter, defined as 1 ' -(£f)/k. To place each grain, we seek tne pixel which gives tne largest reduction in Q(f); we find the pixel number J which gives the minimum l ,f k-1 Af,..,:
Then the corresponding will be
As the f. are incremented grain by grain, the algorithm at some stage may be trapped in a local minimum because of the definition of a grain as a finite increment. It may then be impossible for a single grain to produce the jump needed to reduce the cost function Qj.(
• So an algorithm that allows Q, (f) to increase at some stage in order to escape the local minimum is used. Grains are allocated to pixels until a feasible reconstruction which satisfies the consistency condition is obtained. However, many feasible solutions can be found, and the maximum entropy criterion is used to select a particular one. We continue adding grains one at a time to pixels in such a way that the pixel which gives the cumulative image with the greatest entropy is chosen at each stage from among those that satisfy the consistency condition. In other words, a grain is added to the pixel which satisfies the consistency condition and gives largest entropy,
This iterative procedure is stopped when
where c is preassigned numcer.
one-dimensional; the mask is smaller than the detector in one dimension, and both the detector and the mask pattern are wrapped around the circumference of a cylinder. by the FOURPI horizontal axis measures the distance along the detector, expressed as an equivalent angle in degrees. The vertical axis measures the intensity in arbitrary units (in the actual calculations, measured as the number of counts). The noise in the data was generated using a Poisson distribution.
In figure 1 , the sector illustrates views of the region of GX17+2, modelled with intensity of 950 Uhuru flux units (ufu). The COMPUTER SIMULATIONS 
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•rffrr* in the high-intensity regions is observed. This arises from fitting the variance of the noise to the expected value. In this connection, spurious oscillations due to the noiss in the data can be seer in figures 2.1, 3.1 and 4.1. As can be seen in figures 1.1-4.1, the reconstructions contain a uniform background intensity because the maximum entropy criterion favours a uniforr. distribution. This backgound intensity level varies with the standard deviation of tne noise in the data. Consequently, the weak sources whose intensities are less than tne standard deviation of tne noise are removed. In table 1, it can be seen that the CPU time taken for each simulation depends on the background noise level in the data, and most of the time is spent in stabilizing the solution in the maximum entropy procedure.
The one-dimensional problem discussed above is extended to two-dimensional problems by generating the two-dimensional model images obtained by the use of the GRAI21. In figure  6 .1, the letters R an N are not recognizable, but in figure 6.2 they are clearly recovered. Boundaries of the letters are clearly detected. In figure  7 , a three-dimensional representation of an image which consists of randomly placed point sources is shown. Although the two point sources in figure 7 are degraded to the one point source shown in.figure 7.1, they are recovered in figure 7.2 in the right positions with an error of a few percent in the intensity.
CONC LUSION
We have described a new method for retrieving images from noisy, incomplete data which incorporates the principle of maximum entropy. The results presented here indicate that the method is a valuable prospective tool for images of impulse and edge types, and gives greatly improved resolution, free from ringing. As expected, the quality of the reconstruction is better for lower noise levels.
We note that much of the computation is very suitable for implementation on parallel computers. A parallel implementation of the algorithm will therefore be considered. An extension of the one-dimensional astronomical imaging problem introduced here to two-dimensional cases in which the mask has the same size as the detector will be considered in a future study.
