Abstract. We consider the problem of counting solutions to a trinomial Thue equation -that is, an equation
Introduction
We consider the Diophantine equation
where F is an irreducible form in Z[x, y] with degree at least three. F is often called a Thue form and ( * ) the Thue equation. In 1909 Thue [23] showed that ( * ) has only a finite number of solutions. Davenport and Roth [6] -using material from the proof of Roth's theorem [18] -gave an effective upper bound for the number of solutions to ( * ). In a recent series of papers (Bombieri-Schmidt [5] , MuellerSchmidt [16] , [17] ) Bombieri, Mueller and Schmidt obtain an effective upper bound by quite a different method. This approach uses the "Thue-Siegel principle", in the sense of Bombieri [3] and as further developed in Bombieri-Mueller [4] and Bombieri-Schmidt [5] . At the end of the section we give a brief summary of the Bombieri-Mueller-Schmidt method. (Note important earlier work by Siegel [21] , Dyson [7] , Mahler [13] , Lewis-Mahler [12] and Evertse [8] . ) In this paper we suggest a somewhat different approach to the above problem. We apply this approach to give explicit numerical bounds when F is a trinomial (= 3 non-zero coefficients) Thue form (cf. [16] ). One can also treat Thue tetranomials (= 4 non-zero coefficients) in a similar way.
We regard a solution (p, q) and its negative (−p, −q) as equivalent, and so count the pair as a single solution. Also, we do not count trivial solutions -i.e., solutions with |pq| ≤ 1. We will say that a solution (p, q) to ( * ) is regular if: Define w(n) by Table 1 .
We will prove Theorem 1.1. Let F (x, y) be a trinomial Thue form of degree n, where n ≥ 5.
Then, N F ≤ v(n) · w(n).
Thus if n = 6, then N F ≤ 64, while if n = 39, then N F ≤ 15. Theorem 1.1 will follow from a second theorem, proved in section 2, which gives a more precise value for the upper bound. Remark 1. Mueller-Schmidt [16] show that there is an effectively computable universal constant bounding N F for all Thue trinomials, though no explicit numerical computations are given in [16] . (See also [17] .) As noted below, the approach taken here differs from that used in [16] at several key points.
The approach taken here differs from the above mainly in Step 1. Here, given a form F and solution (p, q), we associate to (p, q) either a real root of f (x) or a real root of f (x), i.e. a critical point of f (x). (Only certain critical pointscalled proper-will be used.) We call the set of all these roots the exceptional set of F . If (p, q) is associated with an exceptional point τ , we again have the question: how well does p/q approximate the (real) number τ ? The method used here to solve this approximation problem is quite different from that used above. We work with polynomials with real coefficients, and we regard a given Thue trinomial as a member of a 1-parameter family of real trinomials. In this family we then select one or two trinomials called maximal. These trinomials have two key properties: first, the approximation problem is readily solved for these trinomials (and the solution is "almost" sharp); and second, the solution for these trinomials is "maximal" for all trinomials in the family. In this way we solve the approximation problem for an arbitrary Thue trinomial. With Step 1 completed, Steps 2 and 3 follow much as above.
Remark 2. There is an entirely different approach to studying ( * ), initiated independently by Gelfond [10] and Schneider [20] , and culminating in the fundamental work of Baker [1] and of Feldman [9] on linear forms in logarithms. One consequence of this work is the celebrated theorem of Baker [2] : if (p, q) is a solution to ( * ), then |p| and |q| are effectively bounded. However, this method does not seem to work if one wishes to find a universal bound for N F for an infinite family of Thue forms-e.g., all trinomials or all forms of a given degree. See Bombieri [3] for a discussion of pre-1980 work -also Schmidt [19] and Stewart [22] for more recent work.
Remark 3. Equation ( * ) is the "classical" form of the Thue equation. In recent years considerable research has been done on bounding the number of solutions to Thue inequalities-see, for example, Mueller-Schmidt [16] , [17] . In a subsequent note we will indicate how the approach taken here can be modified to give explicit numerical bounds for the number of solutions to Thue inequalities for trinomial Thue forms.
We conclude the section by giving a brief description of the remaining material. In section 2 we define the exceptional set and use this to state a more precise version of Theorem 1.1. Section 3 contains several results on approximation. In section 4 we show how the gap principle enables one to bound the number of "small" solutions to ( * ), while section 5 does the same thing for "large" solutions using the ThueSiegel principle. In sections 6 and 7 we use these results to calculate the specific numbers occurring in Theorem 1.1. Section 8 is the heart of the new approach. We define the maximal polynomials and show how, using these, one proves the main approximation theorem in section 3. In section 9 we give conditions for finding upper and lower bounds for "small" roots of polynomials; we then use this result in section 10 to estimate the roots of the maximal polynomials. Finally, in section 11 we prove a different approximation theorem, involving the height H of the polynomial.
The exceptional set
We "localize" the problem of bounding N F as follows. Consider polynomials with real coefficients, say g(x), with deg g(x) = n ≥ 5. (From now on we assume that Table 2 .
any such polynomial has a positive leading coefficient.) As usual, a real number λ is a real root of g(x) if g(λ) = 0, and a real number µ is a real critical point if g (µ) = 0. Definition 2.1. We will say that a real critical point µ is proper (resp. improper) if g(µ) = 0 and if there is a deleted neighborhood U of µ such that
We define the exceptional set of g(x), E(g), to be the set of all real roots and all proper critical points. (Note Lagrange [11] .)
Suppose that F (x, y) is a Thue form with associated polynomial f (x) (= F (x, 1)).
Recall the function w(n) defined in Table 1 . Define a numerical function z(n) by Table 2 .
Our main result is Theorem 2.1. Let F (x, y) be a trinomial Thue form with deg F = n ≥ 5. Then,
For example, suppose that F (x, y) is a trinomial Thue form such that f (x) has a non-zero proper critical point. If deg F = 6, then N F ≤ 36; while if deg F = 39, then N F ≤ 7.
Let v(n) be the function defined in (1.2). Since F (x, y) is a trinomial form, it follows that R F + 2C F ≤ v(n). Also, z(n) < w(n), and so Theorem 1.1 follows at once from Theorem 2.1.
In the remainder of this section we show how Theorem 2.1, in turn, follows from a result (Theorem 2.2) bounding the number of solutions that "belong to" a given exceptional point. The rest of the paper is then devoted to proving Theorem 2.2.
We continue to work with polynomials
. Let E(g) be the exceptional set of g as above, say Remark 1. Let (p, q) be a pair of co-prime integers. By analogy with (1.1), we will say that (p, q) is a regular solution for g(x) if (1.1) holds and g(p/q) = ±1/q n . If p/q belongs to the exceptional point τ we often will say that the solution (p, q) belongs to τ .
Suppose now that F (x, y) is a Thue form and that τ is an exceptional point for f (x) (= F (x, 1)). We set N F (τ ) = number of regular solutions (p, q) to ( * ) such that p/q belongs to τ.
Note that if τ = 0, then N F (τ ) = 0; thus, by Proposition 2.1, we obtain Corollary 2.1. For any Thue form F ,
where the sum is over all non-zero exceptional points in E(f ).
For any Thue form F , define S F = set of all regular solutions to ( * ) for F .
We proceed to partition S F . Denote by R 0 the subset of R obtained by deleting the three points {−1, 0, 1}. Partition R 0 into four disjoint subsets, R(1), . . . , R(4), by setting:
Using this, we partition S F . For 1 ≤ j ≤ 4, define
Thus,
With each Thue form F (x, y) we associate three other Thue forms: (2.4) where in each case the sign is chosen so that the new form has positive coefficient on x n . We also set
We then have the following important fact. Consequently, if we define
then by Lemma 2.2, we obtain
Thus, by (2.3) we have
This motivates our next result.
Theorem 2.2. Let F (x, y) be a trinomial Thue form, with degree
The remainder of the section is devoted to showing that Theorem 2.2 implies Theorem 2.1. We then prove Theorem 2.2 in sections 6 and 7.
Suppose then that F (x, y) is a given trinomial Thue form, and let F i , 0 ≤ i ≤ 3, be the Thue forms defined in (2.4)-(2.5). Set
In counting solutions, we need to distinguish between those that belong to a root and those that belong to a proper critical point. For 0 ≤ i ≤ 3, 1 ≤ j ≤ 4, we set R i (j) = number of real roots of f i (x) that lie in R(j),
We need to establish some elementary facts before we will be able to show that Theorem 2.2 implies Theorem 2.1. Note that if g(x) is any trinomial, then g has at most two non-zero real critical points, and these-if they both occur-have opposite signs. Using this fact, one readily sketches the graph of y = g(x), from which one reads off the following information. (We now take g(x) = f (x) = f i (x), as given in (2.7).) Lemma 2.3. Let F (x, y) be a trinomial Thue form, with 
Proof. Let λ be any real root of f (x). Then, −λ is a root of f 1 (x), −λ −1 is a root of f 2 (x) and λ −1 is a root of f 3 (x). Using this, one easily deduces (i) above. To prove Lemma 2.5(ii), suppose that N 0 (i, R) > 0, for some i, 1 ≤ i ≤ 3. Then, by Lemma 2.4, R 0 (i) > 0, and so by Lemma 2.
, and so by the same argument,
This proves part (ii) above. The proof for parts (iii) and (iv) is similar and is left to the reader.
Remark 2. In general it is not true that C 0 (3) = C 3 (4). See for example the form
We now have:
Proof of Theorem 2.1 (assuming Theorem 2.2). Suppose then that F (x, y) is a trinomial Thue form, with degree F = n ≥ 5, and that F i and f i are the forms and polynomials defined above, for 0 ≤ i ≤ 3. Then, by Corollary 2.1,
But by Lemma 2.5 and Theorem 2.2, for 1 ≤ i ≤ 3,
Therefore,
By a similar argument, N 0 (j, C) ≤ z(n)C 0 (j), and so,
Approximation
We are left with the proof of Theorem 2.2. For this we will need a result from this section on Diophantine approximation -see Theorem 3.2. Combining this result with the "gap principle" (section 4) and the "Thue-Siegel principle" (section 5), we then prove Theorem 2.2 in sections 6 and 7. The remainder of the paper, sections 8 through 11, is devoted to the proof of Theorem 3.2.
We begin by studying the approximation problem in a broader setting. Suppose, as in section 2, that g(x) is a polynomial with real coefficients, where degree g = n ≥ 5. Let (ρ, α) be a solution for g(x), see Definition 2.3. We say that (ρ, α) is a special solution if
where
For a given special solution (ρ, α), if τ is the unique exceptional point of g(x) that belongs to ρ, how well does ρ approximate τ ?
Suppose that
where a, s and t are non-zero real numbers with a ≥ 1. We set
Our main technical result is 
The proof is given in sections 8-10. We note several corollaries to the theorem. Let p and q be positive co-prime integers. Set
We have at once
Combining Theorem 3.1 with the above result, we obtain
, as in (3.3) , and that
, as in Lemma 3.1. Let τ be the unique exceptional point of g(x) that belongs to p/q. Set n * = (n − 2)/2. Then, 
that involves the height H of g(x)
. We now state such a result.
Let n be an integer ≥ 5; for b a real number, with 0 ≤ b ≤ n * , define a number
We will prove 
The proof uses Theorem 3.1 and is given in section 11. Note that for all n ≥ 5 and all b as above, K b (n) ≤ 2.44.
Counting small solutions: the gap principle
In this section we see how the "gap principle" can give information about the following problem.
Suppose that g(x) is a trinomial in R[x], as in section 2, and that λ is a real root of g(x), with λ > 1. Let Y be a large positive number.
Problem. How many special solutions (p, q) are there (for g (x) ) that belong to λ and have
We will need the following result. Combining Theorem 3.2 with the gap principle (e.g., see [6] , [15] , [16] , [19] ), we obtain Theorem 4.1. Let (p, q), (p , q ) be two special solutions that belong to the root λ. Suppose that q > q. Then,
where the notation is given in Corollary 3.1, (3.6), and Theorem 3.2.
Suppose that t is an integer (≥ −1) such that there are precisely t + 2 special solutions that belong to λ, say {(p 0 , q 0 ), . . . , (p t+1 , q t+1 )}, with
By Corollary 3.2 we can index these solutions so that
In order to bound the q i 's for i > 1, we choose a second number b, with 1 < b ≤ n * , and set
Choose b (and b 0 ) so that Q 1 > K. By iteration of Theorem 4.1, applied to (4.2), we obtain
Since q t+1 ≤ Y , by (4.5) and (4.6) we obtain 
Suppose we are given a (large) positive number Y F , that depends upon F in the following way: Assume that we have two sequences of positive numbers {χ n } and .7) we have proved
, with degree g = n ≥ 5, and let λ be a real root of g(x) with λ > 1. Suppose that either
Note that T * ≥ 3. We now give conditions that ensure that there are at most 2 "small" solutions, relative to Y F , that belong to the root λ. By (4.4), taking t = 1, we obtain 
Counting large solutions: the Thue-Siegel principle
In the previous section we considered the problem of counting "small" special solutions for a trinomial g(x) in R [x] . In this section we assume that g(x) = f (x) = F (x, 1), where F (x, y) is a Thue form; we take up the problem of counting "large" special solutions that belong to a real root λ of f (x), where λ > 1. We show that by using the recent striking results of Bombieri [3] , Bombieri-Mueller [4] and Bombieri-Schmidt [5] , we obtain a good bound for the number of such solutions that are large, relative to Y F -i.e., solutions (p, q) with q > Y F . Here Y F is a number that depends inter alia on the height H of F .
Following Bombieri-Schmidt [5] , we fix an integer n ≥ 5 and choose numbers u and v so that
In terms of n, u and v, define To bound the number of large solutions, relative to Y F , we use the Thue-Siegel principle in the sense of Bombieri [3] , as further developed in Bombieri-Mueller [4] and Bombieri-Schmidt [5] . (With a change in notation we essentially follow [5] .) Set For this section let F (x, y) be a trinomial Thue form, with deg F = n ≥ 5, and let λ be a real root of f (x) (= F (x, 1)). By (2.6) and Lemma 2.4 we may assume that λ > 1. Let Y F be the number defined in (5.3), using the values of u and v given in Table 3 below, and let Z be the integer defined in (5.5). At the end of the section we prove Lemma 6.1. If n ≥ 38, then F (x, y) has at most two special solutions (p, q) that belong to λ and have
Define functions δ(n) and T (n) by
Here T * is the integer defined in (4.8)-we show below that the hypotheses of Theorem 4.2 are satisfied for 5 ≤ n ≤ 37.
The integers T , Z and δ have the following interpretation. T is an upper bound for the number of small special solutions, and Z an upper bound for the number of large special solutions, relative to Y F , that belong to the root λ. The fact that δ = 0 for n ≥ 9 indicates that in this case every regular solution that belongs to λ is also special; whereas, for 5 ≤ n ≤ 8, there is possibly one regular solution that is not special, namely (2, 1). Hence, for this case we set δ = 1.
Thus, we now set By the above remarks, we have N F (λ) ≤ w(n).
To complete the proof of Theorem 2.2, in this case, we are left with showing that w(n) has the values shown in Table 1 (in section 1). In Table 3 we Table 1 .
We are left with proving Lemma 6.1. Using the values given in Table 3 for b 0 , b, u and v, one finds by direct calculation that conditions (i) and (ii) in Corollary 4.1 hold for 38 ≤ n ≤ 43. Also, for n ≥ 44 we have D ≤ 3/4 and U ≤ 5; and so, χ n ≤ 5.5 and π n ≤ (2.1)n.
Thus, conditions (i) and (ii) in Corollary 4.1 are satisfied for all n ≥ 44. Finally, it follows directly from (5.5) that Z = 3. This completes the proof of the lemma.
Proof of Theorem 2.2, τ a proper critical point
We continue to assume that F is a trinomial Thue form with degree F = n ≥ 5. Suppose that µ is a proper critical point; as in Theorem 2.2, we may assume that µ > 1. We wish to show that the function z(n), see Table 2 , is an upper bound for N F (µ).
Theorem 7.1. Suppose that (p, q) is a regular solution to ( * ) that belongs to the proper critical point µ. Then,
Assuming this for the moment, we complete the proof of Theorem 2.2. Let t be a non-negative integer, and suppose there are t + 2 special solutions to ( * ) that belong to µ, say (p i , q i ), 0 ≤ i ≤ t + 1. By Corollary 3.2 we assume that
and by Theorem 7.1 we have log(q t+1 ) ≤ ((n − 1)/n) log(H) + log(1.32n). Thus, by (4.4) and (7.1), we must have t = 0, i.e., there are at most 2 special solutions to ( * ) that belong to µ.
Recall that in section 6 we introduced the numerical function δ(n) that measures how many solutions there could be in S F (4) that are not special. Thus we have shown:
Thus we have completed the proof of Theorem 2.2, for n ≥ 8. Suppose now that 5 ≤ n ≤ 7. In Table 4 we give the values of b 0 and b to take for each such n. Using these, set Q 2 = Q 1 /K, as in (4.5). We find that if we take t = T (see the table), then
Consequently, we must have t ≤ T − 1, and so there are at most T + 1 special solutions that belong to µ. Since δ(n) = 1 for 5 ≤ n ≤ 7, there are at most T + 2 = z(n) regular solutions that belong to µ. This completes the proof of Theorem 2.2.
Proof of Theorem 7.1. Set f (x) = F (x, 1) and suppose that
Here a is a positive integer, as is s (since µ > 1). The integer t is also positive, as we show below. Since f (x) is a trinomial, µ must be a local minimum, with f (µ) > 0. Hence,
Then, by (7.2),
Note that µ n−k = ks/an, since f (µ) = 0. Consequently,
One readily proves
Note that
Therefore, by Lemma 7.1,
Hence, by (7.4) and Lemma 7.1,
Since 4 1/5 ≤ 1.32, we obtain Theorem 7.1, by (7.3).
Maximal polynomials
With Theorem 2.2 now proved, we are left with proving Theorems 3.1 and 3.2. In sections 8-10 we prove Theorem 3.1; Theorem 3.2 is then proved (using Theorem 3.1) in section 11.
We now revert to the general situation of a trinomial g(x) with real coefficients, say
where a, s 0 , t 0 are non-zero real numbers with a ≥ 1. We proceed to embed g(x) in a 1-parameter family of real trinomials. Suppose that (ρ, α) is a solution for g(x); i.e., by Definition 2.3,
Keeping a and s 0 fixed, (8.1) holds if, and only if,
We denote by F the 1-parameter family {g s (x)}, s ∈ R. Note that g s0 (x) = g(x); also, for every s in R, g s (ρ) = α. Thus, we say that (ρ, α) is a solution for the family F .
A key role will be played by the following polynomial. Define
Hence, we have Lemma 8.1. Let s and µ be real numbers with µ = 0. Then,
In Lemma 8.1 we regard s as a function of the critical point µ. In like fashion we may regard s as a function of a root λ. Define 
Moreover, by (8.4) and (8.5), we obtain
In particular, we have
We wish to graph the functions s = φ(x), s = R(x).
Note that the second function depends in a crucial way on the sign of α. Thus, we now consider two cases, α > 0 and α < 0.
Case I: α > 0. Suppose first that 0 < x < ρ. For x small and positive, (8.6) and (8.7) imply that R (x) > 0, and hence R(x) is an increasing function. But for x close to ρ and x < ρ, R(x) is large and negative. Thus, there is a point σ 1 , with 0 < σ 1 < ρ, such that σ 1 is a local maximum for R(x). Moreover, by (8.8), we see that R (x) < 0, for σ 1 ≤ x < ρ. Thus, we obtain the graph shown in Figure 1 (the drawing is highly schematic!) for 0 < x < ρ. A similar argument gives the graph in Figure 1 for ρ < x. Here, the point σ 2 > ρ is a local minimum.
How do we find the key numbers σ 1 and σ 2 ? For this we will use an auxiliary polynomial. Define
We will show that A(x) has the following properties. 
Assuming Proposition 8.1, we have at once 
Proof. (a) By (8.9) and Proposition 8.1, Now set
and define, for i = 1, 2,
We call M 1 (x) and M 2 (x) the maximal polynomials in F , for α positive.
The following result justifies the terminology. Let g(x) be the polynomial we considered at the beginning of the section. Since g(ρ) = α, there is a unique exceptional point, say τ 0 , that belongs to ρ. We will prove Theorem 8.1. Let M i (x) be the polynomials and σ i the numbers defined above. Then,
Combining Proposition 8.1 and Theorem 8.1, we have proved Theorem 3.1 for the case when α is positive.
Case II: α < 0. With α changed in sign, the function R(x) behaves very differently; by (8.4), (8.5) and (8.7) we see that R (x) > 0, for all x > 0, x = ρ. Thus, R(x) is a strictly increasing function which has no point in common with φ(x). The line x = ρ is again a vertical asymptote, but with the directions switched from those in Case I. These properties are shown in Figure 2 .
Set s
We call M (x) the maximal polynomial in the family F , α negative. We will prove that M (x) has the following properties. 
By Theorem 8.2 (iii)-(iv) we have proved Theorem 3.1 for the case when α is negative, and hence the theorem is now proved.
It remains to prove, Proposition 8.1 and Theorems 8.1 and 8.2. The proofs for Proposition 8.1(i) and Theorem 8.2(i) are routine calculations, while Theorem 8.1(i) follows from (8.11) . In this section we prove Theorem 8.1(ii) and Theorem 8.2(iv), while in sections 9 and 10 we prove parts (ii) and (iii) of Proposition 8.1 and Theorem 8.2.
Proof of Theorem 8.1(ii) and Theorem 8.2(iv). The functions R(x) and φ(x) have inverse functions:
By (8.4), (8.7) and the inverse function theorem, we obtain
Proposition 8.2. Let λ(s), µ(s) be inverse functions as above. Then,
Recall that Theorems 8.1 and 8.2 correspond respectively to the case α positive and α negative. Thus to complete the proofs of these theorems we again consider these two cases.
Case I: α > 0. Write R as the union of three intervals:
Note that by Corollary 8.2(b) and Figure 1 there is a unique inverse function λ i (s) defined on all of J i , i = 1, 3, such that λ i (s) is the unique exceptional point of g s (x) that belongs to ρ. Moreover, there is a unique inverse function µ(s) defined on all of J 2 ; and again, µ(s) is the exceptional point of g s (x) that belongs to ρ.
For s in R, define a function τ (s) by 
For m a positive integer, define a polynomial in Z[x, y] by
Using the fact that, for all j ≥ 1,
we obtain, from Proposition 8.2, (8.13), (8.14) and (8.15)
.
By Figure 1 we have
Consequently we obtain
Recall the maximal polynomials M i (x) and the positive roots σ i , i = 1, 2. By Corollary 8.3, Lemma 8.3 and Corollary 8.4 we have
This completes the proof of Theorem 8.1(ii).
Case II: α < 0. This case is simpler (see Figure 2) , so we only sketch the proof. SetĴ
As before, for i = 1, 2, there is a unique inverse functionl i (s), defined on all ofĴ i , such thatl i (s) is the unique exceptional point of g s (x) that belongs to ρ. For all s in R, define a functionτ (s) byτ
Thus,τ (s) is continuous and differentiable for all s = s * . As before, set
We then have
The proof is similar to the proof for Corollary 8.4-we leave the details to the reader. And the proof of Theorem 8.2(iv) then follows at once from Lemma 8.4.
It remains to prove (ii)-(iii) in Proposition 8.1 and in Theorem 8.2. This will be done in sections 9 and 10.
Finding small roots
In this section we give sufficient conditions for a polynomial in R[x] to have a "small" root. If these conditions are satisfied, we then give (fairly sharp) upper and lower bounds for such a root. In section 10 we apply this result to complete the proofs of Proposition 8.1 and Theorem 8.2.
Let n and d be fixed positive integers with n ≥ d + 1. Suppose that B(x) is a polynomial with real coefficients, given by
where α and β are positive numbers and B n = 0.
Let Φ be a positive number such that
We prove 
Consequently, we have Lemma 9.1. Suppose that
Then there is a positive root y 2 of B(x) such that (9.4) holds.
The proof is routine. If we divide both sides of (9.5) by β, use (9.2) and rearrange terms, we obtain Lemma 9.2. If
Note that (9.3) is simply the case i = 1 in (9.6), taking ε = c −1 . Suppose then that (9.3) holds. Then,
Thus, (9.6) holds, and hence so does (9.5). This completes the proof of Theorem 9.1 for the root y 2 . To show the existence of the root −y 1 
We will use a special case of the above theorem in section 10 to complete the proofs in section 8. For this we will take d = 2, n ≥ 5, and Φ (= Φ(n)) = 2(n−2)/3. Moreover, for all n we will have
where p 0 is defined in (3.2) . Taking c = (n − 2)/2, we find that condition (9.3) is always satisfied by this data. Thus, we have 
Proof of Proposition 8.1 and Theorem 8.2
We will use the material from section 9 to prove these results. We begin with a result needed for the two proofs. Let N and K be integers, with N ≥ 4, 0 ≤ K ≤ N − 1; and let γ 0 be a fixed positive number. For each j, with 1 ≤ j ≤ N , set
We prove
Part (i) follows at once from (10.1). The proof of (ii) is given at the end of the section.
By repeated use of part (ii) we have
We apply this to the material in section 8, beginning with Proposition 8.1; this corresponds to the case α > 0. Recall the polynomial A(x), defined in (8.9). Using (8.4), we see that
By construction, A(ρ) = −α < 0; and by Proposition 8.1(i), A (ρ) = 0. To find the roots σ i , set
and define
where, for 0 < j ≤ n,
If we set β = B 2 , then we may take B(y) to be the polynomial B, given in (9.1), with d = 2. We apply (10.1), taking 
where Φ 1 (n, k) = (2n − k − 3)/3. Note that by (3.1) and (10.3), β/α satisfies (9.7); also, for 1 ≤ k ≤ n − 1,
Thus, we may apply Corollary (9.1), taking c = (n − 2)/2; and so we obtain the two roots (−1) i y i , i = 1, 2. By Theorem 9.1, 
and so,B
If we take β =B 2 , thenB(y) is a polynomial as in (9.1), with d = 2. By Corollary 10.1,
we obtain the proof of Theorem 8.2(ii)-(iii) by using Corollary 9.1. We leave the details to the reader. We are left with proving Lemma 10.1(ii). Given integers b and c, with b > 0 and
Note the key identity:
Since 1/(j + 1) is a decreasing function, to prove part (ii) it suffices to show:
This follows at once from three simple identities, each proved by repeated use of (10.6).
Combining (10.7) with (i) and (ii), we obtain
Thus, by (iii)
This completes the proof of Lemma 10.2 and hence of Lemma 10.1.
Proof of Theorem 3.2
We return to the situation considered in section 3:
and τ is the exceptional point that belongs to p/q. Let
where a, s, t are non-zero real numbers with a ≥ 1.
We first state 3 lemmas, without proof. Using these, we prove Theorem 3.2. We then go back and prove the 3 lemmas. Set
We will prove Lemma 11.1. Let H = H(g). Then H ≤ (2.032)W .
As in section 3, set α = ±1/q n , so that g(ρ) = α. Since (ρ, α) is special, τ > 1. Recall the distance function, h(s) = |τ − ρ|, of (8.13). We will prove Lemma 11.2. Choose a real number j with 0 ≤ j <
occurs in the formula for dh/ds, given in Corollary 8.3(a). Define a non-negative number ε by
where v = ±1, see (8.14) . By (8.15), P k (λ, λ) = ω k (λ), and so we may rewrite Corollary 8.3(a) as dh ds
By a routine calculation we then obtain We will work with the root function l(s), and so we assume that either s < s 1 or s > s 2 . In fact we need 3 cases; A) s > s 2 , B) 0 < s < s 1 , C) s < 0.
Case A. s > s 2 . Thus, r = s, so w = +1; moreover, v = +1 and φ < s. Consequently, by Proposition 11.1, dξ j (s)/ds < 0, and so (see Figure 1 ) Case B. 0 < s < s 1 . We now have r = s, w = +1, v = −1, φ > s; and so, dξ j (s)/ds > 0, by Proposition 11.1. Since s 1 < s * , the proof follows at once-we omit the details. Suppose that s ≤ s 3 ; i.e., r ≥ r 3 . Then, r − φ ≥ 0, and so, by (11.6), This completes the proof of Lemma 11.2 for the case τ = λ. Suppose then that τ = µ, a proper critical point of g s (x). By Figures 1 and 2 we see that α is positive and that s 1 ≤ s ≤ s 2 . Thus Lemma 11.2, for this case, follows at once from (11.5) and Proposition 8.1(iii).
We are left with proving claim 11.1 and (11.5).
Proof of Claim 11.1. If k = 1, the claim is trivially true since then ε = 0. Suppose now that 2 ≤ k ≤ n − 1 and ε > 0. We consider first the case when α > 0 and λ < ρ, so that v = −1. By the definition of ε, P k (λ, ρ) = (1 + ε)P k (λ, λ).
Note that
P k (ρ, ρ) > P k (λ, ρ) > P k (λ, λ) > P k (σ 1 , σ 1 ), (11.9) where σ 1 is defined in Proposition 8.1. If we set P k (ρ, ρ)/P k (σ 1 , σ 1 ) = 1 + ε 1 , then, 0 < ε < ε 1 , since σ 1 < λ < ρ, by Theorem 8.1(ii). Thus, we will prove Claim 11.1 by showing that 0 < ε 1 < Thus, by (11.11) we have proved (11.10), and so Claim 11.1 is proved for this case. The proofs for the remaining cases are similar; we omit the details.
Proof of (11.5). Recall that 
This completes the proof.
