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Abstract
Inducing symmetry equivariance in deep neural architectures has resolved into
improved data efficiency and generalization. In this work, we utilize the concept of
scale and translation equivariance to tackle the problem of learning on time-series
from raw waveforms. As a result, we obtain representations that largely resemble
those of the wavelet transform at the first layer, but that evolve into much more de-
scriptive ones as a function of depth. Our empirical results support the suitability of
our Wavelet Networks which with a simple architecture design perform consistently
better than CNNs on raw waveforms and on par with spectrogram-based methods.
1 Introduction
Symmetry rules our universe. In fact, it is due to the symmetricity of our universe that we can hope to
extrapolate findings from our local region in time and space to predict the behaviour of galaxies lying
billions of light-years away in the distant future. In order to construct effective and efficient statistical
systems that extrapolate well to unseen data, it seems thus natural and essential to include prior knowl-
edge about the symmetries that rule the space they act upon into their structure. A good example of
this principle is the translation equivariance of the Convolutional Neural Network (CNN) [33], where
the output of a translated input is equivalent to that of the original input up to an equivalent translation.
In other words, it preserves the translational symmetry of physical objects encountered in the real
world. Following the principle of symmetry preservation, additional approaches for computer vision
tasks have been proposed to preserve additional symmetries in visual data, such as planar rotations
[19, 45, 79, 76, 36, 8, 27, 4, 70, 35, 23], spherical rotations [13, 77, 75, 15, 65], scaling [46, 78, 62] and
more general symmetry groups [11, 31, 74, 14, 3, 55, 71, 56]. Naturally, symmetries reach much fur-
ther than only visual characteristics. Exemplarily, one can envisage the possible states of a dynamical
system as symmetries of a single abstract system, which are equivariant to the total amount of energy
in it. Similar intuitions have recently propelled the development of several deep learning approaches
to model physical systems [54, 30, 73, 20]. These developments unavoidably lead to the question:
Which symmetries are intrinsic to time-series? Zhang et al. [82] explored this direction for a particular
symmetry encountered in audio: the vocal tract length. Speech recognition is known to be invariant to
the vocal tract length of the speaker. Consequently, one can envisage a word pronounced by speakers
with different vocal tract lengths as symmetries of that word, which are equivariant to its meaning.
In their experiments, Zhang et al. [82] constructed a shallow network in which the input signal was
perturbed by several vocal tract length warpings, which lead to enhanced generalization.
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In this work, we take a general approach towards symmetry preservation in time-series. To this end, we
start with the following question: What is the simplest set of transformations that describes all possible
symmetries underlying time-series? The response to this question leads us to the symmetry group
composed by translation and scaling, the dilation-translation group. Motivated by this observation, we
propose to induce translation and scale equivariance in neural architectures for time-series, in a manner
similar to Worrall and Welling [78], Sosnovik et al. [62] and [3] for visual data. Starting from this
equivariance condition, we show that one unavoidably arrives at a very well-known tool of classical
signal processing: the wavelet transform. Though the connection between the dilation-translation
group and the wavelet transform has long been identified [24], we argue that making this connection
explicit for machine learning applications could be of large value to the field, as future approaches
could leverage insights from decades of research in spectrotemporal analysis, e.g., [60, 44, 17].
Our proposed theoretical framework allows for end-to-end learning on time-series in a translation and
scale equivariant manner. To the best of our knowledge, we are the first to provide a general group
theoretical approach for learning on time-series and second on the line of thought of symmetry preser-
vation in this field (aside from Zhang et al. [82]). Due to the similarity of our approach with wavelet
analysis, we discuss the adequacy of complementary time-frequency representations for time-series
analysis from a symmetry preserving perspective. Our insights nicely connect with findings from
neuroscience and psychology research on the modus operandi of the human auditory system. Based
on these insights, we highlight important shortcomings of contemporarily widely used architectures,
which are adequately addressed by our framework. As an instance of our theoretical framework, we
propose the Wavelet Networks, a member of the group equivariant convolutional networks family
which allows for end-to-end learning on raw time-series in a scale and translation equivariant manner.
Our empirical results support the suitability of our approach which performs consistently better than
CNNs on raw waveforms and on par with spectrogram-based methods on multiple tasks.
Contributions:
• We propose a theoretical framework for translation and scale equivariance in time-series.
• As an instance of this framework, we introduce our Wavelet Networks, which are equivariant to
translation and scaling, and allow for end-to-end learning on raw waveform time-series.
• Our experiments support the adequacy of our Wavelet Networks for several audio applications,
which perform consistently better than CNNs on raw waveforms and on par with spectrogram-
based approaches based on strong hand-engineered representations (e.g., log-Mel).
2 Revisiting Classical Time-Frequency Signal Processing
Let us consider a general dictionary of atoms D = {φγ}γ∈Γ, where γ might be a multi-index
parameter. Linear time-frequency transforms correlate an input signal with a dictionary of waveforms
concentrated in time and frequency called time-frequency atoms. In order to ensure invertibility and
stability of the representation, the atoms φγ are assumed to have finite energy and unitary norm, i.e.,
φγ ∈ L2(R), ‖φγ‖2 = 1. The linear time-frequency transform of a signal f ∈ L2(R) is defined by:
Φ[f ](γ) =
∫ +∞
−∞
f(t)φ∗γ(t) dt = 〈f, φγ〉, (1)
with φ∗γ the complex conjugate of φγ . The prime time-frequency transform is the Fourier transformF ,
in which f is described by a time-frequency dictionary of complex sinusoidal waves D = {eiωt}ω∈R:
F [f ](ω) = fˆ(ω) = 〈f, eiωt〉 =
∫ ∞
−∞
f(t) e−iωt dt. (2)
Motivated by quantum mechanics, Gabor [22] proposed to decompose signals over dictionaries of
time-frequency atoms with minimal spread on the time-frequency plane. He showed that the joint
time-frequency resolution of representations on the time-frequency plane is limited by a minimum
surface, called the Heisenberg rectangle, σt,γσω,γ ≥ 12 , with σt,γ and σω,γ depicting the spread of a
time-frequency atom φγ on time and frequency, respectively. As a result, it is not possible to construct
time-frequency representations with arbitrary resolutions on time and frequency simultaneously
(Fig. 1). This phenomenon is referred to as the Heisenberg uncertainty principle and plays a crucial
role in the design of time-frequency representations. The two extremes of this resolution schema
are given by signals f(t) and their Fourier transform fˆ(ω), which behold exact time and frequency
resolution, respectively, but “null” resolution in the complementary dimension.
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(a) (b)
Figure 1: The tiling of the
time-frequency plane for the
short-time Fourier transform
(Fig. 1a) and the wavelet
transform (Fig. 1b). By
modifying the form of the
tiles (Heisenberg boxes), the
wavelet transform is able
to detect highly localized
events with great precision
both on time and frequency.
2.1 Translation Equivariant Dictionaries
When analyzing structured data, it is advantageous to construct signal representations that commute
with translations. That is, representations in which if a pattern is translated, its numerical descriptors
are also translated, but not modified.1 Formally, a representation is said to be translation equivariant
if, for any φγ(t) ∈ D and any shift u ∈ R, the atom φγ(t+u) also belongs to D. Such a dictionary is
constructed by translating a family of generators {φγ}γ∈Γ to form a dictionary D = {φγ,u}γ∈Γ,u∈R,
with φγ,u(t) = Lu[φγ ](t), and Lu[φγ ](t) := φγ(t − u) a translation operator. Resultantly, the
time-frequency transform of f , Φ[f ](γ, u), can be expressed as a convolution:
Φ[f ](γ, u) = 〈f, φγ,u〉 =
∫ +∞
−∞
f(t)Lu[φ∗γ ](t) dt =
∫ +∞
−∞
f(t)φ∗γ(t− u) dt = [f ? φγ ](u). (3)
Consequently, the translation equivariance condition can be formally described as:
[Lu[f ] ? φγ ](t) = Lu[f ? φγ ](t). (4)
In fact, being able to write Φ[f ] as a convolution (Eq. 3) is both necessary and sufficient, as convolution
(and reparametrizations thereof) is the only linear translation equivariant linear mapping [31, 14, 3].
The windowed Fourier transform. Gabor [22] introduced windowed Fourier atoms to measure
frequency variations of sounds. To this end, a real, symmetric window w(t) = w(−t) of local support
and unitary norm is translated by u and modulated by the frequency ξ: wu,ξ(t) = eiξtw(t− u). The
windowed Fourier transform (also called short-time Fourier transform) S of a signal f ∈ L2(R) is:
S[f ](u, ξ) = 〈f, wu,ξ〉 =
∫ +∞
−∞
f(t)Lu[w](t) e−iξt dt =
∫ +∞
−∞
f(t)w(t− u) e−iξt dt. (5)
Intuitively, the windowed Fourier transform localizes the Fourier integral (Eq. 2) in the neighbourhood
of t = u. The windowed Fourier transform decomposes signals over waveforms that have the same
time and frequency resolution. Consequently, it is effective as long as the signal f does not include
structures having different time-frequency resolutions, some being very localized in time and other
very localized in frequency. Unfortunately, this is the case for the vast majority of signals encountered
in nature. Wavelets address this issue by changing the time and frequency resolution of their
Heisenberg boxes at different scales (Fig. 1b).
Definition 2.1. Wavelet. A wavelet is a function ψ ∈ L2(R) of compact support centered in the
neighbourhood of t = 0, with unitary norm, ‖ψ‖2 = 1, and zero average, ∫ +∞−∞ ψ(t) dt = 0.
The Wavelet transform. Additional to the analysis of signal structures at different positions, it is
advantageous to construct signal representations that allow for their analysis at different scales as well.
To this end, it is necessary to construct time-frequency atoms with varying time supports. The wavelet
transform accomplishes this by decomposing an input signal over dilated and translated wavelets. The
dictionary of wavelet time-frequency atoms is obtained by translating and scaling a wavelet ψ as:
D =
{
ψu,s(t) =
1√
s
ψ
(
t− u
s
)}
u∈R,s∈R+
=
{
ψu,s(t) =
1√
s
LuLs[ψ](t)
}
u∈R,s∈R+
, (6)
1In classical signal processing, this is referred to as translation invariance, as the descriptors are not modified.
We emphasize that these operators are rather equivariant, as they preserve the translation through the mapping.
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with Ls[ψ](t) := ψ(s−1t) a scaling operator. The wavelet ψ0,1(t) = ψ(t) from which the dictionary
is constructed is called the mother wavelet and the normalization coefficient (
√
s)−1 is utilized to
ensure that ‖ψu,s‖2 = 1, ∀s ∈ R+. The Wavelet transformW of a signal f ∈ L2(R) is given by:
W[f ](u, s) = 〈f, ψu,s〉 =
∫ +∞
−∞
f(t)
1√
s
LuLs[ψ∗](t) dt =
[
f ? 1√
s
Ls[ψ∗]
]
(u). (7)
Resultantly, W[f ](u, s) measures the variation of f in a neighbourhood of u proportional to s.
The wavelet transform is both translation and scale equivariant. This results from the fact that given
a wavelet ψu,s ∈ D and arbitrary translations u˜ ∈ R and scales s˜ ∈ R+, the transformed wavelet
Lu˜Ls˜[ψu,s] remains a member of D (up to a multiplicative factor
√
s˜ , c.f., Eq. 14):
Lu˜Ls˜[ψu,s](t) = Lu˜Ls˜
[
1√
s
LuLs[ψ]
]
(t) = 1√
s
Lu˜+s˜uLs˜s[ψ](t) =
√
s˜ ψu˜+s˜u,s˜s(t) ∈ D (8)
In other words, if a pattern is either translated or scaled, its numerical descriptors are also translated
or scaled, but not modified.
Spectrograms and scaleograms. Classical signal processing focuses on detecting the presence of
frequency components of an input signal f . To this end, an energy density function is often defined on
top of the time-frequency transform as |Φ[f ](γ, u)|2. This density function, referred to as spectrogram
(|S[f ](u, ξ)|2) or scalogram (|W[f ](u, s)|2) for the short-time Fourier and wavelet transform, respec-
tively, measures the energy of f in a time-frequency neighbourhood determined by the spread of the
time-frequency atom at a given location. Therefore, it is crucial to consider the role of input variations
in position and scale on |·|2 as well. The effects of these variations on the time-frequency transforms
outlined in this section are summarized in Thm. 2.1 and analyzed in detail in Appx. B.
Theorem 2.1. Let Lt0 [f ](t) = f(t−t0) and Ls0 [f ](t) = f(s−10 t), t0 ∈ R, s0 ∈ R+, be a translated
and scaled version of an arbitrary input signal f ∈ L2(R), respectively. The relation among their
time-frequency transforms is given by:
• Fourier Transform:
F [Lt0 [f ]](ω) = e−iωt0F [f ](ω) → |F [Lt0 [f ]](ω)|2 = |F [f ](ω)|2 (9)
F [Ls0 [f ]](ω) = s0Ls−10 [F [f ]](ω) → |F [Ls0 [f ]](ω)|
2 = |s0|2|Ls−10 [F [f ]](ω)|
2 (10)
• Short-Time Fourier Transform:
S[Lt0 [f ]](u, ξ) = e−iξt0Lt0 [S[f ]](u, ξ) → |S[Lt0 [f ]](u, ξ)|2 = |Lt0 [S[f ]](u, ξ)|2 (11)
S[Ls0 [f ]](u, ξ) ≈ s0 S[f ](s−10 u, s0ξ) → |S[Ls0 [f ]](u, ξ)|2 ≈ |s0|2|S[f ](s−10 u, s0ξ)|2 (∗) (12)
• Wavelet Transform:
W[Lt0 [f ]](u, s) = Lt0 [W[f ]](u, s) → |W[Lt0 [f ]](u, s)|2 = |Lt0 [W[f ]](u, s)|2 (13)
W[Ls0 [f ]](u, s) =
√
s0 Ls0 [W[f ]](u, s) → |W[Ls0 [f ]](u, s)|2 = |Ls0 [W[f ]](u, s)|2 (14)
(∗) Eq. 12 only approximately holds for large windows (see Appx. B.2 for a detailed explanation).
Proof. The derivation and interpretation of the aforementioned properties are provided in Appx. B.
3 The Problem of Learning 2D Conv. Filters on the Time-Frequency Plane
CNNs have been a major breakthrough in computer vision and have achieved startling results in numer-
ous applications. Due to its success and the resemblance of time-frequency representations with image
data, CNNs have been extensively utilized on top of spectrograms, e.g., [37, 61, 2], and (scarcely)
scalograms, e.g., [52], for time-series learning. Unfortunately however, the underlying behaviour of
images and time-frequency representations are of different natures and largely differ from one another.
In fact, it has been shown that Deep Priors [68], which naturally emerge in CNNs for visual data,
do not appear for audio [83]. These observations suggest that treating spectrograms as images and
directly learning 2D convolutional filters on top of them is not adequate for proper time-series learning.
Differences between visual data and time-frequency representations. Two important differences
between time-frequency representations and visual data exist that are universal to all time-frequency
representations. Contrarily to images, sounds are non-local on these representations. Auditory signals
are often composed of harmonic components that resonate at non-local frequencies called the signal
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harmonics. As a result, contrarily to visual objects, the representation of an auditory object is able to
(and often does) span a large part of the frequency axis in an sparse manner. Moreover, when consid-
ering complex auditory signals composed of several such auditory objects, their components often
superpose at particular locations. This phenomenon is orthogonal to visual data, where information
at a given location can be safely considered to belong to one exclusive object. When objects overlap,
they occlude one another and the value at a certain position belongs to a single object. On the other
hand, rather than occlude, audio signals superpose. This is why audio is considered to be transparent.
Analysis of the windowed Fourier transform. Research in psychology and neuroscience has shown
that humans largely rely in the transient behaviour of auditory signals to distinguish auditory objects
[9, 69, 6, 47]. The windowed Fourier transform, however, is not appropriate to handle transient
signals. Furthermore, the time-frequency resolution of the windowed Fourier transform exhibits linear
resolution on both axes, whereas the human auditory system possesses high spectral resolution at low-
frequencies and high temporal resolution at higher frequencies [63, 59, 5]. For example, a difference
of a semitone at the bottom of the piano scale (∼30Hz) is of approximately 1.5Hz, whilst at the top
of the musical scale (∼5kHz) it is of approximately 200Hz. In fact, the spectrotemporal resolution
of the human auditory system has motivated the development of improved audio representations
on top of the windowed Fourier transform, e.g., log-Mel [63, 21] or constant-Q [7] spectra, and
has lead to the development of several machine learning approaches, some of which are among the
contemporarily most used, e.g., [67, 10, 38, 80]. These biologically inspired representations are
incomplete, however, in the sense that they are not able to modify the temporal resolution of the
underlying windowed Fourier transform. Interestingly, the wavelet transform directly and accurately
describes the behaviour of the human auditory system (Fig. 1b). These observations suggest that,
from a biological perspective, the wavelet transform might be better suited to represent auditory
signals than the windowed Fourier transform and other signal representations building on top of them.
Analysis of the wavelet transform. Despite the previous observations, directly learning 2D convo-
lutional filters on top of the wavelet transform does not resolve the issues related to the non-local,
transparent nature of auditory signals outlined before. Though several approaches have been pro-
posed to alleviate these problems, e.g., by defining filters than span large receptive fields along the
frequency or time axis [49], or focusing learning on harmonic multiples of a particular frequency
[83], a theoretically principled approach to this end is, to the best of our knowledge, yet missing.
Learning from raw waveforms. Several end-to-end learning approaches for time-series have re-
cently emerged, e.g., [18, 19, 16, 53, 64]. In these works, the main research focus lies in how to obtain
large parameter efficient receptive fields, which can easily span as long as 22.050 samples for a single
second. The go-to solution relies in the usage of several á-trous convolution layers, with increasing
dilation as a function of depth. In our work, by making use of multi-scale analysis similar to that of
the wavelet transform at every layer, we obtain a virtual extremely large receptive field at every single
layer of the network, which allows us to reason about information at several scales in one go (Fig. 2).
Though approaches relying on layer-wise multi-scale representations exist [84, 43, 72, 25, 83], they
are unable to preserve the same sense of scale across layers as they do not commute with scaling. Our
theoretically principled, symmetry preserving approach alleviates this problem by utilizing group
convolutions equivariant to translation and scaling directly from raw waveforms, and nicely lines up
with several years of research in wavelet analysis, neuroscience and psychology [6, 44, 17, 41].
4 Wavelet Networks
In this section, we formalize our approach. Since it largely relies on the idea of symmetries, groups
and group convolutions, we provide all the concepts required for proper understanding in Appx. A.
4.1 The Group Convolution and the Dilation-Translation Group
Let f, ψ : G→ R be a scalar signal and filter defined on a group G (Def. A.1) and Lg[·] be the left-
regular representation of G (Def. A.3). The group convolution (?G) is defined as:
[f ?G ψ](g) = 〈f, ψg〉 =
∫
G
f(g˜)Lg[ψ](g˜) dg˜ =
∫
G
f(g˜)ψ(g−1g˜) dg˜. (15)
This is a direct generalization of the convolution (Eq. 3) for domains defined by groups. A key property
of the group convolution is that it generalizes equivariance to arbitrary symmetry transformations
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Figure 2: The wavelet network structure. Wavelet networks are comprised of a starting lifting
group convolution (Eq. 19), after which an arbitrary number of group convolutions (Eq. 17) can be
concatenated. Their structure allows for multi-scale signal analysis at every layer of the network.
g ∈ G. Consequently, the equivariance constraint (Eq. 4) becomes:
[Lg¯[f ] ?G ψ](g) = Lg¯[f ?G ψ](g), ∀ g¯, g ∈ G. (16)
Analogously, it holds that the group convolution is the only linear G-equivariant mapping [31, 14, 3].
Group convolution on affine groups. If G is affine (Def. A.2), the group convolution can be split by
taking advantage of the group structure (Eq. 24) and the representation decomposition (Eq. 26) as:
[f ?G ψ](g) = 〈f, ψg〉 =
∫
G
f(g˜)Lg[ψ](g˜) dg˜ =
∫
H
∫
Rd
f(x˜, h˜)LxLh[ψ](x˜, h˜) 1|h| dx˜dh˜, (17)
where g = (x, h), g˜ = (x˜, h˜) ∈ G, x, x˜ ∈ Rd, h, h˜ ∈ H , and G = Rd oH . Here |h| denotes the
Jacobian of the action of h on Rd, which appears as a normalizing factor when writing the Haar
measure dg˜ = 1|h|dx˜dh˜ on G in terms of the spatial (Lebesgue) measure dx˜ on R
d and the Haar
measure dh˜ on H . It then becomes apparent that the group convolution can be split into |H| spatial
convolutions of the input signal f and h-transformed filters Lh[ψ]:
[f ?G ψ](x, h) = 〈f, 1|h|ψx,h〉 =
∫
H
[
f ? 1|h|Lh[ψ]
]
(x, h˜) dh˜. (18)
In our work, we are interested in the dilation-translation group, which emerges from the semi-direct
product (o) of the translation group (Rd,+) and the dilation group H = (R+,×) acting on Rd.
The lifting group convolution. Up to now, we have considered convolutions between functions
defined on a group G. However, predictive systems usually receive functions f defined in Rd. As
a result, it is crucial to rely on an operator to lift a function from Rd to G. The continuous wavelet
transform is such an operator, which, in a group convolutional setting, can be regarded as a lifting
group convolution (see Sec. 4.2). Let f, ψ : Rd → R be a scalar signal and filter function on Rd, and
G = Rd oH be an affine group. The lifting convolution (?G↑) is defined as:
[f ?G↑ψ](x, h) = 〈f, 1|h|ψx,h〉 =
∫
Rd
f(x˜) 1|h|LxLh[ψ](x˜) dx˜ =
{[
f ? 1|h|Lh[ψ]
]}
h∈H
(x, h), (19)
where 1|h| is required to guarantee equivariance (Eq. 16) for non-unimodular affine groups such as
G = RdoR+ [3]. The lifting convolution corresponds to the set obtained by spatially convolving the
signal f with all h-transformed versions of the filter ψ, Lh[ψ], for all transformations in the group H .
Projecting functions fromG to Rd. Predictions must often be given in the same space as the input
of the predictive system, Rd, e.g., for segmentation tasks. To this end, one can simply project the
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function from G to Rd by means of a pooling operation over H as:
projRdf = pool h˜∈Hf(x, h˜), (20)
where the operation pool can be given by any pooling operation such as max or mean pooling.
4.2 The Wavelet Transform as Group Convolutions
The connection between the wavelet transform and group representations has long been identified. In
one of the initial papers of wavelet analysis, Grossmann et al. [24] demonstrated that the continuous
wavelet transform on L2(R) as well as its inversion formula lie on a certain representation of the
dilation-translation group acting on R, RoR+. In fact, the wavelet transform of a signal f (Eq. 7) is
equivalent, up to a front factor, to a lifting convolution (Eq. 19) from R to Ro R+:
W[f ](u, s) = [f ? 1√
s
Ls[ψ]
]
(u) =
√
s
[
f ? 1sLs[ψ]
]
(u) =
√
s [f ?G↑ ψ](u, s), (21)
with u ∈ R, s ∈ R+. As outlined in Thm. 2.1 (Eq. 14) and Appx. B.3, the multiplicative factor √s
vanishes during the scalogram computation. This elucidates the fact that time-frequency transforms
are optimized to represent energy density functions on the time-frequency plane (see Sec. 2, Appx. B).
In Appx. C we derive conditions on the parametrization of arbitrary convolutional filters ψ, such that
their lifting convolution (ψ : Rd → R) and group convolution (ψ : Rd o R+ → R) with arbitrary
input signals is exactly equivariant to scale and translation. We show that these filters are equivalent
to wavelets up to a re-normalization factor. These properties are summarized in Thm. 4.1.
Theorem 4.1. Let G = Rd o R+ be the dilation-translation group and Lg[·] its left regular rep-
resentation. Let f , ψ : Rd → R be a scalar signal and filter defined on Rd. A lifting convolution
(Eq. 19) from Rd to Rd oR+ is a transformation of the form 〈f, ψu,s〉 that satisfies the equivariance
condition (Eq. 16) iff the set of transformed filters corresponds to a dictionary of re-normalized
wavelet time-frequency atoms D given by:
D = {ψu,s(x) = 1sd LuLs[ψ](x)}u∈Rd,s∈R+ = { 1sdψ (x−us )}u∈Rd, s∈R+ . (22)
Let now f(x, s¯), ψ(x, s¯) : Rd oR+ → R be a scalar valued signal and filter defined on the dilation-
translation group. The group convolution (Eq. 17) on Rd o R+ is a transformation of the form
〈f, ψu,s〉, with 〈f, ψ〉 =
∫
Rd
∫
R+ f(x, s)ψ(x, s)dxds the standard L
2 inner product on Rd × R+,
and it exactly satisfies the equivariance condition (Eq. 16) iff the set of filters corresponds to:2
D = {ψu,s(x, s¯) = 1sd+1 LuLs[ψ](x, s¯)}u∈Rd,s∈R+ = { 1sd+1ψ (x−us , s−1s¯)}u∈Rd,s∈R+ . (23)
Proof. The derivation of the aforementioned conditions is provided in Appx. C.
4.3 Constructing Wavelet Networks
The input f of the predictive system is usually defined on R. Consequently, wavelet networks (Fig. 2)
are constructed starting with a layer of lifting group convolutions (Eq. 19), after which an arbitrary
number of group convolution layers (Eq. 17) can be concatenated. In the last layer, the group function
is projected back to R by means of a projective layer (Eq. 20). Though our derivations have been
provided for scalar continuous functions, in practice, computations are performed on functions defined
on a discrete grid. To this end, based on previous work [44, 39, 41, 78], we approximate the scale
axis by means of a dyadic dilation set {s = 2j}jmaxj=jminwith minimal and maximal scales defined by
2jmin and 2jmax , respectively. Despite only using scalar functions in our derivations, our theory is also
valid for vector-valued signals f : X → RNc , f = {fc}Ncc=1 on X , e.g., stereo signals. In this case,
a filter ψ of corresponding dimensionality is defined on the same domain X , i.e., ψ : X → RNc ,
ψ = {ψc}Ncc=1, and an additional sum along channels c is performed during the (group) convolution.
The usage of continuous smooth bases has proven advantageous for group convolutions [12, 76, 4,
75, 74, 13, 62, 3, 23]. This is due to the fact that the representation of the group H often imposes
transformations not well-defined for discrete bases. As a result, interpolation is often required,
which can introduce severe spurious artifacts, specially for small filters. The physiology of the
2On a practical note we remark that numerical integration over R+ with an exponential grid, e.g., a dyadic
grid, leads to an effective front-factor of 1
sd
. See Appx. D for details.
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human auditory system has strongly motivated the usage of gammatone filters for auditory processing
[28, 26, 40]. Based on the resemblance of gammatone filters with B2-splines, we utilize the B-splines
of Bekkers [3] as the basis of our filters. As a result, we not only avoid interpolation altogether, but
allow for arbitrary approximations of the scale axis not only restricted to dyadic sets.
Classically, the filters ψ used in a wavelet transform are normalized to have unit norm and zero
average (Def. 2.1). These constraints are required to preserve (stable) invertibility of the transform,
which, however, is not necessary for most machine learning applications. Therefore, we release the
‖ψ‖ = 1 constraint, but still experiment with the zero-mean constraint as this ensures that the filters
act as moving band-pass filters in the spectral domain with increasing scale [44]. We softly enforce
this by adding the square of the average of each filter as an extra term to the training loss (WL).
5 Experiments
We validate our approach by comparing the performance of our wavelet networks (W-Nets) to
convolutional baselines working of raw waveforms for a variety of tasks. For all our experiments,
we replicate as close as possible the training regime of the corresponding baselines and utilize their
implementation as baseline for the construction of our networks whenever possible. An extended
version of this section encompassing detailed explanations of training regimes, utilized architectures
and extended results is provided in Appx. D.3
UrbanSound8K. The UrbanSound8K (US8K) dataset [58] consists of 8732 audio clips of 4 seconds
or less, with a total of 9.7 hours of audio uniformly drawn from 10 environmental sound classes. We
compare the Mn-Nets of Dai et al. [16] and the 1DCNNs of Abdoli et al. [1] with similar W-Nets in
terms of number of layers and parameters. Contrarily to Dai et al. [16] we sample audio at 22.05kHz
as opposed to 8kHz, as early studies in the data indicated that some classes become indistinguishable
for the human ear in this regime, e.g., drilling. We use the 50999-1DCNN [1] in our experiments,
as it requires the less human engineering. Unfortunately, we were not able to replicate the results
reported in [1] (83± 1,3%) in our experiments. In order to compare our results with other approaches
in literature, we utilize 10-fold cross-validation by taking 8 subsets for training, one for validation and
one for test. We take the (n− 1)mod10 subset for validation when testing on the nth one. We em-
phasise that our training regime can be different from those used on other works, as they often do not
disclose which subset is used for validation. Our results show that our wavelet networks consistently
outperform the baselines and perform competitively to spectrogram-based approaches (Tab. 1).
Furthermore approach benefits from encouraging zero-mean filters, which verifies the benefit of aug-
menting group convolutional networks to promote their similarity to the classical wavelet transform.
MagnaTagATune. The MagnaTagATune (MTAT) dataset [32] consists of 25879 audio clips with a
total of 170 hours of audio, along with several per-song tags. Following Lee et al. [34], we extract
the most frequently used 50 tags and trim the audios to 29.1 seconds at a sample-rate of 22.05kHz.
Following the convention in literature, we use ROC-curve (AUC) and mean average precision (MAP)
as performance metrics. We compare the (best-performing) 39-Net of Lee et al. [34], with a similar
W39-Net in terms of number of layers and parameters. Our results show that our W39-Net consistently
outperforms the baseline and performs competitively to spectrogram-based approaches (Tab. 1).
Discussion. Our results demonstrate that our proposed Wavelet Networks are a promising direction
for learning on time-series. We demonstrate that symmetry preservation and equivariance to more
general groups than translations are strong inductive biases outside computer vision tasks as well.
The biggest shortcoming of our approach is related to the increment of memory requirements, which
grows linearly as a function of the number of scales considered. In future work, we want to explore
how to reduce these computational costs. Furthermore, we would like to replace group convolutions
by their attentive counterparts [55, 56] to construct spectrotemporal attention maps indicating the
importance of particular time-frequency atoms for a given task. Additionally, we would like to
investigate the effect of defining and learning our filters in a complex-valued basis, as is usually done
in classical signal processing, and evaluate the adequacy of W-Nets for tasks that require invertibility.
3Our code is publicly available at https://github.com/dwromero/wavelet_networks
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Table 1: Experimental Results. Bold / underlined fonts mark the best per-section / absolute results.
URBANSOUND8K
MODEL ACC. (%) [34] (%) 10-FOLD PARAM.
M3-NET 54.48 - 220.67K
W3-NET 63.08 -
219.45KW3-NET-WL 61.05 -
M5-NET 69.89 - 558.08K
W5-NET 74.55 -
558.03KW5-NET-WL 72.28 -
M11-NET 74.43 - 1.784M
W11-NET 79.33 66.97 ± 5.178
1.806MW11-NET-WL 80.41 68.47 ± 4.914
M18-NET 69.65 - 3.680M
W18-NET 75.87 64.02 ± 4.645 3.759MW18-NET-WL 78.26 65.01 ± 5.431
M34-NET 75.15 - 3.978M
W34-NET 76.22 65.69 ± 5.780
4.021MW34-NET-WL 78.38 66.77 ± 4.771
1DCNN - 62.00 ± 6.791 453.42K
W-1DCNN - 62.47 ± 4.925 458.61KW-1DCNN-WL - 62.64 ± 4.979
URBANSOUND8K - COMPARISON WITH OTHER APPROACHES
MODEL TYPE (%) 10-FOLD PARAM.
W11-NET-WL RAW 68.47 ± 4.914 1.806M
PICZAKCNN [48]
SPECT.
73.7 / 73.1 26M
SB-CNN [57] 73 241K
VGG [49] 70.74 77M
ENVNET-V2 [66] RAW (BAGGING) 78 101M
MAGNATAGATUNE
MODEL
AVERAGE AUC MAP
PARAM.PER-CLASS PER-CLIP PER-CLASS PER-CLIP
39-NET 0.893 0.936 0.385 0.700 2.394M
W39-NET 0.895 0.941 0.397 0.719
2.404MW39-NET-WL 0.899 0.943 0.404 0.723
PCNN [42] 0.9013 0.9365 0.4267 0.6902 -
RAW [50]∗ 0.8905 - 0.3492 - 11.8M
SPECT. [50]∗ 0.9040 - 0.3811 - 5M
SPECT. [51] 0.893 - - - 191K
∗ Reported results are obtained in a more difficult version of this dataset.
Broader Impact
Our work brings together intuitions and results from several years of research in time-frequency
representations, group theory, neuroscience and psychology, to present a theoretically strong approach
for learning in raw time-series. We believe this can impact two different types of stakeholders. First
of all, scientists in the specific area of deep learning can exploit and build on top of our method and
theory to further the field of deep learning for time-series data. Secondly, companies can utilize our
novel technique in more practical settings, and can benefit from more accurate and insightful results.
Examples of such practical settings include (but are not limited to) speech recognition, predictive
maintenance based on sensory data, the analysis of sensory data from wearables, and also learning on
time series collected through medical devices.
While we feel these approaches can bring great benefits, it is obvious that boosting the performance
of automated systems through a novel algorithm can make automated systems more competitive with
humans or even surpass their performance. Potentially, this can result in human labor being replaced
with automation.
In case our system would fail, the impact largely depends on the application domain at hand. Certainly
for more sensitive application domains such as the medical domain great caution is needed before
using the approach for actual decision making as mistakes could have huge consequences.
Finally, the system could potentially be sensitive to bias in data and might exploit these biases to
improve its learning performance. Therefore, great care is needed in constructing proper datasets
before the application of our newly proposed technique to avoid the risk of such biases playing a
pivotal role in the application at hand.
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Appendix
A Concepts from Group Theory
Definition A.1. Group. A group is a tuple (G, ·) consisting of a set G and a binary operation
· : G×G→ G, referred to as the group product, that satisfies the following axioms: Closure: For
all h, g ∈ G, h · g ∈ G; Identity: There exists e ∈ G, such that e · g = g · e = g; Inverse: For all
g ∈ G, there exists an element g−1 ∈ G, such that g · g−1 = g−1 · g = e; and Associativity: For all
g, h, k ∈ G, (g · h) · k = g · (h · g).
Definition A.2. Semi-direct product and affine groups. In practice, one is mainly interested in the
analysis of data defined on Rd. Consequently, groups of the form G = Rd oH , resulting from the
semi-direct product (o) between the translation group Rd and an arbitrary (Lie) group H that acts on
Rd, e.g., rotation, scaling or mirroring, are of main interest. This family of groups is referred to as
affine groups and their group product is defined as:
g1 · g2 = (x1, h1) · (x2, h2) = (x1 + h1  x2, h1 · h2), (24)
with g1 = (x1, h1), g2 = (x2, h2) ∈ G, x1, x2 ∈ Rd and h1, h2 ∈ H . The operator  denotes the
action of h ∈ H on x ∈ Rd, and it describes how a vector x ∈ Rd is modified by elements h ∈ H .
The most relevant affine group for this work is the dilation-translation group Rd oR+ acting on Rd.
Definition A.3. Group representation. Let G be a group and L2(X) be a space of functions defined
on some vector space X . The (left) regular group representation of G is a linear transformation
L : G× L2(X)→ L2(X), (g, f) 7→ Lg[f ] := f(g−1  x), that shares the group structure via:
Lg1Lg2 [f ] = Lg1g2 [f ] (25)
for any g1, g2 ∈ G, f ∈ L2(X). That is, concatenating two such transformations, parametrized
by g1 and g2, is equivalent to a single transformation parametrized by g1 · g2 ∈ G. Intuitively, the
representation of G on a function f describes how the function as a whole, i.e., f(x),∀x ∈ X , is
transformed by the effect of group elements g ∈ G. If the group G is affine, the group representation
Lg can be split as:
Lg[f ] = LxLh[f ], (26)
with g = (x, h) ∈ G, x ∈ Rd and h ∈ H .
B Effect of Input Transformations on Time-Frequency Transformations
B.1 The Fourier Transform
Fourier analysis represents an arbitrary finite energy function f ∈ L2(R) as a sum of complex
sinusoidal waves eiωt = cosωt+ i sinωt:
f(t) =
1
2pi
∫ ∞
−∞
fˆ(ω) eiωt dω.
Here, fˆ(ω) depicts the amplitude of each sinusoidal wave eiωt in f and can be understood as the
“amount” of eiωt in f . Consequently, the coefficients fˆ(ω) correspond to the correlation of f and
eiωt and is referred to as the Fourier transform F :
F [f ](ω) = fˆ(ω) = 〈f, eiωt〉 =
∫ ∞
−∞
f(t) e−iωt dt
This is equivalent to encoding f into a time-frequency dictionary D = {eiωt}ω∈R.
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The effect of input translation. Let Lt0 [f ](t) = f(t− t0) be a translated version of f . Its Fourier
transform is given by:
F [Lt0 [f ]](ω) =
∫ ∞
−∞
f(t− t0) e−iωt dt substitute t˜ = t− t0 ; d t˜ = dt
=
∫ ∞
−∞
f(t˜) e−iω(t˜+t0) d t˜
= e−iωt0
∫ ∞
−∞
f(t˜) e−iωt˜ d t˜
= e−iωt0F [f ](ω) (27)
In other words, a translation of t0 in the time domain corresponds to a phase modulation of e−iωt0 in
the frequency domain.
The effect of input scaling. Let Ls0 [f ](t) = f(s−10 t), s0 ∈ R+, be a scaled version of f . Its Fourier
transform is given by:
F [Ls0 [f ]](ω) =
∫ ∞
−∞
f(s−10 t) e
−iωt dt substitute t˜ = s−10 t ; d t˜ = s
−1
0 dt
=
∫ ∞
−∞
f(t˜) e−iω(s0 t˜) d(s0t˜)
= s0
∫ ∞
−∞
f(t˜) e−i(s0ω)t˜ d t˜
= s0F [f ](s0ω) = s0Ls−10 [F [f ]](ω) (28)
In other words, a dilation (compression) on the time domain corresponds to a compression (dilation)
in the frequency domain times the inverse of the “amount” of dilation (compression). Following the
same derivation procedure, it can be shown that:
F [Ls0Lt0 [f ]](ω) = s0e−iωt0F [f ](s0ω) = e−iωt0s0Ls−10 [F [f ]](ω). (29)
Transformation effects on the spectral density. The spectral density of a function f ∈ L2(R) is
defined as |F [f ](ω)|2. Consequently, Eqs. 27 and 28 are reduced to Eqs. 30 and 31, respectively:
|F [Lt0 [f ]](ω)|2 = |F [f ](ω)|2 (30)
|F [Ls0 [f ]](ω)|2 = |s0|2|Ls−10 [F [f ]](ω)|
2 (31)
Equivariance and invariance properties. From Eq. 27 we can see that the Fourier transform
is translation equivariant in the sense that it encodes translations of the input as a phase modu-
lation of the output. Furthermore, we can also see (Eq. 28) that the Fourier transform is scale
equivariant as well, as it encodes scaling in the input as a modulation of the frequency com-
ponents in the output. One can prove that the Fourier transform is indeed equivariant to both
transformations by proving that the output transformations e−iωt0 and s0Ls−10 are group represen-
tations (Def. A.3) of the translation and scaling group, respectively, in the Fourier space. That
is, it holds that the combination of any translations t0, t1 ∈ R or scalings s0, s1 ∈ R+ in the in-
put domain, Lt1 [Lt0 [f ]] = Lt1+t0 [f ], Ls1 [Ls0 [f ]] = Ls1s0 [f ], produces a transformation on the
Fourier domain that preserves the group structure: e−iωt1e−iωt0F [f ](ω) = e−iω(t1+t0)F [f ](ω),
s1Ls−11
[
s0Ls−10 [F [f ]]
]
(ω) = (s0s1)L(s0s1)−1 [F [f ]](ω). Unfortunately, the resulting group repre-
sentations rapidly become cumbersome, specially in the presence of several input components.
The calculation of the spectral density leaves the scale equivariance property of the transformation un-
affected. However, Eq. 30 shows that the spectral density calculation reduces translation equivariance
to translation invariance. Consequently, the Fourier transform is commonly considered not to carry
positional information. It is important to note that this lost of information destroys the invertibility
property of the Fourier transform.
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B.2 The Short-Time Fourier Transform
The windowed Fourier transform (also called short-time Fourier transform) of a signal f ∈ L2(R) is
given by:
S[f ](u, ξ) = 〈f, wu,ξ〉 =
∫ +∞
−∞
f(t)w(t− u) e−iξt dt.
This is equivalent to encoding f into a time-frequency dictionary D = {wu,ξ}(u,ξ)∈R2 .
The effect of input translation. Let Lt0 [f ](t) = f(t−t0) be a translated version of f . Its short-time
Fourier transform is given by:
S[Lt0 [f ]](u, ξ) =
∫ ∞
−∞
f(t− t0)w(t− u) e−iξt dt substitute t˜ = t− t0 ; d t˜ = dt
=
∫ ∞
−∞
f(t˜)w(t˜+ t0 − u) e−iξ(t˜+t0) d t˜
= e−iξt0
∫ ∞
−∞
f(t˜)w(t− (u− t0)) e−iξt˜ d t˜
= e−iξt0S[f ](u− t0, ξ) = e−iξt0Lt0 [S[f ]](u, ξ) (32)
In other words, a translation by t0 in the time domain, corresponds to a shift of t0 units along the
time dimension of the time-frequency representation of S[f ], and an additional phase modulation of
e−iξt0 within the window L(u−t0)[w](t), similar to that of the Fourier transform (Eq. 27).
The effect of input scaling. Let Ls0 [f ](t) = f(s−10 t), s0 ∈ R+, be a scaled version of f . Its
short-time Fourier transform is given by:
S[Ls0 [f ]](u, ξ) =
∫ ∞
−∞
f(s−10 t)w(t− u) e−iξt dt substitute t˜ = s−10 t ; d t˜ = s−10 dt
=
∫ ∞
−∞
f(t˜)w(s0t˜− u) e−iξ(s0 t˜) d(s0t˜)
= s0
∫ ∞
−∞
f(t˜)w(s0t˜− u) e−i(s0ξ)t˜ d t˜ substitute u = s−10 s0u
= s0
∫ ∞
−∞
f(t˜)w(s0(t˜− s−10 u)) e−i(s0ξ)t˜ d t˜ approximation w(st) ≈ w(t)
≈ s0
∫ ∞
−∞
f(t˜)w(t˜− s−10 u) e−i(s0ξ)t˜ d t˜
= s0 S[f ](s−10 u, s0ξ) (33)
In other words, a dilation in the time domain corresponds to a compression in the frequency domain,
and fully corresponds to the phenomenon exhibited by the Fourier transform (Eq. 28). It is important
to note that the approximation w(x) ≈ w(sx) generally does not hold. This approximation essentially
implies spatial invariance of w, which can only roughly hold with increasing window sizes, i.e., when
the short-term Fourier transform starts to approximate the (global) Fourier transform.
Transformation effects on the spectrogram. The spectrogram of a function f ∈ L2(R) is defined
as |S[f ](u, ξ)|2. Consequently, Eqs. 32 and 33 are reduced to Eqs. 34 and 35, respectively:
|F [Lt0 [f ]](u, ξ)|2 = |Lt0 [S[f ]](u, ξ)|2 (34)
|F [Ls0 [f ]](u, ξ)|2 = |s0|2|S[f ](s−10 u, s0ξ)|2 (35)
Equivariance and invariance properties. The short-time Fourier transform is approximately trans-
lation and scale equivariance in a manner similar to that of the Fourier transform. In comparison
to the Fourier transform however, it “decomposes” input translations as a translation u− t0 and a
phase shift e−iξt0 in the output space (Eq. 32). A shift in the input domain can thus be interpreted
as the composition in the output space of a rough estimate u− t0 signalizing the position in which
the window w is localized, and a fine grained localization given by the phase shift e−iξt0 indicating
the relative position of the pattern within the window L(u−t0)[w](t). Moreover, scale equivariance
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Figure 3: Scale equivariance in the windowed Fourier transform. Consider a function f(t) =
cosω1t + cosω2t composed of two frequencies ω1 = 3 and ω2 = 7, and a window function
w(t), with which the windowed Fourier transform is performed. For relatively high frequencies
(left column), we see that the dot-product of f and w, 〈f, w〉, is able to capture sufficient spectral
information from f , and the frequencies ω1, ω2 can perfectly be extracted from it. However, for
dilated versions of the same signal f (right columns) obtained by reducing the frequency of the
spectral components ω1, ω2 of f , we see that the capacity of the dot-product 〈f, w〉 to capture the
spectral information in the input gradually degrades and, eventually, is entirely lost. We see thus that
scale equivariance (approximately) holds for the set of scales for which all the spectral components
of the signal of interest f lie within the range of the window w.
is analogous to the scale equivariance behaviour of the Fourier transform up to the fact that time
and frequency are now jointly described. However, since the window itself does not scale with the
sampled frequency (as is the case in wavelet transforms), exact equivariance does not hold. It is
important to signalize that scale equivariance is now restricted to a subset of scales determined by the
width of the window w utilized during the transformation (see Fig. 3 for a visual explanation).
The calculation of the spectrogram leaves the scale equivariance property of the transformation
unaffected and is equivalent in a join manner to the scale equivariance property of the Fourier
transform (Eq. 33). In contrast to the Fourier transform however, Eq. 34 shows that translation
equivariance is partially preserved (only information about the phase shift within the window is lost).
Resultantly, the short-time Fourier transform is considered to carry positional information.
B.3 The Wavelet Transform
The wavelet transformW[f ] of a signal f ∈ L2(R) is given by:
W[f ](u, s) = 〈f, ψu,s〉 =
∫ +∞
−∞
f(t)
1√
s
ψ∗
(
t− u
s
)
dt.
This is equivalent to encoding f into a time-frequency dictionary D = {ψu,s}u∈R,s∈R+ .
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The effect of input translation. Let Lt0 [f ](t) = f(t− t0) be a translated version of f . Its wavelet
transform is given by:
W[Lt0 [f ]](u, s) =
∫ ∞
−∞
f(t− t0)(
√
s )−1ψ∗
(
s−1(t− u)) dt substitute t˜ = t− t0 ; d t˜ = dt
=
∫ ∞
−∞
f(t˜)(
√
s )−1ψ∗
(
s−1(t˜+ t0 − u)
)
d t˜
=
∫ ∞
−∞
f(t˜)(
√
s )−1ψ∗
(
s−1(t˜− (u− t0))
)
d t˜
=W[f ](u− t0, s) = Lt0W[f ](u, s) (36)
In other words, a translation of t0 in the input domain produces an equivalent translation in the
wavelet domain.
The effect of input scaling. Let Ls0 [f ](t) = f(s−10 t) be a scaled version of f . The corresponding
wavelet transform is given by:
W[Ls0 [f ]](u, s) =
∫ ∞
−∞
f(s−10 t)(
√
s )−1ψ∗
(
s−1(t− u)) dt substitute t˜ = s−10 t ; d t˜ = s−10 dt
=
∫ ∞
−∞
f(t˜)(
√
s )−1ψ∗
(
s−1(s0t˜− u)
)
d(s0t˜) substitute u = s−10 s0u
=
∫ ∞
−∞
f(t˜)(
√
s )−1s0ψ∗
(
s−1s0(t˜− s−10 u)
)
d t˜ substitute s0 =
(√
s−10
√
s−10
)−1
=
√
s0
∫ ∞
−∞
f(t˜)
(√
s−10 s
)−1
ψ∗
((
s−10 s
)−1
(t˜− s−10 u)
)
d t˜
=
√
s0 W[f ](s−10 u, s−10 s) =
√
s0 Ls0W[f ](u, s) (37)
In other words, a dilation of s0 in the input domain produces an equivalent dilation in the wavelet
domain on both components (u, s), up to a multiplicative factor
√
s0. Following the same procedure,
it can be shown that:
W[f(s−10 (t− t0)](u, s) =
√
s0 W[f ](s−10 (u− t0), s−10 s) =
√
s0 Lt0Ls0W[f ](u, s) (38)
Transformation effects on the scalogram. The scalogram of a function f ∈ L2(R) is defined as
|W[f ](u, s)|2. Consequently, Eqs. 36 and 37 become Eqs. 39 and 40, respectively:
|W[Lt0 [f ]](u, s)|2 = |Lt0 [W[f ]](u, s)|2 (39)
|W[Ls0 [f ]](u, s)|2 = |Ls0 [W[f ]](u, s)|2 (40)
Equivariance and invariance properties. From Eq. 36, we can see that the wavelet transform is
exactly equivariant to translations and the resulting group representation on the output space equals
that of the input space. Furthermore, translation equivariance is preserved in the scalogram as well
(Eq. 39). Similarly, scale equivariance is preserved both through the wavelet transform (Eq. 37) as
well as the scalogram representation (Eq. 40).
Similarly to the translation equivariance case, the resulting scaling group representation on the
output space resembles that of the input space. This behaviour leads to much more straightforward
group representations than that exhibited by the Fourier or short-time Fourier transform, both for the
translation and scaling group. Importantly, exact scale equivariance is only obtained on the scalogram
(Eq. 40), whilst for the wavelet transform it is retained up to multiplicative factor (Eq. 37). This
behaviour elucidates the fact that time-frequency transforms have been optimized for energy density
representations rather than for the time-frequency representations themselves.
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Derivation of scale equivariance on the scalogram. In this section and for the interested reader,
we provide the derivation of scale equivariance on the scalogram (Eq. 40):
|W[Ls0 [f ]](u, s)|2 =
∣∣∣ ∫ ∞
−∞
f(s−10 t)(
√
s )−1ψ∗
(
s−1(t− u)) dt∣∣∣2
=
∫ ∞
−∞
∣∣f(s−10 t)(√s )−1ψ∗(s−1(t− u)) ∣∣2 dt
=
∫ ∞
−∞
|f(s−10 t)|2 |(
√
s )−1|2 |ψ∗(s−1(t− u))|2 dt substitute t˜ = s−10 t ; d t˜ = s−10 dt
=
∫ ∞
−∞
|f(t˜)|2 |(√s )−1|2 |ψ∗(s−1(s0t˜− u))|2 d(s0t˜) substitute u = s−10 s0u
=
∫ ∞
−∞
|f(t˜)|2 |(√s )−1|2 |ψ∗(s−1s0(t˜− s−10 u))|2 d(s0t˜) substitute s0 = ∣∣∣√s−10 ∣∣∣2
=
∫ ∞
−∞
∣∣f(t˜)∣∣2 ∣∣∣∣(√s−10 s)−1∣∣∣∣2 ∣∣∣∣ψ∗((s−10 s)−1(t˜− s−10 u))∣∣∣∣2d t˜
= |W[f ](s−10 u, s−10 s)|2 = |Ls0W[f ](u, s)|2 (41)
C General Derivation of Equivariant Mappings for the Dilation-Translation
Group Rd oR+
In this section we provide the complete derivation of equivariant mappings starting from the equivari-
ance constraint on Rd. For completeness, let us first start with the conventional (spatial) convolution.4
The spatial convolution case. Let f , ψ : Rd → R be a scalar valued signal and filter defined on Rd.
The spatial convolution (?) is defined as:
[f ? ψ](u) =
∫
Rd
f(x)ψ(x− u) dx , u ∈ R.
Now, let us consider a scaled translated version of the signal f , Ly,z[f ](x) = f(z−1(x−y)), y ∈ Rd,
z ∈ R+. The correlation of Ly,z[f ] with ψ is equal to:
[Ly,z[f ] ? ψ](u) =
∫
Rd
f(z−1(x− y))ψ(x− u) dx
=
∫
Rd
f(x˜)ψ(zx˜+ y − u) d(zdx˜)
=
∫
Rd
f(x˜)ψ(z(x˜− z−1(u− y)) d(zdx˜)
= zd
∫
Rd
f(x˜)Lz−1 [ψ](x˜− z−1(u− y)) dx˜
= zd[f ? Lz−1 [ψ]](z−1(u− y))
= zdLy,z[f ? Lz−1 [ψ]](u). (42)
We can see that, when comparing Eq. 42 with the equivariance condition:
[Ly,z[f ] ?Rd ψ](u) != Ly,z[f ?Rd ψ](u),
we encounter some spurious coefficients: a multiplication by the correction factor of the Lebesgue
measure via the scaling z, zd, and a filter modification by Lz−1 . We observe thus that spatial
convolutions are not equivariant to scale transformations, unless ∀z∈R+ : Lz[ψ](x) = ψ(x), see e.g.
[3, Thm. 1], but these are certainly not in L2.
It is well known, however, that equivariance to an arbitrary group can only be obtained via group
convolutions (or reparametrizations thereof) defined in the corresponding group [31, 14, 3]. For our
4Formally this is a cross-correlation operation. However, we stick to the standard deep learning terminology.
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particular case, this means that in order to obtain equivariance to the dilation-translation group acting
on Rd, Rd oR+, we are necessarily restricted to group convolutions defined on it. Specifically, this
means that it is sufficient for our study to find the constraints necessary for exact equivariance on
lifting and group convolutions for the dilation-translation group, which we discuss next.
The lifting convolution case. Let us now define a lifting convolution from Rd to Rd oR+ simply
by changing the translation representation (for regular spatial convolutions) with the scale-translation
representation:
[f?˜G↑ψ](u, s) := 〈f,Lu,s[ψ]〉 =
∫
Rd
f(x˜)LuLs[ψ](x˜) dx˜ =
[
f?Ls[ψ]
]
(u).
The lifting convolution of Ly,z[f ] with ψ is given by:
[Ly,z[f ]?˜G↑ψ](u, s) =
∫
Rd
f(z−1(x− y))Ls[ψ](x− u) dx
=
∫
Rd
f(z−1(x− y))ψ(s−1(x− u)) dx substitute x˜ = z−1(x− y) ; dx˜ = z−ddx
=
∫
Rd
f(x˜)ψ(s−1(zx˜+ y − u)) d(zdx˜)
=
∫
Rd
f(x˜)ψ(s−1z(x˜− z−1(u− y)) d(zdx˜)
= zd
∫
Rd
f(x˜)Lz−1s[ψ](x˜− z−1(u− y)) dx˜
= zd[f ?G↑ Lz−1s[ψ]](z−1(u− y))
= zd[f ?G↑ ψ](z−1(u− y), z−1s)
= zdLy,z[f?˜G↑ψ](u, s). (43)
We can see that, with such a lifting layer, we obtain equivariance to the dilation-translation group, up
to a multiplicative factor zd resulting from the correction of the Lebesgue measure via the scaling
z. Since the equivariance condition must be valid for any input f ∈ L2(Rd), we must then find
constraints on the parametrization of the filter ψ, such that exact equivariance is warranted. This is
obtained by parametrizing the filter ψ as an scaled-normalized function ψz = 1zψ. Since z ∈ R+,
such parametrization is well-defined, and we can define the lifting convolution (Eq. 19) as:
[f ?G↑ ψ](u, s) = [f?˜G↑ψs](u, s) =
∫
Rd
f(x˜)
1
sd
LuLs[ψ](x˜) dx˜,
and consequently:
[Ly,z[f ] ?G↑ ψ](u, s) = Ly,z[f ?G↑ ψ](u, s). (44)
In other words, equivariance is obtained without any modifying front factors by using the regular
representations Ly,z of the scale-translation group. Note that this parametrization is in fact equiv-
alent to that of the wavelet transform (Sec. 2), up to an additional re-normalization factor (
√
s)−1.
In conclusion, a lifting correlation from Rd to the dilation-translation group acting on Rd is (exactly)
equivariant to the dilation-translation group via the left-regular representations if and only if the set
of transformed filters corresponds to a dictionary of re-normalized wavelet time-frequency atoms D
defined as:
D =
{
ψu,s(x) =
1
sd
ψ
(
x− u
s
)}
u∈R,s∈R+
. (45)
Analogously to the wavelet transform, we define the wavelet ψ0,1(x) = ψ(x) as the re-normalized
mother wavelet. Furthermore, it can be further proven that the scale in which the primary scale of the
filter ψ0,1 is fixated is not of relevance. This results from the fact that (R+, ·) is a group and hence,
for any s2, s1 ∈ R+, there always exists s, such that s2 = s · s1. In other words, any value of s ∈ R+
can be obtained from any arbitrary fixated origin s0.
The group correlation case. Let us now analyze the constraints required to obtain exact equivariance
for group correlations. Let f(x, s¯), ψ(x, s¯) : Rd o R+ → R be a scalar valued signal and filter
defined on the dilation-translation group acting on Rd. Let us define a group correlation by simply
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transforming the wavelet ψ via the representation of the scale translation group together with the
Lebesgue inner product on Rd × R+:5
[f?˜Gψ](u, s) := 〈f,Lu,s[ψ]〉 =
∫
Rd
∫
R+
f(x, s¯)LuLs[ψ](x, s¯) ds¯dx.
Similarly to the previous sections, let Ly,z[f ](x, s¯) = f(z−1(x − y), z−1s¯) be a scaled translated
version of the signal f , y ∈ Rd, z ∈ R+. The resulting group correlation is computed as:
[Ly,z[f ]?˜Gψ](u, s) =
∫
Rd
∫
R+
f(z−1(x− y), z−1s¯)Lus[ψ](x, s¯) ds¯ dx
=
∫
Rd
∫
R+
f(z−1(x− y), z−1s¯)ψ(s−1(x− u), s−1s¯) ds¯ dx
=
∫
Rd
∫
R+
f(x∗, s∗)ψ(s−1(zx∗ + y − u), s−1zs∗) d(zs∗) d(zdx∗)
=
∫
Rd
∫
R+
f(x∗, s∗)ψ(s−1z(x∗ − z−1(u− y)), s−1zs∗) d(zs∗) d(zdx∗)
= zd+1
∫
Rd
∫
R+
f(x∗, s∗)Lz−1sψ(x∗ − z−1(u− y), s∗) ds∗ dx∗
= zd+1[f?˜Gψ](z
−1(u− y), z−1s)
= zd+1Ly,z[f?˜Gψ](u, s). (46)
Similarly to the lifting correlations case, we obtain equivariance, up to a multiplicative front factor
resulting from the correction factor of the Lebesgue measure via the scaling z, zd+1. Since, once
again, the equivariance condition must be valid for any input f ∈ L2(Rd o R+), we must then
find constraints on parametrization of the filter ψ, such that exact equivariance is warranted. This
is obtained by parametrizing the (group) filter ψ(x, s¯) as a scaled-normalized function ψs¯(x, s¯) =
1
s¯d+1
ψ(x, s¯). Consequently, one can conclude that exact equivariance is obtained by the group
correlation with respect to the left-regular representations Lg[·] if and only if the set of transformed
filters correspond to a dictionary of re-normalized group wavelet time-frequency atoms D defined as:
D =
{
ψu,s(x, s¯) =
1
sd+1
ψ
(
x− u
s
, s−1s¯
)}
u∈R,s∈R+
, (47)
where the wavelet ψ0,1(x, s¯) = ψ(u, s¯) can be regarded as the re-normalized (group) mother wavelet.
Due to the similarity of this parametrization with wavelets, we refer to this parametrization as
re-normalized (group) wavelets.
D Experimental Details
D.1 Implementation with a Discrete Scale Grid
A subtlety arises with respect to integrating over scale when implementing the continuous theory in a
discrete setting that is suitable for numerical computations. The group convolutions include scale
correction factors as part of the Haar measure, which makes the integration invariant to translations
along the scale axis. That is, the integral of a signal f(s) over scale is the same as that of the same
signal f(z−1), whose scale is shifted by a factor z ∈ R+:∫
R+
f(z−1s) 1sds
s→zs
=
∫
R+
f(z−1s) 1zsdzs =
∫
R+
f(s) 1sds.
We can translate the scale integration to the discrete setting via Riemann integrals, where we sample
the function on a grid and take the weighted sum of these values, such that each sampled point is
5When dealing with functions on groups one usually relies on left-invariant Haar measures for integration.
Such measures have the property d(gh) = dh for every g, h ∈ G. The Haar measure on the dilation-translation
group in terms of the Lebesgue measure onRdoR+ is given by dg = 1
sd+1
dxds, with g = (x, s). Consequently,
the factor 1
sd+1
is omitted when the group correlation is defined via inner products on the group, as is the case in
Eq. 17, and equivariance via the left-regular representations is directly obtained [3, Thm. 1].
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Figure 4: Riemann integration of functions on R+ using linear (a) and exponential grids (b,c).
weighted with the bin-width. That is:∫
R+
f(s) 1sds ≈
N∑
i
f(si)
1
si
∆i.
When the scale grid is linear, the bin-widths ∆i are constant, as depicted in Fig. 4a. When the scale
grid is exponential, e.g., si = bi−1 with b some base factor, the bin widths are proportional to the
scale values at the grid points, i.e., ∆i ∝ si. This is illustrated in Fig. 4b. In this setting, the factor 1si
cancels out (up to some constant) with the bin width ∆i, and integration is simply done by summing
the values sampled on the scale grid. Hence, when working with an exponential grid along the scale
axis, the factor in the group convolutions (Eq. 23) becomes 1
sd
instead of 1
sd+1
.
Finally, it is worth mentioning that working with an exponential grid is the natural thing to do when
dealing with the dilation group. It is a multiplicative group with a natural distance between group
elements z, s ∈ R+ defined by ‖ log z−1s‖. Then, on an exponential grid, the grid points are spaced
uniformly with respect to this distance, as illustrated in Fig. 4c.
D.2 The Number of Scales per Layer
Wavelet Networks posses two additional hyperparameters in comparison to conventional CNNs: the
amount of scales Ns to be considered at each layer and the base scale factor b > 1 ∈ R. Importantly,
the amount of scales one can consider is tightly related to the spatial dimension of the input itself.
Consequently, one can leverage the spatial dimension of the signal as a proxy for the choice of the
number of scales.
To illustrate this, consider a signal f(z) which is sampled on a discrete grid z ∈ [1, Nf ] ⊂ Z with
Nf samples, i.e., f : [1, Nf ] ⊂ Z → R, and a convolutional filter ψ defined via a continuous
parametrization ψ : R → R, and sampled on a discrete grid z ∈ [1, Nψ] ⊂ Z with Nψ samples,
i.e., ψ : [1, Nψ] ⊂ Z → R. Provided an adequate parametrization of ψ, when re-scaling it, one
is restricted at the bottom of the scale axis by the Nyquist criterion, and at the top of the scale by
the scale for which the filter becomes constant in an interval of Nf samples. The Nyquist criterion
is required to avoid aliasing and intuitively restricts us to a compression factor on ψ such that it
becomes as big as 2 grid samples. On the other hand, by having ψ re-scaled to an extreme to which
it is constant in the support of the input signal f , its convolution will only perform blurring-like
operations on the input. Importantly, an increased computational cost associated with the number of
scales considered.6 Consequently, we need to be selective about the scales considered in our model.
We reason that selecting scales for which the sampled support of ψ is smaller than Nψ is non-optimal,
as any of these functions can be described (and learned) on the original support Nψ of ψ as well.
Consequently, we restrict our scale grid to a minimum scale of 1. On the other scale direction,
we reason that utilizing scales for which the support of the filter overpasses that of the input, i.e.,
Nf ≤ Nψ , is non-optimal as well, as the values outside of the region [1, Nf ] are unknown and pattern
matching becomes, in the best case scenario, only approximate. As a result, we consider the set of
sensible scales to be given by the interval [1, NfNψ ].
In this work, we parametrize the kernels via B-splines, which allow for efficient implementations
and which have finite support [3].7 The spatial part of the filters are sampled on a zero-centered grid
6The memory requirements of our approach grow linearly with the number of scales considered.
7Other options can also be incorporated in our approach, such as the Hermite polynomials used in [62]
22
[−bNψ/2c, bNψ/2c] ∈ Z. In the lifting and group convolutions, the filters are sampled at a range of
scale factors on a grid that covers the support of the kernel. Thus, for a scale factor s, the function
ψ(z/s) is sampled on the grid [−bsNψ/2c, bsNψ/2c] ∈ Z. Consequently, it is recommended to use
a maximum scale factor such that the kernel is smaller than the input signal, i.e., sNψ < Nf .
Based on findings in several years of research in wavelet analysis, we select a dyadic dilation set as the
basis b of our approach [44, 17]. In terms of the dyadic dilation set used in our experiments {2j}jmaxj=j0 ,
j ∈ Z, this corresponds to scales given by the interval [0, jmax s.t. Nψ 2jmax ≤ Nf ]. Unfortunately,
this set is still very large and becomes computationally prohibitive at this point in time. Exemplarily,
even the W-n Networks (Appx. D.3, Tab. 2), which utilize unconventionally large filters at the first
layer, i.e., 79, require a dyadic set [0, 10]. This corresponds to a memory increment of 11 times that of
the conventional convolutional layer. To alleviate this, we restrict the scales at the first (lifting) layer
to 9 scales, and hence, to the set of scales {2j}8j=0 = [1, 2, 4, . . . , 256]. Neural networks usually
reduce the spatial dimensionNf of the input f as a function of depth. Following the rationale outlined
before, we take advantage of this fact to reduce the number of scales as a function of the depth as
well. To this end, we utilize the pooling factor as a proxy for the computation of the amount of scales
that can be disregarded. As an example, a pooling of 8 can be interpreted as a reduction on the set of
feasible scales by 2 in a dyadic set.8 Consequently, the memory cost of the layers in our network is
reduced as a function of depth.
We strongly believe that progress in computational infrastructures will allow for our system to be
deployed with many more scales as those provided in our experiments. As a result, these developments
could lead to enhanced results in our network structure without requiring an increment in the sample
complexity of the model.
D.3 Training Regimes
Whenever possible, we utilized existing code for the baselines of our wavelet networks as an starting
point for the general infrastructure of our model. Specifically, we utilize the PyTorch implementation
provided in https://github.com/philipperemy/very-deep-convnets-raw-waveforms
and https://github.com/kyungyunlee/sampleCNN-pytorch as baseline for the US8K ex-
periments of Dai et al. [16], and the MTAT experiments of Lee et al. [34], respectively. By doing so,
we aim to preserve the reproducibility of the experiments in the corresponding baseline papers during
our own experiments, as some important training factors are not specified in the baseline papers,
e.g., the learning rate utilized in Dai et al. [16]. Unfortunately, we could not find code online for
Abdoli et al. [1], and thus we were forced to interpret some of the ambiguities in the paper, e.g., the
pooling type utilized in the pooling layers and the implementation of the utilized loss. Any omitted
parameters can safely be considered to be the default values in PyTorch 1.5.0. All our experiments
are carried out in a Nvidia TITAN RTX GPU.
W-n Networks. We utilize a sampling rate of 22.05kHz as opposed to the 8kHz of Dai et al. [16],
as early studies in the data indicated that some classes become indistinguishable for the human ear
in this regime.9 We zero-pad signals shorter than 4 seconds so that all input signals have a constant
length of 80200 samples. Following the online implementation provided above, we utilize the Adam
optimizer [29] with lr = 1e-2 and weight_decay = 1e-4, and perform training on the official
first 9 folds and test on the 10th fold. Though the provided results are overoptimistic, one does see
that the relative improvement of our approach is consistent over the baseline architectures (Tab. 1,
column “Acc.(%) [16]”). During our experiments, we saw that reducing the learning rate from 1e-2
to 1e-3 further increased the performance of our W-Nets. Consequently, the reported results of the
W-Net variants are obtained with this learning rate. We utilize mini-batches of size 16 and perform
training for 400 epochs. The learning rate is reduced by half after 20 epochs of no improvement in the
validation loss. Furthermore, we provide 10-cross fold validation results to provide fair comparisons
with other network architectures (Tab. 1, column “(%) 10-Fold”). Our proposed wavelet network
variants of the Mn-networks of [16] are provided in Table 2 (see [16, Tab. 1] for comparison).
W-1DCNN. Following Abdoli et al. [1], we utilize a sampling rate of 16kHz during our experiments.
We zero-pad signals shorter than 4 seconds so that all input signals have a constant length of 64000
samples. Following the experimental description of the paper, we utilize the AdaDelta optimizer [81]
8This corresponds to 23−1. Note that trivial scale 1 is always preserved.
9Some examples of this behaviour are provided in experiments/UrbanSound8K/data_analysis.ipynb.
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Table 2: Proposed wavelet network variants of the Mn-Networks of Dai et al. [16]. W3 (0.219M)
denotes a 3-layered network with a total of 0.219M parameters. [79/4, 150, 3] denotes a group
convolutional layer with a nominal receptive field of 79 samples, 150 filters and 3 scales, with a
stride of 4. Stride is omitted for stride 1 (e.g., [3, 150, 3] has stride 1). Each convolutional layer uses
batch normalization right after the convolution, after which ReLU is utilized as activation function.
Following the findings of [56, Appx. C] on the influence of stride in the equivariance of the network,
we replace strided convolutions by normal convolutions, followed by spatial pooling of the same size
as the stride. [. . . ]× k denotes k stacked layers and double layers in brackets denote residual blocks
as defined in [16, Fig. 1b]. In each of the levels of convolutional layers and residual blocks, the first
convolution of the first block has scale 3 and the remaining convolutional layers at that level has scale 1.
W3 (0.219M) W5 (0.558M) W11 (1.806M) W18 (3.759M) W34 (4.021M)
INPUT: 80200X 1 TIME-DOMAIN WAVEFORM
Lifting Layer ( 9 scales)
[79/4, 150] [79/4, 74] [79/4, 51] [79/4, 57] [79/4, 45]
MAXPOOL: 4X1 (OUTPUT: 80200X 9X 1)
[3, 150, 3] [3, 74, 3] [3, 51, 3]× 2 [3, 57, 3]× 4
[
3, 45
3, 45
]
× 3
MAXPOOL: 4X1 (OUTPUT: 80200X 7X 1)
[3, 148, 3] [3, 102, 3]× 2 [3, 114, 3]× 4
[
3, 90
3, 90
]
× 4
MAXPOOL: 4X1 (OUTPUT: 80200X 5X 1)
[3, 296, 3] [3, 204, 3]× 3 [3, 228, 3]× 4
[
3, 180
3, 180
]
× 6
MAXPOOL: 4X1 (OUTPUT: 80200X 3X 1)
[3, 408, 3]× 2 [3, 456, 3]× 4
[
3, 360
3, 360
]
× 3
GLOBAL AVERAGE POOLING (OUTPUT: 1 X N)
SOFTMAX [110] (OUTPUT: 1 X N)
with lr = 1.0 and perform training in a 10-fold cross validation setting as described in Sec. 5. We
utilize mini-batches of size 100 and perform training for 100 epochs. We utilize the 50999-1DCNN
variant of [1], as it is the variant that requires the less human engineering.10 Unfortunately, we
were not able to replicate the results reported in Abdoli et al. [1], i.e., 83 ± 1.3% accuracy, in our
experiments. Our experiments indicated a 10-cross fold accuracy of 62 ± 1.3%, a difference of
21% mean accuracy in comparison to the reported results. We experiment with our interpretation
of the mean squared logarithmic error (MSLE) loss function defined in [1, Eq. 4]. However, we
find that the conventional cross-entropy loss delivers better results than the proposed MSLE loss.
Consequently, all our reported results are based on training with this loss.11 Despite this large drop in
accuracy, we see that our wavelet networks are comparatively better than the baseline architecture.
Our proposed wavelet network variant of the 50999-1DCNN of [1] is provided in Table 3 (see [1,
Tab. 1] for comparison).
10The remaining architectures partition the input signal into overlapping windows after which the predictions
of each windows are summarized via a voting mechanism (see Abdoli et al. [1] for details). Consequently, one
could argue that the 50999-1DCNN is the only variant that truly receives the raw waveform signal. Nevertheless
it is not clear from the paper how the input signal of 64000 samples is reduced to 50999 samples, which is the
input dimension of the raw signal for this architecture type.
11The MSLE loss in [1, Eq. 4] is defined as 1
N
∑N
i=1 log
pi+1
ai+1
2
, where pi, ai and N are the predicted class,
the actual class, and the number of samples respectively. Note, however, that obtaining the predicted class pi, i.e.,
pi = argmaxof(xi), where f(xi) ∈ RO is the output of the network for a classification problem with O classes
and input xi, is a non-differentiable function. Consequently, it is not possible to train the network based on the
formulation provided in [1, Eq. 4]. In order to train our model with this loss, we re-formulate the MSLE loss as
1
N
∑N
i=1
∑O
o=1 log
pi,o+1
ai,o+1
2
, where {ai,o}Oo=1 is a one-hot encoded version of the label ai. In other words, our
formulation of the loss measures the difference between the one-hot encoded label and the output of the network.
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W-1DCNN (0.549M)
INPUT: 64000X 1
Lifting Layer ( 9 scales)
[63/2, 12]
MAXPOOL: 8X1
[31/2, 24, 3]
MAXPOOL: 8X1
[15/2, 48, 3]
[7/2, 96, 3]
[3/2, 408, 3]
MAXPOOL: 5X1
FLATTEN 196× 6→ 1152
FC: [1152, 96]
FC: [96, 48]
FC: [48, 10]
SOFTMAX
Table 3: Proposed wavelet network variant of the 50999-1DCNN of
Abdoli et al. [1]. [31/2, 24, 3] denotes a group convolutional layer
with a nominal receptive field of 31 samples, 24 filters and 3 scales,
with a stride of 2. FC: [96, 48] denotes a fully-connected layer with 96
input channels and 48 output channels. Each convolutional layer uses
batch normalization right after the convolution, after which ReLU is
utilized as activation function. All fully connected layers (expect for
the last one) utilize dropout with a dropout rate of 0.25 and ReLU
as activation function. The last one does not use either dropout nor
an activation function. Following the findings of [56, Appx. C] on
the influence of stride in the equivariance of the network, we replace
strided convolutions by normal convolutions, followed by spatial
pooling of the same size as the stride. We note that the input size of
our network is (presumably) different from that in [1]. Consequently,
the last pooling layer utilizes a region of 5, in contrast to 4 as used in
[1]. However, as it is not clear how the input dimension is reduced
from 64000 to 50999, we stick to their original sampling procedure.
Moreover, we interpret their poling layers as max-pooling ones.
W39-Network. For the experiments in the MTAT dataset, we utilize the PyTorch code provided
by the authors. We use the same data and tag preprocessing as those used in [34]. We utilize the
SGD optimizer with lr=1e-2, weight_decay=1e-6 and nesterov=True. We utilize mini-batches
of size 23 and perform training for 100 epochs. The learning rate is reduced by 5 after 3 epochs
of no improvement in the validation loss. Early stopping is used whenever the learning rate drops
under 1e-7. Unfortunately, we were not able to replicate the per-class AUC results reported in [34],
i.e., 0.9055 in our experiments. Our experiments indicated a per-class AUC of 0.893. Following
the convention in literature, we report the per-class and per-sample average AUC as well as mean
average precision (MAP). Our results show that our wavelet networks are consistently comparatively
better than the baseline architecture. Our proposed wavelet network variant of the 39-Net of [34] is
provided in Table 4 (see [34, Tab. 1] for comparison).
W-39 NET (2.404M)
INPUT: 59049X 1
Lifting Layer ( 9 scales)
[3/3, 90]
[3/1, 90, 3], MP:3X1
[3/1, 90, 1], MP:3X1
[3/1, 180, 1], MP:3X1
[3/1, 180, 3], MP:3X1
[3/1, 180, 1], MP:3X1
[3/1, 180, 1], MP:3X1
[3/1, 180, 3], MP:3X1
[3/1, 180, 1], MP:3X1
[3/1, 360, 1], MP:3X1
[3/1, 360, 3]
FC: [360, 50]
SIGMOID
Table 4: Proposed wavelet network variant of the 39-Net of Lee et al.
[34]. [3/1, 90, 3] denotes a group convolutional layer with a nominal
receptive field of 3 samples, 90 filters and 3 scales, with a stride of
1. MP:3x1 denotes max-pooling with on a region of 3. FC: [360, 50]
denotes a fully-connected layer with 360 input channels and 50 output
channels. Each convolutional layer uses batch normalization right after
the convolution, after which ReLU is utilized as activation function.
Dropout with a dropout rate of 0.5 is used after the 6th and 11th layer.
Following the findings of [56, Appx. C] on the influence of stride in the
equivariance of the network, we replace strided convolutions by normal
convolutions, followed by spatial pooling of the same size as the stride.
D.4 Additional Experiments
Bearing fault detection. We further validate our approach for the task of condition monitoring
in induction motors. We aim to classify healthy and faulty bearings from raw data provided by
Semiotic Labs BV.12 The dataset consists of 246 clips each of which is 15 seconds long clips and
sampled at 20kHz. This corresponds to a total of 1.03 hours of recording. The dataset is slightly
unbalanced containing 155 healthy and 91 faulty recordings [155, 91]. The dataset is previously split
into a training set of [85, 52] and a test set of [70, 39] samples, respectively. These splits are provided
12https://www.semioticlabs.com/
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ensuring that measurements from the same motor are not included both in the train and the test set.
We utilize 20% of the training set as a validation set for the selection of the best model. Each of
the clips is composed of 6 channels measuring both current and voltage of the 3 poles of the motor.
Based on the success of the M-11 and W-11 Networks in the US8K dataset, we utilize variants of
these architectures in our experiments, equivalent to the original ones up to the first and last layer.
Specifically, the lifting layer receives inputs with 6 channels and the output of the network consists of
two channels.
We compare our wavelet network with the CNN baseline similar in the amount of layers and total
parameters. Our results show that our wavelet network variant outperforms the CNN baseline for this
task as well (Tab. 5). Consequently, we conclude that our approach seems to generalize to other kinds
of data as well, and thus, that our approach seems to be a promising research direction for learning
on general time-series.
MODEL ACC.(%) PARAM.
M11-NET 65.1376 1.806M
W11-NET 68.8073 1.823M
Table 5: Experimental results on condition monitor-
ing. We see that our wavelet network variant outper-
forms the CNN baseline for this task as well.
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