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Abstract 
Gauss-Legendre quadrature is used to develop a family of approximation formulas for the accurate numerical 
computation of the Hubbell rectangular source integral. 
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1. Introduction 
This paper is concerned with the numerical computation of the Hubbell rectangular-source 
integral [6] 
f(a, b) = f~ tan-X (a/x/1 + xz) 
//-i- + X (IX, (1.1) 
where 0 < a ~< b < ~.  The bivariate function f(a, b) occurs as a factor in the response 
I(a, b) = a ~f(a,  b) 
of an omni-directional radiation detector at height h, directly over a corner of a plane isotropic 
rectangular (plaque) source of width w, length l, and uniform strength a, where the positive 
dimensionless parameters a = w/h and b = l/h. Numerical values of f(a, b) are required in certain 
radiation physics applications, uch as the calculation of radiation dose rates I-7] in the study of 
vibrations of the inner ear. 
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The elegant series representation 
f(a, b) = ½n sinh- 1 a - - 
ai=o2i + l a2+l  
b tan- '  b s~o ( -~'~'~-!  a 2 + b 2 + 1 
was developed by Hubbell and used in [6] to compute f(a, b) at selected arguments in the range 
0.1 ~< a ~< b ~< 20. As noted by Hubbell, this series representation yields the asymptotic relationship 
f(a, b) .,~ ½n sinh- 1 a, a fixed, b ~ o9. (1.2) 
Glasser [4] has shown that f(a, b) cannot be expressed in a simple closed form since 
f(a, b) = abF2 (1; ± !. 3 a. _ b E 2, 2,  2,  2, - -  a2 ,  ), 
where F 2 is Appell's hypergeometric function. Glasser's alternate representation 
fO ~ --X2 f(a, b) = ½n x -  1 e erf(ax) erf(bx) dx 
yields the known symmetry property f(a, b) =f(b ,  a), and explains why attention can be restricted 
to the triangular domain 0 < a ~< b < o9 noted before in regard to (1.1). 
Over the years several rudimentary approximations for f(a, b) have been reported in the 
literature and the modest numerical accuracy of many of these approximations has been investi- 
gated in [3]. More recently, the simple approximation 
f(a, b) ,,~ ½n sinh -1 a - atan -1 b -1 (1.3) 
has been obtained from one of the new series representations for f(a, b) developed in [2]. 
In this paper Gauss-Legendre quadrature is used to generate some new approximation formulas 
for f(a, b). This approach is easy to implement on a computer and yields a family of fairly efficient 
nonlinear approximations 
f(a, b) ~ f2,(a, b), n = 1, 2, . . . ,  (1.4) 
that can be used to compute f(a, b) to a prescribed relative rror, by taking n sufficiently large. The 
first member in this family, I21(a, b), turns out to be the right-hand side of (1.3). The minimum 
number of significant decimal digits of accuracy attained by a particular approximation, 
f (a, b) ,~ I2, (a, b), over the triangular domain 0.1 ~< a ~< b ~< 20, can be ascertained from a table 
that we provide for the cases n = 1(1)4 and n = 6(2)16. 
2. Approximations for f(a, b) 
In the following work it is convenient to let 
- 1 <t . , .<  ... <t . ,2  <t . , l  < 1 
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denote the zeros of the nth Legendre polynomial P.(t), with P. (1) = 1, and let 
2 
Wn'k -- (1 2 t 2 '  -- t,.k) [P , ( t , .k ) ]  
k=l ,  2, . . . ,n,  
denote the corresponding weights in the classical n-point Gauss-Legendre quadrature rule 
f l 9(t)dt= ~ W..kg(t.,k) + R.(g). (2.1) 1 k=l  
It is well-known that the quadrature remainder R.(g) enjoys the following two properties [1]: 
(P1) if g(t) is a polynomial of degree ~< 2n - 1, then R.(g) = 0; 
(P2) if 9(t)~ C[ -  1, 1], then R.(9) --*0 as n ~ ~.  
Furthermore, the abscissas t.,k and the weights W.,k in (2.1) satisfy the symmetry properties 
t.,k= --t.,.+X-k, W.,k=W...+I-k, k= 1,2,. , . , [½n], 
where [½n] denotes the integer part of ½n. Closed forms for the abscissas and weights can be 
worked out for the first few values of n. For larger values of n, numerical values for the nonnegative 
t.,k and corresponding W.,k are available in [9]. The abscissas and weights can also be computed 
numerically using one of the algorithms presented in [1, 5, 8, 9]; the codes GQRUL and GQRCF 
in the IMSL software package being based on the work in [5]. 
If g (t) is an even function, it follows from the above symmetry properties that it is only necessary 
to sum over the nonnegative abscissas and (2.1) can in this case be expressed in the more efficient 
form 
f j  g(t)dt = Z W.,kg(t.,k) + ½ R. (9), (2.2) 
where we have used the compact summation otation 
[./2] 
= 6.w..t,/21 + 1 g(O) + 7. w, .kg(t , .k) .  
, k= l  
with ft, = 0 if n is even, and 6, = ½ if n is odd. For even n, the quadrature rule (2.2) is attractive since 
it requires only ½n evaluations of the even function g (t). 
For numerical purposes it is advantageous to express f(a, b) directly in terms of the asymptotic 
behavior (1.2) and an integral that can be accurately approximated by (2.2), with relatively small 
values of n. 
Theorem 2.1. Let 0 < a <~ b < 0o. Then we have the following family of approximation formulas 
for the Hubbell rectangular-source integral: 
f(a, b) ~ t2. (a, b) 
=½hA - -a  E W.,ktan -1 [b -x x/1 + a2t2,k] /X/1 + aZt.2k, (2.3) 
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where n = 1,2, 3,... and 
A = sinh- 1 a = In (a + x /~ + 1). 
For a fixed value of the argument (a, b), 
lira I2,(a, b) = f(a, b). (2.4) 
?1 ---~ O0 
Proof. The symmetry property f(a, b) =f(b,  a) and (1.1) yield the representation 
~a tan- 1 (b/x/1 + x 2) 
f(a, b) dx. (2.5) 3o x/1 + x 2 
Substituting the right-hand side of the trigonometric dentity 
tan -1 (b v / i -+ x 2) - -½n-  tan -1 (x/~ + x2/h) 
into (2.5), followed by the integration of the first term in the new integrand gives 
.f] tan -1 (b-1 x/q- + x 2) 
f(a, b) A w/i- + x 2 ax. (2.6) 
Making the elementary change of variable x = at in (2.6) yields the representation 
f(a, b) = ½hA - f~ h(t)dt, (2.7) 
where the continuous even function 
a tan- l (b - lx /1  + a2t 2) 
h(t) = 
x/1 + a 2 t 2 
If (2.2) is applied to the integral in (2.7) we obtain 
f(a, b) = ½hA - ~ W..kh(t.,k) + ½ R,(h), 
* 
or equivalently 
f(a, b) = t2.(a, b) + ½ g.(h). (2.8) 
Neglecting the quadrature error term in (2.8) yields the approximation (2.3). Finally, the 
Gauss-Legendre ule convergence property (P2) implies (2.4) since 
If(a, b) - [2.(a, b)l = ½ [g.(h)l ~ 0 
asn ~ ~.  [] 
The rate of convergence in (2.4) depends on how near the complex singularities of h(z) in (2.7) are 
to the interval of integration [1, Section 4.6]. In particular, 6(a, b) = a- l (1 + b2) 1/2 > a-1 is the 
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distance from [0, 1] to the branch points 4- i6 of the inverse tangent function in h(z). For the two 
cases b = a>> 1 and 0 < a<< 1, we have 6(a, a) = (1 + a -2) ~ 1 and 6(a, b) > a-  1 >> 1. Consequently, 
for 0 < a ~< b, we expect he convergence in (2.4) to be relatively fast when a is small and relatively 
slow when a ~ b is large. This behavior will be illustrated numerically in Section 3. 
It is straightforward to work out explicit approximations for the first few values of n in (2.3). 
(Larger values of n would employ the numerical values for the Gauss-Legendre abscissas and 
weights that are listed in [9].) We illustrate the process for the cases n -- 1 (1)4 in (2.3), where as 
noted before the first term in ~2, (a, b) is the asymptotic expansion (1.2). It is interesting to note that 
the first approximation (2.9) is identical to (1.3), (1.3) having been previously derived in [2] using 
a novel series representation for f (a ,  b). 
Corollary 2.2. For n = 1 (1)4, (2.3) gives the respective approximations: 
f (a ,  b) ~ ½rcA - a tan-  1 b - 1, 
tan -1 [b -1 x/1 + a2/3] 
f (a ,  b) ~ ½ rc A -- a 
x/1 + a2/3 ' 
4a 1) 5a tan-1 [b- 1 x/1 + 3a2/5] 
f (a ,  b) ,,~ ½nA - -~ tan-  l (b-  9 x/1 + 3a2/5 ' 
(18 - x /~)a  tan- l [b  -1 x/1 + 7a2/35] 
f (a ,  b) ~ i rcA 
36 x/1 + 7a2/35 
(18 + x /~)a  tan-1 [b -x x/1 + fla2/35] 
36 x/1 + fla2/35 
where the constants y = (15 + 2x /~ ) and fl = (15 - 2x /~ ) in (2.12). 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
Proof. For n = 1 (1)4 the exact values of the positive abscissas and corresponding weights in (2.2) 
are; 
n = 1: t l ,  1 = O, w l ,  1 -= 2; 
1 
n = 2: t2, 1 ----- ~ ,  W2, 1 ---- 1; 
n = 3: t3, 1 ---- (~5) 1/2, W3,1 =-fi9, t3,2 = O, W3,2  ---- 9,  
n = 4:t4.1 = (3-~5 y) '/2, w,,x = 3~6 (18 -- x/~6), 
t , ,z  = (3-~sfl) /z, W4,z = 3-t66 (18 + x /~) .  
The proof follows at once for each n = 1(1)4 if the respective values for the t,,k and W,,R are 
substituted into (2.3). [] 
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3. Significant digits of accuracy 
The accuracy of individual members of the approximation family (2.3) is investigated in this 
section for each n = 1(1)4, n = 6(2)16 and (a, b) ~ D1, where the domain 
01={(a ,b ) :0 .1  ~<a~<b~<20}. 
In terms of the physical parameters w, I and h mentioned before in Section 1, this triangular domain 
includes the 36 dimensionless values a = w/h and b = l/h for which f(a, b) was originally tabulated 
in [6-1, as well as in the more recent investigation I-2]. 
Following common practice we say the approximation (2.3) enjoys s = s~(a, b) significant 
decimal digits of accuracy at the point (a, b) if the magnitude of the corresponding relative error is 
bounded above by 0.5 x 10 -s. Consequently, for a given value of n the level curves of the function 
[f (a, b) - t2,(a, b)l 
s~(a, b) = - loglo 2 - loglo (3.1) 
f(a, b) 
provide a convenient graphical representation of the number of significant digits of accuracy 
afforded by (2.3) at the point (a, b). 
The practical implementation f this idea on a computer equires the following modification of 
(3.1). In view of the convergence property (2.4), we can compute f(a, b) to near full machine 
accuracy by taking n sufficiently large, say n = N(a, b). In practice we employ ON(a, b) in place of 
f(a, b) in (3.1) and plot the level curves of the more tractable xpression 
ION(a, b) - fJn(a, b)l Sn(a, b) ~ - 0.3010 - loglo (3.2) 
It2N(a, b)l 
Numerical experiments indicate that the choice N = n + 10 is sufficient for our purposes in (3.2), 
for all (a, b)eD1 and n = 1(1)4, n = 6(2)16. 
Contour maps for (3.2) were drawn using the MATLAB software package for 80386-based 
MS-DOS personal computers. Floating-point arithmetic in this computing environment employs 
(approximately) a 16-decimal digit mantissa. It is convenient in MATLAB to plot the contour 
maps over the extended rectangular domain 
Oz = {(a, b): 0.1 ~< a, b ~< 20}, 
obtained by reflecting the triangular domain D1 about the symmetry line b = a of f (a ,  b) =f(b, a). 
For each n = 1(1)4 and n = 6(2)16, the contour maps for (3.2) share a common feature: the 
minimum number of significant digits of accuracy, d~, is attained on the diagonal b = a of D1 so 
that 
dn= min s,(a,b) 
(a, b)eDl 
= min sn (a, a), 
a~l 
where I is the interval 0.1 ~< a ~< 20 associated with D1. This latter property can also be veri- 
fied numerically by computing the minimum value of s, (a, b) over a very fine grid of discrete 
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Fig. 1. Level curves for s4(a, b) in (3.2). 
(a, b)-points covering Dx. The elementary contour plot in Fig. 1 illustrates the situation for the case 
n = 4 in (2.3). It is noteworthy that Fig. 1 also indicates that the approximation f (a,  b) ,,~ f24 (a, b) 
achieves near full machine accuracy on the narrow subset 0.1 ~< a << 1 of Da, a general property that 
is shared by each approximation f (a,  b) ~ f2,(a, b) in the family (2.3). 
Numerical experiments show that it is sufficient for our purposes to take 
d. ~ min s,(1-~i, 1 i); (3.3) 
i 
here the minimum is taken over the discrete range i = 1, 2, . . . ,  200. The second column in Table 1 
lists the min imum number of significant decimal digits of accuracy, d., afforded by individual 
members of the approximation family (2.3). For example, Table 1 shows that the approximation 
f (a,  b) ,~ t24(a, b) gives at least d 4 = 3.9 significant decimal digits of accuracy on D1, where in this 
case the corresponding explicit approximation (2.12) only requires the evaluation of ½ n = 2 inverse 
tangents. 
4. Additional approximations for f(a, b) 
The analysis employed in the proof of Theorem 2.1 can be used to develop additional approxi- 
mations for f (a,  b). The change of variable x = sinh(At) in (2.5) yields the convenient integral 
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Table 1 
Minimum number of signifi- 
cant digits of accuracy d, on 
domain DI: (A) d, for O, and 
(IS]) d, for ~, 
n A [] 
1 0.8 0.4 
2 2.0 1.2 
3 3.0 2.2 
4 3.9 2.6 
6 5.6 4.0 
8 7.3 5.5 
10 8.9 7.0 
12 10.6 7.8 
14 12.2 8.9 
16 13.8 10.2 
Table 2 
Accurate values of f(a, b) 
a b f(a, b) 
0.1 0.1 0.9933948781622 x 10 -2 
1 1 0.6395103518703 
1 2 0.9307161265076 
5 10 0.3146661444345 × 101 
20 20 0.4880117750867 x 101 
representation 
A f~ tan- 1 [b sech(At)] dt. f (a,  b) 
We can employ (2.2) and obtain the family of corresponding approximations 
f(a, b) ..~ 7J. (a, b) (4.1) 
= A ~ wk tan-  1 [b sech(AtD] 
that enjoy the convergence property 
lim ~.(a, b) =f(a,  b). 
l1 ---~ OO 
In this regard, Table 2 lists some limiting values for f (a,  b) that were computed in MATLAB 
using (4.1) with an increasing sequence of n's. The values in Table 2 are believed to be accurate to 
the number of places listed and provide a set of convenient target values for testing computer 
software that implements the ideas in this paper for computing f (a,  b). 
Fig. 2 shows a contour plot for 
s,(a, b) ~ - 0.3010 - logao [ ~N(a, b) - ~,(a, b)[, (4.2) 
[WN(a, b)[ 
for the case n = 4 in (4.2), with N = 30. As in Fig. 1, the minimum number of significant digits of 
accuracy in Fig. 2 is attained on the diagonal b = a. The third column in Table 1 lists the values of 
d, corresponding to (4.2) and (3.3). 
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Fig. 2. Level curves for s4(a, b) in (4.2). 
For a given value of n, Table 1 indicates that the approximation (2.3) is more accurate than the 
approximation (4.1). Near the origin it should be noted that unlike (4.1), (2.3) is subject o the loss of 
significant digits due to the subtraction of nearly equal floating-point numbers when 
0 < a ~< b<<0.1. However, this latter condition on the dimensionless parameters a and b is not 
likely to be realized in cases of practical interest. Finally, it should be observed that (4.1) is likely to 
be more costly to evaluate on a computer than (2.3), since the hyperbolic secant functions are 
somewhat more expensive to compute than the square roots required in (2.3). 
In view of these comments, the family of approximations (2.3) is generally preferred in practice. 
In particular, the approximation (2.12) is easily implemented on a programmable hand-calculator 
or computer, and provides nearly 4 significant decimal digits of accuracy on the domain 
0.1 ~<a ~<b~<20. 
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