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ABSTRACT 
 
CHARACTERIZATION OF THE MOTION OF CELLULOSE SYNTHASE 
PROTEIN COMPLEXES IN THE PLANT CELL MEMBRANE 
 
FEBRUARY 2019 
 
NINA ZEHFROOSH  
 
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Lori Goldner 
The polysaccharide cellulose is the main component of plant cell walls, so it is the 
most abundant polymer on Earth. While it is widely used in industry due to its 
remarkable properties, such as renewability and biodegradability, its biosynthesis is still 
not well understood. The large transmembrane protein Cellulose Synthase Complex 
(CSC) is responsible for synthesizing cellulose by polymerizing UDP glucose into the 
constituent glucan chains of cellulose. 
 In this project, I used variable angle epi-fluorescence microscopy (VAEM) in 
combination with single-particle tracking to characterize the motion of GFP labeled 
CSCs in the hypocotyl of Arabidopsis thaliana (A. thaliana) seedlings that are 3 to 4 days 
old. The CSCs’ motion is known to be guided by cortical microtubules, but no molecular 
motors are involved. Rather, the motion is thought to be driven by the polymerization and 
crystallization of the cellulose. A mean-squared displacement analysis shows that CSCs 
move sub-diffusively on short time scales and undergo a transition to super-diffusive 
motion on a time scale of about 10 s. The sub-diffusive motion might be explained by 
trapping. It has been proposed that a Brownian ratchet model can explain super-diffusive 
motion at longer time scales. This may be true for the mean-squared displacement of the 
 vii 
 
particles; however, I show that the step-size distribution from CSC trajectories is not 
Gaussian and therefore not consistent with a simple Brownian ratchet model. 
 I also characterized CSCs’ motility in the model grass, Brachypodium distachyon 
(B. distachyon). The Baskin lab generated lines in which the CSCs in the B. distachyon 
are tagged with GFP. The GFP labeled CSCs were imaged in the mesocotyl and root 
using VAEM then a particle tracking algorithm was used to calculate the average speed 
of the CSCs. The average speed of the CSCs in the mesocotyl was 164 ± 78 nm min-1 (n 
= 1451 particles). The average speed in the root was similar. For comparison, average 
speed of GFP labeled CSCs in the A. thaliana hypocotyl was 184 ± 86 nm min-1 (n = 
2755). I also quantified the speed of CSCs in response to inhibitors of cellulose 
(dichlorobenylnitrile; DCB), microtubules (oryzalin), and actin (latrunculin B). Neither 
oryzalin nor latrunculin affected the speed of CSCs; whereas, DCB reduced the average 
speed by about 50% in B. distachyon and by about 35% in A. thaliana.  
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CHAPTER 1   
 
INTRODUCTION 
 The polysaccharide cellulose is the most abundant biopolymer on the earth. This 
linear chain of D-glucose units, discovered in 1838, is synthesized by transmembrane 
protein complex named cellulose synthase complex (CSC) in plant cell membrane then is 
the most important component of the cell wall in all plants. This polymer is one of the 
major components of the world’s biomass with unique and fascinating characteristics 
such as its high tensile strength, renewability, biodegradability and biocompatibility. This 
makes cellulose a desirable material source for fiber and paper production, textiles and 
bio fuel industries. It also finds use in nano-composites, drug delivery, transparent films, 
flexible displays and electronics.1-3 Over the past decade, cellulose has been the subject 
of enormous industrial interest yet there are some fundamental open questions about the 
biosynthesis of this vital function. These questions include: what are the characteristics of 
translational motion of a CSC? Do they pause or reverse? Do they move with any 
characteristic step size? Is the motion ballistic, diffusive, or some combination of the 
two? Addressing these questions would provide us insight about how cellulose 
biosynthesis functions which lead to better and more efficient applications.  
In this project I aimed to gain a physical model to reach a better understanding of 
cellulose biosynthesis. The first specific objective was to observe and understand the 
mechanics of CSCs in living plant cell membrane. For this I used Arabidopsis thaliana 
(A. thaliana) seedlings as my experimental model. The detail of seedlings’ growth 
condition and sample preparation for imaging are described in CHAPTER 4CHAPTER 4. 
I used total internal reflection fluorescence microscopy (TIRF)/Variable Angle Epi-
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fluorescence microscopy (VAEM) technique for imaging the GFP-labeled CSCs. The 
detail of imaging setup and software and hardware which are used in imaging process is 
described in CHPTER 5 CHAPTER 5and Appendix A. CSC particles were tracked using 
center of mass localization followed by single particle tracking (SPT). Finally some post 
analyses like mean squared displacement (MSD), step size distribution, simulation and 
physical modeling used to elucidate the mode of the motion. Tracking and post tracking 
analyses were done in MATLAB and the results are described in CHAPTER 6. The 
orientation of motion of CSCs are discussed by detail in CHAPTER 7. The motion 
analyses result are discussed in 0CHPTER 8.  
In addition to studies of CSC motion in A. thaliana, I analyzed the behavior of 
CSCs in Brachypodium distachyon (B. distachyon), the first time that CSCs motion in 
plant other than A. thaliana has been studied. Fluorescently labeled CSCs in mesocotyl of 
B. distachyon were imaged and their motility studied using single particle tracking. The 
average speed of CSCs in mesocotyl of B. distachyon were compared with the average 
speed of CSCs in hypocotyl of A. thaliana. The effect of actin, microtubule and cellulose 
synthase inhibitors also were investigated. The result of this study is presented in 
CHAPTER 9. 
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CHAPTER 2   
 
CELLULOSE AND CELLULOSE SYNTHASE: BACKGROUND  
Cellulose polymer is made of repeating β-(1→4) glucan molecules. This repeat, 
unit called cellobiose, is made of two β-Glucose molecules (monosaccharide) which bind 
to each other through a linkage between C1 on one glucose and C4 on another, as shown 
in Figure 2.1, Left. A condensation reaction happens when two β-glucose molecules link 
with one oxygen molecule and other atoms are lost in the form of a water molecule. The 
hierarchical structure of cellulose is formed by hydrogen bonding between hydroxyl 
groups of multiple chains as shown in Figure 2.1, Right. The condensation reaction 
between β-glucose molecules and the hydrogen bond between glucan chains make 
cellulose microfibrils strong, insoluble in water and chemically resistant.  
The structure of cellulose is known, but very little is known about the mechanism 
of cellulose synthesis. The first evidence of cellulose synthesis in the plasma membrane 
was reported by Brown and Montezinos (1976).4 In 1980, thanks to electron microscopy 
and freeze-fracture techniques, Mueller and Brown photographed cellulose terminal 
complexes at the end of microfibrils in plants. These “cellulose synthase complexes” 
(CSCs) showed a hexagonal structure.5 Figure 2.2, Top, shows an image of CSCs taken 
by freeze-fracture technique.  
CSCs exist not only in the plasma membrane but also in Golgi bodies which 
assemble and transport them to the membrane. Hypothetically cellulose synthesis only 
occurs at the plasma membrane but there is a possibility that the formation or 
initialization of the polymer occurs in intracellular compartments but this hypothesis has 
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not been tested.6-8 
 
Figure 2.1. Left: The repeat unit of cellulose chain which is called cellobiose from Moon 
et al.3 The cellobiose is made of two glucose molecules linked asymmetrically. The C1 
atom of one glucose is linked to the C4 atom of the other glucose. Hydrogen bonds are 
shown by dotted lines. Right: The molecular structure of cellulose from Poletto et al.9 
The repeat unit is circled and hydrogen bonds are shown by dotted lines. 
 
CSCs are 25 to 30 nm in diameter and contain six major subunits.5,10 
Transmembrane proteins called “Cellulose Synthase A” (CESA) are confirmed as the 
main components of the CSC’s structure.11,12 
According to genomic analyses, different types of CESAs can be found in 
different plants. For example the genome sequence of black cottonwood codes for 18 
isoforms of cellulose synthase (CESA) whereas Arabidopsis thaliana (A. thaliana), 
which is the most studied type to date, has 10 types of CESAs. Three of these isoforms, 
CESA1, CESA3 and CESA6 are required for cellulose synthesis on primary cell wall 
while CESA4, CESA7 and CESA8 are required in secondary cell wall synthesis.13,14 
Figure 2.2, Left, shows hypothetical diagrams of a CSC structure.15  
CSC catalyzes UDP-glucose to 1,4-β-glucan that creates the glucan chain16; 
multiple glucan chains are formed by a single CSC, at least 18 or possibly as many as 36. 
These chains hydrogen bond to form the cellulose microfibrils which are deposited to the 
cell wall.11,12,17-20 Figure 2.2, Right shows a schematic of this process.18 During cellulose 
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synthesis, CSCs move in the plasma membrane. It is known that cellulose deposition 
direction is influenced by cortical microtubules and it is as a result of an interaction 
between cellulose synthase and microtubules, but even in the absence of microtubules, 
the CSCs’ movement shows an intrinsic self-organization.18,21-24  
 
Figure 2.2. Top: Images of CSCs taken by freeze-fracture techniques from Muller et al.5 
Left: A schematic of one CSC with its hypothetical 18 subunits of three distinct CESA 
which are shown in different colors from Vandavasi et al.15 Right: A model for cellulose 
synthesis in the plasma membrane under the cell wall from Somervill et al.18 The image 
illustrates just one of the six subunits of a CSC. Glucan chains are polymerized by these 
subsets. It seems the microtubules play a strong role in cellulose deposition. 
 
The origin of CSCs movement is still largely unknown. Hypothetical existence of 
a motor protein which connects CSCs to microtubules was among the first hypotheses 
explaining the origin of CSCs motion.25 A second idea explained their movement as a 
result of a direct link between cortical microtubules and rosettes. According to this theory 
25 nm 
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cortical microtubules are the source of the CSCs’ movement.26 Recent theories explains 
that the polymerization of glucan chains and the energy released from their crystallization 
can push CSCs forward in plasma membrane.17 
Apparently only one quantitative model has been put forward to explain CSC 
motion, and that model proposes a Brownian ratchet mechanism for the formation and 
crystallization of the glucan chains.27 It roughly explains the observed motion of the CSC 
complexes. This model predicts a rotational motion for CSCs and shows how 
polymerization and crystallization of glucan chains can provide the CSCs driving force. 
According to this simplified model an individual cellulose microfibril is taken to be made 
of six chains, with each chain is produced by one subunits of a CSC. These chains are 
modeled as an inextensible chain of spherical beads (diameter=σ) for which the 
orientation of their first bond is 90 degrees with respect to the membrane. Also 
previously deposited rigid cell wall has been modeled as an impenetrable layer. The 
Hamiltonian of a cellulose microfibril for a bundle of 6, is described by: 
   
𝐻𝐻 = 12 𝐽𝐽𝑓𝑓�� 𝑑𝑑𝑠𝑠𝑖𝑖𝜅𝜅𝑖𝑖(𝑠𝑠𝑖𝑖)𝑙𝑙𝑓𝑓𝑓𝑓06𝑖𝑖=1
−
𝜀𝜀
𝜎𝜎2
� � 𝑑𝑑𝑠𝑠𝑖𝑖 � 𝑑𝑑𝑠𝑠𝑗𝑗Θ�√2𝜎𝜎 − �𝑟𝑟𝑖𝑖(𝑠𝑠𝑖𝑖) − 𝑟𝑟𝑗𝑗�𝑠𝑠𝑗𝑗���𝑙𝑙𝑓𝑓𝑓𝑓
0
𝑙𝑙𝑓𝑓𝑓𝑓
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(2.1) 
The first term in Eq. (2.1) shows the bending energy: 𝐽𝐽𝑓𝑓 is the bending constant, 𝑙𝑙𝑓𝑓𝑖𝑖 is the 
length of each filament, 𝜅𝜅𝑖𝑖(𝑠𝑠) = � 𝑑𝑑2𝑑𝑑𝑠𝑠2 𝑟𝑟(𝑠𝑠)� describes the local curvature of a chain if an 
individual chain can be described by space curve r(s). The index i refers to i th filament. 
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The second term shows the binding energy: 𝜀𝜀 is a binding constant, Θ is the step function 
and √2𝜎𝜎 is the attraction radius between monomers of different filaments.  
The plasma membrane is modeled to be dynamically deformable and also impenetrable. 
The Helfrich functional28 describes the Hamiltonian for the membrane as shown in 
Eq.(2.2). 
 
𝐻𝐻 = ��𝐽𝐽𝑚𝑚2 (∇2ℎ)2 + 𝛾𝛾2 (∇ℎ)2� 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 (2.2) 
 
In Eq. (2.2), 𝐽𝐽𝑚𝑚 is the bending modulus, 𝛾𝛾 is the surface tension and ℎ shows 
perpendicular displacement of the membrane from its equilibrium shape at each point in 
space. Polymerization is modeled by a Brownian ratchet mechanism, in which 
fluctuations of the chain or membrane can open a gap between the chain and the CSC. If 
the opened gap is big enough for a bead then a new bead is added perpendicularly to the 
chain. An elastic energy is accumulated in the system because of the change in the length 
of the chain and generates a force on the tip of the chain. Figure 2.3 taken from Diotallevi 
and Mulder’s model shows the few steps of their model’s output. In their model the 
geometry of the deposition process, the force which is provided by cellulose 
crystallization and the elastic energy of the plasma membrane are considered too. This 
model also predicts a rotational movement for CSC which has apparently not yet been 
observed to date. This model makes no predictions about the stoichiometry or number of 
chains. It is deliberately simplified to get at the underlying physics of the motion of the 
CSC.  
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Figure 2.3. Figures taken from Diotallevi and Mulder, 2007. Results at two different time 
points of a stochastic model of the motion of a CSC. The six glucan chains are shown in 
different colors. Each chain is the output of one of the model CSC’s subunits. According 
to this model, the energy released by polymerization of UDP glucose and crystallization 
of glucan chains provides the CSC’s driving force in the plasma membrane. This 
rotational motion has not been observed to this date.27  
 
There is a recent publication29 about the molecular modelling of this system 
which shows simulation results of the initial stage of cellulose microfibril formation 
based on the interaction between glucan chains. The computational modeling of 
interactions between six existing glucan chains (oriented in the shape of CSC and fixed 
on their ends) shows that the glucan chains couple in pairs of two before making a bundle 
of six. This model also predicts that hydrogen bonding is responsible for stabilizing the 
bundle of six glucan chains. In addition the results of this model explain how the plasma 
membrane can affect the initiation of glucan chain assembly by confining their motion to 
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one plane.29 As the authors of this article note they did not include the presence of other 
proteins which can have an effect on the crystallization in vivo.  
The detailed mechanics of CSCs has never been studied. Their motion has been 
observed by fluorescent microscopy techniques in living plant cells.22 Based on the 
reports to date CSCs move bi-directionally with a speed around 300 nm/min in A. 
thaliana.22,30 More detailed studies to characterize the motility of CSCs can help to reveal 
many unknowns about this mysterious biosynthesis function.  
I studied the motility of CSCs in the plasma membrane of A. thaliana cells in the 
hypocotyl. The CSCs was labeled by green fluorescent protein (GFP). The labeled 
complexes were imaged using Variable Angle Epi-fluorescence microscopy (VAEM). 
Single particle tracking employed to track the GFP-CSC particles. The mean squared 
displacement and step size distribution used to understand the characteristics of the 
motion of the CSCs. Also we try to explain their motility in a physical model. 
In another work the motility of CSCs are investigated in Brachypodium 
distachyon (B. Distachyon), a grass spices and the result is compared with the widely 
used model plant A. thaliana.  
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CHAPTER 3  
 
SINGLE MOLECULE MICROSCOPY AND SINGLE PARTICLE TRACKING 
3.1 Single molecule microscopy-TIRF 
Single molecule microscopy is useful to elucidate the details of a molecular 
ensemble, and to observe transient or intermediate states that get lost in the equilibrium 
average. For example in a population of molecules like molecular motors, each molecule 
can exist in different conformational states each with their own specific energy state. The 
mean conformational state for such a population might be close to the most stable state of 
all conformations, but this mean state does not give us information about the short-lived 
states which may have an important role in the dynamics of the molecule.31 
The basis of fluorescence microscopy is chemical modification of a target 
molecule by a fluorophore. The tagged molecule can then be probed using a variety of 
microscopy techniques. An energy diagram for a fluorescent dye is shown in Figure 3.1. 
Excitation and emission may include several photo-physical steps with a variety of rate 
constants: absorption of a photon, emission of a fluorescent photon, internal conversion, 
intersystem crossing and phosphorescence.32  
One of the technical challenges of fluorescent microscopy is to understand the 
limits of resolution. In a conventional bright field microscope where the image of a point 
light source is diffraction limited, the resolution can be calculated in the lateral and axial 
direction using Eq. 3.1. This limit is known as the “Abbe” limit;33 
∆𝑑𝑑,∆𝑑𝑑 ≈ 𝜆𝜆2𝑁𝑁𝑁𝑁  , Δ𝑧𝑧 ≈ 2𝜆𝜆𝜆𝜆(𝑁𝑁𝑁𝑁)2  (3.1) 
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In these formulas λ is the wavelength of the emitted light, 𝜆𝜆 is the index of refraction of 
the sample medium and 𝑁𝑁𝑁𝑁 is the numerical aperture of the objective lens. In these 
formulas λ is the wavelength of the emitted light, 𝜆𝜆 is the index of refraction of the 
sample medium and 𝑁𝑁𝑁𝑁 is the numerical aperture of the objective lens. Given the Abbe 
limit and objective lens designed to image through oil with an index of refraction similar 
to glass, the resolution of a light microscope is limited to about 200 nm in the lateral 
direction and about 500 nm in the axial direction.33 
 
Figure 3.1. Jablonski diagram from Murphy et al.32 showing energy levels occupied by 
an excited electron during a fluorescence event. An excited electron commonly occupies 
an excitation level within the singlet excited state (straight upward arrows, left), but the 
collapse to the ground state can go through one of the following pathways: fluorescence 
emission which follows by emitting a photon (straight downward pointing arrow); 
internal conversion which releases energy as heat, without emitting any photon (wavy 
downward pointing arrows); intersystem crossing in which the electron enters the triplet 
state which makes the molecule chemically reactive (dashed downward arrow). From the 
triplet state to the ground state the electron goes either through internal conversion, 
without photon emission, or through phosphorescence emission.32  
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Although the resolution of a microscope is limited by diffraction, the center of 
even a sub-diffraction-sized object can be determined below the Abbe limit if the object 
is bright enough.34 The accuracy of position measurement for a nanoscale object is a 
function of the signal contrast from the object. For a fluorescent object, the contrast is 
determined by the brightness of the fluorophore and the brightness of the surrounded 
background. 
Specifically, there are at least three different source of noise that may contribute 
in calculating the precision with which the position of a particle (localization) can be 
determined. The first is Poisson noise, also called shot noise, on the fluorescent signal. 
The second is noise on the background signal (which may also be Poissonian). A third is 
noise arising from the camera and its associated electronics, which are sufficiently small 
for EMCCD cameras that I do not consider them here. The shot noise is the randomness 
in the number of photons (𝑁𝑁) of the signal and scales the localization precision by a 
factor of 1/√𝑁𝑁. The background noise comes from the out-of-focus fluorescence and the 
auto-fluorescence of the sample. The background noise contributes an additive term to 
the precision of localization that scales by a factor of 𝑏𝑏/𝑁𝑁 where 𝑏𝑏 is the background 
noise. A complete discussion of the localization uncertainty is given by Thompson et al.35 
and explained in section 6.2.  
 In recent years, the ability to detect individual molecules has been applied to 
develop new “super-resolution” microscopies. These methods include improving the 
point spread function (PSF) of conventional microscopes36, the use of near-field37,38 or 
nonlinear effects39 to reduce PSF or background, and the use of photo-activable or photo-
switchable dyes to permit localization of closely packed fluorescently-labeled molecules 
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(stochastic optical reconstruction microscopy (STORM)40 and photo-activated 
localization microscopy (PALM)41).  
 Total internal reflection fluorescence (TIRF) microscopy is one of the popular and 
readily available methods for attenuating the background level, thereby increasing 
localization accuracy and contrast. In TIRF microscopy, an excitation laser is incident at 
an angle above the critical angle (θ c) that produces total internal reflection at the 
glass/sample interface. In this case, an evanescent excitation field extends a short distance 
(≈200 nm) into the sample, illuminating molecules on the surface while significantly 
decreasing background due to out-of-focus fluorophores or auto-fluorescence in the 
sample (Figure 3.2). 
 
Figure 3.2. Prism-based and through-objective lens TIRF from Martin-Fernandez et al.42 
(A) Schematic of prism-based TIRF. In prism-based TIRF excitation and emission 
channels are independent and an evanescent wave penetrates to the sample in the 
opposite side of the coverslip to the objective lens. (B) Schematic of through-objective 
lens TIRF in which the excitation and the emission beam share the same channel and the 
evanescent wave is on the same side of the coverslip as the objective collecting the 
emission light.  
 
 There are two main types of TIRF microscopes: prism-based TIRF and through-
objective lens TIRF43 shown in Figure 3.2. In prism-based TIRF the excitation and 
emission channels are independent. The evanescent wave penetrates into the sample on 
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the opposite side of the coverslip than the objective lens. The advantages of this type of 
TIRF is that the incident angle can be large (θ c< θ incident < π/2) and thus the sample layer 
illuminated by the evanescent wave can be thinner which would result in lower 
background than a thicker evanescent wave.42 
 Most common TIRF setups operate based on the through-objective lens geometry. 
In a through-objective lens TIRF the excitation and emission beams share one channel 
and the evanescent wave is on the same side of the coverslip as objective lens which 
collects the emission light. The incident angle in this TIRF setup can be θ c< θ incident < α 
where α is limited by the numerical aperture of the objective lens. High numerical 
aperture objective lenses are required for through-objective lens TIRFs. In this type of 
TIRF the sample is easy to access and it does not require a deep focus through the bulk of 
sample.42  
 In this project I used a through-objective lens TIRF microscope with an objective 
lens numerical aperture of 1.45. The details of the complete optical setup are explained in 
CHAPTER 5.   
 In both types of TIRF setups the background is minimized by restricting the 
excitation region and detection of fluorophores to a thin layer of a specimen. The 
excitation region in TIRF is less than several hundred nanometers in thickness and 
extends from the surface of the coverslip. TIRF only excites the fluorophores located on 
the surface, therefore minimizing the background contribution from fluorophores deeper 
in the sample. This provides a higher signal-to-noise ratio in comparison with the other 
conventional fluorescence illumination methods; however, in samples like plant cells 
which is the subject of study of this thesis, the thick cell walls make TIRF impractical for 
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the observation of the plasma membrane. Plant cell wall thicknesses vary between 100 
nm and 300 nm and can even exceed 1μm.44 To overcome this limitation there is another 
method which I will refer to as Variable Angle Epi-fluorescence Microscopy (VAEM). In 
VAEM the laser beam enters the sample at a smaller angle of incidence than for TIRF, 
resulting in the penetration of the cell wall and creating a thin layer of illumination on the 
plasma membrane.45,46 The comparison of the laser path in TIRF, and VAEM are shown 
in Figure 3.3.
 
Figure 3.3. Schematics of laser paths out of an objective for: (A) a total internal 
reflection fluorescence microscope, (B) a variable angle epi-fluorescence microscope. 
 
3.2 Single particle tracking 
Single particle tracking (SPT) involves labeling the molecule of interest with a 
fluorescent dye and recording the position of that labeled molecule over time. In this 
work the CSCs were the molecule of interest which were labeled with GFP and the 
position of GFP-labeled CSCs were recorded using VAEM. 
The most important step in SPT is to localize the signal of the emitters. One of the 
commonly used localization method was pioneered by Crocker et al.47 In this method, the 
n2 
n1 
𝜃𝜃𝑐𝑐 
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𝜃𝜃𝑐𝑐 
n2 
n1 
Evanescent 
wave 
 16 
 
brightness-weighted centroid of a sub-micron selected region of interest is calculated to 
within 10 nm in a 2D plane. The trajectory of the particles are extracted in several steps 
from a sequential images. These steps include: filtering each image, estimating potential 
feature positions, calculating the center of brightness of features, correcting for a sub-
pixel offset of feature centers, filtering out unreliable features, and linking the features 
frame-to-frame to make trajectories. A MATLAB package for performing this method48 
was used to track the GFP-labeled CSCs in this project. The operation of this algorithm is 
explained in CHAPTER 6.  
Another common method for finding the center of the emitter’s in an image is by 
fitting the point spread function (PSF).35,49,50 The image of a fluorophore is the result of a 
convolution of a point fluorophore with the point spread function (PSF) of the optical 
system being used. Although the fitting computation process can be slow this method 
gives a high precision result which is used in super resolution microscopies.51,52 
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CHAPTER 4  
 
SAMPLE PREPARATION AND IMAGING LIVE PLANTS 
4.1 Plants and plant preparation  
The mechanism of cellulose synthesis is similar in all flowering plants. Thus 
studying a type of plant with a simple and well-studied genome sequence is reasonable 
for understanding the fundamental biological process of plant cells. A. thaliana, with its 
short genome sequence and rapid lifecycle is therefore a good candidate and is already 
widely used in plant biology studies. An A. thaliana seedling is relatively thin and 
translucent making it well suited for light microscopy. These characteristics together with 
its small size facilitate in vivo imaging of an intact seedling.  
A. thaliana has 10 types of CESAs. Three isoforms, CESA1, CESA3 and CESA6 
are required for cellulose synthesis of the primary cell wall.13 For fluorescence imaging 
one of the CESA complexes is fused with a fluorescent protein and expressed in 
transgenic A. thaliana. I used A. thaliana line (Columbia background) that expresses 
GFP-CESA6.53  
Images of cellulose complexes containing these labeled CESA isoforms were 
acquired from the hypocotyl. The hypocotyl, shown in Figure 4.1, Right, is the stem of a 
germinating seedling. For a plant which is grown in dark (without light) the hypocotyl is 
longer than that of a plant grown in light, Figure 4.1, Right. The hypocotyl of dark grown 
plants are often used for live cell imaging, because the background fluorescence is 
particularly low as compared to that of the root. The longer hypocotyl also makes 
imaging easier.  
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In these studies, A. thaliana seeds were sterilized and then plated on modified 
Hoagland’s medium, as described by Rahman et al.54 The seeded plates were placed in 
the dark at 22° C. At the time of imaging the seedlings were 4 to 5 days old (Figure 4.1, 
Left). I imaged intact plant samples, meaning that I did not cut the leaves off the plants 
during the sample preparation. Each seedling was sandwiched between a microscope 
slide and a coverslip, Figure 4.2. Coverslips were previously cleaned for 20 minutes in a 
UV Ozone cleaner. DI water was used to fill the gap between the coverslip and slide. 
This chamber was then partially sealed with a home-made mixture of Vaseline, lanolin, 
and paraffin (“VALAP”), Figure 4.2. The recipe for preparing VALAP is described in 
Appendix A. 
 
Figure 4.1. A. thaliana seedlings. Left: 4 day old dark grown seedlings in modified 
Hoagland’s medium. Right: An image of A. thaliana light and dark grown seedlings 
adapted from Sassi et al.55  
 
 
 
Hypocotyl 
Root 
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Figure 4.2 schematic of a seedling prepared for imaging. A three to four day old seedling 
was sandwiched in between a microscope slide and coverslip. DI water was used to fill 
the gap between the coverslip and slide. The chamber was then sealed with VALAP on 
two sides shown.  
 
4.2 Plants with DCB treatment 
In order to see the effect of inhibitors on the motion of CESA complexes I used 
dichlorobenzyl-nitrile (DCB) which is a cellulose synthase inhibitor.  
DCB was dissolved in dimethyl-sulfoxide (DMSO) to make a 5 mM stock 
solution. The stock solution needs to be stored in a dark container at -20˚C. To treat 
plants the stock solution was diluted with modified Hoagland’s medium 54 to a final 
concentration of 5 μM DCB. It is important that this solution is prepared fresh for each 
plant and contains the same growth medium used for the plants so as to not shock the 
plants upon treatment. The Hoagland’s medium was autoclaved after preparation then 
stored at 4˚C and used for up to one week. Each seedling were treated with this 5μM 
DCB solution for either 30 minutes or 150 minutes right before imaging. For this I 
inserted the tip of the root in the solution as shown in Figure 4.3. The DCB treated 
seedling was then prepared for imaging as described in section 4.1. 
Microscope slide 
Coverslip 
VALAP 
DI-water 
 20 
 
 
Figure 4.3 Plant being treated in DCB solution. Each seedling was treated for 30 to 150 
minutes immediately before imaging. 
 
A. thaliana seedling  
Root of the seedling  
DCB solution 
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CHAPTER 5  
 
DATA ACQUISITION  
I used variable-angle epifluorescence microscopy on a TIRF-equipped 
microscope to collect in vivo image data of GFP labeled CESA6 in the hypocotyl of A. 
thaliana seedlings. This chapter describes the optical setup used in this project including 
software and hardware and also some imaging results.  
5.1 The detail of the TIRF setup 
The schematic of our TIRF setup is shown in Figure 5.1. The set up includes: (1) 
a MELLES GRIOT Argon ion laser which emits a 488 nm laser beam, (2) a single mode 
optical fiber (460HP THORLABS), (3) an Olympus TIRF arm, (4) an Olympus IX81 
inverted microscope with a 60X, 1.45 NA oil immersion objective, 
PLAP0N60X0TIRFM, (5) a filter cube which includes the excitation filter (Chroma 
ZET488), emission filter (Chroma ET 525/50bp-OD8) and a dichroic mirror (Semrock 
Di01-R405/488/ 561/635), (6) an Olympus IX2-ZDC2 autofocus insert, and (7) an Andor 
iXon DU897E, EMCCD camera.  
The A. thaliana sample was prepared as described in Chapter 4 and mounted on 
the microscope stage. The 488nm laser beam was guided through a single mode fiber into 
the Olympus TIRF arm where it is directed to the filter cube in the microscope’s body. 
The laser beam passes through the excitation filter and is reflected off of the dichroic 
mirror before entering the objective to excite the GFP-CESA6 in the plant sample. 
Fluorescent emission was collected back through the objective lens, dichroic, and band-
pass emission filter. Images were acquired by an EMCCD camera in EMCCD gain mode. 
Drift along the optical axis was corrected in real-time by the Olympus ZDC2 autofocus. 
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Figure 5.1. Schematic of the TIRF microscope used for data acquisition. A. thaliana 
seedlings were sandwiched in between a coverslip and a microscope slide and filled with 
water as shown in Figure 4.2 and described in Chapter 4. Samples were then mounted on 
the sample stage. The objective was an Olympus 1.45 NA oil immersion. The excitation 
light wavelength was 488 nm. The Olympus ZDC2 autofocus system was used to provide 
continuous focus. See text for other details. 
 
The Olympus microscope was operated using Molecular Devices MetaMorph 
software. Images were recorded for different frame intervals (0.1 s – 3 s) and different 
exposure times (0.1 s – 0.5 s) and camera settings, the specific combinations of which 
varied by plant. A table of data and imaging conditions is given in Appendix B and can 
be found in the excel spreadsheet “thaliana_data_AppendixB.xlsx” (path: 
/home/lab/data/nina/thesis). 
5.2 Software and hardware for streaming images 
There are two ways to collect data via MetaMorph: “multi-dimensional 
acquisition” and “streaming”. Neither of these modes were sufficient for obtaining the 
data needed for this project and so I controlled the camera externally via a MATLAB 
script and National Instrument devices. 
Coverslip 
Plant sample 
Immersion oil  
Objective 
Argon 
laser 
Optical 
fiber 
Olympus TIRF arm 
Filter wheel  
Filter cube 
ZDC2 
EMCC
D 
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In “multi-dimensional acquisition” mode the computer software controls the 
camera and hardware. It is a software control loop. Hence the computer is subject to 
interruptions by other processes happening in the computer that cause delays and changes 
in camera timing. For this reason, the actual frame interval, which is embedded in the tiff 
header, is not the same as the nominal frame interval that is set by the user in 
MetaMorph. Sources of the delay are the shutter’s opening or closing time, the read time 
of the camera, or the time it take to save an image. I determined that not only was there a 
big delay between frames but also the frame intervals of an image stack varied 
significantly. For example in an image stack with a one second nominal frame interval, 
two successive frames could be as little as 0.3 seconds apart or as big as 2 seconds apart.  
Using the MetaMorph streaming mode removes the timing problem but requires 
that the camera, which is triggered internally, takes images continuously. In this mode the 
frame rate and exposure time cannot be independently controlled, so the frame interval is 
equal to the exposure time plus readout time. This combination is also called the frame 
transfer time in frame transfer mode (called overlapped mode in MetaMorph). The laser 
shutter remains open for the entire duration of data acquisition. On the Andor iXon 
DU897E, EMCCD camera, this continuous imaging means that one frame is read out 
while the subsequent frame is already being exposed. For our system this delay was 264 
microsecond, which is not significant compared to required exposure times. However, for 
longer frame intervals continuous illumination is not desirable because (1) the labeled 
complexes are moving and long exposure time may obscure motion and (2) it causes 
photobleaching. For these reasons I wrote a MATLAB script to permit external triggering 
of the camera.  
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For external triggering with the MATLAB script, MetaMorph is put in non-
overlapped mode if the frame interval is longer than the exposure time (for an equal 
frame interval and exposure time MetaMorph should be in overlapped mode). In non-
overlapped mode the exposure of a frame starts after the readout of the taken frame is 
over. For our system the delay of non-overlapped mode is 0.0297 second. To produce a 
TTL signal I used National Instrument Data Acquisition (NI-DAQ) device, PCI-6602 
with BNC-2121, which were programed using MATLAB to trigger the camera and 
shutter synchronously. Details are explained in Appendix A. In this mode the frame rate 
and exposure time can be separately set.  
5.3 Results: Representative movie figures 
Sequential image data were obtained for many frame intervals: 0.0797, 0.1297, 
0.2002, 0.3297, 1.000, 2.000 and 3.000 seconds. The uncertainty on the frame intervals is 
5μs. Figure 5.2 shows representative frames (first frame) from images obtained from the 
hypocotyl of dark grown A. thaliana seedlings which were grown under the conditions 
described in CHAPTER 4.  
In Figure 5.2 (a) I show the first frame from a 0.1297 second frame interval video 
(data_set 46 in the Table B.1, Appendix B). The input laser power was 1.2 mW. For this 
data, the camera settings were as follows: The exposure time was 100ms, frame interval 
(the time from the beginning of one frame to the beginning of the next frame) was 
0.1297 s and the total number of frames was 634. The detailed camera settings for this 
image and all the data in this thesis can be found in the Table B.1 in Appendix B and also 
in the excel file named “thaliana_data_AppendixB.xlsx” (path: 
home/lab/data/nina/thesis). Figure 5.2 (b) is a “ZProjection” produced using Fiji.56 Using 
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Z Project (Image>Stacks>Z Project and then “Average Intensity” from the drop down 
menu) every pixel in the image was replaced with the average of that pixel integrated 
over time. I will refer to this as the “average projection”. 
Figure 5.2 (c) shows the first frame from a one second video (data_set 26 in the 
Table B.1, Appendix B). For this data, the camera settings were as follows: The input 
power was 1.2 mW. The exposure time was 100ms, frame interval was 1 second and the 
total number of frames was 304. Figure 5.2 (d) is a ZProjection as described for 
Figure 5.2 (b) using all frames. 
Figure 5.2 (e) shows the first frame from a 2 second video (data_set 20 in the 
Table B.1, Appendix B). For this data, the camera settings were as follows: The input 
power was 1.5 mW. The exposure time was 300 ms, frame interval was 2 s and the total 
number of frames was 300. Figure 5.2 (f) is a ZProjection as described for Figure 5.2 (b) 
over the first 150 frames. 
Figure 5.2 (g) shows the first frame from a 3 second video (data_set 23 in the 
Table B.1, Appendix B). For this data, the camera settings were as follows: The input 
power was 1.5 mW. The exposure time was 300 ms, frame interval was 2 second and the 
total number of frames was 304. Figure 5.2 (h) is a ZProjection over first 100 frames. 
Each row in Figure 5.2 belongs to a video with a specific frame interval, as 
described above. The first frame of each data set is on the left, showing distinct, 
diffraction-limited puncta (small, bright particles) that represent GFP-CESA6 complexes 
and larger, brighter, patches: Golgi bodies. Since the plant cells in the hypocotyl are big 
with respect to the field of view of the camera, it can be difficult to fit one complete cell 
in an image. The field of view of our camera as configured on the microscope was 34 μm 
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⨯ 34 μm. Normally a small part of one or small parts of several cells were captured in 
one frame. In all cases we are imaging the first layer of cells membranes closest to the 
coverslip. Since cell surfaces are curved, it is typical that only a portion of the cell is 
illuminated and in focus; only a fraction of the GFP-CESA6 complexes are visible 
For all data, individual CESA complexes move in a single direction, but particles 
as a whole move bidirectionally along apparent “tracks”. These tracks are apparent in the 
ZProjected images shown on the right side of Figure 5.2, particularly for the longer frame 
interval data shown in Figures. 5.2 (d), (f), (h). A long bright line in a ZProjected image 
could be either the path of one particle which lasted long before disappearing via photo-
bleaching or the trace of a train of particles moving along a line. 
The representative images of DCB treated A. thaliana seedlings are shown in 
Figure 5.3. The seedlings were treated for 30 or 150 minutes right before imaging as 
described in Chapter 4. The ZProjected images of the sequences were generated for these 
data too. DCB halted the GFP-CESA6 complexes motility so they appear as a bright spot 
rather than a bright line in the ZProjected images. In Figure 5.3 (a) I show the first frame 
from a 1 second video (data_set 37 in the Table B.1, Appendix B) of a 30 minutes DCB 
treated A. thaliana seedling. For this data, the exposure time was 100 ms, frame interval 
was 1 second and the total number of frames was 507. Figure 5.3 (b) is an average 
projection over all 300 frames. Figure 5.3 (c) shows the first frame from a 1 second video 
(data_set 40 in the Table B.1, Appendix B) of a 150 minutes DCB treated A. thaliana 
seedling. For this data, the exposure time was 200 ms, frame interval was 1 s and the total 
number of frames was 274. Figure 5.3 (d) is an average projection over all 274 frames. 
For both data sets the input power was 1.2 mW. 
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Figure 5.2. CESA complexes localization and motility. GFP-CESA6 imaged in the A. 
thaliana hypocotyl in different time intervals. Respectively from top to bottom row, the 
time intervals are 0.1297, 1, 2 and 3 seconds. The left panels are the first frame of a 
sequence and the right panels are average projections of corresponding sequence. Images 
(d, f and h) are average projection over 5 min movies. Image (b) is average projection 
over 1 min. Exposure time is 100ms for (a, b) and (c, d) and 300ms for (e, f) and (g, h). 
All images share the same scale bar (Bar = 5 µm) (data_sets: 46, 26, 20, 23). 
a b
c d
e f
g h
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Figure 5.3. CESA complexes localization and motility. GFP-CESA6 imaged in the DCB 
treated A. thaliana hypocotyl. First row corresponds to the 30 min DCB treatment and 
second row corresponds to the 150min treatment. The left panels are the first frame of 
each sequence and the right panels are average projections of corresponding sequences. 
Images (b) is average projection over 5 min movie. Image (d) is average projection over 
4.5 min movie. Exposure time is 100ms for (a, b) and 200ms for (c, d). Frame interval is 
1 sec for both sequences. All images share the same scale bar (Bar = 5 µm). (data_sets: 
37, 40) 
 
a
c
b
d
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CHAPTER 6  
 
PARTICLE TRACKING AND TRAJECTORY ANALYSIS 
6.1 Tracking 
A MATLAB package was used to track the GFP labeled CESA complexes.47,48 In 
this package, particles were identified first using a mask, an example of which is shown 
in blue in Figure 6.1. For each position in a frame, the radius of gyration,a eccentricity, 
and integrated intensity of a feature in the blue region was calculated. In this work, the 
“feature size” was set to 3 pixels, meaning that the blue region of the mask as shown in 
Figure 6.1. Particles were rejected if the calculated radius of gyration squared was greater 
than 6 pixels squared, or if the intensity was less than the user input minimum intensity 
(Imin) value in the tracking code. The minimum intensity value varies between videos 
and was determined by trial and error. The minimum intensity for each video and other 
tracking initial inputs are described in the Table B.1, Appendix B. All particles showed 
an eccentricity greater than zero with an average of approximately 0.1. This is likely 
caused by the variable-angle illumination. The maximum eccentricity was set to 0.5 
which included nearly all the particles. This means that eccentricity is not a limiting 
criteria in particle selection. Integrated intensity was also not used for filtering by setting 
the minimum to zero. To link particles between frames to form trajectories, I set the 
maximum displacement between successive frames to be 2 pixels so any real jumps 
larger than 134 nm will be missed in the analysis. Because GFP blinks, I permitted a 
particle to skip a maximum of 1 frame; a trajectory was terminated once a particle went 
dark for more than one successive frame. The minimum number of frames for a particle 
                                                 
a The radius of gyration is a measure of the size of the feature, computed by averaging the square of the 
distance to the center position, weighted by pixel intensity.48 
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to be registered as a trajectory varies between movies; the specific number for any file 
(“good_enough”) can be found in the in the Table B.1, Appendix B. The output from the 
tracking analysis contained the positions of each feature as well as the integrated 
intensity, the eccentricity, and the radius of gyration squared for each feature in each 
frame.  
6.2 Localization uncertainty and filtering 
The one-dimensional localization uncertainty of each particle, 𝜎𝜎2 , is a function of 
the microscope characteristics, the camera specifications, and the is calculated according 
to equation (6.1) 35: 
 𝜎𝜎𝑙𝑙2 = 𝑠𝑠2 + 𝑎𝑎212𝑁𝑁 + 4√𝜋𝜋𝑠𝑠3𝑏𝑏2𝑎𝑎𝑁𝑁2  (6.1) 
 
Where 𝑠𝑠 is the standard deviation of the point spread function (PSF), 𝑎𝑎 is the 
pixel size (𝑠𝑠 > 𝑎𝑎). The pixel size in our calculation is 67 nm. 𝑁𝑁 is the number of photons 
in the feature integrated over all blue pixels in the feature mask (Figure 6.1) after 
background subtraction, and 𝑏𝑏 is the background noise as described below in Eqs. (6.3) 
and (6.4). The standard deviation, 𝑠𝑠 of PSF is a constant for the microscope; for the 
microscope used in this experiment it was estimated to be 110 nm. The detail of the 
estimation of PSF is explained in Appendix D. 
The integrated intensity of each feature was calculated from the sum of the 
intensities in the blue pixels in Figure 6.1 is one of the tracking code’s outputs. Camera 
units were converted to the number of photons to find 𝑁𝑁. 𝑁𝑁 can be calculated from the 
camera settings and output as follows:  
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 𝑁𝑁 = (𝐼𝐼𝑜𝑜𝑜𝑜𝑜𝑜 − 𝐼𝐼𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑) × 𝐶𝐶𝐶𝐶𝐺𝐺𝑎𝑎𝐺𝐺𝐺𝐺 × 𝑄𝑄𝑄𝑄  (6.2) 
Where Iout is the output signal intensity in camera units (ADU) with illumination and Idark 
is the output signal intensity in ADU in the absence of any excitation light. Gain is the 
EMCCD gain and QE is the quantum efficiency of the camera. In order to measure Idark, 
some dark images (excitation laser blocked) were captured and then the average counts in 
ADU was calculated. For the camera used in these experiments the dark intensity was 99 
ADU. This dark count and all images were obtained using the baseline clamp camera 
option. The conversion factor (electrons/ADU) is a characteristic value for the camera 
that depends on the various camera options used, preamplifier gain, analog-to-digital 
converter used, and analog-to-digital converter bit depth, and can be found in its 
specification sheet. EM Gain is the electron multiplier gain set in the camera and needs to 
be set before imaging. For all of my data it was set to 300. Quantum Efficiency (Q. E.) is 
the conversion efficiency of photons to electrons and for our camera is 0.95. 
The background 〈𝐵𝐵〉 was calculated from the signal Iback in the green pixels of the 
mask in Figure 6.1. The signal Iback in ADU was converted to number of photons Bi in 
each pixel using Eq. (6.2). The background noise b is then the standard deviation (in 
photons) of the background: 
 𝑏𝑏2 = 1
𝑀𝑀 − 1�(𝐵𝐵𝑖𝑖 − 〈𝐵𝐵〉)2𝑀𝑀
𝑖𝑖=1
 (6.4) 
Where 𝑀𝑀 is the total number of pixels in the green region of Figure 6.1. 
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Figure 6.1 Schematic of the mask used for feature finding and background estimation. 
Blue squares are pixels included in mask that defines the feature of interest. The 
integrated intensity is the sum of the intensity values of the pixels under this mask. The 
adjacent pixels, colored in green, are used for background calculation.  
 
For each particle the localization uncertainty was calculated for each frame since its value 
changed slightly due to different number of photons collected from that particle and the 
different background in each frame.  
I did additional post-processing to further filter the particle trajectories. Particles 
for which the edge (blue region in Figure 6.1) was closer than 2 pixels from an edge were 
rejected because the background could not be accurately estimated. For each frame if the 
result of background subtraction was negative, or if the localization uncertainty 
associated with the feature was larger than half a pixel, that frame was dropped from the 
trajectory. After these processing steps if a particle is missing more than one successive 
frame, it was dropped from the analysis. Note again that dropping a single frame, or even 
a dozen frames, from a particular trajectory does not end a trajectory, as long as none of 
the dropped frames are adjacent in time.  
0 0 1 1 1 1 1 1 1 0 0 
0 1 1 0 0 0 0 0 1 1 0 
1 1 0 0 1 1 1 0 0 1 1 
1 0 0 1 1 1 1 1 0 0 1 
1 0 1 1 1 1 1 1 1 0 1 
1 0 1 1 1 1 1 1 1 0 1 
1 0 1 1 1 1 1 1 1 0 1 
1 0 0 1 1 1 1 1 0 0 1 
1 1 0 0 1 1 1 0 0 1 1 
0 1 1 0 0 0 0 0 1 1 0 
0 0 1 1 1 1 1 1 1 0 0 
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6.3 Tracking results 
GFP labeled CESA6 complexes were tracked in the plasma membrane of the 
hypocotyl of A. thaliana seedlings. The single particle tracking and post filtering 
processes were done as described in section 6.2. The first two filtering steps (removing 
particles located near the edges of the frames and also particles with localization 
uncertainty more than half a pixel) filtered out 20% to 54% of the tracked particles.  
Figures 6.2 and 6.3 show an example of tracking results in A. thaliana. In Figure 
6.2, the first frame from data set (data_set 22 in the Table B.1, Appendix B) is shown on 
the left.  
 
Figure 6.2. Left: first frame out of 200 frames from a hypocotyl cell of A. thaliana with 
3 sec frame interval. The tracked particles are circled in yellow and their identification 
number is specified in red. Right: the track of particles specified in the left figure. The 
starting points are marked by red dots. The exposure time was 0.3 second and laser power 
was set to 1.5 mW. The all other camera settings and tracking initial inputs can found in 
the Table B.1, Appendix B (data_set 22).   
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Figure 6.3. Left: first frame out of 300 frames from a hypocotyl cell of A. thaliana with 
3 sec frame interval. The tracked particles are circled in yellow and their identification 
number is specified in red. Right: the track of particles specified in the left figure. The 
starting points are marked by red dots. The exposure time was 0.3 second and laser power 
was set to 1.5 mW. The total trajectories which found by tracking algorithm was 1096 
and only 580 of them survived after filtering process. The figure includes 142 out of 580 
trajectories which were detected in the first frame. The all other camera settings and 
tracking initial inputs can found in the Table B.1, Appendix B (data_set 23).   
 
This data are from hypocotyl of A. thaliana with a 3 second frame interval. 
Circles indicate tracked particles; their corresponding trajectories are identified by the 
adjacent numbers. The subset of the trajectories shown in Figure 6.2 are the ones which 
were first detected in the first frame, t=0. They represent 117 out of 449 of the GFP-
CESA6 complexes whose tracks began on the first frame of this video. The rest of the 
particles appeared or were detected by the tracking algorithm in the middle of the movie. 
Presumably this is because (1) some particles are just deposited and (2) some particles 
separate from larger eccentric blobs, (3) and same particle can appear twice. For this data 
set there were 841 trajectories out of tracking algorithm and 47% of trajectories were lost 
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after post-processing, which is described at the end of section 6.2. None of the particles 
shown in Figure 6.2 lasted for the total duration of the imaging which was 10 minutes but 
they survived for at least one minute until they photobleached. The beginning of each 
trajectory is marked by a red dot, which makes it possible to observe the CESA 
complexes’ bidirectional motion. As is evident from Figure 6.2, Right, the range of the 
motion of the particles varies from a large displacement to almost stationary particles. 
The average displacement of the particles in this data set is 392.2 nm. Data for another 
cell in the same plant (data_set 23 in the Table B.1, Appendix B), are shown in Figure 
6.3. 
6.4 Principal component analysis 
As seen in Figures 6.2 and 6.3, particles move primarily along a 1-dimensional 
track. Therefore I used principal component analysis (PCA) to find the major axis of the 
motion of the particles. PCA is a mathematical method of simplifying and identifying 
patterns in complex data sets by reducing the dimensions while not losing much 
information.57 PCA transfers data from its original coordinates to a new orthogonal 
coordinate system. In the new coordinate system the first axis is along the largest 
variation of the original observation and the second axis is perpendicular to the first axis. 
Here I used MATLB PCA function to find the direction of largest variation of the 
particles’ motion. The inputs for PCA function are x and y position of the particles. The 
outputs are named: “coeff”, “score” and “latent”. “coeff” is the principal component 
coefficients, “score” is the representations of x and y in the principal component space 
and “latent” is the principal component variances.  
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In the following sections I characterize the motion of particles as a function of 
time along two different directions: the direction of motion and perpendicular to the 
direction of motion. A representative result of PCA for a trajectory is shown in Figure 
6.4. PCA was applied for each trajectory and the outcome which was a new set of x and y 
variables in principal coordinate’s frame are used in the later analyses.  
 
    
Figure 6.4. Result of PCA on a particle trajectory. Left: top plot is the trajectory of a 
CESA particle imaged every 3 seconds (data_set: 22 and particle: 791). Principal axes are 
shown with blue and red lines where the blue line depicts the first principal axis along the 
largest variance and the red line is the second principal axis. The red star is the beginning 
of the track and the red circle is the end of the track. The green line shows the angle 
between two coordinate frames. The bottom plot shows the transformed trajectory in the 
principal coordinate. Right: time dependence of x and y after transformation. The blue 
circles show the motion along the first principal component direction and the red circles 
show the motion along the second principal component. 
 
6.5 MSD analysis 
For individual trajectories the time-averaged mean-squared displacement(𝑀𝑀𝑀𝑀𝑀𝑀) 
was used to characterize the particles’ motion. The time-averaged MSD is defined as:   𝑀𝑀𝑀𝑀𝑀𝑀(𝜏𝜏) =  〈[𝑟𝑟(𝑡𝑡 + 𝜏𝜏) − 𝑟𝑟(𝑡𝑡)]2〉 (6.5) 
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Where the outer brackets denote an average over all time, r is the position of the particles 
and 𝜏𝜏 is the lag-time that MSD is calculated. In practice  𝑀𝑀𝑀𝑀𝑀𝑀 is calculated from particle 
positions at discrete times, so the expression becomes: 
 𝑀𝑀𝑀𝑀𝑀𝑀(𝐺𝐺∆𝑡𝑡) = 1
𝑀𝑀 − 𝐺𝐺
� [𝑟𝑟𝑖𝑖+𝑛𝑛 − 𝑟𝑟𝑖𝑖]2𝑀𝑀−𝑛𝑛
𝑖𝑖=1
  (6.6)  
Where 𝑀𝑀 is the total number of points in the trajectory, 𝐺𝐺 is the time lag index, 𝐺𝐺 is the 
time index and 𝑟𝑟𝑖𝑖 is the particle’s position at 𝐺𝐺th point in the trajectory and ∆𝑡𝑡 is the 
interval between frames. Averaging was done over all pairs of points separated by a 
given time lag τ, out to a maximum time lag of one-third of the trajectory length.58  
The ensemble-averaged mean squared displacement (<MSD>) was also 
calculated for all data with a similar frame interval. The ensemble-averaged MSD is 
calculated as follows:  
 〈𝑀𝑀𝑀𝑀𝑀𝑀〉(𝐺𝐺∆𝑡𝑡) = 1
𝑁𝑁𝑇𝑇
��𝑟𝑟𝑛𝑛
𝑖𝑖 − 𝑟𝑟1
𝑖𝑖�
2
𝑁𝑁𝑇𝑇
𝑖𝑖=1
 (6.7) 
Where NT is the total number of trajectories and 𝐺𝐺 is the trajectory index. In order to 
calculate the ensemble-averaged MSD, all displacements were measured from first frame 
and just one single displacement was employed from each trajectory.59,60 
For both time- and ensemble-averaged MSD, the direction parallel and 
perpendicular to the first principal axis were separately analyzed as one-dimensional 
MSDs.  
For an 𝐺𝐺 dimensional anomalous diffusion, the MSD is assumed to have the 
form:61  𝑀𝑀𝑀𝑀𝑀𝑀 = 2𝐺𝐺𝑀𝑀𝑡𝑡𝛼𝛼  (6.8) 
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Where D is the diffusion coefficient and α is an anomalous diffusion exponent. Since the 
MSD is calculated separately along the principal axis and perpendicular to the principal 
axis then n, the dimensionality, is 1. For rest of the analyses I will use “x” to denote along 
the principal axis and “y” to denote perpendicular to the principal axis. The log of Eq. 
(14) for n=1 is:  𝑙𝑙𝑙𝑙𝑙𝑙(𝑀𝑀𝑀𝑀𝑀𝑀) = 𝑙𝑙𝑙𝑙𝑙𝑙 (2𝑀𝑀) + α 𝑙𝑙𝑙𝑙𝑙𝑙 (t) (6.9) 
 
For each trajectory, log (MSD) was plotted vs log (t). The slope of this plot can provide 
an estimation of the alpha which helps to classify trajectories in different modes.58,62 
Trajectories with α = 1 are typically assumed to be the result of unrestricted Brownian 
motion. α < 1 is often referred to as “sub-diffusive”, while α >1 is often called 
“superdiffusive”. However, directed (constant velocity) motion or biased Brownian 
motion (including Brownian motors or ratchets) also results in alpha >1, with alpha = 2 at 
long times. Two representative result of logarithmic MSD plots for a few trajectories of 
CSCs are shown in figures Figure 6.5-7.  
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Figure 6.5. Motion of a trapped particle. (A) Path of a particle (data_set: 20 and particle: 
201) with 2 sec frame interval. The start and end points of the track are marked with a 
star and circle respectively (the particle starts in cyan and ends with magenta). (B) 
Distance vs. time along the first principal axis (blue) and along the perpendicular to the 
first principal axis (red). The error bar on each symbol is the localization error of the 
particle in the frame. (C) The time-averaged MSD of the trajectory. Blue symbols denote 
MSD for motion along the principal axis and red symbols the MSD for perpendicular 
motion. The short solid line is of slope 1 for comparison. Since the slope of MSD in 
direction of motion is less than one then the mode can be classified as sub-diffusive 
which could be in result of a trapped region in the membrane or an inactive complex.  
 
 
 
 
 
 
(A) (B) 
(C) 
 40 
 
 
Figure 6.6. Diffusive mode example. (A) Path of a particle (data_set: 21 and particle: 
281) from a data set with 2 sec frame interval. The start and end points of the track are 
marked with a star and circle respectively (the particle starts in cyan and ends with 
magenta). (B) Distance vs. time along the first principal axis (blue) and along the 
perpendicular to the first principal axis (red). The error bar on each symbol is the 
localization error of the particle in the frame. (C) The Time-averaged MSD of the 
trajectory. Blue symbols denote MSD for motion along the principal axis and red 
symbols the MSD for perpendicular motion. The black and magenta solid lines are of 
slope 1 and 2 for comparison. Since the slope of MSD in direction of motion is close to 
one then the mode can be classified as diffusive.  
 
The MSD can also have a transition from a one mode to another mode. Figure 6.7 
shows one of the trajectories which its MSD plot has a transition from sub-diffusive to a 
superdiffusive regime.  
 
 
 
(A) (B) 
(C) 
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Figure 6.7. A long trajectory that transitions to α ≤ 2. (A) Path of a particle (data_set: 25 
and particle: 221) from a data set with 2 sec frame interval. The start and end points are 
marked with a star and circle respectively (the particle starts in cyan and ends with 
magenta). (B) Distance vs. time along the first principal axis (blue) and along the 
perpendicular to the first principal axis (red). The error bar on each symbol is the 
localization error of the particle in the frame. (C) The TA-MSD of the trajectory. Blue 
symbols denote MSD for motion along the principal axis and red symbols the MSD for 
perpendicular motion. The black and magenta solid lines are of slope 1 and 2 for 
comparison. At short times, the MSD is flat, indicating either a trapped state or the 
particle size (see discussion in CHAPTER 8). At long times, alpha goes to 2, indicating 
directed motion or biased Brownian motion. Most particles behave like this if the 
trajectory is sufficiently long. 
 
 
(A) (B) 
(C) 
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CHAPTER 7  
 
DIRECTIONALITY OF MOTION 
The directionality of CSCs motion with respect to the cell axis is important 
because the newly deposited cellulose microfibrils determine the direction of cell 
expansion.63 Conversely, studies of CSCs directionality can help identify particles that 
are inactive or identified incorrectly by the tracking analysis. I therefore studied the 
directionality of particle motion to discern any differences between particles moving 
along the average principal axis of all the trajectories and those farther from the axis. 
Figure 7.1(A), shows the first frame out of 200 frame movie with a 3 second 
frame interval (data_set: 22 in the Table B.1, Appendix B). All trajectories obtained from 
this movie are plotted in Figure 7.1(B) which show that the majority of particles move 
primarily along a 1-dimensional track. This motion has been reported before for CSCs 
which hypothetically was the result of their guidance along cortical microtubules 
membrane.21,22,64 PCA provides the direction of largest variation and also the second 
largest variation direction, normal to the first one, for each particle’s trajectory as 
described in 0CHAPTER 6.4. The first principal component axis of each particle are 
plotted as blue lines emanating from the origin in Figure 7.1(D). A “global direction” of 
all particles was found by applying PCA (described in section 6.4) on all the trajectories 
after the trajectories had been translated to the origin by subtracting the first point of each 
trajectory. The first and second principal components of the global motion are shown by 
black and red lines in Figure 7.1(D) and 7.1(E). In some plant movies as in Figure 7.1(D) 
the individual first principal components shown as blue lines are nearly uniformly 
scattered about the first global principal component (black line); however, in other plant 
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movies such as shown in Figure 7.2(D) this is not the case. The reason for this is because 
MATLAB’s principal component analysis reports angles modulo 180 degrees between -
45˚ to 135˚ with respect to the original x-axis. To be able to show a histogram of the 
angular deviation from the first global principal component with a single peak it was 
necessary to transform the individual particle’s first principal components. This was 
achieved by a transformation of the blue lines which had an angle less than -90˚ or 
greater than 90˚ with respect to the first global principal component (black line). The 
transformation consists of two reflections using Eq. (7.1) where the first reflection is 
about the red line and the second reflection is about the black line.  𝑅𝑅𝑅𝑅𝑅𝑅𝑜𝑜(𝑣𝑣) = 2 𝑣𝑣 ∙ 𝑢𝑢𝑢𝑢 ∙ 𝑢𝑢  𝑢𝑢 − 𝑣𝑣 (7.1) 
 
In Eq. (7.1), 𝑣𝑣 is the vector which is being reflected and 𝑢𝑢 is the vector which it is being 
reflected about. The result of this transformation is shown in Figure 7.1(E) and Figure 
7.2(E) wherein the transformed lines are shown in green and the unaffected blue lines 
remain. Using this transformation the histograms of the angular deviation of the blue 
lines from the black line shown in Figures 7.1(C) and 7.2(C) exhibit a single Gaussian-
like peak around the average direction of cellulose synthesis.  
The reflection step was applied automatically for all data sets regardless of the 
position and orientation of the cell in the frame. The transformation only reveals the 
expected distribution which was obfuscated only due the limitations of MATLAB’s 
principal component analysis. Figure 7.2 is shown for indicating the reflection step’s 
effect clearly.  
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Figure 7.1. The result of angle distribution analysis of CESA complexes of A. thaliana in 
a hypocotyl cell (data_set: 22 in the Table B.1, Appendix B), (A) First frame out of 200 
frames of a video with frame interval of 3 sec. The cyan line corresponds to the first 
principal component showing the global direction of motion, (B) trajectories depicting 
the motion of 580 individual molecules over 200 frames, (C) angular deviation 
distribution (D) the first principal component of individual particles plotted from origin 
(blue), the black line indicates the globule direction of motion, the red line is the second 
principal component perpendicular to the black line, (E) those principal component 
which went through the transformation process are reflected about the red line and then 
about the black line are shown in green color, (F) cumulative distribution of angles.  
 
The cyan line plotted on the first frame of the data shown in Figure 7.1(A) and 
Figure 7.2(A) corresponds to the direction of global motion shown with black line in 
Figures 7.1(E) and 7.2(E). The direction of global motion deviates slightly from the long 
axis of the cell in Figure 7.1(A). 
In plant movies with long trajectories there is a clear directionality to the motion 
(data with 1, 2 and 3 seconds frame interval). Data taken with higher time resolution 
(shorter frame intervals) have shorter trajectory lengths because of photobleaching; the 
trajectories are not long enough to distinguish directionality. For long trajectories where 
the total distance traveled by the particle is substantially larger than the localization 
(A) (B) (C) 
(D) (E) (F) 
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uncertainty, a well-defined PCA typically shows the directionality of CSCs motion. For 
short trajectories as in 0.1297 sec interval data the angular deviation histograms show a 
uniform distribution indicating the particle fluorescence does not live long enough for the 
particle to move beyond the localization uncertainty. Here, the localization uncertainty 
corresponds to both the calculated uncertainty as in Eq. (6.1) and an additional 20-25 nm, 
summed in quadrature, that may reflect the size of the multiply-labeled particles 
(discussed further in CHAPTER 8). 
 
Figure 7.2. The result of angle distribution analysis of CSCs of A. thaliana in a 
hypocotyl cell (data_set: 24 in the Table B.1, Appendix B), (A) First frame out of 269 
frames of a video with frame interval of 2 sec. The cyan line corresponds to the first 
principal component showing the global direction of motion, (B) trajectories depicting 
the motion of 152 individual molecules over 269 frames, (C) angular deviation 
distribution, (D) the first principal component of individual particles plotted from origin 
(blue), the black line indicates the globule direction of motion, the red line is the second 
principal component perpendicular to the black line, (E) those principal component 
which went through the transformation process are reflected about the red line and then 
about the black line are shown in green color, (F) cumulative distribution of angles. 
(B) (A) (C) 
(D) (E) (F) 
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Figure 7.3. Plots of angles vs length of trajectories. (A), (B) and (C) correspond to the 
data with frame interval of 1, 2 and 3 second. There is no change in the average 
directionality with trajectory length (1 s: data_sets 18, 19, 26-30; 2 s: data_sets 20, 21, 24 
and 25; 3 s: data_sets 22 and 23). 
 
Plots of angular deviation vs trajectory length shows that there is no change in the 
average directionality with trajectory length as shown in Figure 7.3. 
Then for rest of the analyses I will only discuss results using longer trajectories by setting 
a minimum length for each data set. The minimum trajectory time was 18.5471 seconds 
for the 0.1297 second frame rate, corresponding to 144 frames; 77 seconds for the 1 
second frame rate, corresponding to 78 frames; 112 seconds for the 2 second frame rate, 
corresponding to 57 frames; 177 seconds for the 3 second frame rate, corresponding to 60 
frames.  
 For DCB treated plants I did the same angular deviation analysis. A sample result 
is shown in Figure 7.4. As shown in Figure 7.4(C) the angular deviation distribution is 
(A) (B) 
(C) 
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uniformly distributed, but in this case only 12% of trajectories had a displacement more 
than 200 nm. In compare with an untreated data that 40% of trajectories had a 
displacement more than 200 nm. DCB halts the CSCs motion and very few particles 
move enough to resolve a directionality.  
 
Figure 7.4. The result of angle distribution analysis of CSCs of 30 minutes DCB treated 
A. thaliana in a hypocotyl cell (data_set: 37 in the Table B.1, Appendix B), (A) First 
frame out of 507 frames of a video with frame interval of 1 sec. The cyan line 
corresponds to the first principal component showing the global direction of motion, (B) 
trajectories depicting the motion of 350 individual molecules over 507 frames, (C) 
angular deviation distribution, (D) the first principal component of individual particles 
plotted from origin (blue), the black line indicates the globule direction of motion, the red 
line is the second principal component perpendicular to the black line, (E) those principal 
component which went through the transformation process are reflected about the red line 
and then about the black line are shown in green color, (F) cumulative distribution of 
angles.  
 
(A) (B) (C) 
(D) (E) (F) 
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Figure 7.5 shows angular deviation vs trajectory length for DCB treated data. 
There is no correlation between the length of the trajectories and their deviation from the 
global angle. 
 
Figure 7.5. Plots of angles vs length of trajectories. (A) Includes the deviation angle of 
570 trajectories from 30 min DCB treated data, (B) includes the deviation angle of 630 
trajectories from 150 min DCB treated data. There is not a correlation between length of 
the trajectories and the angular deviation (30 min DCB: data_set 35-38; 150 min DCB: 
data_set 39-43). 
 
(A) (B) 
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CHAPTER 8  
 
CHARACTERIZING THE MOTION OF CESA COMPLEXES 
8.1 Qualitative characterization  
8.2 A. thaliana Seedlings with no treatment  
Both time averaged MSD and ensemble averaged MSD were calculated as 
explained in 0 6 for all trajectories. To minimize uncertainty in the MSD while 
maintaining a reasonable number of trajectories at each frame rate, time-averaged MSDs 
were calculated only for trajectories at least 144 frames long at 0.1297 s frame interval 
(total 18.5 s), 78 frames long at 1 s frame interval (77 s); 57 frames long at 2 s frame 
interval (112 s); and 60 frames long at 3 s frame interval (177 s). This gave 
approximately 200 trajectories at each of the four frame rates. The result of all the 
filtering steps, applied on trajectories after tracking, are described in Table 8.1.  
 
Frame 
interval (sec) 
Number of 
movies 
Number of 
plants 
Number of 
trajectories 
after tracking 
Number of 
trajectories after 
filtering steps at end 
of chapter 6.2 
Number of 
trajectories with 
the required 
minimum length 
0.1297 8 3 799 461 200 
1 7 2 1894 1212 197 
2 4 2 1594 851 214 
3 2 1 1937 1029 204 
Table 8.1. Number of trajectories after each filter step. 
The one-dimensional time-averaged MSDs calculated for in the direction of the 
first principal axis of the motion were calculated for data sets with different frame 
intervals and are shown in the four panels of Figure 8.1. The corresponding ensemble-
averaged MSDs were also calculated for the four different frame intervals using Eq. (6.7) 
and are plotted in cyan for each panel. The cyan ensemble averages shown in Figure 8.1 
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were calculated using the same trajectories for which time-averaged MSDs were 
calculated.  
 
Figure 8.1. time-averaged MSDs of individual trajectories along the first principal 
component. Individual time-averaged MSDs of data with a frame interval of (A) 0.1297 
second (data_sets: 31, 45, 46, 49-53), (B) 1 second (data_sets: 18, 19, 26-30), (C) 2 
seconds (data_sets: 20, 21, 24, 25) and (D) 3 seconds (data_sets: 22, 23). The cyan line is 
the ensemble average calculated by Eq. 6.7 and the error bars show the uncertainty on the 
mean. There are 200, 197, 214 and 204 time-averaged MSDs in A, B, C and D 
respectively. The solid black line represents slope one and the magenta line represents 
slope two. (E) A composite plot from all 4 panels together, (F) The randomly chosen 
error bars on individual time-averaged MSDs from each data set shows that the fact that 
there is significant scatter between the MSDs, above the uncertainty on MSD.  
 
(A) (B) 
(D) (C) 
(E) (F) 
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All MSD plots display a sub-diffusive or “trapped” region at short time scales; 
most MSDs show a transition to biased or directed motion at longer times, if the 
trajectory is sufficiently long. Considerable scatter in the offset of the trajectories is 
evident for all time-averaged MSDs.  
The flat region in the MSD plots at lag times less than about 10 s has three 
possible sources: (1) the localization uncertainty; (2) additional uncertainty due to the 
size of the complex and presence of multiple dye labels; and (3) short-timescale 
“trapping” or sub-diffusive behavior of the particles. The localization uncertainty adds a 
constant to the calculated MSD 65,66  𝑀𝑀𝑀𝑀𝑀𝑀 = 2𝐺𝐺𝑀𝑀𝑡𝑡𝛼𝛼 + 𝜎𝜎𝑙𝑙2 (8.1) 
 
where 𝜎𝜎𝑙𝑙2 is the average (over frames) of the localization uncertainty squared of a particle 
(Eq. 6.1). It can be easily derived from the addition of a stochastic variable representing 
localization uncertainty to Eq. (6.5). If 𝜎𝜎𝑙𝑙2 is large compared to the MSD at short lag 
times, it will dominate the behavior, giving a plateau at short times. For all trajectories 
used here we required that 𝜎𝜎𝑙𝑙2 < (33.5)2 nm2 (1/2 pixel width squared). However, the 
vast majority of particles had significantly lower 𝜎𝜎𝑙𝑙2: the average value of 𝜎𝜎𝑙𝑙2 was 79.48 
nm2 with the standard deviation of 33.28 nm2 for 0.1297 second interval data, 81.23 nm2 
with standard deviation of 35.96 nm2 for 1 second interval data, 93.06 nm2 with standard 
deviation of 46.65 nm2 for 2 second interval data and 94 nm2with standard deviation of 
41.36 nm2 for 3 second interval data. Subtracting 𝜎𝜎𝑙𝑙2 from the MSDs therefore made little 
difference in their qualitative behavior, as shown in Figure 8.2. 
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Figure 8.2. Time-averaged MSDs and ensemble-averaged MSDs of (A) 0.1297 second 
frame interval and (B) 3 second frame interval before and after subtraction of localization 
uncertainty. Light blue and dashed dark blue lines are time-averaged MSDs and 
ensemble-averaged MSDs respectively before the offset subtraction. Pink and red lines 
correspond to after the localization uncertainty The solid black line represents a slope of 
one and the magenta line represents a slope of two (the same data sets specified in the 
caption of Figure 8.1). 
However, there is most likely an additional localization uncertainty, σa, that arises 
from the apparent size of the particle due to the fact that there are multiple labels. Each 
tracked CSC may have more than one GFP thus the center of brightness can change 
during the video which would mimic a localization uncertainty. In this case, Eq. (6.1) is 
insufficient to describe localization uncertainty. Since CSC particles are as large as 25 
nm,5,10 this represents as much as an additional 25 nm uncertainty in particle position. A 
fit of a Brownian ratchet model to the data can be used to determine this sigma for each 
particle individually and can account for much of the plateau. If we subtract the larger 
localization uncertainty consisting of 𝜎𝜎𝑙𝑙2 + 𝜎𝜎𝑑𝑑2 from the calculated MSDs, the slope is 
increased at early lag time for all MSDs. Figure 8.3(B) shows the effect of the full 
correction (𝜎𝜎𝑙𝑙2 + 𝜎𝜎𝑑𝑑2) on a selection of time averaged MSDs. Figure 8.3(A) shows the 
effect of the correction for only localization uncertainty (𝜎𝜎𝑙𝑙2) on these same MSDs. 
Comparing Figure 8.3(A) and (B) indicates that there is a clear increase in the slope after 
the full correction, but still the slopes are sub-diffusive at short times. For this figure we 
(A) (B) 
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used a data with 0.2 second frame interval and data with 3 second frame interval. These 
data are additionally filtered to remove particles that appear to change direction (most 
likely an artifact of two “colliding” particles moving in opposite directions), or that have 
a pause at the beginning of their trajectory. We also discarded any trajectory with more 
than 1 localization uncertainty greater than 18 nm2.  
 
Figure 8.3. Time-averaged MSDs from 0.2 second interval data (blue) and 3 second 
interval data (red) after correction for (A) only localization uncertainty, 𝝈𝝈𝒍𝒍𝟐𝟐 and (B) 
localization uncertainty plus uncertainty from the apparent size of the particle 𝝈𝝈𝒍𝒍𝟐𝟐 + 𝝈𝝈𝒂𝒂𝟐𝟐. 
There is a clear increase in the slope after the full correction, but still the slopes are not 
near diffusive at short times. 
Another possible origin of the apparent plateau at early times is true subdiffusion 
caused by local trapping of the particle.67-72 In this case we envision a particle tethered to 
a growing microfibril but unable to diffuse around on that tether. The 25 nm we attribute 
to particle size could, instead, represent a 25 nm trap, or to some combination of the two, 
in which case the subtraction suggested in the above paragraph would be incorrect and 
the plateau a true indicator of a trapped state. The fit described below cannot distinguish 
between these two cases, but given that the particle size is known to be near 25 nm and 
the fit typically returns a bit less than that, the simplest explanation of the plateau is 
multiple labels on a 25 nm particle. 
(A) (B) 
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If this system were in equilibrium, then the individual MSDs should all look the 
same. The fact that there is significant scatter between the MSDs, above the uncertainty 
on MSD (few typical uncertainty are shown in Figure 8.1(F)), can in principal be due to 
differences in localization uncertainty: however, we have ruled this out, above, because 
subtracting 𝜎𝜎𝑙𝑙2 or 𝜎𝜎𝑙𝑙2 + 𝜎𝜎𝑑𝑑2 from the MSDs does not significantly decrease the scatter 
(Figure 8.3).  
This means that the differences between time-averaged MSDs is real. One 
explanation for this difference is heterogeneities in the equilibrium kinetics of the 
different complexes. Since each complex is likely comprised of CSC subunits in different 
stoichiometries, this is possible here. Different stoichiometries could mean different 
kinetics for cellulose manufacture which implies distinct particle velocities. Another 
possibility is non-ergodicity. If our trajectories are not long enough to sample the 
“equilibrium” distribution of motion in a single trajectory. In this case, there must be a 
dynamic time scale that is of order or slower than the timescale of the trajectories. This 
also seems likely here: while the fluctuations giving rise to the addition of glucose 
molecules to the glucan chains that comprise cellulose are fast, the growth of a cellulose 
microfibril, consisting as it does of many glucan chains, is relatively slow. It is possible 
that the variations in the individual trajectories have more to do with the growth 
dynamics and fluctuations of the growing microfibril rather than any intrinsic differences 
in CSC composition. This will be discussed further in section 8.2. 
At long times, the MSD of the CSC particles also show a transition to biased 
Brownian motion or directed motion at around 10 s. The difference between these and 
how we distinguish them is discussed in section 8.2. If the apparent particle size and 
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localization uncertainty combine to give an average uncertainty of about (30 nm)2, then 
any particle would need to move about 30 nm before its biased motion would be 
resolvable. At an average velocity of 200 nm/minute, this occurs at about 9 s, near the 
transition evident in Figure 8.1. 
It is frequently possible to observe qualitative differences between trajectories that 
require further investigation. For example, the 3 s frame rate data has four trajectories 
that are not like the others. The trajectories of these particles show something odd. They 
are sub-diffusive for their entire trajectory and have bigger angular deviation from global 
axis of the cell in comparison with the other particles in the same cell.  
 Some of the particles change direction mid-trajectory. A closer inspection of two 
of these particles is shown in Figure 8.4. These were excluded from all of the analysis 
because we believe this to be an artifact of the particle density and tracking algorithm, 
although we cannot rule out that some particles do actually change direction. In most 
cases, a careful observation of the particular “reversing” particle seems to indicate a 
collision with a particle going the opposite direction along the same “track”. Sometime 
during the collision, the original particle is lost, but the close proximity of the colliding 
particle means that the tracking algorithm picks it up as a continuation of the lost particle. 
For the particles shown in Figure 8.4 the tracking algorithm identified no nearby 
particles, but by visual inspection we cannot rule out an artifact.  
Step size distributions calculated from the trajectories also have some interesting 
features that are not described by a simple Brownian ratchet. Figures 8.5-8.8 show 
cumulative step-size distributions and corresponding MSDs for motion both along and 
perpendicular to the principal axis of each trajectory. A qualitative sorting has been done 
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to distinguish particles that show clear directed or biased motion from those that appear 
to be diffusing or trapped. For the MSDs shown in Figures 8.5-8.8, no localization 
uncertainty correction has been applied. 
 
Figure 8.4. Two representative trajectories which changed their direction of motion 
selected from a movie with a 3 second frame interval. Each column corresponds to one 
particle. The top plots show the distance vs time along the principal axis (blue) and 
perpendicular to the principal axis (red). The two bottom plots show the path of the 
particles in the x-y plane. The starting and ending points are specified by stars and circles 
respectively. The particle’s paths start in cyan and end in magenta (data_set: 22, particle 
numbers: 527 and 587). 
  
For data with a frame interval of 3 seconds as shown in Figure 8.5, time-averaged 
MSDs along the first principal axis all show biased-Brownian motion at long lag times, 
with the exception of the four trajectories identified above as sub-diffusive. The time-
averaged MSDs along the second principal component which is perpendicular to the 
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direction of motion and is shown in Figure 8.5(E), all had sub-diffusive slopes, as 
expected. In all cases, the cumulative distribution of step sizes differs from a Gaussian.  
For data with a 2 second frame interval the results are shown in Figure 8.6. The 
majority of the particle trajectories went out far enough to display a slope greater than 1. 
There were 24 particles which had a pure sub-diffusive slope that does not change 
substantially with lag time, Figure 8.6(A), and 3 particles that had a slope at long lags 
near 1, Figure 8.6(D). These three particles were used to calculate a diffusion coefficient. 
For normal diffusion MSD (t) = 2Dt then the slope of a MSD versus t plot is equal to 2D. 
The diffusion coefficient for these three particles were: 259.31 ± 0.01 nm2 sec-1 , 200.58 
± 0.01 nm2 sec-1 and 325.86 ± 0.01 nm2 sec-1. The average diffusion coefficient 
calculated using the 3 diffusive particles was 261.92 ± 62.68 nm2 sec-1 (0.0002 μm2 sec-1). 
This is to be compared with other reported membrane protein diffusivities like 0.022 ± 
0.010 μm2 sec-1 for aquaporin 3 and 0.044 ± 0.009 μm2 sec-1 for aquaporin 4, which were 
both measured in vivo.73The molecular weight of aquaporin 3 and 4 are around 31 kDa74 
and 35 kDa75 respectively and the molecular weight of each CESA is 120 kDa.76  The 
time-averaged MSDs along the second principal component all have slope less than 1 that 
does not change substantially as a function of lag time, Figure 8.6 G, consistent with 
trapping or obstructed diffusion and similar to the sub-diffusive particles along the 
principal axis as in Figure 8.6(A). The CDF and histogram of the step sizes along both 
principal components show a deviation from a Gaussian distribution.  
Figure 8.7 shows the result for 1 second frame interval data. For this data, MSDs 
calculated along the principal axis of the motion can be sorted in two catagories: those 
with slopes less than 1 that do not change substantially at long times, and those with 
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slopes that increase at long times. The MSDs along the second principal component, like 
other data sets, are indisinguishable from the trajectories along the principal axis for the 
sub-diffusive trajectories and the CDF and histogram of the step sizes along both 
principal components also deviate from a Gaussian distribution.  
Figure 8.8 shows the results for data with a 0.1297 second frame interval. The 
MSDs for this data set are similar to the 1 second data, except that trajectories are rarely 
long enough to give a slope of 2. There are 130 particles for which their MSDs are sub-
diffusive, Figure 8.7(A), and 62 particles for which their MSDs show an increase in slope 
with lag time, Figure 8.8(C). The CDF and histogram of the step size in all cases deviate 
from a Gaussian distributon.  
Table 8.2. Summary of results from time-averaged mean squared displacements.  
A summary of these qualitative results and an estimation of the average speed, 
average step size and average diffusion coefficient are presented in Table 8.2. For each 
particle, average speed was calculated by fitting a line to x versus t and y versus t plots. 
The slope of these lines, 𝒗𝒗𝒙𝒙and 𝒗𝒗𝒚𝒚 give the average speed = �𝒗𝒗𝒙𝒙𝟐𝟐 + 𝒗𝒗𝒚𝒚𝟐𝟐 . The result for 
average speed was not reliable for 0.1 second frame interval data because the trajectories 
were short and a small fluctuation in x-t and y-t plots made a big difference in the slope 
Frame 
interval 
Mode Number of 
trajectories 
Average speed 
(nm min-1 ± SEM) 
Average step 
size (nm ± SEM) 
Average 
diffusion 
coefficient 
(nm2 sec-1) 
0.1297 sec 
data 
Sub-diffusive 130 190.70 ± 9.5 0.35 ± 2.97 - 
 Transition 62 390.65 ± 32.62 0.85 ± 3.56 - 
 1 sec data Sub-diffusive 41 96.93 ± 7.93 1.51 ± 5.24 - 
 Transition 120 209.08 ± 6.27 3.42 ± 2.65 - 
2 sec data Sub-diffusive 24 50.57 ± 4.40 1.89 ± 7.30 - 
 Diffusive 3 140.07 ± 20.55 6.07 ± 17.41 261.92 ± 
62.68 
 Transition 142 208.68 ± 6.03 6.63 ± 2.62 - 
3 sec data Sub-diffusive 4 31.50 ± 10.87 0.82 ± 13.42 - 
 Transition  174 222.61 ± 2.18 10.72 ± 2.46 - 
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of the fitted line. The diffusion coefficient was calculated from pure diffusive time-
averaged MSD plots. 
 
Figure 8.5. Time-averaged MSD plots of trajectories with 3 second frame intervals. The 
left column shows time-averaged MSDs and the right column shows the CDF (inset: 
histogram) of the step sizes. (A) 4 out of 178 MSDs had a pure sub-diffusive mode in the 
direction of motion. (C) The majority of MSDs (174 out of 178) in direction of motion 
had a transition from sub-diffusive to super-diffusive. (E) The MSD along the second 
principal component (perpendicular to direction of motion) for all trajectories had a sub-
diffusive behavior. (B), (D) and (F) The CDF (inset: histogram) of step sizes, showed in 
black, resembles yet deviates from a Gaussian distribution (red line) for all cases. The 
black and magenta solid lines on MSD plots have a slope of one and two respectively. 
(Particles from data_sets: 22 and 23 are represented here). 
(A) (B) 
(C) (D) 
(E) (F) 
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Figure 8.6. Time-averaged MSD plots trajectories with 2 second frame intervals. The left 
column shows time-averaged MSDs and the right column shows the CDF (inset: 
histogram) of the step sizes. (A) 24 out of 169 MSDs had a pure sub-diffusive mode in 
the direction of motion. (C) 3 out of 169 MSDs had a pure diffusive mode. (E) The 
majority of MSDs (142 out of 169) in direction of motion had a transition from sub-
diffusive to super-diffusive. (G) The MSD along the second principal component 
(perpendicular to direction of motion) for all trajectories had a sub-diffusive behavior. 
(B), (D), (F), and (H) The CDF (inset: histogram) of step sizes, showed in black, 
resembles yet deviates from a Gaussian distribution (red line) for all cases. The black and 
magenta solid lines on MSD plots have a slope of one and two respectively. (Particles 
from data_sets: 20, 21, 24 and 25 are represented here). 
(A) (B) 
(C) (D) 
(E) (F) 
(G) (H) 
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Figure 8.7. Time-averaged MSD plots trajectories with 1 second frame intervals. The left 
column shows time-averaged MSDs and the right column shows the CDF (inset: 
histogram) of the step sizes. (A) 41 out of 161 MSDs had a pure sub-diffusive mode in 
the direction of motion. (C) The majority of MSDs (120 out of 161) in direction of 
motion had a transition from sub-diffusive to superdiffusive. (E) The MSD along the 
second principal component (perpendicular to direction of motion) for all trajectories had 
a sub-diffusive behavior. (B), (D) and (F) The CDF (inset: histogram) of step sizes, 
showed in black, resembles yet deviates from a Gaussian distribution (red line) for all 
cases. The black and magenta solid lines on MSD plots have a slope of one and two 
respectively. (Particles from data_sets: 18, 19, and 26-30 are represented here). 
 
 
 
(A) (B) 
(C) (D) 
(E) (F) 
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Figure 8.8. Time-averaged MSD plots trajectories with 0.1297 second frame intervals. 
The left column shows time-averaged MSDs and the right column shows the CDF (inset: 
histogram) of the step sizes. (A) 130 out of 192 MSDs had pure a sub-diffusive mode in 
direction of motion. (C) 62 out of 192 in MSDs had a transition from sub-diffusive to 
diffusive mode. (E) The MSD along the second principal component (perpendicular to 
direction of motion) for all trajectories had a sub-diffusive behavior. (B), (D) and (F) The 
CDF (inset: histogram) of step sizes, showed in black, resembles yet deviates from a 
Gaussian distribution (red line) for all cases. The black and magenta solid lines on MSD 
plots have a slope of one and two respectively. (Particles from data_sets 31, 45,46 and 
49-53 are represented here). 
 
 
(A) (B) 
(C) (D) 
(E) (F) 
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The time-averaged MSDs for all data which had a slope that changes with lag 
time (“transitional”) are plotted together in Figure 8.9(A). The increased scatter for 
smaller frame interval data is an artifact of somewhat larger localization uncertainty for 
this data. If we filter out all the data same as in Figures 8.5-8.8 with more than 1 data 
point whose localization error is larger than 18 nm, we get the plot shown in Figure 
8.9(B). These data have not been corrected for localization uncertainty.  
 
Figure 8.9. (A) The time-averaged MSDs of all four data sets with frame interval of 
0.1297 second (blue), 1 second (orange), 2 seconds (green) and 3 seconds (magenta) 
which had a slope that changes with lag time, (B) transitional time-averaged MSDs from 
all data sets after filtering out all the data with more than 1 data point whose localization 
error is larger than 18 nm. The black and red line show a slope of one and two 
respectively. 
The slope of these MSDs can be obtained from the logarithmic derivative of the 
MSDs based on Eq. (8.2).77,78   
 𝛼𝛼 = 𝑑𝑑
𝑑𝑑 ln (𝑡𝑡) ln𝑀𝑀𝑀𝑀𝑀𝑀(𝑡𝑡) (8.2) 
Figure 8.10 shows the ensemble average of uncorrected logarithmic derivatives of time-
averaged MSDs versus lag time for 0.1297, 1, 2 and 3 second frame intervals; Figure 
8.11 is a composite of the same results. In all cases α can be seen to start near zero and 
(A (B) 
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increase over about 10 seconds to a value near 1. For the 3 second frame interval data, α 
appears to plateau to just under 2. Such a behavior has been reported for motion 
originated from molecular motors like myosin 78, kinesin and dynein.79 
The data with 0.1297 second interval does not follow the trend of other data after 
around 4.5 seconds lag time. It happens because this data set is noisy at larger time 
intervals because of higher localization uncertainty.  
  
Figure 8.10. Ensemble average of logarithmic derivatives of time-averaged MSDs versus 
lag time. (A), (B), (C) and (D) correspond to data with 0.1297, 1, 2 and 3 seconds frame 
interval. Each circle corresponds to the ensemble average of the logarithmic derivatives 
of the time-averaged MSDs for a specific time lag. 
(A) (B) 
(C) (D
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Figure 8.11. Data from Figure 8.10 shown on the same plot. Logarithmic derivative of 
MSD versus lag time for all data sets. Each circle corresponds to the ensemble average of 
logarithmic derivatives of the time-averaged MSDs for a specific time lag.  
For sub-diffusive particles it can also be observed that the angular deviation of the 
trajectories from the global axis as described in 0 7 have a wide distribution when 
compared to those particles which have a transitional slope. This comparison is shown in 
Figure 8.12. 
 
Figure 8.12. Angular deviation from the global axis for (A) CESA complexes with a 
transitional MSD and (B) CESA complexes with a sub-diffusive MSD. These histograms 
include all data sets from all frame intervals except 0.1297. There are 436 trajectories in 
(A) and 69 trajectories in (B).  
(A) (B) 
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8.2.1 A. thaliana seedlings with DCB treatment 
I applied the qualitative analyses for classifying time averaged MSDs based on 
their slope to data from DCB treated A. thaliana seedlings as well. The A. thaliana 
seedlings were treated by DCB for 30 minutes or 150 minutes. A summary of the 
qualitative classification and an estimation of the average speed and average step size are 
presented in Table 8.3. The plots of the MSDs for each classification group are shown in 
Figure 8.13 and 8.14.  
Table 8.3. The qualitative classification result of time-averaged MSD plots. 
 
The mean of the average speeds of sub-diffusive CESA complexes from both 
DCB treated (57.77 nm min-1) and untreated plants (58.92 nm min-1 without including 
0.1297 second frame interval data) are similar. For CESA complexes with transitional 
behavior the mean of the average speeds from untreated data (209.08 nm min-1 from 1 
second frame interval data) is higher than the mean of the average speeds of CSCs from 
DCB treated data (107.53 nm min-1 from 30 minute and 150 minute treated data). This 
means that DCB treatment decreased the speed of the CSCs by 48.56%. All the DCB data 
were taken at 1 s time interval. The exposure time varied from 0.1s to 0.3s between 
plants. All the filtering for trajectories for DCB treated data are the same as untreated 
data. Also 69.15% of the particles from DCB treated data were sub-diffusive while for 
Data/frame 
interval 
Mode Number of 
trajectories 
Average speed 
(nm min-1 ± SEM) 
Average step size 
(nm ± SEM) 
30 min DCB 
treatment 
Sub-diffusive 46 57.53 ± 3.92 1.28 ± 5.06 
 Transition 18 99.06 ± 11.9 0.85 ± 6.61 
150 min DCB 
treatment 
Sub-diffusive 102 58.02 ± 3.42 0.87 ± 3.25 
 Transition 48 116.01 ± 9.66 1.43 ± 3.91 
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untreated data just 34.15% (calculated form 1 second frame interval data) of the particles 
were sub-diffusive.       
  
Figure 8.13. Time-averaged MSD plots of trajectories of 30 minutes DCB treated of A. 
thaliana seedlings with 1 sec frame interval. Right and Left columns correspond to time-
averaged MSD and CDF (inset: histogram) of step size distribution respectively. (A) 46 
out of 64 MSDs had a pure sub-diffusive mode in direction of motion. (C) 18 out of 64 of 
MSDs had a transition from sub-diffusive to a constant slope. (E) The MSDs along the 
second principal component (perpendicular to direction of motion) for all trajectories had 
a sub-diffusive behavior. (B), (D) and (F) The CDF (inset: histogram) of step size 
distribution, showed in black, does not have a Gaussian distribution (red line) for all 
cases. Black and magenta solid lines on MSD plots have the slope of one and two 
respectively. (Particles from data_sets: 35-38 are represented here). 
. 
(A) (B) 
(C) (D) 
(E) (F) 
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Figure 8.14. Time-averaged MSD plots of trajectories of 150 minutes DCB treated of A. 
thaliana seedlings with 1 sec frame interval. Right and Left columns correspond to time-
averaged MSD and CDF (inset: histogram) of step size distribution respectively. (A) 102 
out of 150 MSDs had a pure sub-diffusive mode in direction of motion. (C) 48 out of 150 
of MSDs had a transition from sub-diffusive to a constant slope. (E) The MSDs along the 
second principal component (perpendicular to direction of motion) for all trajectories had 
a sub-diffusive behavior. (B), (D) and (F) The CDF (inset: histogram) of step size 
distribution, showed in black, does not have a Gaussian distribution (red line) for all 
cases. Black and magenta solid lines on MSD plots have the slope of one and two 
respectively. (Particles from data_sets: 39-43 are represented here). 
 
 
(A) (B) 
(C) (D) 
(E) (F) 
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8.3 MSDs and particle trajectories are consistent with a Brownian Motor. 
Particle trajectories were modeled using a Brownian ratchet mechanism as 
proposed by Diotallevi and Mulders. Qualitatively, the addition of glucose monomers to 
the growing glucan chains is stochastic process that is effectively irreversible. As the 
glucan chains polymerize they are extruded into the cell wall where they crystallize 
forming the rigid cellulose microfibrils that bind to the existing cell wall. The growth of 
the microfibril propels the CESA complex forward, moving it through the cell membrane 
at a velocity that depends on the growth rate of the crystal. If the crystal grew at a 
constant, non-fluctuating rate, the CESA complexes might be expected to move at 
constant velocity with only localization noise about their linear trajectories. We refer to 
this model as “directed motion”. In most cases, a directed motion model, comprised of 
linear motion at constant velocity plus a noise term representing localization uncertainty, 
did not fit well to the MSD data.  
For biased Brownian motion, each step in the trajectory has the form:  𝑑𝑑(𝑡𝑡𝑛𝑛) =  ∑ 𝜉𝜉𝑖𝑖𝑛𝑛𝑖𝑖=1 + 𝜍𝜍𝑛𝑛  (8.3) 
Where 𝜉𝜉𝑖𝑖 is a random variable chosen from a normal distribution with mean 𝛿𝛿𝑝𝑝 
and standard deviation 𝜎𝜎𝑝𝑝; 𝜍𝜍𝑛𝑛 is a random variable chosen from a normal distribution 
with zero mean and standard deviation σtot. 𝜉𝜉𝑖𝑖 represents biased Brownian motion. If 𝑡𝑡𝑛𝑛 =
𝐺𝐺𝜏𝜏 then the average velocity of the particle is 𝛿𝛿𝑝𝑝/𝜏𝜏. We assume 𝜎𝜎𝑜𝑜𝑜𝑜𝑜𝑜 has two 
contributions, 𝜎𝜎𝑜𝑜𝑜𝑜𝑜𝑜2 =  𝜎𝜎𝑙𝑙2 + 𝜎𝜎𝑑𝑑2, where  𝜎𝜎𝑙𝑙 is the experimentally determined average 
localization uncertainty of the particle as described in CHAPTER 6.2 and 𝜎𝜎𝑑𝑑  is the 
additional localization uncertainty or sub-diffusive trap as discussed in  CHAPTER 8. 
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Initial guesses were made for the three fit parameters 𝛿𝛿𝑝𝑝, 𝜎𝜎𝑝𝑝, and 𝜎𝜎𝑑𝑑 . Later it was 
determined that  𝜎𝜎𝑑𝑑 could be fixed to about 19 nm without significantly changing the 
results. A freely diffusing particle will have 𝛿𝛿𝑝𝑝 = 0, but will have a non-zero 𝜎𝜎𝑝𝑝; a biased 
walk, commensurate with a Brownian motor or ratchet, will have a non-zero step-size 𝛿𝛿𝑝𝑝. 
Initial guesses for these parameters could be generated from the mean and standard 
deviation of the step-size distribution of a trajectory.  
Particle trajectories consisting of 1×106 steps were modeled in MATLAB using 
Eq. (8.3), above. The trajectory is obtained from the cumulative sum of Brownian steps 
represented by 𝜉𝜉𝑖𝑖; the localization uncertainty represented by 𝜍𝜍𝑛𝑛 is a random variable that 
is independent of the prior steps and is simply added to the particle position at each time 
step. From these trajectories MSDs were calculated. The calculated MSDs were fit to 
data. Each iteration of the fit generated a new set of parameters that was used to generate 
a new trajectory and a new MSD. MATLAB’s lsqnonlin function was used to perform 
the fit, using a Levenberg-Marquardt algorithm. 
It is worth noting that convergence of these fits required that we use only the 
same sets of random numbers for each fit iteration. The two sets of randomly generated 
number sequences required by the model are scaled and offset by the fit parameters in 
each iteration. Each fit was repeated several times, with different random number 
sequences, to be sure there were no artifacts caused by the use of a single underlying set 
of random numbers.  
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Figure 8.15. Trajectory examples from data_set 22 and 23 (particles 642 and 964 
respectively) with 3 sec frame interval. (A) Distance vs. time along the principal axis of 
the trajectory for two long-lived CSCs. Diamonds and circles denote the trajectories from 
two different cells on the same plant. (B) For the same two particles, the trajectories 
perpendicular to the principal axis. (C) and (D) The mean-square displacement (MSD) 
time-averaged over the trajectories shown in (A) and (B), respectively. Red symbols 
denote MSD for motion along the principal axis and blue symbols the MSD for 
perpendicular motion. The solid line through the data is a 3-parameter fit to a Brownian 
motor model. The short solid lines are of slope 1 and 2, for comparison. (E, F) The CDF 
of the step-size distribution from the data (symbols) and model (red lines).  
 
Typical fit results are shown in Figure 8.15 for two trajectories with frame 
interval 3 s. Figure 8.14(A) shows their trajectories along the first principal axis; Figure 
8.15(B) shows the perpendicular component of the trajectories. Panels C and D of Figure 
8.15 show the corresponding time-averaged MSD from motion along and perpendicular 
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to the first principal axis in red and blue, respectively. The resulting fits are shown as a 
black lines running through the data. Lines of slope 1 and 2 are also shown for 
comparison. Fits to the MSDs are typically excellent. 
 
Figure 8.16. The results of a 2-parameter Brownian motor model fit individually to each 
of the 76 trajectories shown in Figure 8.17(C). The fit parameters are: 𝜹𝜹𝒑𝒑, average step 
size and 𝝈𝝈𝒑𝒑step standard deviation. Here the size of the complex is taken to be 𝝈𝝈𝒂𝒂 =
𝟏𝟏𝟏𝟏  nm. Particle trajectories were from data_set 22 (particles 447, 488, 490, 528, 529, 
530, 561, 618, 620, 641, 642, 643, 646, 694, 717, 718, 740, 791) and data_set 23 
(particles 494, 495, 498, 502, 546, 547, 549, 551, 592, 594, 595, 596, 600, 602, 636, 640, 
642, 646, 647, 687, 689, 690, 691, 692, 716, 717, 719, 750, 776, 795, 796, 802, 823, 845, 
846, 864, 866, 886, 906, 907, 919, 922, 935, 948, 964, 965, 977, 978, 979, 980, 981, 999, 
1000, 1029, 1030, 1045, 1046, 1047). 
 
Figure 8.15(E) and (F) show the corresponding CDF of the step size distribution 
generated from data (symbols) and from the model trajectory (red lines) that produced the 
best MSD fit. The step-size distribution predicted from the model is Gaussian, as should 
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be expected. The data are generally not Gaussian. This was observed for the aggregate 
data sets above, and is also evident (although less clearly so due to the smaller sample 
size, for individual trajectories).  
To summarize: The Brownian ratchet model produces excellent fits to MSD data, 
however, the resulting step-size distribution generated by the best-fit model parameters 
do not correctly predict the step-size distribution of the data.  
  
 
 
 
 
 
 
 
Figure 8.17. Summary of 76 trajectories longer than 240 s, with 3 s frame interval. These 
are the same 76 trajectories enumerated in the caption of Figure 8.16. (A) Circles: space-
averaged MSD along the principal axis. Red line is a best fit of a Brownian motor model. 
Squares are the space-averaged MSD for perpendicular motion. Lines of slope 1 and 2 
are shown for comparison. (B) CDF of the step-size for all 76 trajectories (black 
asterisks); red line is predicted CDF from the fit in (A). (C) All 76 MSDs, corrected for 
localization error, and the same fit and average MSD as in (A).  
 
Fits were performed on 76 trajectories with 3 s frame interval. Only trajectories 
for which no more than 1 step had localization uncertainty σl>18 nm were used in these 
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fits. For these fits we set  𝜎𝜎𝑑𝑑  = 19 nm. The resulting values for 𝛿𝛿𝑝𝑝, 𝜎𝜎𝑝𝑝 and the χ2 of the 
fits are shown in Figure 8.16.  
Finally, ensemble-averaged MSDs were calculated from these same 76 
trajectories and the same fit, this time with three parameters, was applied to the time-
average. The results are shown in Figure 8.17, and differed slightly from the time-
averaged MSD results. Here the difference between the predicted and measured CDF is 
more obvious. 
I would like to acknowledge the work of my advisor Lori Goldner in doing the 
analysis and providing the figures for this section 8.3. 
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CHAPTER 9  
 
RESULTS FROM IMAGING CELLULOSE SYNTHASE MOTILITY DURING 
PRIMERY CELL WALL SYNTHESIS IN THE GRASS BRACHYPODIUM 
DISTACHYON b 
 
The work in this chapter has been published in Ref. 81. The Brachypodium 
distachyon imaging was done by Derui Liu and the Kymograph analyses were done by 
Tobias Baskin. A. thaliana imaging and CESA motility quantification were done by me.  
Grasses are a significant and renewable source of energy on the earth because of 
their abundance and fast life cycle. The grass cell walls contain sugars that can be 
converted into liquid fuel which makes them interesting in biomass and biofuel research 
areas80. We therefore studied CSC motion in a grass species and compared it with that of 
A. thaliana. B. distachyon is a species of the grass family which had its genome 
sequenced and is a promising grass model system. The Baskin lab generated lines in 
which the B. Distachyon CESA3 and CESA6 genes are tagged with GFP. Employing 
imaging and SPT, described in previous chapters, the motility of CESA complexes were 
studied in both root and mesocotyl of B. distachyon. Also the effect of selected inhibitors 
were investigated.  
9.1 Qualitative observation of CESA motility 
The mesocotyl of 3-4 day old seedlings of B. distachyon imaged under 
TIRF/VAEM. Mesocotyl is the first internode of the stem and is similar to hypocotyl 
(Figure 9.1).  
Figure 9.2a shows a representative frame of GFP-labeled CESA3 in a mesocotyl 
cell. Labeled CESAs are appeared like small puncta. Particles move bi-directionally in a 
                                                 
b The data from this chapter have been published.81 
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manner similar to those of CSCs in A. thaliana as discussed in Chapter 8. An average 
projection made from each image sequence. A representative projected image is shown in 
Figure 9.2b. Most particles are mobile: these show as a line in the projected image. 
Stationary particles appear as bright spots in the projected image. 
 
Figure 9.1. Right: Brachypodium distachyon (B. distachyon) plant. Left: B. Distachyon 
seedling.  
 
Figure 9.2(a) shows a representative frame of GFP-labeled CESA3 in a mesocotyl 
cell. Labeled CESAs are appeared like small puncta. Particles move bi-directionally in a 
manner similar to those of CSCs in A. thaliana as discussed in CHAPTER 8. An average 
projection made from each image sequence. A representative projected image is shown in 
Figure 9.2(b). Most particles are mobile: these show as a line in the projected image. 
Stationary particles appear as bright spots in the projected image. 
The GFP-CESAs were imaged in the root as well. Root cells have thinner outer 
epidermal cell walls in compared with the mesocotyl which makes them suitable to image 
with VAEM. However root hairs make imaging harder by pushing the cell away from the 
coverslip. In order to reduce the presence of root hairs, plants were treated by silver 
nitrate for several days. An image of a root cell and the ZProjected image are shown in 
Figure 9.2(c) and (d).  
Mesocotyl 
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Figure 9.2. CESA localization and motility. (a,b) GFP-BdCESA3 imaged in the B. 
distachyon mesocotyl (data_set: 61) (c,d) GFP-BdCESA3 imaged in the B. distachyon 
root (data_set: 31). (e,f) GFP-AtCESA6 imaged in the A. thaliana hypocotyl (data_set: 
22). Panels b, d, and f are average projections of sequences acquired over 4 min, 
comprising 150 (b), 122 (d), and 80 (f) frames. Bar = 5 µm (all panels are at the same 
magnification).81 
In order to compare the motility of CESAs in grass B. distachyon and A. thaliana, 
some images were collected from GFP-labeled CESAs in A. thaliana, Figure 9.2(e) and 
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(f). Comparing images and projected images of both spices showed that they were 
qualitatively similar.  
The effect of few inhibitors were investigated. These inhibitors were: oryzalin as 
cortical microtubule inhibitor, dichlorbenzyl-nitrile (DCB) as cellulose synthesis inhibitor 
and latrunculin B as actin filament inhibitor.  
It has been shown that CESAs are guided by microtubules22 but the way that they 
interact with each other is still unknown. Oryzalin depolymerizes the microtubules. In A. 
thaliana oryzalin does not change the speed of CESAs when the treatment is less than a 
day. 22,82 B. distachyon seedling were treated by 30 nM oryzalin for 2.5h and imaged, 
Figure 9.3(a) and (b). Qualitatively there was no change in CESAs motility.  
DCB halts CESAs motility in A. thaliana.83 In Figures 9.3(c) and (d) are shown 
the first frame and Zprojected image from B. distachyon seedlings treated with 5 μM 
DCB for 150 min. The motility of CESA particles were reduced, similar to what is 
observed in A. thaliana.   
We also tested the effect of the actin inhibitor latrunculin B. Actin filaments have 
a role in trafficking CESA complexes. The short term treatment did not affect 
cytoplasmic streaming hence actin was not removed. That is why the longer term 
treatment was needed. The seedling in our experiment are treated in 250 nM latrunculin 
B for one day and then imaged, Figure 9.3(e) and (f). The qualitative result did not show 
any change in CESA’s motility under treatment. Compared to A. thaliana the grass B. 
distachyon was five time less sensitive to latrunculin B.54  
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Figure 9.3 Effect of selected inhibitors on CESA localization and motility in B. 
distachyon mesocotyl cells. (a,b) Plants treated with 30 nM oryzalin for 30 min (data_set: 
18). (c,d) Plants treated with 5 µM DCB for 150 min (data_set: 25). (e,f) Plants treated 
with 250 nM latrunculin for 60 min (data_set: 13). Exposure time was 500 ms. b, d, and f 
are average projections of 150 frames acquired over 4 min. Imaged plants expressed 
GFP-BdCESA3. Bar = 5 µm (all panels are at the same magnification).81 
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9.2 Quantitative analysis of CESA motility  
Using SPT technique described in CHAPTER 6 the CESA particles were tracked. 
The result of tracking used to quantify the average speed for each sequence. The result 
for average speed calculations are shown in Figure 9.3 and 9.5. Each bar in these plots 
are the average speed of a sequence in a specific group and the last bar (shown in darker 
shade) shows the average speed of all the sequences in that group. For the root, average 
speeds tended to be a little higher than for the mesocotyl but the trend was unlikely to be 
significant. In comparison between A. thaliana and B. distachyon, average speed varies 
from one sequence to the other one but the mean of all the sequences looks similar. For 
more precise comparison the frequency distribution of average speed of both species are 
plotted in Figure 9.4. The average speed for 1451 particles of B. distachyon was 164 ± 78 
nm min-1 and for 2755 particles of A. thaliana was 184 ± 86 nm min-1. Based on a t-test 
there is a less than one chance in thousand that the means come from the populations with 
similar means. Nevertheless, the means differ by an amount that is numerically small 
while the variability between cells is large, circumstances that hinder assessing what if 
anything the statistical difference means biologically.81  
Finally the average speed in treated B. distachyon seedlings was computed 
(Figure 9.5). The average speed for oryzalin and latrunculin treated seedlings were 
indistinguishable from the control data. The motility of CESAs of DCB treated seedling 
decreased almost by 50%. This affect did not change by increasing the treatment duration 
from 30 min to 150 min.  
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Figure 9.4. Quantification of CESA motility. Mesocotyl and Root are B. distachyon, At 
Hypocotyl is A. thaliana. For each treatment, lightly shaded bars plot average speed for 
tracked particles in a sequence. Darker bars plot mean ± SD of the average speeds shown. 
Bars are arranged from smallest to largest for clarity. Tracked particle number in each 
sequence ranged from 26 to 185 (mesocotyl); 49 to 279 (root); 28 to 535 (hypocotyl). For 
mesocotyl, seedlings were imaged on three occasions with two to four plants each. In 
separate experiments, roots were imaged on three occasions, with one or two plants each. 
Hypocotyls were imaged on four occasions with one or two plants each.81(Mesocotyl: 
data_sets 61-69, and 77-82, Root: data_sets 29-31 and 46, 47, At Haypocotyl: data_sets 
18-30). 
 
Figure 9.5 Frequency distribution for CESA speeds for B. distachyon mesocotyl and A. 
thaliana hypocotyl. Data are pooled from the individual sequences shown in Fig. 9.3. 
Average speed for mesocotyl equals 164 ± 78 nm min −1 (mean ± SD, n = 1451 particles) 
and for hypocotyl equals 184 ± 86 nm min −1 (n = 2755 particles).81 
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The effect of DCB on CESAs motility in A. thaliana is reported before showing 
that DCB completely stops the motility of CESAs in this species.83 The DCB treatment 
for A. thaliana seedlings was repeated for the same duration of time (30 min and 150 
min). The result show a reduction in average speed but not less than B. distachyon 
(Figure 9.5). 
 
Figure 9.6. Quantification of CESA motility in response to selected inhibitors. For each 
treatment, lightly shaded bars plot average speed for tracked particles in a sequence. 
Darker bars plot mean ± SD of the average speeds shown. Horizontal lines plot the mean 
speed for the untreated B. distachyon mesocotyl (blue line) and A. thaliana hypocotyl 
(red line) from Fig. 5. Numbers beneath the bars give time of treatment (in minutes 
unless specified otherwise). Bars are arranged from smallest to largest for clarity. For 
oryzalin (30 nM), tracked particle number per sequence ranged from 26 to 323; for DCB 
(5 µM) (B. distachyon), from 22 to 207; for latrunculin (250 nM), 16 to 100; and for 
DCB (5 µM) (A. thaliana) from 12 to 294. Experiments for oryzalin were done on two 
occasions with two plants each; latrunculin on one occasion with three plants; DCB in B. 
distachyon on three occasions with two to four plants each; DCB in A. thaliana on one 
occasion with three plants. Data represented in this figure: B. distachyon (Oryzalin 30 
min: data_set 18-22 and 32); (Oryzalin 150 min: data_set 15-17 and 33-35); (DCB 30: 
data_set 27, 28, 38, 39, 51-53); (DCB 150: data-set 23-26, 36, 37, 48-50); (Lat. 1day: 
data_set 6-10); A. thaliana (DCB 30: data_set 35-38); (DCB 150: data_set 39-43). 
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9.3 Discussion  
The mesocotyl of B. distachyon can be used as an experimental model for 
observation and quantification of CESA motility in grasses. Root is also available for 
imaging. The only problem about root is root hairs that need to be eliminated.  
The result of our analyses show that average speed of CESAs in B. distachyon is close to 
the average speed in A. thaliana with a slight shift to the smaller numbers. We reported 
the average speed of 184 ± 86 for CESAs in A. thaliana which is different than what was 
reported in literature (Table 9.1). The average speed of CESAs reported in these 
manuscripts are around 295 nm min-1. The lowest number which is reported by now is 
209 nm min-1.84 What we computed for average speed is lower than the minimum of 
reported numbers.  
The method which is used in those reports in Table 9.1 for average speed 
calculation is kymograph. What we did to get our result is single particle tracking. In 
order to find if the difference in result comes from employed methods we also did some 
kymograph analysis. We calculated the average speed of 513 particles using kymograph 
and the result was 276 ± 6 nm min-1 concluding that the lower number that we fund using 
SPT is the source of the difference and not the biology.  
A kymograph shows intensity values over time along a line which is drawn by a 
user on a projected image. In a projected image the effect of a bright and long last particle 
is more visible and easy to select by user. In SPT automated method of selecting particles 
does not bias towards the long last and brighter particles. Although the difference 
between two methods will not change the final conclusion about similarity of average 
speed of CESAs in A. thaliana and B. distachyon. 
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Speed, nm min-1 Tracked particle Reference 
207 ± 66 GFP-CESA3 84 
216 ± 70 tdT-CESA6 85 
231 ± 24 GFP-CESA3 86 
250 ± 37 YFP-CSA6 83 
257 ± 119 GFP-CESA5 87 
269 ± 128a GFP-CESA5 87 
280 YFP-CESA6 88 
290 ± 92 YFP-CESA6 89 
293 ± 54 YFP-CESA6 30 
324 G/YFP-CESA3/6 90 
330 ± 65 YFP-CESA6 22 
353 YFP-CESA6 24 
353 ± 68 GFP-CESA6 91 
361 ± 163b GFP-CESA6 91 
409 ± 173 YFP-CESA6 92 
295 ± 59c   
 
Table 9.1. Some published values of CESA motility analyzed by kymograph. aLight-
grown plants; all other values are for dark grown plants. bData from the paper’s 
supplement. cAverage ± SD81. 
 
Similar to A. thaliana, CESA’s motility was not effected by oryzalin or by 
latrunculin. In contrast DCB lowered the motility of CESAs by 50% in B. distachyon. 
Our analysis for DCB treated A. thaliana seedlings show a similar reduction in average 
speed. There is only one publication that reports the effect of DCB in A. thaliana.83 In 
this report DCB halts the motility of CESAs which is a severe affect than our result. The 
kymograph method is used to analyze the motility of CESA’s in this paper.  
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APPENDIX A  
 
EXTERNALLY TRIGGERING CAMERA USING PCI-6602 
The required equipment and software for triggering the camera externally are as 
follows: PCI-6602, BNC-2121 connector block, 183432B-02 shielded cable, 50 Ohm 
BNC (male) to SMB (male) cables, NI-DAQmx software, MATLAB. The MATLAB 
script called “NI6602_trigger.m” can be found on the server: 
“/home/lab/data/nina/external triggering software” and also in the TIRF computer at 
room 209: “E:\TIRF Data\Nina\external triggering software”.  
Here are the steps how to do hardware and software preparation: 
1. Install the PCI-6602 board into a free PCI slot in the computer. 
2. Connect the PCI-6602 board to BNC-2121 connector block by 183432B-02 cable. 
3. NI-DAQmx software needs to be installed on the computer.  
4. The external trigger connection (“Ext Trig”) on the camera needs to be connected 
to the "out1/PFI32" connection on the BNC-2121 (Figure A.1). 
5. The "PULSE INPUT" connection on the shutter controller (Uniblitz) for the 
excitation shutter is connected to the connection "OUT0/PFI36" on the BNC-
2121. 
6. The code written in MATLAB is used to run the external triggering. The 
MATLAB script called “NI6602_trigger.m” can be found on the server: 
“/home/lab/data/nina/external triggering software” and also in the TIRF computer 
at room 209: “E:\TIRF Data\Nina\external triggering software”. 
7. In this code you can change "exposure_time", "interval_time" and 
"s.DurationInSeconds" (the total imaging time). 
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There are two paths to collect data through MetaMorph: 
 
 
Figure A.1 (A) BNC-2121 connector block. The used BNCs are indicated with red 
circles. (B) Shutter controller. The used port is circled. (C) External triggering port on 
the camera circled in red. 
 
Path 1: 
1. Start MetaMorph. 
2. Open "Acquire" window in MetaMorph under "Acquire" tab and input the same 
exposure time that you specified in the code. Set "Camera State" to "Non-
overlapped" if the frame interval is longer than exposure time. If the frame interval 
and exposure time are equal then set “Camera State” to “Overlapped” mode. 
3. Under "Acquire" tab open "Stream Acquisition" and set the "Acquisition Mode" to 
"Stream to RAM". Set the" Initial Illum" to [None].  
4. Find out the "Number of frames" that you need and input the number. It is better to 
input a number bigger than what you need. Then you can stop the streaming by 
OUT1 
PFI 32 
OUT0 
PFI 36 External 
triggering port 
of camera 
PULSE 
INPUT 
(A) (B) 
(C) 
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pressing escape button (ESC) after stopping the code and then save the taken 
frames.  
5. In the "Stream Acquisition" window click on the "Camera Parameters" tab and 
check "Acquire images from each external trigger". Set "Camera State" to "Non-
overlapped" if the frame interval is longer than exposure time. If the frame interval 
and exposure time are equal then set “Camera State” to “Overlapped” mode. 
6. To start streaming click on "Acquire" button in the "Stream Acquisition" window. 
Then go to the MATLAB and run the code to begin streaming.  
7. If you want to stop streaming in the middle for any reason, in MATLAB command 
window type s.stop and press Enter. Then go to Metamorph and press “Esc” 
button. You will be asked if you want to save the streamed images. Click "Yes" if 
you want to save them. Then save them in usual way from file menu: File/save/… 
8. This method saves the movie as a TIF file without complete metadata. To archive 
the metadata take one frame using MetaMorph (without changing the imaging 
condition press “Acquire” in “Acquire” window). This image includes frame rate 
and exposure times from the external triggering. The image can be taken with 
closed shutter. Save this single frame. Later you can find the metadata in this 
single frame. Or you can write down all imaging conditions before changing the 
camera's setting (I would do both). 
Path 2: 
1. Start MetaMorph. 
2. Open "Multi Dimensional Acquisition" under "Apps" tab. 
3. Under the "Main" tab you need to check "Time lapse" and "Stream".  
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4. Under "Wavelength" tab, set illumination to [None]. 
5. Under "Stream" tab, check "Stream Time". Then open "Configure Camera Mode" 
and check "Acquire images from each external trigger" and set "Camera State" to 
"Non-overlapped" if the frame interval is longer than exposure time. If the frame 
interval and exposure time are equal then set “Camera State” to “Overlapped” 
mode. 
6. Click “Acquire” to start streaming. Then go to the MATLAB and run the code to 
begin streaming. 
7. Repeat steps 7 and 8 from “Path 1”. 
Monitor frame interval and exposure time while imaging  
The required equipment and software are as follows: PCI-6111, BNC-2110, 
SH68-68-EPM shielded cable, Python.  
The steps of connections are as follows: 
1. Install the PCI-6111 board into a free PCI slot in the computer. 
2. Connect the PCI-6111 board to BNC-2110 connector block by SH68-68-EPM 
cable. 
3. A port named "Fire" on the camera is connected to the connection "user2" on the 
BNC-2110 board (Figure A.2). 
4. Then using a wire "User 2" is connected to the "PFI9" (Figure A.2).  
5. There is a code in python written by Kieran Ramos to run the setup. The code is in 
this address: “E:\TIRF Data\Nina\external triggering software” in the TIRF 
computer and in this address: “/home/lab/data/nina/external triggering software” 
on the server. The name of the file is "counter6111.py". 
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6. While streaming you can run the code for as many time points as you want to 
check the time interval (To run the code open "Cmder", Figure A.2).  
 
Figure A.2. (A) BNC-2110 connector block used to read the timing. The used ports on 
this device are circled in red. (B) The fire port on the camera. (C) The command used to 
run the code for timing.  
  
PFI9 User 2 
Camera’s 
Fire port  
(A) 
(B) (C) 
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APPENDIX B  
 
LINKS TO DATA, CAMERA’S CONDITION AND TRACKING INPUTS 
This appendix contains tables of conditions under which each data set was 
acquired and analyzed. The tables at the end of this section are derived from an excel file 
named “thaliana_data_AppendixB.xlsx” for A. thaliana and 
“brachy_data_AppendixB.xlsx” for B. distachyon (path: /home/lab/data/nina/thesis). The 
columns in the excel file give the original data set name and location, conditions under 
which plants were grown, parameters used in tracking, and other parameters used in 
analysis as well as some analysis outputs.  
A. thaliana 
The columns in the file named “thaliana_data_AppendixB.xlsx” are labeled and 
defined as below: 
1. General Parameters  
basepath (or file folder in the Table B.1): gives the full path on the server. This is 
the name of the folder that contains the data and the analysis. The data used in analysis 
itself will be in a folder whose name starts with fov. Each image is saved as a separate tiff 
file in the fov folder. The original data file can be found in “home/lab/data/Nina/data” 
using the last four folders in the path, which are unique for each data file. 
data_set: this is a unique file number, one for each file. 
tracking_analysis_num: for data_set 2 to 17 the result of final tracking 
algorithm is stored in a folder named “analysis#” where # is the tracking_analysis_num. 
For data_set 18 to 55, this folder does not exist and the number showed in the 
tracking_analysis_num column is 1. 
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2. Sample characteristics (specified with yellow in Table B.1).   
treatment: “dcb30min” and “dcb150min” are treated with DCB as described in 
section 4.2. Untreated plants are indicated in the tables at the back of the chapter as 
“no_treatment”. However, in the excel spreadsheet thaliana_data_AppendixB.xlsx, both 
“not_used” and “no_treatment” are used for untreated plants to distinguish those used in 
this study from those not used. “No_treatment” is used to indicate plants that are used in 
the analysis. These plants are all grown in Hoagland medium, and data are taken with 
frame intervals > 50 ms. “not_used” is used to indicate plants not used in the analyses 
(and also untreated). These data sets were either taken in MS medium, which we used 
back in 2015, or in Hoagland medium where data are taken with frame intervals of 50 ms.  
organ: this is the imaged organ. 
growth_med: The medium that seedling plated in.  
3. Tracking parameters (specified with green in Table B.1).   
The following parameters are used in the tracking code, an archival copy of which 
can be found (/home/lab/data/nina/MATLAB codes/Maria).   
 FOVnum: The tracking algorithm needs data that is found in a subfolder called 
“fov#” where # is the FOVnum.  
 featsize (only in thaliana_data_AppendixB.xlsx): is the radius of the features 
that tracking code will find (in pixel, integer). For all data in 
thaliana_data_AppendixB.xlsx, featsize=3. The meaning of “radius” in this context can 
be understood by examining the mask shown in Figure 6.1. 
 92 
 
barrI (only in thaliana_data_AppendixB.xlsx): is the minimum integrated 
intensity that will be accepted by tracking algorithm. For all data in 
thaliana_data_AppendixB.xlsx, barrI=0. 
barrRg (only in thaliana_data_AppendixB.xlsx): is the maximum radius of 
gyration squared that will be accepted. For all data in thaliana_data_AppendixB.xlsx, 
barrRg=6. 
barrCc: is the maximum eccentricity that will be accepted by tracking algorithm. 
IdivRg (only in thaliana_data_AppendixB.xlsx): is the minimum ratio of 
integrated intensity to radius of gyration squared to be accepted. For all data in 
thaliana_data_AppendixB.xlsx, IdivRg=0. 
numframes: total number of frames in one stack. 
masscut (only in thaliana_data_AppendixB.xlsx): is a parameter which defines 
a threshold for integrated intensity of features before position refinement, to speed up the 
code. For all data thaliana_data_AppendixB.xlsx, masscut=0. 
Imin: is the minimum intensity of local maximum to be considered. Larger values 
will reduce the number of candidate locations. If set to zero, the default is to determine 
the maximum intensity of every particle and use only the top 30%. In general I set this 
parameter using trial and error; it was different for every data set.  
field (only in thaliana_data_AppendixB.xlsx): is a parameter which is set to 0 
or 1 if the image is only one field of an interlaced video frame, and 2 if it is the full 
frame. For all data in thaliana_data_AppendixB.xlsx, field=2. 
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maxdisp (only in thaliana_data_AppendixB.xlsx): is the maximum 
displacement (in pixels) a feature may undergo between successive frames. For all data in 
thaliana_data_AppendixB.xlsx, maxdisp=2. 
goodenough: is the minimum length requirement for a trajectory to be retained. 
memory (only in thaliana_data_AppendixB.xlsx): is how many consecutive 
frames a feature is allowed to skip. For all data in thaliana_data_AppendixB.xlsx, 
memory=1. 
range (only in thaliana_data_AppendixB.xlsx): the distance between the center 
of two particles can’t be less than this number (in pixels). This can be changed in the 
MATLAB script called “localmax.m”. For all data thaliana_data_AppendixB.xlsx, 
range=3.  
bpass (only in thaliana_data_AppendixB.xlsx): Implements a real-space 
bandpass filter to suppress pixel noise and slow-scale image variations while retaining 
information of a characteristic size. This can be changed in MATLAB script called 
“feture2D.m”. For all data Thaliana_data_AppendixB.xlsx, bpass filter is on. 
4.  Imaging parameters (specified with blue Table B.1). 
exp_t_msec: this is the exposure time used for imaging in milliseconds. 
time_resolution: this is the frame interval (1/frame rate) in seconds. 
pre_amp_gain: pre-amplifier gain needs to be set in MetaMorph in Acquire 
window befor imaging. It varies between data sets. 
Em_gain (only in thaliana_data_AppendixB.xlsx): is the electron multiplier 
gain needs to be set in the MetaMorph in Acquire window before imaging. For all data in 
thaliana_data_AppendixB.xlsx, Em_gain=300. 
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conversion_fac: The conversion factor (electrons/ADU) is a characteristic value 
for the camera that depends on the various camera options used for imaging including 
preamplifier gain, analog-to-digital converter used, and analog-to-digital converter bit 
depth, and can be found in its specification sheet. 
QE (only in thaliana_data_AppendixB.xlsx): Quantum Efficiency (Q. E.) is the 
conversion efficiency of photons to electrons. For all data in 
thaliana_data_AppendixB.xlsx, QE=0.95.  
mode: this is the "Camera State" which should be set in MetaMorph to "Non-
overlapped" if the frame interval is longer than exposure time. If the frame interval and 
exposure time are equal then set the “Camera State” to “Overlapped” mode. Note: In 
some analyses I did not choose the right “Camera state” then it caused a delay time in 
frame intervals. This delay is 0.0297 second.  “Ext-trig” means that I used external 
triggering to collect data as explained in Appendix A.  
magnification (only in thaliana_data_AppendixB.xlsx): the magnification of 
the camera was 67 nm/pixel.  
5. Analyses parameters (specified with pink in Table B.1) 
de_drift: if de_drift = 1, indicates that the data has been de-drifted. If de_drift = 0 
the data has not been de-drifted. For all data in thaliana_data_AppendixB.xlsx, de_drift = 
0 except for data_set 39.  
neighbor_num (only in thaliana_data_AppendixB.xlsx): based on Figure 6.1 if 
neighbor_num = 2 then the green pixels used for background calculation. For all data in 
thaliana_data_AppendixB.xlsx, neighbor_num = 2. 
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cut_last_point (only in thaliana_data_AppendixB.xlsx): if this number is one it 
means that I eliminated last data point from the trajectories of that data set. For all data in 
thaliana_data_AppendixB.xlsx, cut_last_point = 1. 
filter_out (only in thaliana_data_AppendixB.xlsx): if this number is 1, means 
that I filtered out the particles with localization error larger than half a pixel in the code 
called “localization_error_cal2.m”. For all data in thaliana_data_AppendixB.xlsx, 
filter_out = 1. 
6. Analyses results (specified with gray in Table B.1) 
num_particles: the number of trajectories that is the result of tracking code. 
num_pars_after_filtering: the number of particles after filtering steps which are 
explained at the end of section 6.2. 
ave_velocity: average velocity of the filtered particles (nm min-1). 
v_uncertainty: the uncertainty on the average velocity. 
lasting time: the minimum length of the trajectory in the data set. 
percent particles lost (or % particle lost in Table B.1): the percentage of lost 
particles after filtering.  
For the A. thaliana data, the following parameters are always in use. These 
parameters are not included in the Table B.1 at the end of this section but they are 
included in the excel file named “Thaliana_data_AppendixB.xlsx”.  
feat_size = 3 in all cases range = 3 all cases 
barrI = 0 in all cases bpass = on all cases 
barrRg = 6 in all cases EM_gain = 300 all cases 
IdivRg = 0 all cases QE = 0.95 all cases 
masscut = 0 all cases magnification = 67 nm/pixel all cases 
field = 2 all cases neighbor_num = 2 all cases 
maxdisp = 2 all cases cut_last_point = 1 all cases 
memory = 1 all cases filter_out = 1 all cases 
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B. Distachyon 
The columns in the file named “brachy_data_AppendixB.xlsx” are labeled and 
defined as below: 
1. General Parameters  
basepath (or file folder in the Table B.2): gives the full path on the server. This is 
the name of the folder that contains the data and the analysis. The data used in analysis 
itself will be in a folder whose name starts with fov. Each image is saved as a separate tiff 
file in the fov folder. The original data file can be found in “home/lab/data/Nina/data” 
using the last four folders in the path, which are unique for each data file. 
tracking_analysis_num: The result of final tracking algorithm is stored in a 
folder named “analysis#” where # is the tracking_analysis_num.  
2. Sample characteristics (specified with yellow in Table B.2).   
treatment: This column includes the name of the inhibitors which plants were 
treated with and also the length of the treatment. The images of treated seedlings were 
taken from the mesocotyl of the plants. Untreated plants were specified by either “root” 
or “mesocotyl”. The “root” means that the movie is taken from root of an untreated plant 
and “mesocotyl” means that the movie is taken from mesocotyl of untreated mesocotyl.    
3. Tracking parameters (specified with green in Table B.2).   
The following parameters are used in the tracking code, an archival copy of which 
can be found (/home/lab/data/nina/MATLAB codes/Maria).   
FOVnum: The tracking algorithm needs data that is found in a subfolder called 
“fov#” where # is the FOVnum.  
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featsize (only in brachy_data_AppendixB.xlsx): is the radius of the features 
that tracking code will find (in pixel, integer). For all data in 
“brachy_data_AppendixB.xlsx”, featsize=3. The meaning of “radius” in this context can 
be understood by examining the mask shown in Figure 6.1. 
barrI (only in brachy_data_AppendixB.xlsx): is the minimum integrated 
intensity that will be accepted by tracking algorithm. For all data in 
“brachy_data_AppendixB.xlsx”, barrI=0. 
barrRg (only in brachy_data_AppendixB.xlsx): is the maximum radius of 
gyration squared that will be accepted. For all data in “brachy_data_AppendixB.xlsx”, 
barrRg=6. 
barrCc (only in brachy_data_AppendixB.xlsx): is the maximum eccentricity 
that will be accepted by tracking algorithm. For all data in 
“brachy_data_AppendixB.xlsx”, barrCc=1. 
IdivRg (only in brachy_data_AppendixB.xlsx): is the minimum ratio of 
integrated intensity to radius of gyration squared to be accepted. For all data in 
“brachy_data_AppendixB.xlsx”, IdivRg=0. 
numframes: total number of frames in one stack. 
masscut (only in brachy_data_AppendixB.xlsx): is a parameter which defines a 
threshold for integrated intensity of features before position refinement, to speed up the 
code. For all data brachy_data_AppendixB.xlsx, masscut=0. 
Imin: is the minimum intensity of local maximum to be considered. Larger values 
will reduce the number of candidate locations. If set to zero, the default is to determine 
the maximum intensity of every particle and use only the top 30%. In general I set this 
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parameter using trial and error; it was different for every data set. set to 0 to use the 
default “top 30%” selection); 
field (only in brachy_data_AppendixB.xlsx): is a parameter which is set to 0 or 
1 if the image is only one field of an interlaced video frame, and 2 if it is the full frame. 
For all data brachy_data_AppendixB.xlsx, field=2. 
maxdisp (only in brachy_data_AppendixB.xlsx): is the maximum displacement 
(in pixels) a feature may undergo between successive frames. For all data 
brachy_data_AppendixB.xlsx, maxdisp=2. 
goodenough: is the minimum length requirement for a trajectory to be retained. 
memory (only in brachy_data_AppendixB.xlsx): is how many consecutive 
frames a feature is allowed to skip. For all data in brachy_data_AppendixB.xlsx, 
memory=1. 
range: the distance between the center of two particles can’t be less than this 
number (in pixels). This can be changed in the MATLAB script called “localmax.m”. For 
all data in brachy_data_AppendixB.xlsx, range=3.  
bpass (only in brachy_data_AppendixB.xlsx): Implements a real-space 
bandpass filter to suppress pixel noise and slow-scale image variations while retaining 
information of a characteristic size. This can be changed in MATLAB script called 
“feture2D.m”. For all data in brachy_data_AppendixB.xlsx, bpass filter is “on”. 
4. Imaging parameters (specified with blue in Table B.2). 
exp_t_msec: this is the exposure time used for imaging. In milliseconds. 
time_resolution: this is the frame interval (1/frame rate) in seconds. 
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pre_amp_gain: pre-amplifier gain needs to be set in MetaMorph in Acquire 
window befor imaging. It varies between data sets. 
Em_gain (only in brachy_data_AppendixB.xlsx): is the electron multiplier gain 
needs to be set in the MetaMorph in Acquire window before imaging. For all data 
brachy_data_AppendixB.xlsx, Em_gain=300. 
conversion_fac (only in brachy_data_AppendixB.xlsx):: The conversion factor 
(electrons/ADU) is a characteristic value for the camera that depends on the various 
camera options used for imaging including preamplifier gain, analog-to-digital converter 
used, and analog-to-digital converter bit depth, and can be found in its specification sheet. 
For all data brachy_data_AppendixB.xlsx, conversion_fac = 65.25. 
 
QE (only in brachy_data_AppendixB.xlsx): Quantum Efficiency (Q. E.) is the 
conversion efficiency of photons to electrons. For all data brachy_data_AppendixB.xlsx, 
QE=0.95.  
  magnification (only in brachy_data_AppendixB.xlsx): the magnification of 
the camera was 67 nm/pixel. For all data brachy_data_AppendixB.xlsx, 
magnification=0.95.  
5. Analyses parameters (specified with pink in Table B.2)  
de_drift: if de_drift = 1, indicates that the data has been de-drifted. If de_drift = 0 
the data has not been de-drifted.  
neighbor_num (only in brachy_data_AppendixB.xlsx): based on Figure 6.1 if 
neighbor_num = 2 then the green pixels used for background calculation. For all data 
brachy_data_AppendixB.xlsx, neighbor_num = 2. 
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6. Analyses results (specified with gray in Table B.2) 
num_particles: the number of trajectories that is the result of tracking code. 
num_pars_after_filtering: the number of particles after filtering steps which are 
explained at the end of CHAPTER 6.2. 
ave_velocity: average velocity of the filtered particles (nm min-1). 
v_uncertainty: the uncertainty on the average velocity. 
lasting time: the minimum length of the trajectory in the data set. 
For the B. distachyon data, the following parameters are always in use. These 
parameters are not included in the table named Table B.2 at the end of this section but 
they are included in the excel file named “brachy_data_AppendixB.xlsx”.  
feat_size = 3 in all cases range = 3 all cases 
barrI = 0 in all cases bpass = on all cases 
barrRg = 6 in all cases EM_gain = 300 all cases 
IdivRg = 0 all cases QE = 0.95 all cases 
masscut = 0 all cases magnification = 67 nm/pixel all cases 
field = 2 all cases neighbor_num = 2 all cases 
maxdisp = 2 all cases conversion_fac = 65.25 
memory = 1 all cases  
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APPENDIX C  
 
MAKING VALAP 
VALAP is a 1:1:1 mixture of Vaseline, Lanolin and Paraffin. To make this 
mixture normally 30 grams of each material is mixed and microwaved for 2 minutes. 
Swirl thoroughly and microwave it for another minute. Repeat this step until you get a 
homogenous clear yellow liquid. Before the liquid becomes hard pour it in a small glass 
containers and let it cool down.  
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APPENDIX D  
 
FINDING THE POINT SPREAD FUNCTION OF THE OPTICAL SETUP 
 
The image of a fluorophore is the result of convolution of the emitted light from a 
fluorophore and point spread function (PSF) of the optical system. To measure the point 
spread function of our optical setup I used fixed Alexa488 which is an organic 
fluorophore. To make this sample 0.01 nM of Alexa 488 was spin coated on a coverslip. 
I imaged the fixed Alexa fluorophores with 300 millisecond exposure time with 
an EMCCD gain of 300. Excitation energy at the samples was adjusted to 1.2 mW. A 
sample image is shown in Figure D.1. 
 
Figure D.1 An image of Alexa488 fluorophore fixed on a coverslip. The sample imaged 
with 300millisecond exposure time and 300 EMCCD gain. The excitation energy was 1.2 
mW.  
 
  I used the tracking code to find the Alexa’s position in the image. Then I 
calculated second moment for each feature which gives the variance. The square root of 
the variance is the standard deviation of point spread function. The result was around 145 
nm. Then I used Fiji (Analyze > QuickPALM > Analyze Particles) to find the standard 
deviation of Gaussian fit for each feature. The average standard deviation of all features 
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using Fiji was around 70 nm. The average of these two methods was around 108 nm. I 
used 110 nm for all my calculations. 
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