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Abstract 
This paper proves strong consistency, along with a rate, of a class of generalized 
M-estimators for the autoregression parameter vector in pth order autoregression 
(AR(p)) models. If the score function ff has bounded second derivative then the rate 
of convergence is n-1/2(lnlnn) 1/2 while for a general ~b it is n-1/2(lnn) 1/2. The paper also 
obtains the Bahadur-Kiefer type representations for these estimators. The class of 
estimators covered includes the least square, the least absolute deviation, and the Huber(k) 
estimators. 
Keywords: Huber(k) and LAD estimators, Freedman inequality 
1. Introduction 
Let p ~> 1 be an integer, F be a distribution function (d.f.) on the real line R, and ~, ~i, 
i = 0, ___ 1, ___ 2 .... be independent identically distributed (i.i.d.) r.v.'s with common 
d.f.F. Consider the autoregression model 
Xi=P'Yi_l+Si, i=0 ,  +1 . . . . .  (1) 
where the parameter of interest p = (p~ . . . .  , pp)' belongs to the p-dimensional Euclid- 
ean space R p and Yi = (X~, X~_ ~ . . . . .  X~_p+ ~)' for i = 0, ___ 1, + 2 .... Throughout we 
shall be assuming that 
0 < Var(e) < ~,  (2) 
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and 
all roots of  the equation x p - p lx  p- x . . . . .  pp = 0 are inside the unit circle. 
(3) 
Recall, say from Hannan (1970), or Brockwell and Davis (1987; p. 369), that under (2) 
and (3), the process {Xi} obeying (1) is stationary and ergodic. 
This paper is concerned with the strong consistency, the rates of convergence, and 
the Bahadur-Kiefer (Bahadur, 1966; Kiefer, 1967) type representations of a class of 
generalized M-estimators (GM) of p. To define these estimators, let ~ be a nondec- 
reasing and measurable function from R to R and g = (yl ..... gp)' be a vector of 
measurable functions from R p to R and define 
M(b) = (Mx (b), M2(b) ..... Mp(b))' 
1 
=/~,=~=xg(Yi-x)~k(X~ - b'Y~-l), beR p. 
A class of GM-estimators/~ of p, one corresponding toeach g and ~k, is defined by the 
relation 
I l n (~) l l  : inf  IIM(t)ll. (4) 
teR p 
This class of estimators i asymptotically equivalent to the class of estimators defined 
by Denby and Martin (1979) as a solution t of the equation M(t) = O. 
Observe that the choice of ~b(x)= x, g (x )= x yields the famous least squares 
estimator while the choice of ~k(x) = sgn(x) and g(x) = x yields the least absolute 
deviation (LAD) estimator of p. Moreover, upon taking 
~k(x) = x I ( Ix l  <~ k) + kx lx l - l I ( I x l  > k), 
g(x) : x / ( l lx l l  ~ k) + kxllxll-lI(l lxll > k), 
xeR,  
x ~ R p, 
one obtains Huber(k) type estimators of p. 
In general, the estimator t)corresponding to a bounded g and bounded ~b provide 
robust competitors to the least squares estimator. Their asymptotic distribution 
theory has been studied by Bustos (1982) and Koul (1991), among others. 
The almost sure convergence rate and the Bahadur-Kiefer type representation f an 
estimator provide a deeper understanding of its large sample behavior. They are also 
of fundamental importance in using the given estimator in sequential analysis. It is 
thus only natural to seek these types of results for the above GM-estimators. 
In order to state our results we now introduce additional assumptions. For 
technical reasons, it is convenient to separate the assumptions and the statements of
results according to the nature of the result and the smoothness of~b. For example, the 
a.s. consistency result is proved for general nondecreasing ff under the square 
integrability ofg(Yo) and ~b(e), the assumption that the function E~(e -x ) ,  x ER, is 
Lipschitz(1), and some other mild conditions on g. 
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On the other hand, different rates of convergence are obtained, depending on the 
nature of ~. If ~b has bounded second derivative, then, under some additional mild 
cond i t ions ,  I I~- t ' l l  =O(n-1/2(lnlnn)l /2),  a.s., and the remainder term in the 
Bahadur-Kiefer expansion of n 1/2(~ _ p) is of the order O(n- 1/4 In In n). But if ~ is just 
non-decreasing, then, under some additional conditions, II t~ - p II = O(n -  1/2(ln n)1/2), 
a.s., and the remainder term in the Bahadur-Kiefer expansion of nl/2(~ - p) is of the 
order O(n- 1/4(ln n)3/4). 
Here, and in the sequel, IIx II = Y 1 ~; ~ p x~, x ~ R p, and q~, ~ will denote the first and 
second derivatives of a twice differentiable function ~b from R to R. 
To begin with we shall state the assumptions required for the consistency result. 
(A) El~(e - x)l < ~,  xsR,  E~9(~) = 0, and E~/2(8) < ~,  
(B) With 2(x):= E~(~ - x) = ~q~(y - x)dF(y), xsR ,  
supl2(x + h) -  A(x)l -- O(Ihl), heR.  (5) 
xER 
Either 
x'g(y)y'x >i O, x, y e R p, (6) 
or  
x'g(.v)y'x <<. O, x, y ~ R p. (7) 
2 (x)=0 i f fx=0.  (8) 
Ellg(Yo)ll 2 < ~.  (9) 
We are now ready to state our consistency result. 
Theorem 1. Under the assumptions (A) and (B), we have 
lira I1~ - ell = o, a.s. (10) 
n~oD 
Next we turn to the rates of convergence and the Bahadur-Kiefer expansion of these 
estimators in the case of smooth ~k. For that reason we now state our additional 
assumptions for this case. 
(C) Function ff has bounded second derivative with the first derivative satisfying 
E~(8) > O. (11) 
Either 
(~ = o (12) 
or  
E(llg(Yo)l[ II Yoll 2) < oo. (13) 
E(x'g(Yo)Y~x) > O, xeR v, x :/: O. (14) 
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Remark 1. Note that (2) and (3) imply that EllYo[[ 2 < c~. Moreover, if 
E(~) = 0, (15) 
then, E(Yo) = 0. Therefore (14) is equivalent to assuming that the covariance matrix 
E(g(Yo)Y~) is positive definite. 
Notational conventions: Throughout this paper, all limits are taken as n ~ ~,  unless 
mentioned otherwise. By the statement 'Un ~< Kan, a.s.', for a sequence of r.v.'s {Un}, 
a sequence of positive numbers {an}, and for some K < ~,  we mean that 
lim sup Un ~< K, a.s. 
an 
Similarly, by 'Un/> Kan, a.s.', we mean 
lim inf Un/> K, a.s. 
an 
And, by ' lUnl  = O(an),  a.s.', we mean 
I Unl<<.Kan, a.s. fo rsome0<K<~.  
We are now ready to state the rate and expansion theorems for the case of smooth ~. 
Theorem 2. Under the assumptions (A)-(C), there exists a constant K < ~ such that 
t [ / )  - Pll ~< Kn-1/E(ln2n) 1/2, a.s., (16) 
where ln2 n = In(In n). 
Theorem 3. Under the assumptions (A)-(C), 
i(0)n -1/2 g(r i_ l ) r ;_ l  - p) - 
i 
where 
IIRnll = O(n-1/a(ln2n)), a.s. 
n 
1 ~lg(y i_ l )~(e i )+Rn ' v/-~,= (17) 
The proofs of these theorems are given in the next section. 
Remark 2. Observe that in the case of the least squares estimator, i.e., when g(x) = x, 
~/(x) = x, the assumptions (A)-(C) are implied by (2), (3) and (15). In other words, the 
a.s. rate and the Bahadur-Kiefer expansion with Rn = 0 are valid for the least squares 
estimator under the usual white noise assumptions of the errors. 
In the case of Huber(k) estimators, observe that ~/and g are bounded, and that ~b is 
absolutely continuous with a.e. bounded erivative. Thus, in this case (5), (6) and (9) of 
(B) are trivially satisfied as are the integrability assumptions in (A). Moreover, 
a sufficient condition for E~/(e)= 0 to hold is that F be symmetric around 0. 
Consequently, the Huber(k) estimators are a.s. consistent under (2), (3), and under the 
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same conditions on the score function qJ and the error d.f. F as required for their a.s. 
consistency in the linear regression setup. 
Note that the score function qJ is not smooth for the LAD and the Huber(k) 
estimators and hence Theorems 2 and 3 do not apply to these cases. We now give the 
assumptions eeded for stating their analogues to cover the case of nonsmooth ~b's. The 
lack of smoothness in ~ forces some higher moment assumptions on the errors 
and ~(e). 
(B1) The assumption (B) and the following hold: 
g(llg(Yo)llEllYoll) < oo. (18) 
There exists a Cl < ~ such that for all heR,  
El~b(el + h) - -  ~ / (e l ) [  2 ~ Cllh[. (19) 
For any sequence of vectors {g.~R p} with [qt/.l[ ~ 0 and for each 1 ~<j ~< p, 
P(~,i i.o.) = 0, (20) 
where 
~,j  = F n-1/2 max ( [g j (Y i -1)[¢(e i -  tl'nYi-1) - J-(I/;Yi-1)] 1) > (lnn)-l/2]. 
[_ l <~i<~n d 
(C1) The assumptions (13) and (14) of (C) hold. 
(Da) Suppose 2(x) exists in a neighborhood of 0 such that 
,~(0) < 0. (21) 
and 
IA(h)- ~(0)1 = O([h[~/2), as h~0.  (22) 
(El) For some c2 < ~,  r > (p + 8)/3, and every 1 ~<j ~< p and 6 ~< Ilxll, 
Elgj(Yo)(qJ(e~ -x'Yo + ~llYoll) - ¢ '(el)) l '  ~< c211xllL (23) 
as Ilxll--,0. 
Remark 3. Observe that (20) holds if 
lim sup E] 9j(Yo)~(e - X'Yo)[~ < ~,  
IIxll-~O 
for some z > 4 and for all 1 ~<j ~< p. 
To see this, let a. = nl/E(ln n)- 1/2. Then by the Markov inequality, and the station- 
arity of the underlying process, 
P(l~<,~<~max (,gj(Yi_l)[~b(ei-tl'n Y i - , ) -2 (q '~ Yi-1)] [ > a.)  
T+ l E([gj(yo)~b(e -- ~l',Yo)l~)(lnn)~/2 <~ 
/,/(r - 2)/2 
The claim now follows from the BoreI-Cantelli lemma and the above assumption. 
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The above condition is trivially satisfied in the case both g and ~b are bounded. It is 
implied by the finiteness of EIg(Yo)l ~, for some z > 4, in the case of bounded ~. 
Theorem 4. Under the assumptions (A), (B1)-(Dx ), there exists a constant K < ~ such 
that 
I~ -  pll ~ K(n-1/2(lnn)l/2), a.s. (24) 
Theorem 5. Under the assumptions (A), and (B1)-(E1), 
J . (O)n-1/2[i~=lg(Yi-1)Y~-l l(P-P)- 
where 
IIR.II = O(n-1/4(lnn)3/4), a.s. 
n 
1 ,=~lg(r~_l)¢(~i ) + R., 
x/~.= 
(25) 
The proofs of these two theorems are given in Section 3. The proof of Theorem 
5 uses a truncation argument and Freedman's (1975) inequality which requires the 
condition (El). If both g and ~k are bounded, such as in the Huber(k)-estimators, then 
one does not require this condition. More precisely we have the following. 
Theorem 6. Suppose that g and ~ are bounded and E~k(e) = O. In addition, suppose that 
(5), either (6) or (7), (8), (14), (19), and D1 hold. Then also (25) holds. 
In case g is an identity function and ~b is bounded we have the following result. 
Theorem 7. Suppose that gO') = Y, ~k is bounded, E~b(e) = 0 and 
Elel' < oo, for some z >8. 
In addition, suppose that (5), (8), (19), and D1 hold. Then also (25) holds. 
(26) 
Proofs of these theorems also appear in Section 3. 
Remark 4 (LAD estimator). Because of the importance of the LAD estimator, we 
shall now summarize our assumptions under which the above rate and expansion 
results are applicable to this estimator. Recall that in this caseg(.v) - y, ~k(x) - sign(x), 
and 2(x) - 1 - 2F(x). 
Now assume the following. 
The d.f. F has a unique median at 0 and a bounded ensity f 
that is continuous in a neighborhood of O. (27) 
Then it is easy to verify that (2), (3) and (27) imply the assumptions (A) and (B). 
Consequently, by Theorem 1 the LAD estimator is almost surely consistent. This 
result also appears in Bloomfield and Steiger (1983) while Dunsmuir and Spencer (1991) 
contains an analogous result in the ARMA setting. 
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and 
Now, if we additionally assume 
If(x) - f (0 ) l  = O(IxlX/2), Ixl ~0 ,  (28) 
E{el ~ < ~,  for some z > 4 (29) 
then we can verify that (B1), (C1), and (D1) also hold and, hence, by Theorem 4, the 
almost sure rate of convergence of the LAD estimator is O(n- 1/2(ln n)~/2). To our 
knowledge this is a new result. 
Finally, if we strengthen (29) to (26), then the LAD estimator admits the 
Bahadur-Kiefer expansion (25). We summarize all this in a corollary. 
Corollary 1. Suppose that the autoregression model (1)-(3) hold and the error df. 
F satisfies (27)-(29). Then (24) holds for the LAD estimator. 
In addition,/f(26) holds, then the LAD estimator also satisfies (25). 
2. Proofs of Theorems 1-3 
The following lemma will be used in our proofs of Theorems 1-3. 
Lemma 1 (Stout, 1970). Suppose that {Zi, i >1 1} is a stationary ergodic martingale 
difference sequence with EZ1 = 0 and EZ 2 < ~.  Then 
S, 
limsuP[2nEZ21n2(nEZ2)],/2 = 1, a.s. 
with S. = ~= 1 Zi and ln2 x = In(In x). 
Applying this lemma to the sequence {- Z~, i >~ 1 } yields that for some k < oc, 
IS.I 
lim sup [2nEZ2 ln2(nEZ2)]l/2 <~ k, a.s. (30) 
We also need the following observations summarized in the remark. 
Remark 5. The boundedness of the second derivative of ~b and E~(e) > 0 imply that 
~.(0) < 0 and 
I,~(h) - 2(0)1 = O(Ihl), as h ~ 0. (31) 
Moreover, (8) and ~ nondecreasing imply that t2(t) < 0, t ¢ 0. Hence, with 
C(x):= E(x'g(Yo)2(x'Yo)), xeR p, 
(6) and (9) imply 
C(x)<O, x~O,  x~R p, (32) 
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while (7) and (9) imply 
C(x)>0, x#0,  x~R p. (33) 
Another fact often used in the proofs is as follows. Recall, say from Brockwell and 
Davis (1987), that under (2) and (3), the process Xi, i = 0, + 1, + 2, ..., is causal and 
invertible. Therefore, from Theorem IV.2.3 on p. 204 of Hannan (1970), it is stationary 
and ergodic. Then from Proposition 6.31 of Brieman (1968), the r.v.'s 
{llg(Yi_l)llkllY~_xll r, i=0 ,  _+ 1 .... ,} are stationary and ergodic as are the r.v.'s 
{g(Yi_l)k@(e--b'Yi_l) ", i=0 ,  + 1,... }, for all b~R p, and for all (k,r)~[0, oo) 2. 
Consequently, from the Ergodic Theorem (ET), under (A), (9), (13) and (18), we obtain 
that 
1 n 
,~  IIg(Y~- x)ll k II ¥ i -  1 Ir --, E(IIg(Yo) II k II Yo lit), (34) 
~ g(r,_~)@'(e,- b'Y,-,)ll --" IlE(g(ro)@'(e~ - b'ro)) , (35) 
i=1 
almost surely, for various values of (k, r) between 0 and 2, and for all b • R p. Facts like 
(34) and (35) will be used repeatedly in the proofs. 
In all our proofs we standardize so that the true p is 0 and hence M(b) will stand for 
M(b + p) and b = ~ - p, where/) is defined at (4). 
Proof  of Theorem 1. It is enough to prove that for any ~/> O, 
Ilf, II ~< ~, a.s. 
Before proving (36), we introduce some useful facts. 
(36) 
Fact 1. There exists Ko < oo such that 
IIM(0)[I ~< Ko(ln2 n) 1/2, a.s. 
To see this, first observe that 
M(O) = 1 ~, g(Yi-1)~(ei). 
~i=1 
(37) 
Note that under assumptions (A) and (9) of (B), each component of the sequence of 
r.v.'s Zi = g(¥1-1)@(ei), i/> 1, satisfies the conditions of Lemma 1 with respect o the 
a-fields ~i -1  = a(¥o, el .... ,ei-l), i 1> 1. Hence (37) follows from (30) in an obvious 
fashion. 
To proceed further, let g = {eeR", Hell = 1}. For any beR p, b = be for some e~g 
and b = Ilbll/> 0. Therefore, we can write M(b) as 
M(b) = T(b, e) 
n 
(38) 
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We now state and prove 
Fact 2. For every e E ~ and t />  0, under (6), 
e'T(rh e) < ~-~C(tle)x/n < O, a.s., 
and, under (7), 
e'T(th e) > ~-~C(tle)x//-n > O, a.s., 
Use (32) and (35) to conclude that for every e~g and t />  0, 
lim e'T(tl, e ) = lim e'g(Yi-1)O(ei-  tle'Yi-1) 
= E(e'g(Yo)2(tle'Yo)) 
= rl- 1C(~le) < 0, a.s. 
This proves (39). The proof of (40) uses (33) and (35) and is similar. 
(39) 
(40) 
Fact 3. For every t />  0, there exists a c5 > 0 such that for every e~ E ~, 
sup le'T(tl, e ) -  e'lT(rl, el)l <<. I~lC(tlel)________~,x/n, a.s. 
e~8, lle-el11 ~<6 4r/ 
To see this, note that 
[ e'T(r/, e) - e'l T(r/, e,)[ 
(41) 
~< I (e - e x )' T(r/, e 1 ) I + I e l  ( T(~/, e) - T(r/, e t )) I 
~< JII T(r/, el)ll + liT(r/, e) - T(t/, el)[I. (42) 
Again by (35), (1/x/~)II T(r/, el)H -~ ttEg(go)2(rle'~go)ll, a.s. Therefore, by (5), (8), and 
(9), there exists a constant 0 < cl < ~ such that 
IIT(0, e,)ll ~< t,r/V/~, a.s., (43) 
where tl = c,EIIg(Yo)ll II Yolt. 
We claim that there also exists a constant 0 < t2 < oo such that 
NT(t / ,e) -  T(t/,e~)ll ~< 6t2x/-n, a.s. (44) 
To prove this, let g7 (x) - gj(x)I(gj(x) >~ 0), g]- (x) = gj(x)I(gj(x) < 0), and 
1 " 
T+-(rh e) = --~ni~= g +(Y,_ 1)if(e, -- tle'Yi-,). 
Then, 
liT(r/, e) -- T(r/, ex)ll ~< IIT+(r/, e) -- T+(t/, el)ll + IIT-(r/, e) - T -  (r/, el)ll. 
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Therefore, we shall assume that all components of g in T are nonnegative in the 
following proof of (44). 
Now, ~, nondecreasing and lie - ell[ ~< 6 imply 
T(r/, e) = T(r/, e 1 + (e -- e 1 )) 
n 
<<. ~g(Yi-1)~b(ei -- rle'lYi-1 + ~/~llYi-lll) 
v/-n,: -1 
and 
n 
T(rl, e) >>. 1 ~xg(yi_l)~b(ei _ rle,lYi_l _ ~l~llYi_lll)" -~,= 
Thus, by the ET and the assumption (5) of (B) there exists a constant 0 < t2 < oo, not 
depending on e, ex, such that 
liT(r/, e) - T(r/, el)ll 
g(Yi -1)[O(ei  - r lelYi-1) -- ~b(ei - t leiYi-1 + ~/611Y,-x II)] 
i=1 
1 =ln )'] -F ~ ~g(Y i - l ) [~(~, i -  ~le' lYi_ l )  -- @(g i -  ~le'lYi-1 - t/SllYi-lll 
,,/ n i= 
<. 5t2 v/~, a.s., 
thereby proving (44). 
Next, by the continuity of C(tle ) in e, the compactness of ¢, and (32) or (33), 
infeE#(1/r/) I C(t/e)] > 0. Therefore, (41) follows from (42) to (44) upon choosing 
0 < 6 ~< infe~#lC(r/e)l (45) 
4r/(~/tl + t2) 
Now, we are ready to prove Theorem 1. Let 6 be as above. In 8 select a set of finitely 
many points, say ~o = {el,e2 . . . . .  era}, such that for any eeS ,  there exist an ese¢  o 
with Ile - ejl[ <<. & 1 <~ j <<. m. 
Next, suppose (6) of assumption (b) holds. Then for every e ~ ¢, e'T(b, e) is nonincreas- 
ing in b. Therefore, by (39) and (41), there exists a constant - oQ < C < 0 such that, for 
all e~£ with lie - esll ~< 6 for an e~s ~o, 
e~ 6r, ~p>su r/ e'T(b, e) ~ sup e'T(r/,ee# e) 
1 max<.j<.m\(ejTOl, es )+ '  114~1 C(rlej)l~/-n) 
~< ~Cx//-n < 0, a.s. (46) 
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Now, suppose that (7) holds. Then, e'T(b, e) is nondecreasing in b, for every e6 8. 
Hence, by (40) and by an argument similar to the one used for (46), we obtain that for 
some 0 < C < ~,  
inf e'T(b, e) >>, inf e'T(q, e) 
eE~,b > r I e~f  
>/ min (e)T(rl, ej) - - l  lc(qej)l,~/-n) 
1 <~j<~m\ 4rl 
/> ~Cx/-n > O, a.s. (47) 
Combine (46) and (47) with the fact that 
IIM(b) ll -- Ilell lIM(b)ll 
>~le'T(b,e)l, b=be, b>~0, ee l ,  
to obtain that 
inf IIn(b)ll/> infle'T(rl, e)l > l lcl , , /~, a.s. (48) 
Ilbll > ~/ e~g 
q. - -  
Thus, if Ill, l[ > ,7, (48) will contradict the fact that 
[In(/~)ll ~< IIn(0)ll ~< go(lnzn) 1/2, a.s. 
This completes the proof of (36) and hence of Theorem 1. [] 
Proof of Theorem 2. Under the assumptions of this theorem, Theorem 1 also holds. 
Suppose that (10) is satisfied but (16) is not. 
Use the same notation as in the proof of Theorem 1. For the time bein 9 assume that 
(6) and (13) hold. 
Let r, = Kn- 1/2(ln2 n) 1/2 where K is a constant to be determined later. Using once 
again the nonincreasing property ofe'T(b, e) in b, for all e E g, and Taylor's expansion, 
we obtain, for e ~ ~, b > r., 
e'T(b, e) <. e'T(r., e) 
1 " r " 
~ ' w/~ ~=l ' )e'Yi-,(b(ei) = eg(Yi-1)~k(ei)-- -  eg( . 1 v/-~i 
+ rE" ~ e'g(Yi_l)(e'Yi_l)z~j(e,-- ¢,,) 
:= I~(e) -- Iz(e) + I3(e), (49) 
where ¢,i are some r.v.'s satisfying I¢.~1 ~< Ir, e'Yi-11. 
By (30), there exists a constant C1 < ~ such that 
1 ----1" 1)~k(el) suplll(e) <~ ~g(Y i -  <<. Cl(lnzn) l/z, a.s. (50) 
e65' ~ i  
178 
Let 
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C2(e) = E(e'g(Yo)Y~)et~(eq)), e~.8, C2 = inf C2(e). 
eE¢ 
By (11) and (14) of the assumption (C), C2 > 0. By the ET, for every ex e¢,  
I2(el) ~> KC2(el)(ln2 n) 1/2 1> -~( ln2  n) 1/2, a.s. (51) 
2 
Similarly, for a fixed ex ~¢ and for any ee¢  satisfying lie - el II ~ ~ with 6 > 0, 
26r, 
lI2(e) -- I2(el)[ ~<--2.~x//-n i=1 [[g(Yi-1)H II Yi-lll d/(ei) 
~< K6Ca(ln2n) 1/2, a.s., (52) 
where Ca := 2E(llg(go)ll IIYoJl~b(~l)) > 0, by (11) and (14). 
Now, let 0 < 6 < C2/2Ca and go = {el, . . .  ,em} be a finite subset o f~ such that for 
every ee#,  there exists an ekESO satisfying lie -- ekH <<. 6, 1 <<. k <~ m. Then, (51), (52), 
and the triangle inequality imply that 
inf [I2(e)[ /> K(~-6C3) ( ln2n)  1/2, a.s. (53) 
e~t~ 
As to Ia, by (34), the boundedness of ~; and (13), we obtain 
K 2 ln2 n 1 
suplla(e)l ~<- -  ~ IIg(E-1)ll IIYi-all 2 ~0,  a.s. (54) 
e~t~ V/H hi= 1 
Hence, (49), (50), (53), and (54) together imply that 
sup e'T(r,, e) <<. sup I I~ (e) l - inf 12 (e) + sup I Ia (e) l 
e~8 e~8 e~8 ee¢  
C1 <<.- -K (? - -6C3- -~- ) ( ln2n)  1/2, a.s. 
Hence, for a sufficiently small 6 >0 and K in r, large enough such that 
K((C2/2) - 6C3 - CI/K) > Ko, we obtain, similar to (48), 
inf IIM(b)ll/> infle'T(r,,e)l > Ko(lnEn) 1/2 ~>M(0), a.s. 
Ilbll > r. e~8 
This implies that 
IIf'll ~ r., a.s. 
This completes the proof of (16) when (6) and (13) hold. The details of the proof of 
(16) in the case of (7) and (13) are similar. They are left out for the sake of brevity. 
Moreover, it is clear from the above details that (12) makes (13) redundant. [] 
H.L. Koul, Z. Zhu/Stochastic Processes and their Applications 57 (1995) 16~189 179 
Proof of Theorem 3. To prove Theorem 3, let 
~:,:= ~ g(¥,-1)r;-1, ~::= E(g(ro)r;), 
i=1 
^ 1 n 
M(b) := ~ ,~1 g(Y' -1 ) [~k(e,) + b'Y,_t 2(0)]. (55) 
Define b + = argminb [[/O(b)[[. Then 
A(O)~,nb + = - Y .  g (Y , -1 )~(~, ) .  
i=1 
From (35) applied with b = 0 and (14), it readily follows that n- 1Zn has an a.s. positive 
definite limit ~. Therefore, from the definition of b + and (37), (14) of the assumption 
(C) and (30), we also obtain that for some K1 < oo, 
IIb÷ll ~< Kln-1/Z(lnzn) 1/2, a.s. 
Let s, = xn- 1/2(lnz n) 1/2, where x = max(K1, K) with K as in (16). Next, observe that 
R. :=/l~(b) - / l~(b + ) = ~nn)~(0)~v.(/~ - b + ). (56) 
Therefore, it suffices to obtain the convergence rate of R,. But, 
Rn = I IM(I,)- M(/~) + M(/~) - / l~(b +)11 
~<2 sup IIg(b)--~(b)ll, a.s. (57) 
Ilbll ~< s, 
Now, using Taylor's expansion of ~,, we readily obtain, for all Ilbll ~< s~, 
IIg(b) - M(b)II 
= ~i~= 1 g(Yi-1)[~¢(~i- b'Yi-1)- ~b(ei)- b'Yi-1 
1 
Sn --~i:~=lg(Yi- 1)•[ -1  [ - -  ~(~i )  - -  2 (0 ) ]  
1 i + g(Yi- ,)(b'Yi-1)2 ~(g i  - -  ~ni) 
i=1 
= s~I1 + I2(b), say, (58) 
where [~,il ~< snl[Yi-ll[, for all i. 
In view of (13), the boundedness of ~; and (34), we readily obtain 
sup Iz(b)=O(-~nS~  llg(Yi_l)ll llYi_lllZ ) 
Ilbll ~< s, i= 1 
= O(n-l/2(ln2n)), a.s. (59) 
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Next, observe that the summands in 11 are stationary ergodic centered martingale 
differences with respect to {~i-1}. Consequently, by (30), we readily obtain 
snI1 = O(n- 1/2(1n2 n)), a.s. Combining this with (56)-(59) completes the proof of the 
theorem under (13). The same argument proves the theorem under (12) with 
IIRnll-O. [] 
3. Proofs of Theorems 4 and 5 
The following lemmas are needed for the proofs of Theorems 4 and 5. 
Lemma 2 (Freedman, 1975). Suppose that S~ = ~= 1 Di is a sum of martingale differ- 
ences defined on the increasing filtration {ffi}, 1 <<. i <<. n, with IDil <<. a, a.s., 1 <<. i <~ n. 
Then for any r 1 > 0 and ct > O, 
. rl2 
P([S~ > r]]t~Ii~__lE(D2l~i_l)~ o~1)~<exp( 2(at/+ ~))" 
To state the next lemma recall the definition of T(b, e) from (38) and define 
1 
Es  T(b, e) = - -~ i=~=1 g(Yi-1)2(be'Yi-1)' 
S(b, e) = T(b, e) - E.~ T(b, e), 
Z(b,e) = e'E~T(b,e), b > O, e~g, 
h, = Kn-1/2(ln n) 1/2, K > O. 
Lemma 3. Under the assumptions (A) and (Bx), there exists a constant 0 < xl < oo (not 
depending on K of h,) such that 
suple'S(h,, e)l ~< Xl(lnn) 1/2, a.s. (60) 
eed' 
I f  in addition (D1) holds then, 
sup Z(h,, e) <~ K (In n) 1/2 a)~(0)) < 0, a.s., (61) 
eee  Z 
where 0 < a := SUpeege'Z,e < ~,  with ~, as in (55). 
Proof. Let Sj denote the jth component of S, 1 ~< j ~< p. We shall first prove that 
max I Sj(h,, e)[ ~< xx (In n) 1/2, a.s. for every e e g, (62) 
1 <<.j<~p 
and that for some 0 < D < ~,  for every 0 < 6 < 1, and every el e 8, 
sup Sj(h,,e) - Sj(h,,el)l <~ 61/2(2xl + KD)(lnn) 1/2, a.s. (63) 
l <<.j<~P, lle-etll <~6 I
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To prove (62), fix a 1 ~< j ~< p, e ~ g and let 
1 
Di:= ~gj(Yi-1)[~/(ei - hne'Yi-~) - 2(h.e'Yi-1)J, i = 1,2, . . . ,n 
V.:= ~ E(D21~i_I). 
i= l  
Then 
Sj(h., e) = ~ Di. 
i=1  
For any r/, > 0, a. > 0, and a, > 0, let 
~¢.= [,Sj(hn, e)l > rln], ~"= II <~i<~nmaX IDiJ <~ a. 1, cd. = [g. <~ ~t.]. 
Now, (20) of assumption (B1) implies that for a. >1 (lnn)- ~/2, 
P (~,  i.o.) = 0, (64) 
where, for any event B,/~ is the complement of the event B. 
Moreover, with Cl as in the assumption (19) of (BI), and for all n >~ 1, 
E(D~ I ~,_  ~ ) <~ l_g~ (Y,- ,)E(~h2(e ~_ h.e'Y,_ 1 )l ~i--1 ) 
n 
2{g2(Y/ -  1)E([-~(~ i -- h.e' Y,-t) - ~(~,)32 Io~,- 1) + gj(ZY,-,)E~b2(e,)} 
n 
<% 2{clh,gZ(Yi-1)llYi-1 [I + gj(2 y i_, )E~/2(~,) }, 
n 
4.% 2-{c,h.llg(E_,)ll211L_, II + IIg(L-1)II2 E~'Z(~)}, 
n 
so that for all n t> 1, 
2"  
V n ~ ~ i~=1 [clh. IIg(¥~- 1)112 II Yi-1 II + tlg(¥~- ~)112 E~/2 (~ 1 )]" 
Hence, by the ET, there exists a constant C < ~,  not depending on j or e, such that 
lim sup V. -%< C < ~,  a.s. 
.~oc,  
This implies that 
p(c~. i.o.) = 0, 
as long as we take ~. > C when n is large. 
(65) 
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Next, by Lemma 2, 
Take tl, = xl(lnn) 1/2, a. =(lnn) -1/2 and e, = ~Cl. The right hand side of the above 
inequality is no larger than 
2 exp( ~c~4~qln n) 
which is summable when ~1 > max(4, C) (to make sure that (65) also holds). Under 
this setup, we have 
P(~¢, n ~,  n cal, i.o.) = 0. (66) 
Finally, (64)-(66), combined with the fact that 
d.  __ (d .  n.~. ,q ~,) u.~. u cg., 
yield 
P (d .  i.o.) = 0. 
Since the maximum in (62) is over a finite set, this completes the proof of (62). 
To prove (63), arguing as in the proof of (44), assume that all components ofg are 
nonnegative. Let A./= h.5 II Yi- t II, 1 ~< i ~ n. Fix a 1 ~< j ~< p and an el e ~. Then, just 
as in the proof of (44), ~ nondecreasing implies 
sup I Sj(hn, e) - Sj(hn, el ) l  
eeg, lle - elll ~<5 
1 " 
<~ - '~  E g j (Y i - l ) [~k(e i  - h,e'lYi-1 + Ani) -- ~(~i - hne' lYi -1) 
i =1 
t ! 
-- 2 (h .e1¥ i -1  - A. i )  + 2(h .e l¥ i -1 ) ]  
+ ~ ~ Oj(ri-,)[~(e,i- hne'lri-1)- ~(ei- h.e'lYi-1 - A.i) 
N/ n i= l  
- 2(h.e'~¥~-l) + 2(h.e'~Y~_l + A.i)-I 
+ - A. , )  - + A . , ) ]  
N/n i= l  
= A1. + A2. + As., say. (67) 
By (5), for some finite constant dl and for all n/> 1, 
h3n <~ 4d l JK ( lnn)  l /2n -1  ~, Igj(Y,-1)I IIY,-IlI. 
i=1  
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Hence by (34) applied with k = 1 = r, 
A3n <<, DKf(ln n) 1/2, a.s. (68) 
where D := 4pl/ZdlE( IIg(Yo)ll II I1o 11 ). 
Next, note that the summands in A1. are centered martingale differences with 
respect to the {~-i-1, i ~> 1}. Thus once again an argument similar to the one used in 
the proof of (62) and by Lemma 2 applied with r/, = 61/2xl(lnn) 1/2, ~. = 4h.6D1, 
a, = (lnn)- 1/261/2, where 
O1 := c l E(llg(Yo)ll II ¥o II), 
will yield, for the same xl as in (62), that 
AI. <~ 61/2xl(lnn)l/z, a.s. (69) 
Similarly one obtains the same bound for A2. as in (69) and (63) readily follows from 
this observation combined with (67)-(69). 
Now, we are ready to prove (60). Fix a 0 < 6 < 1. In g select a set of finitely many 
points, say ¢o = (ex,e2, ...,e,,}, such that for any e~g there exists an e~ego with 
l i e  - esll <~ 3. By the triangle inequality, (62) and (63), 
suple'S(h.,e)l,~¢ <<. 1 <.k<~m[_le-edl<~amax ~ sup I IS(h.,e)- S(h.,ek)ll + 611S(h.,ek)ll] 
<~ p61/2(3xl + KD)(lnn) 1/2, a.s. 
Now (60) follows upon choosing 61/2 <<. x1/(3xl + KD)p. 
To prove (61), recall the definition of ,~,, I; from (55) and rewrite 
1 " ---1 ~nn Z(h,, e) = ~ e'g(Yi-1)[2(h,e'Yi-l) - h.e'Yi-12(O) + e'~,e2(O) 
= Zl,(e) + Z2n(e ), say. 
From (8), (22) and the ET it readily follows that 
sup lZl,(e)l = O(n-1/4(lnn)3/4), a.s. 
e~o~ 
Next, from (14) and the ET, 
I Zz,(e) - K(ln n)l/Ze',Se2(O)l 
sup * 0, a.s. 
eee K(ln n) l/z 
Hence, by (21), 
K 
supZ(h., e) ~<-g-(lnn)l/2a2(O) < 0, a.s., 
eEe Z 
thereby proving (61). [] 
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Proof  o f  Theorem 4. As in the proof of Theorem 2, first suppose (6) holds. Then, by the 
nonincreasing property of e'T(b, e) in b, and by (21), (60) and (61), one readily 
concludes that for K > - 2~1/a2(0) 
sup e'T(b,e) <~ supe'T(h, ,e)  
e~d~,b > h. eE~ 
<~ suple'S(h., e)l + sup(Z(h., e)) 
e~g e~g 
<~ (~1 + KaA(O)/2)(ln n) 1/2 < 0, a.s. (70) 
The rest of the argument is similar to the one used in the proof of Theorem 2. 
Suppose that Theorem 1 is true but (24) is not. Then, by an argument similar to the 
one used for (48), and in view of (70), we obtain that 
inf IIn(b)ll f> in f le 'T(h, ,e) l  
Ilbll > h. eeg 
/> IXl + Ka2(O)/2l(lnn) 1/2 
> Ko(lnn) x/2, a.s. 
by choosing K > - 2(xl + Ko)/a}.(O) which provides a contradiction to the fact that 
IIM(f,)ll ~< IIM(0)ll ~< Ko(lnn) 1/2, a.s. 
This completes the proof of Theorem 4 under (6). The details of the proof under (7) are 
similar and are omitted for the sake of brevity. [] 
Proof of Theorem 5. Observe that (56) and (57) still hold here. But, the remaining 
argument of the proof of Theorem 3 is changed as follows. Now rewrite 
n 
M(b) - .(l(b) = -~ ,~= i g( Yi -1 ) [ ~(~, - b'Y~. l ) - ~(~,) - 2(b'Yi - ~ )] 
1 " 
+ -~n~:g(Y i -x ) [2 (b 'Y , -O  - b'Yi-12(O)] 
= Ix(b) + 12(b), say. (71) 
But, by (22) and (13), 
sup ll/2(b)ll = O(1-'~--h3n/2 ~ Ilg(Yi-1)[[ IlYi-ll[ 3/a 
=- O(n-1/4(lnn)3/4), a.s. (72) 
Thus to prove (17), it remains to prove 
sup I[Ii(b)[I = O(n-1/4(lnn)am), a.s. (73) 
llbll ~< h. 
It suffices to prove (73) for each Ix j, where I~j denotes the jth component of 11, 
1 ~< j ~< p. The proof below is given for a fixed 1 ~< j ~< p. 
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Again, as in the previous proofs, assume that all components ofg are nonnegative. 
Let ~ .  = {heR p, Ilbll ~< h.}. For a 0 < 6. ~< h,, divide ~.  into m. parts ~.1, ... ,~,m. 
such that the diameter of each ~.k is no larger than 6. and m. ~< (2x//ph.6~ - l)p. Fix 
a point tke~.k, k = 1, ... ,m.. Hence, for any be~, ,  lib - tkll ~< 6, for some tk and 
t 'kY~- i - -6.11Y, -x l l  ~b'Y~_~ <<.t'kYi-i + 6. IlL-all, 1 <<,i<~n. 
By the nondecreasing and nonincreasing properties of ~ and 2, respectively, we 
have 
n 
Itj(b) <~ 1 ~=lgj(Yi_l)[~(e,_ t'kYi-1 + 6.11Y~-111)- qJ(e,) 
- ~.(t~Y~_, + 6.11 ~- ,11) ] ,  
1 ~, g j (Y i -1 ) [~(E i - - t tkY i -1  - -  6,11Y/-II]) - IP(~i) I l j(b) >~ -~ i=1 
Clearly, (73) is implied by 
- ~( t ' kY , -x  - 6.11Y,- l l l ) ] .  
and 
(74) 
(75) 
sup [RHS(75)I = O(n-1/4(lnn)3/4), a.s. (77) 
l<<.k<~m. 
To prove (76), observe that 
n 
RHS(74) = 1 ~=loj(yi_x)[d/(e i --t'kYi-~ + 6.1lYi-~ll) - ¢,(~,) 
- -  ) . (t 'kYi-  i - -  6.11Yi-t[[)] 
1 
gj(Y,_ ~)[A(t'~Y,_ ~ - 6.11Y,-IlI) 
-'[- N//~ i = l 
- 2 ( t 'kY~_~ + 6.11Y~-~II)] 
:= A~(k) + A2(k), say. 
By (5) of (B), there exists C < oo such that 
max Ia2(k)l <<, C6. ~ g1(¥~-~)11¥~-~11, 
l <<.k<~m. ~i=1 
so that by the ET, 
max [A2(k)l = O(n-l/4(lnn)3/4), a.s. (78) 
l~k<~m.  
sup I RHS(74)I = O(n-1/a(lnn)3/4), a.s. (76) 
l<~k<~m. 
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as long as we take 6. ~< n- 3/4(ln n) 3/4. To complete the proof of(76), it remains to show 
that 
max IAa(k)l = O(n-1/4(lnn)3/4), a.s. (79) 
l<~k<~m. 
To that effect, let 
1 
d,(k) = ~--~nngl(Ye_ x)[~b(~,- t'kY~-i + 6. IIY,- ill) - ~/(~,) 
- 2(t'kYi-1 -- ~.IIY,-III)-I, 
V.(k) = ~ E(di(k)2[~,-1).  
i=1 
Then for any positive numbers a,, r/,, and ~., we have 
I max IAl(k) l>~/.]  
l<~k<<.m. 
max 
U(~k [Vn(k)>°~n]~L)(UF/ \k  kl<~i<~nmaX [d i (k ) [>a. ] )  
:= D.1 • D.2 w Dn3 , say. (80) 
First, by (19) of assumption (B1), for some C1 < ~,  
E(d i (k)2 l~i -  1 ) 
<. 1 g2(y~ _ 1)E( [~k(e, - t'kYi-1 + ~. II Yi - ~ II) - tP(e,)221 ~, -  1) 
n 
<~ Clh"g2(yi_ l )[ lY i_ l l l ,  1 ~< i ~< n, n >/1, a.s., 
n 
so that, by (34), 
max V,(k)=O(n-1/2( lnn) l /2) ,  a.s. 
l<~k<<,m, 
Therefore, there exists a K < 00 such that, with ct. = Kn-x/2( ln n) 1/2, 
P(D.2 i.o.) = 0. (81) 
Moreover, with r as in the assumption (El), there exists a C < ~ such that 
E(la l  (k)l') <~ n-¢/2(fElal(Yo)Uq/(el - t'kYo + 6. IIYolI) - ¢(el)] I¢31/¢ 
+ [E191(Yo)E2(t'kYo -- 6,ll rol l )  - 2(0)]  I']x/~) ~ 
<~ 2n-'/2Elo~(Yo)[~b(el - t'kYo + 6.[[Yoll) - ~O(ea)] I s
<< Cn-~/Zh~, 
= CK~n-~(ln rt) ~/2. (82) 
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Therefore, 
P max Idi(k)l > a, <~ ~ P(Idi(k)l > a,) 
1 <~i<~n k=l  i=1 
mn 
<~ aZ~n ~ E(Idl(k)l ~) 
k=l  
m,,C K~(ln n) ~/2 
~< ~ ~- 1 (83) 
ann 
Upon taking a.=n-l/4(lnn)- l /4, 6n=n-3/4(lnn) 3/4, and using the fact that 
m. <~ (2x//-ph,6~ - 1)p, the right hand side of (83) is summable because z > (p + 8)/3. 
Thus, by the Borel-Cantelli lemma it follows that 
P(Dn3 i .o.) = 0. (84) 
Now, apply Lemma 2 with ~/= t/, = Kn-1/4(ln n) 3/4, or,, = Kn-x/2(ln n) 1/2 and a, 
as above, in a fashion as in the proof of (66), to conclude that for sufficiently 
large K, 
P(D.t i.o.) = 0. 
This together with (80), (81) and (84) yields (79), and hence (76). The proof of (77) being 
similar, this also completes the proof of (73). Upon combining (73), (72) with (71), we 
obtain 
sup IlM(b) - ~r(b)II = O(n- 1/4(ln n)3/4). 
Ilbll ~< h. 
Combine this with (56) and (57) to conclude the proof of Theorem 5 in an obvious 
fashion. [] 
Proof of Theorem 6. Note that in the above proof the assumption (El) was used only 
to carry out the truncation argument with the help of Freedman's inequality so as to 
verify (79). But, if both g and qJ are bounded, i.e., for some finite constant c, 
sup IIg(x)ll ~< c, supl~(x)l ~< c, 
x~ p xeR 
then one can verify (79) directly as follows. First, replace the relation (80) by the 
following: For any positive numbers ~/. and ct., 
I max 'Al(k)l > r/" 1 l<~k~m. 
:= B. uD.2,  say. (85) 
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Now, apply Lemma 2 with q=q.=Kn-1 /4( lnn)  3/4, ~.=Kn-1/2( lnn)  1/2 and 
a. = 3n-1/2c in a fashion as in the proof of (66), to conclude that for a sufficiently 
large K, 
P(B, i.o.) = 0. 
This, (81) and (85) then imply (79). The rest of the proof is the same as that of the 
previous theorem. [] 
Proof of Theorem 7. As in the previous proof we need only to modify the proof of(79). 
Note that now #x(Yi- 1) - X i -  1. Also because ¢, is bounded, we need only to truncate 
{Xi-1}. Accordingly, we now replace the relation (80) by the following relation: For 
any positive numbers a., rh, and ~., 
I max [Al(k)' > r/"l l<~k<<.m. 
[ 1) -= [IAl(k)l > t/,] n [V.(k) ~< ~,] c~ max ~< a, l <~i<~n 
)([ 1) w [V. (k)>a. ]  w max - ->a .  l <~ i <~ n N/n  
:= C.1 w D.2 u C.3, say. (86) 
Now, again apply Lemma 2 with t /= t/. = Kn-1/4(In n) 3/4, ~. = Kn-1/Z(ln n) I/2 and 
a. = n-1/4(1n )-1/4 in a fashion as in the proof of (66), to conclude that for a suffi- 
ciently large K, 
P(C,1 i.o.) = 0. (87) 
Next, by (3) and (26), EIXo[ ~ <~,  with z as in (26). Hence, with a. as above, by 
stationarity, 
l~i<,n V/n > a. ~ \X//- ~ > a. <~ nl~/4)_ 1 , 
which is summable in n because z > 8. Therefore, 
P(Cn3 i.o.) = 0. 
This, (81), (86) and (87) then imply (79) in the present case, thereby completing the 
proof of the theorem. [] 
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