A range of values of a real function f : Ed + Iw can be used to implicitly define a subset of Euclidean space Ed. Such "implicit functions" have many uses in geometric and solid modeling. This paper focuses on the properties and construction of real functions for the representation of rigid solids (compact, semi-analytic, and regular subsets of Ed). We review some known facts about real functions defining compact semi-analytic sets, and their applications. The theory of R-functions developed in (Rvachev, 1982) provides means for constructing real function representations of solids described by the standard (non-regularized) set operations. But solids are not closed under the standard set operations, and such real function representations are rarely available in modem solid modeling systems. More generally, assuring that a real function f represents a regular set may be difficult. Until now, the regularity has either been assumed, or treated in an ad hoc fashion. We show that topological and extremal properties of real functions can be used to test for regularity, and discuss procedures for constructing real functions with desired properties for arbitrary solids.
Introduction

Complete representations of solids
The origins of current (Western) theory of solid modeling can be traced to 197Os, when various mathematical models for rigid solids were proposed. Notably, a compact, regular, and semi-analytic set of points in E3 has been accepted as a standard model in solid modeling (Requicha, 1977; Requicha and Tilove, 1978) ; such sets are called r-sets. 1 The choice of a mathematical model is determined to a large extent by its computational properties; given a geometric model S, many technical difficulties arise from the necessity to algorithmically distinguish between the points of the following sets:
l Closure kS, the set of points p such that every neighborhood of p contains points of S;
l Exterior eS = 4, or a complement of S with respect to Ed; l Interior is, the set of all interior points of S that can be also defined as (-k(-S)); and l Boundary dS = kS n keS, the set of points whose neighborhoods contain points of both iS and eS. For example, because solids are homogeneously three-dimensional, their mathematical models are required to be regular (Requicha and Tilove, 1978) . By definition, a set S is closed regular if kiS = S; intuitively this means that S does not have any "dangling" boundaries. One important property of r-sets is that they are closed under regularized set union (u* ), intersection (n* ), and difference (-') operations, forming a Boolean algebra (Kuratowski and Mostowski, 1976, p. 39) . This facilitates the representation of solids in terms of Boolean operations on simpler solids, which is crucial in user interfaces and many applications.
A representation scheme associates with every r-set a syntactically correct tinite symbol structure, or representation, from a particular representation space. Probably the most important property of a representation scheme is its completeness; complete representations define solids (r-sets) unambiguously. Given a complete representation of solid S, it should be possible to decide for any point p E E3 whether p is in S, or out of S. In other words, the characteristic function of S <(P,S) = 1 ifpES, 0 otherwise
( 1) can be computed, at least in principle. As a matter of practical necessity, it is sometimes also desirable to distinguish between the interior iS and the boundary dS; thus, completeness is often identified with the ability to construct a point membership classification (PMC) function (Requicha and Voelcker, 1977) PMC(p,S) = { in ifp EiS, on if p E dS, (2) out if p E eS, where exterior eS is defined as the set complement -S. Note that the ability to perform PMC does not make a representation scheme any "more complete", ' There are also alternative mathematical models for solids based on closed two-dimensional manifolds (see (Hoffmann, 1989) for references) and on open regular sets (Arbab, 1990 ), which we shall not discuss in this paper.
because the boundary aS is topologically well defined once the characteristic function < for S is known.
At least six families of informationally complete representation schemes are currently known (Requicha, 1980) ; two of the most widely used representation schemes have been studied formally: constructive solid geometry (CSG) (Requicha and Voelcker, 1977) and boundary representation (b-rep) (Silva, 198 1) . Other formal properties of various representations, such as validity and uniqueness, seem to be well understood (Requicha, 1980) . Relationships between distinct representation schemes and conversion algorithms have also been studied (Shapiro, 199 1) .
Implicit real functions
In all representation schemes, PMC sooner or later reduces to a number of simpler PMCs against "primitives" in the representation scheme. The primitives in CSG are typically halfspaces defined by inequalities f (x, y, z) > 0, in boundary representations the primitives are typically surfaces f (x, y, z) = 0 containing a solid's faces, and so on. Primitives may be thought of as the letters in the alphabet of a representation scheme. While the semantics of a representation is usually determined using set operations, incidence relationships, combinatorial structures, and topological properties, the semantics of a primitive is very simple: it is defined by a range of values of some real function f (x, y, z ). Such functions are often called "implicit", because they represent subsets of E3 that are not specified explicitly by their boundaries or parameterizations.
Many practical uses of real implicit functions representing solids are well documented, and a comprehensive survey is beyond the scope of this paper. Such functions have been used to perform PMC tests in early solid modeling systems (Okino et al., 1973) . They have been used extensively to model blends and offsets, for example in (Ricci, 1973; Rockwood, 1989 ) (for a survey on this subject the reader is referred to (Woodwark, 1987) ). Restricted types of real functions have been employed to define surprisingly rich classes of solids whose shape that can be parameterized and manipulated (Barr, 198 1; Hansen, 1988 ) . Implicit functions defining the geometry of physical environments and obstacles have provided a basis for solving problems of motion planning and control in robotics and manufacturing (Khatib, 1986; Koditschek, 1989; Rimon and Koditschek, 1990) . The use of such functions has been advocated for interactive modeling and animation by (Blinn, 1982; Wyvill et al., 1986; Bloomenthal and Wyvill, 1990 ) and many others. It has been demonstrated in (Kantorovich and Krylov, 1958) that some boundary value problems of mathematical physics can be solved without domain discretization, if appropriate real functions defining the domain are known (see Appendix A.2). This has led to the development of a new powerful theory, methods, and systems to approximate the solutions to partial differential equations (Rvachev, 1967 (Rvachev, , 1974 (Rvachev, , 1979 Rvachev and Rvachev, 1979) . At the same time, implicit functions facilitate polygonization (Bloomenthal, 1988) and computation of simplicial approximations (meshes) of surfaces and domains (Algower and Georg, 1990; Widmann, 1990) . Finally, the ability to encode geometric information in terms of real functions has allowed new formulations and solutions of many geometric placement and optimization problems (Stoian, 1975; Stoian and Yakovlev, 1986 ) (see also Appendix A. 3 ) .
However, real functions with the desired properties can be difficult to construct for complex objects. Various techniques can be used to obtain sufficiently smooth approximations as in (Ricci, 1973) and (Blechschmidt and Nagasuru, 1990) . For animation and visualization purposes (Blinn, 1982; Wyvill et al., 1986; Bloomenthal and Wyvill, 1990; Hansen, 1988) , interactive control and "clay-like" deformation properties of represented sets can be more important than the specific function behavior at a point, and many ad hoc techniques seem to work well. Such approximations are also important for smoothing and blending applications, but they require much more care and a sophisticated control (Woodwark, 1987) . Many authors suggest that desired real functions can be defined procedurally, i.e. encoded by an algorithm that returns some (usually heuristically obtained) values (Ricci, 1973; Wyvill et al., 1986; Bloomenthal and Wyvill, 1990) . This approach may not be acceptable for many applications, where the formal properties of real functions are important. For example, numerical robustness is addressed in (Algower and Georg, 1990; Widmann, 1990; Kalra and Barr, 1989) , issues of convergence arise in (Blinn, 1982; Hansen, 1988) , and differential and topological properties are crucial in (Rvachev, 1982; Koditschek, 1989; Rimon and Koditschek, 1990) .
The distinction between a primitive and a "non-primitive" object is not entirely clear in this context. What is the class of solids for which functions with desirable properties can be constructed? Are such representations complete in the sense of (Requicha, 1980) ? What are the properties of these real functions and how are they related to other representation schemes? This paper provides answers to some of these questions using both known and new facts about real functions for representing solids.
Characteristic and PMC defining functions
We say that a real valued function f : Ed + R (implicitly) defines a set S c Ed, or f is a characteristic defining function for S, if f-'(X) = S for some X c R.
(3)
Here X is the range of real values of f that (implicitly) characterizes which points of the Euclidean space Ed belong to S, and f can be trivially transformed 'into the characteristic function ( 1 ), thus completely defining S. 2
ZWe shall see below that additional properties of real functions could be taken into consideration to construct characteristic functions. We will not call such functions characteristic defining, unless they satisfy the above definition.
For example, (Ricci, 1973) relied on non-negative real functions, called solid defining functions,
>l ifp E eS.
According to our definition, f is a characteristic defining function because S is the set of points f-l ( (0, 1 ] ). Similar functions are employed in (Barr, 1981) , (Hansen, 1988) , and (Blechschmidt and Nagasuru, 1990) . Instead of 1 in Eq. (4), other arbitrary threshold values can be chosen to obtain and control similar defining functions (Blinn, 1982; Wyvill et al., 1986) . If 1 is chosen as the threshold value, a characteristic defining function for the closure of the complement of the defined set, k( -S), is conveniently given by the real function 1 /f. Many engineering and scientific applications (Algower and Georg, 1990; Rvachev, 1982; Widmann, 1990; Khatib, 1986; Koditschek, 1989; Rimon and Koditschek, 1990 ) take advantage of set representations by functions of the form
Clearly, w is also a characteristic defining function for the set (w > 0) = w-l ( [ 0,~) ). There is an infinite number of possible characteristic defining functions; all of them are "equally complete" and can be mapped into each other. For example, (Blinn, 1982) and (Woodwark, 1987) 
Both functions (4) and (5) also distinguish between the boundary and the interior points of S, which is not required by our definition of a characteristic defining function. Thus both functions actually specify the PMC procedure. Such characteristic defining functions for S will be called PMC defining functions for S. When the set S is clear from the context, we may refer to corresponding real functions simply as characteristic (or PMC) defining. It should be apparent that not every characteristic defining function is also PMC defining.
In the sequel, we focus on the properties and construction of characteristic and PMC defining functions for solids, i.e. compact, regular, and semi-analytic sets. We restrict ourselves to characteristic defining functions w for a solid S, such that s = (w 2 0) E {p 1 w(p) > 0). which is not regular in E2.
Fig. 1. Defining functions for closed sets and solids
Similarly, it will be understood that PMC defining functions for S must satisfy Eq. (5). Analogous results for other characteristic and PMC defining functions can be obtained using simple transformations such as Eq. (6). In general, assuring solidity of S may be difficult, though various heuristic arguments have been used (e.g. see (Ricci, 1973; Barr, 1981) ). Consider a family of real functions Wi (x, y) = rf -x2 -y2, where Ti is a constant. For any finite value ~1, (w i 3 0) defines a two-dimensional solid disk ( Fig. 1 (a) ) . Fig. 1 (b) shows that a function -w2 = x2 + y2 -rj defines an unbounded closed subset of E2 which is not topologically solid. The intersection of the two sets (~1 3 0) and (-w2 2 0) could be defined by a real function min ( ~1, -w2 ) (Rvachev, 1967; Ricci, 1973) . The defined set is a solid when rl > r2 ( Fig. 1 (c) ). If rl < r2, this function defines the empty set 0, and, when r-1 = r2, the defined set is not regular in E2 ( Fig. 1 (d) ).
In Section 2, we review some of the known facts about characteristic defining functions for compact semi-analytic sets, drawing heavily on the theory of R-functions developed in (Rvachev, 1982) (see also Appendix A). This material is not new, but some established results are rarely acknowledged in the literature.
Section 3 focuses on the relationship between topological and extremal properties of characteristic defining functions and the regularity of the represented sets. These results are used to establish necessary and sufficient conditions for a real function to be PMC defining and to derive a systematic procedure for constructing such functions.
Real functions for compact semi-analytic sets
Continuous bounded functions for compact sets
Given two topological spaces A and B, it is a fundamental topological fact that a map f : A -+ B is continuous if and only if f ml (X) is closed in A for every closed X c B. This fact can be used to show that, if w : Ed + R is any continuous real function, then inequality (w > 0) defines some closed set S C Ed. Conversely, for any closed S c Ed, let be the minimum Euclidean distance from a point p E Ed to the boundary dS of the set S. Then it is easy to see that
is a continuous PMC defining function for S. The set of all continuous PMC defining functions for a set S is closed under addition and scalar multiplication, forming a linear vector space. It is apparent that closed sets are naturally defined using continuous real functions. But a stronger result is also known.
Proposition 2.1 (Rvachev and Rvachev, 1979) . Let S c Ed be a closed set.
For any such S, there exists a PMC defining function w : Ed --t R such that w E C".
If in addition S is a bounded set, it follows immediately that any such continuous function w is bounded on S. Thus, for every compact S c Ed there exists a real, m times continuously differentiable, and bounded PMC defining function w.
Semi-analytic sets
The class of C" real functions properly contains the class of real analytic functions. A real function f(x) is called analytic at a point x0 if it can be represented as the sum of a convergent power series:
for all x in some neighborhood of x0. Note that analyticity is defined only at a point and therefore is a local property. Polynomials, the trigonometric functions cosx and sinx, and the exponential function ex are all examples of functions that are analytic everywhere. The class of analytic functions is closed under addition, multiplication, inverse, and composition, and possesses other attractive properties.
Unfortunately, analytic functions are not good candidates for defining solids because they cannot be used to describe many common objects. For example, there does not exist any analytic characteristic defining functions for a simple rectangle (Rvachev, 1982) : the analyticity breaks down at the corner points.
The rectangle (and all solids) belongs to the class of semi-analytic sets.
Semi-analytic sets were first suggested and studied in (Lojasiewicz, 1964) as a natural generalization of semi-algebraic sets. They can be defined locally (at every point) as a finite Boolean combination (i.e. a finite sequence of unions, intersections, and complements) of sets {x E Ed 1 f; > 0}, where f; are real analytic functions. If S is a semi-analytic set, then the closure kS, interior is, boundary dS, and connected components of S are also semi-analytic.
Furthermore, all semi-analytic sets have "well-behaved" boundaries and can be triangulated. In that sense, bounded semi-analytic sets are finitely describable.
These attractive properties were observed by Requicha (1977) , who suggested that semi-analytic sets constitute the appropriate class of mathematical objects for solid modeling.
In summary, while not all semi-analytic sets can be defined by real analytic functions, a PMC defining C O" function exists for any closed semi-analytic set. Of course, such an existential statement is not very useful unless we can actually supply a method for constructing appropriate functions for any semi-analytic S. By definition, any semi-analytic set can be defined, at least in principle, using set operations on some "primitives"; each primitive would be specified implicitly by the sign of some real analytic function f;:. If a method for constructing characteristic defining functions from such set-theoretic expressions can be found, we would indeed achieve the goal of representing semi-analytic sets using real functions. It turns out that such a method is well known from the theory of R-functions developed since the 1960s (Rvachev, 1967 (Rvachev, , 1982 . A detailed survey of this theory and its applications is beyond the scope of this paper (but see Appendix A); the following discussion has the rather limited goal of establishing the relationship between Boolean (logic or set) operations and certain real functions.
R-functions
Some real-valued functions of real variables have the property that their signs are completely determined by the signs of their arguments and are independent of the magnitude of the arguments. For example, the function Wi = xyz can be negative only when the number of its negative arguments is odd. A similar property is possessed by functions x + y + Jxy + x2 + y2 and xy + z + Iz-yxl, and so on. In contrast, the signs of many functions (like xyz + 1 and sinxy) depend not only on the sign of the arguments but also on their magnitude.
Besides the partition of real numbers according to their sign, there are many other choices for partitions of real numbers (e.g. into all real numbers in interval [0, 11, and the rest of the real numbers). In general, any such partition of the real line is based on some criterion, which also determines a set of those real functions that in some sense "inherit" the partition criterion.
Such functions are called R-functions. Here we will only consider R-functions defined by the partition of the real axis into negative and non-negative numbers {(-m,O), LO, +m)>.
To formalize the notion of such R-functions, consider function B : R + {true, false} defined on the real axis as follows:
A real function f (XI, . . . , x,) is an R-function if and only if there exists a Boolean logic function @ (XI, . . . , A',, ) such that
The Boolean function @ is called the companion function of a given Rfunction. Many interesting properties of R-functions have been studied in (Rvachev, 1967 (Rvachev, , 1982 . Every Boolean function is a companion to an infinite number of R-functions, which form a branch of the set of R-functions. For example, min (x1, x2) is an R-function whose companion Boolean function is logical "and" (A), and max (xl, x2 ) is an R-function whose companion Boolean function is logical "or" (V ). Thus, functions
are called R-conjunction and R-disjunction, respectively. The operation of X@ can be replaced with 1x1 which is convenient for computational purposes. The R-functions in (13) are not differentiable along the lines x1 = x2, but the same branches of R-functions contain many other functions, e.g.
where cx (x1, x2 ) is an arbitrary symmetric function such that -1 < ti (x1, x2 ) < 1. The precise value of Q often may not matter, and it can be set to constant. For example, setting a = 1 yields the system (13). Similarly, setting n = 0 results in: x1 A0 x2 = x1 + x2 -J&Z Xl vo x2 = XI + x2 + 4 xf + xi.
This system is sometimes preferable to the system ( 13 ), because the defined R-functions are differentiable unless x1 = x2 = 0. Finally, R-functions Xl A," x2 = (x1 A, x2) (x: + x; p2; x1 vz x2 Es (x, v, x2) <x: + xp2 (16) are analytic everywhere except the origin (xi = x2 = O), where they are m times differentiable (i.e. they are in Cm). Other systems of R-functions are studied in (Rvachev, 1982) . The choice of an appropriate system of Rfunctions is dictated by many considerations, including simplicity, continuity, differential properties, and computational convenience. A simpler Re-function could be obtained by noticing that the original logical expression @ is equivalent to X1 A X2. Some R-function simplitication techniques have been studied in (Rvachev, 1982) , but in general, optimization of R-functions remains a challenging open problem.
Characteristic defining functions for closed semi-analytic sets
Recall that here we are only interested in closed semi-analytic sets. The family of all closed semi-analytic subsets of Ed forms a Boolean lattice with the standard set union (u) and intersection (n) operations. This means that every closed semi-analytic set can be represented using the two operations of u and n on some primitives, where a primitive is defined by a real analytic function inequality (f; 2 0). Accordingly, the theory of R-functions suggests a practical method for constructing characteristic defining functions for any closed semi-analytic sets. (Rvachev, 1974) . Let f (xl,. . . ,x,) be an R-function whose Boolean companion function @ (Xl, . . . , X,,) In other words, we assume that a closed semi-analytic set S c E3 is defined by a Boolean expression @ in Eq. ( 17) using the standard set operations on n primitives (&(x,y, z) >/ 0). To obtain a characteristic defining real function f (x, y, z ) in inequality ( 18)) it suffices to construct an R-function f whose companion Boolean function is @ and substitute for arguments of f the primitive characteristic defining functions $i (x, y, z). 3
Let us construct a Cm characteristic defining function for solid S shown in Using the procedure outlined in Proposition 2.2, we get the following characteristic defining function for S:
Functions fi 1, . . . , _&j, g and operations A:, v," could be further replaced by their respective definitions, yielding a (rather cumbersome) characteristic defining function for S in terms of the Cartesian coordinates X, y, z and the usual arithmetic operations.
The properties of the constructed function f in (18) are determined by the properties of the chosen R-functions and of the primitive real functions 4i. In particular, if all primitives are defined by analytic functions and the constructed R-function f is a composition of V; and A: given in Eqs. (16), then f will belong to the class Cm. (It also turns out that, once a continuous characteristic defining function for S is obtained, a C" characteristic defining function can be also constructed (Rvachev and Rvachev, 1979, pp. 50-51) .) 3A similar result holds for constructing real-function inequalities f > 0 defining open semianalytic sets.
Since all solids are closed semi-analytic sets, it follows from the theory of Rfunctions that Cm characteristic defining functions can be constructed for any solid, at least in principle. The theory also gives means for constructing such functions. The relationship between set operations and functions {min, max} was observed independently by Ricci ( 1973) , who used this fact to find approximate smooth defining functions. Often other and more convenient methods for obtaining characteristic defining functions are available for many solids with special properties, such as symmetry or periodicity (Rvachev, 1982) , desired parametric definitions (Hansen, 1988; Barr, 1981) , and so on.
However, we shall see below that the characteristic delining functions constructed using R-functions are not PMC defining, because they do not explicitly distinguish between interior and boundary points. Furthermore, modern solid modeling systems seldom represent solids using standard set operations on analytic primitives. Such representations are clearly absent in systems that rely primarily on boundary or "sweep" representations.
And, because solids are not closed under standard set operations (Requicha and Tilove, 1980) , even CSG systems cannot support the construction of characteristic defining functions.
More generally, little attention has been paid to the regularity of the sets defined by real functions. This important property is usually treated in an ad hoc fashion, and neither (Ricci, 1973 ) nor (Rvachev, 1982) can guarantee the regularity of the represented semi-analytic sets. The following section considers relationships between the properties of characteristic defining functions and the regularity of the represented sets. In particular, we determine under what conditions such functions are PMC defining for solids, and suggest a method for their construction.
Functions defining closed regular sets
Closed regular sets
Properties of closed regular sets have been studied in (McKinsey and Tarski, 1946; Kuratowski and Mostowski, 1976; Requicha and Tilove, 1978) , and are well understood. 4 It is well known that closed regular sets are closed under set union (U ), but not under intersection (II) (Requicha and Tilove, 1980) . For example, Fig. 3 shows that intersection of two-dimensional solids can define a set that is not regular in E*.
In solid modeling, the problem is addressed by introducing the regularized set operations, defined by
A IT B = ki(An B), AU*B = ki(AUB), A-*B = ki(A-B).
Note that the regularized union U' is identical to the non-regularized union U. These operations provide the basis for the popular CSG representation of 4According to (Kuratowski and Mostowski, 1976) , closed regular sets were first defined by Lebesgue. solids (Requicha and Voelcker, 1977) . Suppose we are given a CSG representation @ of S; r9 is an expression involving regularized operations on primitives defined as ($i > 0). Can we use 0 to construct a characteristic defining function for S? It is tempting to misinterpret Proposition 2.2 and to replace all regularized set operations in @ by the "corresponding" R-functions (Altiparmakov and Belicev, 1990) . But this may lead to an erroneous result, because the R-conjunction A: corresponds to the standard set intersection n, and not to the regularized n*. Consider the two solids in Fig. 3(a) that are detined as A = (f~ > 0) and B = (f~ > 0) respectively. The function f~ A\:: fs is characteristic defining for the set shown in Fig. 3(b) , which is not regular. The results of regularized set operations depend on the local behavior of their arguments; this behavior can be detected by the regularized set membership classification algorithms (Tilove, 1980) , but is not captured by R-functions. A proper application of Proposition 2.2 requires rerepresenting solid S using standard set operations n, U alone. This latter problem is not trivial; a conversion algorithm for general semi-algebraic solids is described in (Shapiro, 199 1) . 5
The theory of R-functions suggests that real function representations should be viewed as secondary representations derived from (primary) set representations of solids. This view makes direct manipulation of characteristic defining functions difficult, because it is not clear that regularity can be guaranteed or even tested for. Even if a solid S is represented by a characteristic defining function as (W >/ 0)) we cannot guarantee that w is strictly positive in is, as for example is required in approximating solutions to boundary value problems (see Appendix A.2). More generally, such a function w is not PMC defining, because the interior iS and the boundary 8s are not explicitly distinguished.
Regularity, boundaries, and zero sets
Suppose w is a continuous characteristic defining function for a closed set S c Ed, i.e. S = (w > 0). Irrespective of how w is constructed, if w (~0) > 0 for some point po E Ed, then p. must belong to the interior is. (By continuity 5Roughly, the conversion may require construction of additional primitives (& 3 O), followed by a decomposition of the space Ed into appropriately defined "cells," and classification of these cells against the given CSG representation of solid S. of w, there is a neighborhood of po where w > 0.) It follows that, if po E dS, then w (pa) must be equal to zero, and so dS C (w = 0). Note that w could be identically zero anywhere (even everywhere) in S; thus, knowing that w (~0) = 0 does not imply anything more than pa E S. Henceforth we will call the set (w = 0) a zero set of w and points po E (w = 0) zero points of w. These simple observations allow to express the condition for regularity of the represented set S in terms of zero points of a characteristic defining function w .
Proposition 3.1. Let w : Ed + Iw be a continuous characteristic defining function for a closed set S = (w > 0). Set S is regular if and only if every neighborhood of every zero point po E (w = 0) contains interior points of S.
The proposition states an intuitively obvious fact that, given an arbitrary real function w, the regularity of set S = (w > 0) is determined by the boundary points of S, which are also zero points of w. The properties of w at interior points of S (including those where w > 0) are not important for regularity of S. Indeed, all interior points of S are automatically included in kiS, and need not be considered. Thus, it is easy to see that the proposition is true for any regular set S, since neighborhood of every boundary point po E S contains interior points of S. Similarly, requiring that neighborhoods of all zero points of w contains interior points of S translates into requirement that all boundary points of S are in kiS; hence S must be regular. Now consider two characteristic defining functions wl and w2 for the same set S; it is clear that wi + w2 is also characteristic defining for S. In view of the above discussion, a stronger statement is possible for regular sets.
Proposition 3.2. Suppose S is a closed regular set and ~1, w2 are two real functions such that S = (wl > 0) = ki(w2 > 0). Then S = (wl + w2 2 0).
Clearly, for any point p E S, WI (p) + w2 (p) > 0. If p q! S, then w1 must be negative and wz cannot be positive at p. And so in this case w1 (p ) + w2 (p ) < 0.
In other words, the regularity of set (wi > 0) "absorbs" any non-regularity of set (~2 2 0). This fact will be used in Section 3.5 for construction of PMC defining functions for solids.
Regularity and extrema of characteristic defining functions
Proposition 3.1 does not help in the construction of characteristic defining functions, but it does suggest how the "non-regular" points of a set S = (w > 0) can be identified from the properties of w. The known regularization algorithms (Requicha and Tilove, 1978) examine the neighborhoods of certain boundary points of S. Suppose a closed set S is not regular. By Proposition 3.1, there exists a zero point p. (for example, see Fig. 3 ) whose neighborhood contains only boundary points (w is zero), and exterior points of S (w is negative). Therefore po must be a point where w (p) has a local maximum. Thus all neighborhood information needed to decide the regularity of S is encoded in terms of the local extremum properties of the characteristic defining function w .
The above analysis has two implications. First, any characteristic defining function w for a closed (but not necessarily regular) set S = (w > 0) can be also used to represent the regularized set kiS. The corresponding characteristic function can be constructed as
0 otherwise.
However, such a function w does not qualify as characteristic defining according to our definition in Section 1.3, because Eq. (19) relies on extremal properties of w. Second, the relationship between the extremal properties of w and regularity of the defined set S suggests the possibility of alternative regularization algorithms.
As an example, consider a real function f (x, y) = y3 -y* -x2, and the set S c E* defined by (f > 0) (see Fig. 4 ). The regularity of S fails at the origin pc = (0,O); clearly, pc E S but po $ kiS, because there are no interior points in the neighborhood of po. The same conclusion can be reached by considering derivatives of f:
Both fx and fY vanish at pc, indicating a local extremum. Since both fxx and fYY are negative at the origin, the Hessian determinant is positive; thus f must have a local maximum at po, and pc $ kiS. It is easy to check that f does not take on extremum values at any other zero points f. In general, however, deciding whether a real function w attains a maximum value at a point may be problematic.
For example, w may be continuous but not differentiable at some points. Even if w E Cm, its derivatives may not provide the needed information.
Such difIiculties are observed if w is constructed using R-functions. At x1 = x2 = 0, partial derivatives of Rc- 
Interior zero points
If a set S is represented using a characteristic defining function w as S = (w > O), the corresponding characteristic function { (p, S) is trivially obtained by checking the sign of w (p). However, constructing a PMC function (2) for S is problematic. Points of iS and dS cannot be distinguished without an examination of their neighborhoods. Given the existence of the signed distance function (9) for any solid S, it is natural to seek a PMC defining function of the form (5 ) that explicitly distinguishes between the interior and the boundary points of S. In addition, some applications (for example, see Appendix A.2)
specifically require a real function that is strictly positive at every point p E is.
It is well known that all closed sets have nowhere dense 6 boundaries (Requicha and Tilove, 1978) . Since the zero set of a PMC defining function w represents the boundary of a closed set, it is necessary that (w = 0) is a nowhere dense set. But it is clear from Fig. 5 (a) that this condition is not sufficient. (This problem is observed in (Rvachev, 1982) and is treated in an ad hoc fashion, but no systematic solution is offered.) Proposition 3.1 implies that a characteristic defining function w with a nowhere dense zero set is strictly positive somewhere in the neighborhood of every interior point. Thus, if p is an interior point and w (p ) = 0, p must be a local minimum for w. The situation is dual to the regularization problem studied above. Formally, we can make the following statement. 6A set X C Ed has a nowhere dense boundary if aX is nowhere dense in Ed, i.e. i(aX) = 0.
Thus we only need to show that ki (w < 0) = k(w < 0). For points p such that w(p) < 0, the statement is trivial. So consider a zero point p of w, where w(p) = 0. If p E k(w < O), then p E ki(w < 0), because (w < 0) C i(w < 0). Conversely, if p E ki(w 6 0), then by Proposition 3.1, every neighborhood of p must contain interior points of the regular set ki(w < 0). Since (w = 0) is nowhere dense, w must strictly negative at these interior points. Thus p E k(w < 0).
•l Propositions 3.3 and 3.1 together imply that the presence of interior zero points is equivalent to the non-regularity of set (w < 0) (see Fig. 5 (b) ). If S = (w > 0) and w(p) = 0 for some point p E is, then set (w < 0) cannot be regular: the regularity fails at p whose neighborhood contains no points of i(w < 0).
Suppose we are given a solid S, and we seek a real function f that is strictly positive inside S and is zero on the boundary 8s. Following the arguments in Section 2.4 (and for example using R-functions), we can construct characteristic defining function g for -*S = (g 3 0). The desired function f is then obtained by a simple change of sign, i.e. f = -g. Note that f may now take on zero values in the exterior es. While this may be acceptable for some applications, strictly speaking, f is not a characteristic defining function for S.
Constructing PMC defining functions for solids
It may seem that the above discussion did little to advance our goal of constructing PMC defining functions of the form of Eq. (5 ) . However, Propositions 3.1 and 3.3 lead directly to conditions that must be satisfied by such functions. For example, this can be done using R-functions as suggested by Proposition 2.2, provided that primitives real functions 4i have nowhere dense zero sets. In this case, sets (~1 = 0) and (~2 = 0) are nowhere dense as well (Rvachev, 1982) . While (wi < 0) and (~2 < 0) are not regular sets, it is true that S = ki(w2 < 0), -*S = ki(wl 6 0).
Applying Proposition 3.2, we see that S = (WI -w2 3 O), -*s = (w, -w2 i 0).
It follows that w = w1 -w2 is a PMC defining function for S satisfying Eq. (5).
Note that this construction essentially doubles the size of the representation for S. Thus better methods for constructing PMC defining functions remain of interest.
Conclusion
It is clear that real-function representations are useful in solid modeling. It is also clear that use of these representations is accompanied by a number of complications: they may possess unpleasant numerical properties, do not explicitly represent solid boundaries, may not accommodate needed parameterizations, and may be difficult to construct and manipulate. If we hope to use these representations in practical systems, the formal properties, advantages, and limitations of characteristic and PMC defining functions must be thoroughly understood. This paper is intended to be a step towards that goal.
The theory of R-functions suggests a close connection between the settheoretic (non-regularized) and the real-function representations of geometric 'objects. Such set representations are usually not available in either b-rep or CSG geometric modeling systems, and so additional representation conversions may be required. Algorithms to perform such representation conversions for semi-algebraic solids are studied in (Shapiro, 199 1) . While in principle the conversion process can be completely automated, many difficult questions remain open. in many unexpected areas, such as study of stability of motion, medical diagnostics, and chemical engineering, in addition to those mentioned in this paper.
A brief English summary of the basic results from the theory of R-functions can be found in (Shapiro, 1988) . The following examples illustrate the relevance of the theory to geometric modeling and engineering analysis.
A.2. Approximate solutions of boundary value problems
Consider a classical example from (Timoshenko, 1970) of finding an approximate solution to a Saint-Venant torsion problem. Specifically, suppose we would like to determine the torsional rigidity of a straight bar with rectangular cross section (Fig. 7) .
The problem can be reduced to finding a stress function 4, such that 4 = 0 on the boundary of the cross section, and minimizes the energy integral U = /-/ {;[(g)* + (!$)*I -2G84) dx dy, (20) where 19 is twist, and G is modulus of rigidity. We assume that 4 is of the form cp = w 2 &,,xmyn, For example, suppose we have a square cross section with a = b. Using only the first term in expression (21) we get Substituting this expression into integral (20), integrating over the square region, and setting the derivative of the integral with respect to CO equal to zero, we solve to obtain 5 Ge co = --. 8 a2
Substituting the value of CO back in the expression (22) allows for the computation of the approximate torque and torsional rigidity. (See (Timoshenko, 1970) for additional details.) The above procedure is essentially a well known classical Ritz's method that does not require domain decomposition (meshing), and (Kantorovich and Krylov, 1958) observed that it can be generalized to arbitrary boundary value problem with homogeneous boundary conditions, if a real function w can be found for a domain L2 such that w>O inR. w = 0 on 8.Q.
For example, the same approximation procedure can be carried out for the torsion problem with arbitrary cross section, if such a defining real function w is available (Rvachev, 1967 ). Yet further generalization of this idea is a notion of the structure of the solution of a boundary value problem, proposed in (Rvachev, 1982) : it is an expression u = B(@,w,yl), which satisfies boundary conditions Q prescribed on the boundary defined by w, and where 0 is the undetermined component of the solution. The concept of the solution structure seems to unify various direct methods for solving boundary value problems (Ritz-Galerkin, tinite element, etc.) and to explicate their differences. Structures for many common boundary value problems have been constructed (Rvachev, 1982) using the theory of Rfunctions. This allowed development of software systems that generate solutions of field problems in engineering and physics from high-level mathematical descriptions (see (Shapiro, 1988) for additional information and references).
A. 3. Null-object and interference analyses
Consider a representation of a solid S by a real-function inequality (f > 0). If f is continuous, then f is also bounded in S, and achieves its global maximum value somewhere in the interior of S. To test if S = 0, observe (Rvachev, 1967 ) that s= 0 w yl?l,xfW b 0.
(23)
Computing the global maximum of an arbitrary function f may be difficult, but relation (23) has been used successfully in a number of special situations. Often function f possesses many additional properties, and knowing how f is constructed may aid in determining the number and location of its extrema.
Probably the main utility of the null-object detection test is in interference analysis: two solids A and B intersect if and only if An* B = 8 (Tilove, 1984) . Suppose that A = (f~ 2 0) and B = (f~ 2 O), and solid defining functions f~,f~ are strictly positive in the interiors of solids A and B respectively. Then it easy to see that A n* B = 0 if and only if f~ A," fs > 0, where A," is any R-conjunction.
More generally, R-functions (see Section 2.3) can be used to formulate relative position criteria for multiple geometric objects (such as minimum distance, non-overlap, etc.) as conditions on some defining real functions. As a result, various geometric placement, optimization, and motion planning problems are reduced to corresponding problems of mathematical programming. This approach to problems of geometric design and accompanying optimization techniques (including relevant numerical, combinatorial, and stochastic algorithms) are suggested and developed in (Stoian, 1975; Stoian and Yakovlev, 1986) .
