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Improved Method for Individualization of 
Head-Related Transfer Functions on 
Horizontal Plane Using Reduced Number of 
Anthropometric Measurements 
Hugeng, Wahidin Wahab, and Dadang Gunawan 
Abstract— An important problem to be solved in modeling head-related impulse responses (HRIRs) is how to individualize 
HRIRs so that they are suitable for a listener. We modeled the entire magnitude head-related transfer functions (HRTFs), in 
frequency domain, for sound sources on horizontal plane of 37 subjects using principal components analysis (PCA). The 
individual magnitude HRTFs could be modeled adequately well by a linear combination of only ten orthonormal basis functions. 
The goal of this research was to establish multiple linear regression (MLR) between weights of basis functions obtained from 
PCA and fewer anthropometric measurements in order to individualize a given listener’s HRTFs with his or her own 
anthropomety. We proposed here an improved individualization method based on MLR of weights of basis functions by utilizing 
8 chosen out of 27 anthropometric measurements. Our objective experiments’ results show a superior performance than that of 
our previous work on individualizing minimum phase HRIRs and also better than similar research. The proposed 
individualization method shows that the individualized magnitude HRTFs could approximated well the the original ones with 
small error. Moving sound employing the reconstructed HRIRs could be perceived as if it was moving around the horizontal 
plane. 
Index Terms—HRIR, HRTF Individualization, Principal Components Analysis, Multiple Linear Regression.   
——————————
      —————————— 
1 INTRODUCTION
ithout two eyes, direction of sound source can be 
recognized by a person by utilizing his or her two 
ears. The primary cues in localizing the direction of a 
sound are interaural time difference (ITD), interaural level 
difference (ILD), and spectral modification caused by pin-
na, head, and torso. These primary sound cues are en-
crypted in HRTF. On the horizontal plane, ITD and ILD 
are two main cues due to the perception of sound direc-
tion[1]. HRTF is defined as the acoustic filter of human 
auditory system, in frequency domain, from a sound 
source to the entrance of ear canal. The counterpart of 
HRTF in time domain is known as head-related impulse 
response (HRIR). One key implementation of binaural 
HRTFs is in the creation of Virtual Auditory Display 
(VAD) in virtual reality to filter monaural sound. This fact 
is based on the human psychoacoustic characteristic, i.e. a 
convincing spatial sound can be obtained sufficiently us-
ing two channels. As suggested by [3] and [4], HRTF 
changes with directions of sound sources and varies from 
subject to subject due to inter-individual difference in 
anthropometric measurements.  
Synthesis of ideal VAD systems needs a series of em-
pirical measurements of individual HRTFs for every lis-
tener. These measurements are not practical because of the 
requirements of heavy and expensive equipments as well 
as a long measurement time. Most commercial virtual au-
ditory systems are recently synthesized using generic/non-
individualized HRTFs that ignore inter-subject difference.  
However, non-individualized HRTFs suffer from distor-
tions such as in-head localization when using headphones, 
inaccurate lateralization, poor vertical effects, and weak 
front-back distinction caused by unsuitable HRTFs ap-
plied to a listener [1],[4]. Thus, it is needed and a priority 
to develop an individualization method to estimate proper 
HRIRs for a listener, that present adequate sound cues 
without  measurement of the individual HRIRs.  
The individualization of HRTF in frequency domain or 
HRIR in time domain is nowadays a challenging subject of 
much research. Several HRTF individualization methods 
have been developed, such as HRTF clustering and selec-
tion of a few most representative ones [5], HRTF scaling in 
frequency [6], a structural model of composition and de-
composition of HRTFs [7], HRTF database matching [8], 
the boundary element method [9], HRIR subjective custo-
mization of pinna responses [10] and of pinna, head, and 
torso responses [11] in the median plane, and HRTF per-
sonalization based on multiple regression analysis (MRA) 
in the horizontal plane [12]. Shin and Park [10] suggested 
HRIR customization method based on subjective tuning of 
———————————————— 
• Hugeng is with the Department of Electrical Engineering, University of 
Indonesia, Depok 16424 – Indonesia.  
• W. Wahab is with the Department of Electrical Engineering, University of 
Indonesia, Depok 16424 – Indonesia. 
• D. Gunawan is with the Department of Electrical Engineering, University 
of Indonesia, Depok 16424 – Indonesia.  
 
 
W
JOURNAL OF TELECOMMUNICATIONS, VOLUME 2, ISSUE 2, MAY 2010 
 32 
 
only pinna responses (0.2 ms out of entire HRIR) in the 
median plane using PCA of the CIPIC HRTF Database [2]. 
They achieved the customized pinna responses by letting 
a subject tune the weight on each basis function. Hwang 
and Park [11] follow the similar method as [10], but they 
fed PCA with the entire median HRIRs; each HRIR is 1.5 
ms long (67 samples) since the arrival of direct pulse. This 
HRIR includes the pinna, head, and torso responses. They 
tuned subjectively the weights of three dominant basis 
functions due to the three largest standard deviations at 
each elevation. Hu et al. [12] personalized the estimated 
log-magnitude responses of HRTFs by MRA. At the be-
ginning, the log-magnitude responses are estimated using 
PCA as linear combination of weighted basis functions. 
The weights of the basis functions are then estimated us-
ing anthropometric measurements based on MRA.  
Our individualization method is similar to the method 
in [12], but we employed in the PCA modeling, the mag-
nitude responses of HRTFs, instead of the log-magnitude 
responses of HRTFs utilized by Hu et al., however, our 
selection procedure of anthropometric measurements is 
also different. Entire horizontal magnitude HRTFs calcu-
lated from the original HRIRs in the CIPIC HRTF Data-
base are included in a single analysis. Thus, all horizontal 
magnitude HRTFs for both ears share the same set of ba-
sis functions, which cover not only the inter-individual 
variation but also the inter-azimuth variation. This paper 
presents an individualization method by developing the 
statistical PCA model of magnitude HRTFs and MLR  
between weights of basis functions and selected few anth-
ropometric measurements, that was different and showed 
improved performance from [12]. 
Section 2 describes the proposed algorithm of indivi-
dualization method, database used, minimum phase 
analysis, PCA of magnitude HRTFs, minimum phase re-
construction and synthesis of HRIR models, individuali-
zation of magnitude HRTFs using MLR, and correlation 
analyses for the selection process of independent va-
riables and dependent variables of MLR models. Section 3 
discusses experiments’ results, which consist of discus-
sions of resulted basis functions and weights of basis 
functions from PCA, and the performance of the pro-
posed individualization method. 
2 PROPOSED INDIVIDUALIZATION METHOD  
The goal of our research is to develop an improved indi-
vidualization method of HRTFs on the horizontal plane, 
by using multiple regression models between magnitude 
HRTFs and a few anthropometric measurements. This 
method individualizes magnitude HRTF models into 
suitable HRIRs for a given listener, by using a few of his 
or her own anthropometric measurements. The suitable 
individualized HRIRs are necessary when the listener 
uses a spatial audio application.  
The schematic diagram of the proposed HRTFs indi-
vidualization method is shown in Fig. 1. The database of 
HRIRs used in the research was provided by CIPIC Inter-
face Laboratory of California University at Davis [2], [3]. 
Fig. 1. Proposed HRTFs Individualization Method. 
 
This database is reviewed briefly in the subsection below. 
Firstly, as seen in Fig. 1, we obtained from the database 
the entire original HRIRs on horizontal plane of 37 sub-
jects, which consists of 50 HRIRs of each ear and each 
subject. We used a total number of 3700 HRIRs in model-
ing and individualizing HRIRs of a listener. Each HRIR 
was processed by 256-points fast Fourier transform (FFT) 
to transform it into its corresponding complex HRTF.  
As the object of HRTF modeling using PCA, we took 
only 128 frequency components of magnitude of the 
complex HRTF. At this step, the phase of the complex 
HRTF was discarded. Then, we computed the mean of the 
entire magnitude HRTFs. This mean was substracted 
from each magnitude HRTF to obtain its corresponding 
direct transfer function (DTF). This substraction was per-
formed in order to have centered data of magnitude 
HRTF, called DTF, which was necessary for PCA to get a 
good result.  
 For HRTFs modeling purpose, all DTFs were thus fed 
into PCA. The PCA delivered 128 ordered basis functions 
or principal components (PCs) and their weights (PCWs). 
The PCs were ordered from the PC with largest eigen 
value to the PC with smallest eigen value. It must be kept 
in mind that each eigen value determined the percentage 
variance of all DTFs explained by its corresponding PC. 
The first PC that corresponds to the largest eigen value 
explained largest percentage variance of the entire DTFs. 
To attain later individualized HRTFs of a new listener, we 
performed multiple linear regression (MLR) between the 
PCWs resulted from PCA and a few anthropometric mea-
surements of 37 subjects in the database. Detailed selec-
tion process of anthropometric measurements from a total 
of 27 measurements is explained in the separated subsec-
tion below. The MLR method provided regression coeffi-
cients that correlated the PCWs and selected anthropome-
tric measurements. These regression coefficients were 
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thus applied to a set of anthropometric measurements of 
a new listener to obtain estimated PCWs for that listener. 
A linear combination of weighted PCs using these esti-
mated PCWs resulted in an individualized DTF.   
The desired individualized HRIRs of a listener were at-
tained using the reconstruction process shown by the 
dashed lines in Fig. 1. Each individualized DTF that was 
achieved from the MLR method and PCA, was added to 
the mean of DTFs calculated before to yield its individua-
lized magnitude HRTF. Minimum-phase was inserted to 
the individualized magnitude HRTF to result in an indi-
vidualized complex HRTF. Here we followed the as-
sumption that the phase of the HRTF can be approx-
imated by minimum-phase [13]. The inverse Fourier 
transform finally was applied to obtain individualized 
HRIRs from the corresponding complex HRTFs. The ini-
tial left- and right-ear time delay due to the distance from 
the sound source in a particular direction to each ear 
drum were inserted respectively to the left-ear HRIR and 
to the right-ear HRIR.    
 The database used, the minimum phase analysis, re-
construction, PCA of the magnitude HRTFs in the fre-
quency domain, minimum phase reconstruction and syn-
thesis of HRIRs, MLR method, and selection of anthro-
pometric measurements are explained in the following 
subsections.  
2.1 The Database Used 
Most commercial VAD systems convolve input signals 
with a pair of standard HRIRs, which ordinarily come 
from a serial of studies that used public HRIR data of 
acoustic manikin called Knowles Electronics Manikin for 
Auditory Research (KEMAR). HRIRs vary significantly 
among individuals, hence a database which results from 
sufficiently large number of HRIRs measurements is 
needed in order to perform HRIRs modeling. CIPIC 
Interface Laboratory at California University, Davis - 
USA, had measured HRIRs with a high spatial resolution 
from more than 90 subjects [2],[3]. They has released 
CIPIC HRTF Database Release 1.2, which is a subset of 
database for only 45 subjects. This database is 
downloadable from their website and can be used freely 
for academic research purpose. CIPIC HRTF Database not 
only consists of impulse responses from 1250 spatial 
directions for each ear and each subject, but also includes 
a set of anthropometric measurements of all subjects. We 
used the CIPIC HRTF Database in our research because of 
its extent features.  
The number of subjects involved in the HRIRs 
measurements is 43 people, consists of 27 males and 16 
females. Two other subjects are KEMAR with small 
pinnae and KEMAR with large pinnae. All impulse 
responses were measured with condition that the subject 
sat in the center of a circle with radius 1 meter. The 
position of head was not fixed, but the subject could 
monitor his or her head position.  
As sound sources, Bose AcoustimassTM loudspeakers, 
with cone diameter of 5.8 cm,  were mounted at different 
positions on the half-circled hoop. Golay-code signals 
were generated by a modified SnapshotTM system from 
Crystal River Engineering. Each ear canal was blocked 
and ‚Etymotic Research ER-7C‘ probe microphones were 
used to pick up the Golay-code signals. Output of a 
microphone was sampled with frequency 44,100 Hz, 16 
bit resolution, and processed by Snapshot’s oneshot 
function to produce a raw HRIR. A modified Hanning 
window was applied on the raw HRIR to eliminate room 
reflections and then the result was free-field compensated 
to improve the spectral charateristics of the transducers 
used. The length of each HRIR is 200 samples with 
duration of about 4.5 ms.  
Direction of a sound source was determined by 
azimuth angle, θ, and elevation angle, ø, in interaural-
polar coordinate system. Elevation was sampled at 
360/64 = 5,625o step from -45o to +230.625o, while azimuth 
was sampled at -80 o, -65 o, -55o, from -45 o to +45 o in 5o 
step, at 55o, 65o, and 80o. Hence, 1250-points spatial 
samples were obtained from the measurements of each 
ear of a subject. The published CIPIC HRTF Database 
contains anthropometric measurements of each subject. 
Although these measurements are not very accurate, but 
they allow investigation about possible correspondence 
or correlation among physical dimensions and HRTF 
characteristics. Following the approach suggested by 
Genuit [5], there are 27 anthropometric measurements in 
Fig. 2. Subject’s Anthropometric Measurements:  
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(a) of Head and Torso, (b) of Pinna [2],[3]. 
 
the database, which consists of 17 measurements of head 
and torso, and 10 measurements of pinna as shown in  
Fig. 2 [2], [3]. Generally, histogram of subjects‘ 
measurements indicates a normal distribution of values. 
Discarding the offset measurements  x4, x5, x13, where the 
percentages of deviation can be ignored, mean of 
percentages of deviation is ±26%. Thus, there are a 
sufficient number of variations in the measurements and 
sizes of subjects in the database used. 
2.2 Minimum Phase Analysis 
Each HRIR in the dababase used was measured with a 
distance of one meter from the sound source to the center 
of subject’s head. From the graph of HRIR versus time, it 
is observed a time delay due to the distance mentioned 
before, which is needed by sound wave to propagate 
from its source to the ear drum, before a maximum 
amplitude of HRIR occurs. To eliminate this time delay, 
HRIR can be reconstructed into a minimum-phase HRIR 
using Hilbert transform. In the minimum-phase HRIR, 
the phase is allowed to be arbitrary or else it is set in such 
a way that the magnitude response of HRIR is made 
easier to achieve. A linear time invariant filter, H(z) = 
B(z)/A(z), is said to have minimum phase if all of its 
poles and zeros are inside the unit circle, |z|=1, in the z-
plane. Equivalently, a filter H(z) has minimum phase if 
not only itself but also its inverse, 1/H(z), are stable. A 
minimum phase filter is also causal since noncausal terms 
in the transfer function correspond to poles at infinity. 
The simplest example of minimum phase filter would be 
the unit-sample advance, H(z) = z, which consists of a 
zero at z = 0 and a pole at z = oo. A filter is called to have 
minimum phase if both the numerator and denominator 
of its transfer function are minimum phase polynomials 
in z-1, i.e. a polynomial of the form, 
B(z) = b0 + b1 z-1 + b2 z-2  + . . . + bM z-M 
               = b0(1–θ1z-1)(1–θ2z-1)...(1–θMz-1)                             (1) 
is said to have minimum phase if all of its roots, θi, 
i=1,2,...,M, lie inside the unit circle, i.e. |θi |<1. A general 
property of minimum phase impulse responses is that 
among all impulse responses, hi(n), having identical 
magnitude spectra, impulse responses with minimum 
phases experience the fastest decay in the sense that, 
∑ ∑
= =
≥
K
n
K
n
imp nhnh
0 0
22 )()( , n=0, 1, 2, ..., K,                      (2) 
where hmp(n) is a minimum phase impulse response.  
The equation above represents that the energy in the 
first K + 1 samples of the minimum-phase case is at least as 
large as any other causal impulse response having the 
same magnitude spectrum. Thus, minimum-phase 
impulse responses are maximally concentrated toward 
time t=0 among the space of causal impulse responses for 
a given magnitude spectrum. Because of this property, 
minimum-phase impulse responses are sometimes called 
minimum-delay impulse responses. It is known that in a 
minimum phase filter, H(z) = ea(z) ei b(z), the relations, b(z) =   
- H {a(z)} and a(z) = - H {b(z)}, are also valid, where H {} is 
the Hilbert transform. The logarithmic change of these 
relations was obtained mainly through the calcultion of 
real cepstrum. 
It is proposed by Kulkarni et al. [13], that the phase of 
HRIR can be approximated by minimum phase. A mini-
mum phase system function, H(z), of an HRIR, h(n), has 
all poles and all zeros that are placed inside the unit circle 
|z| =1 in the z-plane. The calculation of real cepstrum of 
an original HRIR, which has arbitrary phase, results in a 
minimum phase HRIR, hmp(n). We can say that the mini-
mum phase HRIR is the removed initial time delay ver-
sion of the correspond original HRIR. But both kinds of 
HRIR have the same magnitude spectrum in the frequency 
domain. The real cepstrum, v(n), of HRIR, h(n), is calcu-
lated as follow, 
 
v(n) = Re{F
1−
D {ln|FD{h(n) }|}},                                       (3)  
 
where ln and Re{} denote respectively natural logarithm 
and the real part of a complex variable, FD{} and F
1−
D {} are 
the discrete Fourier transform and its inverse respectively. 
This real cepstrum is then weighted by the following 
window function,  
 
            0  if  n < 0, 
       w(n) =       1  if  n = 0,          (4) 
            2  if  n > 0. 
 
In case of a rational H(z), the window function can be 
seen as a complex conjugate inversion of the zeros outside 
the unit circle, so that a minimum phase HRIR is pro-
vided. Hence the desired minimum phase HRIR, hmp(n), is 
resulted from: 
 
hmp(n) = Re{exp(FD{w(n).v(n)})}.                                     (5)  
2.3 PCA of Magnitude HRTFs in Frequency Domain 
Complex HRTFs were attained by implementing fast 
Fourier transform (FFT) to HRIRs of the database used. 
The entire complex HRTFs were computed from left-ear 
and right-ear HRIRs of 37 subjects on horizontal plane. 
There are 50 HRIRs from different directions (50 azi-
muths) on horizontal plane for each ear of a subject, so 
that a total of 3700 complex HRTFs were produced by 
256-points FFT. We took only magnitudes of all complex 
HRTFs as the input of PCA modeling. Only 128 first fre-
quency components of a magnitude HRTF were taken 
into analysis because of the symmetry property of a mag-
nitude spectrum.  
A matrix composed of DTFs is needed by PCA. The 
original data matrix, H (NxM), is composed of magnitudes 
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of HRTFs on horizontal plane, in which, each column vec-
tor, hi (i=1,2,…,M), represents a magnitude HRTF of an ear 
of a subject in a direction on horizontal plane. The number 
of magnitude HRTFs of each subject on horizontal plane is 
100 (2 ears x 50 azimuths). Hence, the size of H is 128 x 
3700 (N=128, M=3700). The empirical mean vector (µ: Nx1) 
of all magnitude HRTFs is given by, 
µ = (1/M)∑
=
M
i 1
hi.                       (6)                    
The DTFs matrix, D, is the mean-subtracted matrix and is 
given by,  
 
D = H - µ.y,                           (7)  
 
where y is a 1xM row vector of all 1’s. The next step is to 
compute a covariance matrix, S, that is given by 
S = D.D*/ (M-1)  (8) 
where * indicates the conjugate transpose operator. The 
basis functions or PCs, vi (i=1,2,…,q), are the q eigenvec-
tors of the covariance matrix, S, corresponding to q largest 
eigenvalues. If q = N, then the DTFs can be fully recon-
structed by a linear combination of the N PCs. However, q 
is set smaller than N because the goal of PCA is to reduce 
the dimension of dataset. An estimate of the original data-
set is obtained here by only 10 PCs, which account for 
93.93% variance in the original data D. By using only 10 
PCs to model magnitude HRTFs, we expected to obtain 
satisfactory good results. The PCs matrix, V = [v1 v2 … vN], 
that consisted of complete set of PCs can be obtained by 
solving the following eigen equation,  
 
S V = Λ V            (9) 
 
where Λ = diag{ λ1,…,λ128 }, is a diagonal matrix formed by 
128 eigen values, where each eigen value, λi, represents 
sample variance of DTFs that was projected onto i-th eigen 
vektor or PC, vi.    
Then, the weights of PCs (PCWs), W(10x3700), that 
correspond to all DTFs, D, can be obtained as, 
 
W = V*.D,                                        (10) 
 
where PCs matrix now was reduced to V = [v1 v2 … v10]. 
PCWs represent the contribution of each PC to a DTF. 
They contain both the spatial features and the inter-
individual difference of DTF. Thus, the matrix consisted of 
models of magnitude HRTFs, Ĥ, is given by, 
 
Ĥ = V.W + µ.y.                                                            (11) 
 
Tabel 1 shows the percentage variance and the cum-
mulative percentage variance of DTFs in the database ex-
plained by PC-1 to PC-20 (v1, v2, … , v20) respectively. The 
application of more PCs would reduce the modeling error 
between the magnitude HRTF of database and the model 
of magnitude HRTF, but on the other hand, it costed more 
computing time and larger memory space. The PCs-
matrix, V, that at first has 128x128 elements was reduced 
into a matrix of only 128x10 elements. We used only the 
first 10 PCs out of all 128 PCs. In this way automatically 
we needed only 10 PCWs to perform the model. Hence, 
one can see obviously the advantage of PCA in reducing 
significantly the memory space needed. 
 
TABLE 1 
The Percentage of Variance Explained by  
Basis Functions 
 
Fig. 3. Comparison of Original Magnitude HRTFs and  
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Their Corresponding PCA Models 
Fig. 3 shows a left magnitude HRTF of Subject 003 and 
its PCA model due to direction with azimuth -80o and ele-
vation 0o (top panel). On the bottom panel, it is shown the 
right magnitude HRTF and its PCA model due to the 
same direction. We can see that the models approximate 
well the corresponding magnitude HRTFs. 
2.4 Minimum Phase Reconstruction and Synthesis 
of HRIR Models 
As explained in the previous subsection, we obtained PCs 
matrix, V, and PCWs matrix, W, from the PCA method. 
Both matrices together with the empirical mean vector, µ, 
were applied to yield the matrix of models of magnitude 
HRTFs, Ĥ, as suggested by (11). By now, we could calcu-
late the models of magnitude HRTFs of both ears. In order 
to synthesize the models of complex HRTFs, the phase 
information of left- and right-ear model of magnitude 
HRTF should be inserted into those models. We recon-
structed the models of complex HRTFs based on the ap-
proach made by Kulkarni et al. [13]. They assumed that 
the phase of a HRTF was minimum phase. The phase 
function for a given model of magnitude HRTF was calcu-
lated by using Hilbert transform of natural logarithm of 
the model of magnitude HRTF. The minimum phase, ϕmp, 
of a model of magnitude HRTF, ĥi ((i=1,2,…,M)),  is given 
by, 
 
ϕmp = Imag{ H {-ln(ĥi)}},                     (12) 
 
where Imag{} denotes the imaginary part of a complex 
number and  ln is the natural logarithm. 
Thus, the model of minimum phase complex HRTF, 
ĥc, can be calculated using, 
 
ĥc = ĥi . exp(j. φmp),                       (13) 
 
where exp() denotes the exponential function. And the 
corresponding model of minimum phase HRIR, ĥmp(n), is 
given by the inverse fast Fourier transform (IFFT) of its 
complex HRTF, ĥc, from (13). Furthermore, in reconstruct-
ing the model of left-ear minimum phase HRIR and the 
model of right-ear minimum phase HRIR for a parti-cular 
direction of sound source into related model of left-ear 
HRIR and model of right-ear HRIR respectively, we 
needed to insert respective time delay related to the dis-
tance travelled by sound wave from the sound source to 
each ear drum of a subject, into each model of minimum 
phase HRIR. The time delays to be inserted were obtained 
from the means of time delays of respective directions on 
the horizontal plane from all subjects in the database 
used. The difference between left-ear time delay and 
right-ear time delay is called interaural time difference 
(ITD), which is needed by human to determine sound 
source direction. Fig. 4 shows, on the left panel, the origi-
nal HRIRs of subject 003 due to direction with azimuth     
-80o and elevation 0o. On the right panel, we can see re-
lated models of left and right HRIR. These models re-
sulted from the reconstructions of the PCA models of  
Fig. 4. Comparison of Original HRIRs and Models of HRIRs  
Obtained by Reconstruction of Models of Magnitude HRTFs. 
 
magnitude HRTFs into their corresponding HRIRs, as 
explained before. However, the models of magnitude 
HRTFs attained had not been individualized. 
2.5 Individualization of Magnitude HRTFs Using 
MLR  
As shown in Fig. 1, the individualization of the models of 
magnitude HRTFs, which were resulted from PCA, were 
done through MLR of PCWs matrix, W, using anthropo-
metric measurements of a listener. From the matrix W of 
(10), we can extract a weights vector, wi,θ (37x1), which is 
a vector consisted of the i-th weights of the i-th PC, vi, of 
an ear of all subjects with azimuth θ on the horizontal 
plane, where i=1,2,...,10. In this research, we employed 
only 8 anthropometric measurements of a subject in the 
individualization process. The selection of these 8 
measurements will be discussed in detail in the separate 
subsection below. These selected measurements of all 
subjects being analyzed were then gathered together in 
the columns of an anthropometric matrix, X (37x9), where 
the first column of X consists of all 1’s.  
Suppose that the relation between the weights vector, 
wi,θ, and the anthropometric matrix, X, is given by, 
 
wi,θ = X . βi,θ + Ei,θ ,         (14)    
 
where βi,θ (9x1) is the regression coefficients vector and Ei,θ 
(9x1) is the estimation errors vector. The regression coeffi-
cients were found by implementing least-square estima-
tion. This estimation is performed by solving the optimi-
zation problem min{Ei,θ(n)}, where Ei,θ(n) is the n-th de-
pendent variable’s estimation error. PCWs and anthro-
pometric measurements are respectively the model’s de-
pendent and independent variables.  
From (14), the regression coefficients due to i-th 
PCWs in azimuth θ, Bi,θ, can be estimated as, 
 
Bi,θ  = (XT.X)-1.XT. wi,θ.          (15) 
 
As suggested by (15), enhancing the performance of the 
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MLR method, it is needed to select both dependent and 
independent variables carefully. By applying PCA on 
magnitude HRTFs, the dimensions of independent va-
riables were reduced significantly, so was the complexity 
of the models. Many correlation analyses were employed 
to select the independent variables in obtaining more ac-
curate and simpler MLR method, as explained further in 
the subsection 2.6. 
2.6 Correlation Analyses for Selection of Anthropo-
metric Measurements 
We employed the CIPIC HRTF Database, which are com-
posed of both the measured HRIRs and some anthropo-
metric measurements for 45 subjects, including the KE-
MAR mannequin with both small and large pinna. The 
detail definitions of the all 27 anthropometric measure-
ments are given in [2], [3] and can be seen in Fig. 2. Model-
ing of the listener’s own HRIRs via his or her own anthro-
pometric measurements will directly affect the feasibility 
and complexity of the system. It is obviously not advisable 
to implement all measurements into the model. Some use-
ful information will be concealed by the unnecessary mea-
surements, which results in a worse regression model. 
Besides, many measurements are very difficult to be 
measured correctly.   
There are three parameters that psychoacoustically 
important in the perception of natural sound, i.e. 
interaural time difference (ITD), interaural level difference 
(ILD) and pinna notch frequency, fpn. ITD is the time 
difference between the arrival of first pulse of sound 
source from a particular direction on the left ear drum and 
that of the right ear drum. At the directions of sound 
source on median plane, ITD is near zero, where for a 
perfect symmetric head, there is no ITD on that plane. 
Thus, one can say that ITD is a function of azimuth on 
planes with fixed elevation. ITD can be calculated from the 
time delay of maximum cross correlation of the left HRIR 
and right HRIR at a particular direction. Then, ILD is 
defined as level or magnitude difference (in dB) in 
frequency domain between the left magnitude HRTF and 
the right magnitude HRTF at a particular direction of 
sound source. For a particular direction, we obtained ILD 
from each frequency component in the range of 0 – 22050 
Hz. ILDs generally are analyzed for a determined 
frequency component on the horizontal plane and on the 
median plane. Another significant psychoacoustic para-
meter is pinna notch frequency, fpn. Pinna notch frequency 
is the notch frequency in the magnitude spectrum of 
HRTF caused by diffraction and reflection of sound wave 
on a pinna.  
ITD and ILD are significant for the perception of 
azimuth of sound source. They affect much the variation 
of HRTF on the horizontal plane. But ILD and fpn play 
important role in the perception of elevation of sound 
source and affect the variation of HRTF on the median 
plane. It is difficult to characterize the range of HRTF vari-
ation among subjects. However, maximum ITD, ITDmax, 
maximum ILD, ILDmax, and fpn are simple and perceptually 
relevant parameters that characterize existing HRTF varia-
tion. Correlation analyses were applied to determine 
which anthropometric measurements have strong correla-
tions with ITDmax, ILDmax, and fpn. From a few strongest 
correlated anthorpometric measurements, four measure-
ments were chosen from head and torso sizes, i.e. x1 with ρ 
= 0.736, x3 with with ρ = 0.706, x6 with ρ = 0.726, and x12 
with ρ = 0,768, where ρ denotes the correlation coefficient 
between the measurement and ITDmax. These 4 measure-
ments were employed in the individualization of magni-
tude HRTFs using MLR method. Correlation analyses be-
tween ILDmax and head and torso sizes provided weaker 
correlations but confirmed the chosen of x1, x6, and x12. The 
selection of x3, x6, and x12 was also confirmed with the cor-
relation analyses on the horizontal plane between the first 
PCWs, w1,θ, from the PCA of magnitude HRTFs and anth-
ropometric measurements. We focused on first PCWs be-
cause they have largest variation through the azimuths.  
The effects of pinna sizes are stronger with HRTFs on 
the median plane than HRTFs on the horizontal plane [1]. 
But overall the pinna sizes affect HRTFs in all directions. 
The correlation analyses between fpn and anthropometric 
measurements provided in general weaker correlations 
than those of ITDmax. Four pinna sizes had strongest corre-
lations with fpn and that’s why to be chosen; i.e. d1 with ρ = 
0.435, d3 with ρ = 0.360, d5 with ρ = 0.204, and d6 with ρ = 
0.280. These selected sizes of pinna are easy to be meas-
ured and represent measures of height and width.  Hence, 
eight anthropometric measurements, x1, x3, x6,  x12, d1, d3, d5, 
and d6 were chosen and fed in the MLR method in order 
to calculate regression coefficients. These eight anthropo-
metric measurements are the same as the measurements 
that we used in our previous work[14]. Then the regres-
sion coefficients were applied in estimating the PCWs of a 
DTF at each direction on the horizontal plane. 
3 EXPERIMENTS’ RESULTS AND DISCUSSION 
In this section, we discussed the performance of the pro-
posed individualization method from the objective simu-
lation experiments between the original magnitude 
HRTFs of the database and the individualized models of 
magnitude HRTFs. The experiments were done by em-
ploying only the data on the horizontal plane of 37 sub-
jects out of all 45 subjects in the database. This occurred 
because the database had not included the complete set of 
anthropometric measurements of all subjects and the se-
lected 8 anthropometric measurements were included 
only for 37 subjects.  
3.1 Basis Functions Resulted from PCA  
The inputs of the PCA were 3700 DTFs processed from 
HRIRs on the horizontal plane of 37 subjects. By solving 
eigen equation, we attained 10 basis functions or PCs to 
model the given DTFs. Fig. 5 shows the first five basis 
functions, v1,...,v5. As shown in this figure, that all five 
basis functions can be said roughly constant and approx-
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imate zero at frequencies below 1-2 kHz. This reflects the  
 
Fig. 5. The first five basis functions or PCs extracted from PCA of 
3700 DTFs from both ears of 37 subjects on horizontal plane. 
 
fact that there is almost no direction-dependent variabili-
ty in the DTFs in this frequency range. Regardless of the 
weights employed to the basis functions, the resulting 
weighted sum will be close to zero in this range.  
Above about 2 kHz, all five basis functions have non-
zero values. It is obvious that with the exception of the 
first PC, the high-frequency variability in these basis func-
tions represents the direction-dependent high-frequency 
peaks and notches in the DTFs. The higher order basis 
function has more ripples and more details especially for 
the frequencies above about 2 kHz. The trends explained 
above are similar for the sixth to tenth basis functions. 
Taken together, all basis functions seem to capture the 
high frequency spectral variability. They also reflect spec-
tral differences between sources in front and sources be-
hind the subject.    
3.2 Weights of Basis Functions  
Based on PCA, assumed that DTFs can be represented  by 
a relatively small number of basic spectral shapes of PCs, 
it seems reasonable to expect that the amount each basic 
shape contributes to the DTF at a given source position 
would related, in a simple way, to source azimuth and 
elevation. In the case of source position on horizontal 
plane, this amount or weight is related to azimuth only.  
Fig. 6. Left ear PC-1 weights for DTFs of Subject 003 
on horizontal plane. 
 
Fig. 6 shows left ear PC-1 weights for DTFs of Subject 003, 
which were plotted as function of source azimuth on the 
front horizontal plane. It is shown, that there is a tenden-
cy for the weights to decrease in magnitude as the source 
moves from the median plane (azimuth 0o). Ipsilateral 
sources, sources with negative azimuths, have positive 
weights with exception the sources with azimuth -180o to 
-150o have negative weights. On the other side, contrala-
teral sources have negative weights. The magnitudes of 
weights for ipsilateral sources are much larger than those 
for contralateral sources. This distribution of PC-1 
weights is similar across the 37 subjects, which has low 
intersubject variability. As seen in Fig. 5, that the first ba-
sis function has almost flat magnitude through all fre-
quencies, so it can be said that PC-1 weights are function-
ing as the amplification in HRTF modeling.   
The remaining nine PC weights have larger variability 
in the ipsilateral side and, in the contralateral side, begin-
ning at about azimuth 0o, the weights have almost con-
stant values near zero. Higher order of PC has corres-
ponding flatter weights pattern for sources on the hori-
zontal plane. It is observed, that the patterns of PC 
weights are roughly similar across subjects and ears. 
3.3 Performance of Proposed Individualization 
Method   
The performances of the estimated magnitude HRTFs on the 
horizontal plane, obtained either from PCA or individualiza-
tion, were evaluated by the comparison of mean-square error 
of the differences between the estimated magnitude HRTFs, 
and the original magnitude HRTFs, calculated from database, 
to the mean-square error of the original magnitude HRTFs in 
percentage, which is defined by, 
ej(θ) = 100 % x || hj(θ) - ĥj(θ) ||2 / || hj(θ)||2         (16) 
where hj(θ) is the j-th original magnitude HRTF with azi-
muth θ on horizontal plane, ĥj(θ) is the corresponding es-
timated magnitude HRTF of hj(θ). If the error is larger, the 
performance of the estimated magnitude HRTF is worse, 
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where better localization results will be achieved with 
small error, ej(θ). 
Before individualizing magnitude HRTFs using MLR, 
mean error from PCA modeling of magnitude HRTFs was 
calculated across all data in the database. At first, PCA 
modeling was performed for all data from all source di-
rections of 45 subjects. This experiment resulted in mean 
error of 3.31% across all directions and subjects, but mean 
error across directions on horizontal plane was 3.65%. 
Second, modeling was performed using data at all direc-
tions of only 37 subjects, which resulted in mean error of 
3.32% and mean error on horizontal plane was 3.68%. 
From these two experiments, it can be said that the cor-
responding mean errors were the same. Third, data of 
both ears of 45 subjects at directions only on horizontal 
plane were used and mean error of 3.67% was obtained. 
At last, PCA modeling was performed using data of both 
ears of only 37 subjects at directions only on horizontal 
plane. This experiment resulted in mean error of 3.68%. 
Again we obtained the same mean errors from the last 
two experiments. It is summarized that using data of 45 
subjects or 37 subjects, yielded the same mean errors 
across related directions. Mean errors on horizontal plane 
were the same either data from all directions used or only 
from directions on horizontal plane. These mean errors 
are less than half of the related mean errors obtained from 
our previous work on PCA modeling of minimum phase 
HRIRs[14].   
In individualizing magnitude HRTFs, we used only 
the data of both ears of 37 subjects at directions on hori-
zontal plane, which meant that we used the results of 
fourth experiment mentioned above for individualization. 
We obtained here significantly small mean error of PCA 
models of magnitude HRTFs, i.e. 3.68% compared to 
8.32% as in [14].  
In turn, we individualized the PCA model of magni-
tude HRTFs using MLR with eight chosen measurements. 
The mean error of a subject was different from that of 
another subject in the database and also noted that a good 
performance of the individualized left-ear magnitude 
HRTFs of a subject was not always followed by the same 
performance of the right-ear ones. The overall mean error 
was only 12.17%, which was much better than 22.50% as 
in [14]. Fig. 7 shows the left- and right-ear errors as a  
Fig. 7. Left- and Right-Ear Errors of Subject 003 and Subject 163 
on the Front Horizontal Plane After Individualization 
function of azimuths on the front horizontal plane of sub-
ject 003, in the top panel, and of subject 163, in the bottom 
panel, after individualizing magnitude HRTFs. The mean 
errors for both ears of subject 163 are worse than those for 
both ears of subject 003, i.e. 12.92% and 21.20% repective-
ly for left ear and right ear of subject 163, but only 8.27% 
and 5.18% repectively for left ear and right ear of subject 
003. The left-ear errors of subject 003 on the front horizon-
tal plane are about 10%, except for azimuth 65o, where 
positive azimuth is due to source direction in the right 
side. However, the right-ear errors of subject 003 are 
mostly very good about 5% across azimuths. The left-ear 
errors of subject 163 seem to be much better than its right-
ear errors. 
Under the assumption stated below, if the spectral dis-
tortion (SD) score defined by Hu et al.[12], was applied to 
determine the performance of the individualized magni-
tude HRTFs, our SD scores of subject 003 and subject 163 
on the front horizontal plane are no larger than 1 dB, 
which is much better than that in [12]. Using logarithm 
properties, i.e. 20.log(|a|/|b|) = (20.log|a| – 
20.log|b|), we assumed that the difference of log-
magnitudes (20.log|a| – 20.log|b|) in SD score might be 
replaced by the difference of magnitudes (log|a| – 
log|b|) in our case because we resulted in individualized 
magnitudes of HRTFs and Hu et el. resulted in individua-
lized log-magnitudes of HRTF from PCA. 
There were overall additional errors introduced by the 
proposed individualization method. These additional 
errors were introduced by the MLR. The unsystematic 
behavior of weights of PCs across subjects and across di-
rections had caused MLR quite difficult to estimate ade-
quately accurate regression coefficients. Besides, we per-
formed here linear regression of anthropometric mea-
surements to estimate the weights of PCs. Higher order 
regression might provide better estimates of these 
weights.  
The individualized magnitude HRTFs of subject 003 
could well approximate the corresponding original mag-
nitude HRTFs particularly at frequencies below about 8 
kHz. Fig. 8 shows the individualized and original magni- 
JOURNAL OF TELECOMMUNICATIONS, VOLUME 2, ISSUE 2, MAY 2010 
 40 
 
Fig. 8. Magnitude Responses of the Original and Individualized 
HRTFs of Subject 003 on the Front Horizontal Plane. 
tude HRTFs for both the left and right ear in the extreme 
directions on the front horizontal plane. The top, middle, 
and bottom panel corresponds to azimuth -80°, 0°, and 
80° respectively. 
Informal listening tests done by five subjects had 
shown a good and natural perceived moving sound 
around the horizontal plane by all subjects when the sub-
jects’ individualized reconstructed HRIRs, due to the 
sound source directions, were implemented in the head-
phone simulation. 
4 CONCLUSION 
In this paper, a simple and efficient individualization me-
thod of magnitude HRTFs for sources on horizontal 
plane, based on principal components analysis and mul-
tiple linear regression, was proposed. The proposed me-
thod shows better performance in the objective simula-
tion experiments than that of similar research and was 
superior compared to our previous work. The additional 
errors introduced by MLR to PCA model might be lo-
wered by applying higher order regression or other algo-
rithm for MLR than the least square. 
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