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Computer codes simulating physical systems usually have responses that con-
sist of a set of distinct outputs (e.g., velocity and pressure) that evolve also in
space and time and depend on many unknown input parameters (e.g., physical
constants, initial/boundary conditions, etc.). Furthermore, essential engineer-
ing procedures such as uncertainty quantification, inverse problems or design
are notoriously difficult to carry out mostly due to the limited simulations avail-
able. The aim of this work is to introduce a fully Bayesian approach for treating
these problems which accounts for the uncertainty induced by the infinite num-
ber of observations.
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Στην Κ.
Αφιερωμένο, στη γυναίκα.
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ITHACA
As you set out for Ithaca,
hope that your journey is a long one,
full of adventure, full of discovery.
Laistrygonians and Cyclopes,
angry Poseidon – do not be afraid of them:
as long as you keep your thoughts raised high,
as long as a rare sensation
touches your spirit and your body.
Laistrygonians and Cyclopes,
wild Poseidon – you won’t encounter them
unless you bring them along inside your soul,
unless your soul sets them up in front of you.
Hope that your journey is a long one.
May there be many summer mornings when,
with what pleasure, what joy
you come into harbors you’re seeing for the first time;
may you stop at Phoenician trading stations,
to buy fine things,
mother of pearl and coral, amber and ebony,
sensual perfume of every kind-
as many sensual perfumes as you can;
and may you visit many Egyptian cities
to learn and learn again from those who know.
Keep Ithaca always in your mind.
Arriving there is what you’re destined for.
But don’t hurry the journey at all.
Better if it lasts for years,
so that you are old by the time you reach the island,
wealthy with all you’ve gained on the way,
not expecting Ithaca to make you rich.
Ithaca gave you the marvelous journey.
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Without her you would have not set out.
She has nothing left to give you now.
And if you find her poor,
Ithaca won’t have fooled you.
Wise as you will have become, so full of experience,
you’ll have understood by then what these Ithacas mean.
C. P. Cava f is, Alexandria, Egypt, 1893
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CHAPTER 1
INTRODUCTION
It is very common for a research group or a company to spend years of de-
velopment of sophisticated software in order to simulate realistically important
physical phenomena. However, carrying out tasks like uncertainty quantifica-
tion, model calibration or design using the full-fledged model is -in all but the
simplest cases- a daunting task, since a single simulation might take days or
even weeks to complete, even with state-of-the-art modern computing systems.
One, then, has to resort to computationally inexpensive surrogates of the com-
puter code. The idea is to run the solver on a small, well-selected set of inputs
and then use these data to learn the response surface. The surrogate surface
may be subsequently used to carry out any of the computationally intensive
engineering tasks.
The engineering community and, in particular, the researchers in uncertainty
quantification, have been making extensive use of surrogates, even though most
times it is not explicitly stated. One example is the so-called stochastic collo-
cation (SC) method (see [3] for a classic illustration) in which the response is
modeled using a generalized Polynomial Chaos (gPC) basis [99] whose coef-
ficients are approximated via a collocation scheme based on a tensor product
rule of one-dimensional Gauss quadrature points. Of course, such approaches
scale extremely badly with the number of input dimensions since the number
of required collocation points explodes quite rapidly. A partial remedy of the
situation can be found by using sparse grids (SG) based on the Smolyak algo-
rithm [85], which have a weaker dependence on the dimensionality of the prob-
lem (see [95, 96, 69] and the adaptive version developed by our group [59]).
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Despite the rigorous convergence results of all these methods, their applicabil-
ity to the situation of very limited observations is questionable. In that case, a
statistical approach seems more suitable.
To the best of our knowledge, the first attempt of the statistics community to
build a computer surrogate starts with the seminal papers of Currin et al. [22]
and -independently- Sacks et al. [81], both making use of Gaussian processes. In
the same spirit is also the subsequent paper by Currin et al. [23] and the work of
Welch et al. [93]. One of the first applications to uncertainty quantification can
be found in O’Hagan et al. [74] and Oakley and O’Hagan [71]. The problem of
model calibration is considered in [52] and in [50]. References [41] and [4] model
non-stationary responses, while [19] and [50] (in quite different ways) attempt
to capture correlations between multiple outputs. Following these trends, we
will consider a Bayesian approach to the problem of uncertainty quantification.
Despite the simplistic nature of the surrogate idea, there are still many hid-
den obstacles. Firstly, the question about the choice of the design of the inputs
on which the full model is to be evaluated arises. It is generally admitted that
a good starting point is a Latin hyper-cube design [64], because of its great cov-
erage properties. However, it is more than obvious, that this choice should be
influenced by the task in which the surrogate will be used. For example, in
uncertainty quantification, it makes sense to bias the design using the proba-
bility density of the inputs [4] so that highly probable regions are adequately
explored. Furthermore, it also pays off to consider a sequential design that de-
pends on what is already known about the surface. Such a procedure, known
as active learning, is particularly suitable for Bayesian surrogates since one may
use the predictive variance as an indicative measure of the informational con-
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tent of particular points in the input space [62]. Secondly, computer codes solv-
ing partial differential equations usually have responses that are multi-output
functions of space and/or time. One can hope, that explicitly modeling this fact
may squeeze more information out of the observations. Finally, it is essential to
be able to say something about the epistemic uncertainty induced by the limited
number of observations and, in particular, about its effect on the task for which
the surrogate is constructed.
This thesis is the result of three papers I published on uncertainty quantifi-
cation during my PhD, [4, 5] and most recently [6]. Even though the underlying
problem remains the same in all three papers, each one is addressing only some
of the underlying intricacies. The common characteristic of all the developed
methodologies is that they are Bayesian. The purpose of the this introductory
chapter is to clearly define the uncertainty quantification problem and discuss
the various difficulties that arise.
1.1 The uncertainty quantification problem
A computer code may be thought as a function f : X → Y, such that if an input
x ∈ X is supplied to it, it responds with y = f (x) ∈ Y. The response function
f (x) is not known analytically. It can however be evaluated at will for a given
cost. Therefore, we can think of its evaluation as an experiment, a computer
experiment.
In uncertainty quantification applications, we assume that the input is asso-
ciated with a probability space (X,F , P), where F is a σ-algebra and P a prob-
ability measure. In most applications of interest, X is a subset of Rk and F will
3
be identified with a subset of the Borel σ-algebra. For simplicity, we will also
assume that P is absolutely continuous, i.e., there exists a density function p(x)
s.t.
p(A) =
∫
A
p(x)dx,
for all A ∈ F .
The uncertainty of the inputs is either aleatoric, i.e. a random process affect-
ing the response, or epistemic, i.e. lack of knowledge about the true value of x.
Of course, any combination of the two is also allowed. Aleatoric uncertainty
is irreducible, while epistemic uncertainty can be reduced by refining the way
x is measured. No distinction will be made between aleatoric and epistemic
uncertainty in this work.
The problem of uncertainty quantification consists of identifying the input-
induced response probability space (Y,G,Q). Formally:
Y = {y : f (x) = y, x ∈ X} ,
G = {B : f (A) = B, A ∈ F } ,
Q(B) = P
(
f −1(B)
)
, for B ∈ G.
In case Q is also absolutely continuous, we may also be interested in its density
q(y). Identifying the full probability space (Y,G,Q) is almost always a futile
task. Therefore, we are usually interested in capturing finite order statistics of
the response. Typical examples are the mean:
E
[
y
]
:=
∫
Y
ydQ(y) =
∫
X
f (x)dP(x), (1.1)
and the variance
V
[
y
]
:= E
[(
y − E [y])2] . (1.2)
4
1.2 The Monte Carlo approach to uncertainty quantification
The Monte Carlo (MC) approach to UQ is a straight-forward intuitive proce-
dure. One draws n random samples from the input probability space
{
x(i)
}n
i=1
,
evaluates the corresponding responses
{
y(i) = f
(
x(i)
)}n
i=1
and estimates, e.g., the
mean (see Equation 1.1) by
E
[
y
] ≈ 1
n
n∑
i=1
y(i) =
1
n
n∑
i=1
f
(
x(i)
)
. (1.3)
A similar estimator can be easily constructed also for the variance (see Equa-
tion 1.2), while kernel density methods [84] can be employed to approximate
the density of y.
MC’s wide acceptance is due to the fact that it can uncover the complete
statistics of the solution, while having a convergence rate that is (remarkably)
independent of the input dimension ((1/
√
n), where n is the number of ran-
dom samples used [56]). Nevertheless, it quickly becomes inefficient in high
dimensional and computationally intensive problems, where only a few sam-
ples can be observed. Such difficulties have been (partially) alleviated by im-
proved sampling techniques such as Latin hypercube sampling [51] and multi-
level MC [35, 36].
The difficulties with MC are more pronounced when one only has a limited
set of observations, i.e. small n. This is usually the case we encounter when
f (x) is very computationally intensive, e.g., it might take a couple of hours to a
day, or even a week for a single evaluation. The situation was first described in
a seminal paper by O’Hagan, suitably termed “Monte Carlo is Fundamentally
Unsound” [72]. There are basically two important objections to MC raised by
O’Hagan, which I will briefly discuss.
5
A very important variant of MC is importance sampling [56]. Instead of
sampling
{
x(i)
}n
i=1
from the input density p(x), one samples from an other density
q(x) and uses the following estimator for Equation 1.3:
E
[
y
] ≈ 1
n
n∑
i=1
f
(
x(i)
)
p
(
x(i)
)
q
(
x(i)
) .
Notice that the estimator does not only depend on the observed values of f (x). It
also depends on the sampling density which is completely arbitrary and carries
no information about f (x) or each expectation value. In statistical terms, we
conclude that the MC estimator violates the Likelihood Principle. The effect
of this is diminished if q(x) is built using prior knowledge about f (x) and, of
course, if the number of observations n increases. However, at finite n the effect
can be huge and unpredictable.
The second objection rests on the fact that the MC estimator of Equation 1.3
does not make use of any information contained in the input points x(i). Notice
that it only uses the function values f
(
x(i)
)
. To shed some light into the problem,
assume that n = 3 and that x(2) = x(3) (or that they are close together and that the
function f (x) is very smooth). Then f
(
x(2)
)
= f
(
x(3)
)
, and there is clearly nothing
to be learned by including x(3) in the estimation. However, Equation 1.3 gives:
E
[
y
] ≈= 1
3
(
f
(
x(1)
)
+ 2 f
(
x(2)
))
,
which is clearly unreasonable.
1.3 The Bayesian approach to uncertainty quantification
The common feature of the following chapters is that they develop UQ method-
ologies that are fully Bayesian in nature. In this small section, I will simply
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highlight the core idea behind this line of thinking without making explicit use
of a specific model. In particular, we will provide the Bayesian answer to the
following question: Given a set of observations:
D =
{(
x(i), f
(
x(i)
))}
, (1.4)
what is the best estimate of Equation 1.1 and/or Equation 1.2? The same ideas,
may of course be generalized to more exotic statistics in a straightforward man-
ner. The seeds of these ideas can be traced back to the works of O’Hagan [73],
and Rasmussen and Ghahramani [78].
For simplicity, we concentrate on the expectation of f (x):
I =
∫
f (x)p(x)dx.
We would like to estimate it usingD. The idea is to construct a Bayesian model
for the function f (x) and subsequently use it to estimate I. Towards this goal,
let p( fˆ (·)) denote a prior probability density for f (·). You may think of it as the
definition of a random field over X. It should encode what we believe about the
function f (·) before we see any data, e.g., is it continuous, does it have smooth
first derivatives, is it positive only or negative only, is it periodic? In practice,
p
(
fˆ (·)
)
is defined through some kind of discretization introducing a finite set
of parameters (e.g., f (·) could be expanded in a set of basis functions and the
random field would be induced through a probability density on the set of co-
efficients). Here, we will simply abuse the notation for the sake of simplicity.
Specific examples of what p
(
fˆ (·)
)
is, are given in the following chapters. The
bottom line is that p
(
fˆ (·)
)
encodes our prior belief about f (·).
We immediately see, that a prior belief about f (·) automatically induces a
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prior belief about the value of I. To be specific, define
I
[
fˆ (·)
]
:=
∫
fˆ (x)p(x)dx.
Then, before we see any data, we have a probability density over the values of
I, namely:
p(I) =
∫
δ
(
I
[
fˆ (·)
]
− I
)
p
(
fˆ (·)
)
d fˆ (·),
where δ(·) is Dirac’s delta function.
Suppose now that we observeD (see Equation 1.4). Bayes rule, dictates that
we should update our knowledge about f (·) as follows:
p
(
fˆ (·)|D
)
∝ p
(
D| fˆ (·)
)
p
(
fˆ (·)
)
, (1.5)
where p(D| fˆ (·)) is the likelihood of the data (which models any noise that might
be present in the measurements). This corresponds to a posterior random field
modeling our state of knowledge about the function f (·) after seeingD. This, in
turn, induces a posterior probability density on the values of I, that is:
p(I|D) =
∫
δ
(
I
[
fˆ (·)
]
− I
)
p( fˆ (·)|D)d fˆ (·). (1.6)
In the chapters that follow 1) I propose several ways of modeling f (·) based
on a finite set of observations addressing different difficulties that one might
encounter in practice, 2) I propose techniques that adaptively select the obser-
vationsD to be made, targeted at reducing the uncertainty in Equation 1.6, and
3) I propose analytic and/or numerical techniques to approximate Equation 1.6.
I have demonstrated with several numerical examples, that the Bayesian ap-
proach can outperform significantly MC-based or even collocation based tech-
niques.
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CHAPTER 2
MULTI-OUTPUT GAUSSIAN PROCESS REGRESSION
2.1 Introduction
Uncertainty Quantification (UQ) is a field of great importance in practically all
engineering tasks. Physical models require as input certain parameters such as
physical constants, equations of state, geometric specification of objects, bound-
ary conditions, initial conditions and so on. In general, exact knowledge of
these quantities is impossible either due to measurement errors or because they
are truly random. As a consequence, both the input parameters as well as the
physical responses have to be modeled as random variables. The goal of UQ
is to study the propagation of uncertainty from the parameter space to the re-
sponse space. The most celebrated method for the solution of UQ problems is
the Monte Carlo (MC) method. MC’s wide acceptance is due to the fact that it
can uncover the complete statistics of the solution, while having a convergence
rate that is (remarkably) independent of the input dimension. Nevertheless, it
quickly becomes inefficient in high dimensional and computationally intensive
problems, where only a few samples can be observed. Such difficulties have
been (partially) alleviated by improved sampling techniques such as Latin hy-
percube sampling [51] and multilevel MC [35, 36].
Another approach to UQ is the so called spectral finite element method [33].
It involves the projection of the response on a space spanned by orthogonal
polynomials of the random variables and the solution of a system of coupled
deterministic equations involving the coefficients of these polynomials. The
scheme was originally developed for Gaussian random variables which corre-
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spond to Hermite polynomials (polynomial chaos (PC)). It was later generalized
to include other types of random variables (generalized PC (gPC)) [99]. Due to
the global support of the polynomials used, gPC suffers from the well-known
Gibbs phenomenon in the presence of discontinuities in the random space. The
multi-element generalized polynomial chaos (ME-gPC) method [91, 92] was in-
troduced in order to address exactly this issue. The idea of the multi-element
(ME) approach is to decompose the stochastic space in disjoint elements and
then employ gPC on each element. However, the coupled nature of the equa-
tions that determine the coefficients of the polynomials make the application of
the method to high input dimensions extremely difficult (curse of dimensionality).
Throughout the chapter, we assume that we have at hand a well-established
computer code that emulates the physical system. In fact, we will investigate the
propagation of uncertainty from the input of the computer code to the output,
by learning the response surface using well selected observations. Any model-
ing or discretization error will be ignored in this study. The so called stochastic
collocation methods have been designed to deal with this situation. The response
is represented as an interpolative polynomial of the random input constructed
by calls to the computer code at specific input points. However, the construction
of the set of interpolation points is non-trivial, especially in high-dimensional
settings. In [3], a Galerkin based approximation was introduced in conjunction
with a collocation scheme based on a tensor product rule using one-dimensional
Gauss quadrature points. Despite its appeal, the method scales badly with the
number of random input dimensions. Alternatively, sparse grids (SG) based on
the Smolyak algorithm [85] have a weaker dependence on the input dimension-
ality. In [98, 96, 70], the Smolyak algorithm is employed to build sparse grid
interpolants in high-dimensional input spaces based on Lagrange interpolation
10
polynomials. Similarly to gPC, such methods also fail to capture local features
of the response. From the above discussion, it is apparent that discontinuities in
the stochastic space must be dealt with using a basis with local support. In [59],
the authors developed an adaptive version of SG collocation (SGC) based on
localized hat functions called Adaptive SGC (ASGC). ASGC is able to refine the
sparse grid only in important regions of the stochastic space, e.g. near a dis-
continuity. Nevertheless, the piecewise linear nature of the scheme performs
poorly when only a few samples are used while adverse functions can trick the
adaptive algorithm into stopping without converging.
Highly sophisticated computer codes modeling real-life phenomena (like
weather, ocean waves, earthquakes, etc.) might take hours or even days to
complete a single run in massively parallel systems. Therefore, we are neces-
sarily limited to observing only a few realizations. Motivated by this situation,
we would like to consider the problems of (1) selecting the most informative
observations and (2) quantifying the uncertainty in the prediction of the statis-
tics. From the above mentioned methods, ASGC addresses only problem (1),
albeit in an ad hoc manner. In order to deal with (1) and (2) in a principled,
information theoretic way, a Bayesian framework is necessary. To this end, we
choose to investigate the performance of the Gaussian process (GP) model. The
GP model has been used in computer experiments in the pioneering work of
Sacks [81] (for a more recent review see the book [82]). GP is particularly in-
teresting, since it provides an analytically tractable Bayesian framework where
prior information about the response surface can be encoded in the covariance
function, and the uncertainty about the prediction is easily quantified. It is ex-
actly this uncertainty in the prediction that can be exploited in order to select the
observations to be made (see [62]), as well as to quantify the uncertainty in the
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statistics. One of the drawbacks of GP inference is that it scales as the cube of the
number of observations, making the treatment of large data sets computation-
ally demanding. Furthermore, the most common covariance functions used in
practice are stationary. The effect of the stationarity assumption is that it makes
non-stationary responses and localized features (such as discontinuities) a priori
highly improbable, resulting in an excessive number of samples being required
in order to uncover them. A successful effort to deal with these difficulties has
been carried out in [41]. Based on the partitioning ideas of the Bayesian CART
model [16, 17], a treed GP model was introduced. By making the GP local to
each leaf of the tree, the model is able to process many more samples. Addition-
ally, anisotropy is captured by considering the true response as being the result
of many local stationary (albeit different) models. More recently, in [86] a novel
tree model was introduced using Sequential Monte Carlo inference as opposed
to MCMC of the classical approaches. The latter is a promising step towards
computationally tractable fully Bayesian trees.
In this work, we present a novel non-intrusive UQ framework based on a
treed multi-output Gaussian process (GP). It operates in two stages: (a) the con-
struction of a surrogate model for the physical response and (b) the interroga-
tion of this surrogate for the statistics. The building block of the surrogate is a
Multi-output Gaussian Process (MGP) introduced in Section 2.2.1. Information
gathered from the MGP is used to discover important directions of the stochas-
tic space and decompose it in stochastic elements (i.e. new leaves of the tree) (Sec-
tion 2.2.4). Each stochastic element is, in turn, sampled using Sequential Exper-
imental Design (SED) techniques (Section 2.2.5) and subsequently modeled us-
ing a new MGP. This defines an iterative procedure that gradually resolves local
features and discontinuities. The final result is a piecewise surrogate in the spirit
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of the Multi-element Method (ME) [91]. Despite being a treed GP, our model
differs from the model in [41] in several aspects: 1) the tree building process
is inspired from the ME method rather than Bayesian CART (non-probabilistic
tree), 2) we explicitly derive point estimates of the missing hyper-parameters by
maximizing the marginal likelihood instead of averaging (fast predictions), 3)
we treat the multiple outputs of the response in a unified way (faster training).
Furthermore, our model is built specifically to deal with UQ tasks, in that the
input probability distribution plays an important role in the tree construction.
Finally, the resulting surrogate can be used to obtain semi-analytic estimates of
the moments of any order as well as error bars (Sections 3.2.4 and 3.2.5).
2.2 Methodology
Let X ⊂ RK for some K ≥ 1 represent the stochastic input space, a (potentially
infinite) rectangle of RK , i.e. X = ×Kk=1[ak, bk],−∞ ≤ ak < bk ≤ ∞. We will assume
that there is a probability density p(x) defined for all x ∈ X such that:
p(x) =
K∏
k=1
pk(xk), (2.1)
where pk(xk) is the probability density pertaining to the k-th dimension. That
is, the components of x are independent random variables. This assumption
is very common in UQ settings and can be made to hold by a transformation
of the input space. We now consider the multi-output function f : X → RM
representing the result of a computer code (deterministic solver) modeling a
physical system, i.e. at a given input point x ∈ X the response of the system is
f(x). We will write
f(·) = ( f1(·), . . . , fM(·)),
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and refer to fr(·) as the r-th output of the response function, r = 1, . . . ,M. In this
work, we will identify f(·) as the true response of an underlying physical sys-
tem and we will ignore any modeling errors. The input probability distribution
induces a probability distribution on the output. The UQ problem involves the
calculation of the statistics of the output y = f(x). Quantities of interest are the
moments mq = (mq1, . . . ,m
q
M), defined for q ≥ 1 and r = 1, . . . ,M by:
mqr :=
∫
X
f qr (x)p(x)dx, (2.2)
as well as functions of them. In particular, the mean m = (m1, . . . ,mM):
mr := m1r =
∫
X
fr(x)p(x)dx, (2.3)
and the variance v = (v1, . . . , vM):
vr :=
∫
X
( fr(x) − mr)2 p(x)dx = m2r − (m1r )2. (2.4)
The statistics will be calculated by interrogating a surrogate of f : X → RM.
This will be put together from local surrogates defined over elements of the
stochastic space Xi ⊂ X such that:
X = ∪Ii=1Xi and int(Xi) ∩ int(X j) = ∅,∀i, j ∈ I, i , j, (2.5)
where int(Xi) denotes the interior of the set Xi under the usual Euclidean metric
of RK . The response surface is correspondingly decomposed as:
f(x) :=
I∑
i=1
f i(x)1Xi(x), (2.6)
where 1Xi(x) is the indicator function of Xi, given by:
1Xi(x) =

1 if x ∈ Xi,
0 otherwise
,
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and f i(·) is just the restriction of f(·) on Xi. The local surrogates will be identified
as Multi-Output Gaussian Processes (MGP) defined over the stochastic element
Xi. These MGPs will be trained by observing f i(·). The predictive mean of the
MGPs will be used to derive semi-analytic estimates of all moments mq. An
addendum of the Bayesian treatment, is the ability to provide error bars for the
point estimates of the moments. This feature is absent from most current UQ
methods.
Our aim is to create a surrogate by making as few calls to the computer
program as possible. This is achieved by an interplay of adaptively decompos-
ing the domain (Tree Construction) and selecting which observations to make
within each element (Experimental Design). These decisions should be biased
by the underlying input probability density p(x) and the observed variability of
the responses.
In the sections that follow, we introduce the constituent parts of our frame-
work. Despite the fact that the method is applicable to any distribution p(x)
over X, all numerical examples will be conducted on a compact X (ak and bk
are finite) using the uniform distribution. This is mainly due to the fact that the
implementation of the framework is considerably easier for this case. We plan
to investigate and report the dependence of the results on p(x) in a future work.
2.2.1 Multi-output Gaussian Process Regression
We turn our focus to a single element of the stochastic space Xi ⊂ X and discuss
the construction of a local surrogate model based on some already observed
data. The choice of the elements is the subject of Section 2.2.4 and how the ob-
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servations are selected is investigated in Section 2.2.5. All quantities introduced
herein are local to the element Xi. However, in order to avoid having an unnec-
essarily complicated notation, we do not explicitly show this dependence.
We assume that we have observed a fixed number N ≥ 1 of data points
D :=
{
(x(n), y(n)
}N
n=1
, (2.7)
where, y(n) = f(x(n)) is the result of the computer program with input x(n). We
will fit these data to a Gaussian Process (GP) model [61, 77], a procedure known
as GP Regression (GPR). Our primary concern in this section is to extend GPR
to the multi-output case. The naive approach would be to model its output di-
mension independently. However, since the various outputs of the response
function are highly correlated, this strategy will incur some loss of informa-
tion. Furthermore, training a GP on N data points involves the computation
of the Cholesky decomposition of an N × N symmetric positive-definite matrix,
an operation that scales as O(N3). If the M output dimensions were to be mod-
eled independently, then the total training cost would be O(MN3) making the
method inappropriate for most UQ tasks. Several techniques exist that model
the correlation between outputs: e.g. ‘co-kriging’ (Section 3.2.3 in [21]) or in-
troducing latent (hidden) outputs [11, 87, 66]. Unfortunately, these models are
still fairly complicated and computationally demanding. In [50], a principal
components analysis (PCA) was performed on the output space and then the
PCA coefficients of the simulations were modeled using independent GPs. This
approach has been proven efficient in dealing with high-dimensional output
settings, since it automatically takes care of output correlations. However, it
introduces an additional error arising from the finite truncation of the PCA de-
composition of the output field. Furthermore, it is not clear how the approach
can be used in a SED setting, in which simulations arrive one by one, as well as
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how it performs when discontinuities are present in the stochastic space. A very
recent, theoretically sound way of modeling multiple outputs was developed
in [19]. In this approach, the multidimensional response is modeled as a GP
vector using the same covariance function for each dimension. It accounts for
correlations by introducing a constant correlation matrix between the outputs.
However, in very high-dimensional settings (typical UQ applications have a few
thousand outputs), dealing with the full correlation matrix is computationally
challenging. Since in this work we are trying to develop a method that will be
able to deal with output dimensions that range from a few hundreds to a few
thousands, keeping the training time to acceptable levels is one of our major
goals. We achieve this by making a compromise: the outputs will be treated as
conditionally independent given the covariance function. Our approach is simi-
lar to that in [19] if a diagonal correlation matrix and a constant mean is used.
The underlying assumption is that the regularity of all output dimensions is
approximately the same. Since each output may vary in signal strength (e.g.
finite element nodes close to a fixed boundary condition exhibit smaller vari-
ations compared to ones in the middle of the domain), we have to work with
a scaled version of the responses. The computational savings of using a single
covariance function for all outputs are tremendous: only a single Cholesky de-
composition is required, dropping the training cost back to O(N3). We call the
resulting model a Multi-output Gaussian Process (MGP) and refer to regression
using MGPs as MGPR.
Let us introduce the observed mean:
µobs,r =
1
N
N∑
n=1
y(n)r , (2.8)
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and the observed variance:
σ2obs,r =
1
N
N∑
n=1
(yr − µobs,r)2, (2.9)
of the data D. We will be modeling the scaled response functions gr : Xi → R,
defined by:
gr(x) =
fr(x) − µobs,r
σobs,r
, r = 1, . . . ,M. (2.10)
The scaling is necessary, because the various outputs might exhibit different sig-
nal strengths. Obviously, this definition depends on the actual observations. We
expect, however, that if N is big or if the stochastic element under investigation
is small, then it is a good approximation to the ideal scaling, i.e. zero mean and
unit variance for all outputs. Assuming that all outputs have the same regu-
larity, we model each gr as a Gaussian Process with zero mean and covariance
function c(x, x′; θ):
gr(x)|θ ∼ GP (0, c(x, x′; θ)) , r = 1, . . . ,M,
where θ ∈ Θ ⊂ RS are the S ≥ 1, unknown hyper-parameters of the covariance
function. That is, the scaled responses are treated as conditionally independent
given the hyper-parameters.
Point Estimates of the Hyper-parameters A fully Bayesian approach would
proceed by imposing a prior probability pi(θ) over the hyper-parameters and
then average (numerically) over them. Instead, we will employ the evidence ap-
proximation to Bayesian inference [?], in order to obtain point-estimates of the
hyper-parameters by maximizing the marginal likelihood of the data (Ch. 5
of [77]). This necessarily underestimates the prediction uncertainty, but it is
a trade-off we are willing to make in order to obtain a computationally tractable
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model. The logarithm of the marginal likelihood of each scaled response
gr(·), r = 1, . . . ,M is given by:
log p(zr|D, θ) = −12z
T
r C
−1zr − 12 log |C| −
N
2
log 2pi,
where zr = (z(1)r , . . . , z(N)r ) is a scaled version of the observations inD:
z(n)r =
y(n)r − µobs,r
σobs,r
, n = 1, . . . ,N, (2.11)
C = (Ci j),Ci j = c(x(i), x( j); θ) is the covariance matrix and |C| its determinant.
Since the scaled responses are conditionally independent given θ, the logarithm
of the joint marginal likelihood is simply the sum of the marginal likelihoods of
each output, i.e.
L(θ) := log p(z1, . . . , zM |X, θ) (2.12)
=
M∑
r=1
log p(zr|X, θ) (2.13)
= −1
2
M∑
r=1
zTr C
−1zr − M2 log |C| −
NM
2
log 2pi. (2.14)
Thus, a point estimate of θ over the element Xi is obtained by
θ∗ = arg max
θ∈Θ
L(θ). (2.15)
The joint marginal likelihood L(θ) might exhibit multiple maxima which corre-
spond to alternative interpretations of the data. In practice, we make an edu-
cated initial guess and we are satisfied with the (local) maximum obtained using
a Conjugate Gradient method [76]. The specifics of the optimization method are
discussed in Appendix A.
The Predictive Distribution Having decided on a point estimate for the
hyper-parameters θ, we are ready to predict the scaled response at any test point
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x ∈ Xi. Scaling back to the original responses, we can easily see that the predic-
tive distribution of fr(x) is:
fr(x)|D, θ∗ ∼ N
(
µ fr(x; θ
∗), σ2fr(x; θ
∗)
)
, (2.16)
with mean:
µ fr(x; θ
∗) = σobs,rcTC−1zr + µobs,r, (2.17)
and variance:
σ2fr(x; θ
∗) = σ2obs,r
(
c(x, x; θ∗) − cTC−1c
)
, (2.18)
where c = (c(x, x(1); θ∗), . . . , c(x, x(N); θ∗)) and the covariance matrix C is evaluated
at θ∗. We will refer to σ2fr(x; θ
∗) as the predictive variance of the response at x. It
represents our uncertainty about the prediction at this particular test point.
As mentioned earlier, the predictive mean µ fr(x; θ
∗) given by Equation 2.17 will
be used to provide estimates for the statistics over the element Xi, while the
predictive variance σ2fr(x; θ
∗) will give error bars (see Section 2.2.2). Notice that
µ fr(x; θ
∗) is, in fact, a kernel estimator since:
µ fr(x; θ
∗) =
N∑
n=1
αrnc(x(n), x; θ∗) + µobs,r, (2.19)
where the weights αrn are given by:
αr ≡ (αr1, αr2, . . . , αrN) := σobs,rC−1zr,
and also depend on θ∗ through C.
2.2.2 Calculation of the local statistics
As in the previous section, we focus on a specific element Xi. All quantities are
again local to Xi. In order to keep notational complexity to a minimum, we do
20
not explicitly show this dependence. We will derive analytic point estimates as
well as error bars for the mean and the higher moments of the response based on
the linear point estimator of f(·) overXi given in Equation 3.21 and the predictive
variance Equation 3.22. To be exact, we are interested in estimating all moments
mq = (mq1, . . . ,m
q
M), q ≥ 1, where
mqr =
∫
Xi
f qr (x)p
i(x)dx. (2.20)
pi : X→ R is the conditional probability density related to Xi:
pi(x) :=
p(x)
P(Xi)
1Xi(x), (2.21)
where P(Xi) is the probability of an input point residing in the stochastic element
Xi, i.e.
P(Xi) =
∫
Xi
p(x)dx.
In order to achieve analytic estimates of mq, we keep concurrent MGP esti-
mates of the response raised to the q power. In particular, the q power of the
response is treated also as a MGP with its own hyper-parameters θq. Let us
denote the predictive distribution for the q power of the response at x ∈ Xi by:
f qr (x)|D, θq ∼ N
(
µ f qr (x; θ
q), σ2f qr (x; θ
q)
)
,
where µ f qr (x; θ
q) is the predictive mean and σ2
f qr
(x; θq) the predictive variance for
r = 1, . . . ,M. These quantities are available through the exact same procedure
described in Section 2.2.1, using the q power of the response instead of the re-
sponse itself. For convenience, let us write the predictive mean at x as:
µ f qr (x; θ
q) =
N∑
n=1
αqrnc(x
(n), x; θq) + µqobs,r,
and the predictive variance at x as:
σ2f qr
(x; θq) = (σqobs,r)
2
(
c(x, x; θq) − cq,T (Cq)−1cq
)
,
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where µqobs,r and σ
q
obs,r are defined as in Eqs. (3.9) and (3.10), respectively, using
the q power of the observed response, cq = (c(x(1), x; θq), . . . , c(x(N), x; θq)) and Cq
is the covariance matrix evaluated at θq.
Our goal is to derive a predictive probability distribution for the moments
mq given the data and the hyper-parameters. In a proper probabilistic treat-
ment, we would proceed by sampling the full posterior of the MGP, integrat-
ing the samples over x and producing a Monte Carlo estimate of the predictive
mean and variance of each moment. To obtain analytic estimates, let us make
the simplifying assumption that the predictions at different input points x are
conditionally independent given the data and the hyper-parameters. Then, by
the additivity of independent normal variables, we arrive at the approximation:
mqr |D, θq ∼ N
(
µmqr , σ
2
mqr
)
, (2.22)
where the predictive mean of mqr is:
µmqr =
∫
Xi
µ f qr (x; θ
q)pi(x)dx, (2.23)
and its predictive variance:
σ2mqr
=
∫
Xi
σ2f qr
(x; θq)pi(x)dx. (2.24)
Fortunately, the integrals involved can be expressed in terms of expectations of
the covariance function with respect to the conditional input distribution. This
results in a fast, semi-analytic estimate of µmqr and σmqr . It is worth mentioning at
this point that this distribution is necessarily wider than the optimum one.
Remark 1 Obviously, the assumption that a positive function, e.g. the response
fr raised to an even power, is a Gaussian Process is not optimal, since the pre-
dictive distribution assigns positive probability to the event of the function get-
ting negative values. However, this assumption is necessary in order to obtain
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analytic estimates of the predictive distribution of the statistics. A direct conse-
quence of it is that the predictive distribution Equation 2.22 for an even moment
has also positive probability of being negative. A tighter predictive distribution
can always be found by truncating Equation 2.24 below zero. On the other hand,
the predictive mean of an even moment will always be positive.
Evaluation of the integrals We now proceed to the calculation of the integrals
in Eqs. (3.28) and (2.24). We can write the following:
µmqr =
N∑
n=1
αqrn
q
n + µ
q
r , (2.25)
and
σ2mqr
= (σqobs,r)
2
cq − N∑
n,l=1
(Cq)−1nl ν
q
nl
 , (2.26)
where
qn =
∫
Xi
c(x(n), x; θq)pi(x)dx, (2.27)
cq =
∫
Xi
c(x, x; θq)pi(x)dx, (2.28)
νqnm =
∫
Xi
c(x, x(n); θq)c(x, x(l); θq)pi(x)dx, (2.29)
and (Cq)−1nl is the nl element of the inverse q covariance matrix (C
q)−1.
Thus, computation of the statistics requires the evaluation of integrals of the
form of Eqs. (2.27), (2.28) and (2.29). In Appendix A, we provide analytic for-
mulas for their calculation for the special case of uniform input distribution and
Squared Exponential (SE) covariance function. For the SE covariance function
but arbitrary input probability density of the form of Equation 2.1, their evalu-
ation requires O(K) one-dimensional numerical integrations.
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2.2.3 From local to global statistics
In the same spirit as the multi-element methods [91, 92, 28], we combine the
statistics over each stochastic element in order to obtain their global analogues.
Since we now work over the whole domain, we will explicitly mark the depen-
dence of the underlying quantities on the element Xi, i = 1, . . . I. Let mq,ir be the
q moment of the response that pertains to the conditional probability density
pi(x) (Equation 3.27) and mqr be the global one (Equation 3.1). Notice that m
q
r can
be decomposed as
mqr =
∫
X
f qr (x)p(x)dx (2.30)
=
I∑
i=1
∫
Xi
f qr (x)
p(x)
P(Xi)
dxP(Xi) (2.31)
=
I∑
i=1
∫
Xi
f qr (x)p
i(x)dxP(Xi), (2.32)
or
mqr =
I∑
i=1
mq,ir P(X
i). (2.33)
Now, assume that for each element Xi, i = 1, . . . I we have obtained a predic-
tive distribution (Equation 2.22) for mq,ir and let its predictive mean and vari-
ance be µmq,ir and (σmq,ir )
2, respectively (Eqs. (2.25) and (2.26)). Assuming con-
ditional independence of the predictive distributions given the data and the
hyper-parameters, we obtain that:
mqr |D, θq ∼ N
(
µmqr , σ
2
mqr
)
, (2.34)
where the predictive mean is:
µmqr =
I∑
i=1
µmq,ir P(X
i), (2.35)
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and the predictive variance:
σ2mqr
=
I∑
i=1
σ2
mq,ir
P(Xi). (2.36)
Again, truncation of this distribution below zero for even q, always yields an
improved estimator (see Remark 1).
Finally, we derive a normal approximation to the predictive distribution for
the variance of the response v = (v1, . . . , vM) (defined in Equation 3.3):
vr ∼ N
(
µvr , σ
2
vr
)
. (2.37)
Under the assumption of conditional independence of mqr , q = 1, 2, the predic-
tive mean of vr is given by:
µvr := E
[
m2r − (m1r )2|D, θ1, θ2
]
(2.38)
= E
[
m2r
∣∣∣D, θ1, θ2] − E [(m1r )2|D, θ1, θ2] , (2.39)
or:
µvr = µm2r − µ2m1r − σ
2
m1r
, (2.40)
where E[·|D, θ1, θ2] denotes the expectation with respect to the joint predictive
distribution for m1r and m2r . Equivalently, the predictive variance is:
σ2vr := V
[
m2r − (m1r )2|D, θ1, θ2
]
(2.41)
= V
[
m2r |D, θ1, θ2
]
+ V
[
(m1r )
2|D, θ1, θ2
]
(2.42)
= V
[
m2r |D, θ1, θ2
]
+ E
[
(m1r )
4|D, θ1, θ2
]
−
(
E
[
(m1r )
2|D, θ1, θ2
])2
, (2.43)
or:
σ2vr = σ
2
m2r
+ 4µ2m1rσ
2
µ1r
+ 2σ4
µ1r
, (2.44)
where V[·|D, θ1, θ2] denotes the variance with respect to the joint predictive dis-
tribution of m1r and m2r .
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Let us end this section by mentioning that the above procedure can be easily
applied to obtain normal approximations to the predictive distributions of any
centered moment. It is obvious that the calculation can always be casted in
terms of moments of the normal distribution which are readily available using
the confluent hypergeometric function U(a, b, x) (see Ch. 13 of [2]).
2.2.4 Adaptivity
In this section, we develop an iterative procedure to adaptively decompose the
stochastic space in smaller elements. The initial step of this procedure starts
by considering a single element, i.e. X itself. Here, we assume that we are
already given a decomposition of the domain as well as a local surrogate model
on each element. The decision we wish to make is whether or not to refine
a given element and in which way. We develop refinement criteria that are
based solely on information gathered by the current surrogate model and no
further calls to the deterministic solver are required. The Bayesian predictive
variance Equation 3.22 is used to define a measure of our uncertainty about the
prediction over the whole domain X. We show how this measure can be broken
down to contributions coming from each element. Based on this observation,
we derive a criterion that suggests refinement of an element if its contribution
to the global uncertainty is larger than a pre-specified threshold. For the sake of
simplicity, we only consider rectangular elements and refine them by splitting
them perpendicular to the dimension of greatest importance in two pieces of
equal probability. The importance of a particular dimension is characterized by
its length scale. The length scales are identified as the hyper-parameters of a SE
covariance function.
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Suppose that we have already a decomposition of the stochastic domain X
in rectangular elements Xi, e.g.
Xi = [ai1, b
i
1] × · · · × [aiK , biK],
with aik < b
i
k, k = 1, . . . ,K, i = 1, . . . , I such that Equation 3.4 holds. Furthermore,
assume that we have already learnt the local surrogates on each element Xi. Let
σ2
f ir
(x) be the predictive variance of the r = 1, . . . ,M output of the local surrogate
of f i at x ∈ Xi (Equation 3.22). By the conditional independence assumption for
the predictive distribution over each element and Equation 3.5, the predictive
variance of the r = 1, . . . ,M dimension of the global surrogate σ2fr(x) at x ∈ X is
given by:
σ2fr(x) =
I∑
i=1
σ2f ir
(x)1Xi(x). (2.45)
Its average over r,
σ2f (x) :=
1
M
σ2f ir
(x),
is a measure of our uncertainty about the prediction of all outputs simultane-
ously at the test point x ∈ X . Taking the expectation of this quantity with respect
to the input probability density p(x), we obtain
σ2f,p :=
∫
X
σ2f (x)p(x)dx. (2.46)
This quantity is a measure of our uncertainty about our prediction over the
whole domain X. Notice that, in σ2f,p, the uncertainty of the model at x is
weighted by its probability of occurrence p(x). Intuitively speaking, we are
willing to accept a somewhat less accurate surrogate in regions of the space
occurring with lower probability. Using Equation 3.35, it is straightforward to
see that:
σ2f,p =
I∑
i=1
σ2f,piP(X
i), (2.47)
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where
σ2f,pi :=
∫
Xi
σ2f (x)p
i(x)dx,
is the uncertainty of our prediction over the element Xi. Making use of Equa-
tion 2.24 for q = 1, we obtain that:
σ2f,pi =
1
M
M∑
r=1
σ2
m1,ir
. (2.48)
Hence, σ2f,pi relates directly to our uncertainty about the mean response σ
2
m1,ir
(Equation 2.26). Generalizing, we can define the corresponding uncertainties
for the response raised to the q ≥ 1 power (see Section 2.2.3):
σ2fq,p :=
I∑
i=1
σ2fq,piP(X
i), (2.49)
where
σ2fq,pi :=
1
M
M∑
r=1
σ2
mq,ir
. (2.50)
This measure is equivalent to our uncertainty about the q-th moment of the
response. Our idea it to refine the element Xi, if the contribution to the global
uncertainty coming from it, is greater than a certain threshold δ > 0, that is we
refine Xi if:
σ2fq,piP(X
i) > δ, for any q = 1, 2, . . . , (2.51)
depending on how many moments one wishes to consider. However, in the
numerical examples of the present work, we simply use the criterion for q =
1, despite the fact that we report also the variance. We plan to investigate its
dependence on q in a later work.
The above criterion specifies whether or not an element Xi should be refined.
As already mentioned, we refine elements by cutting them in equally probable
parts perpendicular to ‘the most important dimension’. At this point, we at-
tempt to give a precise meaning to the concept of ‘the most important dimen-
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sion’. Towards this goal, we will exploit the properties of a specific parametric
form for the covariance function, the Squared Exponential (SE):
cSE(x, x′) = s2f exp
−12
K∑
k=1
(xk − x′k)2
`2k
 , (2.52)
where s f > 0 can be interpreted as the signal strength and `k > 0 as the length scale
of each stochastic input. These parameters can be learnt from the data by using
the evidence approximation (see Section 2.2.1), allowing the determination of
the relative importance of each dimension. The technique is called automatic rel-
evance determination (ARD). It originated in the Neural Networks literature [67]
and was later extended to GP Regression [94]. We emphasize that a unique set of
the SE hyper-parameters is learnt on each element Xi (as well as for each power
of the response, fq, that we take into account). Hence, despite the fact that each
local surrogate is a stationary GP, the global surrogate is non-stationary. This is
similar in spirit to the Bayesian Treed Gaussian Process Model in [41].
Let us explicitly denote the learnt length scales of element Xi corresponding
to the MGP that represents f, with `ik, k = 1, . . . ,K. The length scales of the pow-
ers of the response, fq, q > 1, are not involved in the criterion we are about to
formulate. Furthermore, let us introduce the probability Pik that the k-th dimen-
sion xk of a random input point x ∈ X falls inside Xi:
Pik :=
∫ bik
aik
pk(xk)dxk. (2.53)
In general, this has to be evaluated numerically. For the special case of uniform
distribution on a rectangular X, we obtain:
Pik =
bik − aik
bk − ak .
We define the importance Iik of the dimension k of the element X
i to be:
Iik = P
i
k/`
i
k. (2.54)
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Intuitively, the importance of a particular dimension is inversely proportional
to the inferred length scale and proportional to the probability mass along that
dimension trapped within the stochastic element. Thus, if Xi needs refinement
(i.e. satisfies Equation 3.38), we cut it perpendicular to the most important di-
mension k∗, given by:
k∗ = arg max
k
Iik. (2.55)
In order to have two new elements with the same probabilities of occurrence, the
splitting point is given by the median of the marginal conditional distribution
of Xi along dimension k, pik(xk) defined by:
pik(xk) =
pk(xk)∫ bik
aik
pk(x′k)dx
′
k
1[aik ,bik](xk). (2.56)
This is a root finding problem that can easily be solved using a bisection al-
gorithm. For the special case of the uniform distribution, the splitting point
trivially becomes:
x∗k =
1
2
(aik + b
i
k).
Remark 2 The particular splitting criterion based on the inferred length scales
is not the only possibility. Despite being intuitively appealing, it remains an ad
hoc choice. Nevertheless, its computational evaluation time is negligible and
we have empirically shown that it results in decompositions that concentrate
around important features of the response. Of course, its performance depends
crucially on predicting correctly the length scales.
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2.2.5 Collection of the observations
In this section, we discuss how the data within an element are collected. We
have to consider two distinct cases:
1. No data have been observed yet and we only have a single element (i.e. X
itself).
2. We have obtained a fit of the response over an element Xi based on N i
observations
Di = {(xi,(n), yi,(n))}Nin=1,
and we have decided to split it in two elements Xi,1 and Xi,2 so that
Xi = Xi,1 ∪ Xi,2 and Xi,1 ∩ Xi,2 = ∅.
Let N ≥ 1 be the maximum number of observations per element we wish to consider
within each element and δ > 0 be the desired uncertainty tolerance of each ele-
ment (see Equation 3.38). We deal with the first case (no observations made so
far), by simply observing N random data points drawn from the input probabil-
ity distribution p(x). In the second case, we wish to utilize the MGP we already
have for Xi, in order to make the most informative selection of new data points.
This procedure is known in the literature as Experimental Design (ED).
The ED problem can be formulated in a Bayesian framework in terms of
maximizing the expectation of a utility function (see [14] for a good review of
Bayesian ED). If we observe the data points one by one and update the model
each time, then the procedure is termed Sequential Experimental Design (SED). In
the machine learning literature SED is known as Active Learning (AL). According
to MacKay [?], if the utility function we choose is the change in entropy of the
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posterior of the hyper-parameters θ, then - under the evidence approximation -
the most informative input point corresponds to the one that maximizes the pre-
dictive variance of the model. This criterion is termed Active Learning MacKay
(ALM). An alternative to ALM is Cohn’s criterion (ALC) [18], which proceeds
by choosing the input point that maximizes the expected change in output pre-
dictive variance over the whole domain. ALC has the advantage that it allows
one to weight the input space by a probability distribution, which in our setting
would naturally be the input probability distribution of the elementXi. ALC has
also been numerically shown to perform better than ALM (for a comparison of
ALM and ALC see [83] and the corresponding discussion in [42]). However,
ALC is not based on a decision theoretic foundation and it is much harder to
implement. In this work - mainly for computational purposes - we choose to
work with ALM. We now, describe its extension to the multi-output case.
We start, by splitting the observed data in two sets Di,l, l = 1, 2 according to
which element the inputs belong to, i.e.
Di,l = {(x, y) ∈ Di : x ∈ Xi,l}, l = 1, 2.
Let θ∗ be the hyper-parameters of the MGP over Xi and σ2fr(x; θ
∗) be the corre-
sponding predictive variance of the r-th output at x ∈ Xi given by Equation 3.22.
Throughout the SED procedure, the hyper-parameters will be kept constant.
Without loss of generality, we work with the left child of Xi, Xi,1. The right
child is treated similarly. We will be sequentially observing xnew,m and the corre-
sponding responses ynew,m = f(xnew,m) for m = 1, 2, . . .. Let the set of observations
residing in Xi,1 be:
Di,1,n = Di,1 ∪ {xnew,m : m = 1, . . . , n}, n ≥ 1,
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where Di,1,0 = Di,1. Denote by σ2fr(x; θ∗,Di,1,n) the predictive variance of the r-
th output when Di,1,n is taken into account. From Equation 3.22, it is apparent
that σ2fr(x; θ
∗,Di,1,n) depends only on the observed input points and not on the
responses. Furthermore, since θ∗ remains constant, the inverse covariance ma-
trix can be estimated sequentially at each step without the need to perform a
Cholesky decomposition (see [61]). The extension of ALM to the multi-output
case is as follows: given Dni,1, observe the input point xnew,n+1 ∈ Xi,1 that maxi-
mizes the joint uncertainty of all outputs:
σ2f (x; θ
∗;Di,1,n) = 1
M
M∑
r=1
σ2fr(x; θ
∗,Di,1,n). (2.57)
That is,
xnew,n+1 = arg max
x∈Xi,1
σ2f (x; θ
∗;Di,1,n). (2.58)
In an effort to introduce a bias from the input probability distribution, we sug-
gest using:
xnew,n+1 = arg max
x∈Xi,1
σ2f (x; θ
∗;Di,1,n)p(x), (2.59)
which causes low probability regions to be ignored. Of course, for the uniform
case the two criteria are equivalent. We stop, either if N data points have been
collected inDi,1,n, or if:
σ2f,pi,1(Di,1,n)P(Xi,1) ≤ δ, (2.60)
where σ2f,pi,1(Di,1,n)P(Xi,1) is the expectation of σ2f (x; θ∗;Di,1,n) with respect to the
conditional probability pi,1(x) of Xi,1 (in the same spirit as it was used in Sec-
tion 2.2.4).
The optimization problem in Equation 2.59 is relatively hard and involves
several local maxima. Instead of solving it with a direct method, we use a simple
Monte Carlo procedure to obtain an approximate solution. We draw NtextALM
random samples in Xi,1, evaluate the product of the predictive variances and the
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input probability density (Equation 2.57) and select the one yielding the greatest
result. This is affordable, since σ2f (x; θ
∗;Di,1,n) is cheap to evaluate.
2.2.6 A complete view at the framework
In this final section, we put together the building blocks of our scheme and
discuss the algorithmic details and possible parallelization strategies. The basic
input required is the maximum number of observations per element N and the
tolerance δ > 0, used for the refinement criterion (Equation 3.38) as well as the
stopping criterion of ALM (Equation 2.60). An additional input is the number of
MC samples used to approximate the solution to Equation 2.59 (last paragraph
of Section 2.2.5), which we fix to NALM = 10000.
Our scheme works in one element cycles that comprise of collecting observa-
tions (randomly or using ALM (Section 2.2.5)), fitting (Section 2.2.1) and adapt-
ing (Section 2.2.4). Let us denote with Xi a stochastic element, Di the observa-
tions made on Xi and Mi the MGP fitted over Xi using Di. Let C be the set of
triplets (Xi,Di,Mi) for which the refinement criterion Equation 3.38 is not satis-
fied. We will refer to C as the set of completed triplets. The rest of the triplets are
put in U, called the set of uncompleted triplets. With |Di| we denote the number
of observations inside Di. Algorithm 3 provides a serial implementation of the
scheme.
Parallelization of Algorithm 3 is relatively easy. Each node p, has its own set
of completed Cp and uncompleted Up elements. Initially the root node p = 0
starts as in Algorithm 3 and the rest with Up = ∅,Cp = ∅, p , 0. Then, every-
thing proceeds as in Algorithm 3 with load re-balancing at the end of each outer
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Algorithm 1: The complete surrogate building framework
U ← {(X, ∅, ∅)}.
C ← ∅.
whileU , ∅ do
Remove (Xi,Di,Mi) fromU.
ifMi = ∅ then
Observe N random points drawn from pi(x) Equation 2.21.
else
while |Di| < N or Equation 2.60 not satisfied for δ do
Add an observation toDi using the ALM procedure (Equation 2.59).
UpdateMi to take into account the new data inDi.
end while
end if
Refit the hyper-parameters ofMi using only the data inDi (Section 2.2.1).
if Refinement criterion of Equation 3.38 is satisfied for δ then
Split Xi in Xi,1 and Xi,2 according to Equation 3.41.
LetDi,1 andDi,2 to be the set observations residing in Xi,1 and Xi,2, respec-
tively.
U ← U ∪ {(Xi,1,Di,1,Mi), (Xi,2,Di,2,Mi)}.
else
C ← C ∪ {(Xi,Di,Mi)}.
end if
end while
iteration (uncompleted elements are sent to processors withUp = ∅).
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Remark 3 The choice of the maximum number of samples per element N is a
crucial parameter to the scheme. Its optimal value depends in a complicated
way on the (a priori unknown) smoothness of the underlying response as well
as the number of hyper-parameters S . Its importance is more evident on the
very first element of the scheme because it drives the rest of the tree construction
as well as the Active Learning procedure. If a small value is used, then local fea-
tures may be lost, while a very big value may result in redundant information.
Similar problems are present in practically all UQ schemes. For example, ME-
gPC depends on the polynomial degree and ASGC depends on which level of
the Sparse Grid is adaptivity initiated. On the other hand, N makes our method
computationally tractable, since it bounds above the dimensions of the covari-
ance matrices that need to be inverted. A theoretical analysis of the optimal
value of N is highly desirable, but clearly beyond the scope of the present work.
In the engineering problems that we are interested in, one usually already has
a rough idea about the smoothness of the problem based on some preliminary
simulations. For smooth problems, using N ≈ 2K, where K is the number of in-
put dimensions gives satisfying results (see the Elliptic and Natural Convection
numerical examples in Section ??). For problems with local features, a slightly
bigger value must be used. Empirically, we fix δ to a high value (e.g. δ ≈ 10−1),
we start with N = 2K and increase N gradually until the results do not change
any more. For this final N, we decrease δ and resume the scheme.
2.3 Numerical Examples
All examples are run on massively parallel computers at the National Energy
Research Scientific Computing Center (NERSCC). The parallelization strategy is
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straightforward: each processor is assigned to work with a single element. The
communication burden between the processes is minimal. Our implementation
utilizes extensively the Trilinos library [48] as well as GSL [30].
The ultimate goal of the numerical examples is to demonstrate that the
method can:
1. Learn non-stationary surfaces.
2. Deal with discontinuities.
3. Identify localized features of the response.
4. Reduce sampling frequency on unimportant input dimensions.
Whenever possible, we will compare our results with Sparse Grid Colloca-
tion (SGC) and Adaptive Sparse Grid Collocation (ASGC) [59]. Each method
will be evaluated by considering an error measure of the predictive surface or
of the statistics, as a function of the number of sample points used. In Sec-
tions 2.3.2, 2.3.3, 2.3.4, we apply our method to UQ problems. In all problems,
the underlying input probability distribution p(x) is understood to be the uni-
form distribution over the input domain, unless otherwise stated. The covari-
ance function we use, is the SE with a nugget g2 = 10−6 (The nugget is required
for numerical stability. See the discussion in Appendix A for more details.). All
tasks start with a single element (the input domain itself) and N random samples
drawn from the input distribution. N, is also the maximum number of samples
taken within an element and is different for each example (See Remark 3 for
how N is chosen). From that point, the algorithm proceeds until a pre-specified
tolerance δ > 0 is reached. The refinement criterion is given by Equation 3.38 for
q = 1. The same tolerance δ is used to stop the ALM procedure of Section 2.2.5
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(see Equation 2.60). The solution to the optimization problem of ALM (Equa-
tion 2.59) is approximated by drawing NALM = 10000 samples in Xi, evaluating
σ2f (x; θ
∗;Di,1,n)pi(x) and selecting the one with the maximum value. The param-
eters of the method are g,N,NALM and δ.
2.3.1 Simple Validation Example
We start by applying our scheme to the problem of learning the single-output
synthetic function (introduced in [42]):
f (x1, x2) = x1 exp
{
−x21 − x22
}
, (2.61)
on X = [−2, 6]2. The input probability distribution is assumed to be uniform.
This function is peculiar, in the sense that it has two localized features inside
the box [−2, 2]2, while it is practically zero everywhere else. The reason that we
choose to begin our numerical examples with this toy problem are: 1) Its com-
putational simplicity allows us to thoroughly test the dependence of our scheme
on N (maximum number of samples per element) and 2) Its single output nature
allows a direct comparison with the Treed Gaussian Process (TGP) of [41] which
utilizes a Bayesian tree inspired by the Bayesian CART model.
The performance of each run is evaluated by comparing the predictive mean
µ f (x) to the true response. The error measure of choice here is the Mean Square
Error (MSE) of S = 105 uniform random samples in [−2, 6]2. Specifically, the
MSE is defined to be
MSE
(
µ f (·)
)
:=
1
S
S∑
s=1
(
µ f (x(s)) − f (x(s))
)2
, (2.62)
where x(s), s = 1, . . . , S are the random samples. Since, these samples were not
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used in the fitting procedure, the MSE is a measure of the predictive capabilities
of the regression method.
Dependence of the results on the choice of N The choice of N in this exam-
ple plays an important role since it determines the starting point of our algo-
rithm. In order to test the sensitivity of the results on N, we run our scheme for
N = 10, 20, 30, 40, 50, 60, 70, 80 and 90 until a tolerance of δ = 10−3 is reached. Fig-
ure 2.1 shows how the MSE depends on the number of observations made at the
initial stage as well when the desired tolerance has been reached. We observe
that for N = 10, 20 and 30, the scheme cannot represent the surface accurately.
Because the features are very localized, such a small N is not enough to discover
them. As a result the model for these choices of N is overconfident. The con-
vergence rate is gradually improved reaching an optimum for N = 70 and then
it deteriorates. However, the performance of the choices N = 40, 50, 60, 70, 80
and 90 as captured by the MSE as a function of the number of observations is
relatively stable. Furthermore, the trees obtained are exactly the same (two of
them are shown in Figs. 2.2 (a) and (c)). Finally, the third column of Table 2.1
shows the computational time (in seconds) taken by each one of these runs. It is
apparent that smaller N reduces the computational cost of training the model.
Let us conclude by stating that the choice of N is indeed a major decision in ap-
plying our scheme. Picking a very small value will improve the training time
but increase the probability of not observing the important features. Picking a
very large value will reveal more about the response surface but will slow down
the training procedure. The optimum choice of N depends on the regularity of
the response as well as on how localized its features are. In practice, however,
this problem can be circumvented by initializing the scheme with more than one
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elements based on the number of available initial observations and the choice
of N that one can afford (larger N results in larger training times). Of course,
this requires observing a few realizations prior to running the scheme. Similar
phenomena have been observed when one tries to apply ASGC to such a prob-
lem. In this case starting from a low level interpolation will make the algorithm
believe that the surface is more regular than it actually is.
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Figure 2.1: Validation example: The MSE in the prediction of f (x) as a
function of the number of observed samples for MGP for vari-
ous choices of N. The MSE is calculated at the initial stage (one
element) and at the final stage (when a tolerance of δ = 10−3 has
been reached).
Comparison with Other Methodologies We start by comparing the perfor-
mance of our scheme to SGC. Figure 2.3 plots the MSE for MGP and SGC as a
function of the number of observations. We report our results only for N = 50.
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Model Observations Time (sec)
MGP, N = 20 67 23
MGP, N = 30 84 45
MGP, N = 40 128 85
MGP, N = 50 129 102
MGP, N = 60 161 150
MGP, N = 70 169 168
MGP, N = 80 184 234
MGP, N = 90 172 186
TGP (ALM) 150 1472
Table 2.1: Validation example: The table shows the number of observa-
tions required for the model to reach a tolerance of δ = 10−3 as
well as the computational cost in seconds for the MGP model
for N ranging from 20 to 90. We also report the computational
time taken by the TGP model in order to sequentially gather 150
observations using the ALM criterion.
We note that SGC requires a very large number of observations. The MSE of
ASGC is not reported since it fails to identify the localized features when it
starts from Level 1. The observations shown for MGP correspond to tolerances
of δ = 10−3, 10−4, 10−5 and 10−6. We notice that SGC is out-performed by more
than two orders of magnitude.
Finally, we compare the tree structures we obtain to the ones computed by
TGP [41]. To the best of our knowledge, TGP is the only model of treed Gaussian
Process using a fully Bayesian tree. We use the R implementation of the TGP
model developed by Gramacy and Taddy which can be found in http://cran.r-
project.org/web/packages/tgp/index.html. In order to make a fair compari-
son of TGP and our scheme, we used 1) the same computer for all tests, 2) the
same LAPACK libraries and 3) a single CPU version of our code. We start by
training the TGP model using 50 random samples and then sequentially add
new samples using the ALM criterion (choosing from a pool of 10, 000 random
candidates) until 150 observations have been gathered. As is shown in Fig-
41
ure 2.2 (e), TGP discovers three important regions which are very similar to the
six regions discovered by MGP (see Figs. 2.2 (a) and (c)). In the same figure
we also notice that the observations gathered by both TGP and MGP are quite
similar. Table 2.1 compares the computational time of MGP for various N with
that of TGP. Despite the fact that both models result in similar trees, it is ob-
served that MGP is approximately 10 times faster than TGP for this particular
example. The verdict of this toy comparison is that TGP results in smaller, more
economical trees if one is willing to pay the additional computational cost. This
cost becomes prohibitively large for the more challenging examples that follow.
Finally, let us mention that TGP is not able to model multi-output responses (a
necessary attribute in order to deal with the examples that follow) and that the
tree construction cannot be biased by the input probability distribution.
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(a) MGP N = 50: tree and prediction.
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(c) MGP N = 70: tree and prediction.
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(e) TGP (ALM): tree and observations
Figure 2.2: Validation example: The MGP trees obtained for a tolerance
δ = 10−3. In (a) N = 50. The 129 observations are shown in (b).
In (c) N = 70. The 169 observations are shown in (d). Finally,
in (e) we show the MAP tree obtained via the TGP model for a
total of 150 samples gathered via ALM.
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Figure 2.3: Validation example: The MSE in the prediction of f (x) as a
function of the observed samples for MGP and SGC. ASGC
( = 10−3) is not reported since it fails to identify the localized
features.
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2.3.2 Krainchnan-Orszag three-mode problem
Consider the system of ordinary differential equations [91]:
dy1
dt
= y1y3,
dy2
dt
= −y2y3,
dy3
dt
= −y21 + y22,
subject to random initial conditions at t = 0. This dynamical system is par-
ticularly interesting because the response has a discontinuity at the planes
y1(0) = 0, y2(0) = 0. The deterministic solver we use is a 4-th order Runge-
Kutta method as implemented in GNU Scientific Library [30]. We solve the
system for the time interval [0, 10] and record the response at time step intervals
of ∆t = 0.01. This results in a total of M = 300 outputs (100 for each of the three
dimensions of the response). We will consider two different cases of increasing
difficulty with two and three input dimensions. For the two-dimensional case,
we will also consider non-uniform input distributions. The results we obtain
will be compared to a MC estimate with 106 samples. Let the MC mean and
variance be mr,MC and vr,MC, respectively, r = 1, . . . , 300. The error of the statistics
will be evaluated using the (normalized) L2 norm of the error in variance defined
by:
EL2 =
1
M
M∑
r=1
(
vr,MC − µvr
)2 , (2.63)
where µvr is the predictive mean of vr (Equation 3.32). The results are compared
with SGC and ASGC.
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Two-dimensional Problem - Uniform Input For the two-dimensional prob-
lem, the stochastic initial conditions are defined by:
y1(0) = 1, y2(0) = 0.1x1, y3(0) = x2,
where
xi ∼ U([−1, 1]), i = 1, 2.
This problem has a line discontinuity at x1 = 0. We run the MGP framework
for N = 10. Figure 2.4 shows the L2 norm of the error in variance for MGP,
SGC and ASGC as a function of the number of observations. At this example,
the performance of MGP and ASGC ( = 10−2) is approximately the same. Fig-
ure 2.5 depicts the prediction at y3 (t = 10) along with the stochastic elements
at levels of tolerance δ = 10−3, 10−5 and 10−7. As a lower tolerance is reached,
the stochastic mesh adapts around the discontinuity increasing the sampling
density. Figure 2.6 plots the predictive mean and variance of y3(t) as a function
of time t along with 95% error bars and compares it with the MC prediction.
We notice that the error bars are over-estimated. Finally, by using 104 samples
of the surrogate, we provide a kernel density approximation to the probability
density functions (PDF) of y2 (t = 10) and y3 (t = 10) and compare them to the
MC estimates with the same number of samples (Figure 2.7).
Two-dimensional Problem - Non-uniform Input We demonstrate the appli-
cability of our method to non-uniform input distributions. As a first example,
we consider a translated beta distribution:
p(xi) ∝ (2xi − 1)a−1(2xi)b−1, i = 1, 2,
with a = 2, b = 5. This distribution assignes most of the probability mass to
the bottom left corner of [−1, 1]2. The left column of Figure 2.8 shows the de-
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Figure 2.4: KO-2 (Uniform Input): the L2 norm of the error in variance as
a function of the observed samples for MGP, SGC and ASGC.
composition of the stochastic domain for various tolerances while the right col-
umn shows the observed inputs at each stage. It is important to notice that low
probability regions are undersampled while the discontinuity is only partly re-
solved. Therefore, we can argue that the response surface is only resolved to
the extent that it contributes to the statistics of the output. Finally, Figure 2.9
shows the observed inputs gathered at various tolerances for the case of a nor-
mal input distribution. The left column corresponds to a normal distribution
with zero mean and unit variance while the left column corresponds to a nor-
mal distribution with mean (−0.5, 0.5) and unit variance. Again we observe that
unimportant regions are sampled less while the discontinuity is only resolved
to the extent that it contributes to the statistics of the output.
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Three-dimensional Problem - Uniform Input The three-dimensional prob-
lem is defined to have initial conditions:
y1(0) = x1, y2(0) = x2, y3(0) = x3,
where
xi ∼ U([−1, 1]), i = 1, 2, 3.
This case is notoriously difficult since it has multiple discontinuity planes. We
run our framework for N = 20. Figure 2.10 shows the L2 norm of the error
in variance for MGP, SGC and ASGC as a function of the number of observa-
tions. ASGC with  = 10−1 fails to converge, so it is not reported. Notice that
MGP considerably out-performs ASGC. Figure 2.11 plots the predictive mean
and variance of y3(t) as a function of time t along with 95% error bars and com-
pares them with the corresponding MC predictions. Finally, Figure 2.12 plots
the kernel density estimate of the PDF of y2 (t = 10) and of y3 (t = 10) using 104
samples of the surrogate.
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Figure 2.5: KO-2 (Uniform Input): The prediction at y3 (t = 10) with the
stochastic elements (left column, a, c, e) and the observed
samples (right column, b, d, f ) for tolerances (top to bottom)
δ = 10−3, 10−5 and 10−7. 49
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Figure 2.6: KO-2 (Uniform Input): predictive mean (dashed blue) versus
MC estimate (solid red) of the mean (left column, a, c, e) and
variance (right column, b, d, f ) of y3(t) with 95% error bars for
tolerances (top to bottom) δ = 10−4, 10−6 and 10−8.
50
−2 −1 0 1 20
0.5
1
1.5
2
2.5
3
Pr
ob
ab
ilit
y 
de
ns
ity
y2(t=10)
 
 
MGP, N=10, δ=10−2
MGP, N=10, δ=10−5
MC
(a)
−2 −1 0 1 2 30
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Pr
ob
ab
ilit
y 
de
ns
ity
y3(t=10)
 
 
MGP, N=10, δ=10−2
MGP, N=10, δ=10−5
MC
(b)
Figure 2.7: KO-2 (Uniform Input): kernel density estimation of the PDF of
y2 (t = 10) (left) and of y3 (t = 10) (right) using 105 samples.
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Figure 2.8: KO-2 (Beta input): The elements ((a), (c) and (e)) and the ob-
served input points ((b), (d) and (f)) for beta input with a =
2, b = 5. The tolerances are (top to bottom) δ = 10−2, 10−4 and
10−5.
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Figure 2.9: KO-2 (Normal input): The observed data for normal input dis-
tribution with unit variance and zero mean ((a), (c) and (e)) and
mean (−0.5,−0.5) ((b), (d) and (f)) The tolerances are (top to bot-
tom) δ = 10−2, 10−4 and 10−5.
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Figure 2.10: KO-3 (Uniform input): the L2 norm of the error in variance as
a function of the observed samples for MGP, SGC and ASGC.
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Figure 2.11: KO-3 (Uniform input): predictive mean (dashed blue) versus
the MC estimate (solid red) of the variance of y1(t) and y2(t)
(left column, a, c, e) and y3(t) (right column, b, d, f ) with 95%
error bars for tolerances (top to bottom) δ = 10−4, 10−6 and
10−8.
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Figure 2.12: KO-3 (Uniform input): kernel density estimation of the PDF
of y2 (t = 10) (left) and of y3 (t = 10) (right) using 105 samples.
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2.3.3 Elliptic Problem
In this section, we consider a simple stochastic elliptic problem [69]. Consider
the stochastic partial differential equation (SPDE):
−∇ · (aK(ω, ·)∇u(ω, ·)) = f (·), in D,
u(ω, ·) = 0, on ∂D,
where the physical domain is D = [0, 1]2. In order to avoid confusion with the
physical dimension x, we have chosen to denote the random variables with ω
instead of x. We choose a smooth deterministic load:
f (x, y) = 100 cos(x) sin(y),
and work with homogeneous boundary conditions. The deterministic problem
is solved with the finite element method using 400 (20×20 grid) bilinear quadri-
lateral elements. This results in M = 441 outputs (one for each node). The
random diffusion coefficient aK(ω, x) is constructed to have a one-dimensional
dependence:
log(aK(ω, x, y) − 0.5) = 1 + ω1
( √
piL
2
)1/2
+
K∑
k=2
ξkφk(x)ωk, (2.64)
where
ξk :=
(√
piL
)1/2
exp
−
(
b k2cpiL
)2
8
 , for k ≥ 2,
and
φk(x) :=

sin
( b k2 cpix
Lp
)
, if k is even,
cos
( b k2 cpix
Lp
)
, if k is odd,
b·c being the integer part of real number. We choose the ωk, k = 1, . . . ,K to be
independent identically distributed random variables:
ωk ∼ U([−
√
3,
√
3]).
57
Hence, the stochastic input space is Ω = [−√3, √3]K . Finally, we set:
Lp = max{1, 2Lc} and L = LcLp ,
where Lc is called the correlation length. The expansion Equation 3.3.2 resem-
bles the Karhunen-Loe`ve expansion of a two-dimensional random field with
stationary covariance
Cov[log(aK − 0.5)]((x1, y1), (x2, y2)) = exp
(
− (x1 − x2)
2
L2c
)
.
In this study, we set the correlation length to Lc = 0.6 and test the conver-
gence of our method for K = 10, 20 and 40 input dimensions. The results for
K = 10, 20 and 40 are evaluated by calculating the L2 error in variance (Equa-
tion 3.42) using a plain MC estimate with 106 samples. The performance is com-
pared to ASGC for various . The K = 10, 20 and 40 cases are solved using
N = 20, 40 and 80 up to a tolerance of 10−7, 10−5 and 10−4, respectively. Fig-
ures 2.13, 2.14 and 2.15 show the L2 error in variance for each case. In all cases
MGP outperforms ASGC, especially when the number of samples is small. For
K = 20 and 40, the MC results can be trusted up to an accuracy of 10−3 in the L2
norm. Therefore, the corresponding L2 errors in variance for MGP and ASGC
are shown in Figs. 2.14 and 2.15 up to the point that they become as accurate
as MC. Figure 3.4 shows the convergence of the prediction for the variance of
MGP as the tolerance threshold is lowered to δ = 10−7. Subfigure (e) of the
same figure, plots the uncertainty of the variance σ2vr (Equation 2.44) at that tol-
erance. As already observed in previous examples, σ2vr over-estimates the true
error. Fig. 2.17 tests the predictive capabilities of MGP for K = 10 at a tolerance
δ = 10−6 on a random input point. We notice a good agreement with the true
response.
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Figure 2.13: Elliptic, K = 10: The L2 norm of the error in variance of the
elliptic problem with K = 10 inputs as a function of the ob-
served samples for MGP, SGC and ASGC.
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Figure 2.14: Elliptic, K = 20: The L2 norm of the error in variance of the
elliptic problem with K = 20 inputs as a function of the ob-
served samples for MGP and ASGC.
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Figure 2.15: Elliptic, K = 40: The L2 norm of the error in variance of the
elliptic problem with K = 40 inputs as a function of the ob-
served samples for MGP and ASGC.
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MGP, N=20, δ=10−7: Variance unc.
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Figure 2.16: Elliptic, K = 10: Convergence of the predicted variance as
the tolerance decreases. Subfigure (f) refers to MC results and
subfigure (e) shows the uncertainty associated with the pre-
dicted variance σ2vr at δ = 10
−7.
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Figure 2.17: Elliptic, K = 10, δ = 10−6: Comparing the prediction (a) at a
random input point (d) with the true response (b). Subfigure
(c) shows the corresponding predictive variance.
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2.3.4 Natural Convection Problem
Consider the dimensionless form of the Oberbeck-Boussinesq approximation
using the vorticity transport equation in stream-function formulation:
− ∂
∂t
∇2ψ − ∂ψ
∂y
∂
∂x
∇2ψ + ∂ψ
∂x
∂
∂y
∇2ψ = −Pr∇4ψ + Ra Pr ∂T
∂x
, (2.65)
∂T
∂t
+
∂ψ
∂y
∂T
∂x
− ∂ψ
∂x
∂T
∂y
= ∇2T, (2.66)
where Pr and Ra are the Prandtl and Rayleigh numbers, respectively. In this
formulation, the velocity field is given by:
u =
∂ψ
∂y
, v = −∂ψ
∂x
. (2.67)
We solve the problem in a two-dimensional square cavity X = [0, 1]2. We impose
no slip conditions to the boundary:
u(x, y) = 0, v(x, y) = 0, for (x, y) ∈ ∂X.
The two horizontal walls are considered adiabatic:
∂T (x, y)
∂y
= 0, for 0 ≤ x ≤ 1, y = 0, 1.
The right vertical wall (hot) is kept at a constant temperature:
T (1, y) = 0.5, for 0 ≤ y ≤ 1.
The left vertical wall (cold) is taken to be a one-dimensional Gaussian stochastic
process with mean −0.5 and exponential covariance
Cov[x1, x2] = s2 exp
{
−|x1 − x2|
LC
}
,
where s2 is the variance of the signal and LC the correlation length. Using the
Karhunen-Loe`ve (KL) expansion, we may write
T (0, y;ω) = −0.5 +
∞∑
k=1
√
λkφk(y)F−1(ωk),
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where λk and φk(y) are the eigenvalues and eigenvectors of the covariance func-
tion and F−1 is the inverse cumulative distribution function of N(0, 1) and ωk
are independent uniform random variables in [0, 1]. It is noted here that λk and
φk(y) are analytically available [97].
In this study, we set LC = 1 and keep only K = 4 or 8 terms in the KL expan-
sion. The parameters we use are Pr = 1 and Ra = 5000. The deterministic prob-
lem is solved using the Nektar fluid dynamics code [?], which utilizes spectral
elements. The domain was decomposed in 240 quadrilateral elements (12 × 12
grid) and 4 spectral modes were used on each one. It has been numerically
verified that no more modes were necessary for convergence of the spectral ele-
ments. The output is observed at 16 (4×4 grid) equidistant mesh points on each
element. This results in a total of 2401 outputs for each of the physical quantities
of interest (T, u, v and the pressure p). The total number of output dimensions
is thus M = 9604. For computational convenience, we only work with temper-
ature T and the u component of the velocity, a total of 4802 output parameters.
For K = 2 and 4, we run our scheme until a tolerance δ = 10−5 is reached with
N = 10. A total of 1393 and 14396 observations were made, respectively. For
K = 8, we reach a tolerance of δ = 10−3 which results in 829 observations being
made. Fig. 2.18 compares the predicted standard deviations (std.) of u (top) and
T (bottom) for K = 8 with MC estimates using 80, 000 samples. The results are
in good agreement with the MC estimates. In Figs. 2.19, we draw a random
sample from the input distribution for the K = 4 case. We present the predictive
mean of T along with two std.’s and compare it to the absolute error. Notice that
the two std.’s are qualitatively similar to the absolute error of the prediction.
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Figure 2.18: Natural Convection: MGP prediction at tolerance level δ =
10−3 for the standard deviation of the velocity u (top) and tem-
perature T (bottom) compared to a MC estimate for K = 8
input dimensions.
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Figure 2.19: Natural Convection (K = 4, δ = 10−5): Comparing the predic-
tion at a random input point with the true response.
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2.4 Conclusions
We have developed a novel, non-intrusive Bayesian scheme based on a treed
multi-output GP model that can be used in UQ tasks. The tree is built in a
sequential way that utilizes information contained only in the data observed
so far. Tree refinement depends on the observations through a global mea-
sure of the uncertainty in the prediction, the inferred length scales as well as
the input probability distribution. A Sequential Experimental Design technique
based on the predictive uncertainty was also used to adaptively select the most
informative input points on each element. The final result is a non-stationary,
predictive distribution for the response of the underlying system, that can be
semi-analytically integrated to provide point estimates and error bars for the
statistics of interest. We have numerically demonstrated that the framework
can (1) capture non-stationary responses, (2) locate discontinuities, (3) identify
localized features and (4) reduce the sampling frequency on unimportant input
dimensions. The method was shown to outperform SGC and ASGC in almost
all numerical examples investigated, especially when only a small number of
observations were used.
The presented framework is particularly interesting, in that it can be ex-
tended in several ways that can improve its performance dramatically. From
a technical point of view several aspects require further numerical investiga-
tion: e.g. the dependence of the result on the choice of the maximum number of
samples per element N, the performance of the ALC experimental design tech-
nique instead of the ALM scheme used in the current work, the dependence of
the final decomposition of the stochastic space on the refinement criterion Equa-
tion 3.38 for q , 1 and so on. Another important development would be to re-
67
place the current multi-output GP model with a GP model that explicitly takes
into account correlation between the outputs. Such an effort, is expected to re-
duce the number of samples required significantly. Currently, the GPs learnt on
each element are dropped if the element is split in half. The result is that each
element is treated independently and the response is not smooth along the ele-
ment boundaries. Alternatively, another treed GP model can be formulated in
which the children of a node would learn the residual of the response instead
of the response itself. In such a way, the upper nodes of the tree would model
coarse features of the response, while localized features would be resolved by
the leaves of the tree. Finally, a great deal of effort must be put in mathemati-
cally working out the error bounds in the various statistics that result from the
uncertainty of the prediction. As already mentioned in Section 2.2.2, the proper
Bayesian way to account for the uncertainty of the predicted statistics, would
be via an MC procedure: we would sample a complete response surface from
the full model, integrate it with respect to the input probability distribution and
obtain a sample of the statistics. The mathematical details of such a procedure
are the subject of our current research.
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CHAPTER 3
RELEVANCE VECTOR MACHINES
3.1 Introduction
In Chapter 2 we built a tree surrogate of Gaussian processes (GPs). The afore-
mentioned work used attributes specific to GPs for the adaptation criteria. In
this chapter, we extend our tree construction methodology to arbitrary input
distributions and arbitrary local Bayesian regressions. As a replacement of GPs,
we develop a multi-output version of the Relevance Vector Machine (RVM) [88],
which we call Multi-output RVM (MRVM). RVM is a Bayesian sparse kernel
technique for regression and classification that shares many characteristics with
the well-established Support Vector Machines (SVM) [20]. Section 7.2 of [7] dis-
cusses the similarities and differences between SVM and RVM. Let us briefly
mention that RVM diminishes several of the difficulties present in SVM, for
example (1) one does not have to use cross-validation techniques in order to
choose the complexity parameters and (2) the basis functions employed in re-
gression can be arbitrary instead of strictly positive definite kernels.
The beginning of Section 3.2 provides some basic definitions and assump-
tions. In Section 3.2.1, we introduce the MRVM model for arbitrary local basis
functions and in Section 3.2.2, we provide fast training algorithm based on the
evidence approximation. Various derivations and specific details of the con-
stituents parts of the algorithm can be found in Appendix A. In Section 3.2.3,
we make a specific choice for the basis functions, namely local square exponen-
tial kernels centered on top of each observed input point and locally defined set
of orthogonal polynomials. Sections 3.2.4 and 3.2.5 discuss how the local and
69
global statistics, respectively can be evaluated, while in Section 3.2.6 we devise
a scheme that allows us to sample from the predictive distribution of the statis-
tics. In Section 3.2.7, we introduce our tree construction methodology that is
largely independent of the specifics of the local Bayesian regression model. The
method is demonstrated numerically for various UQ problems in Section 3.3.
Finally, we conclude in Section 3.4.
3.2 Methodology
Let X represent the parameter space of a physical model and p(x) a probability
density function (PDF) defined on X. X will be referred to as the stochastic input
space. We assume that the stochastic problem has been formulated in such a
way that X is a rectangle of RK for some K ≥ 1, that is X = ×Kk=1[ak, bk], with −∞ ≤
ak < bk ≤ +∞ the upper and lower bounds of each dimension. Furthermore,
we suppose that all dimensions of X are independent. This is just a convenient
assumption present in many other UQ methodologies. If this assumption does
not hold, then one would have to transform the input so that it does. Such a
transformation always exists [80]. Finding it, however, is beyond the scope of
the present work. Thus, we may write p(x) =
∏K
k=1 pk(xk), where pk is the PDF
pertaining to the k-th input dimension.
Let us now consider the multi-output function f : X → RM representing the
result of a computer code (deterministic solver) modelling a physical system,
i.e. at a given input point x ∈ X, the predicted response of the system is f(x). We
will write
f = ( f1, . . . , fM),
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and refer to fr as the r-th output of the response function, r = 1, . . . ,M. In this
work, we will identify f(x) as the true response of an underlying physical sys-
tem and we will ignore any modelling errors. The input probability distribution
induces a probability distribution on the output. The UQ problem involves the
calculation of the statistics of the output y = f(x). Quantities of particular in-
terest are the q-moments mq = (mq1, . . . ,m
q
M), defined for q ≥ 1 and r = 1, . . . ,M
by:
mqr :=
∫
X
f qr (x)p(x)dx, (3.1)
as well as functions of them. In particular, the mean m = (m1, . . . ,mM):
mr := m1r =
∫
X
fr(x)p(x)dx, (3.2)
and the variance v = (v1, . . . , vM):
vr :=
∫
X
( fr(x) − mr)2 p(x)dx = m2r − (m1r )2. (3.3)
The statistics will be calculated by interrogating a surrogate of f : X → RM.
This surrogate will be put together from local surrogates defined over I ≥ 1
elements of the stochastic space Xi ⊂ X such that
X = ∪Ii=1Xi and int(Xi) ∩ int(X j) = ∅,∀i, j ∈ I, i , j, (3.4)
where int(Xi) denotes the interior of the set Xi under the usual Euclidean metric
of RK . The response surface is correspondingly decomposed as
f(x) :=
I∑
i=1
f i(x)1Xi(x), (3.5)
where 1Xi(x) is the indicator function of Xi and f i(·) is the restriction of f(·) on
Xi. The local surrogates will be identified as Multi-output Relevant Vector Ma-
chines (MRVM) defined over the stochastic element Xi. These MRVMs will be
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trained by observing f i(·). The MRVM model is outlined in Section 3.2.1 and
a training algorithm is provided in Section 3.2.2. The predictive mean of the
MRVMs will be used to derive semi-analytic estimates of all moments mq (Sec-
tions 3.2.4 and 3.2.5). An addendum of the Bayesian treatment, is the ability to
provide error bars for the point estimates of the moments (Section 3.2.6). This
feature is absent from most current UQ methods. Our aim is to create a sur-
rogate by making as few calls to the computer program as possible. This is
achieved by adaptively decomposing the domain (tree construction) based on
the predicted variability of the response function as well as biasing by the un-
derlying input probability density p(x) (Section 3.2.7).
3.2.1 Multi-output Relevance Vector Machine
We turn our focus to a single element of the stochastic space Xi ⊂ X and discuss
the construction of a local surrogate model based on some already observed
data. The choice of the elements is the subject of Section 3.2.7. All quantities in-
troduced herein are local to the element Xi. However, in order to avoid having
an unnecessarily cumbersome notation, we do not explicitly show this depen-
dence. We assume that we have observed a fixed number N ≥ 1 of data points
D :=
{
(x(n), y(n) = f
(
x(n)
)
)
}N
n=1
, x(n) ∼ pi(x), (3.6)
where pi(x) is the conditional PDF on Xi, defined by:
pi(x) =
p(x)
P (Xi)
1Xi(x), (3.7)
and P
(
Xi
)
is the probability that a random input point falls in Xi:
P
(
Xi
)
:=
∫
Xi
p(x)dx. (3.8)
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Because we wish to model all outputs simultaneously, it is necessary to scale
them so that they exhibit the same signal strength. Towards this end, let us
introduce the observed means:
µobs,r =
1
N
N∑
n=1
y(n)r , (3.9)
and the observed variances:
σ2obs,r =
1
N − 1
N∑
n=1
(yr − µobs,r)2, (3.10)
for r = 1, . . . ,M, of the data D. We will be modeling the scaled response functions
gr : Xi → R, defined by
gr(x) =
fr(x) − µobs,r
σobs,r
, r = 1, . . . ,M. (3.11)
Obviously, this definition depends on the actual observations. However, we
expect that if N is big or if the stochastic element under investigation is small,
then it is a good approximation to the ideal scaling, i.e. zero mean and unit
variance for all outputs.
We model the mean of each gr as
µgr(x) = w
T
r φ(x), (3.12)
where S ≥ 1, wr = (wr1, . . . ,wrS )T is the vector of the weights for the r-th out-
put and φ(x) = (φ1(x), . . . , φS (x))T are some basis functions defined over the
element Xi. At this point, let us introduce the scaled version of the observa-
tions Dsc = {(x(n), z(n))}Nn=1, where z(n) =
(
z(n)1 , . . . , z
(n)
M
)T
with z(n)r =
y(n)r −µobs,r
σobs,r
, and let
Dsc,r = {(x(n), z(n)r )}Nn=1 be the observations inDsc that pertain to the r-th output di-
mension. We assume that, given the weights, the scaled observations zr = gr(x)
are normally distributed about µgr(x) with inverse variance β > 0, i.e.
p(zr|x,wr, β) = N
(
zr|µgr(x), β−1
)
, r = 1, . . . ,M. (3.13)
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Under the assumption that the added noise is independent for each sample
point, the likelihood of the scaled dataDsc,r related to the r-th output can be writ-
ten as:
p(Dsc,r|wr, β) =
N∏
n=1
p(z(n)r |x(n),wr, β), (3.14)
and assuming the output dimensions are conditionally independent given the
weights, the likelihood of all the scaled observed dataDsc is:
p(Dsc|W, β) =
M∏
r=1
p(Dsc,r|wr, β), (3.15)
where W is the M × S matrix whose rows are given by wr. We impose a prior
probability density on each weight wrs of the form:
p(wrs|αs) = (2pi)−1/2α1/2s exp
{
−αsw
2
rs
2
}
, s = 1, . . . , S , (3.16)
where αs, s = 1, . . . , S are unknown positive hyper-parameters (one for each basis
function). We will collectively denote those by α = (α1, . . . , αS )T . Notice that all
output dimensions r = 1, . . . ,M share the same α. Furthermore, we assume that
the weights of the r-th output are conditionally independent given α:
p(wr|α) =
S∏
s=1
p(wrs|αs),
as well as that all the wr’s are conditionally independent given α:
p(W|α) =
M∏
r=1
p(wr|α).
Following [88], it is easy to show using matrix identities, that the posterior distri-
bution of the weights wr is given by
p(wr|Dsc,r,α, β) = N(wr|µr,Σ), (3.17)
where
Σ =
(
diag(α) + βΦTΦ
)−1
and µr = βΣΦ
Tzr, (3.18)
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with diag(α) being a diagonal matrix with α at the diagonal, Φ =[
φ
(
x(1)
)
. . .φ
(
x(N)
)]T
is the N × S design matrix, and zr =
(
z(1)r , . . . , z
(N)
r
)T
the scaled
version of the observed r-th outputs. Under the evidence approximation (see Ch. 3
of [7]), point estimates of α and β can be found by maximizing the marginal
likelihood defined by
p(Dsc|α, β) =
∫
p(Dsc|W, β)p(W|α)dW. (3.19)
We will calculate this integral analytically and provide an efficient algorithm for
its maximization in Section 3.2.2.
To conclude this section, let us give the predictive distribution of our model.
Let α and β be the hyperparameters that maximize Equation 3.19. From [88] and
scaling back to the original function fr(x), it is easy to show that the predictive
distribution is:
p(yr|x,D) = N(yr|µ fr(x), σ2fr(x)), (3.20)
where the predictive mean is given by:
µ fr(x) = σobs,rµ
T
r φ(x) + µobs,r (3.21)
and the predictive variance by:
σ2fr(x) = σ
2
obs,r
(
β−1 + φ(x)TΣφ(x)
)
. (3.22)
Remark 4 Treating the outputs jointly. One can argue that treating the outputs com-
pletely independently (i.e. each output having its own set of hyper-parameters) would
raise the need for scaling them and would also increase the flexibility of the model. The
main drawback of such an approach is that inference of the hyper-parameters has to be
carried out as many times as the number of outputs times the number of elements. In
high-dimensional output scenarios, this approach becomes computationally intense. On
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the other hand, the joint treatment presented in this section requires the inference of the
hyper-parameters only once per element. We have chosen the joint approach mainly on
the grounds that it is computationally efficient. In realistic applications, the outputs
can be separated in groups according to their nature and a different MRVM can be used
on each group. Extending our methodology to this case is straightforward.
Remark 5 Posterior independence of the weights. As observed above, for each given
output r = 1, . . . ,M, the vector of weights wr has non-diagonal covariance given by
Σ. On the other hand, the vectors of weights corresponding to different outputs are a
posteriori independent. This is expected, since we have made no attempt to capture the
correlation between the various outputs. On one hand, this is a drawback of the proposed
model since it will definitely lead to sub-optimal use of the available observations. On
the other hand, it is a silently made assumption in practically all UQ methodologies
with which we are familiar. We have chosen to address this issue in our work in [4].
3.2.2 Maximization of the Marginal Likelihood
We develop a maximization framework for the marginal likelihood only to the
hyper-parameters α and β. In [89], it is shown that the logarithm of the marginal
likelihood of the r-th output is given by
L(α|Dsc,r) := log p(Dsc,r|α, β) = −12
[
N log 2pi + log |C| + zTr C−1zr
]
, (3.23)
where the N × N matrix C is defined by:
C = β−1I +Φ diag(α)−1ΦT (3.24)
with I being the identity matrix and | · | the determinant operator. Under the
assumptions of the previous section, the logarithm of the marginal likelihood
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of all the data L(α, β|Dsc), is given by the sum of L(α, β|Dsc,r) for r = 1, . . . ,M.
We will be working with a normalized version of L(α, β|Dsc), which we call the
evidence:
E(α|Dsc) := 1MNL(α, β|Dsc)
= −12 log 2pi − 12N log |C| − 12MN
∑M
r=1 zTr C−1zr.
(3.25)
The evaluation of this quantity is based on the Generalized Singular Value De-
composition (GSVD) [37] of the matrices A = β1/2 diag(α)1/2 and Φ and is dis-
cussed in Appendix C.2. Fix the hyper-parameters α and let α−s denote the S -
dimensional vector with αs = +∞, that is with the s-th basis function removed.
An important observation about the evidence E(α) is that it can be decomposed
in two terms (see Appendix A.1):
E(α) = E(α−s) + (αs), (3.26)
where E(α−s) is the evidence of the model without the s-th basis function and
(αs) (Equation A.1) depends only on αs and the sufficient statistics hs and qrs,
s = 1, . . . , S , r = 1, . . . ,M defined in Equation A.2. A study of the stationary
points of (αs) subject to αs > 0, is carried out in Appendix A.2 and reveals
that there exist two distinct possibilities depending on the value of a statistic θs
(Equation A.6): (1) If θs > 0, there exists a finite αnews > 0 that is a unique global
maximum given (Equation A.7); (2) If θs ≤ 0, (αs) is maximized at αs = +∞,
that is when the s-th basis function is removed. This observation suggests an
iterative algorithmic procedure that is guaranteed to increase the evidence at
each step converging to a local maximum. We start with a single basis func-
tion, for example randomly chosen, setting αs = +∞ for the rest. At each step,
there are three possible actions: (1) Add a new basis function; (2) Re-estimate the
hyper-parameters of an existing basis function; and (3) Remove a basis function.
The action that results in the maximum change in evidence is selected. In Ap-
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pendix A.3 we explicitly discuss each possible action and how to calculate the
change in evidence.
As is noted also by other authors [39], the choice of β can have a critical im-
pact on the predictive capabilities of a computer surrogate. Since β corresponds
to the inverse noise of the model, one would expect it to be relatively large indi-
cating the very low (if existent) noise of computer experiments. However, in the
case of limited data and/or an inadequate basis set (e.g. polynomials of a given
degree), a very big β might lead to severe over-fitting. In these cases, including
a finite amount of noise penalizes too complex models and can improve the pre-
dictive performance of the surrogate. A natural way to choose β is to maximize
the evidence with respect to it also. Optimizing the evidence jointly for α and
β would make the model computationally intractable. For this reason, we have
devised the following heuristic that results in a local maximum of the evidence.
We first optimize the evidence with respect to α for a fixed β with the procedure
outlined in the previous paragraph. Then we keep α fixed and maximize the ev-
idence with respect to β. The latter optimization involves a function of a single
variable and can be easily carried out by utilizing a golden section based algo-
rithm. We iterate between the two optimizations until a desired tolerance in the
evidence has been reached. Algorithm 1 outlines the maximization procedure.
For further details on how to evaluate the various quantities that are involved,
you may consult Appendix C.2.
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Step 1: Initialize α by including the single basis function maximizing the ev-
idence (i.e. all αs’s are infinity except for one) and pick a starting value for β
(we use β = 100 in all numerical experiments).
Step 2: Compute all the statistics (Hm,Qrm), (hm, qrm) and θm, s = 1, . . . , S and
r = 1, . . . ,M, using Eqs. (A.3), (A.4) and (A.6), respectively.
Step 3: Iterate through all basis functions and calculate the change in evi-
dence that results from their optimal action (add, re-estimate and remove) as
discussed in Appendix A.3. Select the basis function that results in the maxi-
mum change in evidence.
Step 4: If the maximum change in evidence is less than a threshold (in the
numerical examples we use 10−6), then go to Step 5. Otherwise, perform the
selected action and go to Step 2.
Step 5: Find the maximum of the evidence with respect to β while keeping α
fixed. If the change in evidence is less than a threshold, then stop. Otherwise,
update the value of β and go to Step 2.
Algorithm 2: MRVM training procedure.
3.2.3 On the choice of the basis functions
The framework developed thus far is independent of the choice of the basis
function φs(x). The only requirement is that each element Xi has its own set of
locally defined basis functions. In the numerical examples section, we investi-
gate the performances of two possible choices:
1. Squared Exponential Kernels: Here, we choose φs(x) to be kernel functions
centered on top of the observed data points. Assume that we are working
on element Xi and that we have observed D as in Equation 3.6. Then, we
define φs(x) to be φs(x) := φ(x, x(s)), s = 1, . . . ,N, where φ(·, ·) is a kernel
function. That is, S = N. A usual choice of φ(·, ·) is the Square Exponential
(SE) kernel φ(x1, x2) = exp
{
−12
∑K
k=1
(x1k−x2k)2
`2k
}
. The parameters `k have the
interpretation of the length scale of each particular dimension. They can
be selected by a cross validation procedure or by maximizing the evidence
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with respect to them also. To keep our framework as simple as possible,
we fix the length scales on each element to be proportional to the standard
deviation of the observed input dimensions, i.e. `k :=
(
1
N
∑N
n=1(x
(n)
k − x¯k)2
) 1
2
,
where x¯k = 1N
∑N
n=1 x
(n)
k .
2. Optimal Orthogonal Polynomials: One can choose the φs(x)’s as in [92] to
be the locally defined set of optimal polynomials with respect to the con-
ditional density pi(x) of the element Xi. By the independence assumption,
pi(x) =
∏K
k=1 p
i
k(xk), where p
i
k(xk) is the conditional distribution pertaining
to the k-th dimension. Using the Lanczos procedure of [32], we construct
the one-dimensional orthogonal polynomials with respect to pik(xk) for all
k = 1, . . . ,K and then multiply them to obtain K-variate orthogonal poly-
nomials with respect to pi(x) up to a given degree. In that case, the RVM
framework is used to decide how many and which of these polynomials
should be kept. As will be discussed in Section 3.2.4, the optimal orthog-
onal polynomials have the nice of property of yielding analytic estimates
for the mean and the variance without the need to fit the second power of
the response.
3.2.4 Calculation of the local statistics
As before, the focus is again on a specific element Xi. All quantities are again
local to Xi. In order to keep notational complexity to a minimum, we do not
explicitly show this dependence. We will derive point estimates for the mean
and the higher moments of the response based on the linear point estimator of
f over Xi given in Equation 3.21. To be exact, we are interested in estimating all
80
(local) moments mq = (mq1, . . . ,m
q
M), where
mqr =
∫
Xi
f qr (x)p
i(x)dx, (3.27)
and q ≥ 1 and pi(x) is the conditional probability distribution of Xi given in
Equation 3.7. For the case of non-orthogonal basis functions (i.e. Square Expo-
nentials), we can derive semi-analytic estimates by keeping concurrent MRVM
estimates of the response raised to the q power. In particular, the q power of the
response is treated also as an MRVM with its own hyper-parameters αq. Let us
denote the predictive mean for the q power of the response at x ∈ Xi by:
µ f qr (x;α
q) = σqobs,r
(
µqr
)T φ(x) + µqobs,r,
where µqobs,r and σ
q
obs,r are defined as in Eqs. (3.9) and (3.10), respectively, using
the q power of the observed response and µq is the posterior mean of the weights
of the q power of the scaled response (see Equation 3.18). The q-moment can be
approximated by:
mˆqr =
∫
Xi
µ f qr (x;α
q)pi(x)dx. (3.28)
Fortunately, the integrals involved can be expressed in terms of expectations of
the basis functions with respect to the conditional input distribution. Due to the
independence assumption of the input random variables and the special choice
of basis functions made in Section 3.2.3, those expectations can be numerically
evaluated using a quadrature rule1 in O(K) time (K being the number of input
dimensions) for special choices of basis functions φs(x). This is possible for the
exponential kernels chosen in this work (see Section 3.2.3) and for any poly-
nomial basis. In particular, for the exponential kernels it is straightforward to
1 In our numerical examples, we used the QAGS algorithm of QUADPACK as implemented
in GSL. This is based on an adaptive bisection scheme combined with the Wynn epsilon-
algorithm that utilizes a Gauss-Kronrod 21-point rule (see [75]). This algorithm is obviously
an overkill for the task under consideration, but its cost is negligible compared to a single run
of the deterministic code.
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show that:
mˆqr = σ
q
obs,r
S∑
s=1
µqrs K∏
k=1

∫ bik
aik
exp
−
(
xk − x(s)k
)2
2`2k
 pik(xk)dxk

 + µqobs,r, (3.29)
where pik(xk) is the marginal conditional distribution of X
i = ×Kk=1[aik, bik] (−∞ ≤
aik < xk < b
i
k ≤ +∞) along dimension k:
pik(x) :=
∫
×`,k[ai`,bi`]
pi(x)dx1, . . . , dxk−1dxk+1 . . . dxK =
pk(xk)1[aik ,bik](xk)∫ bik
aik
pk(xk)dxk
. (3.30)
The S × K one-dimensional integrals are the ones that are evaluated numeri-
cally. In case the support of pik(xk) is infinite (or semi-infinite), the integrand is
mapped - using a suitable transformation - to [−1, 1]. For arbitrary basis func-
tions, one would have to use a MC based integration technique, which would
also be computationally efficient since the evaluation of the local surrogates is
extremely cheap compared to the underlying deterministic solver.
When optimal orthogonal polynomials are used as basis functions, then it is
trivial to derive analytic estimates for the moments by exploiting their orthog-
onality [92] without requiring an estimate of the second power of the response.
Assuming they are normalized, the first two moments are given by:
mˆr1 = σ1obs,rµ
1
r1 + µ
1
obs,r, and mˆr
2 = (σ1obs,r)
2
S∑
s=1
(µ1rs)
2,
where µ1r1 is the coefficient of the constant polynomial.
3.2.5 From local to global statistics
In the same spirit as the multi-element methods [91, 92, 28], we combine the
statistics over each stochastic element in order to obtain the global analogues.
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Since we now work over the whole domain, we will explicitly mark the depen-
dence of the underlying quantities on the element Xi, i = 1, . . . I. Let mˆq,ir be the
estimate for the local q-moment that pertains to the element Xi. An estimate of
the global q-moment is provided by:
mˆqr =
I∑
i=1
mˆq,ir P(X
i), (3.31)
where P
(
Xi
)
was defined in Equation 3.8 and can be easily be numerically eval-
uated due to the independence assumption. Finally, an estimate of the variance
of the response is obtained via:
vˆr = mˆ2r −
(
mˆ1r
)2
. (3.32)
3.2.6 Quantifying the uncertainty of the predicted statistics
The Bayesian nature of the underlying regression model, induces a probability
distribution on the space of possible surrogates and this, in turn, on the pre-
dicted statistics. In order to make this connection clear, one may think of the
space of possible surrogates as being parametrized by the weights. Then, the
posterior of the weights wr of each element (see Equation 3.17) spawns a pos-
terior distribution on the space of surrogates. The weight of this posterior is
directly associated with the epistemic uncertainty due to the limited number of
observations. In this section, we describe a procedure that yields samples from
the posterior distribution of the surrogates. Given a sample surrogate we can
compute its statistics, quantifying thereby the impact that the epistemic uncer-
tainty has on them. In what follows, we work within a specific element Xi even
though this is not explicitly denoted in order to limit the notational burden.
83
Let α denote the hyper-parameters and p(wr|Dsc,r,α) the posterior of the
weights, as implied by Equation 3.17. We obtain a sample of the q-th moment
in the following way:
1. Sample wsample,r from p(wr|Dsc,r,α) for r = 1, . . . ,M (Equation 3.17). This is
a normal disribution and can be sampled directly.
2. Then, a sample of fr(x), r = 1, . . . ,M is given by:
fsample,r(x) = σobs,r
(
wsample,r
)T
φ(x) + µobs,r. (3.33)
3. Finally, use Equation 3.33 to obtain a sample of the local q-th moment:
mˆqsample,r =
∫
Xi
f qsample,r(x)p
i(x)dx. (3.34)
In order to obtain a sample of the global q-th moment, the above mentioned
procedure is repeated on each element and the results are combined in the spirit
of Section 3.2.5. For the case of optimal orthogonal polynomials, Step 3 can be
carried out analytically as discussed in Section 3.2.4. For the case of the SE basis
functions, Step 3 has to be carried out numerically. If one is also fitting the q-
th power of the response in order to make use of the semi-analytic formulas of
Equation 3.29, then she has to modify the above procedure so that it samples
the posterior of the weights wqr pertaining to that particular power.
3.2.7 Adaptivity
In this section, we develop an iterative procedure to adaptively decompose the
stochastic space in small elements. The initial step of this procedure starts by
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considering a single element, that is the whole stochastic space X. Here, we as-
sume that we are already given a decomposition of the domain as well as a local
surrogate model on each element. The decision we wish to make is whether or
not to refine a given element and in which way. We develop refinement criteria
that are based solely on information gathered by the current surrogate model
and no further calls to the deterministic solver are required. The Bayesian pre-
dictive variance Equation 3.22 is used to define a measure of our uncertainty
about the prediction over the whole domain X. We show how this measure
can be broken down to contributions coming from each element. Based on this
observation, we derive a criterion that suggests refinement of an element if its
contribution to the global uncertainty is larger than a pre-specified threshold.
For the sake of simplicity, we only consider rectangular elements and refine
them by splitting them perpendicular to the dimension of greater importance.
The importance of a particular dimension is characterized by the variability of
the predicted response function and biased by the underlying input probability
distribution.
Suppose that we have already a decomposition of the stochastic domain X
in rectangular elements Xi, e.g. Xi = [ai1, b
i
1] × · · · × [aiK , biK], with −∞ ≤ aik < bik ≤
+∞, k = 1, . . . ,K, i = 1, . . . , I such that Equation 3.4 holds. Furthermore, assume
that we have already learnt the local surrogates on each element Xi. Let σ2
f ir
(x)
be the predictive variance of the r-th output of the local surrogate of f i at x ∈ Xi
(Equation 3.22). By the conditional independence assumption for the predictive
distribution over each element and Equation 3.5, the predictive variance of the
r-th output of the global surrogate σ2fr(x) at x ∈ X is given by:
σ2fr(x) =
I∑
i=1
σ2f ir
(x)1Xi(x). (3.35)
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Taking the expectation of this quantity with respect to the input probability den-
sity p(x) and averaging over r = 1, . . . ,M, we obtain
σ2f,p :=
∫
X
σ2f (x)p(x)dx :=
∫
X
1
M
M∑
r=1
σ2fr(x)p(x)dx. (3.36)
This quantity is a measure of our uncertainty about our prediction over the
whole domain X. Notice that, in σ2f,p, the uncertainty of the model at x is
weighted by its probability of occurrence p(x). Intuitively speaking, we are
willing to accept a somewhat less accurate surrogate in regions of the space
occurring with lower probability. Using Equation 3.35, it is straightforward to
see that:
σ2f,p =
I∑
i=1
σ2f,piP(X
i), (3.37)
where
σ2f,pi :=
∫
Xi
σ2f (x)p
i(x)dx :=
∫
X
1
M
M∑
r=1
σ2fr(x)p
i(x)dx,
is the uncertainty of our prediction over the element Xi. We refine the element
Xi, if the contribution to the global uncertainty coming from it is greater than a
certain threshold δ > 0, i.e. we refine Xi if
σ2f,piP(X
i) > δ. (3.38)
As already mentioned, we refine elements by cutting them perpendicular
to the most ‘important’ dimension. At this point, we attempt to give a precise
meaning to the concept of ‘the most important dimension’. The sensitivity of a
real function f with respect to each dimension is captured by the partial deriva-
tives ∂ f
∂xk
. Generally speaking, the derivative is significantly different than zero
in regions of space where the function varies the most. A quantity that measures
the variability of the prediction along the k-th dimension is:
V ik =:=
 1M
M∑
r=1
∫
Xi
(
∂µ fr(x)
∂xk
)2
pi(x)dx
1/2 .
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V ik can be thought as the weighted norm of the sensitivity functions for each out-
put (the weighted been specified by the conditional probability density pi(x)).
Furthermore, let us introduce the probability Pik that the k-th dimension xk of a
random input point x ∈ X falls inside Xi:
Pik :=
∫ bik
aik
∫
×`,k[ai`,bi`]
p(x)dx1 . . . , dxk−1dxk+1 . . . dxK
 dxk = ∫ bik
aik
pk(xk)dxk, (3.39)
where the last equality is a consequence of the independence assumption. We
define the importance Iik of the dimension k of the element X
i to be
Iik = V
i
kP
i
k. (3.40)
Intuitively, the importance of a particular dimension is proportional to the vari-
ability observed along that dimension and to the probability mass along that
dimension trapped within the stochastic element. Thus, if Xi needs refinement
(i.e. satisfies Equation 3.38), we cut it perpendicular to the most important di-
mension k∗, given by
k∗ = arg max
k
Iik. (3.41)
In order to have two new elements with the same probabilities, the splitting
point is given by the median of the marginal conditional distribution of Xi along
dimension k given in Equation 3.30.
3.2.8 A complete view at the framework
In this final section, we put together the building blocks of our scheme and
discuss the algorithmic details and parallelization strategies. The basic input
required is the number of observations per element N and the tolerance δ > 0,
used for the refinement criterion (Equation 3.38). Algorithm 3 provides a serial
implementation of the scheme.
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Algorithm 3: The complete surrogate building framework.
U ← {(X, ∅, ∅)}.
C ← ∅.
whileU , ∅ do
Remove (Xi,Di,Mi) fromU.
ifMi = ∅ then
Observe N random points drawn from pi(x) Equation 3.7.
else
Observe N − |Di| random points drawn from pi(x) and add them toDi.
end if
FitMi using only the data inDi (Sections 3.2.1 and 3.2.2).
if Refinement criterion of Equation 3.38 is satisfied for δ then
Split Xi in Xi,1 and Xi,2 according to Equation 3.41.
Let Di,1 and Di,2 be the set observations in Di whose inputs live in Xi,1
and Xi,2, respectively.
U ← U ∪ {(Xi,1,Di,1,Mi), (Xi,2,Di,2,Mi)}.
else
C ← C ∪ {(Xi,Di,Mi)}.
end if
end while
The scheme works in one element cycles that comprise of collecting observa-
tions (random samples from the conditional distribution pi(x) of the element),
fitting (Sections 3.2.1 and 3.2.2) and adapting (Section 3.2.7). Let us denote with
Xi a stochastic element,Di the observations made onXi andMi the MRVM fitted
over Xi using Di. Let C be the set of triplets Xi,Di,Mi for which the refinement
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criterion Equation 3.38 is not satisfied. We will refer to C as the set of completed
triplets. The rest of the triplets are put inU, called the set of uncompleted triplets.
With |Di|we denote the number of observations insideDi.
Parallelization of Algorithm 3 is relatively easy. Each node p, has its own set
of completed Cp and uncompleted Up elements. Initially the root node p = 0
starts as in Algorithm 3 and the rest with Up = ∅,Cp = ∅, p , 0. Then, every-
thing proceeds as in Algorithm 3 with load re-balancing at the end of each outer
iteration (uncompleted elements are sent to processors withUp = ∅).
3.3 Numerical examples
All examples are run on massively parallel computers at the National Energy
Research Scientific Computing Center (NERSCC). The parallelization strategy is
straightforward: each processor is assigned to work with a single element. The
communication burden between the processes is minimal. Our implementation
utilizes extensively the Trilinos library [48] as well as GSL [30].
The ultimate goal of the numerical examples is to demonstrate that the
method can:
1. Learn non-stationary surfaces.
2. Deal with discontinuities.
3. Identify localized features of the response.
4. Reduce sampling frequency on unimportant input dimensions.
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In Section 3.3.1 we apply our method to the Krainchnan-Orszag ODE system
with random initial conditions. Section 3.3.2 examines the classical stochastic
elliptic problem. Finally, in Section 3.3.3, we solve a stochastic flow through
porous media problem. In all problems, the underlying input probability distri-
bution p(x) is explicitly stated. All tasks start with a single element (the input
domain itself) and N random samples drawn from the input distribution. N, is
also the maximum number of samples taken within an element and is different
for each example. From that point, the algorithm proceeds until a pre-specified
tolerance δ > 0 is reached. The refinement criterion is given by Equation 3.38.
The only parameters of the method are N and δ. RVM-SE stands for RVM using
Square Exponential kernels and RVM-GPC stands for RVM using optimal or-
thogonal polynomials. For RVM-GPC, all orthogonal polynomials up to a given
degree P are constructed on the fly for each element.
3.3.1 Krainchnan-Orszag three-mode problem
Consider the system of ordinary differential equations [91]
dy1
dt
= y1y3,
dy2
dt
= −y2y3,
dy3
dt
= −y21 + y22,
subject to random initial conditions at t = 0. This dynamical system is par-
ticularly interesting because the response has a discontinuity at the planes
y1(0) = 0, y2(0) = 0. We solve the system for the time interval [0, 10] and record
the response at time step intervals of ∆t = 0.01. This results in a total of M = 300
outputs (100 for each of the three dimensions of the response). We will consider
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two different cases of increasing difficulty with two and three input dimensions
and various input distributions. The results we obtain will be compared to MC
estimates with 106 samples. Let the MC mean and variance be mr,MC and vr,MC,
respectively, r = 1, . . . , 300. The error of the statistics will be evaluated using the
(normalized) L2 norm of the error in variance defined by:
EL2 =
1
M
M∑
r=1
(
vr,MC − vˆr)2 , (3.42)
where vˆr is given by Equation 3.32.
We start by considering the two-dimensional problem (KO-2) with stochastic
initial conditions defined by:
y1(0) = 1, y2(0) = 0.1(2x1 − 1), y3(0) = 2x2 − 1,
where xk, k = 1, 2 are random variables. We will examine two cases of input
distributions, namely:
1. Uniform input: X = [0, 1]2 and
pk(xk) = 1, k = 1, 2.
Subfig. (a) of Figure 3.1 shows the evolution of the L2 norm of the error in
variance for RVM-SE (N = 10) as well as RVM-GPC (N = 20) and RMV-
GPC (N = 30) for maximum polynomial degree P = 5 as a function of the
number of calls to the deterministic solver. For comparison, we include in
the same plot the performance of SGC and ASGC. The  > 0 of ASGC is a
parameter specifying the sensitivity of the adaptation criterion (see [59]),
that is collocation points with surpluses larger than  spawn new points
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Figure 3.1: KO-2 (Uniform input): (a) L2 error norm in variance for RVM-
SE (N = 10), RVM-GPC (N = 20) and RVM-GPC (N = 30)
with maximum polynomial degree P = 5, SGC and ASGC with
 = 10−1, 10−2, 10−3, 10−4. (b) The predictive variance of y3(t) for
RVM-GPC (N = 30) with maximum polynomial degree P = 5
for a tolerance of δ = 10−6 (red solid line). The total number of
observations used by RVM-GPC for this case is 600. The gray
area denotes plus/minus one standard deviation of predicted
variance estimated from 100 samples of the weights. For com-
parison, we have included an MC estimator using 600 (dashed
blue line) and one using 106 observations (dot–dashed green
line).
around them. Therefore, for  = 0, one obtains the normal SGC method
and as  is increased, less and less collocation points are taken into con-
sideration. The data for the sparse grid based methods are collected as
follows: (1) A maximum collocation level is specified (here it is 7); (2) An
 is specified ( = 0 for SGC). (3) We add collocation points until the max-
imum level has been reached or there are no more collocation points with
surpluses greater than . (4) Each time an interpolation level is crossed,
we use the number of samples gathered and measure the L2 error in vari-
ance. We observe that RVM-SE is the slowest with performance an order
of magnitude worse than SGC. However, RVM-GPC seems to perform
at least as well as the fastest ASGC run ( = 10−1). We believe that the
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poor performance of RVM-SE is due to the poor choice of the kernels and
that a scheme that would optimize the evidence also with respect to the
length scales on each element would perform better. Subfig. (b) of Fig-
ure 3.1 shows the predicted variance of y3(t) for RVM-GPC (N = 30 with
maximum polynomial degree P = 5 and a tolerance of δ = 10−6), along
with plus/minus one standard deviation estimated from 100 samples as
described in Section 3.2.6. The number of observations gathered for that
particular case is 600 and for comparison we have included the results of
a MC estimate using the same number of samples as well as the reference
MC estimator based on 106 samples. It is apparent that the RVM estimate
is much more accurate than the MC result using the same number of sam-
ples. However, the error bars are clearly larger than necessary. We believe
that this unwanted uncertainty is induced by the underlying assumption
of independence of the various output dimensions. The same error bars
for the mean are significantly smaller and we have numerically observed
that they shrink as the desired tolerance δ decreases, albeit always remain-
ing much wider than the true error.
2. Beta input: X = [0, 1]2 and
pk(xk) =
Γ(α + β)
2Γ(α)Γ(β)
xα−1k (1 − xk)β−1 , k = 1, 2,
where Γ(z) is the gamma function. We use α = 2 and β = 5. Subfig. (a)
of Fig. 3.2 shows the evolution of the L2 norm of the error in variance for
RVM-SE (N = 10) as well as RVM-GPC (N = 20) and RMV-GPC (N = 30)
for maximum polynomial degree P = 5 as a function of the number of
calls to the deterministic solver. In this convergence test, we see again that
RVM-SE (N = 10) has the worst performance. Notice that it furthermore
exhibits some instabilities in the sense that the error is slightly increasing
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Figure 3.2: KO-2 (Beta input): (a) L2 error norm in variance for RVM-SE
(N = 10), RVM-GPC (N = 20) and RVM-GPC (N = 30) with
maximum polynomial degree P = 5, SGC and ASGC with
 = 10−1, 10−2, 10−3, 10−4. (b) Predictive variance of y2(t) for
RVM-GPC (N = 30) with maximum polynomial degree P = 5
for a tolerance of δ = 10−6 (red solid line). The total number of
observations used by RVM-GPC for this case is 450. The gray
area denotes plus/minus one standard deviation of predicted
variance estimated from 100 samples of the weights. For com-
parison, we have included an MC estimator using 450 (dashed
blue line) and one using 106 observations (dot–dashed green
line).
as the number of samples increases as we pass from tolerance δ = 10−4 to
δ = 10−5. This is a numerical artifact created by the combination of a poor
choice of the kernels as well as N. On the other hand, RVM-GPC converges
quite fast with the (N = 30) case clearly outperforming ASGC. Subfig. (b)
of Fig. 3.2 shows the predicted variance of y2(t) for RVM-GPC (N = 30 with
maximum polynomial degree P = 5 and a tolerance of δ = 10−6), along
with plus/minus one standard deviation estimated from 100 samples as
described in Section 3.2.6. The number of observations gathered for that
particular case is 450 and for comparison we have included the results of
a MC estimate using the same number of samples as well as the reference
MC estimator based on 106 samples. Again, the RVM estimate is signifi-
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cantly more accurate than the MC result using the same number of sam-
ples with the error bars, however, clearly overestimating the true error. For
the same RVM-GPC case, Figure 3.3 depicts the stochastic elements (Sub-
fig. (b)) and a kernel density estimator of the probability density of the
observed input (Subfig. (d)). For a complete comparison, Subfig. (b) also
includes a contour of the prediction at y2(t = 10) while Subfig. (a) and (c)
show the true response of the same output variable and the original input
probability density, respectively. Notice how the input probability density
affects the decomposition of the stochastic space and -as a result- the selec-
tion of the observed samples. The discontinuity is partly resolved. Parts
of the response which reside in low probability regions do not have to be
fully resolved for an accurate calculation of the statistics.
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Figure 3.3: KO-2 (Beta input): (a) True response y2(t = 10) as a function
of the initial conditions. (b) The discovered elements for RVM-
GPC (N = 30) for maximum polynomial degree P = 5 at a toler-
ance of δ = 10−6 along with the mean prediction. (c) The origi-
nal input probability density. (d) A kernel density estimator of
the actually observed input points.
96
Remark 6 Time dependent discontinuity. In the examples presented above the discon-
tinuity occurs at the same points for all time instants. Since our scheme decomposes
the stochastic space based on information coming from all time instants, it will proba-
bly lead to very fine decompositions in case the discontinuity moves significantly as a
function of time. If one wishes to capture such a situation, we suggest she adds time
as one more variable of the surrogate and perform the decomposition in the extended
stochastic-time domain. However, this case goes beyond the scope of the current work.
3.3.2 Elliptic Problem
In this section, we consider a simple stochastic elliptic problem [70]. Consider
the stochastic partial differential equation (SPDE)
−∇ · (aK(ω, ·)∇u(ω, ·)) = f (·), in D,
u(ω, ·) = 0, on ∂D,
where the physical domain is D = [0, 1]2. In order to avoid confusion with the
physical dimension x, we have chosen to denote the random variables with ω
instead of x. We choose a smooth deterministic load f (x, y) = 100 cos(x) sin(y), and
work with homogeneous boundary conditions. The deterministic problem is
solved with the finite element method using 400 (20×20 grid) bilinear quadrilat-
eral elements. The random diffusion coefficient aK(ω, x) is constructed to have a
one-dimensional dependence log(aK(ω, x, y)−0.5) = 1+ω1
( √
piL
2
)1/2
+
∑K
k=2 ξkφk(x)ωk,
where ξk :=
(√
piL
)1/2
exp
(
−(b k2 cpiL)
2
8
)
, for k ≥ 2, and
φk(x) :=

sin
( b k2 cpix
Lp
)
, if k is even,
cos
( b k2 cpix
Lp
)
, if k is odd.
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We choose the ωk, k = 1, . . . ,K to be independent identically distributed ran-
dom variables ωk ∼ U([−
√
3,
√
3]). Hence, the stochastic input space is Ω =
[−√3, √3]K . Finally, we set Lp = max{1, 2Lc} and L = LcLp , where Lc is called the
correlation length.
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Figure 3.4: The left column shows L2 error norm in variance for K = 10 (a)
and K = 20 (c) for RVM-SE, RVM-GPC with maximum poly-
nomial degree P = 2, SGC and ASGC with  = 10−1, 10−2, 103−
and 10−4. The right columns shows the number of splits per
dimension performed by RVM-GPC for K = 10 (b) and K = 20
(d).
In this study, we set the correlation length to Lc = 0.6 and test the conver-
gence of our method for K = 10 and 20 input dimensions. The K = 10 and 20
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cases are solved using RVM-SE and RVM-GPC up to maximum polynomial de-
gree P = 2 for N = 20 and 40, respectively, up to a tolerance of 10−8. Figs. 3.4 (a)
and (c) compare the convergence of our method to ASGC for K = 10 and K = 20,
respectively. The reference variance was calculated using a MC estimator with
106 samples. We observe, that RVM-SE performs similar to ASGC while RVM-
GPC seems to converge much faster particularly for the high-dimensional case.
In Subfigures (b) and (d) of the same figure we show the number of splits per
dimension for various tolerances δ of the RVM-GPC case for K = 10 and K = 20
input dimensions, respectively. It is clearly seen that the method identifies only
the first few dimensions as important, while completely ignoring the rest. Fi-
nally, we calculate the predictive PDFs for selected outputs for RVM-GPC. The
results are computed as follows: At a given tolerance, we draw 10, 000 random
input samples and propagate them through the surrogate. Based on these sam-
ples, we fit a kernel density estimator (see [84]) and compare it to the kernel
density estimator obtained by using the full deterministic solver instead of the
surrogate (this is referred to as “MC” on figure legends). Because of the lim-
ited amount of samples used for the kernel density estimation, a small variation
on the outcome is expected. Subfigures (a), (b) of Fig. 3.5 depict the PDFs of
u(0.5, 0.5) for K = 10 and K = 20 input dimensions, respectively. As a general
rule, a smaller tolerance is required to capture a qualitatively similar PDF than it
is to capture the correct variance. At this point, we must mention that the PDFs
produced by RVM-SE are not quite as satisfactory. This is due to the known
limitations of the SE kernels: (1) It is very difficult to identify the right length
scales; (2) In high dimensions, the SE kernel is not a good similarity measure
between input points [29].
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Figure 3.5: Elliptic Problem: Comparison of the predicted PDF of
u(0.5, 0.5) using various RVM-GPC surrogates with the MC pre-
dictions. (a) K = 10 input dimensions. (b) K = 20 input dimen-
sions.
3.3.3 Flow through porous media
Consider a bounded two dimensional spatial domain D ⊂ R2 with smooth
boundary ∂D. The governing equations for immiscible and incompressible two-
phase flow in porous media consists of an elliptic equation for fluid pressure
and a transport equation for the movement of fluid phases. For simplicity, we
neglect the effects from gravity, capillary forces and assume that the porosity is
a constant. The two phases will be referred to as water and oil, denoted by w
and o, respectively. The total Darcy velocity u and the pressure p satisfy [53]:
∇ · u = 0, u = −α(x,ω)λt∇p,∀x ∈ D, (3.43)
with the following boundary conditions:
p = p¯, on ∂Dp, and u · n = u¯ on ∂Du. (3.44)
The total velocity u = uo + uw is the sum of the velocities of oil uo and water
uw. The random permeability a(x, ·) is assumed to be diagonal and uniformly
positive definite. In addition, we will assume that a(x, ·) is a stochastic scalar
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function. The total mobility is given by λt = λw + λo, where λi models the re-
duced mobility of phase i due to the presence of the other phase. Without loss
of generality, we assume that the boundary conditions are deterministic and
that u¯ · n = 0 on ∂Du, where n is the unit normal of ∂Du. Furthermore, we use
the unit mobility displacement model, i.e. λw = S , λo = 1 − S and hence λt = 1,
where S is the water saturation. Under these assumptions, the water saturation
equation is given by
∂S (x, t,ω)
∂t
+ u · ∇S (x, t,ω) = 0, ∀x ∈ D, t ∈ [0,T ]. (3.45)
Geostatistical models often suggest that the permeability field is a weakly
stationary second-order random field such that the mean log-permeability
G(x, ·) = ln a(x, ·) is constant and its covariance function only depends on the
relative distance of two points [15]:
Cov(x, y) = exp
{
−|x1 − y1|
L1
− |x2 − y2|
L2
}
,
where Li, i = 1, 2 are the correlation lengths. Employing the finite-dimensional
noise assumption [95] and the Karhunen-Loe`ve (KL) expansion [33], we approx-
imate the log permeability field via a finite-dimensional representation:
G(x,ω) =
K∑
k=1
√
λkφk(x)ωk, (3.46)
where ωk are uncorrelated random variables, while φk(x) and λk are the eigen-
functions and eigenvalues of the covariance function, respectively, which are
analytically available [54]. According to the KL expansion, ωk ∼ N(0, 1). How-
ever, we may assume that ωk ∼ U(−1, 1) without losing the main features of
the output uncertainty [55]. Note that such a restriction is not necessary for
our approach (we could as well use the Gaussian distribution), but we use it
so that we can solve the same problem using ASGC. The deterministic problem
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for the velocity defined in Equation 3.44 is solved with a mixed finite element
method [31, 60] on the spatial domain D = [0, 1]2 utilizing a 64×64 fine grid. The
boundary conditions are set by fixing the pressure to 1 on the left boundary and
0 one the right boundary and using u¯ · n = 0 on the top and the bottom. Given
the velocity field u, we solve the saturation equation (Equation 3.45) following
a discontinuous Galerkin approach with piecewise constant elements [26] cou-
pled with a simple Euler scheme. The initial saturation is set to zero, while it is
kept fixed to 1 on the left side of the boundary. Our C++ solver is built upon
FEniCS [57]. The response is taken to be the value of the saturation S at time
t = 0.5 PVI (see [60] for the definition of PVI) on each finite element node, that
is the problem has M = 64 × 64 = 4096 output dimensions.
The stochastic problem is solved for correlation lengths Li = 1 (i = 1, 2),
requiring K = 33 input dimensions to account for 95% of the field’s energy.
In Figure 3.6, we plot a sample permeability field along with the corresponding
saturation. In this case, we use only RVM-GPC with N = 66 samples per element
and polynomials of maximum degree P = 2. In Subfig. (a) of Figure 3.7 we
plot the L2 error in variance as a function of the number of observations and
compare it to ASGC with  = 10−1. The reference variance was calculated using a
MC estimator based on 860,160 samples. It is clear that RVM-GPC outperforms
ASGC by at least two orders of magnitude. Subfig. (b) of the same figure shows
the number of splits per dimension performed by RVM-GPC. As in the results
of the elliptic problem, we observe that RVM-GPC puts more weight on the
first few dimensions while ignoring the rest. Finally, Figure 3.8 compares the
predicted statistics against the corresponding MC estimates.
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Figure 3.6: Saturation field: (a) A random sample of the permeability. (b)
The corresponding saturation at t = 0.5 PVI.
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Figure 3.7: Saturation field: (a) The L2 error in variance for RVM-GPC
(N = 66) with maximum polynomial degree P = 2 and ASGC.
(b) The number of splits per dimension performed by RVM for
a tolerance of δ = 10−6.
3.4 Conclusions
We have developed a UQ framework based on local Bayesian regression mod-
els. The stochastic space is adaptively decomposed in fine elements based solely
on information conveyed by the local regressors. The adaptivity criteria devel-
oped are applicable to arbitrary input probability distributions and any local
Bayesian regression model. The Bayesian regression we used was based on an
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Figure 3.8: Saturation field: The left column shows the statistics predicted
by RVM-GPC (N = 33 with maximum polynomial degree P =
2 at a tolerance δ = 10−6) while the right column shows the
corresponding results using 860, 160 MC samples. The top row
((a) and (b)) shows the mean and the bottom row ((c) and (d)),
the variance of the saturation.
extension of the RVM model that accounts for the multiple dimensions of the
output (MRVM). A fast algorithm was developed to train MRVM on a given
data set that does not require matrix inversions. The Bayesian nature of the
scheme allowed us to sample from the predictive distribution of the desired
statistics, thereby quantifying the epistemic uncertainty introduced by replac-
ing the deterministic solver with a surrogate. The scheme was demonstrated
through various numerical examples and its ability to capture discontinuities
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was verified. In high-dimensional input settings (K > 20), the optimal orthogo-
nal polynomial basis performed much better especially in correctly identifying
the PDFs of the various outputs. In the future, we plan to investigate the way
the choice of N affects the results and identify ways for an automatic optimal
choice for it.
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CHAPTER 4
MULTI-OUTPUT GAUSSIAN PROCESS REGRESSION WITH
SPATIO-TEMPORAL CORRELATIONS
4.1 Introduction
In this chapter, we are mainly concerned with responses that are multi-output
functions of space and/or time. In Chapter 2, we saw that one derive analytic
estimates of the epistemic uncertainty induced by the limited number of ob-
servations and noticed that these approximate bounds are significantly wide.
Here, instead of relying on analytic estimates we develop a numerical schemes
that is able to sample from the posterior of the statistics of interest. Even though
we are making use of active learning ideas in a completely different context (see
Section 4.2.3), we will be assuming that the observations are simply given to us.
Our first goal is the construction of a multi-output Gaussian process model that
explicitly treats space and time (Section 4.2.1). This model, in its full generality
is extremely computationally demanding. In Section 4.2.2, we carefully develop
the so-called separable model, which allows us to express the inference and pre-
diction tasks using Kronecker products of small matrices. This, in turn, results
in highly efficient computations. Finally, in Section 4.2.3, we apply our scheme
to uncertainty quantification tasks. Contrary to other approaches, we recognize
the fact that the predictive distribution of the Gaussian process conditional on
the observations, actually defines a probability measure on the function space of
possible surrogates. The weight of this measures corresponds to the epistemic
uncertainty induced by the limited data. Extending on ideas of [71], we develop
a procedure that allows us to approximately sample this probability space. Each
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sample, is a kernel approximation of a candidate surrogate for the code. In the
same section, we show how we can semi-analytically compute all the statistics
of the candidate surrogate up to second order. Higher order statistics or even
probability densities may be calculated quite effortlessly via a Monte Carlo pro-
cedure. By repeatedly sampling the posterior surrogate space, we are able to
provide error bars for practically anything that depends on it. In Section 4.3.1,
we apply our scheme to a stochastic ordinary differential equation with three
distinct outputs and two random variables. The purpose of this example, is to
demonstrate the validity of our approach in a simple problem. In Section 4.3.2,
we consider the problem of flow through random porous media. There, we
model the velocity field and the pressure as a function of space and 50 random
variables. In this more challenging problem, we clearly see the advantages of
a fully Bayesian approach to uncertainty quantification. Namely, the ability to
say something about the statistics of a 50 dimensional stochastic problem with
as little as 24 observations is intriguing. Finally, we conclude by noting the lim-
itations of the approach and discuss the many possibilities for extension.
4.2 Methodology
We are interested in modeling computer codes returning a multi-output re-
sponse y ∈ Rq, where q > 0 is the number of distinct outputs, given an input
ξ ∈ Xξ ⊂ Rkξ , defined over a spatial domain Xs ⊂ Rks and/or a time interval
Xt = [0,T ], where kξ is the number of inputs to the code, ks the spatial dimen-
sion (either 1, 2 or 3) and T > 0 is the time horizon. Even though for a given
input ξ the code reports the response simultaneously at various spatial and time
locations, we will be modeling it as a function f : Xξ×Xs×Xt → Rq. As an exam-
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ple, you may consider the problem of two-dimensional flow in random porous
media. The input variables ξ would represent the permeability field while - for
a fixed ξ - f(ξ, xs, t) would give the velocity components as well as the pressure
at the spatial location xs and time t (here q = 3).
4.2.1 Multi-output Gaussian process regression
Throughout this work, we will collectively denote the inputs of f(·) by:
x = (ξ, xs, t),
and its input domain byX = Xξ×Xs×Xt ⊂ Rk, where k = kξ+ks+1. Following [19],
we model f(·) as a q-dimensional Gaussian process:
f(·)|B,Σ, θ ∼ Nq (m(·;B), c(·, ·; θ)Σ) , (4.1)
conditional on hyper-parameters B ∈ Rm×q,Σ ∈ Rq×q and θ, with θ denoting the
parameters of the correlation function c(·, ·; θ). Notice that Eq. (4.1) essentially
means that:
E [f(x)|B,Σ, θ] = m(x;B),
and
Cov [f(x1), f(x2)|B,Σ, θ] = c(x1, x2; θ)Σ.
It is apparent that Σ must be a symmetric, positive definite matrix and that it
models the linear part of the correlations between the q distinct outputs. The
mean is chosen to be a generalized linear model:
m(x;B) = BTh(x), (4.2)
where h : X → Rm,h(·) = (h1(·), . . . , hm(·)) are regression functions shared by each
of the components of f(·).
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Prior distributions We are assuming that a priori the pair (B,Σ) and θ are in-
dependent:
pi(B,Σ, θ) = pi(B,Σ)pi(θ).
For the moment, we let the prior pi(θ) of θ to be undefined. For B and Σ, we
choose to use the “non-informative” prior [19]:
pi(B,Σ) ∝ |Σ|− q+12 . (4.3)
Notice, that the prior corresponding to Σ is a pathological case of an Inverse
Wishart distribution. The real reason for this choice is that it leads to an ana-
lytically tractable model, since -as is shown in what follows- both B and Σ can
be integrated out. Of course, one might choose an alternative prior distribution
that reflects her own beliefs at the cost of having to numerically sample these
two parameters.
The likelihood of the data Given a data set of n observations with inputs X =
(x1, . . . , xn)T ∈ Rn×k and outputs Y = (f(x1), . . . , f(xn))T ∈ Rn×q, it follows from
Equation 4.1 that the likelihood is given by the matrix-normal (see [24]):
Y|B,Σ, θ ∼ Nn×q (HB,Σ,A) , (4.4)
where
H = (h(x1), . . . ,h(xn))T ∈ Rn×m, (4.5)
is the design matrix and
A =
(
c(xi, x j; θ)
)
∈ Rn×n, (4.6)
is the usual covariance matrix.
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The predictive distribution Using the vectorization operation [63] to cast the
matrix-normal distribution to a simple multivariate normal and some trivial
identities (for example see Chapter 2.3.1 of [7]), it is easy to show that the pre-
dictive distribution is given by:
f(·)|B,Σ, θ,Y ∼ Nq (m∗(·,B), c∗(·, ·; θ)Σ) , (4.7)
where
m∗(x;B) = BTh(x) + (Y −HB)TA−1a(x),
c∗(x1, x2; θ) = c(x1, x2; θ) − aT (x1)A−1a(x2),
where a(·) = (c(·, x1; θ), . . . , c(·, xn; θ)) ∈ Rn. If n > m + q (so that all distributions
involved are proper), it is possible to integrate out both B and Σ resulting in the
predictive distribution of f(·) conditional only on θ. It is a q-variate Student’s
process with n − m degrees of freedom (see [19]):
f(·)|θ,Y ∼ Tq
(
m∗∗(·), c∗∗(·, ·; θ)Σˆ; n − m
)
, (4.8)
where
m∗∗(x) = BˆTh(x) + (Y −HBˆ)TA−1a(x),
c∗∗(x1, x2; θ) = c∗(x1, x2; θ) +(
h(x1) −HTA−1a(x1)
)T (
HTA−1H
)−1 (
h(x2) −HTA−1a(x2)
)
,
Bˆ =
(
HTA−1H
)−1
HTA−1Y,
Σˆ = =
1
n − m
(
Y −HBˆ
)T
A−1
(
Y −HBˆ
)
.
The posterior distribution of θ Let us conclude this section by giving the pos-
terior distribution of the hyper-parameters of the correlation function. Using
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Bayes theorem to write down the joint posterior for B,Σ and θ conditional on Y
(combining Eqs. (4.3) and (4.4)) and integrating out B and Σ, we obtain:
p(θ|Y) ∝ pi(θ)|A|− q2 |HTA−1H|− q2 |Σˆ|− n−m2 . (4.9)
4.2.2 The separable model
It is apparent that the above mentioned model becomes computationally in-
tractable quite fast due to the fact that a high-dimensional and dense covariance
matrix has to be inverted. An important simplification can be achieved if the
spatial and the temporal points at which the output is observed remain fixed
independent of the input ξ and if we assume that the correlation function is
separable, i.e.:
c(x1, x2; θ) := cξ(ξ1, ξ2; θξ)cs(xs,1, xs,2; θs)ct(t1, t2; θt), (4.10)
where cξ(·, ·; θξ), cs(·, ·; θs) and ct(·, ·; θt) are the correlation functions of the pa-
rameter space, the spatial domain and the time domain, respectively, and
θ = (θξ, θs, θt). We will now show that under these assumptions, the covariance
matrix can be written as the Kronecker product of smaller covariance matrices.
Using this observation, it is possible to carry out inference and make predictions
without ever forming the full covariance matrix. Finally, we also assume that
the hyper-parameters of the various covariance functions are a priori indepen-
dent:
pi(θ) = pi(θξ)pi(θs)pi(θt). (4.11)
Remark 1: Another more general model for the covariance function is the lin-
ear model of coregionalization (LMC) [38, 9, 25]. The more general nature of this
111
covariance function does not necessarily make it more attractive for the appli-
cations of interest. The introduction of such models is usually associated with
higher computational cost which we try to avoid in this paper.
Organizing the inputs Let us consider how the data are collected from a com-
puter code. For a parameter ξ ∈ Xξ, the computer code returns the (multi-
output) response on a given (a priori known) set of ns spatial points Xs =
(xs,1, . . . , xs,ns)T ∈ Rns×ks , where ks = 1, 2 or 3 is the spatial dimension (Xs ⊂ Rks), at
each one of the nt timesteps Xt = (t1, . . . , tnt) ∈ Rnt×1. That is, a single choice of the
parameter ξ generates a total of nsnt training samples. Therefore, the response
of the code is a matrix Yξ ∈ R(nsnt)×q, which we call the output matrix. The output
matrix is assembled as follows:
Yξ = (yTξ,1 . . . y
T
ξ,ns)
T ,
where each yξ,i ∈ Rnt×q is the response at the spatial point xs,i at each timestep,
that is:
yξ,i = (yξ,i,1 . . . yξ,i,nt)
T ,
where yξ,i, j ∈ Rq is the response at the spatial point xs,i at time t j:
yξ,i, j = (yξ,i, j,1 . . . yξ,i, j,q)T ,
where, of course, yξ,i, j,l is the l-th output of the response at xs,i at t j.
Separating the covariance matrices If we take a total of nξ samples of the pa-
rameters:
Xξ = (ξ1, . . . , ξnξ)
T ∈ Rnξ×kξ ,
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where kξ is the dimension of the input variables ξ (Xξ ⊂ Rkξ), we will have a total
of
n = nξnsnt
training samples for our model. The covariance matrix A ∈ Rn×n can now be
written as:
A = Aξ ⊗ As ⊗ At, (4.12)
where Aξ ∈ Rnξ×nξ is the covariance matrix generated by Xξ and cξ(·, ·; θξ), As ∈
Rns×ns is the covariance matrix generated by Xs and cs(·; ·; θs) and At ∈ Rnt×nt is
the covariance matrix generated by Xt and ct(·; ·; θt) and ⊗ corresponds to the
Kronecker product.
Separating the design matrices Now let us consider the basis functions used
in the generalized linear model of Equation 4.2. Suppose, we wish to use mt
basis functions to capture the time dependence of the mean:
Ht = {ht,1(t), . . . , ht,mt(t)}.
We choose also ms basis functions to capture the spatial dependence of the mean:
Hs = {hs,1(xs), . . . , hs,ms(xs)}.
These can be for example the finite element basis of the model or any other suit-
able functions. Finally, we choose mξ basis functions to capture the dependence
of the mean on the stochastic parameter:
Hξ = {hξ,1(ξ), . . . , hξ,mξ(ξ)}.
For example, in an uncertainty quantification setting these could be a gPC basis
as induced by the probability distribution of the ξ’s. The global basis functions
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are formed from the tensor product:
H = Hξ ⊗Hs ⊗Ht.
Thus, the total number of basis functions present in the model is:
m = mξmsmt.
In order to have a consistent enumeration, we proceed as follows:
h1(x) := hξ,1(ξ)hs,1(xs)ht,1(t),
h2(x) := hξ,1(ξ)hs,1(xs)ht,2(t),
...
hmt(x) := hξ,1(ξ)hs,1(xs)ht,mt(t),
hmt+1(x) := hξ,1(ξ)hs,2(xs)ht,1(t),
...
hmsmt(i−1)+mt( j−1)+l := hξ,i(ξ)hs, j(xs)ht,l(t),
where, at the last line, i = 1, . . . ,mξ, j = 1, . . . ,ms and l = 1, . . . ,mt. With this
enumeration, the design matrix H defined in Equation 4.5 breaks down as:
H = Hξ ⊗Hs ⊗Ht, (4.13)
where Hξ ∈ Rnξ×mξ is:
Hξ,i j = hξ, j(ξi),
Hs ∈ Rns×ms is:
Hs,i j = hs, j(xs,i),
and Ht ∈ Rnt×mt is:
Ht,i j = ht, j(ti).
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Efficient predictions and inference Given a set of hyper-parameters θ, all the
statistics that are required to make predictions or evaluate the posterior of p(θ)
can be calculated efficiently by exploiting the properties of the Kronecker prod-
uct. Its most important property is that various factorizations (e.g. Cholesky or
QR) of a matrix formed by Kronecker products is given by the Kronecker prod-
ucts of the factorizations of the individual matrices [90]. Furthermore, matrix-
vector multiplications as well as solving linear systems when the matrices form-
ing the Kronecker product are triangular can be carried out without additional
memory. Therefore, working consistently with the Cholesky decomposition of
the covariance matrices, leads to very efficient computations. All the linear al-
gebra details pertaining to efficient computations with Kronecker products are
documented in C.1 and C.2.
The posterior of the hyper-parameters (see Equation 4.9) can now be sam-
pled efficiently via Gibb’s sampling [13], as described in Algorithm 4. Each one
of the steps can be carried out using MCMC [65, 47]. The prior distributions
as well as the proposal distributions for θξ, θs and θt are given in the next para-
graph.
Choice of the covariance function The separable model described in this sec-
tion requires the specification of three covariance functions cξ(·, ·; θξ), cs(·, ·; θs)
and ct(·, ·; θt). In this work, we choose to work with:
cξ(ξn1 , ξn2; θξ) := exp
−12
kξ∑
k=1
 (ξn1,k − ξn2,k)2r2ξ,k

 + gξδn1n2 ,
cs(xs,n1 , xs,n2; θs) := exp
−12
ks∑
k=1
 (xs,n1,k − xs,n2,k)2r2s,k

 + gsδn1n2 ,
ct(tn1 , tn2; θt) := exp
{
−1
2
(
(tn1 − tn2)2
r2t
)}
+ gtδn1n2 ,
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Algorithm 4: Sampling the posterior distribution.
Require: Observed data X and Y and initial θ = (θξ, θs, θt).
Ensure: Repeated application ensures that θ = (θξ, θs, θt) is a sample from Equa-
tion 4.9.
Sample:
θξ ∼ p(θξ |Y, θs, θt) ∝ pi(θξ)|Aξ |−
qn
2nξ |HTξA−1ξ Hξ |−
qm
2mξ |Σˆ|− n−m2 .
Sample:
θs ∼ p(θs|Y, θξ, θt) ∝ pi(θs)|As|−
qn
2ns |HTsA−1s Hs|−
qm
2ms |Σˆ|− n−m2 .
Sample:
θt ∼ p(θt|Y, θξ, θs) ∝ pi(θt)|At|−
qn
2nt |HTt A−1t Ht|−
qm
2mt |Σˆ|− n−m2 .
with the hyper-parameters completely specified by:
θξ = (rξ, gξ), θs = (rs, gs) and θt = (rt, gt).
The core part of the covariance functions is based on the Square Exponential (SE)
kernels with the rα, α = ξ, s, t hyper-parameters being interpreted as the length
scale of each input dimension. The gα, α = ξ, s, t are termed “nuggets”. The
main purpose of the nuggets is to ensure the well-conditioning of the covariance
matrices involved in the calculations and they are expected to be typically small
(of the order of 10−2). By looking at the full covariance function of the separable
model and ignoring second-order products of the nuggets, we can see that the
gξ + gs + gt can be interpreted as the measurement noise. Apart from improving
the stability of the computations, one can argue that the presence of the nugget
can also lead to better predictive accuracy [40].
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The priors of the hyper-parameters rξ, gξ, rs, gs, rt and gt, should be chosen to
represent any prior knowledge about the computer code that might be available.
In order to ensure positive support, we make the common choice α = ξ, s and t:
pi(rα,k|γα) = E(rα,k|γα), (4.14)
pi(gα|ζα) = E(gα|ζα), (4.15)
where E(·|λ) denotes the probability density of the exponential distribution with
parameter λ > 0.
For the proposal required by the MCMC sampling schemes described in the
previous section, we use a log-normal random walk for all hyper-parameters
(again because they are all positive). The step size of the random walk is selected
so that the observed acceptance ratio of the MCMC is between 30 and 60 per
cent.
The particular values of γα and ζα for α = ξ, s and t are specified in each
numerical example.
4.2.3 Application to uncertainty quantification
In uncertainty quantification tasks, one specifies a probability density on the
inputs ξ’s, p(ξ), and tries to quantify the probability measure induced by it on
the output field. In this work, we quantify this uncertainty by interrogating
the surrogate built using the Gaussian process model introduced in the previ-
ous sections (see Equation 4.8). The whole process is complicated by the fact
that our model in reality defines a probability measure over the function space
of potential surrogates. This probability measure essentially quantifies the lack
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of information regarding the real response due to the finite number of obser-
vations. In a fully Bayesian setting, this probability measure will be reflected
as a probability measure on the predicted statistics (e.g. mean, variance, PDFs,
etc.). To the best of our knowledge, such ideas were introduced for the first
time in the statistics literature [71] but were largely ignored by the UQ commu-
nity. Inspired by the above mentioned work, we will describe in this section
how our model can be used to essentially sample the posterior distribution of
the induced statistics. The procedure is conceptually simple and described in
Algorithm 5. The key component of this algorithm is the ability to sample a
response surface based on Equation 4.8 that can be described analytically via a
kernel representation. This is achieved through the generalization of the tech-
niques discussed in [71]. The final component of the algorithm has to do with
the evaluation of the statistics of interest induced by this response surface. We
will show that our model allows for semi-analytic calculation of all statistics up
to second-order. Higher-order statistics, or full probability densities have to be
obtained using Monte Carlo techniques on the sampled surrogate surface.
Algorithm 5: Sampling the posterior of the statistics. By repeatedly calling this
algorithm, error bars for the desired statistics may be obtained.
Require: Observed data X and Y and θ0 sample from Equation 4.9.
Ensure: S is a sample from the statistic of interest.
Sample a new θ1 following the Gibb’s procedure given in Section 4.2.2.
Sample a response surface using Algorithm 6.
Interrogate the obtained response surface (analytically or via MC) to obtain
S.
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Sampling a response surface In order to obtain an analytical representation
of the response surface, reference [71] suggests selecting a space filling design
of the input variables, using Equation 4.8 to sample the outputs and then aug-
menting the original data set with the new observations to derive an updated
Equation 4.8 with reduced variance. The mean of the updated posterior predic-
tive distribution is an analytic function that can be thought of (if its variance is
sufficiently small) as a sample from the predictive probability measure. Several
problems arise if one follows this approach. To start with, one does not know
a priori how many design points are required in order to reduce the predictive
variance to a pre-specified tolerance. Furthermore, design points must be well
placed and far away from the initial observations in order to avoid numerical in-
stabilities. Finally - and this is particular to our model - including design points
in all sets of different inputs (ξ, xs and t) breaks down the Kronecker product
representation of the covariance and design matrices which, in turn, leads to a
tremendous computational burden. In order to avoid the latter of these conun-
drums, we choose to work with the same spatial and time points as the ones
included in the original data (namely Xs and Xt). This approximation, will ig-
nore only a - hopefully - small part of the epistemic uncertainty due to the finite
number of observations. That is, we only choose design points in Xξ. The for-
mer two problems are addressed by employing a sequential strategy in which
the ξ’s are selected one by one by maximizing the predictive variance until a
specific tolerance is achieved. This approach is guaranteed to produce a space
filling design that is well separated from the original observations. In addition,
the only covariance matrix that needs to be updated is the one pertaining to ξ.
In C.3, we describe how the Cholesky decomposition of the covariance matrix
as well as solutions to the relevant linear systems can be updated in quadratic
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time when new design points are added.
Consider θ fixed and let Xξ,d ∈ R(nξ+d)×kξ and Yd ∈ R((nξ+d)nsnt)×q denote the set
of ξ’s and the corresponding outputs when d design points have been observed.
That is
Xξ,d =

Xξ
ξnξ+1
...
ξnξ+d

.
For d = 0, we obtain the observed data:
Xξ,0 = Xξ and Y0 = Y.
Define Bˆd ∈ Rm×q, Hξ,d ∈ R(nξ+d)×mξ , Aξ,d ∈ R(nξ+d)×(nξ+d) to be the weight, design and
covariance matrices pertaining to ξ, respectively, when Xξ,d and Yd have been
observed. In order to avoid cluttering the final formulas, let us also define:
aξ,d(ξ) =

aξ
cξ(ξnξ+1, ξ; θ)
...
cξ(ξnξ+d, ξ; θ)

∈ Rnξ+d ,
Ad = Aξ,d ⊗ As ⊗ At,
and
Hd = Hξ,d ⊗Hs ⊗Ht.
Now, let ξ ∈ Xξ and Z(ξ) ∈ R(nsnt)×q be the output at ξ and all spatial and time
points in Xs and Xt. By using Bayes theorem and Equation 4.8, we can show
that:
Z(ξ)|Yd, θ ∼ T(nsnt)×q
(
Md(ξ),Cd(ξ), Σˆ; nd − m
)
, (4.16)
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where nd = (nξ + d)nsnt and the mean is given by:
Md(ξ) =
(
hTξ (ξ) ⊗Hs ⊗Ht
)
Bˆd
+
(
aξ,d(ξ)T ⊗ As ⊗ At
)
A−1d
(
Yd −HdBˆd
)
,
(4.17)
and the covariance matrix by:
Cd(ξ) = cξ(ξ, ξ; θ) (As ⊗ At)
−
(
aξ,d(ξ) ⊗ As ⊗ At
)T
A−1d
(
aξ,d(ξ) ⊗ As ⊗ At
)
((
hξ(ξ) ⊗Hs ⊗Ht
)
−HTdA−1d
)T (
HTdA
−1
d Hd
)−1 ·((
hξ(ξ) ⊗Hs ⊗Ht
)
−HTdA−1d
)
.
(4.18)
In order to sample Equation 4.16, we need to compute the Cholesky decomposi-
tion of Cd(ξ). This is not trivial, since Cd(ξ) does not have a particular structure.
In the numerical examples - and in particular for the porous flow problem con-
sidered in Section 3.3.3- this matrix turned out to be extremely ill-conditioned.
Even though, theoretically Cd(ξ) is guaranteed to be symmetric positive defi-
nite, numerically it must be treated as positive semi-definite. For this reason,
one has to use a low-rank approximation of Cd(ξ) using the pivoted Cholesky
factorization [45]. This can be carried out using the LAPACK routine dpstrf.
The tolerance we used for this approximation was 10−3 for all numerical ex-
amples we considered. We found no observable difference between samples
obtained with the normal Cholesky factorization and this approach. Finally, let
us mention that a scalar quantity that is associated directly with the uncertainty
pertaining ξ is given by:
σ2d(ξ) =
tr[Cd(ξ)] tr[Σˆ]
nsntq
p(ξ). (4.19)
This is the sum of the variances of all outputs at all different spatial and time
points weighted by the input probability distribution p(ξ). The idea is to se-
quentially augment the data set by including the design points from a dense
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subset X∗ξ of Xξ that maximize Equation 4.19 until a pre-specified tolerance is
achieved. At that point, the joint predictive mean given by Equation 4.17 may
be used as an analytic sample surrogate surface. In general, we would like to
evaluate the response surface on a denser spatial design X∗s ∈ Rn∗s×ks and/or more
time steps X∗t ∈ Rn∗t ). The joint predictive mean at those points is given by:
M∗d(ξ) =
(
hξ(ξ)T ⊗H∗s ⊗H∗t
)
Bˆd
+
(
aξ,d(ξ)T ⊗ A∗,Ts ⊗ A∗,Tt
)
A−1d
(
Yd −HdBˆd
)
,
(4.20)
where H∗s ∈ Rn∗s×ms ,H∗t ∈ Rn∗t ×mt are the design matrices that pertain to the test
spatial and time points, respectively, while A∗s ∈ Rns×n∗s ,A∗t ∈ Rnt×n∗t are the cor-
responding cross covariance matrices. We identify Equation 4.20 as a sample
response surface from the function space of possible surrogates. The complete
algorithmic details are given in Algorithm 6.
Analytic first-order and second-order statistics In applications, we are usu-
ally interested in first and second-order statistics. We can obtain a sample of the
mean response by integrating out ξ from Equation 4.20:
M∗d :=
∫
M∗d(ξ)p(ξ)dξ. (4.22)
It can be easily shown that:
M∗d =
(
Th ⊗H∗s ⊗H∗t
)
Bˆd
+
(
Ta,d ⊗ A∗,Ts ⊗ A∗,Tt
)
A−1d
(
Yd −HdBˆd
)
,
(4.23)
where
h =
∫
hξ(ξ)p(ξ)dξ and a,d =
∫
aξ,d(ξ)p(ξ)dξ.
Now, let i, j ∈ {1, . . . , q} be two arbitrary outputs. The covariance matrix between
all possible spatial and time test points is defined by:
Ci j,∗d :=
∫ (
M∗d,i(ξ) −M∗d,i
) (
M∗d, j(ξ) −M∗d, j
)T
p(ξ)dξ, (4.24)
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Algorithm 6: Sample a response surface.
Require: Observed data X and Y, θ sampled from Equation 4.8, a dense set of
design points X∗ξ = {ξ∗1, . . . , ξ∗n∗ξ}, the desired final tolerance δ > 0 and dense
spatial and time designs X∗s ∈ Rn∗s×ks and X∗t ∈ Rn∗t on which we wish to make
predictions.
Ensure: After d ≥ 1 steps, the uncertainty of Equation 4.16 as captured by Equa-
tion 4.19 is less than δ and M∗d(ξ) given by Equation 4.20 can be used as an
analytic representation of the sampled response surface.
Initialize d ← 0.
repeat
Find the next design point:
ξnξ+d+1 = arg maxξ∈X∗ξ
σ2d(ξ). (4.21)
Sample Z(ξnξ+d+1) from Equation 4.16.
Augment the set of observations with the pair
(
ξnξ+d+1,Z(ξnξ+d+1)
)
.
d ← d + 1.
until σ2d(ξnξ+d) < δ.
where the subscripts i and j select columns of the associated matrices. This
matrix, contains all second-order statistics of the surrogate. For example, the
variance of each output i = 1, . . . , q is on all spatial and time locations X∗s and X∗t ,
respectively is given by:
Vi,∗d := diagC
ii,∗
d . (4.25)
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It can be shown using tensorial notation, that Ci j,∗d may be evaluated by:
Ci j,∗d =
(
H∗s ⊗H∗t
)
Bˆidνhh
[(
H∗s ⊗H∗t
)
Bˆ jd
]T
+
(
A∗,Ts ⊗ A∗,Tt
)
Y˜idνaa,d
[(
A∗,Ts ⊗ A∗,Tt
)
Y˜ jd
]T
+
(
H∗s ⊗H∗t
)
Bˆidνha,d
[(
A∗,Ts ⊗ A∗,Tt
)
Y˜ jd
]T
+
(
A∗,Ts ⊗ A∗,Tt
)
Y˜idνah,d
[(
H∗s ⊗H∗t
)
Bˆ jd
]T
,
(4.26)
where Bˆid ∈ R(msmt)×mξ is such that vec(Bˆid) = Bˆd,i (i.e. the i-th column of Bd),
Y˜d ∈ Rn×q is defined by:
Y˜d = A−1d
(
Yd −HBˆd
)
,
Y˜id ∈ R(nsnt)×nξ is such that vec(Y˜id) = Y˜d,i, νhh ∈ Rmξ×mξ is given by:
νhh =
∫ (
hξ(ξ) − h
) (
hξ(ξ) − h
)T
p(ξ)dξ, (4.27)
νaa,d ∈ Rnξ×nξ by:
νaa,d =
∫ (
aξ,d(ξ) − d,a
) (
aξ,d(ξ) − a,d
)T
p(ξ)dξ, (4.28)
νha,d ∈ Rmξ×nξ by:
νha,d =
∫ (
hξ(ξ) − h
) (
aξ,d(ξ) − a,d
)T
p(ξ)dξ, (4.29)
and νah,d = νTha,d.
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4.3 Numerical Examples
4.3.1 Krainchnan-Orszag three-mode problem
Consider the system of ordinary differential equations [91]:
dy1
dt
= y1y3,
dy2
dt
= −y2y3,
dy3
dt
= −y21 + y22,
subject to random initial conditions at t = 0: The stochastic initial conditions are
defined by:
y1(0) = 1, y2(0) = 0.1ξ1, y3(0) = ξ2,
where
ξi ∼ U([−1, 1]), i = 1, 2.
This dynamical system is particularly interesting because the response has a
discontinuity at ξ1 = 0. The deterministic solver we use is a 4-th order Runge-
Kutta method as implemented in GNU Scientific Library [30].
As is apparent, the input variables ξ represent the initial conditions. We will
consider the case of two input dimensions, i.e. kξ = 2. The output consist of three
distinct variables (q = 3) that are functions of time (ks = 0). For convenience, we
choose to work with a constant prior mean by selecting:
hξ(ξ) = 1 and ht(t) = 1.
That is, mξ = 1,mt = 1. We fix nξ and gather the input data Xξ ∈ Rnξ×kξ from
a Latin hyper-cube design [?]. We solve the system for the time interval [0, 10]
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and record the response at 20 equidistant time steps, i.e. Xt ∈ Rnt with nt = 20.
Both Xξ and Xt are scaled in [0, 1]. The priors are specified by selecting:
γα = 1/0.05 and ζα = 106, for α = ξ, t.
This means, that we a priori assume that the mean for all length scales is 0.05
and the mean of all the nuggets is 10−6. We train our model for nξ = 70, 100 and
150 observations by sampling the posterior of θ = (rξ, gξ, rt, gt) given in Equa-
tion 4.9 following the Gibbs-MCMC procedure described in Algorithm 4. To
initialize the Markov chain, we sample the prior (Eqs. 4.14 and 4.15) of the
hyper-parameters 100 times and set θ0 equal to the sample with maximum pos-
terior probability defined by Equation 4.9. The proposals are selected to be log-
normal random walks and the step size (the same for all types of inputs) is set
to 0.01. The chain is well mixed after about 500 iterations of the Gibb’s scheme.
After the Markov chain has been sufficiently mixed, we are ready to start
making predictions. Predictions are made at 50 equidistant time steps in [0, 10],
i.e. X∗t ∈ Rn∗t with n∗t = 50. Then, we draw 100 samples from the posterior
distribution of the statistics of interest as described in Algorithm 5 with toler-
ance δ = 10−2. We plot the mean of the statistics as well as 95% error bars (2
times the standard deviation of the statistic). To calculate the mean of a sam-
pled response surface, we use Equation 4.23 while for the variance we use the
diagonal of Cii,∗d , i = 1, . . . , q (Equation 4.26). One or two dimensional probability
densities for each sampled response surface are evaluated by the following MC
procedure: (1) We draw 10, 000 samples from p(ξ); (2) We evaluate the sampled
response (Equation 4.20) at each one of these ξ’s; (3) We use a one- or two-
dimensional kernel density estimator [10] to approximate the desired PDF. The
predicted means of all the statistics are practically identical to the ones obtained
via Monte Carlo estimate (not shown in the figures, see [?]). The first row of
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Figure 4.1 shows the time evolution of the mean of y1(t) and y3(t) for nξ = 100.
Notice that the error bars are very tight. The second and third rows of the same
figures depict the variance of the same quantities for nξ = 100 and nξ = 150,
respectively. We can see the width of the error bars decreasing as the number of
observations is increased. Figure 4.2 shows the time evolution of the probability
density of y2(t). The four rows correspond to different time instants (specifically
t = 4, 6, 8 and 10). The columns correspond to nξ = 70, 100 and 150 counting from
the left. Figure 4.3 shows the time evolution of the joint probability density of
y2(t) and y3(t). The four rows correspond to different time instants (specifically
t = 4, 6, 8 and 10). The columns correspond to nξ = 70, 100 and 150 counting
from the left.
127
0 2 4 6 8 100
0.2
0.4
0.6
0.8
1
KO−2, n=100
Time (t)
M
ea
n 
of
 y
1(t
)
 
 
95% Conf. Interval
Mean
(a)
0 2 4 6 8 10−1.5
−1
−0.5
0
0.5
1
KO−2, n=100
Time (t)
M
ea
n 
of
 y
3(t
)
 
 
95% Conf. Interval
Mean
(b)
0 2 4 6 8 100
0.05
0.1
0.15
0.2
KO−2, n=100
Time (t)
Va
ria
nc
e 
of
 y 1
(t)
 
 
95% Conf. Interval
Mean
(c)
0 2 4 6 8 100
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
KO−2, n=100
Time (t)
Va
ria
nc
e 
of
 y 3
(t)
 
 
95% Conf. Interval
Mean
(d)
0 2 4 6 8 100
0.05
0.1
0.15
0.2
KO−2, n=150
Time (t)
Va
ria
nc
e 
of
 y 1
(t)
 
 
95% Conf. Interval
Mean
(e)
0 2 4 6 8 100
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
KO−2, n=150
Time (t)
Va
ria
nc
e 
of
 y 3
(t)
 
 
95% Conf. Interval
Mean
(f)
Figure 4.1: KO-2: The thick blue line is the mean of the statistic predicted
by our model while the gray area provides 95% confidence in-
tervals. The first row ((a) and (b)) corresponds to the mean of
the response as captured with nξ = 100. The second ((c) and (d))
and the last ((e) and (f)) rows show the variance of the response
for nξ = 100 and nξ = 150, respectively.
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Figure 4.2: KO-2: The first column corresponds to nξ = 70, the second to
nξ = 100 and the third to nξ = 150. Each row depicts the PDF of
y2(t) for times t = 4, 6, 8, 10. The thick blue line is the mean of
the PDF predicted by our model while the gray area provides
95% confidence intervals.
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Figure 4.3: KO-2: The first column corresponds to nξ = 70, the second to
nξ = 100 and the third to nξ = 150. Each row depicts the joint
PDF of y2(t) and y3(t) for times t = 4, 6, 8, 10.
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Figure 4.4: KO-2: The first column corresponds to nξ = 70, the second
to nξ = 100 and the third to nξ = 150. Each row depicts the
predictive variance of the joint PDF of y2(t) and y3(t) for times
t = 4, 6, 8, 10.
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4.3.2 Flow through porous media
In this example, we study a two-dimensional, single phase, steady-state flow
through a random permeability field. A good review of the mathematical mod-
els of flow through porous media can be found in [1]. The spatial domain Xs is
chosen to be the unit square [0, 1]2, representing an idealized oil reservoir. Let us
denote with p and u the pressure and the velocity fields of the fluid, respectively.
These are connected via the Darcy law:
u = −K∇p, in Xs, (4.30)
where K is the permeability tensor that models the easiness with which the liq-
uid flows through the reservoir. Combining the Darcy law with the continuity
equation, it is easy to show that the governing PDE for the pressure is:
− ∇ · (K∇p) = f , in Xs, (4.31)
where the source term f may be used to model injection/production wells. We
use two model square wells: an injection well on the left-bottom corner of Xs
and a production well on the top-right corner. The particular mathematical form
is as follows:
f (xs) =

−r, if |xsi − 12w| < 12w, for i = 1, 2,
r, if |xsi − 1 + 12w| < 12w, for i = 1, 2,
0, otherwise,
(4.32)
where r specifies the rate of the wells and w their size (chosen to be r = 10 and
w = 1/8). Furthermore, we impose no-flux boundary conditions on the walls of
the reservoir:
u · nˆ = 0, on ∂Xs, (4.33)
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where nˆ is the unit normal vector of the boundary. These boundary conditions
specify the pressure p up to an additive constant. To assure uniqueness of the
boundary value problem defined by Eqs. (4.30), (4.31) and (4.33), we impose the
constraint [8]: ∫
Xs
p(x)dx = 0.
We restrict ourselves to an isotropic permeability tensor:
Ki j = Kδi j.
K is modeled as
K(xs) = exp {G(xs)} ,
where G is a Gaussian random field:
G(·) ∼ N (m, cG(·, ·)) ,
with constant mean m and an exponential covariance function given by
cG(xs1, xs2) = s2G exp
− ks∑
k=1
|xs1,k − xs2,k|
`k
 . (4.34)
The parameters `k represent the correlation lengths of the field, while sG > 0 is
its variance. The values we choose for the parameters are m = 0, `k = 0.1 and
sG = 1. In order to obtain a finite dimensional representation of G, we employ
the Karhunen-Loe`ve expansion [34] and truncate it after kξ = 50 terms:
G(w; xs) = m +
kξ∑
k=1
wkψk(xs),
where w = (w1, . . . ,wkξ) is vector of independent, zero mean and unit variance
Gaussian random variables and ψk(xs) are the eigenfunctions of the exponential
covariance given in Equation 4.34 (suitably normalized, of course). In order
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to guarantee the analytical calculation of statistics of the first-order p and u of
Section 4.2.3, we choose to work with the uniform random variables
ξk = Φ(wk) ∼ U[0, 1], k = 1, . . . ,kξ,
where Φ(·) is the cumulative distribution function of the standard normal distri-
bution. Putting it all together, the finite-dimensional stochastic representation
of the permeability field is:
K(ξ; xs) = exp
m +
kξ∑
k=1
Φ−1(ξk)ψk(xs)
 . (4.35)
In order to make the notational connection with the rest of the paper obvious,
let us define the response of the physical model as
f : Xξ × Xs → Rq,
where, of course, Xξ = [0, 1]kξ , Xs = [0, 1]2 and q = 3. That is,
f(ξ, xs) = ((p(ξ; xs),u(ξ; xs)) ,
where p(ξ; xs) and u(ξ; xs) is the solution of the boundary problem defined by
Eqs. (4.30), (4.31) and (4.33) at the spatial point xs for a permeability field given
by Equation 4.35. Our purpose is to learn this map and also propagate the un-
certainty of the stochastic variables through it by using a finite number of sim-
ulations.
The boundary value problem is solved using the Mixed Finite Element for-
mulation. We use first-order Raviart-Thomas elements for the velocity [79], and
zero-order discontinuous elements for the pressure [12]. The spatial domain is
discretized using a 64 × 64 triangular mesh. The solver was implemented us-
ing the Dolfin C++ library [58]. The eigenfunctions of the exponential random
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field used to model the permeability were calculated via Stokhos which is part
of Trilinos [49].
For each stochastic input ξ, the response is observed on a regular 32 × 32
square spatial grid. Because of the regular nature of the spatial grid as well as
the separable nature of the Square Exponential correlation function we use, it
can be easily shown that the 1024 × 1024 spatial covariance matrix As can be
written as
As = As,1 ⊗ As,2,
where As,i, i = 1, 2 are 32 × 32 covariance matrices pertaining to the horizontal
and vertical spatial directions, respectively. Of course, it is vital to make use of
this simplification. The data collected this way are used to train a 3-dimensional
Gaussian process which is then used to make predictions on the same spatial
grid. We train our model, using in sequence 24, 64 and 120 observations of
the deterministic solver in which the stochastic inputs are selected from a Latin
hyper-cube design. The prior hyper-parameters are set to:
γξ = 1/3
γs = 1/0.01
ζα = 102, for α = ξ, s.
The initial values of the hyper-parameters used to start the Gibb’s procedure are
chosen to be the means of the priors. For each training set, we sample the pos-
terior of the hyper-parameters 100, 000 times (see Figure 4.5 for a representative
example). Then, we draw 100 sample surrogates as described in Algorithm 6.
For each sampled surrogate, we calculate the statistics of interest. Finally, we
compute and report the mean and the standard deviation of these statistics. The
results are compared to Monte Carlo estimates.
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Figure 4.6 compares the mean of the mean of ux to a Monte Carlo estimate us-
ing 108,000 observations. Two standard deviations of the mean of ux for the case
of 120 observations are shown in subfigure (d). The same statistic for uy and p is
reported in Figs. 4.7 and 4.8, respectively. Figure 4.9 compares the mean of the
variance of ux to a Monte Carlo estimate using 108, 000 observations. Two stan-
dard deviations of the variance of ux for the case of 120 observations are shown
in subfigure (d). The same statistic for uy and p is reported in Figs. 4.10 and 4.11,
respectively. We observe - especially for the cases of 24 and 64 observations -
that the variance is underestimated. Of course, this is to be expected given the
very limited set of data available. Fortunately, the error bars seem to compen-
sate for this under-estimation with the exception of the case that corresponds to
the variance of the pressure p.
Figure 4.12 depicts the predicted probability densities of ux(0.5, 0.5) along
with their error bars, for all available training sets. We see that the tails of the
probability density are not estimated correctly. In particular, we observe two
different types of potential problems. Firstly, the left hand side puts too much
weight on negative values for ux(0.5, 0.5) even though it is quite clear (see sub-
figure (d)) that ux is always positive on that particular spatial location. How-
ever, our prior assumption is that the response is a sample from a Gaussian
random field. Hence, negative values for ux(0.5, 0.5) are very plausible. The
model, can correct this belief only by observing an adequate number of data
points. It is a fact, that all 120 observations of ux near (0.5, 0.5) are strictly pos-
itive. However, these observations are not enough to change the prior belief
that ux(0.5, 0.5) might also take negative values. Notice, though, that as we go
from (a), to (b), to (c), the trend is gradually corrected. If one wanted to incor-
porate the fact that a quantity of interest is strictly positive, then it is usually
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recommended to observe the logarithm of the quantity instead. Let us now get
to the second problem which has to do with the underestimation of the right
tail of the distribution. Let us start by noticing that cases (a) and (b) put enough
weight on it. The reason for this is not that there are observations close to this
region. It is again a consequence of the Gaussian assumption, just like in the
first problem we discussed. However, for the case of 120 observations, we see
that the model significantly underestimates the right tail. The reason, of course,
is that there is not a single observation in the training set that takes values close
to that region. One cannot possibly expect to capture a long tail without ob-
serving any events on it. The remedy here is a smarter choice of the observa-
tions on the lines of the active learning techniques that we have investigated
in other places [?]. It is needless to say, that if the purpose of the practitioner
is the investigation of improbable events, then she should favor active learning
schemes that have a bias for extreme values. This is clearly beyond the scope
of the present work. Finally, Figs. 4.13, 4.14 and 4.15 show the predicted prob-
ability densities of ux(0.25, 0.25), p(0.5, 0.5) and p(0.25, 0.25), respectively. The
same comments as for the ux(0.5, 0.5) case are also applicable here. Finally, the
joint probability density of ux(0.5, 0.5) and uy(0.5, 0.5) is shown in Fig. 4.16. We
observe again, the underestimation of the top right long tail of the distribution
and the broadening that occurs close to (0, 0).
4.4 Conclusions
We developed a multi-output Gaussian process model that explicitly models the
linear part of correlations between distinct outputs as well as space and/or time.
By exploiting the static nature of the spatial/time inputs as well as the special
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Figure 4.5: Porous flow: Samples drawn from the posterior of the hyper-
parameters ((a) for rξ, (b) for rs and (c) for the nuggets) for the
case of 120 observations. It is apparent that the spatial length
scales are clearly identified, while the hyper-parameters of the
stochastic variables have a much wider posterior. Of course,
this is expected given the limited number of observations.
nature of separable covariance functions, we were able to express all required
quantities for inference and predictions in terms of Kronecker products. This
led to highly efficient computations both in terms of memory and CPU time.
We recognized the fact that the posterior predictive distribution of the Gaussian
process defines a probability measure on the function space of possible surro-
gates and we described an approximate method that yields kernel-based ana-
lytic sample surrogates. The scheme was applied to uncertainty quantification
tasks in which we were able to quantify the epistemic uncertainty induced by
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Figure 4.6: Porous flow: Mean of ux. Subfigures (a), (b) and (c) show the
mean of the mean of ux for 24, 64 and 120 observations, respec-
tively. Subfigure (d) plots two standard deviations of the mean
of ux for 120 observations. Finally, (e) shows the MC estimate
of the same quantity using 108, 000 observations.
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Figure 4.7: Porous flow: Mean of uy. Subfigures (a), (b) and (c) show the
mean of the mean of uy for 24, 64 and 120 observations, respec-
tively. Subfigure (d) plots two standard deviations of the mean
of uy for 120 observations. Finally, subfigure (e) shows the MC
estimate of the same quantity using 108, 000 observations.
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Figure 4.8: Porous flow: Mean of p. Subfigures (a), (b) and (c) show the
mean of the mean of p for 24, 64 and 120 observations, respec-
tively. Subfigure (d) plots two standard deviations of the mean
of p for 120 observations. Finally, subfigure (e) shows the MC
estimate of the same quantity using 108, 000 observations.
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(c) Mean of the variance of ux, 120 obs.
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(d) Error bar of the variance of ux, 120
obs.
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Figure 4.9: Porous flow: Variance of ux. Subfigures (a), (b) and (c) show
the mean of the variance of ux for 24, 64 and 120 observations,
respectively. Subfigure (d) plots two standard deviations of the
variance of ux for 120 observations. Finally, subfigure (e) shows
the MC estimate of the same quantity using 108, 000 observa-
tions.
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(a) Mean of the variance of uy, 24 obs.
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(b) Mean of the variance of uy, 64 obs.
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(c) Mean of the variance of uy, 120 obs.
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(d) Error bar of the variance of up, 120
obs.
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Figure 4.10: Porous flow: Variance of uy. Subfigures (a), (b) and (c) show
the mean of the variance of uy for 24, 64 and 120 observations,
respectively. Subfigure (d) plots two standard deviations of
the variance of uy for 120 observations. Finally, subfigure (e)
shows the MC estimate of the same quantity using 108, 000
observations.
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x
y
 
 
0 0.5 10
0.2
0.4
0.6
0.8
1
0.5
1
1.5
2
2.5
x 10−3
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Figure 4.11: Porous flow: Variance of p. Subfigures (a), (b) and (c) show
the mean of the variance of p for 24, 64 and 120 observations,
respectively. Subfigure (d) plots two standard deviations of
the variance of p for 120 observations. Finally, subfigure (e)
shows the MC estimate of the same quantity using 108, 000
observations.
144
−0.1 0 0.1 0.2 0.30
2
4
6
8
10
u
x
(0.50,0.50)
Pr
ob
ab
ilit
y 
de
ns
ity
(a) 24 observations
−0.1 0 0.1 0.2 0.30
2
4
6
8
10
u
x
(0.50,0.50)
Pr
ob
ab
ilit
y 
de
ns
ity
(b) 64 observations
−0.1 0 0.1 0.2 0.30
2
4
6
8
10
u
x
(0.50,0.50)
Pr
ob
ab
ilit
y 
de
ns
ity
(c) 120 observations
−0.1 0 0.1 0.2 0.30
2
4
6
8
10
u
x
(0.50,0.50)
Pr
ob
ab
ilit
y 
de
ns
ity
(d) MC, 10,000 samples
Figure 4.12: Porous flow: The PDF of ux(0.5, 0.5). The blue lines show
the average PDF over 100 sampled surrogates for the cases
of 24 (a), 64 (b) and 120 (c) observations. The filled gray area
corresponds to two standard deviations of the PDFs about the
mean PDF. The solid red line of (d) is the Monte Carlo esti-
mate using 10, 000 observations.
the limited number of observations.
Despite the successes, we observe certain aspects that require further inves-
tigation. Firstly, we noticed a systematic underestimation of the tails of the
predicted probability densities. Of course, this is expected in a limited obser-
vations setting. However, we are confident that the model can be considerably
improved without losing in efficiency in several different ways. To start with, in
the flow through porous media example, we can see that the assumption of sta-
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Figure 4.13: Porous flow: The pdf of ux(0.25, 0.25). The blue lines show
the average PDF over 100 sampled surrogates for the cases of
24 (a), 64 (b) and 120 (c) observations. The filled gray area
corresponds to two standard deviations of the PDFs about the
mean PDF. The solid red line of (d) is the Monte Carlo estimate
using 10, 000 observations.
tionarity in space is wrong. It is evident that the velocities vary more close to the
wells, than they do away from them. The stationary covariance in space, forces
the model to make a compromise in the spatial length scales. On one hand, re-
gions close to the wells seem smoother than necessary while, on the other hand,
regions away from them are more wavy. Hence, we are expecting that using a
non-stationary covariance or a tree-based model will improve the situation sig-
nificantly [?]. Furthermore, it would be very interesting to see how the results
would change if a sequential active learning approach was followed for the col-
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Figure 4.14: Porous flow: The pdf of p(0.5, 0.5). The blue lines show the
average PDF over 100 sampled surrogates for the cases of
24 (a), 64 (b) and 120 (c) observations. The filled gray area
corresponds to two standard deviations of the PDFs about the
mean PDF. The solid red line of (d) is the Monte Carlo esti-
mate using 10, 000 observations.
lection of the observations. It seems plausible, that the most effective way to im-
prove the tails of the distributions would be to select observations with extreme
properties. A simple variance-based active learning scheme seems inadequate
(of course here we are talking about the case in which the observations are kept
to very small number). The particulars of an alternative are a very interesting
research topic.
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Figure 4.15: Porous flow: The PDF of p(0.25, 0.25). The blue lines show
the average PDF over 100 sampled surrogates for the cases of
24 (a), 64 (b) and 120 (c) observations. The filled gray area
corresponds to two standard deviations of the PDFs about the
mean PDF. The solid red line of (d) is the Monte Carlo estimate
using 10, 000 observations.
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Figure 4.16: Porous flow: The joint PDF of ux(0.5, 0.5) and uy(0.5, 0.5). The
contours show the average joint PDF over 100 sampled surro-
gates for the cases of 24 (a), 64 (b) and 120 (c) observations, re-
spectively. Subfigure (d) plots two standard deviations of the
joint PDF for 120 observations. Finally, subfigure (e) shows
the MC estimate of the same quantity using 10, 000 observa-
tions.
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APPENDIX A
MATHEMATICAL DETAILS FOR RELEVANT VECTOR MACHINES
A.1 Splitting the evidence
What follows is basically a generalization to the multi-output case of the ideas
found in [89]. By making repeated use of the matrix determinant lemma [46]
and the Woodbury matrix identity [44], it is possible to show that:
E(α|Dsc) = −12 log 2pi
− 1
2N
(
log |C−s| − logαs + log |αs + φTsC−1−sφs|
)
− 1
2MN
M∑
r=1
zTr
(
C−1−s −
C−1−sφsφ
T
sC−1−s
αs + φ
T
sC−1−sφs
)
zr
= E(α−s) + (αs),
where E(α−s) is the evidence with αs removed and (αs) is given by:
(αs) =
1
2N
logαs − 12N log |αs + hs| +
1
2MN
∑M
r=1 q
2
rs
αs + hs
, (A.1)
where we have introduced the intermediate statistics:
hs = φTsC
−1
−sφs and qrs = φ
T
sC
−1
−szr. (A.2)
In practice, it is more convenient to keep track of the following statistics:
Hs = φTsC
−1φs and Qrs = φ
T
sC
−1zr, (A.3)
since:
hs =
αsHs
αs − Hs , and qrs =
αsQrs
αs − Hs . (A.4)
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A.2 Stationary points of (αs)
The derivative of (αs) is:
∂(αs)
∂αs
=
h2s − αs
(
1
M
∑M
r=1 q
2
rs − hs
)
2αsN(αs + hs)2
=
h2s − αsθs
2αsN(αs + hs)2
, (A.5)
where
θs =
1
M
M∑
r=1
q2rs − hs. (A.6)
We are basically interested in maximizing (αs) with respect to αs > 0. We ob-
serve that there exist two possible cases:
1. If θs > 0, then (αs) has a unique stationary point at
αs =
h2s
θs
. (A.7)
By evaluating the second derivative of (αs) at αs = h2s/θs, it is straightfor-
ward to check that this is indeed the maximum of the function.
2. If θs ≤ 0, then (αs) is maximized at
αs = +∞, (A.8)
since ∂/∂αs is positive for all αs > 0. This effectively removes the s-th basis
function from the model, since its corresponding weight is identically set
to zero.
A.3 Possible actions
Whenever some αs = +∞, the corresponding basis functions can be thought of as
being out of the model. Assume that currently there are 1 ≤ S in ≤ S basis func-
tions in the model. The design matrix Φ is built only upon the basis functions
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φs for which αs < ∞, i.e. it is an N × S in matrix. The mean of the weights µr and
their covariance matrix Σ defined in Equation 3.18 are an S in-dimensional vec-
tor and an S in × S in matrix, respectively. Also, assume that the statistics Hs,Qrs
given in Eq. (A.3) are already calculated for all s = 1, . . . , S . At each step of the
algorithm we update a single αs. There are three possible actions: 1) add a new
basis function to the model; 2) re-estimate the hyper-parameter of an existing
basis function and 3) remove a basis function from the model. The action that
results in the maximum change in the evidence ∆Eaction = E(αnew) − E(α) is se-
lected. For completeness, we list how the possible actions can be distinguished,
how the change in evidence can be calculated and how the various statistics can
be updated iteratively:
1. If θs > 0 and αs = ∞, then φs is a candidate for addition. The value for αs
maximizing the evidence is:
αnews =
h2s
θs
,
yielding a change in evidence:
∆Eadd = (αnews ).
2. If θs > 0 and αs < ∞, then φs is a candidate for re-estimation. The value for
αs maximizing the evidence is:
αnews =
h2s
θs
,
yielding a change in evidence:
∆Ere-estimate = (αnews ) − (αs).
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3. If θs ≤ 0 and αs < ∞, then φs is a candidate for removal. The value for αs
maximizing the evidence is:
αnews = ∞,
yielding a change in evidence:
∆Ere-estimate = −(αs).
A.4 Implementation details
Let us consider again the matrix C defined in Equation 3.24. As before, let Φ
be the design matrix of all relevant basis functions (the ones for which αs < ∞).
These are the only ones contributing to C and without loss of generality we may
assume that the rest are not present in the model. Using the Woodbury matrix
identity [44], we can show that:
C−1 = βI − βΦ
(
β−1 diag(α) +ΦTΦ
)−1
ΦT ,
where, of course α is the vector of only the finite hyper-parameters. Define the
S in × S in matrix A by:
A = β−1/2 diag(α)1/2,
and notice that the part that needs to be inverted has the familiar form ATA +
ΦTΦ found in regularized least squares problems. This suggests using the Gen-
eralized Singular Value Decomposition (GSVD) of the pair (A,Φ) in order to
carry out the computations. The GSVD is given by:
Φ = UΣ1[0 R]QT and A = VΣ2[0 R]QT ,
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where U ∈ RN×N ,V ∈ RS in×S in and Q ∈ RS in×S in are orthogonal, Σ1 ∈ RN×r and
Σ2 ∈ RS in×r are zero except for the diagonal and have the property:
ΣT1Σ1 + Σ
T
2Σ2 = I,
R ∈ Rr×r is upper triangular and non-singular, while r is the rank of [ΦT AT ].
When the number of samples is greater or equal than the relevant basis func-
tions, i.e. N ≥ S in, then r = S in since A is non-singular. We will always assume
that this is the case, since it does not make sense to include in the model more
basis functions than observations. We want to make clear at this point the dis-
tinction between the pool of basis functions from which we choose and the rele-
vant basis functions. The former can be as large as we want but the latter should
be less or equal to the number of available observations. In this case, the matrix
of zeros disappears and we obtain:
Φ = UΣ1RQT and A = VΣ2RQT .
We can now notice that
ATA +ΦTΦ = QRTRQT ,
and as a result
C−1 = β
(
I −
(
ΣT1U
T
)T (
ΣT1U
T
))
.
The Hs statistic now takes the form
Hs = β
(
‖ φs ‖22 − ‖ ΣT1UTφs ‖22
)
. (A.9)
Similarly, the Qrs statistic becomes
Qrs = β
(
φTs zr −
(
ΣT1U
Tφs
)T (
ΣT1U
Tzr
))
, (A.10)
while the zTr C−1zr part of the evidence becomes:
zTr C
−1zr = β
(
‖ zr ‖22 − ‖ ΣT1UTzr ‖22
)
. (A.11)
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The only part that remains in order to finalize the computation of the likelihood
is |C|. For this, we use the matrix-determinant lemma to obtain:
|C| = |β−1I +Φ diagα−1ΦT | (A.12)
= | diagα−1| · |β−1 diagα +ΦTΦ|βS in−N (A.13)
= | diagα−1| · |QRTRQ|βS in−N (A.14)
= | diagα−1| · |R|2βS in−N , (A.15)
since Q is orthogonal. This gives us:
log |C| = −
S in∑
i=1
logαi + 2
S in∑
i=1
log |Rii| + (S in − N) log β. (A.16)
Finally, predictions can be carried out easily by noticing that
Σ−1 = β
(
ATA +ΦTΦ
)
= βQRTRQT .
For example, the mean of the weights can be found by solving the system:
(RQT )µr = Σ
T
1U
Tzr,
which is a simple operation since R is upper triangular and Q orthogonal.
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APPENDIX B
IMPLEMENTATION DETAILS FOR MULTI-OUTPUT GAUSSIAN
PROCESS REGRESSION
In this appendix, we discuss several details with regards to the implementation
of the UQ framework presented.
The nugget The covariance function we use has the special form:
c(x(n), x(m); θ, g) = c(x(n), x(m); θ) + g2δnm, (B.1)
where c(·, ·; θ) is a normal covariance function depending on some hyper-
parameters θ, g2 > 0 and δnm is the Kronecker delta. Such a covariance function
corresponds to the case where f(x) is observed with additive Gaussian noise
with zero mean and variance g2 (see p. 16 of [77]). In the literature of analysis
of computer experiments using GPs, g2 is known as the nugget. Many authors
(e.g. [81], [82]), omit the nugget on the grounds that computer codes are de-
terministic. Inclusion of the nugget, however, has been observed to enhance
numerical stability in factorizing the covariance matrix [68, 41]. On our part,
we have observed that numerical stability is further improved, if a zero mean,
g2 Gaussian noise is added to the scaled observed responses Equation 2.11. The
effect of the nugget is the addition of a g2 term in the predictive variance of the
scaled responses. A typical value of the nugget we use in the numerical exam-
ples is g2 = 10−6. For a very recent discussion on the importance of the nugget
in computer modeling, see [43].
Maximizing the marginal likelihood In this work, we make exclusive use of
the SE covariance function defined in Equation 2.52. Its hyper-parameters are
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the signal strength s f > 0 and the length scale of each stochastic input `k >
0. Each stochastic element is associated with its local hyper-parameters which
are found by maximizing the joint marginal likelihood subject to the positivity
constraint. In order to achieve this in practice, we maximize with respect to the
logarithm of these quantities, i.e. we re-parameterize the covariance function
as:
θ1 = log s f , θk+1 = log `k.
This results in an equivalent unconstrained optimization problem which we
solve using a Conjugate Gradient (CG) method [76], i.e. Equation 2.15 with
Θ = RK+1. It is important to notice that the nugget, g2, is not optimized.
It remains fixed to a given small value. Specifically, we used the Fletcher-
Reeves CG algorithm [27] as implemented in GSL [30]. The starting values
θ0 = (θ1,0, . . . , θK+1,0) of the optimization algorithm are chosen as follows:
1. If we fit a GP for the first time (i.e. using X itself as the first element), we
set θ1,0 = 0 for the signal parameter and
θk+1,0 = log
(
1
3
Lk
)
, k = 1, . . . ,K,
for the length scale parameters, where Lk = bk − ak is the extent of X along
the k-dimension (Equation 3.39).
2. Otherwise, if Xi comes from splitting in half a parent element, we set θ0
equal to the hyper-parameters of the parent element.
The optimization problem does not necessarily have a unique maximum. In
reality, different local maxima are associated with different interpretations of
the observed data set (Ch. 5 of [77]). In our numerical examples, we did not en-
counter any problems with this optimization and the maxima we obtained were
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quite robust. Powers of the response function are also treated as MGPs with
SE covariance function, albeit having their own hyper-parameters θq (see Sec-
tion 2.2.2). These are also selected by maximizing the marginal likelihood.
Evaluation of the integrals Finally, we come to the problem of computing
the necessary integrals for the evaluation of the statistics (Eqs. (2.27), (2.28)
and (2.29)). It is apparent that for general elements, input probability distribu-
tion and covariance function, these integrals have to be numerically evaluated.
We choose to work with square elements, uniform input probability distribu-
tion and SE covariance function. With this choice, it is possible to express those
integrals analytically using the error function:
Φ(x) =
2√
pi
∫ x
0
e−t
2
dt. (B.2)
In particular, let Xi = ×Kk=1[aik, bik] and pi(z) be the uniform distribution on Xi, i.e.
pi(z) =
1Xi(z)∏K
k=1(b
i
k − aik)
. (B.3)
Then, it is easy to show that (for q = 1):
1(x) = s2f
(
pi
2
)K/2 K∏
k=1
`ik
Φ bik − xk√
2`ik
 − Φ aik − xk√
2`ik
 (B.4)
and
ν1(x, y) =
(
pi
2
)K/2
s3f
√
c(x, y)
K∏
k=1
`ik
(
Φ
(
2bik − xk − yk
2`ik
)
− Φ
(
2aik − xk − yk
2`ik
))
. (B.5)
The constant c1 (Equation 2.28), can be trivially shown to be
c1 = s2f . (B.6)
The integrals that pertain to the higher moments q > 1 are obtained similarly
by replacing the hyper-parameters with the ones that correspond to the MGP
representing the response raised to the q power fq.
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APPENDIX C
MATHEMATICAL DETAILS FOR MULTI-OUTPUT GAUSSIAN PROCESS
REGRESSION
C.1 Kronecker Product Properties
C.1.1 Calculating matrix-vector and matrix-matrix products
Matrix-vector product Let A ∈ Rm1×n1 ,B ∈ Rm2×n2 and x ∈ Rn1n2 . We wish to
calculate:
y = (A ⊗ B) x ∈ Rm1m2 ,
without explicitly forming the Kronecker product. This may be easily achieved
by exploiting the properties of the vectorization operation vec(·) [63]. Let X ∈
Rn2×n1 be the matrix formed by folding the vector x so that x = vec(X). Then we
obtain:
y = vec(BXAT ). (C.1)
So all we need to do is two matrix multiplications. Notice that for the case of
triangular A and B no additional memory is required.
Matrix-matrix product Let A and B be as before and X ∈ R(n1n2)×s. We wish to
calculate:
Y = (A ⊗ B)X ∈ R(m1m2)×s.
This can be trivially calculated by working column by column using the results
of the previous subsection.
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Three Kronecker products Let C ∈ Rm3×n3 and x ∈ Rn1n2n3 . Then the product
y = (A ⊗ B ⊗ C) x ∈ Rm1m2m3 ,
can by calculated by observing that:
y = vec
(
CX (A ⊗ C)T
)
,
where X ∈ Rn3×(n1n2) such that x = vec(X). To simplify the expression inside
the vectorization operator, let Z = (A ⊗ C)XT ∈ R(n1n2)×n3 . This matrix can be
calculated using what was described in the previous subsection. Finally, we
obtain the following:
y = vec
(
CZT
)
. (C.2)
Again notice that if all matrices are triangular all operations can be performed
without additional memory.
C.1.2 Solving Linear Systems
Now let A ∈ Rm×m,B ∈ Rn×n and y ∈ Rmn. We wish to solve the linear system:
(A ⊗ B) x = y,
for x ∈ Rmn. Let X ∈ Rm×n and Y ∈ Rm×n be such that x = vec(X) and y = vec(Y), re-
spectively. Using, again, the properties of the vectorization operator, we obtain:
BXAT = Y.
Therefore, we can find X by solving two linear systems:
BZ = Y, (C.3)
AXT = ZT . (C.4)
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If A and B are triangular matrices, then no additional memory is required.
Finally, let C ∈ Rs×s be another matrix and y ∈ Rnms. We wish to solve the
linear system:
(A ⊗ B ⊗ C) x = y,
for x ∈ Rnms. LetX ∈ Rs×(mn) andY ∈ Rs×(mn) be such that x = vec(X) and y = vec(Y),
respectively. Then
CX (A ⊗ B)T = Y.
We start by solving the system:
CZ = Y,
and then solve the system:
(A ⊗ B)XT = ZT ,
using the results of the previous paragraph on each of the rows of X and Z.
C.2 Implementation Details
Given a set of hyper-parameters θ, the various statistics may be evaluated effi-
ciently in the following sequence:
1. Compute the Cholesky decomposition of all covariance matrices:
Aξ = LξLTξ , (C.5)
As = LsLTs , (C.6)
At = LtLTt . (C.7)
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2. Scale the outputs by solving in place the linear system:
(
Lξ ⊗ Ls ⊗ Lt
)
Y˜ = Y. (C.8)
3. Scale the design matrices by solving in place the linear systems:
LξH˜ξ = Hξ, (C.9)
LsH˜s = Hs, (C.10)
LtH˜t = Ht. (C.11)
4. Calculate the QR factorizations of the scaled design matrices:
H˜ξ = QξRξ,Qξ =
[
Qξ,1 Qξ2
]
,Rξ =
[
RTξ,1 0
]T
, (C.12)
H˜s = QsRs,Qs =
[
Qs,1 Qs2
]
,Rs =
[
RTs,1 0
]T
, (C.13)
H˜t = QtRt,Qt =
[
Qt,1 Qt2
]
,Rt =
[
RTt,1 0
]T
, (C.14)
(C.15)
where for α = ξ, s, t, Qα,1 ∈ Rnα×mα ,Qα,2 ∈ Rnα×(nα−mα) and Rα,1 ∈ Rmα×mα is
upper triangular.
5. Find Bˆ by solving in place the upper triangular system:
(
Rξ,1 ⊗ Rs,1 ⊗ Rt,1
)
Bˆ =
(
Qξ,1 ⊗Qs,1 ⊗Qt,1
)
Y˜. (C.16)
6. Calculate (by doing n rank-1 updates) Σˆ:
Σˆ =
1
n − m
[
Y˜ −
(
H˜ξ ⊗ H˜s ⊗ H˜t
)
Bˆ
]T [
Y˜ −
(
H˜ξ ⊗ H˜s ⊗ H˜t
)
Bˆ
]
. (C.17)
7. Calculate the Cholesky decomposition of Σˆ:
Σˆ = LΣLTΣ. (C.18)
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8. Now we can evaluate all the determinants involved in the posterior of θ:
log |Aξ | = 2
nξ∑
i=1
log Lξ,ii, (C.19)
log |As| = 2
ns∑
i=1
log Ls,ii, (C.20)
log |At| = 2
nt∑
i=1
log Lt,ii, (C.21)
log |HTξA−1ξ Hξ | = 2
mξ∑
i=1
log |Rξ,1,ii|, (C.22)
log |HTsA−1s Hs| = 2
ms∑
i=1
log |Rs,1,ii|, (C.23)
log |HTt A−1t Ht| = 2
mt∑
i=1
log |Rt,1,ii|, (C.24)
log |Σˆ| = 2
q∑
i=1
log LΣ,ii, (C.25)
log |A| = n
nξ
log |Aξ | + nns log |As| +
n
nt
log |At|, (C.26)
log |HTA−1H| = m
mξ
log |HTξA−1ξ Hξ | + (C.27)
m
ms
log |HTsA−1s Hs| + (C.28)
m
mt
log |HTt A−1t Ht|. (C.29)
C.3 Fast Cholesky Updates
This section is concerned with updating the Cholesky decomposition of a co-
variance matrix in O(n2) time when a new data point is observed. They are
useful in two occasions:
1. When we are doing active learning without updating the hyper-
parameters.
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2. When we wish to sample sequentially the joint distribution in order to
obtain a response surface (see Section ??).
Let An ∈ Rn×n be a symmetric positive definite matrix and assume that we have
already calculated its Cholesky decomposition Ln ∈ Rn×n (lower triangular).
Now let An+m ∈ R(n+m)×(n+m) be another symmetric positive definite matrix (e.g.
the one we obtain if we observe m new data points). In particular let it be given
by:
An+m =
 An BBT C
 ,
where B ∈ Rn×m (e.g. cross covariance) and C ∈ Rm×m (e.g. covariance matrix of
the new data). Let Ln+m ∈ R(n+m)×(n+m) be the lower triangular Cholesky factor of
An+m (i.e. An+m = Ln+mLTn+m). It is convenient to represent it in the matrix block
form:
Ln+m =
 D11 0n×mD21 D22
 ,
where D11 ∈ Rn×n,D21 ∈ Rm×n and D22 ∈ Rm×m. We will derive formulas for the ef-
ficient calculation of the Di j based on the Cholesky decomposition of An. Notice
that:
An+m = Ln+1LTn+1
⇒
 An BBT C
 =
 D11 0n×mD21 D22

 D11 0n×mD21 D22

T
⇒
 LnL
T
n B
BT C
 =
 D11D
T
11 D11D
T
21
D21DT11 D21D
T
21 + D22D
T
22
 .
From the above equation, we see right away that D11 = Ln. D21 can be found by
solving the triangular system LnDT21 = B and finally D22 is the lower triangular
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Cholesky factor of C − D21DT21. To wrap it up, here is how the update should be
performed:
1. Set D11 = Ln.
2. Solve the following system for D21:
LnDT21 = B.
3. Compute the Cholesky decomposition of:
D22DT22 = C − D21DT21,
to find D22.
For the special (but common in practice) case where m = 1, then D21 is a vector
and C and D22 are numbers, step 3 can be replaced by:
D22 =
√
C − D21DT21.
We can also update solutions of linear systems. Suppose that we have al-
ready solved the following system:
Lnxn = yn,
and after observing m more data points, we need to solve the following:
Ln+mxn+m = yn+m.
If you let
yn+m =
 ynz
 ,
it is trivial to show that xn+m is given by:
xn+m =
 xnD−122 (z − D21xn)
 .
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