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Abstract. In conventional vector space model for information retrieval, query 
vector generation is imperfect for retrieval of precise documents which are de-
sired by user. In this paper, we present a stochastic based approach for optimiz-
ing query vector without user involvement. We explore the document search 
space using particle swarm optimization and exploit the search space of possi-
ble relevant and non-relevant documents for adaption of query vector. Proposed 
method improves the retrieval accuracy by optimizing the query vector which is 
generated in conventional vector space model based on various term weighting 
strategies including TF-IDF and document length normalization. Our experi-
mental result on two collections Medline and Cranfield shows that adapted 
query vector in pseudo relevant document performs better over the classical 
vector space model. We achieved improvement of 3-4% in Mean Average Pre-
cision (MAP) and 5-10% in Precision at lower recall. Further expansion of 
search space in pseudo non-relevant documents does not lead to significant im-
provement, but proper representation of pseudo non-relevant document leaves a 
scope in future to guide the better optimization of query vector. 
Keywords: Information Retrieval, Pseudo Relevance Feedback, Particle Swarm 
Optimization. 
1 Introduction 
The explosive growths of information sources and Internet have had impact on the 
rapid growth of repositories of textual data. Therefore the role of Information Retriev-
al System (IRS) has become significantly important to retrieve more precise result 
from large information collection in response to queries fired by users. 
For more than three decades, query reformulation has been the primary research 
focus in domain of information retrieval. There are two query reformulation ap-
proaches: query expansion [7][8][9][10][19] and query reweighting [8][17][18]. 
These two approaches can be further classified into four categories; (i) Techniques 
based on manual thesaurus [19]; (ii) Based on information extracted from collection 
of documents [10] [8]; (iii) Based on user feedback information about relevant and 
irrelevant documents (relevance feedback) [5][6][18]. (iv) Based on Pseudo Relev-
ance Feedback (PRF) [20][21]. 
Robertson [5] and Salton [6] use relevance feedback to modify the query by taking 
into account the user relevance feedback on the documents retrieved by original 
query. In [8], query terms are reweighted to incorporate the term relatedness using 
statistics of term co-occurrence in document collection. In [22], Rila Mandala ex-
pands the query where expansion terms are taken from manual thesaurus and auto-
matically constructed thesaurus. 
Recently Machine learning approaches have attracted attention of researchers in In-
formation Retrieval.  Kraft [18] proposed the use of genetic algorithm (GA) to select 
the best query term for query expansion. In [19], Lourdes Araujo employs genetic 
algorithm to select the new candidate terms, provided by a morphological thesaurus, 
for the query expansion. This system uses the relevance feedback from users to 
change representations of authors, index terms and documents over time.  In [1] Zi-
qiang Wang applied the particle swarm optimization algorithm (PSO) for query re-
weighting using information derived from user feedback. It shows substantial im-
provement in precision of IRS over genetic algorithm and relevance feedback. In [2] a 
hybrid GA-PSO based algorithm is used for query expansion with relevance feed-
back. 
A common factor of the above mentioned work [1][2] is that they are based on 
feedback provided by the user. Past research has verified the effectiveness of relev-
ance feedback. However, users are often lazy to provide relevance judgments. In this 
work we propose a new application of PSO to the Query optimization without user 
intervention. Assuming that top-k retrieved documents are all relevant, referred as 
pseudo Relevant Document, our proposed method searches the best combination of 
weights of query terms to improve the recall and precision of IRS. Along with this 
assumption, we have also experimented with the information from retrieved docu-
ments which are far away from the original query, referred as pseudo non-relevant 
document, to further improve the efficiency of IRS. The rest of the paper is organized 
as follows. In section 2, we briefly review the particle swarm optimization algorithm. 
In section 3, we present an application of PSO for query reweighting. In section 4, we 
show the experiment analysis on Medline and Cranfield dataset. The conclusions are 
discussed in section 5. 
2 Particle Swarm Optimization 
Particle Swarm Optimization (PSO), developed by Kennedy and Elberhart in 1995, is 
a population based swarm intelligence technique [12]. PSO simulates the social beha-
vior of birds flocking as an evolution criterion. Individuals or particles are evolved by 
cooperation and competition among themselves to discover the possible best solution 
in a given search space.  
PSO is initialized with a group of random particles as candidate solutions in an n-
dimensional space, where position of i
th
 particle in the group is represented as Xi = 
<xi1, xi2, xi3… xin >. Fitness function evaluates the position in n-dimensional search 
space to evaluate the fitness of particle. Each particle keeps track of the best solution 
it has achieved so far. This value is called personal best (pid) and represented as 
pid=<pi1, pi2… pin>. Moreover, best location achieved among particles, is called as 
Global Best Position (pgd). These two best positions decide the direction of particle’s 
movement according to equation (1). During evolution a particle continuously adjusts 
its direction toward best known solution for flying towards a new position according 
to equation (2). Each particle has following attributes: current position (Xi), personal 
best position (pid), global best position (pgd) and velocity (Vi). Initially each particle 
is assigned a random position (Xi), velocity (Vi) and personal best position (pid). 
                                                      (1) 
                         (2) 
 
Where r1 and r2 are random number between [0,1], t denotes the epoch number 
and  positive acceleration constants that pull each particle towards pid and pgd are 
represented by c1 and c2. wi is the inertia weight to provide balance between global 
and local exploration [16]. Where Clerk’s constriction factor (K) prevents the system 
explosion and insures the convergence of particle’s system [13].  
Unlike GA, information sharing among individuals in PSO is one way which is 
through pgd only. Hence all individuals tend to converge to best solution.  
3 PSO Model for Query Optimization 
Vector space model is used as the underlying framework in which document and 
query are represented in the vector space as vectors. The terms in the documents and 
query are assigned weights in classical model on the basis of its frequency in the doc-
ument and the inverse document frequency. However weight of the term also depends 
on its importance in the context which is specified by query. The goal of PSO is to 
learn the significance of query term in the form of weight from the context provided 
by the documents. PSO algorithm incorporates top-k retrieved documents and pseudo 
non-relevant document for finding optimal query vector to improve the effectiveness 
of IRS.  In the following subsections we explain how PSO can be used to improve the 
weights of the terms for a given query. 
3.1 Particle Swarm Optimization Steps 
STEP 1:- Encoding of query: Initial step in PSO is the definition of particle to be 
optimized. In this paper, particle is represented by query vector. Each particle 
representing the query is of the form 
 
 Qu = (qu1, qu2, qu3,…, quT) 
Where T is the number of stemmed terms in the query; qui defines the importance 
of term the i
th
 in the query. Initially term weights are assigned either randomly or 
through some query weighting scheme. These weights are then evolved through gen-
erations. We used the following query weighting formula [15]: 
 
     










   
 (3) 
Where, tfui is the term frequency of qui term in query, log(N/ni) is the inverse doc-
ument frequency, N is the number of total documents and nj is the number of docu-
ments containing the term qui. In our approach, we generated an initial population 
which contains few particles of initial population with above weighting scheme to 
give good direction for evolution and the rest of them with random weights to explore 
different random regions of problem space. 
STEP 2:- Fitness is assigned to each individual in the population. This represents 
the effectiveness of a query vector during the retrieval stage. Fitness function that we 
have proposed uses the degree of similarity between query, and top-k document 
which are retrieved from original query vector. To compute this similarity, we have 
employed the vector space model of information retrieval. In this model, a document 
dj and Qu are represented as T-dimension vector. To construct the vector, we have to 
assign the weights to stemmed terms left after removing stop words from both docu-
ment and query. Weight of the terms in document vector is computed using equation 
(3). The degree of similarity of the document dj with respect to query Qu is evaluated 
as the cosine of the angle between these two vectors using following equation. 
            
            
         
 (4) 
Where |dj| and |Qu| are the document and query vector length respectively. Fitness 
function is computed according to the similarity measure of top-k retrieved docu-
ments. The formula is: 
         
              
 
 (5) 
Where Qu is the original query vector, k is the number of top retrieved documents 
which are assumed as all relevant documents. This fitness function would favor the 
query evolution in pseudo relevant documents. To improve the effectiveness of IRS, 
we examined the similarity measure of documents which are far away from query 
(pseudo non-relevant documents).  Fitness function for the same is:- 
         
              
 
 
                
       
 (6) 
Where [S1, S2] define the rank of retrieved documents from original query. Docu-
ments lying in the range of [S1,S2] are considered as pseudo non-relevant documents. 
STEP 3:- Each particle compares its fitness value evaluated using equation (5) or 
(6) with particle pbest fitness value. If current value is greater than pbest, then pbest 
value is updated with current particle position in T-dimensional space. In first itera-
tion, particle current position is set as pbest position. Each particle compares its fit-
ness value with global best value pgb. If current value is better than gbest then reset 
gbest with current location. 
STEP4:- Change the velocity and position of the particle according to equation (1) 
and (2). 
STEP 5:- Until a termination criteria is met, loop to step 2. Termination criteria are 
either maximum number of iterations or till adequate amount of updation is achieved 
in fixed max number of iteration. Whichever of these two conditions is satisfied, ter-
mination criteria is satisfied. 
STEP 6:- Global best position in final iteration of PSO in T-dimensional search 
space is considered as optimized query vector. Rank the document on the basis of 
cosine similarity function (4) using optimized query vector. 
STEP 7:- End. 
3.2 Parameter Control 
The advantages with PSO algorithm are easy implementation, fast convergence and 
tuning of few parameters. The parameters and their values, which are used for analyz-
ing and carrying out the experiment, are as follows:- 
Population size is kept fixed of 20 particles. Range for each dimension of particle 
is fixed to [0, 1]. In case of any dimension crossing the range from right side then it’s 
kept at max value i.e. 1. Value of both accelerating factors c1 and c2 is usually set to 
2 in the PSO.  Here, c1 and c2 control how far a particle will move in a single itera-
tion. The inertia weight w in equation (7) is also used to balance between global best 
and personal best. PSO adapts the value of w such that it linearly decreases from 0.9 
to 0.6 over the generations. 
         
         
        
      (7) 
Where wmax=0.9 and wmin=0.6, iter is the current iteration and iter_max is the 
maximum number of iterations. In order to prevent the system explosion and to insure 
the convergence of the PSO algorithm, the Clerk’s constriction factor K is defined as 
follows:- 
   
 
             
 (8) 
Where φ = c1+c2 and φ > 4. 
Top 5 retrieved documents are assumed as relevant documents for evaluation of 
fitness of query using fitness function F1. For Fitness function F2, value of k remains 
same and range [S1, S2] for pseudo non-relevant document is found empirically for 
both Medline and Cranfield collection. 
 
4 Experimental Result 
In order to evaluate the performance of proposed method, we used two document 
collections Medline and Cranfield. Medline contains 1033 documents and 30 queries 
whereas Cranfield contains 1400 document and 225 queries.  
 
For experimental purpose, we employed a vector space model with improved ver-
sion for comparing against the performance of proposed method. We removed stop-
words from query and documents and then stemmed the remaining words using the 
Porter stemmer. Documents and query are presented as vectors where the term weight 
used for both document and query in the initial retrieval of document is done using 
equation (3). Ranking of documents for the query is done by similarity function in 
equation (4).  Finally the system calculates precision and mean average precision 
(MAP) for comparing performance of proposed approach. 
Table 1. Result on Medline dataset for Fitness function (F1) 
P@ Original Query The Proposed 
Method (F1)                          
Improvement 
Map 0.536 0.55888  4.21%  
P@5 0.687  0.753  9.70%  
P@10 0.647  0.682  5.56%  
P@15 0.598   0.622  4.08%  
P@20 0.545 0.571  4.82%  
 
Table 2. Result on Cranfield dataset for Fitness function (F1) 
P@ Original Query The Proposed 
Method (F1) 
Improvement 
Map 0.4104  0.4233 3.13%  
P@5 0.4329  0.4442 2.61%  
P@10 0.2973  0.3102 4.34%  
P@15 0.2388  0.2465 3.24%  
P@20 0.1953  0.2038 4.17%  
 
4.1 Effect of Pseudo Relevant Document 
Table 1 makes a comparison of the original query vector and reweighted query vector 
in context of pseudo relevant documents (F1) with the use of mean average precision 
and the average precision on Medline dataset. Precision is defined as follows: 
                
    
   
 (9) 
Where, Ra is number of correct results and A is number of all returned results. Si-
milarly Table 2 shows a comparison on Cranfield dataset. We can see that our ap-
proach gives improvement on both the measures for both the collection over classical 
vector space model. 
 
Table 3. Result on Medline dataset for Fitness function (F2) 
P@ The Proposed     
Method (F1) 
The Proposed     
Method (F2) 
Improvement 
Map 0.5589 0.5688  1.79%  
P@5 0.753  0.728  -3.32%  
P@10 0.682  0.680  -0.39%  
P@15 0.622  0.640  2.86%  
P@20 0.571  0.582  1.81%  
Table 4. Result on Cranfield dataset for Fitness function (F2) 
P@ The Proposed     
Method (F1) 
The Proposed     
Method (F2) 
Improvement 
Map 0.4233 0.4277  1.03% 
P@5 0.444 0.435  -2.058 % 
P@10 0.310 0.305  -1.74% 
P@15 0.247 0.252  2.27 % 
P@20 0.204 0.207  1.66 % 
4.2 Effect of Pseudo Non-Relevant Documents 
Table 3 and 4 compare the performance of pseudo relevant documents based fitness 
function (F1), and F2 which exploit the information from pseudo non-relevant docu-
ments. Range of pseudo non-relevant documents [S1,S2] for F2 is determined empiri-
cally. Each individual data item has been computed as the average over 5 different 
runs. Improvement in MAP is marginal on the Cranfield and Medline collections. 
Precision at 5 docs and 10 docs decreases as compared to previous hypothesis (F1). 
However, we can see the improvement in precision at 15 and 20 docs though the im-
provement is not substantial overall. 
Table 5. Values of [S1, S2], for Cranfield and Medline dataset 
Range Medline Cranfield 
S1 60 80 
S2 75 90 
5 Conclusion 
In this paper we have shown how a stochastic algorithm can help to optimize the 
query vector to improve the efficiency of IRS using pseudo relevant documents. Our 
method does not require any feedback from user. Specifically, we have assumed top-k 
retrieved document from original query vector as all relevant document. The particle 
swarm optimization algorithm chooses the appropriate combination of weights of 
terms in query vector and uses fitness function as a measure of the proximity between 
the reweighted query vector and top-k ranked documents. The proposed method in-
creases the precision rate and the MAP significantly for both the collections. In Med-
line, improvement in Precision at 5 (P@5) is more than Precision at 10 (P@10), while 
in Cranfield, improvement in P@10 is more as compared to improvement at P@5. 
This concludes that if proposed method does not increase the precision at low value of 
n (P@n) then it increases the improvement in precision at high value of n1 (P@n1) 
significantly, where (n1>n). Moreover, there is improvement in comparison to tradi-
tional Vector Space Model at all values of n. It is evident that optimized query vector 
improves the ranking of retrieved documents corresponding to original query vector 
and includes new relevant documents.  
Along with the assumption of pseudo relevant document, we have also investigated 
for negative relevance feedback using pseudo non-relevant documents. Precision at 
lower recall (P@5, P@10) decreases due to the inclusion of pseudo non-relevant doc-
ument. Good precision at top ranked document is crucial from the perspective of the 
user. Finding optimal range of pseudo non-relevant document is more difficult to 
accomplish than for pseudo relevant document. Nevertheless, there is marginal im-
provement in overall mean average precision and at higher recalls. Query vector is 
unable to learn from pseudo non-relevant document due to missing of query terms 
altogether at lower rank. An interesting future research direction to improve the query 
adaption is to find range of pseudo non-relevant document at lower recall for negative 
feedback such that it incorporates more relation between the query terms. 
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