Abstract-This paper focuses its attention on extractive summarization using popular graph based approaches. Graph based methods can be broadly classified into two categories: non-PageRank type and PageRank type methods. Of the methods already proposed -the Centrality Degree method belongs to the former category while LexRank and Continuous LexRank methods belong to later category. The paper goes on to suggest two enhancements to both PageRank type and nonPageRank type methods. The first modification is that of recursively discounting the selected sentences, i.e. if a sentence is selected it is removed from further consideration and the next sentence is selected based upon the contributions of the remaining sentences only. Next the paper suggests a method of incorporating position weight to these schemes. Thus we have experimented with 12 methods -six of non-PageRank type and six of PageRank type. To clearly distinguish between various schemes, we call the methods of incorporating discounting and position weight enhancements over Lexical Rank schemes as Sentence Rank (SR) methods. Intrinsic evaluation of all the 12 graph based methods were done using conventional Precision metric and metrics earlier proposed by us -Effectiveness1 (E1) and Effectiveness2 (E2). Experimental study brings out that the proposed SR methods are superior to all the other methods.
I. INTRODUCTION
Text summarization has been an important and challenging area studied almost over the past 5 decades [10, 12] and has continued to be a steady subject of research. Based on the methodology or technique used summarization approaches can be divided into two broad groupings as extraction and abstraction schemes. Abstraction involves reformulation of contents, while in extraction method the important sentences of the original document are picked up in toto for summary generation. Speed, simplicity, non requirement of back ground knowledge, and domain independency are some of the features that favour extraction, where as abstraction, which is domain dependent in nature, requires human knowledge and is goal oriented [9] .
Extractive Summarization requires ranking sentences according to their importance. The traditional method of determining sentence importance is based upon product of term frequency and inverse document frequency ( tf * idf ), position weight and other parameters [14] . Graph based methods for summarization modeled on the basis of social network have been proposed [7, 11] and successfully implemented. This paper focuses its attention on graph based methods.
Graph oriented summarization methods are modeled on two types of social networks. Let us consider the real world situation to define these two types to realize their importance. A person with extensive contacts or communications with people in an organization is considered more important than a person with fewer contacts. Hence the person's prominence can be simply determined in a democratic way, by the number of contacts he has. On the other hand, let us consider the case of a second person who has fewer contacts, but all his contacts are highly placed. Clearly in this situation the second person may have profound influence and prestige compared to the former. The second method takes care of not only the number of supports the target person receives but also the influence or prestige of the person who is lending him support. Erkan and Radev [7] have presented in their excellent paper 3 graph based methods of summarization; Centrality Degree based on the democratic popularity approach of social network and prestige based approaches of LexRank and continuous LexRank. We propose enhancements to the above methods and show that with enhancements summarizer performance is vastly improved.
The rest of the paper is organized as follows. Section II describes the Centrality Degree and Lexical Rank methods already developed and the proposed enhancements. In Section III an example is worked out to illustrate all the methods. Section IV deals with experimental investigations while Section V discusses related work. Finally Section VI gives the conclusions.
II. PROPOSED ENHANCEMENTS
Our enhancements rest on the foundations of graph based approaches already developed by Erkan and Radev [7] . that are related to each other. They hypothesize that the sentences that are similar to many of the other sentences in the document are more important. The similarity between the two pairs of sentences x and y is determined by the cosine between the two sentence vectors as modified by the inverse document frequency. Though there exists several measures to evaluate the strength of relationship among the sentences, cosine metric is found to be popular and more superior than others [13] as given by expression (1). 
where , ws tf represent the number of occurrences of word ‗w' in sentence ‗S'. A cluster of ‗n' sentences in the document can thus be represented by an n x n symmetric cosine-similarity matrix. This matrix is the basis for all the methods. Also the matrix is formed after removal of stop words and stemming the terms [17, 18] .
The degree centrality of a sentence is simply, the number of links connected to the sentence, with link weight above a specified threshold. The higher the degree the more important the sentence will be and the method corresponds to popularity based democratic approach.
The two methods-LexRank with threshold and Continuous LexRank -are based on PageRank type algorithms and are given by the expressions (2) and (3) .
where ‗N' is the total number of sentences in the document and ‗d' is the damping factor. They have shown that, compared to Degree Centrality method, LexRank with threshold and Continuous LexRank methods fare well and outperform other centroid based methods [7] .
We propose two enhancements to the above methods. The first method is discounting technique while the second method incorporates position weight to the above expressions. Let us discuss each one of these enhancements.
A. Discounting Method:
Discounting technique envisages that once a sentence is selected by any one of the methods, immediately corresponding row and column values of the matrix are set to zero. Thus the next sentence is selected from contributions made by the remaining (n-1) sentences only. The algorithm for the discounting method is given in Appendix -I. Discounting methods are applicable to both non-PageRank type as well as PageRank schemes. Thus when we use discounting technique to LexRank methods, we use expression (2) and (3) but each time we pick up only the top ranking sentence and modify the adjacency matrix as stipulated. The idea behind discounting technique is that once the sentence is selected, the chance for repetition of information in the succeeding sentences is minimized.
B. Position Weight:
The location of a sentence in a document plays a significant part in determining the importance of a sentence. Therefore all earlier methods have incorporated position weight of the sentence in calculating the overall sentence weight [8, 14] . In the graph based approach, importance to position of the sentence can be given in a way, by using directed graphs instead of undirected graphs. Thus forward directed graph gives preference to earlier sentences. The experimental results corresponding to the observations are presented in Section IV-A.
However we wanted to incorporate the position weight separately, so that its parameters can be changed to suit the characteristics of the document. Thus the position factor (P f ) of any sentence ‗i' is given by Gama and beta are design parameters and beta lies between 0 to 1. The above expression gives importance to sentences that appear earlier in the document. If we want to give preference to end sentences we can use expression (5).
A combination of expressions (4) and (5) can be used when we want to confer importance to sentences that appear in the first and last part of the document.
C. Sentence Rank Methods:
In order to clearly distinguish between various methods, we call LexRank methods with the incorporation of discounting and position weight as Sentence Rank (SR) methods. The expressions for Sentence Rank with threshold is given in expression (6) .
Similarly the expression for continuous Sentence Rank is given by expression (7). In expressions (6) and (7), gama and beta are parameters which affect the position influence. Thus, with no discounting:
a. when gama= 0 ; methods become LexRank b. when gama= a high value ; the summarizer is purely lead based c. when gama= an intermediate value ; we have a mix of (a) and (b). Table I shows relative effect of gama for a typical 9-sentence document shown in Table II . For the document sets illustrated in experimental section, beta =0.9 and gama = 0.2 were found to be satisfactory. We have adopted these two values throughout the rest of the paper wherever position weight feature is incorporated. In all we are considering 12 methods -six of non-PageRank type and six of PageRank type. We list the methods as follows: Non-PageRank type methods:
i. Cumulative Sum ii.
Degree centrality iii.
Discounted Cumulative Sum iv.
Discounted Degree centrality v.
Discounted Cumulative Sum with position vi.
Discounted Degree centrality with position PageRank type methods:
vii. LexRank (threshold) viii.
Continuous LexRank ix.
Discounted LexRank (threshold)
x. Discounted Continuous LexRank xi.
Sentence Rank (threshold) xii.
Continuous Sentence Rank Of the 12 methods, methods II, VII and VIII were proposed by Radev et al [7] . Methods I, III and IV were proposed by us earlier [19] . Methods V, VI, IX, X, XI and XII are being proposed by us now. We go on show that Method VI is the best in non-PageRank type methods while SR methods proposed by us are the best of all methods and Continuous SR method XII being superior to threshold based SR method XI. 
III. AN EXAMPLE
Let us illustrate all the 12 methods by considering a 9-sentence document. Table II presents the 9 x 9 cosine similarity matrix. This forms the basic dataset for all the methods. Tabulations for the working of the 12 methods are presented in Appendix -II. For PageRank type methods damping factor is set to 0.10. In methods where position weight has been incorporated gama= 0.20 and beta =0.90.
A. M-I: Cumulative sum method
Consider the adjacency matrix shown in Table I . Here the weight of any sentence ‗i' is obtained by adding all the entries in the similarity matrix, corresponding to the i th sentence row wise or column wise. The link weight can be considered as recommendation of one sentence by another and thus importance of a sentence is given by summation of link weights. For the 9-sentence document case, with r = 30%, sentences 1, 3 and 9 will thus be picked up. (Appendix -II, Table A , Column 1).
B. M-II: Degree Centrality method
In this method -centrality degree‖ of any node is the number of edges incident on the vertex, with link weight greater than or equal to specified threshold. The idea behind this approach is to eliminate link weights which have too low valuespossibly noisy signals. If we choose a too high threshold the graph is not at all connected and becomes a set of islands. If we choose a threshold value of 0.10, the centrality degrees of top 3 sentences are 5, 4 and 4 (Table A, Column 2). Sentence 3 is the top notcher and gets automatically selected, followed by sentences 8 and 9. The tie, if any between the two sentences can be resolved based on the position occupied by the sentence in the document. Since we are investigating news paper documents we have adopted this approach and has given preference to sentences that appear earlier in the document.
C. M-III: Discounted Cumulative Sum method
Method III is similar to Method I. We form the cumulative sum, select the sentences with the highest score. Thus sentence 1 is selected (Table A, Column 1). There after, we remove the sentence from further consideration, by striking out row and column corresponding to the selected sentence and again obtain Cumulative sum. Thus sentence 8 is picked up (Table B , Column 1) with cumulative sum of 1.66. Repeating the procedure again sentence 3 is selected with cumulative sum = 1.44 (Table C, Column 1).
The idea behind the discounting technique is that, once a sentence is selected, we need not select sentences which are very close to the selected sentence. Thus we ensure that the information in the selected sentence is less likely to repeat. We have found that the selection of sentences by the discounting techniques agrees more closely with the selection by the panel of judges, as compared to the basic method.
D. M-IV: Discounted Degree Centrality method
Similar to Method II, this method picks up the first top ranked sentence, and then sets the corresponding row and column values to zero. In the next iteration, second sentence is picked up. Thus sentence 3 is picked up first. In the second round there is a tie between the sentences 8 & 9, which is resolved in favour of sentence 8 and finally sentence 1 is picked up (Tables A,B,C : Column 2).
E. M-V: Discounted Cumulative Sum with position
Discounted Cumulative Sum with position combines position with Method III. Column 3 of Tables A,B and C show that sentences 1,3 and 8 are selected.
F. M-VI: Discounted Degree centrality with position
Discounted Degree centrality with position combines position with Method IV, after converting -degrees‖ to relative weights. From column 4 of Tables A, B and C of Appendix-II, we find that sentences 3, 1 and 8 are picked up in that order.
G. M-VII: LexRank method
The sentence weights are calculated using the expression (2) and are presented in Column 5 of Table A . At 30% compression ratios, sentences 3, 8 and 9 are selected, with lexical scores are 1.000, 0.812 and 0.812. The lexical scores given are normalized by dividing each sentences weight with the maximum sentence weight, so that the top sentence score will be 1.
H. M-VIII: Continuous LexRank method
Continuous LexRank scores are calculated using expression (3) and the values are presented in Column 6 of Table A . From a perusal of values we find that sentences 1, 9 and 3 are picked up.
I. M-IX: Discounted LexRank method
This is similar to Method VII with discounting feature incorporated. Results are presented in Column 5 of Tables  A,B and C, we find that sentences 3, 8 and 1 are picked up respectively.
J. M-X: Discounted Continuous LexRank method
This method is similar to Method VIII, except for the incorporation of discounting feature. Perusing Column 6 of Tables A, B and C we find sentences 1, 8 and 3 are selected.
K. M-XI: Sentence Rank (Degree)
This is modification of Method IX with the addition of position weight. Looking at column 7 of Tables A,B and C we find that sentences 2, 3 and 1 are chosen.
L. M-XII: Continuous Sentence Rank
This is modification of Method X, with the incorporation of position weight From a perusal of data presented in Column 8 (Tables A,B,C) we infer that sentences 1, 3 and 2 are selected in that order .
From a perusal of selected sentences by various methods, we find that sentence 9 is a member of all the four non-discounted methods, while it cannot find a place in any of the discounted methods. In Table III we present the precision values for all the 12 methods, corresponding to 10%, 20% and 30% compression ratios. The ‗golden' target chosen by the judges for the 9-sentence document is 1, 3 and 8. We find that Methods III, IV , V, VI, IX and X achieve 100% precision at 30% compression ratio, while M-V achieves a ‗perfect 10' in the sense that all compression ratios precision is 100%. This is rather fortuitous and actual performance comparison has to be based on an average values obtained over a collection of document set. This is attempted in the next section. ) . The definitions of these metrics are given in Appendix-III. Before we could compare the relative performance of the various methods, the impact of important parameters on graph based algorithms is discussed.
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presented throughout the rest of the paper is based on the average of 30 documents. The corpus were collected from news documents that are readily available from news service providers like Google News, Hindu, Indian Express, Deccan Herald and other news services[16]. The results of the summarizer were compared with the selection by a panel of judges, using the conventional metric of precision as well as by the two metrics proposed by us Effectiveness1 (E1) and Effectiveness2 (E2
A. Direction of Graph
A document having ‗n' sentences is an interconnected graph, where the links between two sentences have weights based on cosine similarity between them. The graph can be represented as undirected, directed forward or directed backward. Undirected graph is symmetric in nature i.e. recommendation given by sentence ‗Si' and ‗Sj' and vice versa is the same. Direct forward have edge weights only where i > j and direct backward have edge weights only where i < j. For all the three categories we have included self weight, i.e. a sentence voting for itself. With this the diagonal elements in all the three cases will be 1. A study was conducted for the method II and the results are presented in Table IV . We find that for the news document, directed backward approach, giving importance to earlier sentences is better. However, we prefer to go in for undirected approach, which is unbiased towards position of the document. We incorporate position weight separately. Thus handling position of sentence separately enables us to design summarizer to any type of document and gives a good flexibility in the design.
B. Effect of Self weight:
The study presented in Table IV included the self weight, i.e. diagonal elements of adjacency matrix is set to 1. We did experiments removing self weight, i.e. all the diagonal elements were set to zero. The results are presented in Table V. Comparing Tables IV and V we infer that excluding self weight affects the summary evaluation at 30% compression marginally, leaving 10% and 20% compression ratios unaltered. We have included self weight in the rest of the studies presented. 
C. Effect of Threshold
Degree Centrality refers to the degree of a sentence corresponding to a given threshold. We have experimented with various thresholds and have found that a threshold of 0.10 is quiet satisfactory [19] . So we adopt a threshold factor of 0.10 through out for studies involving threshold.
D. Effect of Damping
The PageRank type methods M-VII to M-XII are affected by damping factor. While it is recommended to adopt a damping factor in the interval [0.1 to 0.2], we present the results for damping factor of 0.10, 0.15 and 0.20 corresponding to methods VII and VIII in Table VI . For methods involving damping, we have kept a damping factor of 0.10. Damping factor in general flattens the weights assigned to the sentences and thus smoothens the distribution. 
E. Effect of Discount
Tables VII and VIII bring out the importance of discounting for non-PageRank type methods and PageRank type methods respectively. Thus from Table VII we find Method III is superior to Method I and Method IV is superior to M-II. Further we find M-IV is the best of all the four non-PageRank type methods. Similarly referring to Table VIII we find discounted methods M-IX and M-X are superior to their counter parts M-VII and M-VIII and of the four LexRank methods, M-X is the best of all. By combining the study results of Tables VII and VIII, we conclude that discounting methods are superior as compared to basic methods for both non-page rank and PageRank type formulations.
F. Effect of Position
Position factor plays a major role in determining the importance of a sentence in summarization tasks. We have set gama=0.2 and beta=0.9 and the results are presented in Table  IX We have also investigated two baseline methods for each data set. The first scheme is picking up randomly the required number of lines from the document or document cluster corresponding to single document case. Five random runs were performed and the average of these is given as random performance. The second scheme is lead based, i.e. with a compression ratio ‗r', the first n*r sentences are picked up. Table X presents results corresponding to lead based and random selections. We find all the 12 methods are superior to random selection; SR methods are far superior to lead based selections. 
G. Study Conclusions
From the study the following conclusions can be drawn. a. Directed backward graph is superior for news documents. b. Design flexibility is obtained by adopting undirected graph and incorporating position weight separately. c. Inclusion or exclusion of self weight of the sentence (self recommendation) affects the performance only marginally.
d. A threshold of 0.10 for degree based methods and damping of 0.10 is a good preliminary choice. e. Discounting methods are superior to non discounting methods. f. Incorporation of Position weight and discounting best performance under each category is obtained. g. SR (Degree) and SR(Continuous) methods are best of all the 12 methods discussed.
V. RELATED WORK Wenji Li et al., [1] have investigated extractive summarization based on inter and intra relevance using information of internal association, semantic relatedness and named entity clustering. The authors found that events have their own internal structure, and meanwhile often relates to other events semantically, temporally, spatially, causally or conditionally. Then PageRank ranking algorithm is applied to estimate the significance of an event for inclusion in a summary from the event relevance derived.
Marina Litvak and Mark Last [2] introduced and compared two novel approaches namely supervised and unsupervised methods, for identifying the keywords to be used in extractive summarization of text documents. Both these approaches are based on the graph-based syntactic representation of text and web documents, which enhances the traditional vector-space model by taking into account some structural document features. In supervised approach, summarized collection of documents with the purpose of inducing a keyword identification model were trained using classification algorithms. In unsupervised approach, HITS algorithm was run on the document graphs under the assumption that the top-ranked nodes should represent the document keywords.
Jin Zhang et al., [15] presents a novel extractive approach based on graph-based sub-topic partition algorithm (GSPSummary), a sub-topic model based on graph representation is presented with emphasis on the implicit logic structure of the topic covered in the document collection. A new framework of MDS with sub-topic partition is also proposed by the authors. Furthermore, a novel scalable ranking criterion is adopted, in which both word based features and global features are integrated together.
Xiaojun Wan and Jianwu Yang [3] has recently exploited Markov Random Walk model for multi-document summarization by making use of the link relationships between sentences in the document set, under the assumption that all the sentences are indistinguishable from each other. However, a given document set usually covers a few topic themes with each theme represented by a cluster of sentences. The topic themes are usually not equally important and the sentences in an important theme cluster are deemed more salient than the sentences in a trivial theme cluster. The work also proposes the Cluster-based Conditional Markov Random Walk Model (ClusterCMRW) and the Cluster-based HITS Model (ClusterHITS) to fully leverage the cluster-level information.
Yong Liu et al [4] presented a novel multi-document summarization approach based on Personalized PageRank (PPRSum). In this algorithm, the authors uniformly integrated various kinds of information in the corpus. At first, a salience model of sentence global features based on Naï ve Bayes Model was trained. Secondly, a relevance model for each corpus utilizing the query is generated. Then the personalized prior probability for each sentence in the corpus utilizing the salience model and the relevance model are computed. With the help of personalized prior probability, a Personalized PageRank ranking process is performed depending on the relationships among all sentences in the corpus. Additionally, the redundancy penalty is imposed on each sentence. The summary is produced by choosing the sentences with both high query focused information richness and high information novelty.
Maofu Liu et al., [5] attempted to select and organize the sentences in a summary with respect to the events or the sub-events that the sentences describe. In this paper, the authors define an event as one or more event terms along with the named entities associated. Each event often relates to other events semantically, temporally, spatially, causally orconditionally. Firstly, an event relevance from external linguistic resource is derived. Then PageRank ranking algorithm was applied to estimate the significance of an event for inclusion in a summary based on the event semantic relevance derived. We make experiments on the DUC 2001 test data only using the event semantic relevance, from external linguistic resource like VerbOcean, and the results make more improvement than those based on the tf*idf.
Xiaojun Wan [6] exploited graph-based ranking algorithm for multi-document summarization by making only use of the sentence-to-sentence relationships in the documents, under the assumption that all the sentences are indistinguishable. However, given a document set to be summarized, different documents are usually not equally important, and moreover, different sentences in a specific document are usually differently important. This paper also aims to explore document impact on summarization performance. Then a document-based graph model to incorporate the document-level information and the sentence-to-document relationship into the graph-based ranking process is proposed.
VI. CONCLUSIONS
We have investigated in depth, two classes of graphical methods for text summarization. The first class corresponds to basic methods of non-PageRank type, while second grouping is based on PageRank type algorithms. We have demonstrated, that in each class discounting methods proposed by us are superior to basic methods and the proposed discounting plus weight methods fare the best. It is brought out from the investigations presented, that based on the average performance of over a 30-document set, methods XI and XIISentence Rank (Degree) and Sentence Rank (Continuous), proposed by us yield the best results of all the 12 methods considered. Work is in progress for the application of the SR methods to multi document summarization. Tables A, B and C present working details for all the methods discussed in Section II corresponding to the document whose adjacency matrix has been presented in Table  I . Columns named as sum and degree reflects the aggregate sum row wise and node degree at a threshold of 0.10. Sentence weights are normalized and maximum value is set to 1. For Methods I, II, VII and VIII all sentences were picked up from Table A itself. All other methods use discounting technique and first sentence is picked up from Table A. The second and third sentences are picked up from Tables B and C. For example corresponding to M-I sentences 1, 3 and 9 will be picked up while corresponding to M-III the selection will be 1, 8 and 3. We have gone in for intrinsic evaluation. We have used 3 metrics, Precision, Effectiveness 1and Effectiveness 2. E1 and E2 have been proposed by us earlier [19] . If S sum denotes the sentences picked up by the summarizer and S judges denotes the sentences selected by panel of judges, precision is given as shown below: For E1 judges assign score to all the sentences in the document. In case of E2 judges rank only the required number of sentences, corresponding to the stipulated compression ratio. In this case the score of the sentences not picked up by any of the judges is set to zero.
