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Fig. 6. Segments of the super-trellis for the turbo encoder FSM of Example 2.2222 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 46, NO. 6, SEPTEMBER 2000
Fig. 7. Turbo coded BER performance for M =1 , 499 ￿ 2 rectangular interleaver: comparison between optimum noniterative and iterative decoding.
Fig.8. TurbocodedBERperformanceforM =2 ,33￿3and333￿3rectangularinterleavers:comparisonbetweenoptimumnoniterativeanditerativedecoding.
word errors were registered for each point in the BER curve of the op-
timum decoder. For example, only 1457 codewords were transmitted
at an SNR of 10log10(Eb=N0)=3(dB), of which 21 were in error
after decoding. The reason for this low number of transmitted code-
words is the complexity of the super-trellis for the turbo code, which
possesses2
20 superstates.Fortheiterativedecodertheassociatedcom-
plexity is considerably lower. The component scramblers have four
states each. The iterative decoder exhibits a complexity per iteration,
which is about four times that of MLSE-decoding one of the compo-
nent codes (one forward and one backward recursion for both compo-
nent codes [4], [1]). The optimum noniterative decoder associated with
the large super-trellis has therefore a complexity, which corresponds to
about 2
20=(4 ￿4) = 2
16 iterations in the conventional “turbo” decoder
for the 39 ￿ 5-interleaver.
Anintermediateresultisthattheprocessofiterativedecodingissub-
optimum. In practice, the interleavers, which have been investigated so2224 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 46, NO. 6, SEPTEMBER 2000
Fig. 11. Turbo coded BER performance for M =2 , 39 ￿ 5 rectangular interleaver: comparison between optimum noniterative and iterative decoding.
we compare the performance of a turbo code to that of conventional
convolutional codes, whose trellis exhibits the same complexity as that
of the turbo code super-trellis.
First of all we consider a turbo code with component scramblers
having a memory of M =1and a two-column interleaver, as in Ex-
ample 2, but in this case with a 499 ￿ 2 rectangular interleaver. As
we have noted above in Example 2, the super-trellis is associated with
a maximum of 16 super states, of which only eight super states are
actually encountered in the super-trellis. Therefore, in Fig. 12 we com-
pared the performance of the turbo code (“TC”) having a 499￿2 rect-
angular interleaver and invoking noniterative MLSE decoding of the
super-trellis with that of a convolutional code (“C”) having a memory
of M =3(eight states, octal generator polynomials of 15o and 17o)
and M =4(16 states, generator polynomials of 23o and 35o), respec-
tively, which are also MLSE (Viterbi) decoded. We observe that both
convolutionalcodesaremorepowerful,thantheturbocodeofthesame
decoder complexity, if the turbo code is optimally decoded.
Furthermore, in Fig. 13 we compared a turbo code having compo-
nent scramblers of memory M =2and a 333 ￿ 3 rectangular in-
terleaver, which has a maximum of 4096 super states, with a convo-
lutional code of the same trellis complexity. Specifically, the convolu-
tional code’s memory was M =1 2and the octal generator polyno-
mials were 10533o and 17661o, which are optimal according to [17].
Similarly to the previous case, for medium and high SNRs, the perfor-
mance of this convolutional code is significantly better than that of the
optimally decoded turbo code of the same trellis complexity.
In order to summarize, for both cases we found that a conventional
convolutional code is far more powerful than a noniterative MLSE-
decoded turbo code of the same trellis complexity.
VI. DISCUSSION OF THE RESULTS
As mentioned earlier, when inspecting the super-trellis of Fig. 6 and
Table II, the trellis periodicity with period 2—which is based on the
periodicityofthe4￿2rectangularinterleaversemployed—isapparent.
Inotherwords,westatedbeforethatthestructureofthetrellissegments
depends on thetime instant t,exhibiting different legitimate transitions
for different t values. More explicitly, the trellis was different for t =
2 ! 3 and t =3! 4, while it was identical for t =2! 3 and
for t =4! 5. We found that ￿ ￿ ￿ rectangular interleavers exhibit a
periodicity in the super-trellis (if edge effects are ignored), which has
a period of min(￿; ￿). By rearranging the interface states of the super
state vector one can eliminate the time-variant nature of the trellis and
hence atime-invariant super-trellis canbe generated,which isidentical
atallvaluesoft.InthecontextofExample2,wecouldrelabelthesuper
state vectors as follows:
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in order to ensure that the two interface states, that have replaced two
previous interface states for generating super state ~ S
￿
t+1 from ~ S
￿
t (see
Subsection III-C, scenario 1)), are always placed as the first two vector
elements, whereas the remaining interface states are the last two ele-
mentsofthesuperstatevector.TableIIIshowsthecorrespondingsuper
state transitions for these relabeled super states. Note that relabeling of
the super states does not affect the output vector Ct associated with a
(relabeled) super state transition, which thus remains the same. Fig. 14
shows a part of the super-trellis for Example 2, which has been ren-
dered time-invariant by the above relabeling of the super states. It is
readily inferred that the constraint length forthis examplewas 2 for the
component scramblers, which increased to 3 for the super-trellis. The
minimum free Hamming distance for this rate 1=3 code is ￿free =5 ,
if we take into consideration only paths in the time-invariant part of
the super-trellis (i.e., ignoring edge effects at the super-trellis start and
end). For comparison, the best conventional convolutional code with
eight states (constraint length 4) and rate 1=3 has ￿free =1 0[17],
which explains the convolutional code’s superior BER performance.IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 46, NO. 6, SEPTEMBER 2000 2225
Fig. 12. Turbo coded BER performance with a maximum of 16 super states, of which eight are reached, compared to convolutional codes with 16 and eight states.
Fig. 13. Turbo coded BER performance with 4096 super states compared to convolutional code with 4096 states.
In general, the time-invariant super-trellis of a turbo code having
a ￿ ￿ ￿ rectangular interleaver, which has been obtained by rela-
beling the super states, is reminiscent of the trellis of a conventional
block-based or zero-terminated convolutional code. In general, the
constraint length of the turbo code super-trellis is 1+m￿M for com-
ponent scramblers having a memory of M, where m = min(￿; ￿),
which is typically higher than the constraint length of a conven-
tional convolutional code, if m is sufficiently high. The turbo code
super-trellis exhibits ￿ 2
M￿2m super states. Unfortunately—as
underlined by our simulation results—its BER performance is
inferior to that of a good conventional convolutional code having the
same number of states.2232 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 46, NO. 6, SEPTEMBER 2000
TABLE IV
maxfd (G)+d ; 3d (G)g [s =1 ; 1 r 12]
TABLE V
maxfd (G)+d ; 3d (G)g [s =2 ; 13 r 24]
TABLE VI
maxfd (G)+d ; 4d (G)g [s =3 ; 25 r 36]
Case2 s 6(13 r 72):Foreachr,thereareat most11par-
titions in P(s; 12;r ). Careful examination reveals that the minimum
r￿ occurs when the partition ￿ is either ￿0 or ￿1. Hence
d
￿
r =m i n fr￿ ;r￿ g
= minf24s + db(G); (s +1 ) dk(G)+a +1 g:
Case s 7(r 73): Let ￿
0 =( t1;t 2; ...;t s) 2P (s; 12;r ) be
different from ￿0 = (12; ...; 12;b ). Then ts >band hence
rt rb+1 rb + ￿
where ￿ 2f 1; 2; 4g. Hence r￿ ￿r ￿ ￿ ￿ 1 0.S o
d
￿
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TABLE IX
maxfd (G)+d ; 7d (G)g [s =6 ; 61 r 72]
TABLE X
maxfd (G)+d ; 8d (G)g [s =7 ; 73 r 84]
mensional subcode of Em￿1￿G. Hence, we have another lower
bound for j￿(D)j
j￿(D)j =j￿(R1)j +
m+1
i=2
j￿(Ri)j
dt(G)+dr￿t(Em￿1 ￿ G)
dt(G)+d
￿
r￿t by induction hypothesis. (7)
We show that one of the lower bounds (6) and (7) is bigger
than d
￿
r.
Case s = 1(1 r 12): In this case, t r = b. In Table IV, the
number in (t; b) position is maxf3dt(G);d t(G)+d
￿
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a lower bound for j￿(D)j. For each b (and so for each r), the smallest
number is boxed for comparison with d
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r. The last row of the table is
d
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Case 2 s 7(13 r 84):I fb>t , then
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