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The theory of linear filtering with white noise corrupting the observations 
was given in [l] by Kalman and Bucy, with the generalization to the correlated 
noise case noted as an outstanding problem. The purpose of this study is to 
delineate the theory of filtering for a class of correlated noise problems; 
this is made easier since we show that the covariance matrix of the optimal 
filtering error is the solution of a matrix Riccati equation so that asymptotic 
behavior of the correlated noise filter follows from results of [I]. Bryson 
and Johansen in [2] provided an approach to this problem, but their work 
suffers from two major defects: their filter was not shown to be optimal, and 
they “augmented” the state. State augmentation consists of defining a new 
state-the state of the signal process and the state noise process com- 
bined. 
Here we shall prove that our filter is optimal. The concepts of controlla- 
bility and observability will also be defined for the correlated noise in such a 
way that all of the results of [l] carry over to the correlated noise case. This 
study is motivated by earlier work of the author in [3]. Our methods of 
proof of optimality of the filter carries over to general case, where statistical 
and dynamical correlation must be included between the signal and noise 
processes, which is treated in [4]. 
NOTATION, ASSUMPTIONS, AND PRELIMINARIES 
The reader will find [5] to be a convenient source for the theory of random 
differential equations that provide mathematical models for the signal and 
noise stochastic processes considered. In general, capital letters are used to 
denote matrices, bold face lower-case letters are used for vectors (i.e.,x), and 
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bold face lower-case Greek letters are used for vector Brownian motion 
processes. 
We denote by x(t) the signal process, an n-vector-valued random process 
given as the solution of the random differential equation 
dx(t) = F(t) x(t) dt + G(t) dp, , 
x(&J = c, (1) 
where F(t), G(t) are continuous matrix-valued functions of t of dimensions 
n x n and n x s, respectively. In (1) p1 is an s-dimensional zero-mean 
Brownian motion process satisfying 
while c is an n-vector-valued gaussian zero-mean random variable independ- 
ent of Pt satisfying 
Ecc’ = lY 
The noise process will be modeled by v(t), an r-vector-valued stochastic 
process, where r < rz, satisfying 
dv(t) = S(t) v(t) dt + da, , 
where S(t) is a continuous r x r matrix-valued function; at is an r-vector- 
valued zero mean Brownian motion process independent of 13~ , c; and a is a 
zero-mean gaussian r-vector. The second-order properties of at and a 
are given as 
s min(a.tl E(at - at,) \a, - at,)’ = R(T) dr for min w, t > t, , to 
Eaa’ = K. (3) 
Finally it will be assumed that the r x n constant matrix is given and the 
observations consist of the values of the stochastic process z, for s E (to, t), 
where 
z(t) = Hx(t) + v(t). (4) 
The filtering problem here consists of the determination of an n-vector- 
valued stochastic process 2(t) that is a functional of z(s) for s E (to, t) and 
that provides for each t > t, a minimum variance unbiased estimate of x(t). 
1 For an s vector k, kk’ denotes the s x s matrix A = {au}, where O<j = kiki. 
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Such an estimate %(t) will be called optimal. Since the following lemma is well 
known (see [6] and [4]), we omit the proof. 
LEMMA 1. An estimate x*(t) is optimal iY 
x”(t) = 2(t) = Ex(t) 1 0, (5) 
(where 0, is the minimal u-field induced by z, , s E (to, t), and E * 1 0, is the 
conditional expectation). 
LEMMA 2. The solution y(t) = x(t) is the almost surely unique n-vector 
process solution of 
Ex(t) Z’(T) = Eyz’(~) for 7 E (to, q, (6) 
which is a linear functional of z. 
PROOF. If y = j;(t), then Y&(T) = Ex(t) z’(r) / B, so that 
Eyz’(~) = E{Ex(t) Z’(T) 1 ot} = Ex(t) Z’(T). 
Hence j;(t) is a solution of (6) an d . is a inear functional of z. since for gaussian 1’ 
random variables the conditional mean coincides with a projection. 
Suppose x*(t) is an 0, measurable linear functional of 2. and is a solution 
of (6). Then 
E{x*(t) - %(t)} d(T) = 0 for 7 E (to Y t), 
which implies, since x*(t) - %(t) is a linear functional of z. 
E{x*(t) - iqt)} {x*(t) - ii(t)}’ = 0 
so that x*(t) = Et(t) almost surely. 
In consequence of Lemmas 1 and 2, the filter problem will be solved if 
one can find a solution of the Wiener-Hopf equation (6). We shall provide a 
constructive solution in the next section. 
MAJOR RESULTS 
We shall assume in order to avoid trivialities that the matrices 
d(t) = HG(t) Q(t) G’(t) H’ + R(t), 
M=HPH’+K 
are positive definite. We denote by Ll(t, to) a solution of 
dP 
- = F(t) P + W(t) - A(t) d(t) A’(t) + G(t) Q(t) G’(t), dt 
I’(&,) = P - PH’(HPH’ + K)-1 HP = L, (7) 
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where 
A(t) A(t) = {P(t) (F’(t) H’ - H’S’(t)) + G(t) Q(t) G’(t) H’). 
Let j;(t) be the solution of the random differential equation 
d%(t) =F(t) 2;(t) dt + A(t) (dz - S(t) z(t) dt - (HF(t) - S(t) H) ? dt), 
I;(&) = rH’(HrH’ + K)-l z(t,). (8) 
In order to establish existence and uniqueness of (7), (8) on any interval, 
it will s&ice to establish a priori bounds for H(t, to) and hence for A(t). 
For symmetric matrices A, B, A 3 B i f f  A - B is nonnegative definite. 
LEMMA 3. For every t 3 t, , 
0 < w, to) < 944 44 W(4 to) + cc4 to)7 
where 
CP, to) = j ’ dt, 4 GN ~(4 W) dt, 4 ds 
to 
and gj(t, s) is the fundamental matrix @F(t). 
PROOF. Since (7) satisfies a local Lipschitz condition, a solution exists on 
some interval about t, , and for any subinterval (t, , t) it follows that 
qt, t,) = dt, 4JW(t, to) 
+ j:, p)(t, s) [G(s) Q(s) G’(s) - J(s) d(s) -W] $(t, 4 & 
which implies the right-hand inequality. Further, from (7) some manipula- 
tion reveals 
w, to) = $(t, 4JW’(t, 4)) 
+ j ’ #(t, s) [G(s) Q(s) G’(s) + H(s, to) A’R-ll?‘IT’(s, t,)] #‘(t, s) ds, 
to 
which implies H(t, to) > 0, where $(t, s) is the fundamental matrix of 
F(t) - G(t)Q(t) G’(t) H/A-l(t) [HF(t) - S(t) H] 
and further, 
and 
C?(t) = Q(t) - Q(t) G’(t) H’o-l(t) f@(t) Q(t), 
n(t) = HF(t) - S(t) H, 
l?(t) = o(t). 
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In view of the local validity of Lemma 3, the solution of (7) globally exists and 
is continuous so that Lemma 3 is globally valid. 
Now in view of Lemma 3, (8) possesses a solution that is unique by the 
existence and uniqueness theorem for random differential equations. We 
note, for future reference, Lemma 4. Define ii(t) = x(t) - g(t). 
LEMMA 4. Eji(t)x’(t) = Ii’(t, to). 
PROOF. Let M(t) = E%(t) x’(t). Then 
dF = (F(t) - A(t) (HF(t) - S(t) H)) M + AIF’ 
+ [I - A(t) HI G(t) Q(t) G’(t), 
M(t,) = L 
from the properties of random differential equations. Let 
K(t) = iv(t) - qt, to). 
Then 
44 = tic4 44 W,) v’(4 4J) 
is the unique solution of the differential equation that K satisfies. But 
K(t,) = 0; hence K(t) = 0, and the lemma follows. 
THEOREM 1. 2(t) = Ex(t) 1 0, and is the unique solution of (8)) while 
B(t) = E%(t) x’(t) = II(t, to) = E?(t) 2’(t) 
is the unique solution of (7). 
PROOF. It suffices to show that the solution of (8) at a fixed time t satisfies 
the Wiener-Hopf Eq. (6). Let f (7) = ES(t) Z’(T) and note that 
f (to) = E(t) z’(t,) = #(t, to) Eji(t,) z’(t,) = 0 
as E%(t,) z’(t,) = 0, by the definition of %(t,) (see (8)), where a,b(t, s) is the 




= ; E%(t) X’(T) H’ + ; ES(t) V’(T) 
= E%(t) d(‘)F’(T) H’ + E%(t) V’(T) s’(T) 
i- $(4 T) [- 4~) NT) + (I- 47) H) G(T) Q(T) G’(T) H’], 
or, since 
Eji(t) V’(T) = f (T) - E%(t) X’(T) H’, 
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it follows that 
df (4 - = f(+‘(,) + t,h(t, T) [{E(T) x’(t) (F’(T) H’ - H’S(T)) 
d7 
+ G(T) Q(T) G’(T) H’) - -4(r) &)I. 
However the definition of A(t) and Lemma 4 implies that 
df(T) - “f(T) s’(T), dT 
f (to) = 0; 
and, in view of the fundamental existence and uniqueness of ordinary dif- 
ferential eqUationS f(T) = 0 for 7 E (to, t). But E%(t)%(t) satisfies (8) and 
uniqueness implies that it is identical with H(t, t,,). 
It is important to notice that the Riccati equation (7), which describes the 
temporal evolution of the error covariance matrix of the optimal filter (8) can 
be written in the form 
P = F(t) P + Plyt) - Plqt) R-l(t) R(t) P + C(t)Q(t) G(t), (9) 
where 
c(t) = G(t), n(t) = HF(t) - S(t) H, R(t) = W), 
!i?(t> = - Q(t) G’(t) H’Wt) HGQ(t) + Q(t), 
and 
p’(t) = F’(t) - (F’(t) H’ - H’S’(t)) d--l(t) HG(t) Q(t) G’(t). 
In view of the fact that (9) holds, the asymptotic theory of the correlated noise 
filter can be obtained as a special case of the results of [l]. Notice, however 
that the relevant regularity conditions of controllability and observability 
are then in terms of F(t), I!?(t), and C?(t). Reference [4] will provide a detailed 
account of the stability of the filter and of the Riccati equation, as well as of 
the relation of the filter to the Wiener filter. Of considerable practical interest 
is an equivalent form of (8), the optimum filter, which does not involve 
differentiation of observed data. To achieve this goal, Eq. (8) can be rewritten 
as 
d@(t) - A(t) z(t)) = F(t) g(t) dt + A(t) (S(t) Hji dt - S(t) z(t) dt 
d4t) - HF(t) 2 dt) - dt z(t). (10) 
The following example illustrates the use of the theory. 
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EXAMPLE 1. Let x and v be scalars that satisfy 
with Q = 1 = R. 
Then 
A =2, u(t) = p11w (Y - 8 + 1 2 ’ 
and 
81 = (Y + 4 Pl, + + - F (y - h)2, 
so that 
where 
However, pIi,, exists 
Riccati equation [ 11, 
p 
11 
= ar” + ha) + (Y + 4 
(A - YY ' 
P,, = pmn<t, to). 
II 
for y # h by the well-known asymptotic theory of the 
and 
cc Pll(Y - 4 + 1 
2 
is the optimal Wiener gain for our example. We note that for y = h > 0, the 
steady-state mean-square error is infinite, and the filter is 2(t) = 3 z(t); 
while if y = h < 0, the steady-state mean-square error is zero, and again the 
steady-state optimal filter is %(t) = 4 z(t). 
It should be remarked that for autonomous F, G, H, R, and Q, if (p, R, I?) 
represents a completely controlable, completely observable system, then (9) 
possesses a unique positive definite equilibrium solution p (see [l]), and 
the equation i?Y + pp - pii?l$r + Q = 0 determines P, which solves the 
Wiener problem. Example 1 in the case where y and h are negative 
for t, -+ - cc corresponds to a Wiener problem, and the solution in this 
special case may be checked via conventional spectral factorization techniques 
(see [7]). 
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