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Abstract
In this thesis, we explore several topics in the theory of monoidal and skew
monoidal categories.
In Chapter 3, we give definitions of dual pairs in monoidal categories,
skew monoidal categories, closed skew monoidal categories and closed mon-
oidal categories. In the case of monoidal and closed monoidal categories,
there are multiple well-known definitions of a dual pair. We generalise these
definitions to skew monoidal and closed skew monoidal categories.
In Chapter 4, we introduce semidirect products of skew monoidal cat-
egories. Semidirect products of groups are a well-known and well-studied
algebraic construction. Semidirect products of monoids can be defined anal-
ogously. We provide a categorification of this construction, for semidirect
products of skew monoidal categories. We then discuss semidirect products
of monoidal, closed skew monoidal and closed monoidal categories, in each
case providing sufficient conditions for the semidirect product of two skew
monoidal categories with the given structure to inherit the structure itself.
In Chapter 5, we prove a coherence theorem for monoidal adjunctions
between closed monoidal categories, a fragment of Grothendieck’s ‘six oper-
ations’ formalism.
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2 CHAPTER 1. INTRODUCTION
Dual pairs (also known as exact pairings) are an important part of the
theory of monoidal categories. See, for example, [9]; or [24], §4; or [10],
§XIV.2. The notion of a dual pair in a closed monoidal category plays a
role in Grothendieck’s ‘six operations’ formalism. See, for example, [5]; or
[1], where dualisable objects are referred to as rigid objects. In the theory
of closed monoidal categories, the presence of a closed structure allows for
various alternative, but equivalent, characterisations of a dualisable object.
See, for example, [13], Chapter III, where dualisable objects are referred to
as finite objects. In fact, there are characterisations of a dual pair which do
not require the full structure of a closed monoidal category, or even just a
monoidal category, to state. In Chapter 3, we give such characterisations
of dual pairs in monoidal categories, skew monoidal categories, closed skew
monoidal categories and closed monoidal categories.
Semidirect products of groups give a well-known method of constructing
new examples of groups from smaller ones [23]. In Chapter 4, we introduce
semidirect products of monoidal and skew monoidal categories as a categori-
fication of semidirect products of groups, giving a method of constructing
new examples of monoidal and skew monoidal categories from smaller ones.
We also discuss how this construction interacts with monoidal, closed skew
monoidal and closed monoidal categories, as well as dual pairs within these
categories.
This chapter is based on an article due to be published in Cahiers
de Topologie et Ge´ome´trie Diffe´rentielle Cate´goriques [6]. The article it-
self is a note summarising several results and examples. The main pa-
per, including all proofs and technical details, can be found on the arXiv
(arXiv:1510.08717 [math.CT]).
Coherence theorems form an important part of our understanding of
many categorical structures. In its most general form, the basic question
which we seek to answer with a coherence theorem is as follows: Given a cat-
egorical structure of some sort (e.g. a monoidal category, a closed monoidal
category, a monoidal adjunction between two closed monoidal categories),
how can we tell whether a diagram constructed from the data of such a
structure commutes? More specifically, we wish to describe the free such
categorical structure generated by whichever data is appropriate and pro-
vide a method for determining whether two parallel morphisms in such a
category are equal.
Mac Lane’s original coherence theorem [18] provides, in the case of mon-
oidal categories, the simplest possible answer to this question: that all such
diagrams commute. In other words, in the free monoidal category gener-
ated by a set of objects, there is at most one morphism between any pair of
objects.
Kelly and Mac Lane provided a coherence theorem for closed symmetric
monoidal categories [12], based on earlier work by Lambek [16] [17]. How-
ever, in this case the result is more complicated; by introducing a closed
3structure, we make it possible to construct diagrams which do not com-
mute. In order to answer the question of coherence in this setting, the
notion of the ‘graph’ of a morphism is introduced, a concept closely tied to
the extranaturality of the unit and counit for the closed monoidal structure.
The coherence theorem in this case is that, for morphisms between a certain
class of ‘proper’ objects, any pair of parallel morphisms with the same graph
are equal.
Lewis provided a coherence theorem for a lax monoidal functor between
two closed symmetric monoidal categories [21]. In this case the result is once
again more complicated, and two notions of ‘graph’ are required: G-graphs,
which replace the graphs of Kelly and Mac Lane’s coherence theorem and
are related to the closed structure; and D-graphs, which are new and are
related to the lax monoidal functor. The coherence theorem in this case is
that, for morphisms between a certain class of ‘proper’ objects, any pair of
parallel morphisms with the same G-graph and the same D-graph are equal.
Dosˇen and Petric´ provided coherence theorems for lax monoidal endo-
functors [2] and lax monoidal monads and comonads [3]. In the absence
of any closed structure, the complications related to extranaturality which
necessitated Kelly and Mac Lane’s original notion of graph and Lewis’s no-
tion of G-graph are avoided. Instead, sets and relations are used to describe
the endofunctors, monads and comonads, in a role analogous to Lewis’s
D-graphs. This is made more complicated by the possibility of iterating
endofunctors, which is the main focus of these theorems.
In Chapter 5, we prove a coherence theorem for monoidal adjunctions
between closed monoidal categories, a fragment of Grothendieck’s ‘six oper-
ations’ formalism. A coherence theorem for monoidal adjunctions between
closed monoidal categories combines both closed structures, with their at-
tendant complications related to extranaturality, and induced lax monoidal
monads and comonads, with their attendant complications related to itera-
tion of endofunctors.
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2.1 Monoidal and Skew Monoidal Categories
Monoidal categories, first introduced by Mac Lane [18], are ubiquitous in
category theory. Examples include cartesian categories, such as the category
of sets and functions or the category of topological spaces and continuous
maps, where the tensor product is given by the cartesian product; cate-
gories of modules, such as the category of vector spaces and linear maps or
the category of abelian groups and group homomorphisms, where the ten-
sor product is given by the usual tensor product of modules; categories of
endofunctors, where the tensor product is given by functor composition; the
list goes on. For an overview of monoidal categories, see Leinster [20], §1.2.
Skew monoidal categories, first introduced by Szlacha´nyi [25], are like
ordinary monoidal categories, except that the associator and unitors are
not required to be invertible. The main result of [25] is that, for a ring
R, the closed skew monoidal structures on the category AbR of right R-
modules, with the right-regular R-module as the unit I, are precisely the
right bialgebroids over R. Skew monoidal categories have subsequently been
studied by others, such as Lack and Street, in other contexts (e.g. [14] [15]).
Definition 2.1.1 (skew monoidal category). We will use the term ‘skew
monoidal category’ to mean what is referred to by Szlacha´nyi [25] as a ‘right-
monoidal category’. A skew monoidal category C consists of the following
data.
• A category C.
• An object I ∈ ob C.
• A functor (−⊗−) : C × C → C.
• A natural transformation α, called the associator, with components
αA,B,C : A⊗ (B ⊗ C)→ (A⊗B)⊗ C.
• A natural transformation λ, called the left unitor, with components
λA : A→ I ⊗A.
• A natural transformation ρ, called the right unitor, with components
ρA : A⊗ I → A.
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This is subject to the commutativity of the following diagrams.
(A⊗B)⊗ (C ⊗D)
A⊗ (B ⊗ (C ⊗D)) ((A⊗B)⊗ C)⊗D
A⊗ ((B ⊗ C)⊗D) (A⊗ (B ⊗ C))⊗D
αA,B,C⊗D αA⊗B,C,D
A⊗ αB,C,D
αA,B⊗C,D
αA,B,C ⊗D
(2.1)
I ⊗ (B ⊗ C) (I ⊗B)⊗ C
B ⊗ C
αI,B,C
λB⊗C λB ⊗ C
(2.2)
A⊗ (I ⊗ C) (A⊗ I)⊗ C
A⊗ C
αA,I,C
A⊗ λC ρA ⊗ C
(2.3)
A⊗ (B ⊗ I) (A⊗B)⊗ I
A⊗B
αA,B,I
A⊗ ρB ρA⊗B
(2.4)
I I
I ⊗ I
λI ρI
(2.5)
Definition 2.1.2 (monoidal category). A monoidal category is a skew mon-
oidal category in which the associator α, the left unitor λ, and the right
unitor ρ are all invertible.
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Example 2.1.3. Introduced by Szlacha´nyi [25], there is a skew monoidal
category ‘represented’ by an oplax monoidal monad, defined as follows. Let
T be an oplax monoidal monad on a monoidal category C; that is, a monad
on C whose underlying endofunctor has an oplax monoidal structure, such
that the unit and multiplication are monoidal natural transformations. See
definition 2.3.3 for the definition of oplax monoidal functor, and 2.3.6 for
the definition of monoidal natural transformation. The objects of this skew
monoidal category represented by T are the objects of C. The monoidal unit
is the monoidal unit of C. The tensor product, denoted (−⊗T −), is defined
in terms of the tensor product in C, denoted (−⊗−), as follows.
A⊗T B = A⊗ T (B)
This example is explored in more detail in Chapter 4, and appears again as
Example 4.3.5.
Example 2.1.4. The category Set of sets and functions is a monoidal
category, with tensor product given by cartesian product and monoidal unit
given by the terminal set {?}.
Example 2.1.5. Choose a field K. The category VectK of K-vector spaces
and K-linear maps is a monoidal category, with tensor product given by
ordinary tensor product of vector spaces and monoidal unit given by K.
Example 2.1.6. The category Set? of pointed sets and point-preserving
functions is a monoidal category, with tensor product given by smash prod-
uct and monoidal unit given by the two-element set.
(X,x0)⊗ (Y, y0) = (X × Y/((x, y0) ∼ (x0, y)), (x0, y0))
Example 2.1.7. The category Set? of pointed sets and point-preserving
functions is a skew monoidal category, with tensor product given by a ‘biased
disjoint union’ and monoidal unit given by the one-element set.
(X,x0)⊗ (Y, y0) = (X + Y, y0)
2.2 Additional Structures and Constructions
There are many kinds of additional structure that one may equip a monoidal
category with, such as braidings, symmetries, closed structures, dual pairs,
etc., or various combinations of these (e.g. closed symmetric monoidal struc-
tures). Some of these structures translate easily to skew monoidal catgories,
while some do not. In particular, the definition of a closed skew monoidal
category is straightforward, whereas the definition of a dual pair in a skew
monoidal category is not. In chapter 3, we will give a definition of a dual
pair in a skew monoidal category.
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In order to state the definition of a closed skew monoidal category, we
will need to be familiar with extranatural transformations. Extranatural
transformations, first introduced by Eilenberg and Kelly [4], are a general-
isation of ordinary natural transformations between functors which do not
share the same source and target categories.
For comparison, recall the standard notion of naturality.
Definition 2.2.1 (naturality). Let F : C → D and G : C → D be functors.
A family of morphisms γA : F (A) → G(A) is said to be natural in A if, for
each morphism f : A→ B in C, the following naturality square commutes.
F (A) F (B)
G(A) G(B)
F (f)
γA γB
G(f)
A family of morphisms which is natural in each variable separately, we call
a natural transformation.
We can now define the notion of extranaturality.
Definition 2.2.2 (extranaturality). Let F : I → D and G : Cop × C → D
be functors. A family of morphisms γA : F (?) → G(A,A) is said to be
extranatural in A if, for each morphism f : A → B in C, the following
extranaturality square commutes.
F (?)
G(A,A) G(B,B)
G(A,B)
γA γB
G(A, f) G(f,B)
Let F : C × Cop → D and G : I → D be functors. A family of morphisms
γA : F (A,A) → G(?) is said to be extranatural in A if, for each morphism
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f : A→ B in C, the following extranaturality square commutes.
F (A,B)
F (A,A) F (B,B)
G(?)
F (A, f) F (f,B)
γA γB
A family of morphisms which is natural or extranatural, as appropriate, in
each variable separately, we call an extranatural transformation.
Example 2.2.3. Consider the category Set of sets and functions. There
is a functor, which we will denote [−,−] : Setop × Set → Set, defined so
that [X,Y ] is the set of functions from X to Y . There is then a family of
‘evaluation’ morphisms, defined as follows.
εBA : B × [B,A]→ A εBA(b, φ) = φ(b)
Since the following diagram commutes for all functions f : A → A′, we say
that ε is natural in the variable A.
B × [B,A] B × [B,A′]
A A′
B × [B, f ]
εBA ε
B
A′
f
Since the following diagram commutes for all functions f : B → B′, we say
that ε is extranatural in the variable B.
B × [B′, A]
B × [B,A] B′ × [B′, A]
A
B × [f,A] f × [B′, A]
εBA ε
B′
A
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Since ε is natural in A and extranatural in B, we say that ε is an extranatural
transformation.
The definition of an extranatural transformation is a key part of the
definition of a closed skew monoidal category.
Definition 2.2.4 (left closed skew monoidal category). We will use the
term ‘left closed skew monoidal category’ to mean what is referred to by
Szlacha´nyi [25] as a ‘left closed right-monoidal category’. A left closed skew
monoidal category C consists of the following data.
• A skew monoidal category C.
• A functor (−\−) : Cop × C → C.
• An extranatural transformation η, called the coevaluation, with com-
ponents
ηBA : A→ B\(B ⊗A).
• An extranatural transformation ε, called the evaluation, with compo-
nents
εBA : B ⊗ (B\A)→ A.
This is subject to the commutativity of the following diagrams.
A⊗B A⊗B
A⊗ (A\(A⊗B))
A⊗ ηAB εAA⊗B
(2.6)
A\B A\B
A\(A⊗ (A\B))
ηAA\B A\εAB
(2.7)
This provides, for each object A of C, an adjunction of the following form.
(A⊗−) a (A\−)
The unit is given by ηA and the counit is given by εA.
Definition 2.2.5 (left closed monoidal category). A left closed monoidal
category is a left closed skew monoidal category in which the associator α,
the left unitor λ, and the right unitor ρ are all invertible.
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Remark. We use the (−\−) notation, used by Lambek [16] [17], instead
of the standard [−,−] notation for the internal hom of a closed monoidal
category. We do this because having an infix symbol is more consistent
with the (− ⊗ −) notation for the tensor product and makes complicated
expressions simpler to read. We will also use the corresponding (−/−)
notation for right closed structures.
Example 2.2.6. Introduced by Szlacha´nyi [25], there is a skew monoidal
category ‘corepresented’ by a lax monoidal comonad, defined as follows. Let
T be a lax monoidal comonad on a monoidal category C; that is, a comonad
on C whose underlying endofunctor has a lax monoidal structure, such that
the counit and comultiplication are monoidal natural transformations. The
objects of this skew monoidal category corepresented by T are the objects
of C. The monoidal unit is the monoidal unit of C. The tensor product,
denoted (− ⊗T −), is defined in terms of the tensor product in C, denoted
(−⊗−), as follows.
A⊗T B = T (A)⊗B
If the skew monoidal category C has a left closed structure, then the skew
monoidal category corepresented by T also has a left closed structure. The
internal hom, denoted (−\T−), is defined in terms of the internal hom in C,
denoted (−\−), as follows.
A\TB = T (A)\B
Example 2.2.7. The category Set of sets and functions is a left closed
monoidal category, with the internal hom X\Y defined to be the set of
functions X → Y . The evaluation and coevaluation morphisms are defined
as follows.
εXY : X × (X\Y )→ Y (x, f) 7→ f(x)
ηXY : Y → X\(X × Y ) y 7→ (x 7→ (x, y))
Example 2.2.8. Choose a field K. The category VectK of K-vector spaces
and K-linear maps is a left closed (and also right closed) monoidal category,
with the internal hom U\V defined to be the set of K-linear maps U →
V , with pointwise addition and scalar multiplication. The evaluation and
coevaluation morphisms are defined as follows.
εVW : V ⊗ (V \W )→W v ⊗ f 7→ f(v)
ηVW : W → V \(V ⊗W ) w 7→ (v 7→ v ⊗ w)
As well as structures within monoidal and skew monoidal categories,
there are constructions that can be made using monoidal and skew mon-
oidal categories. In chapter 4, we introduce semidirect products of monoidal
and skew monoidal categories as a categorification of semidirect products of
monoids (or, perhaps more familiarly, of groups).
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2.3 Functors and Natural Transformations
There are also various notions of functor between monoidal and skew mon-
oidal categories.
Definition 2.3.1 (lax monoidal functor). We will use the term ‘lax mon-
oidal functor’ to mean what is referred to by Szlacha´nyi as a ‘right-monoidal
functor’ between skew monoidal categories. In the case that the skew mon-
oidal categories are monoidal categories, this reduces to what is referred
to by Leinster [20] as a ‘lax monoidal functor’. A lax monoidal functor
F : C → D between two skew monoidal categories consists of the following
data.
• A functor F : C → D.
• A natural transformation with components
ψFA,B : F (A)⊗ F (B)→ F (A⊗B).
• A morphism
ψˆF : I → F (I).
This is subject to the commutativity of the following diagrams.
F (A)⊗ (F (B)⊗ F (C)) (F (A)⊗ F (B))⊗ F (C)
F (A)⊗ F (B ⊗ C) F (A⊗B)⊗ F (C)
F (A⊗ (B ⊗ C)) F ((A⊗B)⊗ C)
αF (A),F (B),F (C)
F (A)⊗ ψFB,C ψFA,B ⊗ F (C)
ψFA,B⊗C ψ
F
A⊗B,C
F (αA,B,C) (2.8)
F (A)
I ⊗ F (A) F (I ⊗A)
F (I)⊗ F (A)
λF (A) F (λA)
ψˆF ⊗ F (A) ψFI,A
(2.9)
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F (A)⊗ F (I)
F (A)⊗ I F (A⊗ I)
F (A)
F (A)⊗ ψˆF ψFA,I
ρF (A) F (ρA)
(2.10)
Example 2.3.2. The forgetful functor U : VectK → Set which takes each
K-vector space to its underlying set is a lax monoidal functor. The structure
maps are defined as follows.
ψUV,W : U(V )× U(W )→ U(V ⊗W ) (v, w) 7→ v ⊗ w
ψˆU : {?} → U(K) ? 7→ 1K
Definition 2.3.3 (oplax monoidal functor). We will use the term ‘oplax
monoidal functor’ to mean what is referred to by Szlacha´nyi as a ‘right-
opmonoidal functor’ between skew monoidal categories. In the case that the
skew monoidal categories are monoidal categories, this reduces to what is
referred to by Leinster [20] as a ‘colax monoidal functor’. An oplax monoidal
functor is a lax monoidal functor in which the structure maps ψ and ψˆ have
their directions reversed. We will usually denote these structure maps as
follows.
ϕFA,B : F (A⊗B)→ F (A)⊗ F (B)
ϕˆF : F (I)→ I
Definition 2.3.4 (strong monoidal functor). A strong monoidal functor is
an oplax monoidal functor in which the structure maps ϕ and ϕˆ are both
invertible.
Example 2.3.5. The free functor F : Set → VectK which takes each set
to the K-vector space freely generated by its elements is a strong monoidal
functor. The structure maps are defined as follows.
ϕFX,Y : F (X × Y ) ∼= F (X)⊗ F (Y ) (x, y) 7→ x⊗ y
ϕˆF : F ({?}) ∼= K ? 7→ 1K
Of course, we also have a definition of the appropriate sort of natural
transformation between these functors.
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Definition 2.3.6 (monoidal natural transformation). Let F : C → D and
G : C → D be lax monoidal functors. A monoidal natural transformation
is a natural transformation γ : F ⇒ G such that the following diagrams
commute.
F (A)⊗ F (B) G(A)⊗G(B)
F (A⊗B) G(A⊗B)
ψFA,B
γA ⊗ γB
γB⊗B
ψGA,B
(2.11)
I
F (I) G(I)
ψˆF ψˆF
γI (2.12)
Monoidal natural transformations between oplax and strong monoidal func-
tors are defined analogously.
There is one final definition involving monoidal categories which will be
of interest to us: the monoidal adjunction. First, recall the notion of an
ordinary adjunction.
Definition 2.3.7 (adjunction). Let L : D → C and R : C → D be functors
between categories. An adjunction L a R consists of the following data.
• A natural transformation θ, called the unit, with components
θD : D → RL(D).
• A natural transformation ζ, called the counit, with components
ζC : LR(C)→ C.
This is subject to the commutativity of the following diagrams.
L(D) L(D)
LRL(D)
L(θD) ζL(D)
(2.13)
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R(C) R(C)
RLR(C)
θR(C) R(ζC)
(2.14)
We can now define the notion of a monoidal adjunction.
Definition 2.3.8 (monoidal adjunction). A monoidal adjunction this con-
sists of a lax monoidal functor L : D → C with a lax monoidal right adjoint
R : C → D, such that the unit θ and counit ζ are monoidal natural transfor-
mations.
However, there is another, equivalent, definition of monoidal adjunction,
which is the one we shall use. For a proof that these definitions are equiva-
lent, see Kelly [11].
Definition 2.3.9 (monoidal adjunction). A monoidal adjunction consists
of a strong monoidal functor L : D → C with a right adjoint R : C → D.
Example 2.3.10. The forgetful functor U : VectK → Set which takes
each K-vector space to its underlying set is a lax monoidal functor. The
free functor F : Set → VectK which takes each set to the K-vector space
freely generated by its elements is a strong monoidal functor. These form a
monoidal adjunction F a U .
In chapter 5, we prove a coherence theorem for monoidal adjunctions be-
tween closed monoidal categories. This forms a fragment of Grothendieck’s
‘six operations’ formalism. This is a formalisation which generalises the
following scenario from algebraic geometry, for an introduction to which,
see Hartshorne [8], Chapter II. Let f : (X,OX) → (Y,OY ) be a morphism
of ringed spaces. This induces an inverse image–direct image adjunction
between the categories of OX -modules and OY -modules.
OY -mod a OX-mod
f?
f?
The categories of OX -modules and OY -modules are, among other things,
left closed monoidal categories, and the adjunction f? a f? is a monoidal
adjunction.
Chapter 3
Dual Pairs in Skew Monoidal
Categories
17
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3.1 Introduction
In §3.3, we recall the standard definition of a dual pair (L,R) in a monoidal
category. This definition involves an evaluation morphism and a coevalua-
tion morphism satisfying two relations known as the triangle identities.
ev : L⊗R→ I
coev : I → R⊗ L
It is known in the literature that, in a monoidal category, a dual pair
(L,R) gives rise to an adjunction (L⊗−) a (R⊗−) (or, dually, an adjunction
(− ⊗ R) a (− ⊗ L)). See, for example, [9]. We denote the unit and counit
of this adjunction as follows.
θA : A→ R⊗ (L⊗A)
ζA : L⊗ (R⊗A)→ A
In §3.4, we show that θ and ζ satisfy two conditions, each equivalent to
one of the triangle identities. These conditions ensure that θ and ζ are
defined entirely by their components at the monoidal unit. The morphism
ζI : L ⊗ (R ⊗ I) → I is essentially the same as ev : L ⊗ R → I, and the
morphism θI : I → R⊗ (L⊗I) is essentially the same as coev : I → R⊗L,
and so we show that, in a monoidal category, any adjunction of this form
which satisfies these two conditions must come from a dual pair, and we are
therefore justified in taking this as the definition of a dual pair in a monoidal
category. Since this definition does not involve inverting the associator, we
may use it as the definition of a dual pair in a skew monoidal category.
It is known in the literature that, in a closed monoidal category, a dual
pair (L,R) gives rise to a natural isomorphism of the following form.
ξ : (L\−) ∼= (R⊗−)
See, for example, [5]. In §3.5, we show that ξ satisfies a condition. By some
standard facts about uniqueness of adjoints, we show that, in a closed skew
monoidal category, any natural isomorphism of this form which satisfies this
condition must come from a dual pair, and we are therefore justified in taking
this as the definition of a dual pair in a closed skew monoidal category.
Just as the two conditions introduced in §3.4 ensure that, in the case of
a monoidal category, θ and ζ are defined entirely by their components at the
monoidal unit, so too does the condition introduced in §3.5 ensure that, in
the case of a closed monoidal category, ξ is defined entirely by its component
at the monoidal unit. And, just as there is a definition of a dual pair in a
monoidal category involving morphisms ev and coev corresponding to ζI
and θI , so too is there a corresponding definition of a dual pair in a closed
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monoidal category involving an isomorphism ξˆ : L\I ∼= R corresponding to
ξI . We give this definition in §3.6.
The end result, given in §3.7, is that, in a closed monoidal category, we
have four different, but equivalent, definitions of a dual pair.
3.2 Notation
Before we begin, some notational conventions must be established. We will
make use of string diagrams while working in various strict monoidal cate-
gories of endofunctors. The conventions used are that composition of func-
tors (the monoidal product) is drawn from left to right, while composition
of natural transformations (the usual composition of morphisms) is drawn
from top to bottom. So, for example, the two diagrams below depict the
same natural transformation; the first using a traditional globular diagram,
the second using a string diagram with the conventions we will use.
C
C
C
⇓ ω
f g
h
f g  ω
h
We will denote the inverse of a morphism ω by ω¯, rather than ω−1, when
using string diagrams. For example, the inverse of the morphism ω, shown
above, would be denoted as follows.
h   ω¯
f g
We use the following notation for the endofunctors induced by the tensor
product.
A? = (A⊗−) : C → C
A? = (−⊗A) : C → C
We use the following notation for two natural transformations obtained
by fixing all but one of the variables on which α depends. The third natural
transformation in this sequence, which we would denote αA,B,−, will not be
needed.
α−,B,C =
(B ⊗ C)?
B? C?
αA,−,C =
C? A
?
A? C?
20 CHAPTER 3. DUAL PAIRS
Viewing the objects of 2.1 as functors in the second variable gives the fol-
lowing equivalent condition.
(C ⊗D)?A?

A? C? D?
=
(C ⊗D)?A?

A? C? D?
Remark. While this equation might suggest some topological intuition un-
derlying this graphical calculus, we will neither prove nor make use of any
such result. Instead, we will merely use these diagrams as convenient short-
hand for traditional algebraic manipulations. In all proofs, we will take care
to make explicit the algebraic justification behind each step.
We use the following notation for the right unitor; the left unitor will
not be needed.
ρ =
I?c
Viewing the objects of 2.4 as functors in the second variable gives the fol-
lowing equivalent condition.
I? A?
c
A?
=
I? A?c
A?
We use the following notation for the endofunctor induced by the internal
hom.
A! = (A\−) : C → C
We use the following notation for the natural transformations obtained by
fixing the variables on which η and ε depend extranaturally.
ηX− =
   η
X? X !
εX− =
X ! X?  ε
Viewing the objects of 2.6 as functors in the natural variable gives the fol-
lowing equivalent condition.
X?   η   ε
X?
=
X?
X?
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Viewing the objects of 2.7 as functors in the natural variable gives the fol-
lowing equivalent condition.
X !   η  ε
X !
=
X !
X !
3.3 Monoidal Categories
Recall the standard definition of a dual pair in a monoidal category. See,
for example, [9]; or [24], §4; or [10], §XIV.2.
Definition 3.3.1 (dual pair in a monoidal category). A dual pair in a
monoidal category C consists of:
• a pair of objects L,R ∈ ob C,
• an evaluation morphism ev : L⊗R→ I, and
• a coevaluation morphism coev : I → R⊗ L;
such that the following two diagrams commute.
L L
L⊗ I I ⊗ L
L⊗ (R⊗ L) (L⊗R)⊗ L
ρ−1L λ
−1
L
L⊗ coev ev ⊗ L
αL,R,L (3.1)
R R
I ⊗R R⊗ I
(R⊗ L)⊗R R⊗ (L⊗R)
λR ρR
coev ⊗R R⊗ ev
α−1R,L,R (3.2)
We refer to L as the left dual and R as the right dual.
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Finite-dimensional vector spaces are a prototypical example of objects
with duals. Throughout this chapter, we will use this as a running example.
Example 3.3.2. Choose a field K. The category VectK of K-vector spaces
and K-linear maps is a closed symmetric monoidal category; in particular, it
is a monoidal category, and the definition introduced in this chapter applies
to it. Let U be a finite-dimensional K-vector space with basis {ui}i∈I . Then
U has a right dual V of the same dimension as U with basis {vi}i∈I . The
evaluation and coevaluation morphisms are defined as follows.
ev : U ⊗ V → K ui ⊗ vj 7→
{
1K if i = j
0K if i 6= j
coev : K→ V ⊗ U 1K 7→
∑
i∈I
vi ⊗ ui
This construction is independent of the choice of basis of U ; two different
choices of basis would result in two different constructions for the right dual,
but they would be canonically isomorphic.
3.4 Skew Monoidal Categories
In §3.3, we gave a definition of a dual pair in a monoidal category. In this
section, we will give a definition of a dual pair in a skew monoidal category.
We will show that, in a monoidal category, where both definitions apply,
these definitions agree.
3.4.1 Definition
In a monoidal category, there is a definition of a dual pair, equivalent to the
definition introduced in §3.3, which doesn’t involve the monoidal unit at all,
or inverting the associator.
Proposition 3.4.1. In a monoidal category, if we have a dual pair (L,R)
then we have an adjunction L? a R?. The unit and counit of this adjunction
are given as follows.
θA : A
λA−−→ I ⊗A coev⊗A−−−−−→ (R⊗ L)⊗A α
−1
R,L,A−−−−→ R⊗ (L⊗A) (3.3)
ζA : L⊗ (R⊗A) αL,R,A−−−−→ (L⊗R)⊗A ev⊗A−−−→ I ⊗A
λ−1A−−→ A (3.4)
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Additionally, the following diagrams commute.
A⊗B
R⊗ (L⊗ (A⊗B)) (R⊗ (L⊗A))⊗B
R⊗ ((L⊗A)⊗B)
θA⊗B θA ⊗B
R⊗ αL,A,B αR,L⊗A,B
(3.5)
L⊗ ((R⊗A)⊗B)
L⊗ (R⊗ (A⊗B)) (L⊗ (R⊗A))⊗B
A⊗B
L⊗ αR,A,B αL,R⊗A,B
ζA⊗B ζA ⊗B
(3.6)
Proof. Explicitly, the triangle identities for the adjunction L? a R? are that
the following morphisms are identities.
L⊗A L⊗θA−−−→ L⊗ (R⊗ (L⊗A)) ζL⊗A−−−→ L⊗A (3.7)
R⊗A θR⊗A−−−→ R⊗ (L⊗ (R⊗A)) R⊗ζA−−−−→ R⊗A (3.8)
We must check the two triangle identities 3.7 and 3.8, and the two diagrams
3.5 and 3.6.
To see that the triangle identity 3.7 is satisfied, consider the following
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diagram.
L⊗A
L⊗ (I ⊗A) (L⊗ I)⊗A
L⊗ ((R⊗ L)⊗A) (L⊗ (R⊗ L))⊗A
L⊗ (R⊗ (L⊗A))
(L⊗R)⊗ (L⊗A) ((L⊗R)⊗ L)⊗A
I ⊗ (L⊗A) (I ⊗ L)⊗A
L⊗A
L⊗ λA ρ−1L ⊗A
αL,I,A
L⊗ (coev ⊗A) (L⊗ coev)⊗A
αL,R⊗L,A
L⊗ α−1R,L,A
αL,R,L⊗A
αL,R,L ⊗A
αL⊗R,L,A
ev ⊗ (L⊗A) (ev ⊗ L)⊗A
αI,L,A
λ−1L⊗A λ
−1
L ⊗A
The anticlockwise path is L⊗ θA followed by ζL⊗A, which we are trying to
show is an identity. The upper triangle commutes by condition 2.3. The
upper square commutes by naturality of α. The pentagon commutes by
condition 2.1. The lower square commutes by naturality of α. The lower
triangle commutes by condition 2.2. The clockwise path is an identity by
the triangle identity 3.1 for the dual pair (L,R).
To see that the triangle identity 3.8 is satisfied, consider the following
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diagram.
R⊗A
I ⊗ (R⊗A) (I ⊗R)⊗A
(R⊗ L)⊗ (R⊗A) ((R⊗ L)⊗R)⊗A
R⊗ (L⊗ (R⊗A))
R⊗ ((L⊗R)⊗A) (R⊗ (L⊗R))⊗A
R⊗ (I ⊗A) (R⊗ I)⊗A
R⊗A
λR⊗A λR ⊗A
αI,R,A
coev ⊗ (R⊗A) (coev ⊗R)⊗A
αR⊗L,R,A
α−1R,L,R⊗A
R⊗ αL,R,A
α−1R,L,R ⊗A
αR,L⊗R,A
R⊗ (ev ⊗A) (R⊗ ev)⊗A
αR,I,A
R⊗ λ−1A ρR ⊗A
The anticlockwise path is θA⊗R followed by R⊗ ζA, which we are trying to
show is an identity. The upper triangle commutes by condition 2.2. The
upper square commutes by naturality of α. The pentagon commutes by
condition 2.1. The lower square commutes by naturality of α. The lower
triangle commutes by condition 2.3. The clockwise path is an identity by
the triangle identity 3.2 for the dual pair (L,R).
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To see that diagram 3.5 commutes, consider the following diagram.
A⊗B
I ⊗ (A⊗B) (I ⊗A)⊗B
(R⊗ L)⊗ (A⊗B) ((R⊗ L)⊗A)⊗B
R⊗ (L⊗ (A⊗B)) (R⊗ (L⊗A))⊗B
R⊗ ((L⊗A)⊗B)
λA⊗B λA ⊗B
αI,A,B
coev ⊗ (A⊗B) (coev ⊗A)⊗B
αR⊗L,A,B
α−1R,L,A⊗B α
−1
R,L,A ⊗B
R⊗ αL,A,B αR,L⊗A,B
The anticlockwise path to R⊗ (L⊗ (A⊗B)) is θA⊗B. The clockwise path to
(R⊗ (L⊗A))⊗B is θA⊗B. The triangle commutes by condition 2.2. The
square commutes by naturality of α. The pentagon commutes by condition
2.1.
To see that diagram 3.6 commutes, consider the following diagram.
L⊗ ((R⊗A)⊗B)
L⊗ (R⊗ (A⊗B)) (L⊗ (R⊗A))⊗B
(L⊗R)⊗ (A⊗B) ((L⊗R)⊗A)⊗B
I ⊗ (A⊗B) (I ⊗A)⊗B
A⊗B
L⊗ αR,A,B αL,R⊗A,B
αL,R,A⊗B αL,R,A ⊗B
αL⊗R,A,B
ev ⊗ (A⊗B) (ev ⊗A)⊗B
αI,A,B
λ−1A⊗B λ
−1
A ⊗B
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The anticlockwise path from L⊗ (R⊗ (A⊗B)) is ζA⊗B. The clockwise path
from (L ⊗ (R ⊗ A)) ⊗ B is ζA ⊗ B. The pentagon commutes by condition
2.1. The square commutes by naturality of α. The triangle commutes by
condition 2.2.
We use the following notation for for the unit and counit of the adjunc-
tion L? a R?.
θ =
   θ
L? R?
ζ =
R? L?  ζ
Viewing the objects of the two triangle identities 3.7 and 3.8 as functors
in the variable A gives the following equivalent conditions.
L?   θ   ζ
L?
=
L?
L?
R?   θ  ζ
R?
=
R?
R?
Viewing the vertices of diagrams 3.5 and 3.6 as functors in the variable
A gives the following equivalent conditions.
B?   θ
L? R? B?
=
B?
   θ
L? R? B?
B? R
? L?
  ζ
B?
=
B? R
? L?  ζ
B?
We have shown that an adjunction of this form exists whenever we have
a dual pair in the usual sense. Now we must show the converse: that every
such adjunction is of this form. Then we can conclude that the two notions
of dual pair are equivalent.
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Proposition 3.4.2. In a monoidal category, given two objects L and R, if
we have an adjunction L? a R? satisfying conditions 3.5 and 3.6, then we
have a dual pair (L,R). The evaluation and coevaluation of this dual pair
are given as follows.
coev : I θI−→ R⊗ (L⊗ I) R⊗ρL−−−−→ R⊗ L (3.9)
ev : L⊗R L⊗ρ
−1
R−−−−→ L⊗ (R⊗ I) ζI−→ I (3.10)
Additionally, θ and ζ are determined by coev and ev as in equations 3.3 and
3.4.
Proof. We must check the two triangle identities 3.1 and 3.2, and the two
equations 3.3 and 3.4.
To see that the triangle identity 3.1 is satisfied, consider the following
diagram.
L⊗ (R⊗ L) (L⊗R)⊗ L
L⊗ ((R⊗ I)⊗ L) (L⊗ (R⊗ I))⊗ L
L⊗ (R⊗ (I ⊗ L)) I ⊗ L
L⊗ (R⊗ L) L
L⊗ (R⊗ (L⊗ I)) L⊗ I
L⊗ I
αL,R,L
L⊗ (ρ−1R ⊗ L)
(L⊗ ρ−1R )⊗ L
αL,R⊗I,L
L⊗ α−1R,I,L ζI ⊗ L
ζI⊗L
L⊗ (R⊗ λ−1L )
λ−1L
ζL
L⊗ (R⊗ ρL) ρ−1L
ζL⊗I
L⊗ θI
The path from L to L clockwise around the outside is the morphism 3.1
we wish to show is an identity. The four squares on the right commute
by, from top to bottom: naturality of α, condition 3.6, naturality of ζ, and
naturality of ζ. The square on the left commutes by condition 2.3. The
triangle commutes by the triangle identity 3.7 for the adjunction L? a R?.
3.4. SKEW MONOIDAL CATEGORIES 29
To see that the triangle identity 3.2 is satisfied, consider the following
diagram.
(R⊗ L)⊗R R⊗ (L⊗R)
(R⊗ (L⊗ I))⊗R R⊗ ((L⊗ I)⊗R)
I ⊗R R⊗ (L⊗ (I ⊗R))
R R⊗ (L⊗R)
R⊗ I R⊗ (L⊗ (R⊗ I))
R⊗ I
α−1R,L,R
(R⊗ ρL)⊗R
R⊗ (ρL ⊗R)
α−1R,L⊗I,R
θI ⊗R R⊗ αL,I,R
θI⊗R
λR
R⊗ (L⊗ λR)
θR
ρR R⊗ (L⊗ ρ−1R )
θR⊗I
R⊗ ζI
The path from R to R clockwise around the outside is the morphism 3.2 we
wish to show is an identity. The four squares on the left commute by, from
top to bottom: naturality of α, condition 3.5, naturality of θ, and naturality
of θ. The square on the right commutes by condition 2.3. The triangle
commutes by the triangle identity 3.8 for the adjunction L? a R?.
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To see that equation 3.3 holds, consider the following diagram.
A R⊗ (L⊗A)
I ⊗A R⊗ (L⊗ (I ⊗A))
(R⊗ (L⊗ I))⊗A R⊗ ((L⊗ I)⊗A)
(R⊗ L)⊗A R⊗ (L⊗A)
θA
λA R⊗ (L⊗ λA)
θI⊗A
θI ⊗A R⊗ αL,I,A
α−1R,L⊗I,A
(R⊗ ρL)⊗A R⊗ (ρL ⊗A)
α−1R,L,A
The anticlockwise path around the outside is the morphism 3.3 we wish to
show is an equal to θA. The upper square commutes by naturality of θ. The
middle square commutes by condition 3.5. The lower square commutes by
naturality of α. The right path is an identity by condition 2.3.
To see that equation 3.4 holds, consider the following diagram.
L⊗ (R⊗A) (L⊗R)⊗A
L⊗ ((R⊗ I)⊗A) (L⊗ (R⊗ I))⊗A
L⊗ (R⊗ (I ⊗A)) I ⊗A
L⊗ (R⊗A) A
αL,R,A
L⊗ (ρ−1R ⊗A) (L⊗ ρ−1R )⊗A
αL,R⊗I,A
L⊗ α−1R,I,A ζI ⊗A
ζI⊗A
L⊗ (R⊗ λ−1A ) λ−1A
ζA
The clockwise path around the outside is the morphism 3.4 we wish to show
is an equal to ζA. The upper square commutes by naturality of α. The
middle square commutes by condition 3.6. The lower square commutes by
naturality of ζ. The left path is an identity by condition 2.3.
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We have shown that, in a monoidal category, an adjunction of the form
L? a R? satisfying conditions 3.5 and 3.6 is the same as a dual pair. This
justifies the following definition.
Definition 3.4.3 (dual pair in a skew monoidal category). A dual pair in
a skew monoidal category C consists of:
• a pair of objects L,R ∈ ob C, and
• an adjunction L? a R?;
such that the two diagrams 3.5 and 3.6 commute. We refer to L as the left
dual and R as the right dual.
Recall our running example of finite-dimensional vector spaces.
Example 3.4.4. Choose a field K. The category VectK of K-vector spaces
and K-linear maps is a closed symmetric monoidal category; in particular,
it is a skew monoidal category, and the definition introduced in this chapter
applies to it. Let U be a finite-dimensionalK-vector space with basis {ui}i∈I .
Then U has a right dual V of the same dimension as U with basis {vi}i∈I .
The unit and counit for the adjunction U? a V ? are defined as follows.
θW : W → V ⊗ (U ⊗W ) w 7→
∑
i∈I
vi ⊗ ui ⊗ w
ζW : U ⊗ (V ⊗W )→W ui ⊗ vj ⊗ w 7→
{
w if i = j
0W if i 6= j
This construction is independent of the choice of basis of U ; two different
choices of basis would result in two different constructions for the right dual,
but they would be canonically isomorphic.
3.4.2 A Non-Example
In this section, we will give an example showing that the two conditions 3.5
and 3.6 are a necessary part of the definition of a dual pair. We will be in
the setting of the (strict) monoidal category of tangles. In this category, we
will give an example of an adjunction of the form L? a R? satisfying neither
condition 3.5 nor condition 3.6. Thus, this will not correspond to a dual
pair (L,R).
Choose L and R to be a dual pair in the usual sense. Then define the
unit and counit of the adjunction L? a R? as follows.
θA =
A
R L A
ζA =
L R A

A
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This does give an adjunction L? a R?. The triangle identities 3.7 and
3.8 correspond to the following tangles being identities, which they are.
L A

L A
R A

R A
To see that condition 3.5 is not satisfied, note the following.
θA⊗B =
A B
R L A B
6=
A B
R L A B
= θA ⊗B
To see that condition 3.6 is not satisfied, note the following.
ζA⊗B =
L R A B

A B
6=
L R A B

A B
= ζA ⊗B
3.4.3 Invertibility of α
In this section, we will prove a result concerning the associator α and its
interaction with dual pairs in a skew monoidal category.
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Proposition 3.4.5 (invertibility of α). In a skew monoidal category, if we
have a dual pair L? a R?, then the natural transformation
αR,−,− : (R⊗ (−⊗−))⇒ ((R⊗−)⊗−)
is invertible.
Corollary 3.4.6. Let C be a skew monoidal category. If each object of C
has a left dual, then the associator α is invertible.
Proof. The inverse of αR,A,B is the adjunct under the adjunction L
? a R?
of the following morphism.
L⊗ ((R⊗A)⊗B) αL,R⊗A,B−−−−−−→ (L⊗ (R⊗A))⊗B ζA⊗B−−−−→ A⊗B
Explicitly, the inverse of αR,A,B is defined as follows.
α−1R,A,B : (R⊗A)⊗B
θ(R⊗A)⊗B−−−−−−→ R⊗ (L⊗ ((R⊗A)⊗B))
R⊗αL,R⊗A,B−−−−−−−−→ R⊗ ((L⊗ (R⊗A))⊗B)
R⊗(ζA⊗B)−−−−−−−→ R⊗ (A⊗B)
We use the following notation for a natural transformation obtained by fixing
all but one of the variables on which α−1 depends.
α−1R,−,B =
R? B?
B? R
?
=
R? B?   θ
  ζ
B? R
?
To see that α−1R,A,B is a right inverse of αR,A,B, note the following.
R? B?
R? B?
(1)
=
R? B?   θ
  ζ
R? B?
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(2)
=
R? B?   θ
  ζ
R? B?
(3)
=
R? B?   θ  ζ
R? B?
(4)
=
R? B?
R? B?
Step (1) is the definition of α−1. Step (2) is naturality. Step (3) is condition
3.5. Step (4) is the triangle identity 3.8 for the adjunction L? a R?.
To see that α−1R,A,B is a left inverse of αR,A,B, note the following.
B? R
?
B? R
?
(1)
=
B? R
?
   θ
  ζ
B? R
?
(2)
=
B? R
?
   θ
  ζ
B? R
?
(3)
=
B? R
?
   θ  ζ
B? R
?
(4)
=
B? R
?
B? R
?
Step (1) is the definition of α−1. Step (2) is naturality. Step (3) is condition
3.6. Step (4) is the triangle identity 3.8 for the adjunction L? a R?.
3.5 Closed Skew Monoidal Categories
In §3.4, we gave a definition of a dual pair in a skew monoidal category. In
this section, we will give a definition of a dual pair in a closed skew monoidal
category. We will show that, in a closed skew monoidal category, where both
definitions apply, these definitions agree.
3.5.1 Lemmas
Before mentioning dual pairs in closed skew monoidal categories, we will
prove some lemmas which we will need.
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In any closed skew monoidal category, we can define a morphism
νA,B,C : (A\B)⊗ C → A\(B ⊗ C)
as the adjunct under the adjunction A? a A! of the following morphism.
A⊗ ((A\B)⊗ C) αA,A\B,C−−−−−−→ (A⊗ (A\B))⊗ C ε
A
B⊗C−−−−→ B ⊗ C
Explicitly, the morphism νA,B,C is defined as follows.
νA,B,C : (A\B)⊗ C
ηA
(A\B)⊗C−−−−−−→ A\(A⊗ ((A\B)⊗ C))
A\αA,A\B,C−−−−−−−−→ A\((A⊗ (A\B))⊗ C)
A\(εAB⊗C)−−−−−−→ A\(B ⊗ C)
We use the following notation for a natural transformation obtained by fixing
all but one of the variables on which ν depends.
νA,−,C =
A! C?
C? A
!
=
A! C?   η
  ε
C? A
!
Lemma 3.5.1 (ν-η Lemma). The following diagram commutes.
B ⊗ C
A\(A⊗ (B ⊗ C)) (A\(A⊗B))⊗ C
A\((A⊗B)⊗ C)
ηAB⊗C ηAB ⊗ C
A\αA,B,C νA,A⊗B,C
Proof. Viewing the vertices of this diagram as functors in the variable B
gives the following equivalent condition.
C?   η
A? C? A
!
=
C?   η
A? C? A
!
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We can prove this as follows.
C?   η
A? C? A
!
(1)
=
C?   η    η
  ε
A? C? A
!
(2)
=
C?   η
   η   ε
A? C? A
!
(3)
=
C?   η
A? C? A
!
Step (1) is the definition of ν. Step (2) is naturality. Step (3) is the triangle
identity 2.6 for the adjunction A? a A!.
Lemma 3.5.2 (ν-ε Lemma). The following diagram commutes.
A⊗ ((A\B)⊗ C)
A⊗ (A\(B ⊗ C)) (A⊗ (A\B))⊗ C
B ⊗ C
A⊗ νA,B,C αA,A\B,C
εAB⊗C ε
A
B ⊗ C
Proof. Viewing the vertices of this diagram as functors in the variable B
gives the following equivalent condition.
A! C? A
?
  ε
C?
=
A! C? A
?
  ε
C?
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We can prove this as follows.
A! C? A
?
  ε
C?
(1)
=
A! C? A
?
   η
  ε   ε
C?
(2)
=
A! C? A
?
   η   ε
  ε
C?
(3)
=
A! C? A
?
  ε
C?
Step (1) is the definition of ν. Step (2) is naturality. Step (3) is the triangle
identity 2.6 for the adjunction A? a A!.
Lemma 3.5.3 (α-ν pentagon identity). The following diagram commutes.
((A\B)⊗ C)⊗D
(A\B)⊗ (C ⊗D) (A\(B ⊗ C))⊗D
A\(B ⊗ (C ⊗D)) A\((B ⊗ C)⊗D)
νA,B,C⊗D
αA\B,C,D
A\αB,C,D
νA,B,C ⊗D
νA,B⊗C,D
Proof. Viewing the vertices of this diagram as functors in the variable B
gives the following equivalent condition.
A! (C ⊗D)?

C? D? A
!
=
A! (C ⊗D)?

C? D? A
!
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We can prove this as follows.
A! (C ⊗D)?

C? D? A
!
(1)
=
A! (C ⊗D)?

   η
  ε    η
  ε
C? D? A
!
(2)
=
A! (C ⊗D)?
   η
   η   ε
  ε
C? D? A
!
(3)
=
A! (C ⊗D)?
   η
  ε
C? D? A
!
(4)
=
A! (C ⊗D)?
   η
  ε
C? D? A
!
(5)
=
A! (C ⊗D)?
   η
  ε
C? D? A
!
(6)
=
A! (C ⊗D)?

C? D? A
!
Step (1) is the definition of ν. Step (2) is naturality. Step (3) is the triangle
identity 2.6 for the adjunction A? a A!. Step (4) is condition 2.1. Step (5)
is naturality. Step (6) is the definition of ν.
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Lemma 3.5.4 (ρ-ν triangle identity). The following diagram commutes.
(A\B)⊗ I A\(B ⊗ I)
A\B
νA,B,I
ρA\B A\ρB
Proof. Viewing the vertices of this diagram as functors in the variable B
gives the following equivalent condition.
A! I?
c
A!
=
A! I?c
A!
We can prove this as follows.
A! I?
c
A!
(1)
=
A! I?   η
  ε c
A!
(2)
=
A! I?   η
c  ε
A!
(3)
=
A! I?   ηc  ε
A!
(4)
=
A! I?c   η  ε
A!
(5)
=
A! I?c
A!
Step (1) is the definition of ν. Step (2) is naturality. Step (3) is condition 2.4.
Step (4) is naturality. Step (5) is the triangle identity 2.6 for the adjunction
A? a A!.
3.5.2 Uniqueness of Adjoints
Recall some standard facts about uniqueness of adjoints, which we will make
use of later. Let L and R be two objects in a closed skew monoidal category.
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If we have an adjunction L? a R?, then there is a natural isomorphism
ξ : L! ∼= R? between the two right adjoints of L?. The components of this
isomorphism, and of its inverse, are given as follows.
ξA : L\A
θL\A−−−→ R⊗ (L⊗ (L\A)) R⊗ε
L
A−−−−→ R⊗A (3.11)
ξ−1A : R⊗A
ηLR⊗A−−−→ L\(L⊗ (R⊗A)) L\ζA−−−→ L\A (3.12)
ξ =
L! ξ
R?
=
L!   θ  ε
R?
ξ−1 =
R? ξ¯
L!
=
R?   η  ζ
L!
To see that ξ−1 is a right inverse of ξ, note the following.
R? ξ¯ ξ
R?
(1)
=
R?   η  ζ    θ  ε
R?
(2)
=
R?   θ   η   ε  ζ
R?
(3)
=
R?   θ  ζ
R?
(4)
=
R?
R?
Step (1) is the definitions of ξ−1 and ξ. Step (2) is naturality. Step (3) is
the triangle identity 2.6 for the adjunction L? a L!. Step (4) is the triangle
identity 3.8 for the adjunction L? a R?.
To see that ξ−1 is a left inverse of ξ, note the following.
L! ξ ξ¯
L!
(1)
=
L!   θ  ε    η  ζ
L!
(2)
=
L!   η   θ   ζ  ε
L!
(3)
=
L!   η  ε
L!
(4)
=
L!
L!
Step (1) is the definitions of ξ and ξ−1. Step (2) is naturality. Step (3) is
the triangle identity 3.7 for the adjunction L? a R?. Step (4) is the triangle
identity 2.7 for the adjunction L? a L!.
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Similarly, if we have a natural isomorphism ξ : L! ∼= R?, then there is an
adjunction L? a R?. The unit and counit for this adjunction are given as
follows.
θA : A
ηLA−→ L\(L⊗A) ξL⊗A−−−→ R⊗ (L⊗A) (3.13)
ζA : L⊗ (R⊗A)
L⊗ξ−1A−−−−→ L⊗ (L\A) ε
L
A−→ A (3.14)
θ =
   θ
L? R?
=
   η ξ
L? R?
ζ =
R? L?
  ζ =
R? L? ξ¯  ε
To see that the triangle identity 3.7 holds, note the following.
L?   θ   ζ
L?
(1)
=
L?   η ξ ξ¯  ε
L?
(2)
=
L?   η   ε
L?
(3)
=
L?
L?
Step (1) is the definitions of θ and ζ. Step (2) is ξ−1 being a left inverse of
ξ. Step (3) is the triangle identity 2.6 for the adjunction L? a L!.
To see that the triangle identity 3.8 holds, note the following.
R?   θ  ζ
R?
(1)
=
R?   η ξ ξ¯  ε
R?
(2)
=
R? ξ¯   η  ε ξ
R?
(3)
=
R? ξ¯ ξ
R?
(4)
=
R?
R?
Step (1) is the definitions of θ and ζ. Step (2) is naturality. Step (3) is the
triangle identity 2.7 for the adjunction L? a L!. Step (4) is ξ−1 being a right
inverse of ξ.
It can easily be checked that this gives a one-to-one correspondence be-
tween such adjunctions and such isomorphisms.
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3.5.3 Definition
In a closed skew monoidal category, there is a definition of a dual pair,
equivalent to the definition introduced in §3.4, involving the closed structure.
Proposition 3.5.5. In a closed skew monoidal category, if we have a dual
pair L? a R? and a corresponding natural isomorphism ξ : L! ∼= R?, then the
following diagram commutes.
(L\A)⊗B L\(A⊗B)
(R⊗A)⊗B R⊗ (A⊗B)
νL,A,B
ξA ⊗B ξA⊗B
αR,A,B (3.15)
Proof. Viewing the vertices of diagram 3.15 as functors in the variable A,
and considering Lemma (3.4.5), gives either of the following two equivalent
conditions.
L! B?
 ξ
R? B?
=
L! B?
 ξ
R? B?
B? R
?
 ξ¯
B? L
!
=
B? R
?
 ξ¯
B? L
!
We can prove the first of these as follows.
L! B?
 ξ
R? B?
(1)
=
L! B?   η
  ε    θ  ε
R? B?
(2)
=
L! B?   θ   η   ε
  ε
R? B?
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(3)
=
L! B?   θ
  ε
R? B?
(4)
=
L! B?   θ  ε
R? B?
(5)
=
L! B? ξ
R? B?
Step (1) is the definition of ν and ξ. Step (2) is naturality. Step (3) is the
triangle identity 2.6 for the adjunction L? a L!. Step (4) is condition 3.5.
Step (5) is the definition ξ.
We have shown that a natural isomorphism of this sort exists whenever
we have a dual pair. Now we must show the converse: that every such
natural isomorphism is of this form. Then we can conclude that the two
notions of dual pair are equivalent.
Proposition 3.5.6. In a closed skew monoidal category, if we have a natural
isomorphism ξ : L! ∼= R? satisfying condition 3.15, then the corresponding
adjunction L? a R? forms a dual pair.
Proof. We must check conditions 3.5 and 3.6.
To see that condition 3.5 holds if condition 3.15 holds, note the following.
B?   θ
L? R? B?
(1)
=
B?   η ξ
L? R? B?
(2)
=
B?   η
 ξ
L? R? B?
(3)
=
B?   η
 ξ
L? R? B?
(4)
=
B?   η ξ
L? R? B?
(5)
=
B?   θ
L? R? B?
Step (1) is the definition of θ. Step (2) is naturality. Step (3) is Lemma
3.5.1. Step (4) is condition 3.15. Step (5) is the definition of θ.
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To see that condition 3.6 holds if condition 3.15 holds, note the following.
B? R
? L?
  ζ
B?
(1)
=
B? R
? L?
 ξ¯  ε
B?
(2)
=
B? R
? L?
 ξ¯
  ε
B?
(3)
=
B? R
? L?
 ξ¯
  ε
B?
(4)
=
B? R
? L? ξ¯  ε
B?
(5)
=
B? R
? L?  ζ
B?
Step (1) is the definition of ζ. Step (2) is naturality. Step (3) is Lemma
3.5.2. Step (4) is condition 3.15. Step (5) is the definition of ζ.
We have shown that, in a closed skew monoidal category, an isomor-
phism satisfying condition 3.15 is the same as a dual pair. This justifies the
following definition.
Definition 3.5.7 (dual pair in a closed skew monoidal category). A dual
pair in a closed skew monoidal category consists of:
• a pair of objects L,R ∈ ob C, and
• a natural isomorphism ξ : L! ∼= R?;
such that the diagram 3.15 commutes. We refer to L as the left dual and R
as the right dual.
Recall our running example of finite-dimensional vector spaces.
Example 3.5.8. Choose a field K. The category VectK of K-vector spaces
and K-linear maps is a closed symmetric monoidal category; in particular,
it is a closed skew monoidal category, and the definition introduced in this
chapter applies to it. Let U be a finite-dimensional K-vector space with
basis {ui}i∈I . Then U has a right dual V of the same dimension as U with
basis {vi}i∈I . The natural isomorphism ξ : U ! ∼= V ? is defined as follows.
ξW : U\W ∼= V ⊗W f 7→
∑
i∈I
vi ⊗ f(ui)
This construction is independent of the choice of basis of U ; two different
choices of basis would result in two different constructions for the right dual,
but they would be canonically isomorphic.
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3.5.4 Invertibility of ν
In this section, we will prove a result concerning the natural transformation
ν and its interaction with dual pairs in a closed skew monoidal category.
Proposition 3.5.9 (invertibility of ν). In a closed skew monoidal category,
if we have a dual pair ξ : L! ∼= R?, then the natural transformation
νL,−,− : ((L\−)⊗−)⇒ (L\(−⊗−))
is invertible.
Corollary 3.5.10. Let C be a closed skew monoidal category. If each object
of C has a right dual, then the natural transformation ν is invertible.
Proof. By condition 3.15, the inverse is defined as follows.
ν−1L,A,B : L\(A⊗B)
ξA⊗B−−−→ R⊗ (A⊗B)
αR,A,B−−−−→ (R⊗A)⊗B
ξ−1A ⊗B−−−−→ (L\A)⊗B
3.6 Closed Monoidal Categories
In §3.5, we gave a definition of a dual pair in a closed skew monoidal category.
In this section, we will give a definition of a dual pair in a closed monoidal
category. We will show that, in a closed monoidal category, where both
definitions apply, these definitions agree.
3.6.1 Definition
In a closed monoidal category, there is a definition of a dual pair, equivalent
to the definition introduced in §3.5, involving the closed structure and the
monoidal unit.
Proposition 3.6.1. In a closed monoidal category, if we have a dual pair
ξ : L! ∼= R?, then we have an isomorphism
ξˆ : L\I ξI−→ R⊗ I ρR−→ R,
and ξ is determined by ξˆ, as follows.
ξA : L\A L\λA−−−→ L\(I ⊗A)
ν−1L,I,A−−−−→ (L\I)⊗A ξˆ⊗A−−−→ R⊗A (3.16)
46 CHAPTER 3. DUAL PAIRS
Proof. Consider the following diagram.
L\A L\(I ⊗A) (L\I)⊗A
R⊗A
R⊗ (I ⊗A)
(R⊗ I)⊗A
L\λA ν−1L,I,A
ξA
ξI⊗A
ξI ⊗A
R⊗ λ−1A α
−1
R,I,A
ρR ⊗A
The leftmost square commutes by naturality of ξ. The rightmost square
commutes by condition 3.15. The triangle commutes by condition 2.3.
We have shown that an isomorphism of this sort exists whenever we have
a dual pair. Now we must show the converse: that every such isomorphism
can be extended to a natural isomorphism corresponding to a dual pair.
Then we can conclude that the two notions of dual pair are equivalent. In
order to ensure that ξA, as defined in equation 3.16, is an isomorphism, we
must also require that the natural transformation νL,I,− be invertible. In
fact, in §3.6.2, we will show that it suffices to only assume that the morphism
νL,I,L is invertible.
Proposition 3.6.2. In a closed monoidal category, if we have an isomor-
phism ξˆ : L\I ∼= R and if the natural transformation
νL,I− : ((L\I)⊗−)→ (L\(I ⊗ −))
is invertible, then we have a dual pair ξ : L! ∼= R?, with ξ defined by equation
3.16.
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Proof. To see that condition 3.15 holds, consider the following diagram.
(L\A)⊗B
(L\(I ⊗A))⊗B
((L\I)⊗A)⊗B
(R⊗A)⊗B
L\((I ⊗A)⊗B)
L\(A⊗B)
L\(I ⊗ (A⊗B))
(L\I)⊗ (A⊗B)
R⊗ (A⊗B)
(L\λA)⊗B
ν−1L,I,A ⊗B
(ξˆ ⊗A)⊗B
νL,A,B
νL,I⊗A,B L\α−1I,A,B
αL\I,A,B
αR,A,B
L\(λA ⊗B)
L\λA⊗B
ν−1L,I,A⊗B
ξˆ ⊗ (A⊗B)
The upper square commutes by naturality of ν. The triangle commutes by
condition 2.2. The pentagon commutes by Lemma 3.5.3. The lower square
commutes by naturality of α.
We have shown that, in a closed monoidal category, an isomorphism
ξˆ : L\I ∼= R for an object L for which the natural transformation νL,I,− is
invertible is the same as a dual pair. This justifies the following definition.
Definition 3.6.3 (dual pair in a closed monoidal category). A dual pair in
a closed monoidal category consists of:
• a pair of objects L,R ∈ ob C, and
• a isomorphism ξˆ : L\I ∼= R;
such that the natural transformation νL,I,− is invertible. We refer to L as
the left dual and R as the right dual.
Recall our running example of finite-dimensional vector spaces.
Example 3.6.4. Choose a field K. The category VectK of K-vector spaces
and K-linear maps is a closed symmetric monoidal category; in particular, it
is a closed monoidal category, and the definition introduced in this chapter
applies to it. Let U be a finite-dimensionalK-vector space with basis {ui}i∈I .
Then U has a right dual V of the same dimension as U with basis {vi}i∈I .
The natural isomorphism ξˆ : U\K ∼= V is defined as follows.
ξˆ : U\K ∼= V f 7→
∑
i∈I
f(ui) · vi
48 CHAPTER 3. DUAL PAIRS
This construction is independent of the choice of basis of U ; two different
choices of basis would result in two different constructions for the right dual,
but they would be canonically isomorphic.
3.6.2 Invertibility of ν
We have shown that, in a closed monoidal category, if an object L has a
right dual, then the right dual is always isomorphic to L\I. Thus, we may,
without loss of generality, assume that the right dual is L\I.
Furthermore, we will show that we can weaken the condition that the
natural transformation νL,I,− is invertible to the condition that the mor-
phism νL,I,L is invertible.
Lemma 3.6.5. In a closed monoidal category, if we have an object L for
which the morphism νL,I,L is invertible, then we have a dual pair (in the
sense introduced in §3.3) (L,L\I), with evaluation and coevaluation mor-
phisms defined as follows.
ev : L⊗ (L\I) ε
L
I−→ I
coev : I η
L
I−→ L\(L⊗ I) L\ρL−−−→ L\L L\λL−−−→ L\(I ⊗ L) ν
−1
L,I,L−−−−→ (L\I)⊗ L
Proof. To see that condition 3.1 holds, consider the following diagram.
L⊗ I
L⊗ (L\(L⊗ I))
L⊗ (L\L)
L⊗ (L\(I ⊗ L))
L⊗ ((L\I)⊗ L)
L⊗ I
L
I ⊗ L
(L⊗ (L\I))L
L⊗ ηLI
L⊗ (L\ρL)
L⊗ (L\λL)
L⊗ ν−1L,I,L
αL,L\I,L
εLI ⊗ L
λ−1L
ρ−1L
εLL⊗I
εLL
εLI⊗L
The anticlockwise path around the outside from L to L is the morphism
3.1 we wish to show is an identity. The triangle commutes by the triangle
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identity 2.7 for the adjunction L? a L!. The middle two squares commute
by naturality of ε. The lower square commutes by Lemma 3.5.2.
To see that condition 3.2 holds, consider the following diagram.
L\I
I ⊗ (L\I)
(L\(L⊗ I))⊗ (L\I)
(L\L)⊗ (L\I)
(L\(I ⊗ L))⊗ (L\I)
((L\I)⊗ L)⊗ (L\I)
(L\I)⊗ (L⊗ (L\I))
(L\I)⊗ I
L\I
L\(I ⊗ I)
L\(L⊗ (L\I))
L\(L⊗ (I ⊗ (L\I)))
L\((L⊗ I)⊗ (L\I))
L\(L⊗ (L\I))
L\((I ⊗ L)⊗ (L\I))
L\(I ⊗ (L⊗ (L\I)))
L\(L⊗ (L\I))
λL\I
ηLI ⊗ (L\I)
(L\ρL)⊗ (L\I)
(L\λL)⊗ (L\I)
ν−1L,I,L ⊗ (L\I)
α−1L\I,L,L\I
(L\I)⊗ εLI
ρL\I
L\(L⊗ λL\I)
L\αL,I,L\I
L\(ρL ⊗ (L\I))
L\(λL ⊗ (L\I))
L\α−1I,L,L\I
L\λ−1L⊗(L\I)
ηLL\I
ηLI⊗(L\I)
νL,L⊗I,L\I
νL,L,L\I
νL,I⊗L,L\I
νL,I,L⊗(L\I)
νL,I,I
L\εLI
L\λ−1I
L\(I ⊗ εLI )
The left path is the morphism 3.2 we wish to show is an identity. The
right path is an identity by conditions 2.3 and 2.2. The remaining clockwise
path around the outside is an identity by the triangle identity 2.7 for the
adjunction L? a L!. The six squares commute by, from top to bottom:
naturality of η, Lemma 3.5.1, naturality of ν, naturality of ν, naturality
of ν, and naturality of λ. The pentagon commutes by Lemma 3.5.3. The
triangle commutes by Lemma 3.5.4 and condition 2.5.
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3.7 Conclusion
We have considered definitions of dual pairs in monoidal categories, skew
monoidal categories, closed skew monoidal categories and closed monoidal
categories. Consider the following diagram, where arrows indicate special-
isation; that is, any definition which makes sense in one structure can be
transported along an arrow to a more specific structure, in which it will still
make sense.
Skew
Monoidal
Categories
(§3.4)
Monoidal
Categories
(§3.3)
Closed
Skew
Monoidal
Categories
(§3.5)
Closed
Monoidal
Categories
(§3.6)
In §3.3, we recalled the definition of a dual pair in a monoidal category.
In §3.4, we gave a definition of a dual pair in a skew monoidal category
and showed that, in any monoidal category, it agrees with the definition
given in §3.3. In §3.5, we gave a definition of a dual pair in a closed skew
monoidal category and showed that, in any closed skew monoidal category,
it agrees with the definition given in §3.4. In §3.6, we gave a definition of
a dual pair in a closed monoidal category and showed that, in any closed
monoidal category, it agrees with the definition given in §3.5. It is known in
the literature that, in a closed monoidal category, the two definitions of dual
pair introduced in §3.3 and §3.6 are equivalent, at least in the symmetric
case. See, for example, [13].
Thus, in a closed monoidal category, the most specific of the four struc-
tures we have considered, in which all four definitions apply, we have shown
that all four definitions agree. This can be summarised with the following
theorem.
Theorem 3.7.1. In a closed monoidal category, given a pair of objects L
and R, the following are equivalent.
• A pair of morphisms
ev : L⊗R→ I coev : I → R⊗ L
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satisyfing conditions 3.1 and 3.2.
• An adjunction
L? a R?
satisfying conditions 3.5 and 3.6.
• A natural isomorphism
ξ : L! ∼= R?
satisfying condition 3.15.
• An isomorphism
ξˆ : L\I ∼= R
and an inverse to the morphism
νL,I,L : (L\I)⊗ L→ L\(I ⊗ L).
Furthermore, if the above conditions hold, then the natural transformation
νL,−,− : ((L\−)⊗−)⇒ (L\(−⊗−))
is invertible.
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Chapter 4
Semidirect Products of Skew
Monoidal Categories
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4.1 Introduction
The main ingredient of a group semidirect product is an action of a group G
on another group K; this can be concisely defined as a group homomorphism
from G to the group of group automorphisms on K. It is straightforward to
generalise this to semidirect products of monoids. In this chapter, we will
categorify semidirect products of monoids to semidirect products of skew
monoidal categories.
In §4.2, we will explain how to categorify the notion of actions of monoids
to actions of skew monoidal categories. Instead of a monoid homomorphism
from a monoid to the endomorphism monoid of another monoid, we use a
monoidal functor from a monoidal category to the endofunctor category of
another monoidal category. Some care must be taken in choosing which sorts
of functors between monoidal categories we wish to consider. The majority
of this section is devoted to examining the coherence data and conditions
involved in this definition.
In §4.3, we will explain how to categorify the notion of semidirect prod-
ucts of monoids to semidirect products of skew monoidal categories. The
majority of this section is devoted to proving the coherence conditions in-
volved in this definition.
In §4.4, §4.5, §4.6 and §4.7, we will give sufficient conditions for a semi-
direct product skew monoidal category to be a monoidal category, be a left
closed skew monoidal category, contain a dual pair, and be a right closed
skew monoidal category, respectively.
Several examples in this chapter will involve generalised metric spaces,
as described by Lawvere [19]. Because of this, we will now give a brief
description of the closed symmetric monoidal category of generalised metric
spaces, which we will denote by Met.
Let [0,∞] denote the set of non-negative real numbers and positive in-
finity.
Definition 4.1.1 (generalised metric space). A generalised metric space M
consists of the following.
• A set ob(M).
• A metric function M : ob(M)× ob(M)→ [0,∞].
In addition to this, the metric must satisfy the following conditions.
• For all m ∈ ob(M),
M(m,m) = 0.
• For all m1,m2,m3 ∈ ob(M),
M(m1,m2) +M(m2,m3) ≥M(m1,m3).
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Definition 4.1.2 (morphism of generalised metric spaces). Let M and N
be generalised metric spaces. A morphism f : M → N is a distance-non-
increasing map. Explicitly, this is a function
f : ob(M)→ ob(N)
satisfying the condition that, for all m1,m2 ∈ ob(M),
M(m1,m2) ≥ N(f(m1), f(m2)).
Definition 4.1.3 (tensor product of generalised metric spaces). Let M and
N be generalised metric spaces. The tensor product M ⊗ N is defined as
follows.
• An object of M ⊗N consists of an object of M and an object of N .
ob(M ⊗N) = ob(M)× ob(N)
• The metric is defined as follows.
(M ⊗N)((m1, n1), (m2, n2)) = M(m1,m2) +N(n1, n2)
Definition 4.1.4 (internal hom of generalised metric spaces). Let M and N
be generalised metric spaces. The internal hom M\N is defined as follows.
• An object of M\N is a morphism M → N .
ob(M\N) = Met(M,N)
• The metric is defined as follows.
(M\N)(f, g) = sup
m∈M
N(f(m), g(m))
4.2 Actions
In this section, we will explain how to categorify the notion of actions of
monoids to actions of skew monoidal categories. We will then spend some
time going through, in detail, all of the data making up such an action. We
will assume familiarity with the concepts of strong, lax and oplax monoidal
functors, and monoidal natural transformations.
As is often the case when categorifying, there are some choices to be
made as to the direction certain morphisms should take and whether or not
they should be invertible. We will focus on one such choice, which happens
to be convenient for our definition of semidirect products of skew monoidal
categories, and call it simply a weak action.
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Definition 4.2.1 (weak action). Let X and C be skew monoidal categories.
A ‘weak action’ of X on C is a lax monoidal functor Γ from X to [C, C]oplax,
the strict monoidal category of oplax monoidal endofunctors on C and mon-
oidal natural transformations between them with tensor product given by
functor composition; i.e. (F ⊗G)(C) = F (G(C)).
There is quite a bit of data involved in this definition, so we will spend
some time going through the structure maps involved.
Firstly, we have the action of Γ on objects. For every object X ∈ X , we
have an oplax monoidal endofunctor on C, denoted as follows.
(−)X : C → C
We will denote the structure maps for this oplax monoidal endofunctor as
follows.
ϕXB,C : (B ⊗ C)X → BX ⊗ CX ϕˆX : IX → I
The conditions that these must satisfy are that the following three diagrams
must commute.
(A⊗ (B ⊗ C))X ((A⊗B)⊗ C)X
AX ⊗ (B ⊗ C)X (A⊗B)X ⊗ CX
AX ⊗ (BX ⊗ CX) (AX ⊗BX)⊗ CX
(αA,B,C)
X
ϕXA,B⊗C ϕ
X
A⊗B,C
AX ⊗ ϕXB,C ϕXA,B ⊗ CX
αAX ,BX ,CX
CX
(I ⊗ C)X I ⊗ CX
IX ⊗ CX
λCX(λC)
X
ϕXI,C ϕˆ
X ⊗ CX
CX ⊗ IX
(C ⊗ I)X CX ⊗ I
CX
ϕXC,I CX ⊗ ϕˆX
(ρC)
X ρCX
Secondly, we have the action of Γ on morphisms. For every morphism
f : X → Y in X , we have a monoidal natural transformation (−)f : (−)X →
(−)Y . The conditions that this natural transformation must satisfy in order
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to be a monoidal natural transformation are that the following two diagrams
must commute.
(B ⊗ C)X (B ⊗ C)Y
BX ⊗ CX BY ⊗ CY
(B ⊗ C)f
ϕXB,C ϕ
Y
B,C
Bf ⊗ Cf I
IX IYI
f
ϕˆX ϕˆY
In addition to this, the functor Γ itself is lax monoidal. We will denote
the structure maps for Γ as follows.
ψX,YC : (C
Y )X → CX⊗Y ψˆC : C → CI
The conditions that these must satisfy are that the following three diagrams
must commute. Note that the monoidal category [C, C]oplax, which is the
target of Γ, is strict, so some of the edges in these diagrams are identities.
((CZ)Y )X ((CZ)Y )X
(CY⊗Z)X (CZ)X⊗Y
CX⊗(Y⊗Z) C(X⊗Y )⊗Z
(ψY,ZC )
X ψX,Y
CZ
ψX,Y⊗ZC ψ
X⊗Y,Z
C
CαX,Y,Z
CX
CI⊗XCX
(CX)I
CλX
ψˆCX ψ
I,X
C
(CI)X
CX⊗ICX
CX
(ψˆC)
X ψX,IC
CρX
Finally, the components of the structure maps for Γ are morphisms in
[C, C]oplax, which means that they are monoidal natural transformations.
The structure map
ψX,YC : (C
Y )X → CX⊗Y
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being a monoidal natural transformation corresponds to the following two
diagrams commuting.
((B ⊗ C)Y )X (B ⊗ C)X⊗Y
(BY ⊗ CY )X
(BY )X ⊗ (CY )X BX⊗Y ⊗ CX⊗Y
ψX,YB⊗C
(ϕYB,C)
X
ϕX
BY ,CY
ϕX⊗YB,C
ψX,YB ⊗ ψX,YC
(IY )X IX⊗Y
IX
I
ψX,YI
(ϕˆY )X
ϕˆX
ϕˆX⊗Y
The structure map
ψˆC : C → CI
being a monoidal natural transformation corresponds to the following two
diagrams commuting.
B ⊗ C (B ⊗ C)I
B ⊗ C BI ⊗ CI
ψˆB⊗C
ϕIB,C
ψˆB ⊗ ψˆC
I II
I
ψˆI
ϕˆI
4.3 Skew Monoidal Categories
In this section, we will explain how to categorify the notion of semidirect
products of monoids to semidirect products of skew monoidal categories.
Definition 4.3.1 (semidirect product). Given a weak action of a skew mon-
oidal category X on a skew monoidal category C, we can define a semidirect
product skew monoidal category, C oX . The underlying category of C oX
is C×X , and we will denote an object (C,X) ∈ CoX by 〈C,X〉. The tensor
product is defined as follows.
〈B,X〉 ⊗ 〈C, Y 〉 = 〈B ⊗ CX , X ⊗ Y 〉
The monoidal unit is defined as follows.
I = 〈I, I〉
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In order to define the associator and unitors, it suffices to define their images
under the projection functors piX and piC .
C piC←− C o X piX−−→ X
The associator α is defined as follows. The component
α〈A,X〉,〈B,Y 〉,〈C,Z〉 : 〈A,X〉 ⊗ 〈〈B, Y 〉 ⊗ 〈C,Z〉〉 → 〈〈A,X〉 ⊗ 〈B, Y 〉〉 ⊗ 〈C,Z〉
is the morphism whose images under piX and piC are the following pair of
morphisms, respectively.
X ⊗ (Y ⊗ Z) αX,Y,Z−−−−→ (X ⊗ Y )⊗ Z
A⊗ (B ⊗ CY )X
A⊗ϕX
B,CY−−−−−−→ A⊗ (BX ⊗ (CY )X)
α
A,BX,(CY )X−−−−−−−−−→ (A⊗BX)⊗ (CY )X
(A⊗BX)⊗ψX,YC−−−−−−−−−−→ (A⊗BX)⊗ CX⊗Y
The left unitor λ is defined as follows. The component
λ〈C,X〉 : 〈C,X〉 → I ⊗ 〈C,X〉
is the morphism whose images under piX and piC are the following pair of
morphisms, respectively.
X
λX−−→ I ⊗X
C
λC−−→ I ⊗ C I⊗ψˆC−−−−→ I ⊗ CI
The right unitor ρ is defined as follows. The component
ρ〈C,X〉 : 〈C,X〉 ⊗ I → 〈C,X〉
is the morphism whose images under piX and piC are the following pair of
morphisms, respectively.
X ⊗ I ρX−−→ X
C ⊗ IX C⊗ϕˆ
X
−−−−→ C ⊗ I ρC−−→ C
In order to show that C oX is a skew monoidal category, we must show
that the pentagon identity 2.1, the three triangle identities 2.2, 2.3 and 2.4,
and the unitor identity 2.5 hold. However, in order to show that a diagram
commutes in C oX , it suffices to show that its images under the projection
functors piX and piC commute. And, since the images of the associator and
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unitors under the projection functor piX are just the associator and unitors in
X , which is a skew monoidal category, the images of the pentagon diagram,
the three triangle diagrams and the unitor diagram under the projection
functor piX do commute. Hence, we only need to show that the images of
the pentagon diagram, the three triangle diagrams and the unitor diagram
under the projection functor piC commute.
Lemma 4.3.2. The pentagon identity 2.1 holds.
Proof. We will consider the pentagon identity as it applies to the four objects
〈A,W 〉, 〈B,X〉, 〈C, Y 〉 and 〈D,Z〉. Throughout this proof, we will denote
tensor products by juxtaposition, for notational convenience. In this case,
the five different bracketings which form the vertices of the pentagon are as
follows.
〈A,W 〉(〈B,X〉(〈C, Y 〉〈D,Z〉)) = 〈A(B(CDY )X)W ,W (X(Y Z))〉
〈A,W 〉((〈B,X〉〈C, Y 〉)〈D,Z〉) = 〈A((BCX)DXY )W ,W ((XY )Z)〉
(〈A,W 〉(〈B,X〉〈C, Y 〉))〈D,Z〉 = 〈(A(BCX)W )DW (XY ), (W (XY ))Z〉
((〈A,W 〉〈B,X〉)〈C, Y 〉)〈D,Z〉 = 〈((ABW )CWX)D(WX)Y , ((WX)Y )Z〉
(〈A,W 〉〈B,X〉)(〈C, Y 〉〈D,Z〉) = 〈(ABW )(CDY )WX , (WX)(Y Z)〉
The image under piC of the pentagon diagram is shown in Figure 4.1.
Lemma 4.3.3. The triangle identities 2.2, 2.3 and 2.4 hold.
Proof. In the case of the first triangle identity 2.2, the three different brack-
etings which form the vertices of the triangle are as follows.
(I ⊗ 〈B, Y 〉)⊗ 〈C,Z〉 = 〈(I ⊗BI)⊗ CI⊗Y , (I ⊗ Y )⊗ Z〉
I ⊗ (〈B, Y 〉 ⊗ 〈C,Z〉) = 〈I ⊗ (B ⊗ CY )I , I ⊗ (Y ⊗ Z)〉
〈B, Y 〉 ⊗ 〈C,Z〉 = 〈B ⊗ CY , Y ⊗ Z〉
The image under piC of the first triangle diagram is shown in Figure 4.2.
In the case of the second triangle identity 2.3, the three different brack-
etings which form the vertices of the triangle are as follows.
(〈A,X〉 ⊗ I)⊗ 〈C,Z〉 = 〈(A⊗ IX)⊗ CX⊗I , (X ⊗ I)⊗ Z〉
〈A,X〉 ⊗ (I ⊗ 〈C,Z〉) = 〈A⊗ (I ⊗ CI)X , X ⊗ (I ⊗ Z)〉
〈A,X〉 ⊗ 〈C,Z〉 = 〈A⊗ CX , X ⊗ Z〉
The image under piC of the second triangle diagram is shown in Figure 4.3.
In the case of the third triangle identity 2.4, the three different bracket-
ings which form the vertices of the triangle are as follows.
(〈A,X〉 ⊗ 〈B, Y 〉)⊗ I = 〈(A⊗BX)⊗ IX⊗Y , (X ⊗ Y )⊗ I〉
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〈A,X〉 ⊗ (〈B, Y 〉 ⊗ I) = 〈A⊗ (B ⊗ IY )X , X ⊗ (Y ⊗ I)〉
〈A,X〉 ⊗ 〈B, Y 〉 = 〈A⊗BX , X ⊗ Y 〉
The image under piC of the third triangle diagram is shown in Figure 4.4.
Lemma 4.3.4. The unitor identity 2.5 holds.
Proof. The image under piC of the unitor diagram is the following.
I
I ⊗ I
I ⊗ II
I ⊗ I
I
λI
I ⊗ ψˆI I ⊗ ϕˆI
ρI
We will now give some examples of semidirect product skew monoidal
categories.
Example 4.3.5. Let X = {?}, the monoidal category with one object and
one morphism. Let C be a monoidal category. Then a weak action of X
on C endows the endofunctor (−)? with the structure of an oplax monoidal
monad on C; in fact, all oplax monoidal monads are of this form. Given such
a weak action, the resulting semidirect product C o X is a skew monoidal
structure on C × {?} ∼= C, with tensor product defined as follows.
〈B, ?〉 ⊗ 〈C, ?〉 = 〈B ⊗ C?, ?〉
This is what is referred to by Szlacha´nyi [25] as the skew monoidal category
‘represented’ by the oplax monoidal monad (−)?.
Example 4.3.6. This example involves generalised metric spaces, as de-
scribed by Lawvere [19]. Let X be [0,∞], the category whose objects are
the non-negative real numbers and positive infinity, with a unique morphism
x → y if and only if x ≤ y, with min as the tensor product and ∞ as the
monoidal unit. Let C be Met, the closed symmetric monoidal category of
generalised metric spaces. Then there is a weak action of X on C, given by
truncation, in which the underlying set of Mx is the same as the underlying
set of M , but with a new truncated metric, defined as follows.
Mx(m,m′) = min(x,M(m,m′))
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The structure map ϕ for this action is not invertible; this is a consequence
of the following inequality not being an equality.
min(x,M(m,m′) +N(n, n′)) ≤ min(x,M(m,m′)) + min(x,N(n, n′))
The resulting semidirect product C o X is a skew monoidal structure on
Met× [0,∞], with tensor product defined as follows.
〈M,x〉 ⊗ 〈N, y〉 = 〈M ⊗Nx,min(x, y)〉
The metric on the generalised metric space M ⊗Nx is given as follows.
(M ⊗Nx)((m,n), (m′, n′)) = M(m,m′) + min(x,N(n, n′))
4.4 Monoidal Categories
In this section, we will give a sufficient condition for a semidirect product
skew monoidal category to be a monoidal category.
Definition 4.4.1 (strong action). Let X and C be monoidal categories. A
‘strong action’ of X on C is a weak action of X on C in which all of the
structure maps below are invertible.
ϕXB,C : (B ⊗ C)X → BX ⊗ CX ϕˆX : IX → I
ψX,YC : (C
Y )X → CX⊗Y ψˆC : C → CI
Equivalently, this is the same as a strong monoidal functor Γ from X to
[C, C]strong, the strict monoidal category of strong monoidal endofunctors on
C and monoidal natural transformations between them with tensor product
given by functor composition; i.e. (F ⊗G)(C) = F (G(C)).
Theorem 4.4.2. Let X and C be monoidal categories. Let there be a strong
action of X on C. Then the semidirect product CoX is a monoidal category.
Proof. In order to show that a skew monoidal category is a monoidal cate-
gory, it suffices to show that the coherence data is invertible. Each coherence
morphism in CoX is a pair of morphisms, whose first component is a com-
posite of coherence data in C and the structure maps of the action, and
whose second component is a single coherence morphism in X . Since all of
these are invertible, it follows that the coherence data in CoX is invertible,
and that C o X is a monoidal category.
The semidirect products of monoidal categories introduced here are a
special case of the distributive laws for pseudomonads introduced by Mar-
molejo [22]. A monoidal category can be regarded as a pseudomonad in the
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1-object 3-category obtained as the delooping of the cartesian monoidal 2-
category Cat. A strong action of one monoidal category on another is then
a distributive law between these pseudomonads which is partially trivial in
a particular sense.
In a distributive law of this kind, there is not only an action of X on C,
but also an action of C on X . These combine into a single functor of the
form
X × C → C × X
which must satisfy some coherence conditions generalising those we have
already defined. The semidirect products of monoidal categories introduced
here can be viewed as distributive laws in which the action of C on X is
trivial.
We will now give some examples of semidirect product monoidal cate-
gories.
Example 4.4.3. Let C be a closed cartesian category. Let X = Cop. Then
there is a strong action of X on C using the internal hom, defined as follows.
CX = X\C
The resulting semidirect product C oX is a monoidal structure on C × Cop,
with tensor product defined as follows.
〈B,X〉 ⊗ 〈C, Y 〉 = 〈B × (X\C), X × Y 〉
Example 4.4.4. Let C be a closed cartesian category with finite coproducts.
Let X be C, with binary coproducts as the tensor product and the initial
object as the monoidal unit. Choose an object J in C. Then there is a strong
action of X on C using the internal hom, defined as follows.
CX = (X\J)\C
The resulting semidirect product C o X is a monoidal structure on C × C,
with tensor product defined as follows.
〈B,X〉 ⊗ 〈C, Y 〉 = 〈B × ((X\J)\C), X + Y 〉
Example 4.4.5. Choose a category J , and a monoidal category M. Let
X be [J ,J ], the strict monoidal category of endofunctors of J and natural
transformations between them with tensor product given by functor compo-
sition; i.e. (F ⊗G)(J) = G(F (J)). Let C be [J ,M]; this category inherits a
monoidal structure from that of M. Then there is a strong action of X on
C given by composition, defined as follows.
CX = C ◦X
The resulting semidirect product CoX is a monoidal structure on [J ,M]×
[J ,J ], with tensor product defined as follows.
〈C,G〉 ⊗ 〈B,F 〉 = 〈C ⊗ (B ◦G), F ◦G〉
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Example 4.4.6. As a specific case of the previous example, let J be a group
G, considered as a 1-object groupoid, and let M be Vect, the category
of vector spaces and linear maps. Then X is a category whose objects are
endomorphisms of G and C is Rep(G), the category of linear representations
of G. The resulting semidirect product C o X is a monoidal structure on
Rep(G)× [G,G], with tensor product defined as follows.
〈U, f〉 ⊗ 〈V, g〉 = 〈U ⊗ f?(V ), g ◦ f〉
Example 4.4.7. This example involves generalised metric spaces, as de-
scribed by Lawvere [19]. Let X be the strict closed symmetric monoidal
category {F → T} of truth values, with tensor product given by logical
conjuction and internal hom given by logical implication. Let C be Met,
the symmetric monoidal category of generalised metric spaces. Then there
is a strong action of X on C, in which the underlying set of Mx is the same
as the underlying set of M , but with a new metric, defined as follows.
MT (m,m′) = M(m,m′)
MF (m,m′) =
{
0 if M(m,m′) = 0
∞ if M(m,m′) > 0
The resulting semidirect product C o X is a monoidal structure on Met×
{F → T}, with tensor product defined as follows.
〈M,x〉 ⊗ 〈N, y〉 = 〈M ⊗Nx, x ∧ y〉
The metric on the generalised metric space M ⊗ Nx with underlying set
M ×N is given as follows.
(M ⊗NT )((m,n), (m′, n′)) = M(m,m′) +N(n, n′)
(M ⊗NF )((m,n), (m′, n′)) =
{
M(m,m′) if N(n, n′) = 0
∞ if N(n, n′) > 0
4.5 Left Closed Structures
In this section, we will give a sufficient condition for a semidirect product
skew monoidal category to be left closed.
We might hope for the following to hold. Compare this to Conjecture
4.7.1.
Conjecture 4.5.1. Let X and C be left closed skew monoidal categories.
Let there be a weak action of X on C. Then the semidirect product C oX is
a left closed skew monoidal category.
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However, this conjecture is false, as we will now show. Consider Example
4.4.7; we will show that tensoring on the left by 〈1, F 〉 does not preserve
colimits. Denote by Dt the generalised metric space consisting of two points
separated by a distance t in each direction. There is an obvious morphism
Ds → Dt whenever s ≥ t. Consider the following diagram.
〈D 1
1
, T 〉 → 〈D 1
2
, T 〉 → 〈D 1
3
, T 〉 → 〈D 1
4
, T 〉 → · · ·
Since colimits are calculated pointwise, the colimit of this diagram is the
object 〈D0, T 〉. The image of this diagram under the functor (〈1, F 〉 ⊗−) is
the following diagram.
〈D∞, F 〉 → 〈D∞, F 〉 → 〈D∞, F 〉 → 〈D∞, F 〉 → · · ·
The colimit of this diagram is the object 〈D∞, F 〉. Thus, if tensoring on the
left by 〈1, F 〉 were to preserve colimits, we would expect an isomorphism of
the following form.
〈1, F 〉 ⊗ 〈D0, T 〉 ∼= 〈D∞, F 〉
However, the left hand side of this equation evaluates as follows.
〈1, F 〉 ⊗ 〈D0, T 〉 = 〈D0, F 〉
Thus, no such isomorphism exists, so tensoring on the left by 〈1, F 〉 cannot
preserve colimits, and so C o X cannot be left closed. This provides a
counterexample to Conjecture 4.5.1.
However, the following weaker result does hold.
Theorem 4.5.2. Let X and C be left closed skew monoidal categories. Let
there be a weak action of X on C such that each oplax monoidal endofunctor
(−)X has a right adjoint, denoted (−)X . Then the semidirect product CoX
is a left closed skew monoidal category, with internal hom defined as follows.
〈A,X〉\〈C,Z〉 = 〈(A\C)X , X\Z〉
Proof. We have the following natural isomorphism of hom sets.
(C o X )(〈A,X〉 ⊗ 〈B, Y 〉, 〈C,Z〉) = (C o X )(〈A⊗BX , X ⊗ Y 〉, 〈C,Z〉)
= C(A⊗BX , C)×X (X ⊗ Y,Z)
∼= C(BX , A\C)×X (Y,X\Z)
∼= C(B, (A\C)X)×X (Y,X\Z)
= (C o X )(〈B, Y 〉, 〈(A\C)X , X\Z〉))
= (C o X )(〈B, Y 〉, 〈A,X〉\〈C,Z〉))
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We will now give an example of a left closed semidirect product monoidal
category.
Example 4.5.3. This example involves generalised metric spaces, as de-
scribed by Lawvere [19]. Let X be [0,∞) the category whose objects are the
non-negative real numbers, with a unique morphism x → y if and only if
x ≥ y. This category has a closed symmetric monoidal structure, with tensor
product given by addition and internal hom given by truncated subtraction,
defined as follows.
x⊗ y = x+ y x\y = max(0, y − x)
Let C be Met, the closed symmetric monoidal category of generalised metric
spaces. Then there is a strong action of X on C, given by scaling, in which
the underlying set of Mx is the same as the underlying set of M , but with
a new scaled metric, defined as follows.
Mx(m,m′) = ex ·M(m,m′)
Each functor (−)x has a right adjoint (in fact, an inverse), (−)x, in which
the underlying set of Mx is the same as the underlying set of M , but with
a new scaled metric, defined as follows.
Mx(m,m
′) = e−x ·M(m,m′)
The resulting semidirect product C o X is a left closed monoidal structure
on Met× [0,∞), with tensor product and internal hom defined as follows.
〈M,x〉 ⊗ 〈N, y〉 = 〈M ⊗Nx, x+ y〉
〈M,x〉\〈P, z〉 = 〈(M\P )x,max(0, z − x)〉
The metric on the generalised metric space M ⊗ Nx with underlying set
M ×N is given as follows.
(M ⊗Nx)((m,n), (m′, n′)) = M(m,m′) + ex ·N(n, n′)
The metric on the generalised metric space (M\P )x with underlying set
C(M,P ) is given as follows.
(M\P )x(f, g) = e−x · sup
m∈M
P (f(m), g(m))
4.6 Dual Pairs
In this section, we will give a sufficient condition for the existence of a dual
pair in a semidirect product skew monoidal category, in the sense introduced
in Chapter 3, §3.4.
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Theorem 4.6.1. Let X and C be skew monoidal categories. Let there be a
weak action of X on C. Assume there are dual pairs
(W ⊗−) a (X ⊗−) (A⊗−) a (B ⊗−)
in X and C. Furthermore, assume that there is an adjunction
(−)W a (−)X
whose unit and counit are monoidal natural transformations
θ¯C : C → (CW )X ζ¯C : (CX)W → C
such that the following two diagrams commute.
CY
((CY )W )X CX⊗(W⊗Y )
(CW⊗Y )X
θ¯CY CθY
(ψW,YC )
X ψX,W⊗YC
(4.1)
(CX⊗Y )W
((CY )X)W CW⊗(X⊗Y )
CY
ψW,X⊗YC(ψ
X,Y
C )
W
CζYζ¯CY
(4.2)
Then there is a dual pair
(〈A,W 〉 ⊗ −) a (〈BX , X〉 ⊗ −)
in C o X .
The unit θ is defined as follows. The component
θ〈C,Y 〉 : 〈C, Y 〉 → 〈BX , X〉 ⊗ (〈A,W 〉 ⊗ 〈C, Y 〉)
is the morphism whose images under piX and piC are the following pair of
morphisms, respectively.
θY : Y → X ⊗ (W ⊗ Y )
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C
θ¯C−→ (CW )X
(θ
CW
)X−−−−−→ (B ⊗ (A⊗ CW ))X
ϕX
B,A⊗CW−−−−−−→ BX ⊗ (A⊗ CW )X
The counit ζ is defined as follows. The component
ζ〈C,Y 〉 : 〈A,W 〉 ⊗ (〈BX , X〉 ⊗ 〈C, Y 〉)→ 〈C, Y 〉
is the morphism whose images under piX and piC are the following pair of
morphisms, respectively.
ζY : W ⊗ (X ⊗ Y ) ζ−→ Y
A⊗ (BX ⊗ CX)W
A⊗ϕW
BX,CX−−−−−−−→ A⊗ ((BX)W ⊗ (CX)W )
A⊗(ζ¯B⊗ζ¯C)−−−−−−−→ A⊗ (B ⊗ C)
ζC−→ C
Proof. In order to show that this data constitutes a dual pair, we must
show that diagrams 3.5 and 3.6, from Chapter 3, §3.4, commute. However,
in order to show that a diagram commutes in CoX , it suffices to show that
its images under the projection functors piX and piC commute. And, since
the images of the components of the unit and counit in for the dual pair
(〈A,W 〉 ⊗ −) a (〈BX , X〉 ⊗ −)
in C o X under the projection functor piX are just the components of the
unit and counit for the dual pair
(W ⊗−) a (X ⊗−)
in X , the images of diagrams 3.5 and 3.6 under the projection functor piX
do commute. Hence, we only need to show that the images of the diagrams
3.5 and 3.6 under the projection functor piC commute.
In the following two diagrams, we will denote tensor products by juxta-
position, for notational convenience. The image under piC of diagram 3.5 is
shown in Figure 4.5, and image under piC of diagram 3.6 is shown in Figure
4.6.
In the case where we have a semidirect product of two monoidal cate-
gories, this results in the following simple corollary.
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Corollary 4.6.2. Let X and C be monoidal categories. Let there be a strong
action of X on C. Assume there are dual pairs (W,X) in X and (A,B) in
C. Then there is a dual pair (〈A,W 〉, 〈BX , X〉) in C o X .
Proof. Strong monoidal functors preserve duals; see [9] for details. In partic-
ular, the strong monoidal functor Γ: X → [C, C]strong preserves duals. This
means that Γ sends the dual pair (W,X) in X to an adjunction (−)W a (−)X
in [C, C]strong. The unit and counit for this adjunction are defined as follows.
θ¯C : C
ψˆC−−→ CI Ccoev−−−→ CX⊗W (ψ
−1)X,WC−−−−−−→ (CX)W
ζ¯C : (C
W )X
ψW,XC−−−→ CW⊗X Cev−−→ CI ψˆ
−1
C−−→ C
Since these are morphisms in [C, C]strong, they are monoidal natural trans-
formations.
We must check that the two diagrams 4.1 and 4.2 commute.
To see that diagram 4.1 commutes, consider the following diagram.
CY
(CY )I CI⊗Y
(CY )X⊗W C(X⊗W )⊗Y
((CY )W )X CX⊗(W⊗Y )
(CW⊗Y )X
ψˆCY CλY
ψI,YC
(CY )coev Ccoev⊗Y
ψX⊗W,YC
(ψ−1)X,W
CY C
α−1X,W,Y
(ψW,YC )
X ψX,W⊗YC
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To see that diagram 4.2 commutes, consider the following diagram.
(CX⊗Y )W
((CY )X)W CW⊗(X⊗Y )
(CY )W⊗X C(W⊗X)⊗Y
(CY )I CI⊗Y
CY
(ψX,YC )
W ψW,X⊗YC
ψW,X
CY C
αW,X,Y
ψW⊗X,YC
(CY )ev Cev⊗Y
ψI,YC
ψˆ−1
CY
Cλ
−1
Y
We will now give an example of a dual pair in a semidirect product
monoidal category.
Example 4.6.3. Choose a monoidal category M. Let C be the category
MZ of integer-indexed collections of objects in M; this category inherits a
monoidal structure from that of M. Given an object C ∈ ob C, denote its
constituent objects by Ci ∈ obM for i ∈ Z. Let X be Z, considered as
a category whose objects are the integers, with no non-trivial morphisms,
with addition as the tensor product and 0 as the monoidal unit. Then there
is a strong action of X on C given by shifting, defined as follows.
(Cx)i = Ci+x
The resulting semidirect product CoX is a monoidal structure onMZ×Z,
with tensor product defined as follows.
〈B, x〉 ⊗ 〈C, y〉 = 〈B ⊗ Cx, x+ y〉
The object B ⊗ Cx is defined as follows.
(B ⊗ Cx)i = Bi ⊗ Ci+x
Choose an object w ∈ obX . Then w has a right dual −w. Choose an object
A ∈ ob C such that each object Ai ∈ obM has a right dual Bi ∈ obM.
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Then these objects together form an object B ∈ ob C, which is right dual to
A. Then the object 〈A,w〉 has a right dual 〈B−w,−w〉. The object B−w is
defined as follows.
(B−w)i = Bi−w
4.7 Right Closed Structures
In this section, we will produce some examples of semidirect product mon-
oidal categories which are right closed but not left closed.
Throughout this section, we will use the term ‘right closed skew monoidal
category’ to mean a skew monoidal category C in which tensoring on the right
has a right adjoint. We will denote the internal hom as follows.
(−/−) : C × Cop → C
Note that this is distinct from the internal hom of a left closed skew monoidal
category (−\−); in particular, here the contravariant variable appears on
the right. Using this notation, the hom-tensor adjunction is the following
natural isomorphism of hom sets.
C(A⊗B,C) ∼= C(A,C/B)
Because of the non-invertibility of the associator α, right closed structures
in skew monoidal categories behave very differently to left closed structures.
For this reason, it should not be surprising that this section proceeds differ-
ently to §4.5, in which we consider left closed structures.
We might hope for the following to hold. Compare this to Conjecture
4.5.1.
Conjecture 4.7.1. Let X and C be right closed skew monoidal categories.
Let there be a weak action of X on C. Then the semidirect product C oX is
a right closed skew monoidal category.
However, this conjecture is false, as we will now show. Consider Example
4.4.7; we will show that tensoring on the right by an arbitrary object 〈M,x〉
does not preserve coproducts. Consider the following coproduct diagram.
〈1, F 〉 〈0, T 〉
Since colimits are calculated pointwise, the colimit of this diagram is the
object 〈1, T 〉. The image of this diagram under the functor (−⊗ 〈M,x〉) is
the following diagram.
〈MF , F 〉 〈0, x〉
The colimit of this diagram is the object 〈MF , x〉. Thus, if tensoring on the
right by 〈M,x〉 were to preserve colimits, we would expect an isomorphism
of the following form.
〈1, T 〉 ⊗ 〈M,x〉 ∼= 〈MF , x〉
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However, the left hand side of this equation evaluates as follows.
〈1, T 〉 ⊗ 〈M,x〉 = 〈MT , x〉
Thus, no such isomorphism exists, so tensoring on the right by 〈M,x〉 cannot
preserve colimits, and so C o X cannot be right closed. This provides a
counterexample to Conjecture 4.7.1.
However, we can describe a class of semidirect product skew monoidal
categories which are right closed.
Theorem 4.7.2. Let X be a right closed skew monoidal category. Let C be
a monoidal category with binary coproducts as the tensor product and the
initial object as the monoidal unit. Let there be a weak action of X on C.
Furthermore, assume that X has finite products and that there is another
functor
(−C−) : C × Cop → X
and a natural isomorphism of hom sets of the following form.
C(BX , C) ∼= X (X,C CB)
Then the skew monoidal category C o X is right closed, with internal hom
defined as follows.
〈C,Z〉/〈B, Y 〉 = 〈C, (C CB)× (Z/Y )〉
Proof. We have the following natural isomorphism of hom sets.
(C o X )(〈A,X〉 ⊗ 〈B, Y 〉, 〈C,Z〉) = (C o X )(〈A+BX , X ⊗ Y 〉, 〈C,Z〉)
= C(A+BX , C)×X (X ⊗ Y, Z)
∼= C(A,C)× C(BX , C)×X (X ⊗ Y,Z)
∼= C(A,C)×X (X,C CB)×X (X,Z/Y )
∼= C(A,C)×X (X, (C CB)× (Z/Y ))
= (C o X )(〈A,X〉, 〈C, (C CB)× (Z/Y )〉)
= (C o X )(〈A,X〉, 〈C,Z〉/〈B, Y 〉)
However, the skew monoidal category CoX is not, in general, left closed,
as we will now show. In any left closed skew monoidal category, tensoring
on the left with a fixed object has a right adjoint, and thus preserves the
initial object. So, if C o X were a left closed skew monoidal category, then
we would necessarily have isomorphisms of the following form.
〈C,X〉 ⊗ 0CoX ∼= 0CoX
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Evaluating each side of this equation gives the following.
〈C,X ⊗ 0X 〉 ∼= 〈0C , 0X 〉
So, we would necessarily have isomorphisms of the following forms.
C ∼= 0C X ⊗ 0X ∼= 0X
The second may exist, but the first will not, unless C is trivial.
We will now give some examples of semidirect product monoidal cate-
gories which are right closed but not left closed.
Example 4.7.3. Let X be a right closed monoidal category with finite prod-
ucts and finite coproducts, in which the tensor product preserves coproducts
in both variables. Let C be X , with binary coproducts as the tensor product
and the initial object as the monoidal unit. Then there is a strong action of
X on C using the original tensor product, as follows.
BX = X ⊗B
Let (−C−) be the original internal hom, as follows.
C CB = C/B
The isomorphism of hom sets
C(BX , C) ∼= X (X,C CB)
is then just the usual hom-tensor adjunction.
X (X ⊗B,C) ∼= X (X,C/B)
The resulting semidirect product CoX is a right closed monoidal structure
on X × X , with tensor product and internal hom defined as follows.
〈A,X〉 ⊗ 〈B, Y 〉 = 〈A+ (X ⊗B), X ⊗ Y 〉
〈C,Z〉/〈B, Y 〉 = 〈C, (C/B)× (Z/Y )〉
Example 4.7.4. Let X be Set, the category of sets. Let C be a category
with small coproducts, with binary coproducts as the tensor product and
the initial object as the monoidal unit. Then there is a strong action of X
on C by copowers, as follows.
BX =
∐
x∈X
B
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The notation we have been using so far agrees with the notation usually
used for powers, rather than copowers; this is unfortunate, but hopefully
not too confusing. Let (−C−) be the usual hom-functor, as follows.
C CB = C(B,C)
The isomorphism of hom sets
C(BX , C) ∼= X (X,C CB)
is then just the universal property of the copower.
C(
∐
x∈X
B,C) ∼=
∏
x∈X
C(B,C) ∼= Set(X, C(B,C))
The resulting semidirect product CoX is a right closed monoidal structure
on C × Set, with tensor product and internal hom defined as follows.
〈A,X〉 ⊗ 〈B, Y 〉 = 〈A+ (
∐
x∈X
B), X × Y 〉
〈C,Z〉/〈B, Y 〉 = 〈C, C(B,C)× Set(Y,Z)〉
Example 4.7.5. As a specific case of the previous example, let C be a
complete lattice, considered as a preorder. In this category, the coproduct
of a and b is their join, or least upper bound, denoted a ∨ b. The resulting
semidirect product C o X is a right closed monoidal structure on C × Set,
with tensor product and internal hom defined as follows.
〈a,X〉 ⊗ 〈b, Y 〉 ∼=
{
〈a ∨ b,X × Y 〉 if X is non-empty
〈a, ∅〉 if X is empty
〈c, Z〉/〈b, Y 〉 ∼=
{
〈c,Set(Y, Z)〉 if b ≤ c
〈c, ∅〉 if b > c
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5.1 Introduction
The monoidal adjunctions between closed monoidal categories which we will
be considering in this chapter are a fragment of Grothendieck’s ‘six oper-
ations’ formalism. For an introduction to this, see [5]. In full generality,
Grothendieck’s ‘six operations’ consists of assigning to every suitable ‘space’
a closed symmetric monoidal category and to every suitable morphism of
spaces f a monoidal adjunction f? a f? and an adjunction f! a f ! between
these categories. These four operations, together with the tensor product
and internal hom, constitute the six operations.
There is a large amount of data involved in such a situation: associators
and unitors for the monoidal structures, units and counits for the closed
structures, units and counits for each of the adjunctions f? a f? and f! a f !,
structure maps for each of the strong monoidal functors f?, and additional
pseudofunctoriality data for the four assignments f 7→ f?, f 7→ f?, f 7→ f!
and f 7→ f !. There are many diagrams which can be constructed from such
data, and various authors have expressed the desire for a coherence theorem
for at least part of this structure (for example, [5] §1 or [7] §6).
The fragment of this which we will consider consists of the monoidal
adjunctions f? a f? between closed monoidal categories. Thus we will not be
considering the symmetry of the tensor product or the adjunctions f! a f !.
The general method we use is based on Kelly and Mac Lane’s coherence
theorem for closed symmetric monoidal categories [12].
In §5.2, we will state the coherence theorem. This will involve con-
structing a category, denoted GrG, whose objects are diagrams of monoidal
adjunctions between closed monoidal categories, and describing a notion of
freely generated objects in this category, which we will denote ShpG. Such
freely generated diagrams of monoidal adjunctions between closed monoidal
categories will involve certain closed monoidal categories whose objects we
call shapes and whose morphisms we call allowable morphisms, which we
will denote ShpG(C). It is these allowable morphisms which the coherence
theorem will apply to.
In §5.3, we will prove a preliminary coherence theorem involving a certain
class of invertible allowable morphisms, which we call central isomorphisms.
In §5.4, we will describe an alternate characterisation of the allowable
morphisms, via a number of constructions which will turn out to be more
convenient to work with than our original definition.
In §5.5, we will define an object of GrG, which we will denote ZRel, as
well as a morphism of GrG of the following form
Ω: ShpG → ZRel
In §5.6, we will prove the main result of this chapter: that the functors
ΩC : ShpG(C)→ ZRel(C)
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which make up the morphism Ω are all faithful.
In §5.7, we will provide some example applications of the coherence the-
orem.
5.2 Shapes and Allowable Morphisms
In this section, we will define the machinery necessary to formally state the
coherence theorem. We are going to prove a coherence theorem for arbitrary
diagrams of monoidal adjunctions between closed monoidal categories. First,
we will define a category whose objects are such diagrams. Then, we will
describe the free objects of this category; these are the objects which the
coherence theorem will apply to. Finally, we will describe the coherence
theorem which is the main result of this section.
Choose a directed graph, G, which will determine the shape of the dia-
grams we will prove the coherence theorem for. We will describe a category,
which we call the category of ‘Grothendieck contexts’, denoted GrG, pa-
rameterised by G. Informally, an object of GrG is a G-shaped diagram of
small closed monoidal categories and monoidal adjunctions, and a morphism
of GrG is like a natural transformation whose components are strict closed
monoidal functors.
Definition 5.2.1 (CMCma). We will use the notation CMCma to refer
to a 2-category whose objects are closed monoidal categories and whose
morphisms are monoidal adjunctions, defined as follows.
• A 0-cell C of CMCma is a small closed monoidal category.
• A 1-cell Φ: C → D of CMCma is a monoidal adjunction of the following
form.
D a C
Φ?
Φ?
• A 2-cell γ : Φ → Ψ of CMCma is a monoidal natural transformation
Φ? ⇒ Ψ?.
Definition 5.2.2 (GrG). An object X of GrG is a pseudofunctor from the
free category generated by the graph G to CMCma. Explicitly, this consists
of the following.
• For each vertex C of G, a small closed monoidal category, X(C).
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• For each path Γ: C → D in G, a monoidal adjunction of the following
form.
X(D) a X(C)
Γ?
Γ?
• For each pair of paths Γ: C → D and ∆: D → E in G, an invertible
monoidal natural transformation κΓ,∆ : Γ?∆? ⇒ (∆Γ)?.
• For each vertex C of G, an invertible monoidal natural transformation
κˆC : idX(C) ⇒ (idC)?, where idX(C) is the identity functor on X(C), and
idC is the empty path in G starting and ending at C.
This is subject to the commutativity of the following diagrams.
Γ?∆?Λ? Γ?∆?Λ?
(∆Γ)?Λ? Γ?(Λ∆)?
(Λ∆Γ)? (Λ∆Γ)?
κΓ,∆Λ? Γ?κ∆,Λ
κ∆Γ,Λ κΓ,Λ∆
(5.1)
Γ?
id Γ? (Γ id)
?
id?Γ?
κˆCΓ? κid,Γ
(5.2)
Γ?id?
Γ? id (id Γ)
?
Γ?
Γ?κˆD κΓ,id
(5.3)
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A morphism Ω: X → Y of GrG consists of, for each vertex C of G, a
functor ΩC : X(C) → Y (C) which strictly preserves everything. Explicitly,
the following equalities must hold.
• For each vertex C of G,
ΩC(I) = I.
• For each vertex C of G, for each pair of objects A and B of X(C),
ΩC(A⊗B) = ΩC(A)⊗ ΩC(B).
• For each vertex C of G, for each pair of objects A and B of X(C),
ΩC(A\B) = ΩC(A)\ΩC(B).
• For each path Γ: C → D in G, for each object A of X(D),
ΩCΓ?(A) = Γ?ΩD(A).
• For each path Γ: C → D in G, for each object A of X(C),
ΩDΓ?(A) = Γ?ΩC(A).
• For each vertex C of G, for each triple of objects A, B and C of X(C),
ΩC(αA,B,C) = αΩC(A),ΩC(B),ΩC(C) .
• For each vertex C of G, for each object A of X(C),
ΩC(λA) = λΩC(A).
• For each vertex C of G, for each object A of X(C),
ΩC(ρA) = ρΩC(A).
• For each vertex C of G, for each pair of objects A and B of X(C),
ΩC(ηAB) = η
ΩC(A)
ΩC(B)
.
• For each vertex C of G, for each pair of objects A and B of X(C),
ΩC(εAB) = ε
ΩC(A)
ΩC(B)
.
• For each vertex C of G, for each pair of morphisms f and g of X(C),
ΩC(f ⊗ g) = ΩC(f)⊗ ΩC(g).
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• For each vertex C of G, for each pair of morphisms f and g of X(C),
ΩC(f\g) = ΩC(f)\ΩC(g).
• For each path Γ: C → D in G, for each pair of objects A and B of
X(D),
ΩC(ϕΓA,B) = ϕ
Γ
ΩD(A),ΩD(B).
• For each path Γ: C → D in G,
ΩC(ϕˆΓ) = ϕˆΓ.
• For each path Γ: C → D in G, for each object D of X(D),
ΩD(θΓD) = θ
Γ
ΩD(D).
• For each path Γ: C → D in G, for each object C of X(C),
ΩC(ζΓC) = ζ
Γ
ΩC(C).
• For each pair of paths Γ: C → D and ∆: D → E in G, for each object
E of X(E),
ΩC(κ
Γ,∆
E ) = κ
Γ,∆
ΩE(E)
.
• For each vertex C of G, for each object A of X(C),
ΩC(κˆCA) = κˆ
C
ΩC(A).
• For each path Γ: C → D in G, for each morphism f of X(D),
ΩCΓ?(f) = Γ?ΩD(f).
• For each path Γ: C → D in G, for each morphism f of X(C),
ΩDΓ?(f) = Γ?ΩC(f).
Example 5.2.3. Let G be the graph {C}, then a Grothendieck context
X ∈ obGrG consists of a small closed monoidal category X(C).
Example 5.2.4. Let G be the graph {C Φ−→ D}, then a Grothendieck context
X ∈ obGrG consists of small closed monoidal categories X(C) and X(D)
and a monoidal adjunction of the following form.
X(D) a X(C)
Φ?
Φ?
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Example 5.2.5. Let G be the graph {C Φ−→ D Ψ−→ E}, then a Grothendieck
context X ∈ obGrG consists of small closed monoidal categories X(C),
X(D) and X(E) and monoidal adjunctions of the following form.
X(E) a X(D) a X(C)
Ψ?
Ψ?
Φ?
Φ?
Example 5.2.6. Let G be the disconnected graph {C Φ−→ D E Ψ−→ F},
then a Grothendieck context X ∈ obGrG consists of small closed monoidal
categories X(C), X(D), X(E) and X(F) and monoidal adjunctions of the
following form.
X(F) a X(E) X(D) a X(C)
Ψ?
Ψ?
Φ?
Φ?
Next, we will describe a forgetful functor out of GrG and then construct
a free functor which is left adjoint to this forgetful functor. This will give us
a notion of freely generated Grothendieck contexts in GrG, which are the
objects the coherence theorem will apply to.
Denote by G0 the set of vertices of the graph G. Consider the category
Set|G0|. An object G of Set|G0| is a collection of sets indexed by the vertices
of G; denote the set corresponding to the vertex C by G(C).
There is a forgetful functor U : GrG → Set|G0|. Given a Grothendieck
context X ∈ obGrG, the image under U of X, denoted UX , is the G0-
indexed collection of sets of the form ob(X(C)).
UX(C) = ob(X(C))
Now we will define a left adjoint to the functor U , which we will de-
note Shp : Set|G0| → GrG. Given a G0-indexed collection of sets G ∈
obSet|G0|, the image under Shp of G, denoted ShpG, is the freely gener-
ated Grothendieck context in GrG defined as follows.
For each vertex C of G, the objects of the closed monoidal category
ShpG(C) we call C-shapes.
Definition 5.2.7 (shapes). The shapes are defined by the following rules.
type (I) For each vertex C of G, there is a C-shape
I.
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type (G) For each vertex C of G, for each element X of G(C), there is a
C-shape
X.
type (⊗) For each vertex C of G, for each pair of C-shapes A and B, there
is a C-shape
A⊗B.
type (\) For each vertex C of G, for each pair of C-shapes A and B, there
is a C-shape
A\B.
type ((−)?) For each path Γ: C → D in G, for each D-shape A, there is a
C-shape
Γ?(A).
type ((−)?) For each path Γ: C → D in G, for each C-shape A, there is a
D-shape
Γ?(A).
For each vertex C of G, the morphisms of the closed monoidal category
ShpG(C) we call allowable C-morphisms.
Definition 5.2.8 (allowable morphisms). The allowable morphisms are de-
fined by the following rules.
type (id) For each vertex C of G, for each C-shape A, there is an allowable
C-morphism
idA : A→ A.
type (α) For each vertex C of G, for each triple of C-shapes A, B and C,
there is an invertible allowable C-morphism
αA,B,C : A⊗ (B ⊗ C)→ (A⊗B)⊗ C.
type (λ) For each vertex C of G, for each C-shape A, there is an invertible
allowable C-morphism
λA : A→ I ⊗A.
type (ρ) For each vertex C of G, for each C-shape A, there is an invertible
allowable C-morphism
ρA : A⊗ I → A.
type (η) For each vertex C of G, for each pair of C-shapes A and B, there
is an allowable C-morphism
ηAB : B → A\(A⊗B).
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type (ε) For each vertex C of G, for each pair of C-shapes A and B, there
is an allowable C-morphism
εAB : A⊗ (A\B)→ B.
type (⊗) For each vertex C of G, for each pair of allowable C-morphisms
f : A→ B and g : C → D, there is an allowable C-morphism
f ⊗ g : A⊗ C → B ⊗D.
type (\) For each vertex C of G, for each pair of allowable C-morphisms
f : A→ B and g : C → D, there is an allowable C-morphism
f\g : B\C → A\D.
type (ϕ) For each path Γ: C → D in G, for each pair of D-shapes A and
B, there is an invertible allowable C-morphism
ϕΓA,B : Γ
?(A⊗B)→ Γ?(A)⊗ Γ?(B).
type (ϕˆ) For each path Γ: C → D in G, there is an invertible allowable
C-morphism
ϕˆΓ : Γ?(I)→ I.
type (θ) For each path Γ: C → D in G, for each D-shape A, there is an
allowable D-morphism
θΓA : A→ Γ?Γ?(A).
type (ζ) For each path Γ: C → D in G, for each C-shape A, there is an
allowable C-morphism
ζΓA : Γ
?Γ?(A)→ A.
type (κ) For each pair of paths Γ: C → D and ∆: D → E in G, for each
E-shape A, there is an invertible allowable C-morphism
κΓ,∆A : Γ
?∆?(A)→ (∆Γ)?(A).
type (κˆ) For each vertex C of G, for each C-shape A, there is an invertible
allowable C-morphism
κˆCA : A→ (idC)?(A).
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type ((−)?) For each path Γ: C → D in G, for each allowable D-morphism
f : A→ B, there is an allowable C-morphism
Γ?(f) : Γ?(A)→ Γ?(B).
type ((−)?) For each path Γ: C → D in G, for each allowable C-morphism
f : A→ B, there is an allowable D-morphism
Γ?(f) : Γ?(A)→ Γ?(B).
type (◦) For each vertex C of G, for each pair of allowable C-morphisms
f : A→ B and g : B → C, there is an allowable C-morphism
g ◦ f : A→ C.
Definition 5.2.9 (ShpG(C)). For each vertex C of G, the closed monoidal
category ShpG(C) is the category whose objects are C-shapes and whose
morphisms are allowable C-morphisms, quotiented out by all of the necessary
relations:
• associativity and unitality of composition;
• functoriality of (−⊗−), (−\−), Γ? and Γ?;
• (extra)naturality of α, λ, ρ, η, ε, ϕΓ, θΓ, ζΓ, κΓ,∆ and κˆC ;
• invertibility of α, λ, ρ, ϕΓ, ϕˆΓ, κΓ,∆ and κˆC ;
• the identities 2.1, 2.2, 2.3, 2.4 and 2.5 for each ShpG(C) being a mon-
oidal category;
• the identities 2.6 and 2.7 for each ShpG(C) being a closed monoidal
category;
• the identities 2.8, 2.9 and 2.10 for each Γ? being a strong monoidal
functor;
• the identities 2.11 and 2.12 for each κΓ,∆ and κˆC being monoidal nat-
ural transformations;
• the triangle identities 2.13 and 2.14 for the adjunctions Γ? a Γ?;
• and the identities 5.1, 5.2 and 5.3 for ShpG being a pseudofunctor.
Definition 5.2.10 (ShpG(Φ)). For each edge Φ: C → D of G, the monoidal
adjunction ShpG(Φ) is defined in the obvious way:
5.3. CENTRAL ISOMORPHISMS 91
• The left adjoint, Φ? : ShpG(D) → ShpG(C), takes each D-shape A to
the C-shape Φ?(A) and each allowable D-morphism f : A → B to the
allowable C-morphism Φ?(f) : Φ?(A)→ Φ?(B).
• The right adjoint, Φ? : ShpG(C)→ ShpG(D), takes each C-shape A to
the D-shape Φ?(A) and each allowable C-morphism f : A → B to the
allowable D-morphism Φ?(f) : Φ?(A)→ Φ?(B).
• The unit, θΦ : idShpG(D) ⇒ Φ?Φ?, has components of the form θΦA.
• The counit, ζΦ : Φ?Φ? ⇒ idShpG(C), has components of the form ζΦA .
It should be clear that this defines a left adjoint to the functor U , and
thus that there is a natural isomorphism of hom-sets of the following form.
GrG(ShpG, X) ∼= Set|G0|(G,UX)
We should think of an object of Set|G0| as providing a set of generating
objects for each vertex of G and the functor Shp as freely generating a
Grothendieck context in GrG from this generating data. Such freely gener-
ated Grothendieck contexts in GrG are the particular G-shaped diagrams of
closed monoidal categories and monoidal adjunctions which the coherence
theorem will apply to.
Explicitly, given a vertex C of G, and a pair of parallel morphisms s and
t in the closed monoidal category ShpG(C), we wish to find a simple method
of determining whether s = t. We will do this by constructing another
object of GrG, which we will denote ZRel, and a morphism in GrG of the
following form.
Ω: ShpG → ZRel
Such a morphism will have components which are functors between closed
monoidal categories of the following form.
ΩC : ShpG(C)→ ZRel(C)
The object ZRel will have been chosen in such a way that it is easy to
determine whether ΩC(s) = ΩC(t). Thus, if the functor ΩC is faithful, we
will have a simple method of determining whether s = t. The coherence
theorem itself is precisely the statement that, for each vertex C of G, the
functor ΩC is faithful.
5.3 Central Isomorphisms
In this section, we will prove a preliminary coherence theorem, which we will
use extensively in the remaineder of this section. First, we will define a class
of invertible allowable morphisms called the central isomorphisms. Then,
we will prove a coherence theorem for the central isomorphisms. Finally, we
will prove some technical lemmas involving the central isomorphisms.
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5.3.1 Definitions
We will define the central isomorphisms themselves in several stages.
Definition 5.3.1 (primitive central isomorphisms). The primitive central
isomorphisms are defined by the following rules.
(α) For each vertex C of G, for each triple of C-shapes A, B and C,
αA,B,C : A⊗ (B ⊗ C)→ (A⊗B)⊗ C
is a primitive central C-isomorphism.
(λ) For each vertex C of G, for each C-shape A,
λ−1A : I ⊗A→ A
is a primitive central C-isomorphism.
(ρ) For each vertex C of G, for each C-shape A,
ρA : A⊗ I → A
is a primitive central C-isomorphism.
(λ¯) For each vertex C of G, for each C-shape A,
λ¯A : I\A
λI\A−−−→ I ⊗ (I\A) ε
I
A−→ A
is a primitive central C-isomorphism.
(⊗L) For each vertex C of G, for each C-shape C and each primitive central
C-isomorphism s : A→ B,
s⊗ C : A⊗ C → B ⊗ C
is a primitive central C-isomorphism.
(⊗R) For each vertex C of G, for each C-shape C and each primitive central
C-isomorphism s : A→ B,
C ⊗ s : C ⊗A→ C ⊗B
is a primitive central C-isomorphism.
(\R) For each vertex C of G, for each C-shape C and each primitive central
C-isomorphism s : A→ B,
C\s : C\A→ C\B
is a primitive central C-isomorphism.
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(\L) For each vertex C of G, for each C-shape C and each primitive central
C-isomorphism s : A→ B,
s−1\C : A\C → B\C
is a primitive central C-isomorphism.
(ϕ) For each path Γ: C → D in G, for each pair of D-shapes A and B,
ϕΓA,B : Γ
?(A⊗B)→ Γ?(A)⊗ Γ?(B)
is a primitive central C-isomorphism.
(ϕˆ) For each path Γ: C → D in G,
ϕˆΓ : Γ?(I)→ I
is a primitive central C-isomorphism.
((−)?) For each path Γ: C → D in G, for each primitive central D-isomor-
phism s : A→ B,
Γ?(s) : Γ?(A)→ Γ?(B)
is a primitive central C-isomorphism.
(κ) For each pair of paths Γ: C → D and ∆: D → E in G, for each E-shape
A,
κΓ,∆A : Γ
?∆?(A)→ (∆Γ)?(A)
is a primitive central C-isomorphism.
(κˆ) For each vertex C of G, for each C-shape A,
(κˆCA)
−1 : (idC)?(A)→ A
is a primitive central C-isomorphism.
(κ¯) For each vertex C of G, for each C-shape A,
κ¯CA : (idC)?(A)
κˆC
(idC)?(A)−−−−−−→ (idC)?(idC)?(A)
ζ
idC
A−−→ A
is a primitive central C-isomorphism.
Definition 5.3.2 (reduced shape). A reduced shape is a shape which is not
the source of any primitive central isomorphism.
Definition 5.3.3 (partial central isomorphisms). A partial central isomor-
phism is a composite of primitive central isomorphisms.
Definition 5.3.4 (central isomorphisms). A central isomorphism is a com-
posite of primitive central isomorphisms and their inverses.
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5.3.2 Coherence
Now, we will prove a coherence theorem for the central isomorphisms. The
method used is based on Mac Lane’s original coherence theorem for monoidal
categories [18].
We will prove the coherence theorem for the central isomorphisms by
induction on a quantity which we call the rank of a shape.
Definition 5.3.5 (rank of a shape). The rank of a shape A, denoted ‖A‖,
is a positive integer, defined as follows.
• For a shape of type (I),
‖I‖ = 1.
• For a shape of type (G),
‖X‖ = 1.
• For a shape of type (⊗),
‖A⊗B‖ = ‖A‖+ 1 + 2 · ‖B‖.
• For a shape of type (\),
‖A\B‖ = 2 · ‖A‖+ 1 + ‖B‖.
• For a shape of type ((−)?),
‖Γ?(A)‖ = 2 · ‖A‖.
• For a shape of type ((−)?),
‖Γ?(A)‖ = 2 · ‖A‖.
The definition of rank has been chosen in such a way that the following
lemma holds.
Lemma 5.3.6. Given a primitive central isomorphism s : P → Q, it follows
that
‖P‖ > ‖Q‖.
Corollary 5.3.7. Given a shape A, it follows that there exists a reduced
shape A? such that there exists a partial central isomorphism s : A→ A?.
Proof. We will prove this by induction on the type of the primitive central
isomorphism s.
5.3. CENTRAL ISOMORPHISMS 95
• Consider the case where s is of type (α).
αA,B,C : A⊗ (B ⊗ C)→ (A⊗B)⊗ C
Note the following.
‖A⊗ (B ⊗ C)‖ = ‖A‖+ 1 + 2 · ‖B ⊗ C‖
= ‖A‖+ 1 + 2 · ‖B‖+ 2 + 4 · ‖C‖
> ‖A‖+ 1 + 2 · ‖B‖+ 1 + 2 · ‖C‖
= ‖A⊗B‖+ 1 + 2 · ‖C‖
= ‖(A⊗B)⊗ C‖
• Consider the case where s is of type (λ).
λ−1A : I ⊗A→ A
Note the following.
‖I ⊗A‖ = ‖I‖+ 1 + 2 · ‖A‖ = 1 + 2 · ‖A‖ > ‖A‖
• Consider the case where s is of type (ρ).
ρA : A⊗ I → A
Note the following.
‖A⊗ I‖ = ‖A‖+ 1 + 2 · ‖I‖ = ‖A‖+ 1 + 2 · 1 > ‖A‖
• Consider the case where s is of type (λ¯).
λ¯A : I\A→ A
Note the following.
‖I\A‖ = 2 · ‖I‖+ 1 + ‖A‖ = 2 · 1 + 1 + ‖A‖ > ‖A‖
• Consider the case where s is of type (⊗L).
s′ ⊗ C : A⊗ C → B ⊗ C
Note the following.
‖A⊗ C‖ = ‖A‖+ 1 + 2 · ‖C‖ > ‖B‖+ 1 + 2 · ‖C‖ = ‖B ⊗ C‖
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• Consider the case where s is of type (⊗R).
C ⊗ s′ : C ⊗A→ C ⊗B
Note the following.
‖C ⊗A‖ = ‖C‖+ 1 + 2 · ‖A‖ > ‖C‖+ 1 + 2 · ‖B‖ = ‖C ⊗B‖
• Consider the case where s is of type (\R).
C\s′ : C\A→ C\B
Note the following.
‖C\A‖ = 2 · ‖C‖+ 1 + ‖A‖ > 2 · ‖C‖+ 1 + ‖B‖ = ‖C\B‖
• Consider the case where s is of type (\L).
s′−1\C : A\C → B\C
Note the following.
‖A\C‖ = 2 · ‖A‖+ 1 + ‖C‖ > 2 · ‖B‖+ 1 + ‖C‖ = ‖B\C‖
• Consider the case where s is of type (ϕ).
ϕΓA,B : Γ
?(A⊗B)→ Γ?(A)⊗ Γ?(B)
Note the following.
‖Γ?(A⊗B)‖ = 2 · ‖A⊗B‖
= 2 · ‖A‖+ 2 + 4 · ‖B‖
> 2 · ‖A‖+ 1 + 4 · ‖B‖
= ‖Γ?(A)‖+ 1 + 2 · ‖Γ?(B)‖
= ‖Γ?(A)⊗ Γ?(B)‖
• Consider the case where s is of type (ϕˆ).
ϕˆΓ : Γ?(I)→ I
Note the following.
‖Γ?(I)‖ = 2 · ‖I‖ > ‖I‖
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• Consider the case where s is of type ((−)?).
Γ?(s′) : Γ?(A)→ Γ?(B)
Note the following.
‖Γ?(A)‖ = 2 · ‖A‖ > 2 · ‖B‖ = ‖Γ?(B)‖
• Consider the case where s is of type (κ).
κΓ,∆A : Γ
?∆?(A)→ (∆Γ)?(A)
Note the following.
‖Γ?∆?(A)‖ = 2 · ‖∆?(A)‖ = 4 · ‖A‖ > 2 · ‖A‖ = ‖(∆Γ)?(A)‖
• Consider the case where s is of type (κˆ).
(κˆCA)
−1 : id?(A)→ A
Note the following.
‖id?(A)‖ = 2 · ‖A‖ > ‖A‖
• Consider the case where s is of type (κ¯).
κ¯A : id?(A)→ A
Note the following.
‖id?(A)‖ = 2 · ‖A‖ > ‖A‖
The first, and largest, step in proving the coherence theorem for the
central isomorphisms is to prove that every shape is isomorphic to a unique
reduced shape via a unique partial central isomorphism.
Lemma 5.3.8. For any pair of partial central isomorphisms
s : A→ B? and t : A→ C?,
where B? and C? are reduced shapes, it follows that B? = C? and s = t.
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Proof. We will prove this lemma by induction on the rank of A, as follows.
If A is a reduced shape, then B? = A and s = idA and C? = A and t = idA,
so the result follows. Otherwise, s and t are of the following forms, where s0
and t0 are primitive central isomorphisms and s1 and t1 are partial central
isomorphisms.
s : A
s0−→ B s1−→ B? and t : A t0−→ C t1−→ C?
Our general strategy will be to find a commutative diagram of the following
form, where s2 and t2 are partial central isomorphisms.
A
B C
D
s0 t0
s2 t2
By Corollary 5.3.7, we know that there is a reduced shape D?, and a partial
central isomorphism u : D → D?. By induction, we can conclude that B? =
D? and s1 = u ◦ s2, since ‖A‖ > ‖B‖. Similarly, we can conclude that
C? = D? and t1 = u ◦ t2, since ‖A‖ > ‖C‖. Then we can conclude with the
following equalities.
s = s1 ◦ s0 = u ◦ s2 ◦ s0 = u ◦ t2 ◦ t0 = t1 ◦ t0 = t
The remainder of the proof will be spent analysing the forms of s0 and t0
and, in each possible case, constructing such a commutative diagram.
Consider the type of the shape A. There is no primitive central isomor-
phism whose source is a shape of type (G) or (I), so A must be of type (⊗),
(\), ((−)?) or ((−)?).
Consider the case where A is of type (⊗). In this case, each of s0 and
t0 must be of type (α), (λ), (ρ), (⊗L) or (⊗R). The table below lists all
of the possibilities. We number each possible case, then consider each case
separately. Note that the table is symmetric about its diagonal. The cases
marked with a ‘(!)’ are impossible, due to incompatible source shapes. The
cases marked with a ‘(?)’ we consider in more detail after the other cases
have been analysed.
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α λ ρ ⊗L ⊗R
α 1 2 (!) 4 (?)
λ 2 1 3 (!) 5
ρ (!) 3 1 6 (!)
⊗L 4 (!) 6 7 9
⊗R (?) 5 (!) 9 8
1. If s0 and t0 are both of type (α), both of type (λ), or both of type
(ρ), then they are equal. We can then form the following commutative
diagram.
A
D D
D
s0 t0
2. Consider the case where s0 is of type (α) and t0 is of type (λ).
s0 : A = I ⊗ (A1 ⊗A2)
αI,A1,A2−−−−−→ (I ⊗A1)⊗A2 = B
t0 : A = I ⊗ (A1 ⊗A2)
λ−1A1⊗A2−−−−−→ A1 ⊗A2
We can then form the following diagram, which commutes by 2.2.
I ⊗ (A1 ⊗A2)
(I ⊗A1)⊗A2 A1 ⊗A2
A1 ⊗A2
αI,A1,A2 λ
−1
A1⊗A2
λ−1A1 ⊗A2
3. Consider the case where s0 is of type (λ) and t0 is of type (ρ).
s0 : A = I ⊗ I
λ−1I−−→ I = B
t0 : A = I ⊗ I ρI−→ I = C
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We can then form the following diagram, which commutes by 2.5.
I ⊗ I
I I
I
λ−1I ρI
4. Consider the case where s0 is of type (α) and t0 is of type (⊗L).
s0 : A = T ⊗ (A1 ⊗A2)
αT,A1,A2−−−−−−→ (T ⊗A1)⊗A2 = B
t0 : A = T ⊗ (A1 ⊗A2) t
′
0⊗(A1⊗A2)−−−−−−−−→ T ′ ⊗ (A1 ⊗A2) = C
We can then form the following diagram, which commutes by natural-
ity of α.
T ⊗ (A1 ⊗A2)
(T ⊗A1)⊗A2 T ′ ⊗ (A1 ⊗A2)
(T ′ ⊗A1)⊗A2
αT,A1,A2 t
′
0 ⊗ (A1 ⊗A2)
(t′0 ⊗A1)⊗A2 αT ′,A1,A2
5. Consider the case where s0 is of type (λ) and t0 is of type (⊗R).
s0 : A = I ⊗B
λ−1B−−→ B
t0 : A = I ⊗B I⊗t
′
0−−−→ I ⊗D = C
We can then form the following diagram, which commutes by natural-
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ity of λ.
I ⊗B
B I ⊗D
D
λ−1B I ⊗ t′0
t′0 λ−1D
6. Consider the case where s0 is of type (ρ) and t0 is of type (⊗L). This
case is similar to the case where s0 is of type (λ) and t0 is of type
(⊗R). We can then form a diagram which commutes by naturality of
ρ.
7. Consider the case where s0 and t0 are both of type (⊗L).
s0 : A = A
′ ⊗X s
′
0⊗X−−−→ B′ ⊗X = B
t0 : A = A
′ ⊗X t
′
0⊗X−−−→ C ′ ⊗X = C
By induction, we can find a commutative diagram of the following
form, where s′2 and t′2 are partial central isomorphisms and D′? is a
reduced shape, since ‖A‖ = ‖A′ ⊗X‖ = ‖A′‖+ 1 + 2 · ‖X‖ > ‖A′‖.
A′
B′ C ′
D′?
s′0 t′0
s′2 t′2
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We can then form the following commutative diagram.
A′ ⊗X
B′ ⊗X C ′ ⊗X
D′? ⊗X
s′0 ⊗X t′0 ⊗X
s′2 ⊗X t′2 ⊗X
8. Consider the case where s0 and t0 are both of type (⊗R). This case is
similar to the case where s0 and t0 are both of type (⊗L).
9. Consider the case where s0 is of type (⊗L) and t0 is of type (⊗R).
s0 : A = S ⊗ T s
′
0⊗T−−−→ S′ ⊗ T = B
t0 : A = S ⊗ T S⊗t
′
0−−−→ S ⊗ T ′ = C
We can then form the following diagram, which commutes by functo-
riality of ⊗.
S ⊗ T
S′ ⊗ T S ⊗ T ′
S′ ⊗ T ′
s′0 ⊗ T S ⊗ t′0
S′ ⊗ t′0 s′0 ⊗ T ′
The only other possible remaining case is where s0 is of type (α) and t0 is
of type (⊗R), t0 = A0 ⊗ t′0. In this case, t′0 must be of type (α), (λ), (ρ),
(⊗L) or (⊗R).
• Consider the case where t′0 is of type (α).
s0 : A = A0⊗(A1⊗(A2⊗A3))
αA0,A1,A2⊗A3−−−−−−−−−→ (A0⊗A1)⊗(A2⊗A3) = B
t0 : A = A0⊗(A1⊗(A2⊗A3))
A0⊗αA1,A2,A3−−−−−−−−−→ A0⊗((A1⊗A2)⊗A3) = C
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We can then form the following diagram, which commutes by 2.1.
A0 ⊗ (A1 ⊗ (A2 ⊗A3))
(A0 ⊗A1)⊗ (A2 ⊗A3)
A0 ⊗ ((A1 ⊗A2)⊗A3)
(A0 ⊗ (A1 ⊗A2))⊗A3
((A0 ⊗A1)⊗A2)⊗A3
αA0,A1,A2⊗A3
A0 ⊗ αA1,A2,A3
αA0⊗A1,A2,A3
αA0,A1⊗A2,A3
αA0,A1,A2 ⊗A3
• Consider the cases where t′0 is of type (λ) or (ρ). These cases are
similar to the case where s0 is of type α and t0 is of type λ. We can
then form a diagram which commutes by 2.3 or 2.4.
• Consider the cases where t′0 is of type (⊗L) or (⊗R). These cases are
similar to the case where s0 is of type α and t0 is of type ⊗L. We can
then form a diagram which commutes by naturality of α.
Consider the case where A is of type (\). In this case, each of s0 and t0
must be of type (λ¯), (\R) or (\L). The table below lists all of the possibilities.
We number each possible case, then consider each case separately. Note that
the table is symmetric about its diagonal. The cases marked with a ‘(!)’ are
impossible, due to incompatible source shapes.
λ¯ \R \L
λ¯ 1 2 (!)
\R 2 3 5
\L (!) 5 4
1. If s0 and t0 are both of type (λ¯), then they are equal.
2. Consider the case where s0 is of type (λ¯) and t0 is of type (\R).
s0 : A = I\B λ¯B−−→ B
t0 : A = I\B I\t
′
0−−−→ I\D = C
This case is similar to the case where s0 is of type (λ) and t0 is of type
(⊗R). We can then form a diagram which commutes by naturality of
λ¯.
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3. Consider the case where s0 and t0 are both of type (\R). This case is
similar to the case where s0 and t0 are both of type (⊗L).
4. Consider the case where s0 and t0 are both of type (\L). This case is
similar to the case where s0 and t0 are both of type (⊗L).
5. Consider the case where s0 is of type (\R) and t0 is of type (\L). This
case is similar to the case where s0 is of type (⊗L) and t0 is of type
(⊗R). We can then form a diagram which commutes by functoriality
of \.
Consider the case where A is of type ((−)?). In this case, each of s0 and
t0 must be of type (ϕ), (ϕˆ), ((−)?), (κ) or (κˆ). The table below lists all
of the possibilities. We number each possible case, then consider each case
separately. Note that the table is symmetric about its diagonal. The cases
marked with a ‘(!)’ are impossible, due to incompatible source shapes. The
cases marked with a ‘(?)’ we consider in more detail after the other cases
have been analysed.
ϕ ϕˆ (−)? κ κˆ
ϕ 1 (!) (?) (!) 3
ϕˆ (!) 1 (!) (!) 4
(−)? (?) (!) 2 (?) 5
κ (!) (!) (?) 1 (!)
κˆ 3 4 5 (!) 1
1. If s0 and t0 are both of type (ϕ), both of type (ϕˆ), both of type (κ),
or both of type (κˆ), then they are equal.
2. Consider the case where s0 and t0 are both of type ((−)?). This case
is similar to the case where s0 and t0 are both of type (⊗L).
3. Consider the case where s0 is of type (κˆ) and t0 is of type (ϕ).
s0 : A = id
?(S ⊗ T ) (κˆ
C
S⊗T )
−1
−−−−−−→ S ⊗ T = B
t0 : A = id
?(S ⊗ T ) ϕ
id
S,T−−−→ id?(S)⊗ id?(T ) = C
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We can then form the following diagram, which commutes by 2.11.
id?(S ⊗ T )
S ⊗ T id?(S)⊗ id?(T )
S ⊗ T
(κˆCS⊗T )
−1 ϕidS,T
(κˆCS ⊗ κˆCT )−1
4. Consider the case where s0 is of type (κˆ) and t0 is of type (ϕ).
s0 : A = id
?(I) (κˆ
C
I)
−1
−−−−→ I = B
t0 : A = id
?(I) ϕˆ
id
−−→ I = C
We can then form the following diagram, which commutes by 2.12.
id?(I)
I I
I
(κˆCI)
−1 ϕˆid
5. Consider the case where s0 is of type (κˆ) and t0 is of type ((−)?).
s0 : A = id
?(B)
(κˆCB)
−1
−−−−→ B = B
t0 : A = id
?(B)
id?(t′0)−−−−→ id?(D) = C
We can then form the following diagram, which commutes by natural-
106 CHAPTER 5. COHERENCE
ity of κˆC .
id?(B)
B id?(D)
D
(κˆCB)
−1 id?(t′0)
t′0 (κˆCD)
−1
The only other possible remaining cases are where s0 is of type (ϕ) or (κ)
and t0 is of type ((−)?).
Consider the case where s0 is of type (ϕ) and t0 is of type ((−)?), t0 =
Γ?(t′0). In this case, we must further consider the type of t′0.
• Consider the case where t′0 is of type (α).
s0 : A = Γ
?(A0 ⊗ (A1 ⊗A2))
ϕA0,A1⊗A2−−−−−−−→ Γ?(A0)⊗ Γ?(A1 ⊗A2) = B
t0 : A = Γ
?(A0 ⊗ (A1 ⊗A2))
Γ?(αA0,A1,A2 )−−−−−−−−−→ Γ?((A0 ⊗A1)⊗A2) = C
We can then form the following diagram, which commutes by 2.8.
Γ?(A0 ⊗ (A1 ⊗A2))
Γ?(A0)⊗ Γ?(A1 ⊗A2) Γ?((A0 ⊗A1)⊗A2)
Γ?(A0)⊗ (Γ?(A1)⊗ Γ?(A2)) Γ?(A0 ⊗A1)⊗ Γ?(A2)
(Γ?(A0)⊗ Γ?(A1))⊗ Γ?(A2)
ϕΓA0,A1⊗A2 Γ?(αA0,A1,A2)
Γ?(A0)⊗ ϕΓA1,A2 ϕΓA0⊗A1,A2
αΓ?(A0),Γ?(A1),Γ?(A2) ϕΓA0,A1 ⊗ Γ?(A2)
• Consider the case where t′0 is of type (λ).
s0 : A = Γ
?(I ⊗A′)
ϕΓI,A′−−−→ Γ?(I)⊗ Γ?(A′) = B
t0 : A = Γ
?(I ⊗A′) Γ
?(λ−1
A′ )−−−−−→ Γ?(A′) = C
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We can then form the following diagram, which commutes by 2.9.
Γ?(I ⊗A′)
Γ?(I)⊗ Γ?(A′)
Γ?(A′)
I ⊗ Γ?(A′)
Γ?(A′)
ϕΓI,A′
Γ?(λ−1A′ )
ϕˆΓ ⊗ Γ?(A′)
λ−1Γ?(A′)
• Consider the case where t′0 is of type (ρ). This is similar to the case
where t′0 is of type (λ). We can then form a diagram which commutes
by 2.10.
• Consider the case where t′0 is of type (⊗L).
s0 : A = Γ
?(T ⊗A′)
ϕΓ
T,A′−−−→ Γ?(T )⊗ Γ?(A′) = B
t0 : A = Γ
?(T ⊗A′) Γ
?(t′0⊗A′)−−−−−−→ Γ?(T ′ ⊗A′) = C
We can then form the following diagram, which commutes by natural-
ity of ϕΓ.
Γ?(T ⊗A′)
Γ?(T )⊗ Γ?(A′) Γ?(T ′ ⊗A′)
Γ?(T ′)⊗ Γ?(A′)
ϕΓT,A′ Γ?(t′0 ⊗A′)
Γ?(t′0)⊗ Γ?(A′) ϕΓT ′,A′
• Consider the case where t′0 is of type (⊗R). This case is similar to
the case where t′0 is of type (⊗L). We can then form a diagram which
commutes by naturality of ϕΓ.
Consider the case where s0 is of type (κ) and t0 is of type ((−)?), t0 = Γ?(t′0).
In this case, we must further consider the type of t′0.
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• Consider the case where t′0 is of type (ϕ).
s0 : A = Γ
?∆?(S ⊗ T ) κ
Γ,∆
S⊗T−−−→ (∆Γ)?(S ⊗ T ) = B
t0 : A = Γ
?∆?(S ⊗ T ) Γ
?(ϕ∆S,T )−−−−−→ Γ?(∆?(S)⊗∆?(T )) = C
We can then form the following diagram, which commutes by 2.11.
Γ?∆?(S ⊗ T )
(∆Γ)?(S ⊗ T )
Γ?(∆?(S)⊗∆?(T ))
Γ?∆?(S)⊗ Γ?∆?(T )
(∆Γ)?(S)⊗ (∆Γ)?(T )
κΓ,∆S⊗T
Γ?(ϕ∆S,T )
ϕΓ∆?(S),∆?(T )
ϕ∆ΓS,T
κΓ,∆S ⊗ κΓ,∆T
• Consider the case where t′0 is of type (ϕˆ).
s0 : A = Γ
?∆?(I) κ
Γ,∆
I−−−→ (∆Γ)?(I) = B
t0 : A = Γ
?∆?(I) Γ
?(ϕˆ∆)−−−−→ Γ?(I) = C
We can then form the following diagram, which commutes by 2.12.
Γ?∆?(I)
(∆Γ)?(I) Γ?(I)
I
κΓ,∆I Γ?(ϕˆ∆)
ϕˆ∆Γ ϕˆΓ
• Consider the case where t′0 is of type ((−)?).
s0 : A = Γ
?∆?(S)
κΓ,∆S−−−→ (∆Γ)?(S) = B
5.3. CENTRAL ISOMORPHISMS 109
t0 : A = Γ
?∆?(S)
Γ?∆?(t′′0 )−−−−−−→ Γ?∆?(T ) = C
We can then form the following diagram, which commutes by natural-
ity of κΓ,∆.
Γ?∆?(S)
(∆Γ)?(S) Γ?∆?(T )
(∆Γ)?(T )
κΓ,∆S Γ
?∆?(t′′0)
(∆Γ)?(t′′0) κΓ,∆T
• Consider the case where t′0 is of type (κ).
s0 : A = Γ
?∆?Λ?(S)
κΓ,∆
Λ?(S)−−−−→ (∆Γ)?Λ?(S) = B
t0 : A = Γ
?∆?Λ?(S)
Γ?(κ∆,ΛS )−−−−−−→ Γ?(Λ∆)?(S) = C
We can then form the following diagram, which commutes by 5.1.
Γ?∆?Λ?(S)
(∆Γ)?Λ?(S) Γ?(Λ∆)?(S)
(Λ∆Γ)?(S)
κΓ,∆Λ?(S) Γ?(κ
∆,Λ
S )
κ∆Γ,ΛS κ
Γ,Λ∆
S
• Consider the case where t′0 is of type (κˆ).
s0 : A = Γ
?id?(S)
κΓ,idS−−−→ (id Γ)?(S) = B
t0 : A = Γ
?id?(S)
Γ?((κˆCS)
−1)−−−−−−−→ Γ? id(S) = B
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We can then form the following diagram, which commutes by 5.3.
Γ?id?(S)
(id Γ)?(S) Γ? id(S)
Γ?(S)
κΓ,idS Γ
?((κˆDS )
−1)
Consider the case where A is of type ((−)?). In this case, each of s0 and
t0 must be of type (κ¯). In this case, they are equal.
This covers every possible case, and thus ends the proof.
We can now prove the coherence theorem for the central isomorphisms.
Theorem 5.3.9. For each vertex C of G, for each pair of C-shapes A and B,
for each pair of central C-isomorphisms s, t : A→ B, it follows that s = t.
Proof. The central isomorphism s is of the following form, where each si is
either a primitive central isomorphism or the inverse of a primitive central
isomorphism.
A = S0
s0−→ S1 s1−→ · · · sn−1−−−→ Sn sn−→ Sn+1 = B
The central isomorphism t is of the following form, where each tj is either a
primitive central isomorphism or the inverse of a primitive central isomor-
phism.
A = T0
t0−→ T1 t1−→ · · · tm−1−−−→ Tm Tm−−→ Tm+1 = B
By Corollary 5.3.7, there is a reduced shape B? and a partial central isomor-
phism v : B → B?. For each shape Si, there is a partial central isomorphism
Si → C. For each shape Tj , there is a partial central isomorphism Tj → C.
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Putting all of this data together, we can form the following diagram.
B? B
Sn
Sn−1
. . .
S2
S1
A
T1
T2
. . .
Tm−1
Tm
s0
s1
s2 sn−2
sn−1
sn
t0
t1
t2 tm−2
tm−1
tm
v
We claim that each triangle in this diagram commutes. To see this, con-
sider a triangle with vertices Si, Si+1 and B?. If si is a primitive central
isomorphism, then the triangle describes two partial central isomorphisms
Si → B?; whereas if si is the inverse of a primitive central isomorphism, then
the triangle describes two partial central isomorphisms Si+1 → B?. In either
case, the triangle commutes, by Lemma 5.3.8. Therefore, each individual
triangle commutes. Therefore, v ◦ s = v ◦ t. Therefore, since v is invertible,
it follows that s = t.
5.3.3 Prime Factorisations
Now, we will introduce the notions of prime shapes and prime factorisations
of shapes, and prove some technical lemmas involving them, which we will
make use of later.
A prime shape is a shape which cannot be written, up to central iso-
morphism, as a tensor product of other, simpler shapes, nor as a strong
monoidal functor applied to a another, simpler shape The prime factorisa-
tion of a shape is then a canonical way of writing that shape, up to central
isomorphism, as a tensor product of terms, each of which takes the form of a
strong monoidal functor applied to a prime shape. For example, the shapes
∆?((A\B)⊗ Γ?((I\C)⊗D)) and ∆?(A\B)⊗ (Γ∆)?(C ⊗ id?(D))
are both centrally isomorphic to the following shape.
∆?(A\B)⊗ (Γ∆)?(C)⊗ (Γ∆)?(D)
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By giving each shape a canonical form like this, we can easily tell whether
two shapes are centrally isomorphic.
Definition 5.3.10 (trivial shape). A shape A is called a trivial shape if
there is a central isomorphism of the form A ∼= I.
Definition 5.3.11 (prime shape). The prime shapes are defined by the
following rules.
• Let X be an element of G(C). Then the C-shape X of type (G) is a
prime C-shape.
• Let A be a non-trivial C-shape. Let B be a C-shape. Then the C-shape
A\B of type (\) is a prime C-shape.
• Let Γ: C → D be a non-empty path in G. Let A be a C-shape. Then
the D-shape Γ?(A) of type ((−)?) is a prime D-shape.
Explicitly, the prime factorisation of a C-shape P is an ordered list of
pairs of the form (Πi;Pi), such that a central isomorphism of the following
form exists.
P ∼= Π?0(P0)⊗ · · · ⊗Π?p−1(Pp−1)
Definition 5.3.12. The prime factorisation of a C-shape P , denoted p(P ),
is an ordered list of pairs of the form (Πi;Pi), with each Πi : C → Di a path
in G and each Pi a prime Di-shape, defined as follows.
• For a shape of type (I),
p(I) = {}.
• For a shape of type (G),
p(X) = {(id;X)}.
• For a shape of type (⊗),
p(A⊗B) = p(A)⊗ p(B),
where the notation used is defined as follows.
{(Γ0;A0), . . . , (Γa−1;Aa−1)} ⊗ {(∆0;B0), . . . , (∆b−1;Bb−1)}
= {(Γ0;A0), . . . , (Γa−1;Aa−1), (∆0;B0), . . . , (∆b−1;Bb−1)}
• For a shape of type (\),
p(A\B) =
{
{(id;A\B)} if A is non-trivial
p(B) if A is trivial
.
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• For a shape of type ((−)?),
p(Λ?(A)) = Λ?(p(A)),
where the notation used is defined as follows.
Λ?{(Γ0;A0), . . . , (Γa−1;Aa−1)}
= {(Γ0Λ;A0), . . . , (Γa−1Λ;Aa−1)}
• For a shape of type ((−)?),
p(Γ?(A)) =
{
{(id; Γ?(A))} if Γ is non-empty
p(A) if Γ is empty
.
The main result about prime factorisations is that two shapes are cen-
trally isomorphic if and only if they have the same prime factorisations. We
will prove this result (Proposition 5.3.15) using the following two lemmas.
Lemma 5.3.13. Let P be a shape with a prime factorisation of the following
form.
p(P ) = {(Π0;P0), . . . , (Πp−1;Pp−1)}
Then there is a central isomorphism of the following form.
P ∼=
⊗
0≤i<p
Π?i (Pi)
Proof. Consider the type of the shape P .
• Consider the case where P is of type (I).
P = I
Then P has a prime factorisation of the following form.
p(P ) = {}
The result follows.
• Consider the case where P is of type (G).
P = X
Then P has a prime factorisation of the following form.
p(P ) = {(id;X)}
The result follows.
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• Consider the case where P is of type (⊗).
P = A⊗B
Let A and B have prime factorisations of the following forms.
p(A) = {(Γ0;A0), . . . , (Γ0;Aa−1)}
p(B) = {(∆0;B0), . . . , (∆0;Bb−1)}
Then P has a prime factorisation of the following form.
p(P ) = {(Γ0;A0), . . . , (Γ0;Aa−1), (∆0;B0), . . . , (∆0;Bb−1)}
By induction, there are central isomorphisms of the following forms.
A ∼=
⊗
0≤i<a
Γ?i (Ai) B
∼=
⊗
0≤i<b
∆?i (Bi)
The result follows.
• Consider the case where P is of type (\).
P = A\B
Let B have a prime factorisation of the following form.
p(B) = {(∆0;B0), . . . , (∆b−1;Bb−1)}
Consider A.
Consider the case where A is trivial. Then P has a prime factorisation
of the following form.
p(P ) = {(∆0;B0), . . . , (∆b−1;Bb−1)}
By induction, there is a central isomorphism of the following form.
B ∼=
⊗
0≤i<b
∆?i (Bi)
The following central isomorphism exists.
A\B ∼= I\B ∼= B ∼=
⊗
0≤i<b
∆?i (Bi)
Consider the case where A is non-trivial. Then P has a prime factori-
sation of the following form.
p(P ) = {(id;A\B)}
The result follows.
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• Consider the case where P is of type ((−)?).
P = Λ?(A)
Let A have a prime factorisation of the following form.
p(A) = {(Γ0;A0), . . . , (Γa−1;Aa−1)}
Then P has a prime factorisation of the following form.
p(P ) = {(Γ0Λ;A0), . . . , (Γa−1Λ;Aa−1)}
By induction, there is a central isomorphism of the following form.
A ∼=
⊗
0≤i<a
Γ?i (Ai)
The result follows.
• Consider the case where P is of type ((−)?).
P = Λ?(A)
Let A have a prime factorisation of the following form.
p(A) = {(Γ0;A0), . . . , (Γa−1;Aa−1)}
Consider Λ.
Consider the case where Λ is empty. Then P has a prime factorisation
of the following form.
p(P ) = {(Γ0;A0), . . . , (Γa−1;Aa−1)}
By induction, there is a central isomorphism of the following form.
A ∼=
⊗
0≤i<a
Γ?i (Ai)
The following central isomorphism exists.
Λ?(A) ∼= id?(A) ∼= A ∼=
⊗
0≤i<a
Γ?i (Ai)
Consider the case where Λ is non-empty. Then P has a prime factori-
sation of the following form.
p(P ) = {(id; Λ?(A))}
The result follows.
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Lemma 5.3.14. Let P and Q be shapes with prime factorisations of the
following forms.
p(P ) = {(Π0;P0), . . . , (Πp−1;Pp−1)}
p(Q) = {(Σ0;Q0), . . . , (Σq−1;Qq−1)}
Let there be a primitive central isomorphism s : P → Q. Then p = q and,
for each i, Πi = Σi and Pi ∼= Qi.
Proof. Consider the type of the primitive central isomorphism s.
• Consider the case where s is of type (α).
αA,B,C : P = A⊗ (B ⊗ C)→ (A⊗B)⊗ C = Q
Then P and Q have the same prime factors.
p(P ) = p(A)⊗ (p(B)⊗ p(C)) = (p(A)⊗ p(B))⊗ p(C) = p(Q)
The result follows.
• Consider the case where s is of type (λ).
λ−1A : P = I ⊗A→ A = Q
Then P and Q have the same prime factors.
p(P ) = p(I)⊗ p(A) = p(A) = p(Q)
The result follows.
• Consider the case where s is of type (ρ).
ρA : P = A⊗ I → A = Q
Then P and Q have the same prime factors.
p(P ) = p(A)⊗ p(I) = p(A) = p(Q)
The result follows.
• Consider the case where s is of type (λ¯).
λ¯A : P = I\A→ A = Q
Then P and Q have the same prime factors.
p(P ) = p(A) = p(Q)
The result follows.
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• Consider the case where s is of type (⊗L).
s′ ⊗ C : P = A⊗ C → B ⊗ C = Q
Then P and Q have prime factorisations of the following forms.
p(P ) = p(A)⊗ p(C)
p(Q) = p(B)⊗ p(C)
By induction, the result follows.
• Consider the case where s is of type (⊗R).
C ⊗ s′ : P = C ⊗A→ C ⊗B = Q
Then P and Q have prime factorisations of the following forms.
p(P ) = p(C)⊗ p(A)
p(Q) = p(C)⊗ p(B)
By induction, the result follows.
• Consider the case where s is of type (\R).
C\s′ : P = C\A→ C\B = Q
Consider C.
Consider the case where C is trivial. Then P and Q have prime fac-
torisations of the following forms.
p(P ) = p(A)
p(Q) = p(B)
By induction, the result follows.
Consider the case where C is non-trivial. Then P and Q have prime
factorisations of the following forms.
p(P ) = {(id;C\A)}
p(Q) = {(id;C\B)}
The result follows.
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• Consider the case where s is of type (\L).
s′−1\C : P = A\C → B\C = Q
By assumption, A is trivial if and only if B is trivial. Consider A and
B.
Consider the case where A and B are trivial. Then P and Q have the
same prime factors.
p(P ) = p(C) = p(Q)
The result follows.
Consider the case where A and B are non-trivial. Then P and Q have
prime factorisations of the following forms.
p(P ) = {(id;A\C)}
p(Q) = {(id;B\C)}
The result follows.
• Consider the case where s is of type (ϕ).
ϕΓA,B : P = Γ
?(A⊗B)→ Γ?(A)⊗ Γ?(B) = Q
Then P and Q have the same prime factors.
p(P ) = Γ?(p(A)⊗ p(B)) = Γ?(p(A))⊗ Γ?(p(B)) = p(Q)
The result follows.
• Consider the case where s is of type (ϕˆ).
ϕˆΓ : P = Γ?(I)→ I = Q
Then P and Q have the same prime factors.
p(P ) = Γ?(p(I)) = p(I) = p(Q)
The result follows.
• Consider the case where s is of type ((−)?).
Γ?(s′) : P = Γ?(A)→ Γ?(B) = Q
Then P and Q have prime factorisations of the following forms.
p(P ) = Γ?(p(A))
p(Q) = Γ?(p(B))
By induction, the result follows.
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• Consider the case where s is of type (κ).
κΓ,∆A : P = Γ
?∆?(A)→ (∆Γ)?(A) = Q
Then P and Q have the same prime factors.
p(P ) = Γ?∆?(p(A)) = (∆Γ)?(p(A)) = p(Q)
The result follows.
• Consider the case where s is of type (κˆ).
(κˆCA)
−1 : P = id?(A)→ A = Q
Then P and Q have the same prime factors.
p(P ) = id?(p(A)) = p(A) = p(Q)
The result follows.
• Consider the case where s is of type (κ¯).
κ¯A : P = id?(A)→ A = Q
Then P and Q have the same prime factors.
p(P ) = p(A) = p(Q)
The result follows.
Proposition 5.3.15. Let P and Q be shapes with prime factorisations of
the following forms.
p(P ) = {(Π0;P0), . . . , (Πp−1;Pp−1)}
p(Q) = {(Σ0;Q0), . . . , (Σq−1;Qq−1)}
The following are equivalent.
• There is a central isomorphism P ∼= Q.
• p = q and, for each i, Πi = Σi and Pi ∼= Qi.
Proof. This follows from Lemma 5.3.13 and Lemma 5.3.14.
We end this section with some technical lemmas about central isomor-
phisms between shapes of certain forms. Each of these lemmas follows from
Proposition 5.3.15.
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Lemma 5.3.16. Let Λ: C → D be a path in G. Let A and B be D-shapes.
The following are equivalent.
• There is a central D-isomorphism of the following form.
A ∼= B
• There is a central C-isomorphism of the following form.
Λ?(A) ∼= Λ?(B)
Proof. Let A and B have prime factorisations of the following forms,
p(A) = {(Γ0;A0), . . . , (Γa−1;Aa−1)}
p(B) = {(∆0;B0), . . . , (∆b−1;Bb−1)}
By Proposition 5.3.15, there is a central D-isomorphism A ∼= B if and only
if a = b and, for each i, Γi = ∆i and Ai ∼= Bi. By Proposition 5.3.15, there
is a central C-isomorphism Λ?(A) ∼= Λ?(B) if and only if a = b and, for each
i, ΓiΛ = ∆iΛ and Ai ∼= Bi. Since Γi, ∆i and Λ are paths in a graph, these
conditions are equivalent.
Lemma 5.3.17. Let Γ: X → C and ∆: X → D be paths in G. Let A be a
non-trivial C-shape. Let B be a non-trivial D-shape. Let there be a central
X -isomorphism of the following form.
Γ?(A) ∼= ∆?(B)
Then, either there is a path Λ: C → D of G such that ∆ = ΛΓ, or there is
a path Λ: D → C of G such that Γ = Λ∆.
Proof. Let A and B have prime factorisations of the following forms.
p(A) = {(Γ0;A0), . . . , (Γa−1;Aa−1)}
p(B) = {(∆0;B0), . . . , (∆b−1;Bb−1)}
By Proposition 5.3.15, for each i, ΓiΓ = ∆i∆. Since Γi, Γ, ∆i and ∆ are
paths in a graph, it must be the case that either there is a Λ such that
∆ = ΛΓ and Γi = ∆iΛ, or there is a Λ such that Γ = Λ∆ and ∆i = ΓiΛ.
Lemma 5.3.18. Let Γ: X → C and ∆: X → D be paths in G. Let A be
a C-shape. Let B be a D-shape with at least one prime factor of the form
(id;Bi). Let there be a central X -isomorphism of the following form.
Γ?(A) ∼= ∆?(B)
Then there is a path Λ: C → D in G such that ∆ = ΛΓ.
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Proof. Let A and B have prime factorisations of the following forms.
p(A) = {(Γ0;A0), . . . , (Γa−1;Aa−1)}
p(B) = {(∆0;B0), . . . , (∆b−1;Bb−1)}
By Proposition 5.3.15, for each i, ΓiΓ = ∆i∆. By assumption, there is some
i for which ∆i is empty. Choose Λ to be Γi.
Lemma 5.3.19. Let Γ: X → C and ∆: X → D be paths in G. Let Φ: D →
E be a non-empty path in G. Let A be a C-shape. Let B be a D-shape. Let
there be a central X -isomorphism of the following form.
Γ?(A) ∼= ∆?Φ?Φ?(B)
Then, either there is a path Λ: C → D in G such that ∆ = ΛΓ and A ∼=
Λ?Φ?Φ?(B) or there is a non-empty path Λ: D → C and a path Ψ: C → E
in G such that Γ = Λ∆, Φ = ΨΛ and A ∼= Ψ?Φ?(B).
Proof. Let A have a prime factorisation of the following form.
p(A) = {(Γ0;A0), . . . , (Γa−1;Aa−1)}
By Proposition 5.3.15, a = 1, Γ0Γ = Φ∆ and A0 ∼= Φ?(B). Since Γ0, Γ, Φ
and ∆ are paths in a graph, it must be the case that either there is a Λ such
that ∆ = ΛΓ and Γ0 = ΦΛ, or there is a Λ such that Γ = Λ∆ and Φ = Γ0Λ.
If Λ is empty, then both cases are equivalent, so, without loss of generality,
we may assume that Λ is non-empty in the second case.
If there is a Λ such that ∆ = ΛΓ and Γ0 = ΦΛ, then A ∼= Γ?0(A0) ∼=
Λ?Φ?Φ?(B)
If there is a non-empty Λ such that Γ = Λ∆ and a Φ = Γ0Λ, then, taking
Ψ to be Γ0, A ∼= Γ?0(A0) ∼= Ψ?Φ?(B).
5.4 Constructible Morphisms
In this section, we will define a class of allowable morphisms called the
constructible morphisms. These will be defined in a way which makes them
more convenient to work with than the allowable morphisms. In particular,
their definition will not explicitly mention composition. This will allow
us to prove results about the constructible morphisms without mentioning
composition.
In fact, we will show that the class of constructible morphisms consists
of all of the allowable morphisms. This will allow us to prove results about
the allowble morphisms without mentioning composition.
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5.4.1 Definitions
First, we will introduce some concise notation for morphisms of certain forms
which will appear frequently throughout this section and the rest of this
chapter. Choose an object X of GrG.
Definition 5.4.1. Let C be a vertex of G. Given a morphism
f : I ⊗A→ B
in X(C), we will use the notation 〈I, f〉η to denote the following morphism
in X(C).
A
ηIA−→ I\(I ⊗A) I\f−−→ I\B
Definition 5.4.2. Let Γ: C → D be a path in G. Given morphisms
f : B → C
in X(D) and
g : A⊗ Γ?(D)⊗ E → F
in X(C), we will use the notation 〈Γ, f, g〉ε to denote the following morphism
in X(C).
A⊗ Γ?(B ⊗ (C\D))⊗ E A⊗Γ
?(εfD)⊗E−−−−−−−−−→ A⊗ Γ?(D)⊗ E g−→ F
Here, we are using the notation εfD to refer to the diagonal of the following
square, which commutes by extranaturality of ε.
B ⊗ (C\D)
C ⊗ (C\D) B ⊗ (B\D)
D
f ⊗ (C\D) B ⊗ (f\D)
εCD ε
B
D
Definition 5.4.3. Let Φ: C → D be a path in G. Given a morphism
f : Φ?(A)→ B
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in X(C), we will use the notation 〈Φ, f〉θ to denote the following morphism
in X(D).
A
θΦA−→ Φ?Φ?(A) Φ?(f)−−−→ Φ?(B)
Definition 5.4.4. Let Γ: B → C be a path in G. Let Φ: C → D be a path
in G. Given a morphism
f : A⊗ Γ?(B)⊗ C → D,
inX(B), we will use the notation 〈Γ,Φ, f〉ζ to denote the following morphism
in X(B).
A⊗ Γ?Φ?Φ?(B)⊗ C
A⊗Γ?(ζΦB)⊗C−−−−−−−−→ A⊗ Γ?(B)⊗ C f−→ D
Definition 5.4.5. Let Γ: C → D be a path in G. Given morphisms
f : B → C
in X(D) and
g : A⊗ Γ?(C)⊗D → E
in X(C), we will use the notation 〈Γ, f, g〉◦ to denote the following morphism
in X(C).
A⊗ Γ?(B)⊗D A⊗Γ
?(f)⊗D−−−−−−−−→ A⊗ Γ?(C)⊗D g−→ E
With these definitions, we are able to define the constructible morphisms.
Definition 5.4.6 (constructible morphisms). The constructible morphisms
are defined by the following rules.
type (∼=) Let C be a vertex of G. Every central C-isomorphism is a con-
structible C-morphism.
type (⊗) Let C be a vertex of G. Given constructible C-morphisms
f : A→ B and g : C → D
such that B and D are non-trivial C-shapes, and central C-isomor-
phisms
P ∼= A⊗ C and B ⊗D ∼= Q,
the following is a constructible C-morphism.
P ∼= A⊗ C f⊗g−−→ B ⊗D ∼= Q
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type (η) Let C be a vertex of G. Given a constructible C-morphism
f : I ⊗ P → A
such that I is a non-trivial C-shape, and a central C-isomorphism
I\A ∼= Q,
the following is a constructible C-morphism.
P
〈I,f〉η−−−−→ I\A ∼= Q
type (ε) Let Γ: C → D be a path in G. Given a constructible D-morphism
f : B → C
such that C is a non-trivial D-shape, a constructible C-morphism
g : A⊗ Γ?(D)⊗ E → Q
and a central C-isomorphism
P ∼= A⊗ Γ?(B ⊗ (C\D))⊗ E,
the following is a constructible C-morphism.
P ∼= A⊗ Γ?(B ⊗ (C\D))⊗ E 〈Γ,f,g〉ε−−−−−→ Q
type ((−)?) Let Γ: C → D be a non-empty path in G. Given a constructible
D-morphism
f : A→ B
such that B is a non-trivial D-shape, and central C-isomorphisms
P ∼= Γ?(A) and Γ?(B) ∼= Q,
the following is a constructible C-morphism.
P ∼= Γ?(A) Γ
?(f)−−−→ Γ?(B) ∼= Q
type (θ) Let Φ: C → D be a non-empty path in G. Given a constructible
C-morphism
f : Φ?(P )→ A
and a central D-isomorphism
Φ?(A) ∼= Q,
the following is a constructible D-morphism.
P
〈Φ,f〉θ−−−−→ Φ?(A) ∼= Q
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type (ζ) Let Γ: B → C be a path in G. Let Φ: C → D be a non-empty
path in G. Given a constructible B-morphism
f : A⊗ Γ?(B)⊗ C → Q
and a central B-isomorphism
P ∼= A⊗ Γ?Φ?Φ?(B)⊗ C,
the following is a constructible B-morphism.
P ∼= A⊗ Γ?Φ?Φ?(B)⊗ C 〈Γ,Φ,f〉ζ−−−−−→ Q
5.4.2 Allowable Morphisms
In this section, we will show that the class of constructible morphisms con-
tains all of the allowable morphisms.
Lemma 5.4.7. Let C be a vertex of G. Given a constructible C-morphism
s : P → Q
and central C-isomorphisms
P ′ ∼= P and Q ∼= Q′,
the following is a constructible C-morphism.
P ′ ∼= P s−→ Q ∼= Q′
Proof. We will prove this by induction on the type of s.
• Consider the case where s is of type (∼=). In this case, the result is
clear.
• Consider the case where s is of type (⊗).
s : P ∼= A⊗ C f⊗g−−→ B ⊗D ∼= Q
The desired composite is the following constructible morphism.
s′ : P ′ ∼= A⊗ C f⊗g−−→ B ⊗D ∼= Q′
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• Consider the case where s is of type (η).
s : P
〈I,f〉η−−−−→ I\A ∼= Q
Consider the following allowable morphism.
f ′ : I ⊗ P ′ ∼= I ⊗ P f−→ A
By induction, f ′ is a constructible morphism. The desired composite
is the following constructible morphism.
P ′
〈A,f ′〉η−−−−→ A\C ∼= Q′
• Consider the case where s is of type (ε).
s : P ∼= A⊗ Γ?(B ⊗ (C\D))⊗ E 〈Γ,f,g〉ε−−−−−→ Q
Consider the following allowable morphism.
g′ : A⊗ Γ?(D)⊗ E g−→ Q ∼= Q′
By induction, g′ is a constructible morphism. The desired composite
is the following constructible morphism.
P ′ ∼= A⊗ Γ?(B ⊗ (C\D))⊗ E 〈Γ,f,g
′〉ε−−−−−→ Q′
• Consider the case where s is of type ((−)?).
s : P ∼= Γ?(A) Γ
?(f)−−−→ B? ∼= Q
The desired composite is the following constructible morphism.
P ′ ∼= Γ?(A) Γ
?(f)−−−→ Γ?(B) ∼= Q′
• Consider the case where s is of type (θ).
P
〈Φ,f〉θ−−−−→ Φ?(A) ∼= Q
Consider the following allowable morphism.
f ′ : Φ?(P ′) ∼= Φ?(P ) f−→ A
By induction, f ′ is a constructible morphism. The desired composite
is the following constructible morphism.
P ′
〈Φ,f ′〉θ−−−−→ Φ?(A) ∼= Q′
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• Consider the case where s is of type (ζ).
P ∼= A⊗ Γ?Φ?Φ?(B)⊗ C 〈Γ,Φ,f〉ζ−−−−−→ Q
Consider the following allowable morphism.
f ′ : A⊗ Γ?(B)⊗ C f−→ Q ∼= Q′
By induction, f ′ is a constructible morphism. The desired composite
is the following constructible morphism.
P ′ ∼= A⊗ Γ?Φ?Φ?(B)⊗ C 〈Γ,Φ,f
′〉ζ−−−−−→ Q′
Lemma 5.4.8. Let C be a vertex of G. Given constructible C-morphisms
f : A→ B and g : C → D,
the following is a constructible C-morphism.
A⊗ C f⊗g−−→ B ⊗D
Proof. If B and D are non-trivial shapes, then the result follows. Assume
that B is a trivial shape; the case where D is a trivial shape is similar.
Consider the type of the constructible morphism f .
• Consider the case where f is of type (∼=).
f : A ∼= B
Then f ⊗ g is the following constructible morphism.
A⊗ C ∼= C g−→ D ∼= B ⊗D
• Consider the case where f is of type (⊗).
f : A ∼= A1 ⊗A2 f1⊗f2−−−−→ B1 ⊗B2 ∼= B
Then neither B1 nor B2 is a trivial shape, which means that B cannot
be a trivial shape. This contradicts our assumption.
• Consider the case where f is of type (η).
f : A
〈I,f ′〉η−−−−→ I\B′ ∼= B
Then I is not a trivial shape, which means that B cannot be a trivial
shape. This contradicts our assumption.
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• Consider the case where f is of type (ε).
f : A ∼= A1 ⊗ Γ?(A2 ⊗ (A3\A4))⊗A5 〈Γ,f1,f2〉ε−−−−−−→ B
By induction,
A1 ⊗ Γ?(A4)⊗A5 ⊗ C f2⊗g−−−→ B ⊗D
is a constructible morphism. Then f ⊗ g is the following constructible
morphism of type (ε).
A⊗ C ∼= A1 ⊗ Γ?(A2 ⊗ (A3\A4))⊗A5 ⊗ C 〈Γ,f1,f2⊗g〉ε−−−−−−−−→ B ⊗D
• Consider the case where f is of type ((−)?).
A ∼= Φ?(A′) Φ
?(f ′)−−−−→ Φ?(B′) ∼= B
Then B′ is not a trivial shape, which means that B cannot be a trivial
shape. This contradicts our assumption.
• Consider the case where f is of type (θ).
A
〈Φ,f ′〉θ−−−−→ Φ?(B′) ∼= B
Then Φ is not an empty path, which means that B cannot be a trivial
shape. This contradicts our assumption.
• Consider the case where f is of type (ζ).
A ∼= A1 ⊗ Γ?Φ?Φ?(A2)⊗A3 〈Γ,Φ,f
′〉ζ−−−−−→ B
By induction,
A1 ⊗ Γ?(A2)⊗A3 ⊗ C f
′⊗g−−−→ B ⊗D
is a constructible morphism. Then f ⊗ g is the following constructible
morphism of type (ζ).
A⊗ C ∼= A1 ⊗ Γ?Φ?Φ?(A2)⊗A3 ⊗ C 〈γ,Φ,f
′⊗g〉ζ−−−−−−−→ B ⊗D
Lemma 5.4.9. Let C be a vertex of G. Given a constructible C-morphism
f : I ⊗A→ B,
the following is a constructible C-morphism.
A
〈I,f〉η−−−−→ I\B
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Proof. If I is a non-trivial shape, then the result follows. Assume that I is
a trivial shape. In this case, 〈I, f〉η is the following constructible morphism.
A ∼= I ⊗A f−→ B ∼= I\B
Lemma 5.4.10. Let ∆: C → D be a path in G. Given a constructible
D-morphism
f : B → C
and a constructible C-morphism
g : A⊗∆?(D)⊗ E → F,
the following is a constructible C-morphism.
A⊗∆?(B ⊗ (C\D))⊗ E 〈∆,f,g〉ε−−−−−→ F
Proof. If C is a non-trivial shape, then the result follows. Assume that C is
a trivial shape. Consider the type of the constructible morphism f .
• Consider the case where f is of type (∼=).
B ∼= C
Then 〈∆, f, g〉ε is the following constructible morphism.
A⊗∆?(B ⊗ (C\D))⊗ E ∼= A⊗∆?(D)⊗ E g−→ F
• Consider the case where f is of type (⊗).
B ∼= B1 ⊗B2 f1⊗f2−−−−→ C1 ⊗ C2 ∼= C
Then neither C1 nor C2 is a trivial shape, which means that C cannot
be a trivial shape. This contradicts our assumption.
• Consider the case where f is of type (η).
f : B
〈I,f ′〉η−−−−→ I\C ′ ∼= C
Then I is not a trivial shape, which means that C cannot be a trivial
shape. This contradicts our assumption.
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• Consider the case where f is of type (ε).
f : B ∼= B1 ⊗ Γ?(B2 ⊗ (B3\B4))⊗B5 〈Γ,f1,f2〉ε−−−−−−→ C
By induction,
A⊗∆?(B1 ⊗ Γ?(B4)⊗B5 ⊗ (C\D))⊗ E 〈∆,f2,g〉ε−−−−−−→ F
is a constructible morphism. Then 〈∆, f, g〉ε is the following con-
structible morphism of type (ε).
A⊗∆?(B ⊗ (C\D))⊗ E
∼= A⊗∆?(B1 ⊗ Γ?(B2 ⊗ (B3\B4))⊗B5 ⊗ (C\D))⊗ E 〈Γ∆,f1,〈Γ,f2,g〉ε〉ε−−−−−−−−−−−→ F
• Consider the case where f is of type ((−)?).
B ∼= Φ?(B′) Φ
?(f ′)−−−−→ Φ?(C ′) ∼= C
Then C ′ is not a trivial shape, which means that C cannot be a trivial
shape. This contradicts our assumption.
• Consider the case where f is of type (θ).
B
〈Φ,f ′〉θ−−−−→ Φ?(C ′) ∼= C
Then Φ is not an empty path, which means that C cannot be a trivial
shape. This contradicts our assumption.
• Consider the case where f is of type (ζ).
B ∼= B1 ⊗ Γ?Φ?Φ?(B2)⊗B3 〈Γ,Φ,f
′〉ζ−−−−−→ C
By induction,
A⊗∆?(B1 ⊗ Γ?(B2)⊗B3 ⊗ (C\D))⊗ E 〈∆,f
′,g〉ε−−−−−→ F
is a constructible morphism. Then 〈∆, f, g〉ε is the following con-
structible morphism of type (ζ).
A⊗∆?(B ⊗ (C\D))⊗ E
∼= A⊗∆?(B1 ⊗ Γ?Φ?Φ?(B2)⊗B3 ⊗ (C\D))⊗ E 〈Γ∆,Φ,〈∆,f
′,g〉ε〉ζ−−−−−−−−−−−→ F
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Lemma 5.4.11. Let ∆: C → D be a path in G. Given a constructible
D-morphism
f : A→ B,
the following is a constructible C-morphism.
∆?(A)
∆?(f)−−−−→ ∆?(B)
Proof. If B is a non-trivial shape and ∆ is a non-empty path, then the
result follows. Assume that ∆ is an empty path. In this case, ∆?(f) is the
following constructible morphism.
∆?(A) ∼= A f−→ B ∼= ∆?(B)
Assume that B is a trivial shape. Consider the type of the constructible
morphism f .
• Consider the case where f is of type (∼=).
f : A ∼= B
Then ∆?(f) is the following constructible morphism of type (∼=).
∆?(A) ∼= ∆?(B)
• Consider the case where f is of type (⊗).
f : A ∼= A1 ⊗A2 f1⊗f2−−−−→ B1 ⊗B2 ∼= B
Then neither B1 nor B2 is a trivial shape, which means that B cannot
be a trivial shape. This contradicts our assumption.
• Consider the case where f is of type (η).
f : A
〈I,f ′〉η−−−−→ I\B′ ∼= B
Then I is not a trivial shape, which means that B cannot be a trivial
shape. This contradicts our assumption.
• Consider the case where f is of type (ε).
f : A ∼= A1 ⊗ Γ?(A2 ⊗ (A3\A4))⊗A5 〈Γ,f1,f2〉ε−−−−−−→ B
By induction,
∆?(A1 ⊗ Γ?(A4)⊗A5) ∆
?(f2)−−−−→ ∆?(B)
is a constructible morphism. Then ∆?(f) is the following constructible
morphism of type (ε).
∆?(A) ∼= ∆?(A1 ⊗ Γ?(A2 ⊗ (A3\A4))⊗A5) 〈Γ∆,f1,∆
?(f2)〉ε−−−−−−−−−−→ ∆?(B)
132 CHAPTER 5. COHERENCE
• Consider the case where f is of type ((−)?).
A ∼= Φ?(A′) Φ
?(f ′)−−−−→ Φ?(B′) ∼= B
Then B′ is not a trivial shape, which means that B cannot be a trivial
shape. This contradicts our assumption.
• Consider the case where f is of type (θ).
A
〈Φ,f ′〉θ−−−−→ Φ?(B′) ∼= B
Then Φ is not an empty path, which means that B cannot be a trivial
shape. This contradicts our assumption.
• Consider the case where f is of type (ζ).
A ∼= A1 ⊗ Γ?Φ?Φ?(A2)⊗A3 〈Γ,Φ,f
′〉ζ−−−−−→ B
By induction,
∆?(A1 ⊗ Γ?(A2)⊗A3) ∆
?(f ′)−−−−→ ∆?(B)
is a constructible morphism. Then ∆?(f) is the following constructible
morphism of type (ζ).
∆?(A) ∼= ∆?(A1 ⊗ Γ?Φ?Φ?(A2)⊗A3) 〈Γ∆,Φ,∆
?(f ′)〉ζ−−−−−−−−−−→ ∆?(B)
Lemma 5.4.12. Let Φ: C → D be a path in G. Given a constructible
C-morphism
f : Φ?(A)→ B,
the following is a constructible D-morphism.
A
〈Φ,f〉θ−−−−→ Φ?(B)
Proof. If Φ is a non-empty path, then the result follows. Assume that Φ is
an empty path. In this case, 〈Φ, f〉θ is the following constructible morphism.
A ∼= Φ?(A) f−→ B ∼= Φ?(B)
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Lemma 5.4.13. Let Γ: B → C be a path in G. Let Φ: C → D be a path in
G. Given a constructible B-morphism
f : A⊗ Γ?(B)⊗ C → D,
the following is a constructible B-morphism.
A⊗ Γ?Φ?Φ?(B)⊗ C 〈Γ,Φ,f〉ζ−−−−−→ D
Proof. If Φ is a non-empty path, then the result follows. Assume that Φ is an
empty path. In this case, 〈Γ,Φ, f〉ζ is the following constructible morphism.
A⊗ Γ?Φ?Φ?(B)⊗ C ∼= A⊗ Γ?(B)⊗ C f−→ D
The biggest challenge in showing that the class of constructible mor-
phisms consists of all of the allowable morphisms is in showing that the
class of constructible morphisms is closed under composition. In order to
do this, we prove the following more general statement.
Lemma 5.4.14. Let ∆: C → D be a path in G. Given a constructible
D-morphism
s : P → Q
and a constructible C-morphism
t : U ⊗∆?(Q)⊗ V → R,
the following is a constructible C-morphism.
U ⊗∆?(P )⊗ V 〈∆,s,t〉◦−−−−−→ R
Proof. We will prove this by induction on the types of s and t.
• If s or t is of type (∼=), then the result follows from Lemma 5.4.7.
• Consider the case where s is of type (⊗).
s : P ∼= A⊗ C f⊗g−−→ B ⊗D ∼= Q
t : U ⊗∆?(Q)⊗ V → R
Consider the following constructible morphism.
t′ : U ⊗∆?(B ⊗D)⊗ V ∼= U ⊗∆?(Q)⊗ V t−→ R
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Consider the following allowable morphism.
u : U ⊗∆?(B ⊗ C)⊗ V 〈∆,g,t
′〉◦−−−−−→ R
By induction, u is a constructible morphism. Consider the following
allowable morphism.
v : U ⊗∆?(A⊗ C)⊗ V 〈∆,f,u〉◦−−−−−→ R
By induction, v is a constructible morphism. The desired composite
is the following constructible morphism.
U ⊗∆?(P )⊗ V ∼= U ⊗∆?(A⊗ C)⊗ V v−→ R
Note the following.
〈∆, s, t〉◦ ∼= 〈∆, f ⊗ g, t〉◦ ∼= 〈∆, f, 〈∆, g, t〉◦〉◦
• Consider the case where t is of type (η).
s : P → Q
t : U ⊗∆?(Q)⊗ V 〈I,f〉η−−−−→ I\A ∼= R
Consider the following allowable morphism.
f ′ : I ⊗ U ⊗∆?(P )⊗ V 〈∆,s,f〉◦−−−−−→ A
By induction, f ′ is a constructible morphism. The desired composite
is the following constructible morphism of type (η).
U ⊗∆?(P )⊗ V 〈I,f
′〉η−−−−→ I\A ∼= R
Note the following.
〈∆, s, t〉◦ ∼= 〈∆, s, 〈I, f〉η〉◦ ∼= 〈I, 〈∆, s, f〉◦〉η
• Consider the case where s is of type (ε).
s : P ∼= A⊗ Γ?(B ⊗ (C\D))⊗ E 〈Γ,f,g〉ε−−−−−→ Q
t : U ⊗∆?(Q)⊗ V → R
Consider the following allowable morphism.
u : U ⊗∆?(A⊗ Γ?(D)⊗ E)⊗ V 〈∆,g,t〉◦−−−−−→ R
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By induction, u is a constructible morphism. The desired composite
is the following constructible morphism of type (ε).
U ⊗∆?(P )⊗ V ∼= U ⊗∆?(A⊗ Γ?(B ⊗ (C\D))⊗ E)⊗ V 〈Γ∆,f,u〉ε−−−−−−→ R
Note the following.
〈∆, s, t〉◦ ∼= 〈∆, 〈Γ, f, g〉ε, t〉◦ ∼= 〈Γ∆, f, 〈∆, g, t〉◦〉ε
• Consider the case where s is of type ((−)?).
s : P ∼= Γ?(A) Γ
?(f)−−−→ Γ?(B) ∼= Q
t : U ⊗∆?(Q)⊗ V → R
Consider the following constructible morphism.
t′ : U ⊗∆?Γ?(B)⊗ V ∼= U ⊗∆?(Q)⊗ V t−→ R
Consider the following allowable morphism.
u : U ⊗∆?Γ?(A)⊗ V 〈Γ∆,f,t
′〉◦−−−−−−→ R
By induction, u is a constructible morphism. The desired composite
is the following constructible morphism.
U ⊗∆?(P )⊗ V ∼= U ⊗∆?Γ?(A)⊗ V u−→ R
Note the following.
〈∆, s, t〉◦ ∼= 〈∆,Γ?(f), t〉◦ ∼= 〈Γ∆, f, t〉◦
• Consider the case where t is of type (θ).
s : P → Q
t : U ⊗∆?(Q)⊗ V 〈Φ,f〉θ−−−−→ Φ?(A) ∼= R
Consider the following allowable morphism.
f ′ : Φ?(U ⊗∆?(P )⊗ V ) 〈∆Φ,s,f〉◦−−−−−−→ A
By induction, f ′ is a constructible morphism. The desired composite
is the following constructible morphism of type (θ).
U ⊗∆?(P )⊗ V 〈Φ,f
′〉θ−−−−→ Φ?(A) ∼= R
Note the following.
〈∆, s, t〉◦ ∼= 〈∆, s, 〈Φ, f〉θ〉◦ ∼= 〈Φ, 〈∆Φ, s, f〉◦〉θ
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• Consider the case where s is of type (ζ).
s : P ∼= A⊗ Γ?Φ?Φ?(B)⊗ C 〈Γ,Φ,f〉ζ−−−−−→ Q
t : U ⊗∆?(Q)⊗ V → R
Consider the following allowable morphism.
u : U ⊗∆?(A⊗ Γ?(B)⊗ C)⊗ V 〈∆,f,t〉◦−−−−−→ R
By induction, u is a constructible morphism. The desired composite
is the following constructible morphism of type (ζ).
U ⊗∆?(P )⊗ V ∼= U ⊗∆?(A⊗ Γ?Φ?Φ?(B)⊗ C)⊗ V 〈Γ∆,Φ,u〉ζ−−−−−−→ R
Note the following.
〈∆, s, t〉◦ ∼= 〈∆, 〈Γ,Φ, f〉ζ , t〉◦ ∼= 〈Γ∆,Φ, 〈∆, f, t〉◦〉ζ
• Consider the case where s is of type (η) or (θ) and t is of type (⊗).
s : P
〈I,k〉η−−−→ I\K ∼= Q or s : P 〈Ψ,l〉θ−−−→ Ψ?(L) ∼= Q
t : U ⊗∆?(Q)⊗ V ∼= A⊗ C f⊗g−−→ B ⊗D ∼= R
In either case, Q has a single prime factor. It must be the case that
U , Q, V , A and C have prime factorisations of the following forms,
where ∆?(X ′a) = Xa.
U ∼=
⊗
0≤a<i
Xa Q ∼= X ′i V ∼=
⊗
i<a<n
Xa
A ∼=
⊗
0≤a<j
Xa C ∼=
⊗
j≤a<n
Xa
Compare i with j.
Consider the case where 0 ≤ i < j ≤ n.
U ∆?(Q) V︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
A C
Define the following shape.
A ∩ V =
⊗
i<a<j
Xa
5.4. CONSTRUCTIBLE MORPHISMS 137
This shape has been chosen so that the following central isomorphisms
exist.
V ∼= (A ∩ V )⊗ C
U ⊗∆?(Q)⊗ (A ∩ V ) ∼= A
Consider the following constructible morphism.
f ′ : U ⊗∆?(Q)⊗ (A ∩ V ) ∼= A f−→ B
Consider the following allowable morphism.
u : U ⊗∆?(P )⊗ (A ∩ V ) 〈∆,s,f
′〉◦−−−−−→ B
By induction, u is a constructible morphism. The desired composite
is the following constructible morphism of type (⊗).
U ⊗∆?(P )⊗ V ∼= U ⊗∆?(P )⊗ (A ∩ V )⊗ C u⊗g−−→ B ⊗D ∼= R
Note the following.
〈∆, s, t〉◦ ∼= 〈∆, s, f ⊗ g〉◦ ∼= 〈∆, s, f〉◦ ⊗ g
Consider the case where 0 ≤ j ≤ i < n.
U ∆?(Q) V︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
A C
This case is similar to the case where 0 ≤ i < j ≤ n. Note the
following.
〈∆, s, t〉◦ ∼= 〈∆, s, f ⊗ g〉◦ ∼= f ⊗ 〈∆, s, g〉◦
• Consider the case where s is of type (η) or (θ) and t is of type (ε).
s : P
〈J,k〉η−−−−→ J\K ∼= Q or s : P 〈Ψ,l〉θ−−−→ Ψ?(L) ∼= Q
t : U ⊗∆?(Q)⊗ V ∼= A⊗ Γ?(B ⊗ (C\D))⊗ E 〈Γ,f,g〉ε−−−−−→ R
In either case, Q has a single prime factor. It must be the case that
U , Q, V , A, B, C\D and E have prime factorisations of the following
forms, where ∆?(X ′a) = Xa and Γ?(X ′′a ) = Xa.
U ∼=
⊗
0≤a<i
Xa Q ∼= X ′i V ∼=
⊗
i<a<n
Xa
A ∼=
⊗
0≤a<j
Xa B ∼=
⊗
j≤a<k
X ′′a C\D = X ′′k E ∼=
⊗
k<a<n
Xa
Compare i with j and k.
Consider the case where 0 ≤ i < j ≤ k < n.
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U ∆?(Q) V︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · ·Xj−1 ⊗Xj ⊗ · · · ⊗Xk−1 ⊗ Xk ⊗Xk+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
Define the following shape.
A ∩ V =
⊗
i<a<j
Xa
This shape has been chosen so that the following central isomorphisms
exist.
V ∼= (A ∩ V )⊗ Γ?(B ⊗ (C\D))⊗ E
U ⊗∆?(Q)⊗ (A ∩ V ) ∼= A
Consider the following constructible morphism.
g′ : U ⊗∆?(Q)⊗ (A ∩ V )⊗ Γ?(D)⊗ E ∼= A⊗ Γ?(D)⊗ E g−→ R
Consider the following allowable morphism.
u : U ⊗∆?(P )⊗ (A ∩ V )⊗ Γ?(D)⊗ E 〈∆,s,g
′〉◦−−−−−→ R
By induction, u is a constructible morphism. The desired composite
is the following constructible morphism of type (ε).
U⊗∆?(P )⊗V ∼= U⊗∆?(P )⊗(A∩V )⊗Γ?(B⊗(C\D))⊗E 〈Γ,f,u〉ε−−−−−→ R
Note the following.
〈∆, s, t〉◦ ∼= 〈∆, s, 〈Γ, f, g〉ε〉◦ ∼= 〈Γ, f, 〈∆, s, g〉◦〉ε
Consider the case where 0 ≤ j ≤ i < k < n.
U ∆?(Q) V︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · ·Xj−1 ⊗Xj ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xk−1 ⊗ Xk ⊗Xk+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
Define the following shapes.
U ∩B =
⊗
j≤a<i
X ′′a QB = X
′′
i B ∩ V =
⊗
i<a<k
X ′′a
These shapes have been chosen so that the following central isomor-
phisms exist.
U ∼= A⊗Γ?(U∩B) ∆?(Q) ∼= Γ?(QB) V ∼= Γ?((B∩V )⊗(C\D))⊗E
5.4. CONSTRUCTIBLE MORPHISMS 139
(U ∩B)⊗QB ⊗ (B ∩ V ) ∼= B
By Lemma 5.3.18, there is a Λ such that ∆ = ΛΓ, since either J\K or
Ψ?(L) is a prime factor of Q. By Lemma 5.3.16, the following central
isomorphism exists.
Λ?(Q) ∼= QB
Consider the following constructible morphism.
f ′ : (U ∩B)⊗ Λ?(Q)⊗ (B ∩ V ) ∼= B f−→ C
Consider the following allowable morphism.
u : (U ∩B)⊗ Λ?(P )⊗ (B ∩ V ) 〈Λ,s,f
′〉◦−−−−−→ C
By induction, u is a constructible morphism. The desired composite
is the following constructible morphism of type (ε).
U ⊗∆?(P )⊗ V
∼= A⊗ Γ?((U ∩B)⊗ Λ?(P )⊗ (B ∩ V )⊗ (C\D))⊗ E 〈Γ,u,g〉ε−−−−−→ R
Note the following.
〈∆, s, t〉◦ ∼= 〈ΛΓ, s, 〈Γ, f, g〉ε〉◦ ∼= 〈Γ, 〈Λ, s, f〉◦, g〉ε
Consider the case where 0 ≤ j < i = k < n,
U ∆?(Q) V︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
The following central isomorphisms exist.
U ∼= A⊗ Γ?(B) ∆?(Q) ∼= Γ?(C\D) V ∼= E
It must be the case that s is of type (η), ∆ = Γ, J = C and K = D.
Consider the following allowable morphism.
u : A⊗ Γ?(C ⊗ P )⊗ E 〈Γ,k,g〉◦−−−−−→ R
By induction, u is a constructible morphism. Consider the following
allowable morphism.
v : A⊗ Γ?(B ⊗ P )⊗ E 〈Γ,f,u〉◦−−−−−→ R
140 CHAPTER 5. COHERENCE
By induction, v is a constructible morphism. The desired composite
is the following constructible morphism.
U ⊗∆?(P )⊗ V ∼= A⊗ Γ?(B ⊗ P )⊗ E v−→ R
Note the following.
〈∆, s, t〉◦ ∼= 〈Γ, 〈J, k〉η, 〈Γ, f, g〉ε〉◦ ∼= 〈Γ, f, 〈Γ, k, g〉◦〉◦
Consider the case where 0 ≤ j ≤ k < i < n.
U ∆?(Q) V︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · ·Xj−1 ⊗Xj ⊗ · · · ⊗Xk−1 ⊗ Xk ⊗Xk+1 ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
This case is similar to the case where 0 ≤ i < j ≤ k < n. Note the
following.
〈∆, s, t〉◦ ∼= 〈∆, s, 〈Γ, f, g〉ε〉◦ ∼= 〈Γ, f, 〈∆, s, g〉◦〉ε
• Consider the case where s is of type (η) or (θ) and t is of type ((−)?).
s : P
〈J,k〉η−−−−→ J\K ∼= Q or s : P 〈Ψ,l〉θ−−−→ Ψ?(L) ∼= Q
t : U ⊗∆?(Q)⊗ V ∼= Φ?(A) Φ
?(f)−−−→ Φ?(B) ∼= R
In either case, Q has a single prime factor. It must be the case that
U , Q, V and A have prime factorisations of the following forms, where
∆?(X ′a) = Xa and Φ?(X ′′a ) = Xa.
U ∼=
⊗
0≤a<i
Xa Q ∼= X ′i V ∼=
⊗
i<a<n
Xa
A ∼=
⊗
0≤a<n
X ′′a
Define the following shapes.
UA ∼=
⊗
0≤a<i
X ′′a QA ∼=
⊗
i≤a<j
X ′′a VA ∼=
⊗
j<a<n
X ′′a
These shapes have been chosen so that the following central isomor-
phisms exist.
U ∼= Φ?(UA) ∆?(Q) ∼= Φ?(QA) V ∼= Φ?(VA)
UA ⊗QA ⊗ VA ∼= A
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By Lemma 5.3.18, there a Λ such that ∆ = ΛΦ, since either J\K or
Ψ?(L) is a prime factor of Q. By Lemma 5.3.16, the following central
isomorphism exists.
Λ?(Q) ∼= QA
Consider the following constructible morphism.
f ′ : UA ⊗ Λ?(Q)⊗ VA ∼= A f−→ B
Consider the following allowable morphism.
u : UA ⊗ Λ?(P )⊗ VA 〈Λ,s,f
′〉◦−−−−−→ B
By induction, u is a constructible morphism. The desired composite
is the following constructible morphism of type ((−)?).
U ⊗∆?(P )⊗ V ∼= Φ?(UA ⊗ Λ?(P )⊗ VA) Φ
?(u)−−−→ Φ?(B) ∼= R
Note the following.
〈∆, s, t〉◦ ∼= 〈ΛΦ, s,Φ?(f)〉◦ ∼= Φ?(〈Λ, s, f〉◦)
• Consider the case where s is of type (η) or (θ) and t is of type (ζ).
s : P
〈J,k〉η−−−−→ J\K ∼= Q or s : P 〈Ψ,l〉θ−−−→ Ψ?(L) ∼= Q
t : U ⊗∆?(Q)⊗ V ∼= A⊗ Γ?Φ?Φ?(B)⊗ C 〈Γ,Φ,f〉ζ−−−−−→ R
In either case, Q has a single prime factor. It must be the case that
U , Q, V , A, Φ?(B) and C have prime factorisations of the following
forms, where ∆?(X ′a) = Xa and Γ?Φ?(X ′′a ) = Xa.
U ∼=
⊗
0≤a<i
Xa Q ∼= X ′i V ∼=
⊗
i<a<n
Xa
A ∼=
⊗
0≤a<j
Xa Φ?(B) ∼= X ′′j C ∼=
⊗
j<a<n
Xa
Compare i with j.
Consider the case where 0 ≤ i < j < n.
U ∆?(Q) V︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · ·Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xj−1 ⊗ Xj ⊗Xj+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?Φ?Φ?(B) C
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Define the following shape.
A ∩ V =
⊗
i<a<j
Xa
This shape has been chosen so that the following central isomorphisms
exist.
V ∼= (A ∩ V )⊗ Γ?Φ?Φ?(B)⊗ C
U ⊗∆?(Q)⊗ (A ∩ V ) ∼= A
Consider the following constructible morphism.
f ′ : U ⊗∆?(Q)⊗ (A ∩ V )⊗ Γ?(B)⊗ C ∼= A⊗ Γ?(B)⊗ C f−→ R
Consider the following allowable morphism.
u : U ⊗∆?(P )⊗ (A ∩ V )⊗ Γ?(B)⊗ C 〈∆,s,f
′〉◦−−−−−→ R
By induction, u is a constructible morphism. The desired composite
is the following constructible morphism of type (ζ).
U ⊗∆?(P )⊗ V ∼= U ⊗∆?(P )⊗ (A∩ V )⊗ Γ?Φ?Φ?(B)⊗C 〈Γ,Φ,u〉ζ−−−−−→ R
Note the following.
〈∆, s, t〉◦ ∼= 〈∆, s, 〈Γ,Φ, f〉ζ〉◦ ∼= 〈Γ,Φ, 〈∆, s, f〉◦〉ζ
Consider the case where 0 ≤ i = j < n.
U ∆?(Q) V︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · ·Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?Φ?Φ?(B) C
The following central isomorphisms exist.
U ∼= A ∆?(Q) ∼= Γ?Φ?Φ?(B) V ∼= C
It must be the case that s is of type (θ), ∆ = ΦΓ, Ψ = Φ and L = B.
Consider the following allowable morphism.
u : A⊗ Γ?Φ?(P )⊗ C 〈Γ,l,f〉◦−−−−→ R
By induction, u is a constructible morphism. The desired composite
is the following constructible morphism.
U ⊗∆?(P )⊗ V ∼= A⊗ Γ?Φ?(P )⊗ C u−→ R
Note the following.
〈∆, s, t〉◦ ∼= 〈ΦΓ, 〈Φ, l〉θ, 〈Γ,Φ, f〉ζ〉◦ ∼= 〈Γ, l, f〉◦
Consider the case where 0 ≤ j < i < n.
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U ∆?(Q) V︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · ·Xj−1 ⊗ Xj ⊗Xj+1 ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?Φ?Φ?(B) C
This case is similar to the case where 0 ≤ i < j < n. Note the
following.
〈∆, s, t〉◦ ∼= 〈∆, s, 〈Γ,Φ, f〉ζ〉◦ ∼= 〈Γ,Φ, 〈∆, s, f〉◦〉ζ
Now the proof that every allowable morphism is a constructible mor-
phism is not difficult.
Theorem 5.4.15. Let C be a vertex of G. Let s : A → B be an allowable
C-morphism. Then s is a constructible C-morphism.
Proof. We will prove this by induction on the type of s
• If s is an allowable morphism of type (id), (α), (λ), (ρ), (ϕ), (ϕˆ), (κ)
or (κˆ), then s is a constructible morphism of type (∼=).
• If s is an allowable morphism of type (η),
B
ηAB−−→ A\(A⊗B),
then s is the following allowable morphism, which is a constructible
morphism, by Lemma 5.4.8 and Lemma 5.4.9.
B
〈A,A⊗B〉η−−−−−−→ A\(A⊗B)
• If s is an allowable morphism of type (ε),
A⊗ (A\B) ε
A
B−→ B,
then s is the following allowable morphism, which is a constructible
morphism, by Lemma 5.4.10.
A⊗ (A\B) 〈id,A,B〉ε−−−−−−→ B
• If s is an allowable morphism of type (⊗),
A⊗ C f⊗g−−→ B ⊗D,
then s is the following allowable morphism, which is a constructible
morphism, by Lemma 5.4.8.
A⊗ C f⊗g−−→ B ⊗D,
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• If s is an allowable morphism of type (\),
B\C f\g−−→ A\D,
then s is the following allowable morphism, which is a constructible
morphism, by Lemma 5.4.10 and Lemma 5.4.9.
B\C 〈A,〈id,f,g〉ε〉η−−−−−−−−→ A\D
• If s is an allowable morphism of type (θ),
A
θΦA−→ Φ?Φ?(A),
then s is the following allowable morphism, which is a constructible
morphism, by Lemma 5.4.11 and Lemma 5.4.12.
A
〈Φ,Φ?(A)〉θ−−−−−−−→ Φ?Φ?(A)
• If s is an allowable morphism of type (ζ),
Φ?Φ?(A)
ζΦA−→ A,
then s is the following allowable morphism, which is a constructible
morphism, by Lemma 5.4.13.
Φ?Φ?(A)
〈id,Φ,A〉ζ−−−−−−→ A
• If s is an allowable morphism of type ((−)?),
Φ?(A)
Φ?(f)−−−→ Φ?(B),
then s is the following allowable morphism, which is a constructible
morphism, by Lemma 5.4.11.
Φ?(f) : Φ?(A)→ Φ?(B),
• If s is an allowable morphism of type ((−)?),
Φ?(A)
Φ?(f)−−−→ Φ?(B),
then s is the following allowable morphism, which is a constructible
morphism, by Lemma 5.4.13 and Lemma 5.4.12
Φ?(A)
〈Φ,〈id,Φ,f〉ζ〉θ−−−−−−−−−→ Φ?(B)
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• If s is an allowable morphism of type (◦),
A
f−→ B g−→ C,
then s is the following allowable morphism, which is a constructible
morphism, by Lemma 5.4.14.
A
〈id,f,g〉◦−−−−−→ C
5.5 A Category of Relations
In this section, we will define a particular closed monoidal category, together
with a collection of monoidal adjunctions indexed by the positive integers.
We will then use this to define a particularly simple object of GrG, which
we will denote ZRel, as well as a morphism of GrG of the following form.
Ω: ShpG → ZRel
5.5.1 Notation and Terminology
Throughout this section, we will make use of predicates and relations.
By a predicate on a set A, we mean a function P : A → {T, F}. Given
such a predicate and an element a ∈ A, we say that P (a) is true if P (a) = T
and that P (a) is false if P (a) = F .
We will denote logical conjunction of P (a) and Q(a) by P (a)Q(a); i.e.
P (a)Q(a) is true if and only if both P (a) and Q(a) are true.
By a relation between two sets A and B, we mean a predicate on the set
A × B. We denote such a relation by R : A 99K B. Given such a relation
and elements a ∈ A and b ∈ B, we will usually denote R(a, b) by Rab .
By the zero predicate on a set A, we mean the predicate on A which is
constant at F . By the zero relation A 99K B, we mean the zero predicate
on the set A×B.
Given a positive integer Φ, we will denote the set {0, 1, . . . ,Φ− 1} by Φ.
At times, it may be helpful to view a relation A 99K B as the cor-
responding matrix whose height is the cardinality of A and whose width
is the cardinality of B. For example, the relation R : 3 99K 4 defined by
Rab ⇐⇒ a ≤ b can be represented by the following 3× 4 matrix.0 ≤ 0 0 ≤ 1 0 ≤ 2 0 ≤ 31 ≤ 0 1 ≤ 1 1 ≤ 2 1 ≤ 3
2 ≤ 0 2 ≤ 1 2 ≤ 2 2 ≤ 3
 =
T T T TF T T T
F F T T

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There is a canonical bijection Φ×Ψ ∼= ΦΨ given by ordering the ordered
pairs lexicographically. For example, the bijection 2× 3 ∼= 6 is given by the
following composite of order-preserving bijections.
{0, 1} × {0, 1, 2} ∼= {(0, 0), (0, 1), (0, 2), (1, 0), (1, 1), (1, 2)} ∼= {0, 1, 2, 3, 4, 5}
We will use this bijection implicitly in order to represent relations with
multiple indices as matrices. For example, the relation R : 2 × 3 99K 3
defined by Rabc ⇐⇒ a + b ≤ c can be represented by the following 6 × 3
matrix. 
0 + 0 ≤ 0 0 + 0 ≤ 1 0 + 0 ≤ 2
0 + 1 ≤ 0 0 + 1 ≤ 1 0 + 1 ≤ 2
0 + 2 ≤ 0 0 + 2 ≤ 1 0 + 2 ≤ 2
1 + 0 ≤ 0 1 + 0 ≤ 1 1 + 0 ≤ 2
1 + 1 ≤ 0 1 + 1 ≤ 1 1 + 1 ≤ 2
1 + 2 ≤ 0 1 + 2 ≤ 1 1 + 2 ≤ 2
 =

T T T
F T T
F F T
F T T
F F T
F F F

We will also use this to represent block matrices. For example, given a 2×2
matrix M00 , a 2× 3 matrix M01 , a 4× 2 matrix M10 , and a 4× 3 matrix M11 ,
the 8× 6 block matrix [
M00 M
0
1
M10 M
1
1
]
represents the relation R : 2× 4 99K 2× 3 defined by Riajb ⇐⇒ (M ij)ab . The
indices i and j determine the submatrix, the indices a and b determine the
entry within the submatrix.
Given relations R : A 99K B and S : B 99K C, we denote their composite
relation by R • S : A 99K C, defined as follows.
(R • S)ac ⇐⇒ ∃b(RabSbc)
Note that this agrees with the usual definition of matrix multiplication.
Given a set A, we will denote the identity relation on A by the Kronecker
delta δ , defined as follows.
δij =
{
T if i = j
F if i 6= j
We will typically denote the unique element of a 1-element set by ?.
5.5.2 Definitions
The closed monoidal category which we will describe in this section is a
strict model of the category of representations of the group of integers under
addition, valued in the category of finite sets and relations. Let Z be the
group of integers under addition, interpreted as a 1-object groupoid. Let
Rel be the category of finite sets and relations. Then the category which
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we will describe, and which we will denote by [Z,Rel], is equivalent to the
category of functors from Z to Rel. For the sake of simplicity, we will
assume that Rel is a strict monoidal category, with tensor product given
by cartesian product of sets.
First, we will give an explicit description of the category [Z,Rel]. An
object of this category consists of a set A0 with an automorphism (that
is, a bijection A0 → A0). Given an automorphism A : A0 99K A0 and an
automorphism B : B0 99K B0, a morphism A→ B is relation R : A0 99K B0
such that A•R = R•B; we call such relations ‘equivariant’. Composition of
morphisms is defined by composition of relations in the obvious way; given
morphisms R : A → B and S : B → C, the composite R • S constitutes
a morphism A → C. Finally, the identity morphism on A is simply the
identity relation on A0. It can be easily seen that this composition is both
associative and unital.
Now, we shall describe the strict monoidal structure on [Z,Rel], inher-
ited pointwise from the strict monoidal structure on Rel.
Given an automorphism A : A0 99K A0 and an automorphism B : B0 99K
B0, their tensor product, A⊗B, is the automorphism A0×B0 99K A0×B0
defined as follows.
(A⊗B)aba′b′ ⇐⇒ Aaa′Bbb′
Given a morphism R : A → B and a morphism S : C → D, their tensor
product, R⊗ S, is the morphism A⊗ C → B ⊗D defined as follows.
(R⊗ S)acbd ⇐⇒ RabScd
To see that R⊗ S is a morphism A⊗ C → B ⊗D, note the following.
((A⊗ C) • (R⊗ S))acbd ⇐⇒ ∃a′c′((A⊗ C)aca′c′(R⊗ S)a
′c′
bd )
⇐⇒ ∃a′c′(Aaa′Ccc′Ra
′
b S
c′
d )
⇐⇒ ∃a′(Aaa′Ra
′
b )∃c′(Ccc′Sc
′
d )
⇐⇒ (A •R)ab (C • S)cd
⇐⇒ (R •B)ab (S •D)cd
⇐⇒ ∃b′(Rab′Bb
′
b )∃d′(Scd′Dd
′
d )
⇐⇒ ∃b′d′(Rab′Scd′Bb
′
b D
d′
d )
⇐⇒ ∃b′d′((R⊗ S)acb′d′(B ⊗D)b
′d′
bd )
⇐⇒ ((R⊗ S) • (B ⊗D))acbd
The monoidal unit, I, is the 1-element set {?} with the identity relation.
Now, we shall describe a pivotal structure on [Z,Rel], inherited point-
wise from the pivotal structure on Rel; i.e. for each object, we shall con-
struct a simultaneous left and right dual.
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Given an automorphism A : A0 99K A0, the dual, A∨, is A. That is, each
object is self-dual. Note the following identity.
∃j(Aij(A∨)i
′
j ) ⇐⇒ δii′
Given an automorphism A : A0 99K A0, the evaluation morphism
evA : A⊗A∨ → I
is the relation A0 ×A0 99K 1 defined as follows.
(evA)
ii′
? ⇐⇒ δii′
To see that evA is a morphism A⊗A∨ → I, note the following.
((A⊗A∨) • evA)ii′? ⇐⇒ ∃jj′((A⊗A∨)ii
′
jj′(evA)
jj′
? )
⇐⇒ ∃jj′(Aij(A∨)i
′
j′δ
j
j′)
⇐⇒ ∃j(Aij(A∨)i
′
j )
⇐⇒ δii′
⇐⇒ (evA)ii′?
⇐⇒ (evA)ii′? I??
⇐⇒ (evA • I)ii′?
Given an automorphism A : A0 99K A0, the coevaluation morphism
coevA : I → A∨ ⊗A
is the relation 1 99K A0 ×A0 defined as follows.
(coevA)
?
jj′ ⇐⇒ δjj′
To see that coevA is a morphism I → A∨ ⊗A, note the following.
(I • coevA)?kk′ ⇐⇒ I?? (coevA)?kk′
⇐⇒ (coevA)?kk′
⇐⇒ δkk′
⇐⇒ ∃j((A∨)jkAjk′)
⇐⇒ ∃jj′(δjj′(A∨)jkAj
′
k′)
⇐⇒ ∃jj′((coevA)?jj′(A∨ ⊗A)jj
′
kk′)
⇐⇒ (coevA • (A∨ ⊗A))?kk′
The first triangle identity is that the following morphism is the identity
on A.
A
idA⊗coevA−−−−−−−→ A⊗A∨ ⊗A evA⊗idA−−−−−→ A
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To check this, note the following.
((idA⊗coevA) • (evA ⊗ idA))ik′′
= ∃jj′j′′((idA⊗coevA)ijj′j′′(evA ⊗ idA)jj
′j′′
k′′ )
= ∃jj′j′′((idA)ij(coevA)?j′j′′(evA)jj
′
? (idA)
j′′
k′′)
= ∃jj′j′′(δijδj
′
j′′δ
j
j′δ
j′′
k′′)
= δik′′
= (idA)
i
k′′
The second triangle identity is that the following morphism is the identity
on A∨.
A∨
coevA⊗idA∨−−−−−−−−→ A∨ ⊗A⊗A∨ idA∨ ⊗evA−−−−−−−→ A∨
To check this, note the following.
((coevA ⊗ idA∨) • (idA∨ ⊗evA))i′′k
⇐⇒ ∃jj′j′′((coevA ⊗ idA∨)i′′jj′j′′(idA∨ ⊗evA)jj
′j′′
k )
⇐⇒ ∃jj′j′′((coevA)?jj′(idA∨)i
′′
j′′(idA∨)
j
k(evA)
j′j′′
? )
⇐⇒ ∃jj′j′′(δjj′δi
′′
j′′δ
j
kδ
j′
j′′)
⇐⇒ δi′′k
⇐⇒ (idA∨)i′′k
Given a morphism R : A → B, the morphism R∨ : B∨ → A∨ is defined
as follows.
R∨ : B∨
coevA⊗idB∨−−−−−−−−→ A∨⊗A⊗B∨ idA∨ ⊗R⊗idB∨−−−−−−−−−→ A∨⊗B⊗B∨ idA∨ ⊗evB−−−−−−−→ A∨
(R∨)ba ⇐⇒ ((coevA ⊗ idB∨) • (idA∨ ⊗R⊗ idB∨) • (idA∨ ⊗evB)ba
Evaluating this yields the following.
(R∨)ba ⇐⇒ Rab
Given a morphism R : A → B, note that the following two morphisms
are equal; this is extranaturality of ev.
A⊗B∨ R⊗idB∨−−−−−→ B ⊗B∨ evB−−→ I
A⊗B∨ idA⊗R∨−−−−−→ A⊗A∨ evA−−→ I
((R⊗ idB∨) • evB)ab¯? ⇐⇒ ∃b′b¯′((R⊗ idB∨)ab¯b′b¯′(evB)b
′b¯′
? )
⇐⇒ ∃b′b¯′(Rab′(idB∨)b¯b¯′(evB)b
′b¯′
? )
⇐⇒ ∃b′b¯′(Rab′δb¯b¯′δb
′
b¯′ )
⇐⇒ Rab¯
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((idA⊗R∨) • evA)ab¯? ⇐⇒ ∃a′a¯′((idA⊗R∨)ab¯a′a¯′(evA)a
′a¯′
? )
⇐⇒ ∃a′a¯′((idA)aa′(R∨)b¯a¯′(evA)a
′a¯′
? )
⇐⇒ ∃a′a¯′(δaa′Ra¯
′
b¯ δ
a′
a¯′ )
⇐⇒ Rab¯
We will denote this morphism by evR : A⊗B∨ → I.
Given a morphism R : A → B, note that the following two morphisms
are equal; this is extranaturality of coev.
I coevA−−−−→ A∨ ⊗A idA∨ ⊗R−−−−−→ A∨ ⊗B
I coevB−−−−→ B∨ ⊗B R∨⊗idB−−−−−→ A∨ ⊗B
(coevA • (idA∨ ⊗R))?a¯b ⇐⇒ ∃a¯′a′((coevA)?a¯′a′(idA∨ ⊗R)a¯
′a′
a¯b )
⇐⇒ ∃a¯′a′((coevA)?a¯′a′(idA∨)a¯
′
a¯ R
a′
b )
⇐⇒ ∃a¯′a′(δa¯′a′δa¯
′
a¯ R
a′
b )
⇐⇒ Ra¯b
(coevB • (R∨ ⊗ idB))?a¯b ⇐⇒ ∃b¯′b′((coevB)?b¯′b′(R∨ ⊗ idB)b¯
′b′
a¯b )
⇐⇒ ∃b¯′b′((coevB)?b¯′b′(R∨)b¯
′
a¯ (idB)
b′
b )
⇐⇒ ∃b¯′b′(δb¯′b′Ra¯b¯′δb
′
b )
⇐⇒ Ra¯b
We will denote this morphism by coevR : I → A∨ ⊗B.
Now, we will define, for each positive integer Φ, a strict monoidal endo-
functor, denoted Φ? : [Z,Rel]→ [Z,Rel].
The action on objects is given by the following.
Φ?(A) = AΦ =
Φ︷ ︸︸ ︷
A • · · · •A
The action on morphisms is given by Φ?(R) = R; note that the underlying
set of Φ?(A) is the same as the underlying set of A, so this makes sense. It
can be easily seen that this defines a monoidal endofunctor.
Now, we shall describe, for each positive integer Φ, the right adjoint to
Φ?, denoted Φ? : [Z,Rel]→ [Z,Rel].
Given an automorphism A : A0 99K A0, the automorphism Φ?(A) : Φ ×
A0 99K Φ×A0 is defined as follows.
Φ?(A)
ia
i′a′ ⇐⇒

Aaa′ if i = 0 and i
′ = Φ− 1
δaa′ if i = i
′ + 1
0 otherwise
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For example, 4?(A) can be represented by the following block matrix, where
I represents the identity relation on a set of the same size as A0 and 0
represents the zero relation on a set of the same size as A0.
0 0 0 A
I 0 0 0
0 I 0 0
0 0 I 0

Hopefully, the general pattern is clear.
Before going any further, we must prove some simple combinatorial prop-
erties involving Φ? and Φ?.
Lemma 5.5.1. Given an automorphism A : A0 99K A0, the following holds,
where bxc denotes the greatest integer less than or equal to x and (n)Φ
denotes n modulo Φ,
(Φ?(A)
n)iai′a′ ⇐⇒ δi(i′+n)Φ(Ab
i′+n
Φ
c)aa′
For example, the first few powers of 4?(A) can be represented by the following
block matrices.
4?(A)
1 =

0 0 0 A
I 0 0 0
0 I 0 0
0 0 I 0
 4?(A)2 =

0 0 A 0
0 0 0 A
I 0 0 0
0 I 0 0

4?(A)
3 =

0 A 0 0
0 0 A 0
0 0 0 A
I 0 0 0
 4?(A)4 =

A 0 0 0
0 A 0 0
0 0 A 0
0 0 0 A

4?(A)
5 =

0 0 0 A2
A 0 0 0
0 A 0 0
0 0 A 0
 4?(A)6 =

0 0 A2 0
0 0 0 A2
A 0 0 0
0 A 0 0

Hopefully, the general pattern is clear.
Proof. We will prove this by induction on n. The Φ?(A)
0 case is clear. The
Φ?(A)
1 case follows from the definition. Assume the statement is true for
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Φ?(A)
n.
(Φ?(A)
n+1)iai′a′ ⇐⇒ (Φ?(A) • Φ?(A)n)iai′a′
⇐⇒ ∃i′′a′′(Φ?(A)iai′′a′′(Φ?(A)n)i
′′a′′
i′a′ )
⇐⇒ ∃i′′a′′(δi(i′′+1)Φ(Ab
i′′+1
Φ
c)aa′′δ
i′′
(i′+n)Φ(A
b i′+n
Φ
c)a
′′
a′ )
⇐⇒ δi(i′+n+1)Φ∃a′′((Ab
(i′+n)Φ+1
Φ
c)aa′′(A
b i′+n
Φ
c)a
′′
a′ )
⇐⇒ δi(i′+n+1)Φ(Ab
(i′+n)Φ+1
Φ
c •Ab i
′+n
Φ
c)aa′
(?)⇐⇒ δi(i′+n+1)Φ(Ab
i′+n+1
Φ
c)aa′
Step (?) follows from the following general equality.⌊
(k)Φ + 1
Φ
⌋
+
⌊
k
Φ
⌋
=
⌊
k + 1
Φ
⌋
Corollary 5.5.2. Given an automorphism A : A0 99K A0, the following
holds.
Γ?Φ?Φ?(A)
ia
i′a′ ⇐⇒ δii′Γ?(A)aa′
Corollary 5.5.3. Given an automorphism A : A0 99K A0, the following
holds.
∀j ∈ Φ (Φ?(A)j)ia0a′ ⇐⇒ δijδaa′
Given a morphism R : A→ B, the morphism Φ?(R) : Φ?(A)→ Φ?(B) is
the relation Φ?(R) : Φ×A0 99K Φ×B0 defined as follows.
Φ?(R)
ia
jb = δ
i
jR
a
b
For example, 4?(R) can be represented by the following block matrix.
R 0 0 0
0 R 0 0
0 0 R 0
0 0 0 R

Hopefully, the general pattern is clear. To see that Φ?(R) is a morphism
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Φ?(A)→ Φ?(B), note the following.
(Φ?(A) • Φ?(R))iajb ⇐⇒ ∃i′a′(Φ?(A)iai′a′Φ?(R)i
′a′
jb )
5.5.1⇐⇒ ∃i′a′(δi(i′+1)Φ(Ab
i′+1
Φ
c)aa′δ
i′
j R
a′
b )
⇐⇒ δi(j+1)Φ∃a′((Ab
j+1
Φ
c)aa′R
a′
b )
⇐⇒ δi(j+1)Φ(Ab
j+1
Φ
c •R)ab
⇐⇒ δi(j+1)Φ(R •Bb
j+1
Φ
c)ab
⇐⇒ δi(j+1)Φ∃b′(Rab′(Bb
j+1
Φ
c)b
′
b )
⇐⇒ ∃j′b′(δij′Rab′δj
′
(j+1)Φ
(Bb
j+1
Φ
c)b
′
b )
5.5.1⇐⇒ ∃j′b′(Φ?(R)iaj′b′Φ?(B)j
′b′
jb )
⇐⇒ (Φ?(R) • Φ?(B))iajb
For example, the previous calculation in matrix form, for 4?, is the following.
0 0 0 A
I 0 0 0
0 I 0 0
0 0 I 0


R 0 0 0
0 R 0 0
0 0 R 0
0 0 0 R
 =

0 0 0 AR
R 0 0 0
0 R 0 0
0 0 R 0

=

0 0 0 RB
R 0 0 0
0 R 0 0
0 0 R 0
 =

R 0 0 0
0 R 0 0
0 0 R 0
0 0 0 R


0 0 0 A
I 0 0 0
0 I 0 0
0 0 I 0

To see that Φ? preserves composition, note the following.
(Φ?(R) • Φ?(S))iakc ⇐⇒ ∃jb(Φ?(R)iajbΦ?(S)jbkc)
⇐⇒ ∃jb(δijRab δjkSbc)
⇐⇒ δik∃b(RabSbc)
⇐⇒ δik(R • S)ac
⇐⇒ Φ?(R • S)iakc
To see that Φ? preserves identities, note the following.
Φ?(idA)
ia
i′a′ ⇐⇒ δii′(idA)aa′
⇐⇒ δii′δaa′
⇐⇒ (idΦ?(A))iai′a′
The unit θΦ for the adjunction Φ? a Φ? is defined as follows. Given an
automorphism A : A0 99K A0, the morphism
θΦA : A→ Φ?Φ?(A)
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is the relation A0 99K Φ×A0 defined as follows.
(θΦA)
a
i′a′ ⇐⇒ (Ai
′
)aa′
For example, θ4A can be represented by the following block matrix.
[
I A A2 A3
]
Hopefully, the general pattern is clear. We will often omit the superscript,
when it is clear from context. To see that θΦA is a morphism A→ Φ?Φ?(A),
note the following.
(A • θA)ai′a′ ⇐⇒ ∃a′′(Aaa′′(θA)a
′′
i′a′)
⇐⇒ ∃a′′(Aaa′′(Ai
′
)a
′′
a′ )
⇐⇒ (A •Ai′)aa′
⇐⇒ (Ai′+1)aa′
⇐⇒ (A(i′+1)Φ+Φ·b i
′+1
Φ
c)aa′
⇐⇒ (A(i′+1)Φ •AΦ·b i
′+1
Φ
c)aa′
⇐⇒ (A(i′+1)Φ • Φ?(A)b i
′+1
Φ
c)aa′
⇐⇒ ∃a′′((A(i′+1)Φ)aa′′(Φ?(A)b
i′+1
Φ
c)a
′′
a′ )
⇐⇒ ∃i′′a′′((Ai′′)aa′′δi
′′
(i′+1)Φ(Φ
?(A)b
i′+1
Φ
c)a
′′
a′ )
5.5.1⇐⇒ ∃i′′a′′((θA)ai′′a′′Φ?Φ?(A)i
′′a′′
i′a′ )
⇐⇒ (θA • Φ?Φ?(A))ai′a′
For example, the previous calculation in matrix form, for Φ = 4, is the
following.
A
[
I A A2 A3
]
=
[
A A2 A3 A4
]
=
[
I A A2 A3
] 
0 0 0 A4
I 0 0 0
0 I 0 0
0 0 I 0

To see that θ is a natural transformation, consider a morphism R : A→ B,
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and note the following.
(θA • Φ?Φ?(R))aib ⇐⇒ ∃i′a′((θA)ai′a′Φ?Φ?(R)i
′a′
ib )
⇐⇒ ∃i′a′((Ai′)aa′δi
′
i R
a′
b )
⇐⇒ ∃a′((Ai)aa′Ra
′
b )
⇐⇒ (Ai •R)ab
⇐⇒ (R •Bi)ab
⇐⇒ ∃b′(Rab′(Bi)b
′
b )
⇐⇒ ∃b′(Rab′(θB)b
′
ib)
⇐⇒ (R • θB)aib
For example, the previous calculation in matrix form, for Φ = 4, is the
following.
[
I A A2 A3
] 
R 0 0 0
0 R 0 0
0 0 R 0
0 0 0 R
 = [R AR A2R A3R]
=
[
R RB RB2 RB3
]
= R
[
I B B2 B3
]
We will denote this morphism by θR : A→ Φ?Φ?(B).
The counit ζΦ for the adjunction Φ? a Φ? is defined as follows. Given
an automorphism A : A0 99K A0, the morphism
ζΦA : Φ
?Φ?(A)→ A
is the relation Φ×A0 99K A0 defined as follows.
(ζΦA)
ia
a′ ⇐⇒ δi0δaa′
For example, ζ4A can be represented by the following block matrix.
I
0
0
0

Hopefully, the general pattern is clear. We will often omit the superscript,
when it is clear from context. To see that ζA is a morphism Φ
?Φ?(A)→ A,
156 CHAPTER 5. COHERENCE
note the following.
(Φ?Φ?(A) • ζA)iaa′ ⇐⇒ ∃i′′a′′(Φ?Φ?(A)iai′′a′′(ζA)i
′′a′′
a′ )
5.5.2⇐⇒ ∃i′′a′′(δii′′Aaa′′δi
′′
0 δ
a′′
a′ )
⇐⇒ δi0Aaa′
⇐⇒ δi0∃a′′(δaa′′Aa
′′
a′ )
⇐⇒ ∃a′′((ζA)iaa′′Aa
′′
a′ )
⇐⇒ (ζA •A)iaa′
For example, the previous calculation in matrix form, for Φ = 4, is the
following. 
A 0 0 0
0 A 0 0
0 0 A 0
0 0 0 A


I
0
0
0
 =

A
0
0
0
 =

I
0
0
0
A
To see that ζ is a natural transformation, consider a morphism R : A→ B,
and note the following.
(ζA •R)iab ⇐⇒ ∃a′((ζA)iaa′Ra
′
b )
⇐⇒ ∃a′(δi0δaa′Ra
′
b )
⇐⇒ δi0Rab
⇐⇒ ∃i′b′(δii′Rab′δi
′
0 δ
b′
b )
⇐⇒ ∃i′b′(Φ?Φ?(R)iai′b′(ζB)i
′b′
b )
⇐⇒ (Φ?Φ?(R) • ζB)iab
For example, the previous calculation in matrix form, for Φ = 4, is the
following. 
I
0
0
0
R =

R
0
0
0
 =

R 0 0 0
0 R 0 0
0 0 R 0
0 0 0 R


I
0
0
0

We will denote this morphism by ζR : Φ
?Φ?(A)→ B.
The first triangle identity is that the following morphism is the identity
on Φ?(A).
Φ?(A)
Φ?(θA)−−−−→ Φ?Φ?Φ?(A)
ζΦ?(A)−−−−→ Φ?(A)
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To see this, note the following.
(Φ?(θA) • ζΦ?(A))aa′ ⇐⇒ ∃i′′a′′(Φ?(θA)ai′′a′′(ζΦ?(A))i
′′a′′
a′ )
⇐⇒ ∃i′′a′′((Ai′′)aa′′δi
′′
0 δ
a′′
a′ )
⇐⇒ (A0)aa′
⇐⇒ δaa′
⇐⇒ (idΦ?(A))aa′
For example, the previous calculation in matrix form, for Φ = 4, is the
following.
[
I A A2 A3
] 
I
0
0
0
 = I
The second triangle identity is that the following morphism is the identity
on Φ?(A).
Φ?(A)
θΦ?(A)−−−−→ Φ?Φ?Φ?(A) Φ?(ζA)−−−−→ Φ?(A)
To see this, note the following.
(θΦ?(A) • Φ?(ζA))jai′a′ ⇐⇒ ∃i′′j′′a′′((θΦ?(A))jai′′j′′a′′Φ?(ζA)i
′′j′′a′′
i′a′ )
⇐⇒ ∃i′′j′′a′′((Φ?(A)i′′)jaj′′a′′δi
′′
i′ δ
j′′
0 δ
a′′
a′ )
⇐⇒ (Φ?(A)i′)ja0a′
5.5.3⇐⇒ δji′δaa′
⇐⇒ (idΦ?(A))jai′a′
For example, the previous calculation in matrix form, for Φ = 3, is the
following.
I 0 0 0 0 A 0 A 00 I 0 I 0 0 0 0 A
0 0 I 0 I 0 I 0 0


I 0 0
0 0 0
0 0 0
0 I 0
0 0 0
0 0 0
0 0 I
0 0 0
0 0 0

=
I 0 00 I 0
0 0 I

5.5.3 The Ω Functors
We can now define a particularly simple object of GrG, which we denote
ZRel, as follows.
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• For each vertex C of G, the closed monoidal category ZRel(C) is
[Z,Rel].
• For each edge Φ: C → D of G, the monoidal adjunction Φ? a Φ? is
any of the previously described adjunctions of the form k? a k? for
any integer k ≥ 2. The choice of k is largely unimportant. A different
k may be used for each edge, or they may all be the same.
Given an object G of Set|G0|, we have a natural isomorphism of hom-sets
of the following form.
GrG(ShpG,ZRel) ∼= Set|G0|(G,UZRel)
We can construct a morphism G→ UZRel in Set|G0| as follows.
• For each vertex C of G, the component
G(C)→ UZRel(C) = ob([Z,Rel])
is any function whose image consists only of automorphisms on sets
with at least 2 elements. The choice of sets and automorphisms is
largely unimportant. A different set and automorphism may be used
for each element of G(C), or they may all be the same.
This then induces a morphism ShpG → ZRel in GrG, which we denote Ω.
For each vertex C of G, the component ΩC is a functor of the following form.
ΩC : ShpG(C)→ ZRel(C) = [Z,Rel]
We will often omit the subscript, when it is clear from context.
5.6 The Coherence Theorem
In this section, we will prove the main result of this chapter: that the
functors
ΩC : ShpG(C)→ ZRel(C) = [Z,Rel]
are all faithful.
Before we can prove the coherence theorem, we must first prove four
technical ‘recognition lemmas’, about recognising the form of a constructible
morphism based on the form of its image under Ω. We will only state the
four recognition lemmas here; proofs can be found in Appendix A.
Lemma 5.6.1. Let C be a vertex of G. Let
s : P ⊗R→ Q⊗ S
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be a constructible C-morphism. If there are morphisms
σ : ΩC(P )→ ΩC(Q) τ : ΩC(R)→ ΩC(S)
such that ΩC(s) is of the form σ⊗τ , then there are constructible C-morphisms
u : P → Q v : R→ S
such that s is of the form u⊗ v.
Lemma 5.6.2. Let ∆: C → D be a path in G. Let
s : P ⊗∆?(Q⊗ (R\S))⊗ T → U
be a constructible C-morphism. If there are morphisms
σ : ΩD(Q)→ ΩD(R) τ : ΩC(P ⊗∆?(S)⊗ T )→ ΩC(U)
such that ΩC(s) is of the form 〈∆, σ, τ〉ε, then there is a constructible D-
morphism
u : Q→ R
and a constructible C-morphism
v : P ⊗∆?(S)⊗ T → U
such that s is of the form 〈∆, u, v〉ε.
Lemma 5.6.3. Let ∆: C → D be a path in G. Let
s : ∆?(P )→ ∆?(Q)
be a constructible C-morphism. If there is a morphism
σ : ΩD(P )→ ΩD(Q)
such that ΩC(s) is of the form ∆?(σ), then there is a constructible D-mor-
phism
u : P → Q
such that s is of the form ∆?(u).
Lemma 5.6.4. Let ∆: C → D and Φ: D → E be paths in G. Let
s : P ⊗∆?Φ?Φ?(Q)⊗R→ S
be a constructible C-morphism. If there is a morphism
σ : ΩC(P ⊗∆?(Q)⊗R)→ ΩC(S)
such that ΩC(s) is of the form 〈∆,Φ, σ〉ζ , then there is a constructible C-
morphism
u : P ⊗∆?(Q)⊗R→ S
such that s is of the form 〈∆,Φ, u〉ζ .
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We will now prove our main theorem.
Theorem 5.6.5. Let C be a vertex of G. Let s, t : P → Q be a pair of
parallel constructible C-morphisms. If ΩC(s) = ΩC(t), then s = t.
Proof. We will prove this by induction on the types of the constructible
morphisms s and t.
• Consider the case where both s and t are of type (∼=). In this case,
s = t, by Theorem 5.3.9.
• Consider the case where at least one of s or t, say s, is of type (⊗).
s : P ∼= A⊗ C f⊗g−−→ B ⊗D ∼= Q
Consider the following constructible morphism.
t′ : A⊗ C ∼= P t−→ Q ∼= B ⊗D
By Lemma 5.6.1, there are constructible morphisms
f ′ : A→ B g′ : C → D
such that t′ is of the form f ′ ⊗ g′. By induction, f = f ′ and g = g′. It
follows that s = t.
• Consider the case where at least one of s or t, say s, is of type (η).
s : P
〈I,f〉η−−−−→ I\A ∼= Q
Consider the following constructible morphism.
t′ : P t−→ Q ∼= I\A
Its adjunct under the adjunction (I ⊗ −) a (I\−) is a constructible
morphism
f ′ : I ⊗ P → A
such that t′ is of the form 〈A, f ′〉η. By induction, f = f ′. It follows
that s = t.
• Consider the case where at least one of s or t, say s, is of type (ε).
s : P ∼= A⊗∆?(B ⊗ (C\D))⊗ E 〈∆,f,g〉ε−−−−−→ Q
Consider the following constructible morphism.
t′ : A⊗∆?(B ⊗ (C\D))⊗ E ∼= P t−→ Q
By Lemma 5.6.2, there are constructible morphisms
f ′ : B → C g′ : A⊗∆?(D)⊗ E → Q.
such that t′ is of the form 〈∆, f ′, g′〉ε. By induction, f = f ′ and g = g′.
It follows that s = t.
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• Consider the case where at least one of s or t, say s, is of type ((−)?).
s : P ∼= Γ?(A) Γ
?(f)−−−→ Γ?(B) ∼= Q
Consider the following constructible morphism.
t′ : Γ?(A) ∼= P t−→ Q ∼= Γ?(B)
By Lemma 5.6.3, there is a constructible morphism
f ′ : A→ B
such that t′ is of the form Γ?(f ′). By induction, f = f ′. It follows
that s = t.
• Consider the case where at least one of s or t, say s, is of type (θ).
s : P
〈Φ,f〉θ−−−−→ Φ?(A) ∼= Q
Consider the following constructible morphism.
t′ : P t−→ Q ∼= Φ?(A)
Its adjunct under the adjunction Φ? a Φ? is a constructible morphism
f ′ : Φ?(P )→ A
such that t′ is of the form 〈Φ, f ′〉θ. By induction, f = f ′. It follows
that s = t.
• Consider the case where at least one of s or t, say s, is of type (ζ).
s : P ∼= A⊗∆?Φ?Φ?(B)⊗ C 〈∆,Φ,f〉ζ−−−−−→ Q
Consider the following constructible morphism.
t′ : A⊗∆?Φ?Φ?(B)⊗ C ∼= P t−→ Q
By Lemma 5.6.4, there is a constructible morphism
f ′ : A⊗∆?(B)⊗ C → Q
such that t′ is of the form 〈∆,Φ, f ′〉ζ . By induction, f = f ′. It follows
that s = t.
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5.7 Examples
We will end with some examples, illustrating the use of this coherence the-
orem.
5.7.1 Some Pentagons
Let C be a closed monoidal category. We have the natural transformation
α.
αA,B,C : A⊗ (B ⊗ C)→ (A⊗B)⊗ C
We can also define two other natural transformations ν and µ, denoted as
follows.
νA,B,C : (A\B)⊗ C → A\(B ⊗ C)
µA,B,C : (B ⊗A)\C → A\(B\C)
To define the natural transformation ν, consider the associator α as a
natural transformation of the following form.
A? ◦ C? ⇒ C? ◦A?
Using the adjunction A? a A!, this natural transformation has a mate of the
following form.
C? ◦A! ⇒ A! ◦ C?
The component of this natural transformation at the object B is the mor-
phism νA,B,C . In the language of constructible morphisms, νA,B,C is defined
as follows.
〈A, 〈id, A,B〉ε ⊗ C〉η : (A\B)⊗ C → A\(B ⊗ C)
To define the natural transformation µ, consider the associator α as a
natural transformation of the following form.
B? ◦A? ⇒ (B ⊗A)?
Using the adjunctions A? a A!, B? a B! and (B ⊗A)? a (B ⊗A)!, this
natural transformation has a mate of the following form.
(B ⊗A)! ⇒ A! ◦B!
The component of this natural transformation at the object C is the mor-
phism µA,B,C . In the language of constructible morphisms, µA,B,C is defined
as follows.
〈A, 〈B, 〈id, B ⊗A,C〉ε〉η〉η : (B ⊗A)\C → A\(B\C)
As a consequence of the strictness of ZRel, the image under Ω of each
of α, ν and µ is an identity. Therefore, any diagram constructed from these
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morphisms commutes. As examples of such diagrams, consider the following
pentagon diagrams, each similar in form to 2.1.
(A\B)⊗ (C ⊗D)
A\(B ⊗ (C ⊗D)) ((A\B)⊗ C)⊗D
A\((B ⊗ C)⊗D) (A\(B ⊗ C))⊗D
νA,B,C⊗D αA\B,C,D
A\αB,C,D
νA,B⊗C,D
νA,B,C ⊗D
(B ⊗A)\(C ⊗D)
A\(B\(C ⊗D)) ((B ⊗A)\C)⊗D
A\((B\C)⊗D) (A\(B\C))⊗D
µA,B,C⊗D νA⊗B,C,D
A\νB,C,D
νA,B\C,D
µA,B,C ⊗D
(B ⊗A)\(C\D)
A\(B\(C\D)) (C ⊗ (B ⊗A))\D
A\((C ⊗B)\D) ((C ⊗B)⊗A)\D
µA,B,C\D µB⊗A,C,D
A\µB,C,D
µA,C⊗B,D
αC,B,A\D
5.7.2 Some Hexagons
Let f? : D → C be a strong monoidal functor between closed monoidal cat-
egories. Let f? : C → D be a right adjoint to f?. We have the natural
transformations α, ν, µ and ϕ.
αA,B,C : A⊗ (B ⊗ C)→ (A⊗B)⊗ C
νA,B,C : (A\B)⊗ C → A\(B ⊗ C)
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µA,B,C : (B ⊗A)\C → A\(B\C)
ϕA,B : f
?(A⊗B)→ f?(A)⊗ f?(B)
We can also define two other natural transformations ψ and χ, denoted as
follows.
ψA,B : f?(A)⊗ f?(B)→ f?(A⊗B)
χA,B : f?(A\B)→ f?(A)\f?(B)
The natural transformation ψ has components defined as follows.
ψA,B : f?(A)⊗ f?(B)
θf?(A)⊗f?(B)−−−−−−−−→ f?f?(f?(A)⊗ f?(B))
f?(ϕf?(A),f?(B))−−−−−−−−−−→ f?(f?f?(A)⊗ f?f?(B))
f?(ζA⊗ζB)−−−−−−−→ f?(A⊗B)
In the language of constructible morphisms, ψA,B is defined as follows.
ψA,B = 〈f, 〈id, f, 〈id, f, idA⊗B〉ζ〉ζ〉θ : f?(A)⊗ f?(B)→ f?(A⊗B)
Evaluating this yields the following.
(ψA,B)
iajb
za′b′ ⇐⇒ δizδjzδaa′δbb′
The natural transformation χ has components defined as follows.
f?(A\B)
η
f?(A)
f?(A\B)−−−−−→ f?(A)\(f?(A)⊗ f?(A\B))
f?(A)\ψA,A\B−−−−−−−−−→ f?(A)\f?(A⊗ (A\B))
f?(A)\f?(εAB)−−−−−−−−→ f?(A)\f?(B)
In the language of constructible morphisms, χA,B is defined as follows.
〈f?(A), 〈f, 〈id, f, 〈id, f, 〈id, idA, idB〉ε〉ζ〉ζ〉θ〉η : f?(A\B)→ f?(A)\f?(B)
Evaluating this yields the following.
(χA,B)
zab
i′a′j′b′ ⇐⇒ δi
′
j′δ
z
j′δ
a′
a δ
b
b′
We can use this to show that the following hexagon diagrams, similar in
form to 2.8, commute.
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Consider the following diagram, involving α.
f?(A)⊗ (f?(B)⊗ f?(C)) (f?(A)⊗ f?(B))⊗ f?(C)
f?(A)⊗ f?(B ⊗ C) f?(A⊗B)⊗ f?(C)
f?(A⊗ (B ⊗ C)) f?((A⊗B)⊗ C)
αf?(A),f?(B),f?(C)
idf?(A)⊗ψB,C ψA,B ⊗ idf?(C)
ψA,B⊗C ψA⊗B,C
f?(αA,B,C)
The clockwise path around this diagram evaluates as follows (ignoring α,
since it becomes an identity).
((ψA,B ⊗ idf?(C)) • ψA⊗B,C)iajbkcz′a′b′c′
⇐⇒ ∃z′′a′′b′′k′′c′′((ψA,B)iajbz′′a′′b′′(idf?(C))kck′′c′′(ψA⊗B,C)z
′′a′′b′′k′′c′′
z′a′b′c′ )
⇐⇒ ∃z′′a′′b′′k′′c′′(δiz′′δjz′′δaa′′δbb′′δkk′′δcc′′δz
′′
z′ δ
k′′
z′ δ
a′′
a′ δ
b′′
b′ δ
c′′
c′ )
⇐⇒ δiz′δjz′δkz′δaa′δbb′δcc′
The anticlockwise path around this diagram evaluates as follows (ignoring
α, since it becomes an identity).
((idf?(A)⊗ψB,C) • ψA,B⊗C)iajbkcz′a′b′c′
⇐⇒ ∃i′′a′′z′′b′′c′′((idf?(A))iai′′a′′(ψB,C)jbkcz′′b′′c′′(ψA,B⊗C)i
′′a′′z′′b′′c′′
z′a′b′c′ )
⇐⇒ ∃i′′a′′z′′b′′c′′(δii′′δaa′′δjz′′δkz′′δbb′′δcc′′δi
′′
z′ δ
z′′
z′ δ
a′′
a′ δ
b′′
b′ δ
c′′
c′ )
⇐⇒ δiz′δjz′δkz′δaa′δbb′δcc′
Since these are equal, the diagram commutes.
Consider the following diagram, involving ν.
f?(A)\(f?(B)⊗ f?(C)) (f?(A)\f?(B))⊗ f?(C)
f?(A)\f?(B ⊗ C) f?(A\B)⊗ f?(C)
f?(A\(B ⊗ C)) f?((A\B)⊗ C)
νf?(A),f?(B),f?(C)
idf?(A) \ψB,C χA,B ⊗ idf?(C)
χA,B⊗C ψA\B,C
f?(νA,B,C)
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The clockwise path around this diagram evaluates as follows (ignoring ν,
since it becomes an identity).
(ψA\B,C • χA,B⊗C)zabkci′a′z′b′c′
⇐⇒ ∃z′′a′′b′′c′′((ψA\B,C)zabkcz′′a′′b′′c′′(χA,B⊗C)z
′′a′′b′′c′′
i′a′z′b′c′ )
⇐⇒ ∃z′′a′′b′′c′′(δzz′′δkz′′δaa′′δbb′′δcc′′δi
′
z′δ
z′′
z′ δ
a′
a′′δ
b′′
b′ δ
c′′
c′ )
⇐⇒ δi′z′δzz′δkz′δa
′
a δ
b
b′δ
c
c′
The anticlockwise path around this diagram evaluates as follows (ignoring
ν, since it becomes an identity).
((χA,B ⊗ idf?(C)) • (idf?(A) \ψB,C))zabkci′a′z′b′c′
⇐⇒ ∃i′′a′′j′′b′′k′′c′′((χA,B)zabi′′a′′j′′b′′(idf?(C))kck′′c′′(id∨f?(A))i
′′a′′
i′a′ (ψB,C)
j′′b′′k′′c′′
z′b′c′ )
⇐⇒ ∃i′′a′′j′′b′′k′′c′′(δi′′j′′δzj′′δa
′′
a δ
b
b′′δ
k
k′′δ
c
c′′δ
i′
i′′δ
a′
a′′δ
j′′
z′ δ
k′′
z′ δ
b′′
b′ δ
c′′
c′ )
⇐⇒ δi′z′δzz′δkz′δa
′
a δ
b
b′δ
c
c′
Since these are equal, the diagram commutes.
Consider the following diagram, involving µ.
f?(A)\(f?(B)\f?(C)) (f?(B)⊗ f?(A))\f?(C)
f?(A)\f?(B\C) f?(B ⊗A)\f?(C)
f?(A\(B\C)) f?((B ⊗A)\C)
µf?(A),f?(B),f?(C)
idf?(A) \χB,C ψB,A\ idf?(C)
χA,B\C χB⊗A,C
f?(µA,B,C)
The clockwise path around this diagram evaluates as follows (ignoring µ,
since it becomes an identity).
(χA,B\C • (idf?(A) \χB,C))zabci′a′j′b′k′c′
⇐⇒ ∃i′′a′′z′′b′′c′′((χA,B\C)zabci′′a′′z′′b′′c′′(id∨f?(A))i
′′a′′
i′a′ (χB,C)
z′′b′′c′′
j′b′k′c′)
⇐⇒ ∃i′′a′′z′′b′′c′′(δz′′k′′δzz′′δa
′′
a δ
b′′
b δ
c
c′′δ
i′
i′′δ
a′
a′′δ
j′
k′δ
z′′
k′ δ
b′
b′′δ
c′′
c′ )
⇐⇒ δi′k′δj
′
k′δ
z
k′δ
a′
a δ
b′
b δ
c
c′
The anticlockwise path around this diagram evaluates as follows (ignoring
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µ, since it becomes an identity).
(χB⊗A,C • (ψB,A\ idf?(C)))zabci′a′j′b′k′c′
⇐⇒ ∃z′′a′′b′′k′′c′′((χB⊗A,C)zabcz′′a′′b′′k′′c′′(ψ∨B,A)z
′′a′′b′′
i′a′j′b′ (idf?(C))
k′′c′′
k′c′ )
⇐⇒ ∃z′′a′′b′′k′′c′′(δz′′k′′δzk′′δa
′′
a δ
b′′
b δ
c
c′′δ
i′
z′′δ
j′
z′′δ
a′
a′′δ
b′
b′′δ
k′′
k′ δ
c′′
c′ )
⇐⇒ δi′k′δj
′
k′δ
z
k′δ
a′
a δ
b′
b δ
c
c′
Since these are equal, the diagram commutes.
5.7.3 The Projection Formula
Let f? : D → C be a strong monoidal functor between closed monoidal cat-
egories. Let f? : C → D be a right adjoint to f?. We have the natural
transformations α, ν, µ, ϕ, ψ and χ.
αA,B,C : A⊗ (B ⊗ C)→ (A⊗B)⊗ C
νA,B,C : (A\B)⊗ C → A\(B ⊗ C)
µA,B,C : (B ⊗A)\C → A\(B\C)
ϕA,B : f
?(A⊗B)→ f?(A)⊗ f?(B)
ψA,B : f?(A)⊗ f?(B)→ f?(A⊗B)
χA,B : f?(A\B)→ f?(A)\f?(B)
We can also define two other natural transformations pi and σ, which we
denote as follows.
piA,B : f?(A)⊗B → f?(A⊗ f?(B))
σA,B : f?(f
?(A)\B)→ A\f?(B)
The natural transformation pi is known as the ‘projection formula map’ (e.g.
in [5]). The natural transformation σ can be thought of as an internal version
of the natural isomorphism of hom-sets defining the adjunction f? a f?.
C(f?(A), B) ∼= D(A, f?(B))
The natural transformation pi has components defined as follows.
piA,B : f?(A)⊗B
idf?(A)⊗θB−−−−−−−→ f?(A)⊗ f?f?(B)
ψA,f?(B)−−−−−→ f?(A⊗ f?(B))
(piA,B)
iab
z′a′b′ ⇐⇒ ((idf?(A)⊗θB) • ψA,f?(B))iabz′a′b′
⇐⇒ ∃i′′a′′j′′b′′((idf?(A))iai′′a′′(θB)bj′′b′′(ψA,f?(B))i
′′a′′j′′b′′
z′a′b′ )
⇐⇒ ∃i′′a′′j′′b′′(δii′′δaa′′(Bj
′′
)bb′′δ
i′′
z′ δ
j′′
z′ δ
a′′
a′ δ
b′′
b′ )
⇐⇒ δiz′δaa′(Bz
′
)bb′
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The natural transformation σ has components defined as follows.
σA,B : f?(f
?(A)\B) χf?(A),B−−−−−→ f?f?(A)\f?(B)
θA\ idf?(B)−−−−−−−→ A\f?(B)
(σA,B)
zab
a′j′b′ ⇐⇒ (χf?(A),B • (θA\ idf?(B)))zaba′j′b′
⇐⇒ ∃i′′a′′j′′b′′((χf?(A),B)zabi′′a′′j′′b′′(θ∨A)i
′′a′′
a′ (idf?(B))
j′′b′′
j′b′ )
⇐⇒ ∃i′′a′′j′′b′′(δi′′j′′δzj′′δa
′′
a δ
b
b′′(A
i′′)a
′
a′′δ
j′′
j′ δ
b′′
b′ )
⇐⇒ δzj′(Az)a
′
a δ
b
b′
We can use this to show that the following hexagon diagrams commute.
Consider the following diagram, involving the interaction between pi and
σ.
A\(f?(B)⊗ C) (A\f?(B))⊗ C
A\f?(B ⊗ f?(C)) f?(f?(A)\B)⊗ C
f?(f
?(A)\(B ⊗ f?(C))) f?((f?(A)\B)⊗ f?(C))
νA,f?(B),C
idA \piB,C σA,B ⊗ idC
σA,B⊗f?(C) pif?(A)\B,C
f?(νf?(A),B,f?(C))
The clockwise path around this diagram evaluates as follows (ignoring ν,
since it becomes an identity).
(pif?(A)\B,C • σA,B⊗f?(C))zabca′z′b′c′
⇐⇒ ∃z′′a′′b′′c′′((pif?(A)\B,C)zabcz′′a′′b′′c′′(σA,B⊗f?(C))z
′′a′′b′′c′′
a′z′b′c′ )
⇐⇒ ∃z′′a′′b′′c′′(δzz′′δa
′′
a δ
b
b′′(C
z′′)cc′′δ
z′′
z′ (A
z′′)a
′
a′′δ
b′′
b′ δ
c′′
c′ )
⇐⇒ δzz′(Az)a
′
a δ
b
b′(C
z′)cc′
The anticlockwise path around this diagram evaluates as follows (ignoring
ν, since it becomes an identity).
((σA,B ⊗ idC) • (idA \piB,C))zabca′z′b′c′
⇐⇒ ∃a′′j′′b′′c′′((σA,B)zaba′′j′′b′′(idC)cc′′(id∨A)a
′′
a′ (piB,C)
j′′b′′c′′
z′b′c′ )
⇐⇒ ∃a′′j′′b′′c′′(δzj′′(Az)a
′′
a δ
b
b′′δ
c
c′′δ
a′
a′′δ
j′′
z′ δ
b′′
b′ (C
z′)c
′′
c′ )
⇐⇒ δzz′(Az)a
′
a δ
b
b′(C
z′)cc′
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Since these are equal, the diagram commutes.
Consider the following diagram, involving piA,B⊗C .
f?(A)⊗ (B ⊗ C) (f?(A)⊗B)⊗ C
f?(A⊗ f?(B ⊗ C)) f?(A⊗ f?(B))⊗ C
f?(A⊗ (f?(B)⊗ f?(C))) f?((A⊗ f?(B))⊗ f?(C))
αf?(A),B,C
piA,B⊗C piA,B ⊗ idC
f?(idA⊗ϕB,C) piA⊗f?(B),C
f?(αA,f?(B),f?(C))
The clockwise path around this diagram evaluates as follows (ignoring α,
since it becomes an identity).
((piA,B ⊗ idC) • piA⊗f?(B),C)iabcz′a′b′c′
⇐⇒ ∃z′′a′′b′′c′′((piA,B)iabz′′a′′b′′(idC)cc′′(piA⊗f?(B),C)z
′′a′′b′′c′′
z′a′b′c′ )
⇐⇒ ∃z′′a′′b′′c′′(δiz′′δaa′′(Bz
′′
)bb′′δ
c
c′′δ
z′′
z′ δ
a′′
a′ δ
b′′
b′ (C
z′′)c
′′
c′ )
⇐⇒ δiz′δaa′(Bz
′
)bb′(C
z′)cc′
The anticlockwise path around this diagram evaluates as follows (ignoring
α and ϕ, since they become identities).
(piA,B⊗C)iabcz′a′b′c′ ⇐⇒ δiz′δaa′((B ⊗ C)z
′
)bcb′c′
⇐⇒ δiz′δaa′(Bz
′ ⊗ Cz′)bcb′c′
⇐⇒ δiz′δaa′(Bz
′
)bb′(C
z′)cc′
Since these are equal, the diagram commutes.
Consider the following diagram, involving σB⊗A,C .
A\(B\f?(C)) (B ⊗A)\f?(C)
A\f?(f?(B)\C) f?(f?(B ⊗A)\C)
f?(f
?(A)\(f?(B)\C)) f?((f?(B)⊗ f?(A))\C)
µA,B,f?(C)
idA \σB,C σB⊗A,C
σA,f?(B)\C f?(ϕB,A\ idC)
f?(µf?(A),f?(B),C)
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The clockwise path around this diagram evaluates as follows (ignoring µ,
since it becomes an identity).
(σA,f?(B)\C • (idA \σB,C))zabca′b′k′c′
⇐⇒ ∃a′′z′′b′′c′′((σA,f?(B)\C)zabca′′z′′b′′c′′(id∨A)a
′′
a′ (σB,C)
z′′b′′c′′
b′k′c′ )
⇐⇒ ∃a′′z′′b′′c′′(δzz′′(Az)a
′′
a δ
b′′
b δ
c
c′′δ
a′
a′′δ
z′′
k′ (B
z′′)b
′
b′′δ
c′′
c′ )
⇐⇒ δzk′(Az)a
′
a (B
z)b
′
b δ
c
c′
The anticlockwise path around this diagram evaluates as follows (ignoring
µ and ϕ, since they become identities).
(σB⊗A,C)zabca′b′k′c′ ⇐⇒ δzk′((B ⊗A)z)a
′b′
ab δ
c
c′
⇐⇒ δzk′(Bz ⊗Az)a
′b′
ab δ
c
c′
⇐⇒ δzk′(Az)a
′
a (B
z)b
′
b δ
c
c′
Since these are equal, the diagram commutes.
Consider the following diagram, involving piA⊗B,C .
f?(A)⊗ (f?(B)⊗ C) (f?(A)⊗ f?(B))⊗ C
f?(A)⊗ f?(B ⊗ f?(C)) f?(A⊗B)⊗ C
f?(A⊗ (B ⊗ f?(C))) f?((A⊗B)⊗ f?(C))
αf?(A),f?(B),C
idf?(A)⊗piB,C ψA,B ⊗ idC
ψA,B⊗f?(C) piA⊗B,C
f?(αA,B,f?(C))
The clockwise path around this diagram evaluates as follows (ignoring α,
since it becomes an identity).
((ψA,B ⊗ idC) • piA⊗B,C)iajbcz′a′b′c′
⇐⇒ ∃z′′a′′b′′c′′((ψA,B)iajbz′′a′′b′′(idC)cc′′(piA⊗B,C)z
′′a′′b′′c′′
z′a′b′c′ )
⇐⇒ ∃z′′a′′b′′c′′(δiz′′δjz′′δaa′′δbb′′δcc′′δz
′′
z′ δ
a′′
a′ δ
b′′
b′ (C
z′)c
′′
c′ )
⇐⇒ δiz′δjz′δaa′δbb′(Cz
′
)cc′
The anticlockwise path around this diagram evaluates as follows (ignoring
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α, since it becomes an identity).
((idf?(A)⊗piB,C) • ψA,B⊗f?(C))iajbcz′a′b′c′
⇐⇒ ∃i′′a′′z′′b′′c′′((idf?(A))iai′′a′′(piB,C)jbcz′′b′′c′′(ψA,B⊗f?(C))i
′′a′′z′′b′′c′′
z′a′b′c′ )
⇐⇒ ∃i′′a′′z′′b′′c′′(δii′′δaa′′δjz′′δbb′′(Cz
′′
)cc′′δ
i′′
z′ δ
z′′
z′ δ
a′′
a′ δ
b′′
b′ δ
c′′
c′ )
⇐⇒ δiz′δjz′δaa′δbb′(Cz
′
)cc′
Since these are equal, the diagram commutes.
Consider the following diagram, involving σA,B⊗C .
A\(f?(B)⊗ f?(C)) (A\f?(B))⊗ f?(C)
A\f?(B ⊗ C) f?(f?(A)\B)⊗ f?(C)
f?(f
?(A)\(B ⊗ C)) f?((f?(A)\B)⊗ C)
νA,f?(B),f?(C)
idA \ψB,C σA,B ⊗ idf?(C)
σA,B⊗C ψf?(A)\B,C
f?(νf?(A),B,C)
The clockwise path around this diagram evaluates as follows (ignoring ν,
since it becomes an identity).
(ψf?(A)\B,C • σA,B⊗C)zabkca′z′b′c′
⇐⇒ ∃z′′a′′b′′c′′((ψf?(A)\B,C)zabkcz′′a′′b′′c′′(σA,B⊗C)z
′′a′′b′′c′′
a′z′b′c′ )
⇐⇒ ∃z′′a′′b′′c′′(δzz′′δkz′′δa
′′
a δ
b
b′′δ
c
c′′δ
z′′
z′ (A
z′)a
′
a′′δ
b′′
b′ δ
c′′
c′ )
⇐⇒ δzz′δkz′(Az)a
′
a δ
b
b′δ
c
c′
The anticlockwise path around this diagram evaluates as follows (ignoring
ν, since it becomes an identity).
((σA,B ⊗ idf?(C)) • (idA \ψB,C))zabkca′z′b′c′
⇐⇒ ∃a′′j′′b′′k′′c′′((σA,B)zaba′′j′′b′′(idf?(C))kck′′c′′(id∨A)a
′′
a′ (ψB,C)
j′′b′′k′′c′′
z′b′c′ )
⇐⇒ ∃a′′j′′b′′k′′c′′(δzj′′(Az)a
′′
a δ
b
b′′δ
k
k′′δ
c
c′′δ
a′
a′′δ
j′′
z′ δ
k′′
z′ δ
b′′
b′ δ
c′′
c′ )
⇐⇒ δzz′δkz′(Az)a
′
a δ
b
b′δ
c
c′
Since these are equal, the diagram commutes.
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Consider the following diagram, involving piA\B,C .
f?(A)\(f?(B)⊗ C) (f?(A)\f?(B))⊗ C
f?(A)\f?(B ⊗ f?(C)) f?(A\B)⊗ C
f?(A\(B ⊗ f?(C))) f?((A\B)⊗ f?(C))
νf?(A),f?(B),C
idf?(A) \piB,C χA,B ⊗ idC
χA,B⊗f?(C) piA\B,C
f?(νA,B,f?(C))
The clockwise path around this diagram evaluates as follows (ignoring ν,
since it becomes an identity).
(piA\B,C • χA,B⊗f?(C))zabci′a′z′b′c′
⇐⇒ ∃z′′a′′b′′c′′((piA\B,C)zabcz′′a′′b′′c′′(χA,B⊗f?(C))z
′′a′′b′′c′′
i′a′z′b′c′ )
⇐⇒ ∃z′′a′′b′′c′′(δzz′′δa
′′
a δ
b
b′′(C
z′′)cc′′δ
i′
z′δ
z′′
z′ δ
a′
a′′δ
b′′
b′ δ
c′′
c′ )
⇐⇒ δi′z′δzz′δa
′
a δ
b
b′(C
z′)cc′
The anticlockwise path around this diagram evaluates as follows (ignoring
ν, since it becomes an identity).
((χA,B ⊗ idC) • (idf?(A) \piB,C))zabci′a′z′b′c′
⇐⇒ ∃i′′a′′j′′b′′c′′((χA,B)zabi′′a′′j′′b′′(idC)cc′′(id∨f?(A))i
′′a′′
i′a′ (piB,C)
j′′b′′c′′
z′b′c′ )
⇐⇒ ∃i′′a′′j′′b′′c′′(δi′′j′′δzj′′δa
′′
a δ
b
b′′δ
c
c′′δ
i′
i′′δ
a′
a′′δ
j′′
z′ δ
b′′
b′ (C
z′)c
′′
c′ )
⇐⇒ δi′z′δzz′δa
′
a δ
b
b′(C
z′)cc′
Since these are equal, the diagram commutes.
Consider the following diagram, involving σA,B\C .
A\(f?(B)\f?(C)) (f?(B)⊗A)\f?(C)
A\f?(B\C) f?(B ⊗ f?(A))\f?(C)
f?(f
?(A)\(B\C)) f?((B ⊗ f?(A))\C)
µA,f?(B),f?(C)
idA \χB,C piB,A\ idf?(C)
σA,B\C χB⊗f?(A),C
f?(µf?(A),B,C)
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The clockwise path around this diagram evaluates as follows (ignoring µ,
since it becomes an identity).
(σA,B\C • (idA \χB,C))zabca′j′b′k′c′
⇐⇒ ∃a′′z′′b′′c′′((σA,B\C)zabca′′z′′b′′c′′(id∨A)a
′′
a′ (χB,C)
z′′b′′c′′
j′b′k′c′)
⇐⇒ ∃a′′z′′b′′c′′(δzz′′(Az)a
′′
a δ
b′′
b δ
c
c′′δ
a′
a′′δ
j′
k′δ
z′′
k′ δ
b′
b′′δ
c′′
c′ )
⇐⇒ δj′k′δzk′(Az)a
′
a δ
b′
b δ
c
c′
The anticlockwise path around this diagram evaluates as follows (ignoring
µ, since it becomes an identity).
(χB⊗f?(A),C • (piB,A\ idf?(C)))zabca′j′b′k′c′
⇐⇒ ∃z′′a′′b′′k′′c′′((χB⊗f?(A),C)zabcz′′a′′b′′k′′c′′(pi∨B,A)z
′′a′′b′′
a′j′b′ (idf?(C))
k′′c′′
k′c′ )
⇐⇒ ∃z′′a′′b′′k′′c′′(δz′′k′′δzk′′δa
′′
a δ
b′′
b δ
c
c′′δ
j′
z′′(A
z′′)a
′
a′′δ
b′
b′′δ
k′′
k′ δ
c′′
c′ )
⇐⇒ δj′k′δzk′(Az)a
′
a δ
b′
b δ
c
c′
Since these are equal, the diagram commutes.
5.7.4 Some Non-Examples
Finally, we will provide some simple examples of pairs of parallel allowable
morphisms which are not equal.
Let C be a closed monoidal category. We can define the following natural
transformation.
A⊗ (A\(A⊗B)) ε
A
A⊗B−−−→ A⊗B idA⊗η
A
B−−−−−→ A⊗ (A\(A⊗B))
(εAA⊗B • (idA⊗ηAB))xyzbx′y′z′b′ ⇐⇒ ∃a′′b′′((εAA⊗B)xyzba′′b′′(idA)a
′′
x′ ⊗ ηAB)b
′′
y′z′b′)
⇐⇒ ∃a′′b′′(δxy δza′′δbb′′δa
′′
x′ δ
y′
z′ δ
b′′
b′ )
⇐⇒ δxy δzx′δy
′
z′ δ
b
b′
We also have the identity natural transformation.
A⊗ (A\(A⊗B)) idA⊗(A\(A⊗B))−−−−−−−−−→ A⊗ (A\(A⊗B))
(idA⊗(A\(A⊗B)))
xyzb
x′y′z′b′ ⇐⇒ δxx′δy
′
y δ
z
z′δ
b
b′
These relations are not equal, and so the natural transformations are not
necessarily equal.
Let f? : D → C be a strong monoidal functor between closed monoidal
categories. Let f? : C → D be a right adjoint to f?. We can define the
following natural transformation.
f?f?f
?(A)
ζf?(A)−−−−→ f?(A) f
?(θA)−−−−→ f?f?f?(A)
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(ζf?(A) • f?(θA))iai′a′ ⇐⇒ ∃a′′((ζf?(A))iaa′′f?(θA)a
′′
i′a′)
⇐⇒ δi0∃a′′(δaa′′(Ai
′
)a
′′
a′ )
⇐⇒ δi0(Ai
′
)aa′
We also have the identity natural transformation.
f?f?f
?(A)
idf?f?f?(A)−−−−−−−→ f?f?f?(A)
(idf?f?f?(A))
ia
i′a′ ⇐⇒ δii′δaa′
These relations are not equal, and so the natural transformations are not
necessarily equal.
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This appendix contains the proofs of the four recognition lemmas from
§5.6. The content of this section is quite technical, repetitive and unen-
lightening. A thorough understanding of these proofs is not necessary to
appreciate the results themselves.
In preparation, §A.1 contains some preliminary results regarding rela-
tions. The remainder of this appendix contains the proofs of the recognition
lemmas themselves. Each of the recognition lemmas is proved by induction,
based on the type of the constructible morphism. We will implicitly prove
the four recognition lemmas by induction at the same time. For example,
when proving a recognition lemma about a constructible morphism of the
form 〈Γ, f, g〉ε, we will assume that each recognition lemma holds for the
constructible morphisms f and g.
A.1 Relation Lemmas
First, we will give explicit descriptions of morphisms of the forms used to
define the constructible morphisms.
Given a morphism α : I ⊗A→ B, we can form the following morphism.
〈I, α〉η : A evI⊗idA−−−−−→ I∨ ⊗ I ⊗A idI∨ ⊗α−−−−−→ I∨ ⊗B
Explicitly, this morphism has the following form.
(〈I, α〉η)ai¯b ⇐⇒ ((evI ⊗ idA) • (idI∨ ⊗α))ai¯b
⇐⇒ ∃i¯′i′a′((evI ⊗ idA)ai¯′i′a′(idI∨ ⊗α)i¯
′i′a′
i¯b )
⇐⇒ ∃i¯′i′a′((evI)?i¯′i′(idA)aa′(idI∨)i¯
′
i¯ α
i′a′
b )
⇐⇒ ∃i¯′i′a′(δi¯′i′δaa′δi¯
′
i¯ α
i′a′
b )
⇐⇒ αi¯ab
Given morphisms α : I → J and β : A ⊗ Γ?(B) ⊗ C → D, we can form
the following morphism.
〈Γ, α, β〉ε : A⊗Γ?(I⊗J∨⊗B)⊗C idA⊗Γ
?(coevα⊗idB)⊗idC−−−−−−−−−−−−−−−−→ A⊗Γ?(B)⊗C β−→ D
Explicitly, this morphism has the following form.
(〈Γ, α, β〉ε)aijbcd ⇐⇒ ((idA⊗Γ?(coevα ⊗ idB)⊗ idC) • β)aijbcd
⇐⇒ ∃a′b′c′((idA⊗Γ?(coevα ⊗ idB)⊗ idC)aijbca′b′c′βa
′b′c′
d )
⇐⇒ ∃a′b′c′((idA)aa′(coevα)ij? (idB)bb′(idC)cc′βa
′b′c′
d )
⇐⇒ ∃a′b′c′(δaa′αijδbb′δcc′βa
′b′c′
d )
⇐⇒ αijβabcd
A.1. RELATION LEMMAS 177
To verify that 〈Γ, α, β〉ε is a morphism A⊗Γ?(I ⊗ J∨⊗B)⊗C → D, it can
be shown that the following two identities hold.
((A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C) • 〈Γ, α, β〉ε)aijbcd
⇐⇒ (Γ?(I) • Γ?(α) • Γ?(J)−1)ij((A⊗ Γ?(B)⊗ C) • β)abcd
(〈Γ, α, β〉ε •D)aijbcd ⇐⇒ Γ?(α)ij(β •D)abcd
Given a morphism α : Φ?(A)→ B, we can form the following morphism.
〈Φ, α〉θ : A θA−→ Φ?Φ?(A) Φ?(α)−−−→ Φ?(B)
Explicitly, this morphism has the following form.
(〈Φ, α〉θ)aib ⇐⇒ (θA • Φ?(α))aib
⇐⇒ ∃i′a′((θA)ai′a′Φ?(α)i
′a′
ib )
⇐⇒ ∃i′a′((Ai′)aa′δi
′
i α
a′
b )
⇐⇒ ∃a′((Ai)aa′αa
′
b )
⇐⇒ (Ai • α)ab
Given a morphism α : A ⊗ Γ?(B) ⊗ C → D, we can form the following
morphism.
〈Γ,Φ, α〉ζ : A⊗ Γ?Φ?Φ?(B)⊗ C idA⊗Γ
?(ζB)⊗idC−−−−−−−−−−−→ A⊗ Γ?(B)⊗ C α−→ D
Explicitly, this morphism has the following form.
(〈Γ,Φ, α〉ζ)aibcd ⇐⇒ ((idA⊗Γ?(ζB)⊗ idC) • α)aibcd
⇐⇒ ∃a′b′c′((idA⊗Γ?(ζB)⊗ idC)aibca′b′c′αa
′b′c′
d )
⇐⇒ ∃a′b′c′((idA)aa′Γ?(ζB)ibb′(idC)cc′αa
′b′c′
d )
⇐⇒ ∃a′b′c′(δaa′δi0δbb′δcc′αa
′b′c′
d )
⇐⇒ δi0αabcd
To verify that 〈Γ,Φ, α〉ζ is a morphism A⊗ Γ?Φ?Φ?(B)⊗C → D, it can be
shown that the following two identities hold.
((A⊗ Γ?Φ?Φ?(B)⊗ C) • 〈Γ,Φ, α〉ζ)aibcd ⇐⇒ δi0((A⊗ Γ?(B)⊗ C) • α)abcd
(〈Γ,Φ, α〉ζ •D)aibcd ⇐⇒ δi0(α •D)abcd
Now, we will give a number of technical lemmas involving relations. We
will use the above results implicitly, where necessary.
178 APPENDIX A. RECOGNITION LEMMAS
Lemma A.1.1. Given non-zero predicates P , P ′, Q and Q′ such that
P (p)Q(q) ⇐⇒ P ′(p)Q′(q),
it follows that
P = P ′ and Q = Q′.
Proof. To see that P = P ′, consider an arbitrary p. If P (p) holds, then
choose q such that Q(q) holds and note the following.
P (p)Q(q) =⇒ P ′(p)Q′(q) =⇒ P ′(p)
If P ′(p) holds, then choose q such that Q′(q) holds and note the following.
P ′(p)Q′(q) =⇒ P (p)Q(q) =⇒ P (p)
If neither P (p) nor P ′(p) holds, then the claim is true, trivially. Thus,
P = P ′. The proof that Q = Q′ similar.
Lemma A.1.2. Given non-zero relations α : A 99K B and β : C 99K D such
that
α⊗ β : A⊗ C 99K B ⊗D
is equivariant, it follows that
α : A 99K B
and
β : C 99K D
are equivariant.
Proof. The relation α⊗ β being equivariant is equivalent to the following.
(A • α)ab (C • β)cd ⇐⇒ (α •B)ab (β •D)cd
Thus, by Lemma A.1.1,
A • α = α •B
and
C • β = β •D.
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Lemma A.1.3. Given non-zero relations α : I 99K J and β : A ⊗ Γ?(B) ⊗
C 99K D such that
〈Γ, α, β〉ε : A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C 99K D
is equivariant, it follows that
Γ?(α) : Γ?(I) 99K Γ?(J)
and
β : A⊗ Γ?(B)⊗ C 99K D
are equivariant.
Proof. The relation 〈Γ, α, β〉ε being equivariant is equivalent to the follow-
ing.
(Γ?(I) • Γ?(α) • Γ?(J−1))ij((A⊗ Γ?(B)⊗ C) • β)abcd ⇐⇒ Γ?(α)ij(β •D)abcd
Thus, by Lemma A.1.1,
Γ?(I) • Γ?(α) • Γ?(J−1) = Γ?(α)
and
(A⊗ Γ?(B)⊗ C) • β = β •D.
Lemma A.1.4. Given a relation α : A⊗ Γ?(B)⊗ C 99K D such that
〈Γ,Φ, α〉ζ : A⊗ Γ?Φ?Φ?(B)⊗ C 99K D
is equivariant, it follows that
α : A⊗ Γ?(B)⊗ C 99K D
is equivariant.
Proof. The relation 〈Γ,Φ, α〉ζ being equivariant is equivalent to the follow-
ing.
δi0((A⊗ Γ?(B)⊗ C) • α)abcd ⇐⇒ δi0(α •D)abcd
Thus, by Lemma A.1.1,
(A⊗ Γ?(B)⊗ C) • α = α •D.
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Lemma A.1.5. Given non-zero predicates P , Q, R and S such that
P (i, j)Q(k, l) ⇐⇒ R(i, k)S(j, l),
there exist non-zero predicates A, B, C and D such that the following hold.
P (i, j) ⇐⇒ A(i)B(j)
Q(k, l) ⇐⇒ C(k)D(l)
R(i, k) ⇐⇒ A(i)C(k)
S(j, l) ⇐⇒ B(j)D(l)
Proof. Choose i¯, j¯, k¯ and l¯ such that P (¯i, j¯), Q(k¯, l¯), R(¯i, k¯) and S(j¯, l¯) hold.
Define A, B, C and D as follows.
A(i) ⇐⇒ P (i, j¯) ⇐⇒ R(i, k¯)
B(j) ⇐⇒ P (¯i, j) ⇐⇒ S(j, l¯)
C(k) ⇐⇒ Q(k, l¯) ⇐⇒ R(¯i, l)
D(l) ⇐⇒ Q(k¯, l) ⇐⇒ S(j¯, l)
To see that P (i, j) ⇐⇒ A(i)B(j), note the following.
P (i, j) ⇐⇒ P (i, j)Q(k¯, l¯) ⇐⇒ R(i, k¯)S(j, l¯) ⇐⇒ A(i)B(j)
To see that Q(k, l) ⇐⇒ C(k)D(l), note the following.
Q(k, l) ⇐⇒ P (¯i, j¯)Q(k, l) ⇐⇒ R(¯i, k)S(j¯, l) ⇐⇒ C(j)D(l)
To see that R(i, k) ⇐⇒ A(i)C(k), note the following.
R(i, k) ⇐⇒ R(i, k)S(j¯, l¯) ⇐⇒ P (i, j¯)Q(k, l¯) ⇐⇒ A(i)C(k)
To see that S(j, l) ⇐⇒ B(j)D(l), note the following.
S(j, l) ⇐⇒ R(¯i, k¯)S(j, l) ⇐⇒ P (¯i, j)Q(k¯, l) ⇐⇒ B(j)D(l)
Lemma A.1.6. Given non-zero predicates P , Q, R and S such that
P (i, j)Q(l) ⇐⇒ R(i)S(j, l),
there exists a non-zero predicate B such that
P (i, j) ⇐⇒ R(i)B(j) and S(j, l) ⇐⇒ B(j)Q(l).
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Proof. This follows from Lemma A.1.5.
Lemma A.1.7. Given non-zero morphisms
α : A→ B α¯ : C ⊗ E → D ⊗ F
β¯ : A⊗ C → B ⊗D β : E → F
such that
α⊗ α¯ = β¯ ⊗ β : A⊗ C ⊗ E → B ⊗D ⊗ F,
there is a non-zero morphism
γ : C → D
such that the following hold.
γ ⊗ β = α¯ : C ⊗ E → D ⊗ F
α⊗ γ = β¯ : A⊗ C → B ⊗D
Proof. Since α⊗ α¯ = β¯ ⊗ β, it follows that
αab α¯
ce
df ⇐⇒ β¯acbdβef .
By Lemma A.1.6, there exists a non-zero relation γ : C 99K D such that
γ ⊗ β = α¯ and α⊗ γ = β¯. By Lemma A.1.2, γ is a morphism C → D.
Lemma A.1.8. Given non-zero morphisms
α : I → J α¯ : A⊗ Γ?(B)⊗ C ⊗ P → D ⊗Q
β¯ : A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C → D β : P → Q
such that
〈Γ, α, α¯〉ε = β¯ ⊗ β : A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C ⊗ P → D ⊗Q,
there is a non-zero morphism
γ : A⊗ Γ?(B)⊗ C → D
such that the following hold.
γ ⊗ β = α¯ : A⊗ Γ?(B)⊗ C ⊗ P → D ⊗Q
〈Γ, α, γ〉ε = β¯ : A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C → D
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Proof. Since 〈Γ, α, α¯〉ε = β¯ ⊗ β, it follows that
αijα¯
abcp
dq ⇐⇒ β¯aijbcd βpq .
By Lemma A.1.6, there exists a non-zero relation γ : A⊗ Γ?(B)⊗ C 99K D
such that γ ⊗ β = α¯ and 〈Γ, α, γ〉ε = β¯. By Lemma A.1.2 or Lemma A.1.3,
γ is a morphism A⊗ Γ?(B)⊗ C → D.
Lemma A.1.9. Given non-zero morphisms
α : I → J α¯ : P ⊗A⊗ Γ?(B)⊗ C → Q⊗D
β : P → Q β¯ : A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C → D
such that
〈Γ, α, α¯〉ε = β ⊗ β¯ : P ⊗A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C → Q⊗D,
there is a non-zero morphism
γ : A⊗ Γ?(B)⊗ C → D
such that the following hold.
β ⊗ γ = α¯ : P ⊗A⊗ Γ?(B)⊗ C → Q⊗D
〈Γ, α, γ〉ε = β¯ : A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C → D
Proof. The proof of this lemma is similar to the proof of Lemma A.1.8.
Lemma A.1.10. Given non-zero morphisms
α¯ : A⊗ Γ?(B)⊗ C ⊗ P → D ⊗Q
β¯ : A⊗ Γ?Φ?Φ?(B)⊗ C → D β : P → Q
such that
〈Γ,Φ, α¯〉ζ = β¯ ⊗ β : A⊗ Γ?Φ?Φ?(B)⊗ C ⊗ P → D ⊗Q,
there is a non-zero morphism
γ : A⊗ Γ?(B)⊗ C → D
such that the following hold.
γ ⊗ β = α¯ : A⊗ Γ?(B)⊗ C ⊗ P → D ⊗Q
〈Γ,Φ, γ〉ζ = β¯ : A⊗ Γ?Φ?Φ?(B)⊗ C → D
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Proof. Since 〈Γ,Φ, α¯〉ζ = β¯ ⊗ β, it follows that
δi0α¯
abcp
dq ⇐⇒ β¯aibcd βpq .
By Lemma A.1.6, there exists a non-zero relation γ : A⊗ Γ?(B)⊗ C 99K D
such that γ ⊗ β = α¯ and 〈Γ,Φ, γ〉ζ = β¯. By Lemma A.1.2 or Lemma A.1.4,
γ is a morphism A⊗ Γ?(B)⊗ C → D.
Lemma A.1.11. Given non-zero morphisms
α¯ : P ⊗A⊗ Γ?(B)⊗ C → Q⊗D
β : P → Q β¯ : A⊗ Γ?Φ?Φ?(B)⊗ C → D
such that
〈Γ,Φ, α¯〉ζ = β ⊗ β¯ : P ⊗A⊗ Γ?Φ?Φ?(B)⊗ C → Q⊗D,
there is a non-zero morphism
γ : A⊗ Γ?(B)⊗ C → D
such that the following hold.
β ⊗ γ = α¯ : P ⊗A⊗ Γ?(B)⊗ C → Q⊗D
〈Γ,Φ, γ〉ζ = β¯ : A⊗ Γ?Φ?Φ?(B)⊗ C → D
Proof. The proof of this lemma is similar to the proof of Lemma A.1.10.
Lemma A.1.12. Given non-zero morphisms
α : I → J α¯ : A⊗ Γ?(B)⊗ C ⊗∆?Φ?Φ?(D)⊗ E → F
β¯ : A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C ⊗∆?(D)⊗ E → F
such that
〈Γ, α, α¯〉ε = 〈∆,Φ, β¯〉ζ : A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C ⊗∆?Φ?Φ?(D)⊗ E → F,
there is a non-zero morphism
γ : A⊗ Γ?(B)⊗ C ⊗∆?(D)⊗ E → F
such that the following hold.
〈Γ, α, γ〉ε = β¯ : A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C ⊗∆?(D)⊗ E → F
〈∆,Φ, γ〉ζ = α¯ : A⊗ Γ?(B)⊗ C ⊗∆?Φ?Φ?(D)⊗ E → F
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Proof. Since 〈Γ, α, α¯〉ε = 〈∆,Φ, β¯〉ζ , it follows that
αijα¯
abckde
f ⇐⇒ δk0 β¯aijbcdef .
By Lemma A.1.6, there exists a non-zero relation γ : A⊗Γ?(B)⊗C⊗∆?(D)⊗
E 99K F such that 〈Γ, α, γ〉ε = β¯ and 〈∆,Φ, γ〉ζ = α¯. By Lemma A.1.3 or
Lemma A.1.4, γ is a morphism A⊗ Γ?(B)⊗ C ⊗∆?(D)⊗ E → F .
Lemma A.1.13. Given non-zero morphisms
α¯ : A⊗ Γ?(B)⊗ C ⊗∆?(I ⊗ J∨ ⊗D)⊗ E → F
β : I → J β¯ : A⊗ Γ?Φ?Φ?(B)⊗ C ⊗∆?(D)⊗ E → F
such that
〈Γ,Φ, α¯〉ζ = 〈∆, β, β¯〉ε : A⊗ Γ?Φ?Φ?(B)⊗ C ⊗∆?(I ⊗ J∨ ⊗D)⊗ E → F,
there is a non-zero morphism
γ : A⊗ Γ?(B)⊗ C ⊗∆?(D)⊗ E → F
such that the following hold.
〈Γ,Φ, γ〉ζ = β¯ : A⊗ Γ?Φ?Φ?(B)⊗ C ⊗∆?(D)⊗ E → F
〈∆, β, γ〉ε = α¯ : A⊗ Γ?(B)⊗ C ⊗∆?(I ⊗ J∨ ⊗D)⊗ E → F
Proof. The proof of this lemma is similar to the proof of Lemma A.1.12.
Lemma A.1.14. Given non-zero morphisms
α : I → J α¯ : A⊗ Γ?(B)⊗ C ⊗∆?(K ⊗ L∨ ⊗D)⊗ E → F
β : K → L β¯ : A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C ⊗∆?(D)⊗ E → F
such that
〈Γ, α, α¯〉ε = 〈∆, β, β¯〉ε : A⊗Γ?(I⊗J∨⊗B)⊗C⊗∆?(K⊗L∨⊗D)⊗E → F,
there is a non-zero morphism
γ : A⊗ Γ?(B)⊗ C ⊗∆?(D)⊗ E → F
such that the following hold.
〈Γ, α, γ〉ε = β¯ : A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C ⊗∆?(D)⊗ E → F
〈∆, β, γ〉ζ = α¯ : A⊗ Γ?(B)⊗ C ⊗∆?(K ⊗ L∨ ⊗D)⊗ E → F
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Proof. The proof of this lemma is similar to the proof of Lemma A.1.12.
Lemma A.1.15. Given non-zero morphisms
α¯ : A⊗ Γ?(B)⊗ C ⊗∆?Ψ?Ψ?(D)⊗ E → F
β¯ : A⊗ Γ?Φ?Φ?(B)⊗ C ⊗∆?(D)⊗ E → F
such that
〈Γ,Φ, α¯〉ζ = 〈∆,Ψ, β¯〉ζ : A⊗ Γ?Φ?Φ?(B)⊗ C ⊗∆?Ψ?Ψ?(D)⊗ E → F,
there is a non-zero morphism
γ : A⊗ Γ?(B)⊗ C ⊗∆?(D)⊗ E → F
such that the following hold.
〈Γ,Φ, γ〉ζ = β¯ : A⊗ Γ?Φ?Φ?(B)⊗ C ⊗∆?(D)⊗ E → F
〈∆,Ψ, γ〉ζ = α¯ : A⊗ Γ?(B)⊗ C ⊗∆?Ψ?Ψ?(D)⊗ E → F
Proof. The proof of this lemma is similar to the proof of Lemma A.1.12.
Lemma A.1.16. Given non-zero morphisms
α : C → D α¯ : A⊗ Γ?(B ⊗∆?(E)⊗ F ⊗G∨ ⊗H)⊗ I → J
β¯ : B ⊗∆?(C ⊗D∨ ⊗ E)⊗ F → G β : A⊗ Γ?(H)⊗ I → J
such that
〈Γ∆, α, α¯〉ε = 〈Γ, β¯, β〉ε : A⊗Γ?(B⊗∆?(C⊗D∨⊗E)⊗F⊗G∨⊗H)⊗I → J,
there is a non-zero morphism
γ : B ⊗∆?(E)⊗ F → G
such that the following hold.
〈Γ, γ, β〉ε = α¯ : A⊗ Γ?(B ⊗∆?(E)⊗ F ⊗G∨ ⊗H)⊗ I → J
〈∆, α, γ〉ε = β¯ : B ⊗∆?(C ⊗D∨ ⊗ E)⊗ F → G
Proof. Since 〈Γ∆, α, α¯〉ε = 〈Γ, β¯, β〉ε, it follows that
αcdα¯
abefghi
j ⇐⇒ β¯bcdefg βahij .
By Lemma A.1.6, there exists a non-zero relation γ : B ⊗∆?(E)⊗ F 99K G
such that 〈Γ, γ, β〉ε = α¯ and 〈∆, α, γ〉ε = β¯. By Lemma A.1.3, γ is a
morphism B ⊗∆?(E)⊗ F → G.
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Lemma A.1.17. Given non-zero morphisms
α¯ : A⊗ Γ?(B ⊗∆?(C)⊗D ⊗ E∨ ⊗ F )⊗G→ H
β¯ : B ⊗∆?Φ?Φ?(C)⊗D → E β : A⊗ Γ?(F )⊗G→ H
such that
〈∆Γ,Φ, α¯〉ζ = 〈Γ, β¯, β〉ε : A⊗ Γ?(B ⊗∆?Φ?Φ?(C)⊗D⊗E∨ ⊗F )⊗G→ H,
there is a non-zero morphism
γ : B ⊗∆?(C)⊗D → E
such that the following hold.
〈Γ, γ, β〉ε = α¯ : A⊗ Γ?(B ⊗∆?(C)⊗D ⊗ E∨ ⊗ F )⊗G→ H
〈∆,Φ, γ〉ζ = β¯ : B ⊗∆?Φ?Φ?(C)⊗D → E
Proof. Since 〈∆Γ,Φ, α¯〉ζ = 〈Γ, β¯, β〉ε, it follows that
δi0α¯
abcdefg
h ⇐⇒ β¯bicde βafgh .
By Lemma A.1.6, there exists a non-zero relation γ : B ⊗∆?(C) ⊗D → E
such that 〈Γ, γ, β〉ε = α¯ and 〈∆,Φ, γ〉ζ = β¯. By Lemma A.1.4, γ is a
morphism B ⊗∆?(C)⊗D → E.
Lemma A.1.18. Given non-zero morphisms
α : C → D α¯ : A⊗ Γ?(B ⊗ E)⊗ F → G
β¯ : B ⊗ C → D β : A⊗ Γ?(E)⊗ F → G
such that
〈Γ, α, α¯〉ε = 〈Γ, β¯, β〉ε : A⊗ Γ?(B ⊗ C ⊗D∨ ⊗ E)⊗ F → G,
there is a non-zero morphism
γ : B → I
such that the following hold.
〈Γ, γ, α〉ε = β¯ : B ⊗ C → D
〈Γ, γ, β〉ε = α¯ : A⊗ Γ?(B ⊗ E)⊗ F → G
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Proof. Since 〈Γ, α, α¯〉ε = 〈Γ, β¯, β〉ε, it follows that
αcdα¯
abef
g ⇐⇒ β¯bcd βaefg .
By Lemma A.1.6, there exists a non-zero relation γ : B → I such that
〈Γ, γ, α〉ε = β¯ and 〈Γ, γ, β〉ε = α¯. By Lemma A.1.3, γ is a morphism B →
I.
Lemma A.1.19. Given non-zero morphisms
α¯1 : Γ
?(A)→ Γ?(B) α¯2 : Γ?(C)→ Γ?(D)
β¯ : A⊗ C → B ⊗D
such that
α¯1 ⊗ α¯2 = Γ?(β¯) : Γ?(A⊗ C)→ Γ?(B ⊗D),
there are non-zero morphisms
γ1 : A→ B γ2 : C → D
such that the following hold.
Γ?(γ1) = α¯1 : Γ
?(A)→ Γ?(B)
Γ?(γ2) = α¯2 : Γ
?(C)→ Γ?(D)
γ1 ⊗ γ2 = β¯ : A⊗ C → B ⊗D
Proof. Since α¯1 ⊗ α¯2 = Γ?(β¯), it follows that
(α¯1)
a
b (α¯2)
c
d ⇐⇒ β¯acbd .
Define γ1 and γ2 as follows.
(γ1)
a
b = (α¯1)
a
b (γ2)
c
d = (α¯2)
c
d
To see that Γ?(γ1) = α¯1, note the following.
Γ?(γ1)
a
b = (γ1)
a
b = (α¯1)
a
b
To see that Γ?(γ2) = α¯2, note the following.
Γ?(γ2)
c
d = (γ2)
c
d = (α¯2)
c
d
To see that γ1 ⊗ γ2 = β¯, note the following.
(γ1 ⊗ γ2)acbd = (γ1)ab (γ2)cd = (α¯1)ab (α¯2)cd = β¯acbd
By Lemma A.1.2, γ1 is a morphism A → B. By Lemma A.1.2, γ2 is a
morphism C → D.
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Lemma A.1.20. Given non-zero morphisms
α : P → Q α¯ : Γ?(A⊗∆?(B)⊗ C)→ Γ?(D)
β¯ : A⊗∆?(P ⊗Q∨ ⊗B)⊗ C → D
such that
〈∆Γ, α, α¯〉ε = Γ?(β¯) : Γ?(A⊗∆?(P ⊗Q∨ ⊗B)⊗ C)→ Γ?(D),
there is a non-zero morphism
γ : A⊗∆?(B)⊗ C → D
such that the following hold.
Γ?(γ) = α¯ : Γ?(A⊗∆?(B)⊗ C)→ Γ?(D)
〈∆, α, γ〉ε = β¯ : A⊗∆?(P ⊗Q∨ ⊗B)⊗ C → D
Proof. Since 〈∆Γ, α, α¯〉ε = Γ?(β¯), it follows that
αpqα¯
abc
d ⇐⇒ β¯apqbcd .
Define γ as follows.
γabcd = α¯
abc
d
To see that Γ?(γ) = α¯, note the following.
Γ?(γ)abcd = γ
abc
d = α¯
abc
d
To see that 〈∆, α, γ〉ε = β¯, note the following.
(〈∆, α, γ〉ε)apqbcd = αpqγabcd = αpqα¯abcd = β¯apqbcd
By Lemma A.1.3, γ is a morphism A⊗∆?(B)⊗ C → D.
Lemma A.1.21. Given non-zero morphisms
α¯ : Γ?(A⊗∆?(B)⊗ C)→ Γ?(D)
β¯ : A⊗∆?Φ?Φ?(B)⊗ C → D
such that
〈∆Γ,Φ, α¯〉ζ = Γ?(β¯) : Γ?(A⊗∆?Φ?Φ?(B)⊗ C)→ Γ?(D),
there is a non-zero morphism
γ : A⊗∆?(B)⊗ C → D
such that the following hold.
Γ?(γ) = α¯ : Γ?(A⊗∆?(B)⊗ C)→ Γ?(D)
〈∆,Φ, γ〉ζ = β¯ : A⊗∆?Φ?Φ?(B)⊗ C → D
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Proof. Since 〈∆Γ,Φ, α¯〉ζ = Γ?(β¯), it follows that
δi0α¯
abc
d ⇐⇒ β¯aibcd .
Define γ as follows.
γabcd = α¯
abc
d
To see that Γ?(γ) = α¯, note the following.
Γ?(γ)abcd = γ
abc
d = α¯
abc
d
To see that 〈∆,Φ, γ〉ζ = β¯, note the following.
(〈∆,Φ, γ〉ζ)aibcd = δi0γabcd = δi0α¯abcd = α¯aibcd
By Lemma A.1.4, γ is a morphism A⊗∆?(B)⊗ C → D.
Lemma A.1.22. Given non-zero morphisms
α1 : A⊗ C → B β2 : C ⊗ E → F
β1 : A→ B ⊗D α2 : E → D ⊗ F
such that
α1 ⊗ α2 = β1 ⊗ β2 : A⊗ C ⊗ E → B ⊗D ⊗ F,
there are non-zero morphisms
δ1 : C → I
γ1 : A→ B γ2 : E → F
δ2 : I → D
such that the following hold.
γ1 ⊗ δ1 = α1 δ1 ⊗ γ2 = β2
γ1 ⊗ δ2 = β1 δ2 ⊗ γ2 = α2
Proof. Since α1 ⊗ α2 = β1 ⊗ β2, it follows that
(α1)
ac
b (α2)
e
df ⇐⇒ (β1)abd(β2)cef .
By Lemma A.1.5, there exist non-zero relations
δ1 : C 99K I
γ1 : A 99K B γ2 : E 99K F
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δ2 : I 99K D
such that
γ1 ⊗ δ1 = α1 δ1 ⊗ γ2 = β2
γ1 ⊗ δ2 = β1 δ2 ⊗ γ2 = α2.
By Lemma A.1.2, δ1 is a morphism C → I. By Lemma A.1.2, γ1 is a
morphism A→ B. By Lemma A.1.2, γ2 is a morphism E → F . By Lemma
A.1.2, δ2 is a morphism I → D.
Lemma A.1.23. Given non-zero morphisms
β1 : I ⊗ J → K
α1 : A⊗ Γ?(I)→ B α2 : Γ?(J ⊗K∨ ⊗ C)⊗D → E
β2 : A⊗ Γ?(C)⊗D → B ⊗ E
such that
α1 ⊗ α2 = 〈Γ, β1, β2〉ε : A⊗ Γ?(I ⊗ J ⊗K∨ ⊗ C)⊗D → B ⊗ E,
there are non-zero morphisms
δ1 : I → I γ2 : J → K
γ1 : A→ B δ2 : Γ?(C)⊗D → E
such that the following hold.
δ1 ⊗ γ2 = β1
〈Γ, δ1, γ1〉ε = α1 〈Γ, γ2, δ2〉ε = α2
γ1 ⊗ δ2 = β2
Proof. Since α1 ⊗ α2 = 〈Γ, β1, β2〉ε, it follows that
(α1)
ai
b (α2)
jkcd
e ⇐⇒ (β1)ijk (β2)acdbe .
By Lemma A.1.5, there exist non-zero relations
δ1 : I 99K I γ2 : J 99K K
γ1 : A 99K B δ2 : Γ?(C)⊗D 99K E
such that
δ1 ⊗ γ2 = β1
〈Γ, δ1, γ1〉ε = α1 〈Γ, γ2, δ2〉ε = α2
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γ1 ⊗ δ2 = β2.
By Lemma A.1.2, δ1 is a morphism I → I. By Lemma A.1.2, γ2 is a
morphism J → K. By Lemma A.1.2 or Lemma A.1.3, γ1 is a morphism
A→ B. By Lemma A.1.2 or Lemma A.1.3, δ2 is a morphism Γ?(C)⊗D →
E.
Lemma A.1.24. Given non-zero morphisms
α1 : B ⊗ C → D β1 : Λ?(C ⊗D∨ ⊗ E)⊗ F → G
β2 : A⊗Γ?(Λ?(B)⊗H)⊗I → J α2 : A⊗Γ?(Λ?(E)⊗F⊗G∨⊗H)⊗I → J
such that
〈ΛΓ, α1, α2〉ε = 〈Γ, β1, β2〉ε : A⊗Γ?(Λ?(B⊗C⊗D∨⊗E)⊗F⊗G∨⊗H)⊗I → J,
there are non-zero morphisms
δ1 : C → D
γ1 : B → I γ2 : Λ?(E)⊗ F → G
δ2 : A⊗ Γ?(H)⊗ I → J
such that the following hold.
〈id, γ1, δ1〉ε = α1 〈Λ, δ1, γ2〉ε = β1
〈ΛΓ, γ1, δ2〉ε = β2 〈Γ, γ2, δ2〉ε = α2
Proof. Since 〈ΛΓ, α1, α2〉ε = 〈Γ, β1, β2〉ε, it follows that
(α1)
bc
d (α2)
aefghi
j ⇐⇒ (β1)cdefg (β2)abhij .
By Lemma A.1.5, there exist non-zero relations
δ1 : C 99K D
γ1 : B 99K I γ2 : Λ?(E)⊗ F 99K G
δ2 : A⊗ Γ?(H)⊗ I 99K J
such that
〈id, γ1, δ1〉ε = α1 〈Λ, δ1, γ2〉ε = β1
〈ΛΓ, γ1, δ2〉ε = β2 〈Γ, γ2, δ2〉ε = α2.
By Lemma A.1.3, δ1 is a morphism C → D. By Lemma A.1.3, γ1 is a
morphism B → I. By Lemma A.1.3, γ2 is a morphism Λ?(E)⊗F → G. By
Lemma A.1.3, δ2 is a morphism A⊗ Γ?(H)⊗ I → J .
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Lemma A.1.25. Given non-zero morphisms
α1 : B ⊗ Λ?(C)→ I β1 : C ⊗D → E
β2 : A⊗Γ?(B⊗Λ?(F ))⊗G→ H α2 : A⊗ (ΛΓ)?(D⊗E∨⊗F )⊗G→ H
such that
〈Γ, α1, α2〉ε = 〈ΛΓ, β1, β2〉ε : A⊗ Γ?(B ⊗ Λ?(C ⊗D ⊗ E∨ ⊗ F ))⊗G→ H,
there are non-zero morphisms
δ1 : C → I
γ1 : B → I γ2 : D → E
δ2 : A⊗ (ΛΓ)?(F )⊗G→ H
such that the following hold.
〈Λ, δ1, γ1〉ε = α1 〈id, δ1, γ2〉ε = β1
〈Γ, γ1, δ2〉ε = β2 〈ΛΓ, γ2, δ2〉ε = α2
Proof. Since 〈Γ, α1, α2〉ε = 〈ΛΓ, β1, β2〉ε, it follows that
(α1)
bc
? (α2)
adefg
h ⇐⇒ (β1)cde (β2)abfgh .
By Lemma A.1.5, there exist non-zero relations
δ1 : C 99K I
γ1 : B 99K I γ2 : D 99K E
δ2 : A⊗ (ΛΓ)?(F )⊗G 99K H
such that
〈Λ, δ1, γ1〉ε = α1 〈id, δ1, γ2〉ε = β1
〈Γ, γ1, δ2〉ε = β2 〈ΛΓ, γ2, δ2〉ε = α2.
By Lemma A.1.3, δ1 is a morphism C → I. By Lemma A.1.3, γ1 is a
morphism B → I. By Lemma A.1.3, γ2 is a morphism D → E. By Lemma
A.1.3, δ2 is a morphism A⊗ (ΛΓ)?(F )⊗G→ H.
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Lemma A.1.26. Given non-zero morphisms
α1 : Λ
?(C)→ I β1 : B ⊗ C ⊗D → E
β2 : A⊗ (ΛΓ)?(F )⊗G→ H α2 : A⊗ (ΛΓ)?(B ⊗D⊗E∨ ⊗F )⊗G→ H
such that
〈Γ, α1, α2〉ε = 〈ΛΓ, β1, β2〉ε : A⊗ (ΛΓ)?(B ⊗ C ⊗D ⊗ E∨ ⊗ F )⊗G→ H,
there are non-zero morphisms
δ : C → I
γ : B ⊗D → E
such that the following hold.
Λ?(δ) = α1 : Λ
?(C)→ I
〈id, δ, γ〉ε = β1 : B ⊗ C ⊗D → E
〈ΛΓ, γ, β2〉ε = α2 : A⊗ (ΛΓ)?(B ⊗D ⊗ E∨ ⊗ F )⊗G→ H
Proof. Choose c¯ such that (α1)
c¯
? holds and a¯, f¯ , g¯ and h¯ such that (β2)
a¯f¯ g¯
h¯
holds. Since 〈Γ, α1, α2〉ε = 〈ΛΓ, β1, β2〉ε, it follows that
(α1)
c
?(α2)
a¯bdef¯ g¯
h¯
⇐⇒ (β1)bcde
and
(β1)
bc¯d
e (β2)
afg
h ⇐⇒ (α2)abdefgh .
Define δ as follows.
δc? ⇐⇒ (α1)c?
Define γ as follows.
γbde ⇐⇒ (α2)a¯bdef¯ g¯h¯ ⇐⇒ (β1)bc¯de
To see that Λ?(δ) = α1, note the following.
Λ?(δ)c? ⇐⇒ δc? ⇐⇒ (α1)c?
To see that 〈id, δ, γ〉ε = β1, note the following.
(〈id, δ, γ〉ε)bcde ⇐⇒ δc?γbde ⇐⇒ (α1)c?(α2)a¯bdef¯ g¯h¯ ⇐⇒ (β1)bcde
To see that 〈ΛΓ, γ, β2〉ε = α2, note the following.
(〈ΛΓ, γ, β2〉ε)abdefgh ⇐⇒ γbde (β2)afgh
⇐⇒ (β1)bc¯de (β2)afgh ⇐⇒ (α2)abdefgh
By Lemma A.1.3, δ is a morphism C → I. By Lemma A.1.3, γ is a morphism
B ⊗D → E.
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Lemma A.1.27. Given non-zero morphisms
α1 : Λ
?(B)→ I α2 : (ΛΓ)?(A⊗ C)→ (ΛΓ)?(D)
β : A⊗B ⊗ C → D
such that
〈Γ, α1, α2〉ε = (ΛΓ)?(β) : (ΛΓ)?(A⊗B ⊗ C)→ (ΛΓ)?(D),
there are non-zero morphisms
γ1 : B → I γ2 : A⊗ C → D
such that the following hold.
Λ?(γ1) = α1 : Λ
?(B)→ I
(ΛΓ)?(γ2) = α2 : (ΛΓ)
?(A⊗ C)→ (ΛΓ)?(D)
〈id, γ1, γ2〉ε = β : A⊗B ⊗ C → D
Proof. Since 〈Γ, α1, α2〉ε = (ΛΓ)?(β), it follows that
(α1)
b
?(α2)
ac
d ⇐⇒ βabcd .
Define (γ1) as follows.
(γ1)
b
? = (α1)
b
?
Define (γ2) as follows.
(γ2)
ac
d = (α2)
ac
d
To see that Λ?(γ1) = α1, note the following.
Λ?(γ1)
b
? = (γ1)
b
? = (α1)
b
?
To see that (ΛΓ)?(γ2) = α, note the following.
(ΛΓ)?(γ2)
ac
d = (γ2)
ac
d = (α2)
ac
d
To see that 〈id, γ1, γ2〉ε = β, note the following.
(〈id, γ1, γ2〉ε)abcd = (γ1)b?(γ2)acd = (α1)b?(α2)acd = βabcd
By Lemma A.1.3, γ1 is a morphism B → I. By Lemma A.1.3, γ2 is a
morphism A⊗ C → D.
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Lemma A.1.28. Given non-zero morphisms
α : A⊗B → A β : C → B ⊗ C
such that
α⊗ β = idA⊗ idB ⊗ idC ,
the following holds.
B = I
Proof. Since α⊗ β = id, it follows that
αaba′ β
c
b′c′ ⇐⇒ δaa′δbb′δcc′ .
Assume B 6= I; choose b1 6= b2 ∈ B0. To derive a contradiction, note the
following. Since αab1a β
c
b1c
⇐⇒ δaaδb1b1δcc holds, it follows that αab1a holds.
Since αab2a β
c
b2c
⇐⇒ δaaδb2b2δcc holds, it follows that βcb2c holds. But, since
αab1a β
c
b2c
⇐⇒ δaaδb1b2δcc does not hold, this is a contradiction. Thus B =I.
Lemma A.1.29. Given non-zero morphisms
α : I → J β : A⊗ Γ?(B)⊗ C → A⊗ Γ?(I ⊗ J∨ ⊗B)⊗ C
such that
〈Γ, α, β〉ε = idA⊗ idΓ?(I)⊗ idΓ?(J∨)⊗ idΓ?(B)⊗ idC ,
the following hold.
I = I J = I
Proof. Since 〈Γ, α, β〉ε = id, it follows that
αijβ
abc
a′i′j′b′c′ ⇐⇒ δaa′δii′δjj′δbb′δcc′ .
Assume I 6= I; choose i1 6= i2 ∈ I0. To derive a contradiction, note the
following. Since αi1j β
abc
ai1jbc
⇐⇒ δaaδi1i1δ
j
jδ
b
bδ
c
c holds, it follows that α
i1
j holds.
Since αi2j β
abc
ai2jbc
⇐⇒ δaaδi2i2δ
j
jδ
b
bδ
c
c holds, it follows that β
abc
ai2jbc
holds. But,
since αi1j β
abc
ai2jbc
⇐⇒ δaaδi1i2δ
j
jδ
b
bδ
c
c does not hold, this is a contradiction. Thus
I = I. Assume J 6= I; choose j1 6= j2 ∈ J0. To derive a contradiction, note
the following. Since αij1β
abc
aij1bc
⇐⇒ δaaδiiδj1j1δbbδcc holds, it follows that αij1
holds. Since αij2β
abc
aij2bc
⇐⇒ δaaδiiδj2j2δbbδcc holds, it follows that βabcaij2bc holds.
But, since αij1β
abc
aij2bc
⇐⇒ δaaδiiδj1j2δbbδcc does not hold, this is a contradiction.
Thus J = I.
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Lemma A.1.30. Given a non-zero morphism
α : A→ A
such that
Φ?(α) = idΦ?(A),
the following holds.
α = idA
Proof.
Φ?(α) = id =⇒ αaa′ = δaa′
Lemma A.1.31. There is no non-zero morphism
α : A⊗ Γ?(B)⊗ C → A⊗ Γ?Φ?Φ?(B)⊗ C
such that
〈Γ,Φ, α〉ζ = idA⊗ idΓ?Φ?Φ?(B)⊗ idC
and
Φ > 1.
Proof. Since 〈Γ,Φ, α〉ζ = id, it follows that
δi0α
abc
a′i′b′c′ ⇐⇒ δaa′δii′δbb′δcc′ .
Choose i1 6= i2 ∈ Φ. To derive a contradiction, note the following. Since
δi10 α
abc
ai1bc
⇐⇒ δaaδi1i1δbbδcc holds, it follows that δi10 holds. Since δi20 αabcai2bc ⇐⇒
δaaδ
i2
i2
δbbδ
c
c holds, it follows that α
abc
ai2bc
holds. But, since δi10 α
abc
ai2bc
⇐⇒
δaaδ
i1
i2
δbbδ
c
c does not hold, this is a contradiction.
Lemma A.1.32. There are no non-zero morphisms
ω : Γ?(Λ?(A)⊗B ⊗ Λ?(C))→ (ΛΓ)?(D)
α : A⊗Ψ?(ΨΛ)?(B)⊗ C → D
such that
〈Γ,ΨΛ, ω〉ζ = (ΛΓ)?(α) : (ΛΓ)?(A⊗Ψ?(ΨΛ)?(B)⊗ C)→ (ΛΓ)?(D)
and
Λ > 1.
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Proof. Since 〈Γ,ΨΛ, ω〉ζ = (ΛΓ)?(α), it follows that
δi0ω
abc
d ⇐⇒ αaibcd .
Since α is a morphism A ⊗ Ψ?(ΨΛ)?(B) ⊗ C → D, it follows that (A ⊗
Ψ?(ΨΛ)?(B)⊗C)•α = α•D. Evaluating each side of this expression yields
the following.
((A⊗Ψ?(ΨΛ)?(B)⊗ C) • α)aibcd
⇐⇒ ∃a′i′b′c′((A⊗Ψ?(ΨΛ)?(B)⊗ C)aibca′i′b′c′αa
′i′b′c′
d )
⇐⇒ ∃a′i′b′c′(Aaa′Ψ?(ΨΛ)?(B)ibi′b′Ccc′δi
′
0 ω
a′b′c′
d )
⇐⇒ ∃a′b′c′(Aaa′Ψ?(ΨΛ)?(B)ib0b′Ccc′ωa
′b′c′
d )
(?)⇐⇒ δiΨ∃a′b′c′(Aaa′δbb′Ccc′ωa
′b′c′
d )
⇐⇒ δiΨ∃a′c′(Aaa′Ccc′ωa
′bc′
d )
Step (?) follows from the fact that Ψ < ΨΛ, relying on our assumption that
Λ > 1.
(α •D)aibcd ⇐⇒ ∃d′(αaibcd′ Dd
′
d )
⇐⇒ δi0∃d′(ωabcd′ Dd
′
d )
Thus, the following holds.
δiΨ∃a′c′(Aaa′Ccc′ωa
′bc′
d ) ⇐⇒ δi0∃d′(ωabcd′ Dd
′
d )
This implies that neither of the following holds.
∃a′c′(Aaa′Ccc′ωa
′bc′
d ) ∃d′(ωabcd′ Dd
′
d )
But this contradicts our assumption that ω and α are non-zero.
Lemma A.1.33. There are no non-zero morphisms
ω : A⊗ Γ?(Λ?(B)⊗ C ⊗ Λ?(D ⊗ E∨ ⊗ F ))⊗G→ H
α : B ⊗Ψ?(ΨΛ)?(C)⊗D → E β : A⊗ (ΛΓ)?(F )⊗G→ H
such that
〈Γ,ΨΛ, ω〉ζ = 〈ΛΓ, α, β〉ε : A⊗(ΛΓ)?(B⊗Ψ?(ΨΛ)?(C)⊗D⊗E∨⊗F )⊗G→ H
and
Λ > 1.
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Proof. Choose a¯, f¯ , g¯ and h¯ such that βa¯f¯ g¯
h¯
holds. Since 〈Γ,ΨΛ, ω〉ζ =
〈ΛΓ, α, β〉ε, it follows that
δi0ω
a¯bcdef¯ g¯
h¯
⇐⇒ αbicde .
Since α is a morphism B ⊗ Ψ?(ΨΛ)?(C) ⊗ D → E, it follows that (B ⊗
Ψ?(ΨΛ)?(C)⊗D)•α = α•E. Evaluating each side of this expression yields
the following.
((B ⊗Ψ?(ΨΛ)?(C)⊗D) • α)bicde
⇐⇒ ∃b′i′c′d′((B ⊗Ψ?(ΨΛ)?(C)⊗D)bicdb′i′c′d′αb
′i′c′d′
e )
⇐⇒ ∃b′i′c′d′(Bbb′Ψ?(ΨΛ)?(C)ici′c′Ddd′δi
′
0 ω
a¯b′c′d′ef¯ g¯
h¯
)
⇐⇒ ∃b′c′d′(Bbb′Ψ?(ΨΛ)?(C)ic0c′Ddd′ωa¯b
′c′d′ef¯ g¯
h¯
)
(?)⇐⇒ δiΨ∃b′c′d′(Bbb′δcc′Ddd′ωa¯b
′c′d′ef¯ g¯
h¯
)
⇐⇒ δiΨ∃b′d′(Bbb′Ddd′ωa¯b
′cd′ef¯ g¯
h¯
)
Step (?) follows from the fact that Ψ < ΨΛ, relying on our assumption that
Λ > 1.
(α • E)bicde ⇐⇒ ∃e′(αbicde′ Ee
′
e )
⇐⇒ δi0∃e′(ωa¯bcde
′f¯ g¯
h¯
Ee
′
e )
Thus, the following holds.
δiΨ∃b′d′(Bbb′Ddd′ωa¯b
′cd′ef¯ g¯
h¯
) ⇐⇒ δi0∃e′(ωa¯bcde
′f¯ g¯
h¯
Ee
′
e )
This implies that neither of the following holds.
∃b′d′(Bbb′Ddd′ωa¯b
′cd′ef¯ g¯
h¯
) ∃e′(ωa¯bcde′f¯ g¯
h¯
Ee
′
e )
But this contradicts our assumption that ω and α are non-zero.
A.2 Proof of Lemma 5.6.1
Proof. It must be the case that P , Q, R and S have prime factorisations of
the following forms.
P ∼=
⊗
0≤a<i
Xa R ∼=
⊗
i≤a<n
Xa
Q ∼=
⊗
0≤a<i′
Ya S ∼=
⊗
i′≤a<n′
Ya
A.2. PROOF OF LEMMA 5.6.1 199
Consider the case where Q is trivial, so that i′ = 0. In this case, the
result follows from Lemma 5.6.2.
Consider the case where S is trivial, so that i′ = n′. In this case, the
result follows from Lemma 5.6.2.
Assume that both Q and S are non-trivial, so that 0 < i′ < n′. We will
prove the result by induction on the type of s. Consider the type of the
constructible morphism s.
• Consider the case where s is of type (∼=).
P ⊗R ∼= Q⊗ S
By Proposition 5.3.15, it must be the case that n = n′ and, for each
a, Xa ∼= Ya. Compare i with i′.
Consider the case where 0 ≤ i < i′ ≤ n.
P R︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xi′−1 ⊗Xi′ ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
Q S
Define the following shape.
Q ∩R =
⊗
i≤a<i′
Xa
This shape has been chosen so that the following central isomorphisms
exist.
P ⊗ (Q ∩R) ∼= Q R ∼= (Q ∩R)⊗ S
By Lemma A.1.28, Ω(Q ∩ R) = I. This contradicts our assumption
that i < i′.
Consider the case where 0 ≤ i = i′ ≤ n.
P R︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
Q S
By Proposition 5.3.15, the following central isomorphisms exist.
P ∼= Q R ∼= S
Define u and v to be these central isomorphisms.
Consider the case where 0 ≤ i′ < i ≤ n.
P R︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi′−1 ⊗Xi′ ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
Q S
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This case is similar to the case where 0 ≤ i < i′ ≤ n.
• Consider the case where s is of type (⊗).
P ⊗R ∼= A⊗ C f⊗g−−→ B ⊗D ∼= Q⊗ S
It must be the case that A, B, C and D have prime factorisations of
the following forms.
A ∼=
⊗
0≤a<j
Xa C ∼=
⊗
j≤a<n
Xa
B ∼=
⊗
0≤a<j′
Ya D ∼=
⊗
j′≤a<n′
Ya
Compare i with j and i′ with j′.
Consider the case where 0 ≤ i ≤ j ≤ n and 0 ≤ i′ ≤ j′ ≤ n′.
P R︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
A C
B D︷ ︸︸ ︷ ︷ ︸︸ ︷
Y0 ⊗ · · · ⊗ Yi′−1 ⊗ Y ′i ⊗ · · · ⊗ Yj′−1 ⊗ Y ′j ⊗ · · · ⊗ Yn′−1︸ ︷︷ ︸ ︸ ︷︷ ︸
Q S
Define the following shapes.
A ∩R =
⊗
i≤a<j
Xa B ∩ S =
⊗
i′≤a<j′
Ya
These shapes have been chosen so that the following central isomor-
phisms exist.
R ∼= (A ∩R)⊗ C
P ⊗ (A ∩R) ∼= A
B ∼= Q⊗ (B ∩ S)
(B ∩ S)⊗D ∼= S
By Lemma A.1.7, there is a morphism
υ : Ω(A ∩R)→ Ω(B ∩ S)
such that the following hold.
σ ⊗ υ = Ω(f)
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υ ⊗ Ω(g) = τ
By induction, there are constructible morphisms
u : P → Q f ′ : A ∩R→ B ∩ S
such that f is of the form u ⊗ f ′. Define v to be the following con-
structible morphism.
v : R ∼= (A ∩R)⊗ C f
′⊗g−−−→ (B ∩ S)⊗D ∼= S
Note the following.
u⊗ v ∼= u⊗ (f ′ ⊗ g) ∼= (u⊗ f ′)⊗ g ∼= f ⊗ g
Consider the case where 0 ≤ i ≤ j ≤ n and 0 ≤ j′ ≤ i′ ≤ n′.
P R︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
A C
B D︷ ︸︸ ︷ ︷ ︸︸ ︷
Y0 ⊗ · · · ⊗ Yj′−1 ⊗ Y ′j ⊗ · · · ⊗ Yi′−1 ⊗ Y ′i ⊗ · · · ⊗ Yn′−1︸ ︷︷ ︸ ︸ ︷︷ ︸
Q S
Define the following shapes.
A ∩R =
⊗
i≤a<j
Xa Q ∩D =
⊗
j′≤a<i′
Ya
These shapes have been chosen so that the following central isomor-
phisms exist.
R ∼= (A ∩R)⊗ C
P ⊗ (A ∩R) ∼= A
D ∼= (Q ∩D)⊗ S
B ⊗ (Q ∩D) ∼= Q
By Lemma A.1.22, there are morphisms
τ0 : Ω(A ∩R)→ Ω(I)
σ1 : Ω(P )→ Ω(B) τ1 : Ω(C)→ Ω(S)
σ0 : Ω(I)→ Ω(Q ∩D)
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such that the following hold.
σ1 ⊗ τ0 = Ω(f)
τ0 ⊗ τ1 = τ
σ1 ⊗ σ0 = σ
σ0 ⊗ τ1 = Ω(g)
By induction, there are constructible morphisms
f1 : P → B f0 : A ∩R→ I
such that f is of the form f1⊗f0. By induction, there are constructible
morphisms
g0 : I → Q ∩D g1 : C → S
such that g is of the form g0 ⊗ g1. Define u and v to be the following
constructible morphisms.
u : P ∼= P ⊗ I f1⊗g0−−−−→ B ⊗ (Q ∩D) ∼= Q
v : R ∼= (A ∩R)⊗ C f0⊗g1−−−−→ I ⊗ S ∼= S
Note the following.
u⊗ v ∼= (f1 ⊗ g0)⊗ (f0 ⊗ g1) ∼= (f1 ⊗ f0)⊗ (g0 ⊗ g1) ∼= f ⊗ g
Consider the case where 0 ≤ j ≤ i ≤ n and 0 ≤ i′ ≤ j′ ≤ n′.
P R︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
A C
B D︷ ︸︸ ︷ ︷ ︸︸ ︷
Y0 ⊗ · · · ⊗ Yi′−1 ⊗ Y ′i ⊗ · · · ⊗ Yj′−1 ⊗ Y ′j ⊗ · · · ⊗ Yn′−1︸ ︷︷ ︸ ︸ ︷︷ ︸
Q S
This case is similar to the case where 0 ≤ i ≤ j ≤ n and 0 ≤ j′ ≤ i′ ≤
n′.
Consider the case where 0 ≤ j ≤ i ≤ n and 0 ≤ j′ ≤ i′ ≤ n′.
P R︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
A C
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B D︷ ︸︸ ︷ ︷ ︸︸ ︷
Y0 ⊗ · · · ⊗ Yj′−1 ⊗ Y ′j ⊗ · · · ⊗ Yi′−1 ⊗ Y ′i ⊗ · · · ⊗ Yn′−1︸ ︷︷ ︸ ︸ ︷︷ ︸
Q S
This case is similar to the case where 0 ≤ i ≤ j ≤ n and 0 ≤ i′ ≤ j′ ≤
n′.
• Consider the case where s is of type (η).
P ⊗R 〈I,f〉η−−−−→ I\A ∼= Q⊗ S
Then I is non-trivial. By Proposition 5.3.15, either Q ∼= I\A and
S ∼= I, or Q ∼= I and S ∼= I\A. Either way, this contradicts our
assumption that both Q and S are non-trivial.
• Consider the case where s is of type (ε).
P ⊗R ∼= A⊗ Γ?(B ⊗ (C\D))⊗ E 〈Γ,f,g〉ε−−−−−→ Q⊗ S
Then C is non-trivial. It must be the case that A, B, C\D and E
have prime factorisations of the following forms, where Γ?(X ′a) = Xa.
A ∼=
⊗
0≤a<j
Xa B ∼=
⊗
j≤a<k
X ′a C\D = X ′k E ∼=
⊗
k<a<n
Xa
Compare i with j and k.
Consider the case where 0 ≤ i ≤ j ≤ k < n.
P R︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xk−1 ⊗ Xk ⊗Xk+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
Define the following shape.
A ∩R =
⊗
i≤a<j
Xa
This shape has been chosen so that the following central isomorphisms
exist.
R ∼= (A ∩R)⊗ Γ?(B ⊗ (C\D))⊗ E
P ⊗ (A ∩R) ∼= A
By Lemma A.1.9, there is a morphism
υ : Ω((A ∩R)⊗ Γ?(D)⊗ E)→ Ω(S)
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such that the following hold.
σ ⊗ υ = Ω(g)
〈Γ,Ω(f), υ〉ε = τ
By induction, there are constructible morphisms
u : P → Q g′ : (A ∩R)⊗ Γ?(D)⊗ E → S
such that g is of the form u ⊗ g′. Define v to be the following con-
structible morphism.
v : R ∼= (A ∩R)⊗ Γ?(B ⊗ (C\D))⊗ E 〈Γ,f,g
′〉ε−−−−−→ S
Note the following.
u⊗ v ∼= u⊗ 〈Γ, f, g′〉ε ∼= 〈Γ, f, u⊗ g′〉ε ∼= 〈Γ, f, g〉ε
Consider the case where 0 ≤ j ≤ i ≤ k < n.
P R︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xk−1 ⊗ Xk ⊗Xk+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
Define the following shapes.
P ∩B =
⊗
j≤a<i
X ′a B ∩R =
⊗
i≤a<k
X ′a
These shapes have been chosen so that the following central isomor-
phisms exist.
P ∼= A⊗ Γ?(P ∩B) R ∼= Γ?((B ∩R)⊗ (C\D))⊗ E
(P ∩B)⊗ (B ∩R) ∼= B
By Lemma A.1.23, there are morphisms
σ0 : Ω(P ∩B)→ Ω(I) τ1 : Ω(B ∩R)→ Ω(C)
σ1 : Ω(A)→ Ω(Q) τ2 : Ω(Γ?(D)⊗ E)→ Ω(S)
such that the following hold.
σ0 ⊗ τ1 = Ω(f)
〈Γ, σ0, σ1〉ε = σ
〈Γ, τ1, τ2〉ε = τ
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σ1 ⊗ τ2 = Ω(g)
By induction, there are constructible morphisms
f0 : P ∩B → I f1 : B ∩R→ C
such that f is of the form f0⊗f1. By induction, there are constructible
morphisms
g1 : A→ Q g2 : Γ?(D)⊗ E → S
such that g is of the form g1 ⊗ g2. Define u and v to be the following
constructible morphisms.
u : P ∼= A⊗ Γ?((P ∩B)⊗ (I\I)) 〈Γ,f0,g1〉ε−−−−−−→ Q
v : R ∼= Γ?((B ∩R)⊗ (C\D))⊗ E 〈Γ,f1,g2〉ε−−−−−−→ S
Note the following.
u⊗ v ∼= 〈Γ, f0, g1〉ε ⊗ 〈Γ, f1, g2〉ε ∼= 〈Γ, f0 ⊗ f1, g1 ⊗ g2〉ε ∼= 〈Γ, f, g〉ε
Consider the case where 0 ≤ j ≤ k < i ≤ n.
P R︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xk−1 ⊗ Xk ⊗Xk+1 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
This case is similar to the case where 0 ≤ i ≤ j ≤ k < n.
• Consider the case where s is of type ((−)?).
P ⊗R ∼= Γ?(A) Γ
?(f)−−−→ Γ?(B) ∼= Q⊗ S
It must be the case that A and B have prime factorisations of the
following forms, where Γ?(X ′a) = Xa.
A ∼=
⊗
0≤a<n
X ′a
B ∼=
⊗
0≤a<n′
Y ′a
Define the following shapes.
PA ∼=
⊗
0≤a<i
X ′a RA ∼=
⊗
i≤a<n
X ′a
QA ∼=
⊗
0≤a<i′
Y ′a SA ∼=
⊗
i′≤a<n′
Y ′a
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These shapes have been chosen so that the following central isomor-
phisms exist.
P ∼= Γ?(PA) R ∼= Γ?(RA)
PA ⊗RA ∼= A
B ∼= QA ⊗ SA
Γ?(QA) ∼= Q Γ?(SA) ∼= S
By Lemma A.1.19, there are morphisms
σ′ : Ω(PA)→ Ω(QA) τ ′ : Ω(RA)→ Ω(SA)
such that the following hold.
Γ?(σ′) = σ
Γ?(τ ′) = τ
σ′ ⊗ τ ′ = Ω(f)
By induction, there are constructible morphisms
f1 : PA → QA f2 : RA → SA
such that f is of the form f1 ⊗ f2. Define u and v to be the following
constructible morphisms.
u : P ∼= Γ?(PA) Γ
?(f1)−−−−→ Γ?(QA) ∼= Q
v : R ∼= Γ?(RA) Γ
?(f2)−−−−→ Γ?(SA) ∼= S
Note the following.
u⊗ v ∼= Γ?(f1)⊗ Γ?(f2) ∼= Γ?(f1 ⊗ f2) ∼= Γ?(f)
• Consider the case where s is of type (θ).
P ⊗R 〈Φ,f〉θ−−−−→ Φ?(A) ∼= Q⊗ S
Then Φ is non-empty. By Proposition 5.3.15, either Q ∼= Φ?(A) and
S ∼= I, or Q ∼= I and S ∼= Φ?(A). Either way, this contradicts our
assumption that both Q and S are non-trivial.
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• Consider the case where s is of type (ζ).
P ⊗R ∼= A⊗ Γ?Φ?Φ?(B)⊗ C 〈Γ,Φ,f〉ζ−−−−−→ Q⊗ S
Then Φ is non-empty. It must be the case that A, Φ?(B) and C have
prime factorisations of the following forms, where Γ?Φ?(X ′a) = Xa.
A ∼=
⊗
0≤a<j
Xa Φ?(B) = X
′
j C
∼=
⊗
j<a<n
Xa
Compare i with j.
Consider the case where 0 ≤ i ≤ j < n.
P R︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗ Xj ⊗Xj+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?Φ?Φ?(B) C
Define the following shape.
A ∩R =
⊗
i≤a<j
Xa
This shape has been chosen so that the following central isomorphisms
exist.
R ∼= (A ∩R)⊗ Γ?Φ?Φ?(B)⊗ C
P ⊗ (A ∩R) ∼= A
By Lemma A.1.11, there is a morphism
υ : Ω((A ∩R)⊗ Γ?(B)⊗ C)→ Ω(S)
such that the following hold.
σ ⊗ υ = Ω(f)
〈Γ,Ω(Φ), υ〉ζ = τ
By induction, there are constructible morphisms
u : P → Q f ′ : (A ∩R)⊗ Γ?(B)⊗ C → S
such that f is of the form u ⊗ f ′. Define v to be the following con-
structible morphism.
v : R ∼= (A ∩R)⊗ Γ?Φ?Φ?(B)⊗ C 〈Γ,Φ,f
′〉ζ−−−−−→ S
Note the following.
u⊗ v ∼= u⊗ 〈Γ,Φ, f ′〉ζ ∼= 〈Γ,Φ, u⊗ f ′〉ζ ∼= 〈Γ,Φ, f〉ζ
Consider the case where 0 ≤ j < i ≤ n.
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P R︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xj−1 ⊗ Xj ⊗Xj+1 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?Φ?Φ?(B) C
This case is similar to the case where 0 ≤ i ≤ j < n.
A.3 Proof of Lemma 5.6.2
Proof. It must be the case that P , Q, R\S and T have prime factorisations
of the following forms, where ∆?(X ′a) = Xa.
P ∼=
⊗
0≤a<i
Xa Q ∼=
⊗
i≤a<j
X ′a R\S =
⊗
j≤a<j′
X ′a T ∼=
⊗
j′≤a<n
Xa
If R is trivial, then we may assume that S is also trivial, by replacing T
with ∆?(S)⊗T otherwise; in this case, j′ = j. If R is non-trivial, then R\S
is a prime shape; in this case j′ = j + 1. In either case, there is no a with
j < a < j′.
Consider the case where both Q and R are trivial, so that i = j′. In this
case, we can simply define u and v to be the following central isomorphisms.
u : Q ∼= R
v : P ⊗∆?(S)⊗ T ∼= P ⊗∆?(Q⊗ (R\S))⊗ T s−→ U
Assume that Q are R not both trivial, so that i < j′. We will prove the
result by induction on the type of s. Consider the type of the constructible
morphism s.
• Consider the case where s is of type (∼=).
P ⊗∆?(Q⊗ (R\S))⊗ T ∼= U
By Lemma A.1.29, Ω(Q) = I and Ω(R) = I. This contradicts our
assumption that Q are R not both trivial.
• Consider the case where s is of type (⊗).
P ⊗∆?(Q⊗ (R\S))⊗ T ∼= A⊗ C f⊗g−−→ B ⊗D ∼= U
It must be the case that A and C have prime factorisations of the
following forms.
A ∼=
⊗
0≤a<k
Xa C ∼=
⊗
k≤a<n
Xa
Compare i and j with k.
Consider the case where 0 ≤ k ≤ i ≤ j ≤ j′ ≤ n.
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P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xk−1 ⊗Xk ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
A C
Define the following shape.
P ∩ C =
⊗
k≤a<i
Xa
This shape has been chosen so that the following central isomorphisms
exist.
P ∼= A⊗ (P ∩ C)
(P ∩ C)⊗∆?(Q⊗ (R\S))⊗ T ∼= C
By Lemma A.1.9, there is a morphism
υ : Ω((P ∩ C)⊗∆?(S)⊗ T )→ Ω(D)
such that the following hold.
Ω(f)⊗ υ = τ
〈∆, σ, υ〉ε = Ω(g)
By induction, there are constructible morphisms
u : Q→ R g′ : (P ∩ C)⊗∆?(S)⊗ T → D
such that g is of the form 〈∆, u, g′〉ε. Define v to be the following
constructible morphism.
v : P ⊗∆?(S)⊗ T ∼= A⊗ (P ∩ C)⊗∆?(S)⊗ T f⊗g
′
−−−→ B ⊗D ∼= U
Note the following.
〈∆, u, v〉ε ∼= 〈∆, u, f ⊗ g′〉ε ∼= f ⊗ 〈∆, u, g′〉ε ∼= f ⊗ g
Consider the case where 0 ≤ i ≤ k ≤ j ≤ j′ ≤ n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xk−1 ⊗Xk ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
A C
Define the following shapes.
A ∩Q =
⊗
i≤a<k
X ′a Q ∩ C =
⊗
k≤a<j
X ′a
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These shapes have been chosen so that the following central isomor-
phisms exist.
Q ∼= (A ∩Q)⊗ (Q ∩ C)
P ⊗∆?(A ∩Q) ∼= A ∆?((Q ∩ C)⊗ (R\S))⊗ T ∼= C
By Lemma A.1.23, there are morphisms
σ0 : Ω(A ∩Q)→ Ω(I) σ1 : Ω(Q ∩ C)→ Ω(R)
τ1 : Ω(P )→ Ω(B) τ2 : Ω(∆?(S)⊗ T )→ Ω(D)
such that the following hold.
σ0 ⊗ σ1 = σ
〈∆, σ0, τ1〉ε = Ω(f)
〈∆, σ1, τ2〉ε = Ω(g)
τ1 ⊗ τ2 = τ
By induction, there are constructible morphisms
f0 : A ∩Q→ I f1 : P → B
such that f is of the form 〈∆, f0, f1〉ε. By induction, there are con-
structible morphisms
g1 : Q ∩ C → R g2 : ∆?(S)⊗ T → D
such that g is of the form 〈∆, g1, g2〉ε. Define u and v to be the following
constructible morphisms.
u : Q ∼= (A ∩Q)⊗ (Q ∩ C) f0⊗g1−−−−→ I ⊗R ∼= R
v : P ⊗∆?(S)⊗ T f1⊗g2−−−−→ B ⊗D ∼= U
Note the following.
〈∆, u, v〉ε ∼= 〈∆, f0 ⊗ g1, f1 ⊗ g2〉ε ∼= 〈∆, f0, f1〉ε ⊗ 〈∆, g1, g2〉ε ∼= f ⊗ g
Consider the case where 0 ≤ i ≤ j ≤ j′ ≤ k ≤ n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xk−1 ⊗Xk ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
A C
This case is similar to the case where 0 ≤ k ≤ i ≤ j ≤ j′ ≤ n.
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• Consider the case where s is of type (η).
P ⊗∆?(Q⊗ (R\S))⊗ T 〈I,f〉η−−−−→ I\A ∼= U
By induction, there are constructible morphisms
u : Q→ R f ′ : I ⊗ P ⊗∆?(S)⊗ T → A
such that f is of the form 〈∆, u, f ′〉ε. Define v to be the following
constructible morphism.
v : P ⊗∆?(S)⊗ T 〈I,f
′〉η−−−−→ I\A ∼= Q
Note the following.
〈∆, u, v〉ε ∼= 〈∆, u, 〈I, f ′〉η〉ε ∼= 〈I, 〈∆, u, f ′〉ε〉η ∼= 〈I, f〉η
• Consider the case where s is of type (ε).
P ⊗∆?(Q⊗ (R\S))⊗ T ∼= A⊗ Γ?(B ⊗ (C\D))⊗ E 〈Γ,f,g〉ε−−−−−→ U
Then C is non-trivial. It must be the case that A, B, C\D and E
have prime factorisations of the following forms, where Γ?(X ′′a ) = Xa.
A ∼=
⊗
0≤a<k
Xa B ∼=
⊗
k≤a<l
X ′′a C\D = X ′′l E ∼=
⊗
l<a<n
Xa
Compare i and j with k and l.
Consider the case where 0 ≤ i ≤ j ≤ j′ ≤ k ≤ l < n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xk−1 ⊗Xk ⊗ · · · ⊗Xl−1 ⊗ Xl ⊗Xl+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
Define the following shape.
A ∩ T =
⊗
j′≤a<k
Xa
This shape has been chosen so that the following central isomorphisms
exist.
T ∼= (A ∩ T )⊗ Γ?(B ⊗ (C\D))⊗ E
P ⊗∆?(Q⊗ (R\S))⊗ (A ∩ T ) ∼= A
By Lemma A.1.14, there is a morphism
υ : Ω(P ⊗∆?(S)⊗ (A ∩ T )⊗ Γ?(D)⊗ E)→ Ω(U)
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such that the following hold.
〈∆, σ, υ〉ε = Ω(g)
〈Γ,Ω(f), υ〉ε = τ
By induction, there are constructible morphisms
u : Q→ R g′ : P ⊗∆?(S)⊗ (A ∩ T )⊗ Γ?(D)⊗ E → U
such that g is of the form 〈∆, u, g′〉ε. Define v to be the following
constructible morphism.
v : P⊗∆?(S)⊗T ∼= P⊗∆?(S)⊗(A∩T )⊗Γ?(B⊗(C\D))⊗E 〈Γ,f,g
′〉ε−−−−−→ U
Note the following.
〈∆, u, v〉ε ∼= 〈∆, u, 〈Γ, f, g′〉ε〉ε ∼= 〈Γ, f, 〈∆, u, g′〉ε〉ε ∼= 〈Γ, f, g〉ε
Consider the case where 0 ≤ i ≤ k < j ≤ j′ ≤ l < n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xk−1 ⊗Xk ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xl−1 ⊗ Xl ⊗Xl+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
Define the following shapes.
A ∩Q =
⊗
i≤a<k
X ′a BQ =
⊗
k≤a<j
X ′a
QB =
⊗
k≤a<j′
X ′′a B ∩ T =
⊗
j′≤a<l
X ′′a
These shapes have been chosen so that the following central isomor-
phisms exist.
Q ∼= (A ∩Q)⊗BQ T ∼= Γ?((B ∩ T )⊗ (C\D))⊗ E
P ⊗∆?(A ∩Q) ∼= A QB ⊗ (B ∩ T ) ∼= B
∆?(BQ ⊗ (R\S)) ∼= Γ?(QB)
If BQ ⊗ (R\S) is trivial, then this contradicts our assumption that
k < j. If BQ is non-trivial, then, by Lemma 5.3.17, either there is a
Λ such that ∆ = ΛΓ or there is a Λ such that Γ = Λ∆. If R\S is
non-trivial, then, by Lemma 5.3.18, there is a Λ such that ∆ = ΛΓ.
Consider the case where there is a Λ such that ∆ = ΛΓ. By Lemma
5.3.16, the following central isomorphism exists.
Λ?(BQ ⊗ (R\S)) ∼= QB
A.3. PROOF OF LEMMA 5.6.2 213
By Lemma A.1.24, there are morphisms
σ1 : Ω(BQ)→ Ω(R)
σ0 : Ω(A ∩Q)→ Ω(I) τ1 : Ω(Λ?(S)⊗ (B ∩ T ))→ Ω(C)
τ2 : Ω(P ⊗ Γ?(D)⊗ E)→ Ω(U)
such that the following hold.
〈id, σ0, σ1〉ε = σ
〈Λ, σ1, τ1〉ε = Ω(f)
〈ΛΓ, σ0, τ2〉ε = Ω(g)
〈Γ, τ1, τ2〉ε = τ
By induction, there are constructible morphisms
f1 : BQ → R f2 : Λ?(S)⊗ (B ∩ T )→ C
such that f is of the form 〈Λ, f1, f2〉ε. By induction, there are con-
structible morphisms
g0 : A ∩Q→ I g1 : P ⊗ Γ?(D)⊗ E → U
such that g is of the form 〈∆, g0, g1〉ε. Define u and v to be the following
constructible morphisms.
u : Q ∼= (A ∩Q)⊗BQ 〈id,g0,f1〉ε−−−−−−→ R
v : P ⊗∆?(S)⊗T ∼= P ⊗Γ?(Λ(S)⊗ (B ∩T )⊗ (C\D))⊗E 〈Γ,f2,g1〉ε−−−−−−→ U
Note the following.
〈∆, u, v〉ε ∼= 〈ΛΓ, 〈id, g0, f1〉ε, 〈Γ, f2, g1〉ε〉ε
∼= 〈Γ, 〈Λ, f1, f2〉ε, 〈ΛΓ, g0, g1〉ε〉ε ∼= 〈Γ, f, g〉ε
Consider the case where R\S is trivial and there is a Λ such that
Γ = Λ∆. By Lemma 5.3.16, the following central isomorphism exists.
BQ ∼= Λ?(QB)
By Lemma A.1.25, there are morphisms
σ1 : Ω(QB)→ Ω(I)
σ2 : Ω(A ∩Q)→ Ω(I) τ1 : Ω(B ∩ T )→ Ω(C)
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τ2 : Ω(P ⊗ (Λ∆)?(D)⊗ E)→ Ω(U)
such that the following hold.
〈Λ, σ1, σ2〉ε = σ
〈id, σ1, τ1〉ε = Ω(f)
〈∆, σ2, τ2〉ε = Ω(g)
〈Λ∆, τ1, τ2〉ε = τ
By induction, there are constructible morphisms
f1 : QB → I f2 : B ∩ T → C
such that f is of the form 〈id, f1, f2〉ε. By induction, there are con-
structible morphisms
g0 : A ∩Q→ I g1 : P ⊗ (Λ∆)?(D)⊗ E → U
such that g is of the form 〈∆, g0, g1〉ε. Define u and v to be the following
constructible morphisms.
u : Q ∼= (A ∩Q)⊗ Λ?(QB) 〈Λ,f1,g0〉ε−−−−−−→ I ∼= R
v : P ⊗∆?(S)⊗ T ∼= P ⊗ (Λ∆)?((B ∩ T )⊗ (C\D))⊗ E 〈Λ∆,f2,g1〉ε−−−−−−−→ U
Note the following.
〈∆, u, v〉ε ∼= 〈∆, 〈Λ, f1, g0〉ε, 〈Λ∆, f2, g1〉ε〉ε
∼= 〈Λ∆, 〈id, f1, f2〉ε, 〈∆, g0, g1〉ε〉ε ∼= 〈Γ, f, g〉ε
Consider the case where 0 ≤ k ≤ i ≤ j ≤ j′ ≤ l < n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xk−1 ⊗Xk ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xl−1 ⊗ Xl ⊗Xl+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
Define the following shapes.
P ∩B =
⊗
k≤a<i
X ′′a QB =
⊗
i≤a<j′
X ′′a B ∩ T =
⊗
j′≤a<l
X ′′a
These shapes have been chosen so that the following central isomor-
phisms exist.
P ∼= A⊗ Γ?(P ∩B) T ∼= Γ?((B ∩ T )⊗ (C\D))⊗ E
(P ∩B)⊗QB ⊗ (B ∩ T ) ∼= B
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∆?(Q⊗ (R\S)) ∼= Γ?(QB)
If Q⊗(R\S) is trivial, then this contradicts our assumption that i < j′.
If Q is non-trivial, then, by Lemma 5.3.17, either there is a Λ such that
∆ = ΛΓ or there is a Λ such that Γ = Λ∆. If R\S is non-trivial, then,
by Lemma 5.3.18, there is a Λ such that ∆ = ΛΓ.
Consider the case where R\S is trivial and there is a Λ such that
Γ = Λ∆. By Lemma 5.3.16, the following central isomorphism exists.
Q ∼= Λ?(QB)
By Lemma A.1.26, there are morphisms
σ′ : Ω(QB)→ Ω(I)
τ ′ : Ω((P ∩B)⊗ (B ∩ T ))→ Ω(C)
such that the following hold.
Λ?(σ′) = σ
〈id, σ′, τ ′〉ε = Ω(f)
〈Γ, τ ′,Ω(g)〉ε = τ
By induction, there are constructible morphisms
f0 : QB → I f1 : (P ∩B)⊗ (B ∩ T )→ C
such that f is of the form 〈id, f0, f1〉ε. Define u and v to be the
following constructible morphism.
u : Q ∼= Λ?(QB) Λ
?(f0)−−−−→ Λ?(I) ∼= R
v : P ⊗∆?(S)⊗T ∼= A⊗Γ?((P ∩B)⊗(B∩T )⊗(C\D))⊗E 〈Γ,f1,g〉ε−−−−−→ U
Note the following.
〈∆, u, v〉ε ∼= 〈∆,Λ?(f0), 〈Λ∆, f1, g〉ε〉ε
∼= 〈Λ∆, 〈id, f0, f1〉ε, g〉ε ∼= 〈Γ, f, g〉ε
Consider the case where there is a Λ such that ∆ = ΛΓ. By Lemma
5.3.16, the following central isomorphism exists.
Λ?(Q⊗ (R\S)) ∼= QB
By Lemma A.1.16, there is a morphism
υ : Ω((P ∩B)⊗ Λ?(S)⊗ (B ∩ T ))→ Ω(C)
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such that the following hold.
〈Γ, υ,Ω(g)〉ε = τ
〈Λ, σ, υ〉ε = Ω(f)
By induction, there are constructible morphisms
u : Q→ R f ′ : (P ∩B)⊗ Λ?(S)⊗ (B ∩ T )→ C
such that f is of the form 〈Λ, u, f ′〉ε. Define v to be the following
constructible morphism.
v : P ⊗∆?(S)⊗ T
∼= A⊗ Γ?((P ∩B)⊗ Λ?(S)⊗ (B ∩ T )⊗ (C\D))⊗ E 〈Γ,f
′,g〉ε−−−−−→ U
Note the following.
〈∆, u, v〉ε ∼= 〈ΛΓ, u, 〈Γ, f ′, g〉ε〉ε ∼= 〈Γ, 〈Λ, u, f ′〉ε, g〉ε ∼= 〈Γ, f, g〉ε
Consider the case where 0 ≤ i ≤ k ≤ j = l < j′ ≤ n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xk−1 ⊗Xk ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
The following central isomorphisms exist.
P ⊗∆?(Q) ∼= A⊗ Γ?(B) ∆?(R\S) ∼= Γ?(C\D) T ∼= E
It must be the case that R = C, S = D and ∆ = Γ. Define the
following shape.
A ∩Q =
⊗
i≤a<k
X ′a
This shape has been chosen so that the following central isomorphisms
exist.
Q ∼= (A ∩Q)⊗B
P ⊗∆?(A ∩Q) ∼= A
By Lemma A.1.18, there is a morphism
υ : Ω(A ∩Q)→ Ω(I)
such that the following hold.
〈id, υ,Ω(f)〉ε = σ
A.3. PROOF OF LEMMA 5.6.2 217
〈Γ, υ, τ〉ε = Ω(g)
By induction, there are constructible morphisms
g′ : A ∩Q→ I v : P ⊗ Γ?(D)⊗ T → U
such that g is of the form 〈Γ, g′, v〉ε. Define u to be the following
constructible morphism.
u : Q ∼= (A ∩Q)⊗B 〈id,g
′,f〉ε−−−−−→ C = R
Note the following.
〈∆, u, v〉ε ∼= 〈∆, 〈id, g′, f〉ε, v〉ε ∼= 〈Γ, f, 〈Γ, g′, v〉ε〉ε ∼= 〈Γ, f, g〉ε
Consider the case where 0 ≤ k ≤ i ≤ j = l < j′ ≤ n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xk−1 ⊗Xk ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
The following central isomorphisms exist.
P ⊗∆?(Q) ∼= A⊗ Γ?(B) ∆?(R\S) ∼= Γ?(C\D) T ∼= E
It must be the case that R = C, S = D and ∆ = Γ. Define the
following shape.
P ∩B =
⊗
k≤a<i
X ′′a
This shape has been chosen so that the following central isomorphisms
exist.
P ∼= A⊗ Γ?(P ∩B)
(P ∩B)⊗Q ∼= B
By Lemma A.1.18, there is a morphism
υ : Ω(P ∩B)→ Ω(I)
such that the following hold.
〈id, υ, σ〉ε = Ω(f)
〈∆, υ,Ω(g)〉ε = τ
By induction, there are constructible morphisms
f ′ : P ∩B → I u : Q→ R
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such that f is of the form 〈id, f ′, u〉ε. Define v to be the following
constructible morphism.
v : P ⊗∆?(S)⊗ T ∼= A⊗ Γ?((P ∩B)⊗D)⊗ E 〈Γ,f
′,g〉ε−−−−−→ U
Note the following.
〈∆, u, v〉ε ∼= 〈∆, u, 〈Γ, f ′, g〉ε〉ε ∼= 〈Γ, 〈id, f ′, u〉ε, g〉ε ∼= 〈Γ, f, g〉ε
Consider the case where 0 ≤ i ≤ k ≤ l < j ≤ j′ ≤ n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xk−1 ⊗Xk ⊗ · · · ⊗Xl−1 ⊗ Xl ⊗Xl+1 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
Define the following shapes.
A ∩Q =
⊗
i≤a<k
X ′a BQ =
⊗
k≤a≤l
X ′a Q ∩ E =
⊗
l<a<j
X ′a
These shapes have been chosen so that the following central isomor-
phisms exist.
Q ∼= (A ∩Q)⊗BQ ⊗ (Q ∩ E)
P ⊗∆?(A ∩Q) ∼= A ∆?((Q ∩ E)⊗ (R\S))⊗ T ∼= E
∆?(BQ) ∼= Γ?(B ⊗ (C\D))
By Lemma 5.3.18, there is a Λ such that Γ = Λ∆. By Lemma 5.3.16,
the following central isomorphism exists.
BQ ∼= Λ?(B ⊗ (C\D))
By Lemma A.1.16, there is a morphism
υ : Ω((A ∩Q)⊗ Λ?(D)⊗ (Q ∩ E))→ Ω(R)
such that the following hold.
〈∆, υ, τ〉ε = Ω(g)
〈Λ,Ω(f), υ〉ε = σ
By induction, there are constructible morphisms
g′ : (A ∩Q)⊗ Λ?(D)⊗ (Q ∩ E)→ R v : P ⊗∆?(S)⊗ T → U
such that g is of the form 〈∆, g′, v〉ε. Define u to be the following
constructible morphism.
u : Q ∼= (A ∩Q)⊗ Λ?(B ⊗ (C\D))⊗ (Q ∩ E) 〈Λ,f,g
′〉ε−−−−−→ R
Note the following.
〈∆, u, v〉ε ∼= 〈∆, 〈Λ, f, g′〉ε, v〉ε ∼= 〈Λ∆, f, 〈∆, g′, v〉ε〉ε ∼= 〈Γ, f, g〉ε
Consider the case where 0 ≤ k ≤ i ≤ l < j ≤ j′ ≤ n.
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P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xk−1 ⊗Xk ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xl−1 ⊗ Xl ⊗Xl+1 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
Define the following shapes.
P ∩B =
⊗
k≤a<i
X ′′a QB =
⊗
i≤a<l
X ′′a
BQ =
⊗
i≤a≤l
X ′a Q ∩ E =
⊗
l<a<j
X ′a
These shapes have been chosen so that the following central isomor-
phisms exist.
P ∼= A⊗ Γ?(P ∩B) Q ∼= BQ ⊗ (Q ∩ E)
(P ∩B)⊗QB ∼= B ∆?((Q ∩ E)⊗ (R\S))⊗ T ∼= E
∆?(BQ) ∼= Γ?(QB ⊗ (C\D))
By Lemma 5.3.18, there is a Λ such that Γ = Λ∆. By Lemma 5.3.16,
the following central isomorphism exists.
BQ ∼= Λ?(QB ⊗ (C\D))
By Lemma A.1.24, there are morphisms
σ1 : Ω(QB)→ Ω(C)
σ0 : Ω(P ∩B)→ Ω(I) τ1 : Ω(Λ?(D)⊗ (Q ∩ E))→ Ω(R)
τ2 : Ω(A⊗∆?(S)⊗ T )→ Ω(U)
such that the following hold.
〈id, σ0, σ1〉ε = Ω(f)
〈Λ, σ1, τ1〉ε = σ
〈Λ∆, σ0, τ2〉ε = τ
〈∆, τ1, τ2〉ε = Ω(g)
By induction, there are constructible morphisms
f0 : P ∩B → I f1 : QB → C
such that f is of the form 〈id, f0, f1〉ε. By induction, there are con-
structible morphisms
g1 : Λ
?(D)⊗ (Q ∩ E)→ R g2 : A⊗∆?(S)⊗ T → U
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such that g is of the form 〈∆, g1, g2〉ε. Define u and v to be the following
constructible morphisms.
u : Q ∼= Λ?(QB ⊗ (C\D))⊗ (Q ∩ E) 〈Λ,f1,g1〉ε−−−−−−→ R
v : P ⊗∆?(S)⊗ T ∼= A⊗∆?(Λ?(P ∩B)⊗ S)⊗ T 〈Λ∆,f0,g2〉ε−−−−−−−→ U
Note the following.
〈∆, u, v〉ε ∼= 〈∆, 〈Λ, f1, g1〉ε, 〈Λ∆, f0, g2〉ε〉ε
∼= 〈Λ∆, 〈id, f0, f1〉ε, 〈∆, g1, g2〉ε〉ε ∼= 〈Γ, f, g〉ε
Consider the case where 0 ≤ k ≤ l < i ≤ j ≤ j′ ≤ n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xk−1 ⊗Xk ⊗ · · · ⊗Xl−1 ⊗ Xl ⊗Xl+1 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
This case is similar to the case where 0 ≤ i ≤ j ≤ j′ ≤ k ≤ l < n.
• Consider the case where s is of type ((−)?).
P ⊗∆?(Q⊗ (R\S))⊗ T ∼= Γ?(A) Γ
?(f)−−−→ Γ?(B) ∼= U
It must be the case that A has prime factorisation of the following
form, where Γ?(X ′′a ) = Xa.
A ∼=
⊗
0≤a<n
X ′′a
Define the following shapes.
PA ∼=
⊗
0≤a<i
X ′′a QA ∼=
⊗
i≤a<j′
X ′′a TA ∼=
⊗
j′≤a<n
X ′′a
These shapes have been chosen so that the following central isomor-
phisms exist.
P ∼= Γ?(PA) ∆?(Q⊗ (R\S)) ∼= Γ?(QA) T ∼= Γ?(TA)
PA ⊗QA ⊗ TA ∼= A
If Q⊗(R\S) is trivial, then this contradicts our assumption that i < j′.
If Q is non-trivial, then, by Lemma 5.3.17, either there is a Λ such that
∆ = ΛΓ or there is a Λ such that Γ = Λ∆. If R\S is non-trivial, then,
by Lemma 5.3.18, there is a Λ such that ∆ = ΛΓ.
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Consider the case where there is a Λ such that ∆ = ΛΓ By Lemma
5.3.16, the following central isomorphism exists.
Λ?(Q⊗ (R\S)) ∼= QA
By Lemma A.1.20, there is a morphism
υ : Ω(PA ⊗ Λ?(S)⊗ TA)→ Ω(B)
such that the following hold.
Γ?(υ) = τ
〈Λ, σ, υ〉ε = Ω(f)
By induction, there are constructible morphisms
u : Q→ R f ′ : PA ⊗ Λ?(S)⊗ TA → B
such that f is of the form 〈Λ, u, f ′〉ε. Define v to be the following
constructible morphism.
v : P ⊗∆?(S)⊗ T ∼= Γ?(PA ⊗ Λ?(S)⊗ TA) Γ
?(f ′)−−−−→ Γ?(B) ∼= U
Note the following.
〈∆, u, v〉ε ∼= 〈ΛΓ, u,Γ?(f ′)〉ε ∼= Γ?(〈Λ, u, f ′〉ε) ∼= Γ?(f)
Consider the case where R\S is trivial and there is a Λ such that
Γ = Λ∆ By Lemma 5.3.16, the following central isomorphism exists.
Q ∼= Λ?(QA)
By Lemma A.1.27, there are morphisms
σ′ : Ω(QA)→ Ω(I) τ ′ : Ω(PA ⊗ TA)→ Ω(B)
such that the following hold.
Λ?(σ′) = σ
(Λ∆)?(τ ′) = τ
〈id, σ′, τ ′〉ε = Ω(f)
By induction, there are constructible morphisms
f0 : QA → I f1 : PA ⊗ TA → B
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such that f is of the form 〈id, f0, f1〉ε. Define u and v to be the
following constructible morphisms.
u : Q ∼= Λ?(QA) Λ
?(f0)−−−−→ Λ?(I) ∼= R
v : P ⊗∆?(S)⊗ T ∼= (Λ∆)?(PA ⊗ TA) (Λ∆)
?(f1)−−−−−−→ (Λ∆)?(B) ∼= U
Note the following.
〈∆, u, v〉ε ∼= 〈∆,Λ?(f0), (Λ∆)?(f1)〉ε
∼= (Λ∆)?(〈id, f0, f1〉ε) ∼= (Λ∆)?(f)
• Consider the case where s is of type (θ).
P ⊗∆?(Q⊗ (R\S))⊗ T 〈Φ,f〉θ−−−−→ Φ?(A) ∼= U
By induction, there are constructible morphisms
u : Q→ R f ′ : Φ?(P ⊗∆?(S)⊗ T )→ A
such that f is of the form 〈∆Φ, u, f ′〉ε. Define v to be the following
constructible morphism.
v : P ⊗∆?(S)⊗ T 〈Φ,f
′〉θ−−−−→ Φ?(A) ∼= Q
Note the following.
〈∆, u, v〉ε ∼= 〈∆, u, 〈Φ, f ′〉θ〉ε ∼= 〈Φ, 〈∆Φ, u, f ′〉ε〉θ ∼= 〈Φ, f〉θ
• Consider the case where s is of type (ζ).
P ⊗∆?(Q⊗ (R\S))⊗ T ∼= A⊗ Γ?Φ?Φ?(B)⊗ C 〈Γ,Φ,f〉ζ−−−−−→ U
Then Φ is non-empty. It must be the case that A, Φ?(B) and C have
prime factorisations of the following forms, where Γ?Φ?(X ′′a ) = Xa.
A ∼=
⊗
0≤a<k
Xa Φ?(B) = X
′′
k C
∼=
⊗
k<a<n
Xa
Compare i and j with k.
Consider the case where 0 ≤ k < i ≤ j ≤ j′ ≤ n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xk−1 ⊗ Xk ⊗Xk+1 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?Φ?Φ?(B) C
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Define the following shape.
P ∩ C =
⊗
k<a<i
Xa
This shape has been chosen so that the following central isomorphisms
exist.
P ∼= A⊗ Γ?Φ?Φ?(B)⊗ (P ∩ C)
(P ∩ C)⊗∆?(Q⊗ (R\S))⊗ T ∼= C
By Lemma A.1.13, there is a morphism
υ : Ω(A⊗ Γ?(B)⊗ (P ∩ C)⊗∆?(S)⊗ T )→ Ω(U)
such that the following hold.
〈Γ,Φ, υ〉ζ = τ
〈∆, σ, υ〉ε = Ω(f)
By induction, there are constructible morphisms
u : Q→ R f ′ : A⊗ Γ?(B)⊗ (P ∩ C)⊗∆?(S)⊗ T → U
such that f is of the form 〈∆, u, f ′〉ε. Define v to be the following
constructible morphism.
v : P ⊗∆?(S)⊗T ∼= A⊗Γ?Φ?Φ?(B)⊗(P ∩C)⊗∆?(S)⊗T 〈Γ,Φ,f
′〉ζ−−−−−→ U
Note the following.
〈∆, u, v〉ε ∼= 〈∆, u, 〈Γ,Φ, f ′〉ζ〉ε ∼= 〈Γ,Φ, 〈∆, u, f ′〉ε〉ζ ∼= 〈Γ,Φ, f〉ζ
Consider the case where 0 ≤ i ≤ k < j ≤ j′ ≤ n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xk−1 ⊗ Xk ⊗Xk+1 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?Φ?Φ?(B) C
Define the following shapes.
A ∩Q =
⊗
i≤a<k
X ′a BQ = X
′
k Q ∩ C =
⊗
k<a<j
X ′a
These shapes have been chosen so that the following central isomor-
phisms exist.
Q ∼= (A ∩Q)⊗BQ ⊗ (Q ∩ C)
P ⊗∆?(A ∩Q) ∼= A ∆?((Q ∩ C)⊗ (R\S))⊗ T ∼= C
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∆?(BQ) ∼= Γ?Φ?Φ?(B)
By Lemma 5.3.19, either there is a Λ such that Γ = Λ∆ and BQ ∼=
Λ?Φ?Φ?(B), or there are a non-empty Λ and a Ψ such that ∆ = ΛΓ,
Φ = ΨΛ and BQ ∼= Ψ?Φ?(B).
Consider the case where there is a Λ such that Γ = Λ∆ and BQ ∼=
Λ?Φ?Φ?(B). By Lemma 5.3.16, the following central isomorphism ex-
ists.
BQ ∼= Λ?Φ?Φ?(B)
By Lemma A.1.17, there is a morphism
υ : Ω((A ∩Q)⊗ Λ?(B)⊗ (Q ∩ C))→ Ω(R)
such that the following hold.
〈∆, υ, τ〉ε = Ω(f)
〈Λ,Φ, υ〉ζ = σ
By induction, there are constructible morphisms
f ′ : (A ∩Q)⊗ Λ?(B)⊗ (Q ∩ C)→ R v : P ⊗∆?(S)⊗ T → U
such that f is of the form 〈∆, f ′, v〉ε. Define u to be the following
constructible morphism.
u : Q ∼= (A ∩Q)⊗ Λ?Φ?Φ?(B)⊗ (Q ∩ C) 〈Λ,Φ,f
′〉ζ−−−−−−→ R
Note the following.
〈∆, u, v〉ε ∼= 〈∆, 〈Λ,Φ, f ′〉ζ , v〉ε ∼= 〈Λ∆,Φ, 〈∆, f ′, v〉ε〉ζ ∼= 〈Γ,Φ, f〉ζ
Consider the case where there is a non-empty Λ and a Ψ such that
∆ = ΛΓ, Φ = ΨΛ and BQ ∼= Ψ?Φ?(B). By Lemma A.1.33, Λ is empty,
which is a contradiction.
Consider the case where 0 ≤ i ≤ j = k < j′ ≤ n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸ ︷︷ ︸
A Γ?Φ?Φ?(B) C
This case cannot occur, since the following is impossible.
∆?(R\S) = Γ?Φ?Φ?(B)
Consider the case where 0 ≤ i ≤ j ≤ j′ ≤ k < n.
P ∆?(Q) ∆?(R\S) T︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗Xi ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xj′−1 ⊗Xj′ ⊗ · · · ⊗Xk−1 ⊗ Xk ⊗Xk+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?Φ?Φ?(B) C
This case is similar to the case where 0 ≤ k < i ≤ j ≤ j′ ≤ n.
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A.4 Proof of Lemma 5.6.3
Proof. It must be the case that P and Q have prime factorisations of the
following forms, where ∆?(X ′a) = Xa and ∆?(Y ′a) = Ya.
P ∼=
⊗
0≤a<n
X ′a
Q ∼=
⊗
0≤a<n′
Y ′a
Consider the case where ∆ is empty. In this case, we can simply define
u to be the following constructible morphism.
u : P ∼= ∆?(P ) s−→ ∆?(Q) ∼= Q
Consider the case where Q is trivial, so that n′ = 0. In this case, the
result follows from Lemma 5.6.2.
Assume that ∆ is non-empty and Q is non-trivial, so that n′ > 0. We
will prove the result by induction on the type of s. Consider the type of the
constructible morphism s.
• Consider the case where s is of type (∼=).
∆?(P ) ∼= ∆?(Q)
By Lemma 5.3.16, the following central isomorphism exists.
P ∼= Q
Define u to be this central isomorphism.
• Consider the case where s is of type (⊗).
∆?(P ) ∼= A⊗ C f⊗g−−→ B ⊗D ∼= ∆?(Q)
It must be the case that A, B, C and D have prime factorisations of
the following forms.
A ∼=
⊗
0≤a<i
Xa C ∼=
⊗
i≤a<n
Xa
B ∼=
⊗
0≤a<i′
Ya D ∼=
⊗
i′≤a<n′
Ya
Define the following shapes.
AP ∼=
⊗
0≤a<i
X ′a CP ∼=
⊗
i≤a<n
X ′a
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BQ ∼=
⊗
0≤a<i′
Y ′a DQ ∼=
⊗
i′≤a<n′
Y ′a
These shapes have been chosen so that the following central isomor-
phisms exist.
P ∼= AP ⊗ CP
∆?(AP ) ∼= A ∆?(CP ) ∼= C
C ∼= ∆?(CP ) D ∼= ∆?(DP )
BQ ⊗DQ ∼= Q
By Lemma A.1.19, there are morphisms
υ1 : Ω(AP )→ Ω(BQ) υ2 : Ω(CP )→ Ω(DQ)
such that the following hold.
∆?(υ1) = Ω(f)
∆?(υ2) = Ω(g)
υ1 ⊗ υ2 = σ
By induction, there is a constructible morphism
f ′ : AP → BQ
such that f is of the form ∆?(f ′). By induction, there is a constructible
morphism
g′ : CP → DQ
such that g is of the form ∆?(g′). Define u to be the following con-
structible morphism.
u : P ∼= AP ⊗ CP f
′⊗g′−−−→ BQ ⊗DQ ∼= Q
Note the following.
∆?(u) ∼= ∆?(f ′ ⊗ g′) ∼= ∆?(f ′)⊗∆?(g′) ∼= f ⊗ g
• Consider the case where s is of type (η).
∆?(P )
〈I,f〉η−−−−→ I\A ∼= ∆?(Q)
Then I is non-trivial. By assumption, ∆ is non-empty. In this case,
there is no central isomorphism of the following form.
I\A ∼= ∆?(Q)
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• Consider the case where s is of type (ε).
∆?(P ) ∼= A⊗ Γ?(B ⊗ (C\D))⊗ E 〈Γ,f,g〉ε−−−−−→ ∆?(Q)
Then C is non-trivial. It must be the case that A, B, C\D and E
have prime factorisations of the following forms, where Γ?(X ′′a ) = X ′a.
A ∼=
⊗
0≤a<i
Xa B ∼=
⊗
i≤a<j
X ′′a C\D = X ′′j E ∼=
⊗
j<a<n
Xa
Define the following shapes.
AP ∼=
⊗
0≤a<i
X ′a BP ∼=
⊗
i≤a≤j
X ′a EP ∼=
⊗
j<a<n
X ′a
These shapes have been chosen so that the following central isomor-
phisms exist.
P ∼= AP ⊗BP ⊗ EP
∆?(AP ) ∼= A ∆?(BP ) ∼= Γ?(B ⊗ (C\D)) ∆?(EP ) ∼= E
By Lemma 5.3.18, there is a Λ such that Γ = Λ∆. By Lemma 5.3.16,
the following central isomorphism exists.
BP ∼= Λ?(B ⊗ (C\D))
By Lemma A.1.20, there is a morphism
υ : Ω(AP ⊗ Λ?(D)⊗ EP )→ Ω(Q)
such that the following hold.
∆?(υ) = Ω(g)
〈Λ,Ω(f), υ〉ε = σ
By induction, there is a constructible morphism
g′ : AP ⊗ Λ?(D)⊗ EP → Q
such that g is of the form ∆?(g′). Define u to be the following con-
structible morphism.
u : P ∼= AP ⊗ Λ?(B ⊗ (C\D))⊗ EP 〈Λ,f,g
′〉ε−−−−−→ Q
Note the following.
∆?(u) ∼= ∆?(〈Λ, f, g′〉ε) ∼= 〈Λ∆, f,∆?(g′)〉ε ∼= 〈Γ, f, g〉ε
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• Consider the case where s is of type ((−)?).
∆?(P ) ∼= Γ?(A) Γ
?(f)−−−→ Γ?(B) ∼= ∆?(Q)
By Lemma 5.3.17, either there is a Λ such that Γ = Λ∆ or there is a
Λ such that ∆ = ΛΓ.
Consider the case where there is a Λ such that Γ = Λ∆. By Lemma
5.3.16, the following central isomorphism exists.
P ∼= Λ?(A) Λ?(B) ∼= Q
Define u to be the following constructible morphism.
u : P ∼= Λ?(A) Λ
?(f)−−−→ Λ?(B) ∼= Q
Note the following.
∆?(u) ∼= (Λ∆)?(f) ∼= Γ?(f)
Consider the case where there is a Λ such that ∆ = ΛΓ. By Lemma
5.3.16, the following central isomorphism exists.
Λ?(P ) ∼= A B ∼= Λ?(Q)
By induction, there is a constructible morphism
u : P → Q
such that f is of the form Λ?(u). Note the following.
∆?(u) ∼= (ΛΓ)?(u) ∼= Γ?(f)
• Consider the case where s is of type (θ).
∆?(P )
〈Φ,f〉θ−−−−→ Φ?(A) ∼= ∆?(Q)
Then Φ is non-empty. By assumption, ∆ is non-empty. In this case,
there is no central isomorphism of the following form.
Φ?(A) ∼= ∆?(Q)
• Consider the case where s is of type (ζ).
∆?(P ) ∼= A⊗ Γ?Φ?Φ?(B)⊗ C 〈Γ,Φ,f〉ζ−−−−−→ ∆?(Q)
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Then Φ is non-empty. It must be the case that A, Φ?(B) and C have
prime factorisations of the following forms, where Γ?Φ?(X ′′a ) = X ′a.
A ∼=
⊗
0≤a<i
Xa Φ?(B) ∼= X ′′i C ∼=
⊗
i<a<n
Xa
Define the following shapes.
AP ∼=
⊗
0≤a<i
X ′a BP ∼= X ′i CP ∼=
⊗
i<a<n
X ′a
These shapes have been chosen so that the following central isomor-
phisms exist.
P ∼= AP ⊗BP ⊗ EP
∆?(AP ) ∼= A ∆?(BP ) ∼= Γ?Φ?Φ?(B) ∆?(CP ) ∼= C
By Lemma 5.3.19, either there is a Λ such that Γ = Λ∆ and BP ∼=
Λ?Φ?Φ?(B), or there is a non-empty Λ and a Ψ such that ∆ = ΛΓ,
Φ = ΨΛ and BP ∼= Ψ?Φ?(B).
Consider the case where there is a Λ such that Γ = Λ∆ and BP ∼=
Λ?Φ?Φ?(B). By Lemma 5.3.16, the following central isomorphism ex-
ists.
BP ∼= Λ?Φ?Φ?(B)
By Lemma A.1.21, there is a morphism
υ : Ω(AP ⊗ Λ?(B)⊗ CP )→ Ω(Q)
such that the following hold.
∆?(υ) = Ω(f)
〈Λ,Φ, υ〉ζ = σ
By induction, there is a constructible morphism
f ′ : AP ⊗ Λ?(B)⊗ CP → Q
such that f is of the form ∆?(f ′). Define u to be the following con-
structible morphism.
u : P ∼= AP ⊗ Λ?Φ?Φ?(B)⊗ CP
〈Λ,Φ,f ′〉ζ−−−−−−→ Q
Note the following.
∆?(u) ∼= ∆?(〈Λ,Φ, f ′〉ζ) ∼= 〈Λ∆,Φ,∆?(f ′)〉ζ ∼= 〈Γ,Φ, f〉ζ
Consider the case where there is a non-empty Λ and a Ψ such that
∆ = ΛΓ, Φ = ΨΛ and BP ∼= Ψ?Φ?(B). By Lemma A.1.32, Λ is empty,
which is a contradiction.
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A.5 Proof of Lemma 5.6.4
Proof. Consider the case where Φ is empty. In this case, we can simply
define u to be the following constructible morphism.
u : P ⊗∆?(Q)⊗R ∼= P ⊗∆?Φ?Φ?(Q)⊗R s−→ S
Assume that Φ is non-empty. It must be the case that P , Φ?(Q) and R
have prime factorisations of the following forms, where ∆?Φ?(X ′a) = Xa.
P ∼=
⊗
0≤a<i
Xa Q ∼= X ′i R ∼=
⊗
i<a<n
Xa
We will prove the result by induction on the type of s. Consider the type
of the constructible morphism s.
• Consider the case where s is of type (∼=).
P ⊗ Γ?Φ?Φ?(Q)⊗R ∼= S
By Lemma A.1.31, Φ is empty. This contradicts our assumption that
Φ is non-empty.
• Consider the case where s is of type (⊗).
P ⊗∆?Φ?Φ?(Q)⊗R ∼= A⊗ C f⊗g−−→ B ⊗D ∼= S
It must be the case that A and C have prime factorisations of the
following forms.
A ∼=
⊗
0≤a<j
Xa C ∼=
⊗
j≤a<n
Xa
Compare i with j.
Consider the case where 0 ≤ i < j ≤ n.
P ∆?Φ?Φ?(Q) R︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
A C
Define the following shape.
A ∩R =
⊗
i<a<j
Xa
This shape has been chosen so that the following central isomorphisms
exist.
R ∼= (A ∩R)⊗ C
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P ⊗∆?Φ?Φ?(Q)⊗ (A ∩R) ∼= A
By Lemma A.1.10, there is a morphism
υ : Ω(P ⊗∆?(Q)⊗ (A ∩R))→ Ω(B)
such that the following hold.
υ ⊗ Ω(g) = σ
〈∆,Φ, υ〉ζ = Ω(f)
By induction, there is a constructible morphism
f ′ : P ⊗∆?(Q)⊗ (A ∩R)→ B
such that f is of the form 〈∆,Φ, f ′〉ζ . Define u to be the following
constructible morphism.
u : P ⊗∆?(Q)⊗R ∼= P ⊗∆?(Q)⊗ (A ∩R)⊗ C f
′⊗g−−−→ B ⊗D ∼= S
Note the following.
〈∆,Φ, u〉ζ ∼= 〈∆,Φ, f ′ ⊗ g〉ζ ∼= 〈∆,Φ, f ′〉ζ ⊗ g ∼= f ⊗ g
Consider the case where 0 ≤ j ≤ i < n.
P ∆?Φ?Φ?(Q) R︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸
A C
This case is similar to the case where 0 ≤ i < j ≤ n.
• Consider the case where s is of type (η).
P ⊗∆?Φ?Φ?(Q)⊗R 〈I,f〉η−−−−→ I\A ∼= S
By induction, there is a constructible morphism
f ′ : I ⊗ P ⊗∆?(Q)⊗R→ A
such that f is of the form 〈∆,Φ, f ′〉ζ . Define u to be the following
constructible morphism.
u : P ⊗∆?(Q)⊗R 〈I,f
′〉η−−−−→ I\A ∼= Q
Note the following.
〈∆,Φ, u〉ζ ∼= 〈∆,Φ, 〈I, f ′〉η〉ζ ∼= 〈I, 〈∆,Φ, f ′〉ζ〉η ∼= 〈I, f〉η
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• Consider the case where s is of type (ε).
P ⊗∆?Φ?Φ?(Q)⊗R ∼= A⊗ Γ?(B ⊗ (C\D))⊗ E 〈Γ,f,g〉ε−−−−−→ S
Then C is non-trivial. It must be the case that A, B, C\D and E
have prime factorisations of the following forms, where Γ?(X ′′a ) = Xa.
A ∼=
⊗
0≤a<j
Xa B ∼=
⊗
j≤a<k
X ′′a C\D = X ′′k E ∼=
⊗
k<a<n
Xa
Compare i with j and k.
Consider the case where 0 ≤ i < j ≤ k < n.
P ∆?Φ?Φ?(Q) R︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xk−1 ⊗ Xk ⊗Xk+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
Define the following shape.
A ∩R =
⊗
i<a<j
Xa
This shape has been chosen so that the following central isomorphisms
exist.
R ∼= (A ∩R)⊗ Γ?(B ⊗ (C\D))⊗ E
P ⊗∆?Φ?Φ?(Q)⊗ (A ∩R) ∼= A
By Lemma A.1.13, there is a morphism
υ : Ω(P ⊗∆?(Q)⊗ (A ∩R)⊗ Γ?(D)⊗ E)→ Ω(S)
such that the following hold.
〈∆,Φ, υ〉ζ = Ω(g)
〈Γ,Ω(f), υ〉ε = σ
By induction, there is a constructible morphism
g′ : P ⊗∆?(Q)⊗ (A ∩R)⊗ Γ?(D)⊗ E → S
such that g is of the form 〈∆,Φ, g′〉ζ . Define u to be the following
constructible morphism.
u : P⊗∆?(Q)⊗R ∼= P⊗∆?(Q)⊗(A∩R)⊗Γ?(B⊗(C\D))⊗E 〈Γ,f,g
′〉ε−−−−−→ S
Note the following.
〈∆,Φ, u〉ζ ∼= 〈∆,Φ, 〈Γ, f, g′〉ε〉ζ ∼= 〈Γ, f, 〈∆,Φ, g′〉ζ〉ε ∼= 〈Γ, f, g〉ε
Consider the case where 0 ≤ j ≤ i < k < n.
A.5. PROOF OF LEMMA 5.6.4 233
P ∆?Φ?Φ?(Q) R︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xk−1 ⊗ Xk ⊗Xk+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
Define the following shapes.
P ∩B =
⊗
j≤a<i
X ′′a QB = X
′′
i B ∩R =
⊗
i<a<k
X ′′a
These shapes have been chosen so that the following central isomor-
phisms exist.
P ∼= A⊗ Γ?(P ∩B) R ∼= Γ?((B ∩R)⊗ (C\D))⊗ E
(P ∩B)⊗QB ⊗ (B ∩R) ∼= B
∆?Φ?Φ?(Q) ∼= Γ?(QB)
By Lemma 5.3.19, either there is a Λ such that ∆ = ΛΓ and QB ∼=
Λ?Φ?Φ?(Q), or there is a non-empty Λ and a Ψ such that Γ = Λ∆,
Φ = ΨΛ and QB ∼= Ψ?Φ?(Q).
Consider the case where there is a Λ such that ∆ = ΛΓ and QB ∼=
Λ?Φ?Φ?(Q). By Lemma 5.3.16, the following central isomorphism ex-
ists.
Λ?Φ?Φ?(Q) ∼= QB
By Lemma A.1.17, there is a morphism
υ : Ω((P ∩B)⊗ Λ?(Q)⊗ (B ∩R))→ Ω(C)
such that the following hold.
〈Γ, υ,Ω(g)〉ε = σ
〈Λ,Φ, υ〉ζ = Ω(f)
By induction, there is a constructible morphism
f ′ : (P ∩B)⊗ Λ?(Q)⊗ (B ∩R)→ C
such that f is of the form 〈Λ,Φ, f ′〉ζ . Define u to be the following
constructible morphism.
u : P ⊗∆?(Q)⊗R
∼= A⊗ Γ?((P ∩B)⊗ Λ?(Q)⊗ (B ∩R)⊗ (C\D))⊗ E 〈Γ,f
′,g〉ε−−−−−→ S
Note the following.
〈∆,Φ, u〉ζ ∼= 〈ΛΓ,Φ, 〈Γ, f ′, g〉ε〉ζ ∼= 〈Γ, 〈Λ,Φ, f ′〉ζ , g〉ε ∼= 〈Γ, f, g〉ε
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Consider the case where there is a non-empty Λ and a Ψ such that
Γ = Λ∆, Φ = ΨΛ and QB ∼= Ψ?Φ?(Q). By Lemma A.1.33, Λ is empty,
which is a contradiction.
Consider the case where i = k. This case cannot occur, since the
following is impossible.
∆?Φ?Φ?(Q) = Γ
?(C\D)
Consider the case where 0 ≤ j ≤ k < i < n.
P ∆?Φ?Φ?(Q) R︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xj−1 ⊗Xj ⊗ · · · ⊗Xk−1 ⊗ Xk ⊗Xk+1 ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?(B) Γ?(C\D) E
This case is similar to the case where 0 ≤ i < j ≤ k < n.
• Consider the case where s is of type ((−)?).
P ⊗∆?Φ?Φ?(Q)⊗R ∼= Γ?(A) Γ
?(f)−−−→ Γ?(B) ∼= S
It must be the case that A has prime factorisation of the following
form, where Γ?(X ′′a ) = Xa.
A ∼=
⊗
0≤a<n
X ′′a
Define the following shapes.
PA ∼=
⊗
0≤a<i
X ′′a QA ∼= X ′′i RA ∼=
⊗
i<a<n
X ′′a
These shapes have been chosen so that the following central isomor-
phisms exist.
P ∼= Γ?(PA) ∆?Φ?Φ?(Q) ∼= Γ?(QA) R ∼= Γ?(RA)
PA ⊗QA ⊗RA ∼= A
By Lemma 5.3.19, either there is a Λ such that ∆ = ΛΓ and QA ∼=
Λ?Φ?Φ?(Q), or there is a non-empty Λ and a Ψ such that Γ = Λ∆,
Φ = ΨΛ and QA ∼= Ψ?Φ?(Q).
Consider the case where there is a Λ such that ∆ = ΛΓ and QA ∼=
Λ?Φ?Φ?(Q). By Lemma 5.3.16, the following central isomorphism ex-
ists.
Λ?Φ?Φ?(Q) ∼= QA
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By Lemma A.1.21, there is a morphism
υ : Ω(PA ⊗ Λ?(Q)⊗RA)→ Ω(B)
such that the following hold.
Γ?(υ) = σ
〈Λ,Φ, υ〉ζ = Ω(f)
By induction, there is a constructible morphism
f ′ : PA ⊗ Λ?(Q)⊗RA → B
such that f is of the form 〈Λ,Φ, f ′〉ζ . Define u to be the following
constructible morphism.
u : P ⊗∆?(Q)⊗R ∼= Γ?(PA ⊗ Λ?(Q)⊗RA) Γ
?(f ′)−−−−→ Γ?(B) ∼= S
Note the following.
〈∆,Φ, u〉ζ ∼= 〈ΛΓ,Φ,Γ?(f ′)〉ζ ∼= Γ?(〈Λ,Φ, f ′〉ζ) ∼= Γ?(f)
Consider the case where there is a non-empty Λ and a Ψ such that
Γ = Λ∆, Φ = ΨΛ and QA ∼= Ψ?Φ?(Q). By Lemma A.1.32, Λ is empty,
which is a contradiction.
• Consider the case where s is of type (θ).
P ⊗∆?Φ?Φ?(Q)⊗R 〈Ψ,f〉θ−−−−→ Ψ?(A) ∼= S
By induction, there is a constructible morphism
f ′ : Ψ?(P ⊗∆?(Q)⊗R)→ A
such that f is of the form 〈∆Ψ,Φ, f ′〉ζ . Define u to be the following
constructible morphism.
u : P ⊗∆?(Q)⊗R 〈Ψ,f
′〉θ−−−−→ Ψ?(A) ∼= Q
Note the following.
〈∆,Φ, u〉ζ ∼= 〈∆,Φ, 〈Ψ, f ′〉θ〉ζ ∼= 〈Ψ, 〈∆Ψ,Φ, f ′〉ζ〉θ ∼= 〈Ψ, f〉θ
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• Consider the case where s is of type (ζ).
P ⊗∆?Φ?Φ?(Q)⊗R ∼= A⊗ Γ?Ψ?Ψ?(B)⊗ C 〈Γ,Ψ,f〉ζ−−−−−→ S
Then Ψ is non-empty. It must be the case that A, Ψ?(B) and C have
prime factorisations of the following forms, where Γ?Ψ?(X ′′a ) = Xa.
A ∼=
⊗
0≤a<j
Xa Ψ?(B) = X
′′
j C
∼=
⊗
j<a<n
Xa
Compare i and j.
Consider the case where 0 ≤ i < j < n.
P ∆?Φ?Φ?(Q) R︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xj−1 ⊗ Xj ⊗Xj+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?Ψ?Ψ?(B) C
Define the following shape.
A ∩R =
⊗
i<a<j
Xa
This shape has been chosen so that the following central isomorphisms
exist.
R ∼= (A ∩R)⊗ Γ?Ψ?Ψ?(B)⊗ C
P ⊗∆?Φ?Φ?(Q)⊗ (A ∩R) ∼= A
By Lemma A.1.15, there is a morphism
υ : Ω(P ⊗∆?(Q)⊗ (A ∩R)⊗ Γ?(B)⊗ C)→ Ω(S)
such that the following hold.
〈∆,Φ, υ〉ζ = Ω(f)
〈Γ,Ψ, υ〉ζ = σ
By induction, there is a constructible morphism
f ′ : P ⊗∆?(Q)⊗ (A ∩R)⊗ Γ?(B)⊗ C → S
such that f is of the form 〈∆,Φ, f ′〉ζ . Define u to be the following
constructible morphism.
u : P⊗∆?(Q)⊗R ∼= P⊗∆?(Q)⊗(A∩R)⊗Γ?Ψ?Ψ?(B)⊗C 〈Γ,Ψ,f
′〉ζ−−−−−−→ S
Note the following.
〈∆,Φ, u〉ζ ∼= 〈∆,Φ, 〈Γ,Ψ, f ′〉ζ〉ζ ∼= 〈Γ,Ψ, 〈∆,Φ, f ′〉ζ〉ζ ∼= 〈Γ,Ψ, f〉ζ
Consider the case where 0 ≤ i = j < n.
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P ∆?Φ?Φ?(Q) R︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?Ψ?Ψ?(B) C
The following central isomorphisms exist.
P ∼= A ∆?Φ?Φ?(Q) ∼= Γ?Ψ?Ψ?(B) R ∼= C
It must be the case that Q = B, Φ = Ψ and ∆ = Γ. Define u to be
the following constructible morphism.
u : P ⊗∆?(Q)⊗R ∼= A⊗ Γ?(B)⊗ C f−→ S
Consider the case where 0 ≤ j < i < n.
P ∆?Φ?Φ?(Q) R︷ ︸︸ ︷ ︷︸︸︷ ︷ ︸︸ ︷
X0 ⊗ · · · ⊗Xj−1 ⊗ Xj ⊗Xj+1 ⊗ · · · ⊗Xi−1 ⊗ Xi ⊗Xi+1 ⊗ · · · ⊗Xn−1︸ ︷︷ ︸ ︸︷︷︸ ︸ ︷︷ ︸
A Γ?Φ?Φ?(B) C
This case is similar to the case where 0 ≤ i < j < n.
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alpha The symbol α is used for the associator in a skew monoidal category.
αA,B,C : A⊗ (B ⊗ C)→ (A⊗B)⊗ C
epsilon The symbol ε is used for the counit in a closed skew monoidal
category.
εAB : A⊗ (A\B)→ A
zeta The symbol ζ is used for the counit of various adjunctions.
ζΦA : Φ
?Φ?(A)→ A
ζA : L⊗ (R⊗A)→ A
eta The symbol η is used for the unit in a closed skew monoidal category.
ηAB : B → A\(A⊗B)
theta The symbol θ is used for the unit of various adjunctions.
θΦA : A→ Φ?Φ?(A)
θA : A→ R⊗ (L⊗A)
kappa The symbol κ is used for the structure maps for a pseudofunctor,
and a related natural transformation.
κΓ,∆A : Γ
?∆?(A)→ (∆Γ)?(A) κˆCA : A→ (idC)?(A)
κ¯CA : (idC)?(A)→ A
lambda The symbol λ is used for the left unitor in a skew monoidal cate-
gory, and a related natural transformation.
λA : A→ I ⊗A
λ¯A : I\A→ A
mu The symbol µ is used for the following natural transformation, similar
in form to the associator α, in a closed skew monoidal category.
µA,B,C : (B ⊗A)\C → A\(B\C)
nu The symbol ν is used for the following natural transformation, similar
in form to the associator α, in a closed skew monoidal category.
νA,B,C : (A\B)⊗ C → A\(B ⊗ C)
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xi The symbol ξ is used for the following natural transformation, used in
the definition of dual pairs in closed skew monoidal categories.
ξA : L\A→ R⊗A
pi The symbol pi is used for the projection map for a monoidal adjunction.
piA,B : Φ?(A)⊗B → Φ?(A⊗ Φ?(B))
rho The symbol ρ is used for the right unitor in a skew monoidal category.
ρA : A⊗ I → A
sigma The symbol σ is used for the following internal version of a monoidal
adjunction between closed categories.
σA,B : Φ?(Φ
?(A)\B)→ A\Φ?(B)
phi The symbol φ is used for the structure maps for various oplax monoidal
functors.
ϕΦA,B : Φ
?(A⊗B)→ Φ?(A)⊗ Φ?(B) ϕˆΦ : Φ?(I)→ I
ϕX,YC : C
X⊗Y → (CX)Y ϕˆC : CI → C
chi The symbol χ is used for the following natural transformation, similar
in form to the structure map ψΦ, for a lax monoidal functor between
closed categories.
χΦA,B : Φ?(A\B)→ Φ?(A)\Φ?(B)
psi The symbol ψ is used for the structure maps for various lax monoidal
functors.
ψΦA,B : Φ?(A)⊗ Φ?(B)→ Φ?(A⊗B) ψˆΦ : I → Φ?(I)
ψXA,B : A
X ⊗BX → (A⊗B)X ψˆX : I → IX
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