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Abstract. With the advent of service oriented architecture, Web services have 
gained tremendous popularity. This warrants the need to establish an effective 
and reliable process of Web service discovery. This paper presents a novel 
approach to enhance the accuracy of Web service discovery by finding 
semantically similar Web services for a user query using the support-based 
latent semantic kernel. The empirical evaluation confirms that the accuracy of 
Web service discovery with the proposed method shows a significant 
improvement over traditional discovery methods. 
1. Introduction 
Web Service (WS) is a buzz word of today. With corporate world moving towards 
Service Oriented Architecture (SOA), Web services are currently widely in use. In 
most service oriented architectures, business-to-business as well as business-to-
customer systems, Web services play a vital role for conducting daily transactions and 
information exchange. A Web service is a public interface of remotely invoking an 
application to perform a business function or a set of functions. 
As the number of Web services increases because of inexpensive technical 
resources, the problem of locating Web services of interest from a large pool of Web 
services becomes prominent [8, 24]. Most of the service discovery mechanism use 
traditional attribute-based matchmaking algorithms that fall short of capturing the 
semantics for service discovery [11] and/or partially satisfy the need of user search. 
Due to a weak searching mechanism, the desired service(s) is often not returned and 
the user may have to look for different search terms to achieve the result. Hence, 
finding the appropriate Web services according to the need of the users is still a 
challenge. 
Universal Description, Discovery and Integration (UDDI) registry, which is a 
collection of all registered Web services available on the Internet, enables discovery 
of Web service providers. Each Web service is attached to a Web Service Description 
Language (WSDL) [7] document. The WSDL document contains the information 
about the description of a Web service and how to access the service using XML tags. 
The potential to achieve dynamic, scalable and cost-effective infrastructure for 
electronic transactions in business and public administration has driven recent 
research efforts towards semantic Web services that is enriching Web services with 
semantics. Semantic information aims to enhance the integration and Web service 
discovery by utilizing the machine readable constructs of the representation. A 
number of ontologies like OWL-S [15] and WSDL-S [4] have been proposed to 
address the semantic heterogeneity among Web resources and services. However, a 
majority of the Web services available over Internet are not annotated using any of 
these ontologies. This is mainly because WSDL is the standard language to express a 
service and any semantically enhanced language is not yet a standard that must be 
followed. Secondly, a number of ontologies and frameworks have been proposed each 
having its own advantages and disadvantages. This makes hard to select one as a 
standard. Moreover, there exist a large number of Web services on the Internet that 
have been already created long before any of these annotations were proposed.  
This warrants a need to discover the Web services accurately using smart searching 
techniques. In this paper, we propose a methodology for discovering Web services 
adapting semantic models and data mining techniques. Previous researchers have 
proposed a number of ideas to enhance the accuracy of Web service discovery by 
applying data mining approaches[16, 17], singular vector decomposition [22], graph 
based methods, various ontology based discovery frameworks and others [5, 25]. 
However, most of these approaches have not been thoroughly tested and evaluated. 
The contribution of this paper is two-fold. Firstly, a novel Web service discovery 
method based on the semantic similarity derived from the trained support-based 
kernel is introduced. We propose the creation of latent semantic kernel with the 
support-based algorithm using the concept of binning & merging, and then utilise the 
kernel to find semantically similar Web services for a user query. Secondly, a 
thorough practical experimentation and evaluation have been performed. The 
empirical analysis confirms that the proposed method is able to find semantic 
relations and thereby to improve the process of Web service discovery in comparison 
to traditional methods. 
2. Related Work 
A considerable body of research has emerged proposing different methods of 
improving accuracy of Web service discovery. Web service search engine-Woogle [8] 
utilizes clustering and association mining to find similarity between Web services 
based on common user queries. Researchers have proposed Web service discovery 
frameworks using various ontologies [6, 9, 10, 19, 21] to enhance the semantics in 
WSDL. These frameworks may enhance the semantic part but the major concern 
remains how to deal with the existing ones that already have been published. 
Recently a Web service discovery method combining semantic and statistical 
association with hyperclique pattern discovery [18] has been proposed. Algorithms 
using singular vector decomposition (SVD) [22] and probabilistic latent semantic 
analysis [14] have been proposed to find the similarity between the Web services to 
enhance the accuracy of service discovery. However none of these methods provides 
empirical and theoretical analysis showing that these methods improve the process of 
Web service discovery. Our approach is an extension of SVD [22] to support-based 
latent semantic kernel to further increase the accuracy of Web service discovery.  
A common problem with the SVD based approaches is that the computation of the 
high dimensional matrix representing the training documents is expensive. There have 
been some attempts to reduce the dimensionality of matrix prior to applying SVD. 
One such solution is using random projection [20]. In random projection, the initial 
corpus is projected to l dimensions, for some l > k, where k is the dimension of the 
semantic kernel,  to obtain a smaller representation which is close to the original 
corpus and then perform SVD on the reduced dimension matrix [13, 20]. The 
proposed approach of dimensionality reduction in this paper has outperformed the 
random projection method as shown in section 4.4. In the proposed approach we have 
created the semantic kernel on a large Wikipedia corpus. Our particular contributions 
are in terms of dimensionality reduction by introducing the concept of merging 
documents as well as using the constructed kernel on a general-purpose corpus to find 
semantically similar Web services for a user query. 
3. The Proposed Web service Discovery Method 
In this paper, we propose a Web service discovery method based on semantic kernels 
to find the most relevant Web services for a user query. The use of semantic kernels 
in the Web service discovery method helps to locate semantically similar Web 
services that were otherwise not found. For example, a user who is looking for Web 
services related to ‘weather’ may also be interested in Web service related to ‘climate’ 
or ‘rainfall’, since they are semantically related. 
A term-document matrix representing all training documents is used to construct 
the semantic kernel for finding different topics (related terms). The constructed 
semantic kernel, which represents each document as a set of topics, discovers these 
hidden topics and their relationships to the term and document set. Due to the huge 
number of the terms present in the documents and the large number of training 
documents present in the dataset, the construction of kernel poses a problem for large 
data sets due to the large dimensionality of matrix. We propose the dimensionality 
reduction of the term-document matrix by binning & merging the training documents 
to create the semantic kernel which is one of the innovations in the paper. 
Fig. 1 depicts the overview of the proposed Web service discovery method. The 
similarity between the user query and Web services is calculated using the support-
based latent semantic kernel. To create the kernel, the first step is text pre-processing 
which includes extracting the content of the training documents followed by the 
standard processes such as stop-word removal and stemming. During the pre-
processing stage, the words that are hybrid in nature are also processed. This is done 
to convert a hybrid word into multiple standard dictionary words wherever possible. 
A hybrid word can be a compound word (e.g. sandpaper) or a composite word (e.g. 
BookPriceCheck) or a joint word with a connected symbol such hyphen (e.g. 
Book_Price). A WSDL document may follow any of the naming conventions to name 
a variable such as Camel case, Pascal case, joining words using underscore or other 
available standard naming conventions. For example, ‘stockBroker’ or ‘StockBroker’ 
or ‘stock_broker’ all being the same becomes stockbroker. 
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An additional process is added for calculating the importance of documents in a 
corpus (more detail is in section 3.1.2). On the basis of document importance, the 
training documents are assigned into bins such that each bin contains equally 
important documents. The documents of a bin are then merged to form a single 
document representing the content of the bin. The content of the documents from 
different bins are processed to form the term-document matrix where each row 
represents a unique term and each column represents a merged document. The cell 
represents the relative importance of the term in the document. A latent semantic 
kernel is created performing SVD on this term-document matrix.  
Fig. 1. Overview of Web service discovery approach 
In order to find the similarity between the user query and the Web services, the 
first step is extracting the content from the WSDL documents followed by stop-word 
removal & stemming. The constructed support-based semantic kernel in the training 
phase is then used to find the similarity between WSDL documents and a query when 
the query is provided. The topics of WSDL documents which are most related to the 
query topics are considered to be the most relevant. Based on the similarity computed 
using the support-based semantic kernel, the WSDLs are ranked and a list of 
appropriate Web services is returned to the user. 
The selection of training corpus to build the latent semantic kernel is crucial. If the 
training corpus does not cover the WSDL topics, the results will not be satisfactory. 
We chose Wikipedia representing the world of knowledge for constructing the kernel. 
The selection of this training data corpus ensures that the WSDL data topics will be 
covered to a large extent. So it is not too specific to any particular WSDL or topic and 
the same kernel can be used for all WSDL documents.  In this way we take benefit of 
having a general-purpose training corpus independent of the nature of WSDL 
documents. 
3.1 Building of Support-Based Latent Semantic Kernel 
We now explain the process of creating the support-based latent semantic kernel. 
3.1.1 Background Information 
Let P be a matrix that transforms documents from the higher-order input space to a 
lower-order feature (or topic) space. To compute P, singular vector decomposition 
(SVD) is performed on the term-document matrix A where m and n represent the 
number of documents and terms present in the training data set respectively. 
T
n m n r r r r mA U V× × × ×= ∑  (1) 
where ∑ is a rxr diagonal matrix composed of non-zero eigen values of AA
T
. The 
columns of U and V are orthogonal eigen matrices associated with r non-zero eigen 
values of AA
T
. 
The original document vectors are projected into the subspace created by the first k 
singular vectors of the reduced space. Hence, the dimension of the original space is 
reduced to k and this dimension can be controlled by varying k. By selecting a k 
singular value, k < r, a k-dimensional space can be defined. Using the dimensions nxk 
and mxk, matrices Uk and Vk can be redefined along with kxk diagonal matrix∑ . 
Thus  
T
k k k kA U V= ∑  (2) 
is the nearest matrix of rank k to the original matrix A, and P becomes Uk [12], the 
latent semantic kernel . 
3.1.2 Methods for Kernel Creation 
As stated earlier, due to the large number of terms and documents present in the 
training dataset, the dimensionality of the term-document matrix is extremely large 
which makes the matrix computations very time and space consuming. We propose a 
novel way of reducing the dimensionality of the term-document matrix by binning & 
merging. The proposed approach reduces the dimensionality without any information 
loss since all pre-processed terms (after stemming and stop-word removal) are used in 
building the kernel. We have used two different methods to create the semantic 
kernel, one by random document selection and the other by support-based document 
selection. The support-based document selection aims to remove any bias which 
might have been introduced because of the random selection of documents.  
Let the training dataset be D = {D1, D2, …, Dm}. Let a document Di contains a 
maximum of n unique terms (ti1, ti2,…, tin) after the stemming and stop-word removal, 
having the corresponding frequencies (fi1, fi2,…, fin). Let Tj be a unique term in the 
dataset, the total frequency of Tj is denoted by Fj = ∑
=
m
i
ijf
1
. 
We propose the concept of computing “document importance” for merging several 
documents in order to reduce the dimensionality of term-document matrix. The 
documents are weighted according to their document importance and equally 
distributed across several bins. Documents of each bin are then merged to form a 
single document. This process significantly reduces the dimensionality of the term-
document matrix depending upon the required number of bins. In order to compute 
the document importance, we define weightage and support of a term. Support of a 
term denotes the relative importance of the term in the whole corpus and weightage of 
a term represents the importance of the term within the document. Inclusion of 
support and weightage both in calculating document importance removes the bias of a 
frequent term present only in a document. 
The weightage Wj, of a term Tj in a document shows the relative importance of the 
term in the document. It is defined as the ratio of the frequency of the term in the 
document to the frequency of all terms present in that document, i.e. 
Wj =
∑
=
n
j
j
j
f
f
1
 
(3) 
The size of the dataset, F, is the sum of the frequencies of all terms present in the 
dataset i.e.:∑ ∑= =
n
j
m
i ijf1 1 . 
Let S = {S1, S2, …, Sn} be the collection containing the support of n unique terms 
present in the dataset. The support Sj of a term Tj in a corpus shows the relative 
importance of the term in the corpus. Sj of term Tj is the ratio of the total frequency of 
Tj to the size of the dataset. It is calculated as  
∑ ∑
∑
==
= =
=
n
j
m
i ij
m
i
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j
j
f
f
F
F
S
1 1
1  (4) 
Using the weightage and support of all terms, the document importance DIi is 
calculated as:  
∑=
=
n
j
jji SWDI
1
*  (5) 
The task now is to selectively choose the documents and place them into bins and 
then merge all the documents of a bin to form a single document. The rational behind 
this is to reduce the dimensionality of the term-document matrix without having loss 
of terms. Thus the number of documents is reduced but the number of terms does not 
change. 
Let B be the collection of q bins, B = {B1, B2, …, Bq} where each bin contains 
equal number of documents, dividing the dataset D into q bins. Let BD be a collection 
of q number of documents, BD = {BD1, BD2, …, BDq}, where BDi is the result of 
merging all the documents present in the bin Bi. After merging, the frequency of the 
terms in the merged document is computed to remove very low and very high 
frequency terms as they could be possible outliers. 
Let K be the revised term-document matrix, containing x rows and y columns 
which will be the input for constructing the latent semantic kernel. Each row 
represents a unique term, each column represents a merged document and each cell 
contains the support value (equation 4) of a term in a merged document. Let Uk 
represent the semantic kernel which is the output of SVD on matrix K with a suitable 
value of k selected during experiment. 
Fig 2 describes the algorithm for creating the support-based semantic kernel using 
the concept of binning & merging. 
Fig. 2. Algorithms for Random & Support based document selection for semantic kernel 
creation 
Random Selection of Documents Support Based Selection of Documents 
Input: D: Training Dataset, m: Number of Documents, q: Number of Bins, K: term-
document matrix 
Output: Uk: Latent Semantic Kernel 
1. Remove the stop words and perform 
stemming for each document in D 
2. /* Binning Documents */ 
3. Divide the dataset into q bins by 
selecting equal number of documents 
at random 
4. /* Merging Documents */ 
5. for each Bq ∈B 
a. BDq = empty 
b. for each Di ∈  Bq 
i. BDq = BDq ∪Di 
c. end for 
6. end for 
7. /* Initialize the term-document matrix 
K */ 
8. for each x = 0 to Tj 
a. for each y = 0 to Di 
i. K[x][y] = 0 
b. end for 
9. end for 
10. for each BDq ∈  BD 
a. for each Tj ∈  BDq 
1. K[Tj][BDq]= 
K[Tj][ BDq]+ Sj 
b. end for 
11. end for 
12. Uk = SVD (K) 
 
1. Remove the stop words and 
perform stemming for each 
document in D 
2. Calculate weightage Wj (equation 
3) and support Sj (equation 4)  for 
each term Tj  
3. Calculate document importance 
DI (equation 5) for each document 
in D 
4. Sort DI in ascending order 
5. /* Binning Documents */ 
6. for i = 0 to q 
a. Bi = 0 
b. for j = 0 to m/q  
i. Bi = Bi∪Dj*q + i 
c. end for 
7. end for 
8. /* Merging Documents */ 
9. for each Bq ∈B 
a. BDq = empty 
b. for each Di ∈  Bq 
i. BDq = BDq 
∪Di 
c. end for 
10. end for 
11. Initialize the term-document 
matrix K 
12. for each BDq ∈  BD 
a. for each Tj ∈  BDq 
i. K[Tj][ BDq] = 
K[Tj][BDq] +Sj 
b. end for 
13. end for 
14. Uk = SVD (K) 
Once the kernel is created, it is used in calculating the similarity between Web 
services (WSDL documents) and the user query. The WSDL documents are processed 
to extract the meaningful information for further calculation.  
3.2 Finding Similarity between a query and WSDLs with using the kernel 
In the proposed approach, we utilised the semantic kernels to find the similarity 
between the user query (Q') and a Web service (W') using the following model: 
sim(Q',W') = cos(Q',W')= 
' '
' '
T T
T T
Q PP W
Q P P W
 (6) 
where P is the latent semantic kernel constructed on the training documents. The 
similarity between the query and all the WSDLs present in the repository are 
computed for a query. The WSDLs are then ranked in the order of similarity value. A 
list of top-n Web services is returned to the user. 
A WSDL document is defined using Types, Message, Operation, Port Type, 
Binding, Port and Service [7] and thus requires processing of various components for 
similarity calculation. The content of a WSDL document is extracted from the tags 
such as Types which contains the parameters and the data type of the operations, Port 
Type which contains the operation name, input & output messages and the 
documentation which is the description of the Web service.  The binding information 
is ignored since it deals mainly with integrating Web services and may not provide 
semantic information. The extracted content is then subjected to stop word removal & 
stemming. Using equation 6, we compute the similarity between the query and the 
operation name (N'), input & output parameters (P') and description (D') of the Web 
service. These component similarities are aggregated to compute the total similarity 
(Ssum) between the query and the Web service using the following equation: 
Ssum = w1*sim(Q',N')  + w2* sim(Q',P') + w3* sim(Q',D') (7) 
where, w1, w2 and w3 are the assigned weights to give different weightage to each 
of the operation name (N'), parameters (P') and description (D') components of the 
Web service respectively while calculating similarity between a query and the Web 
service. After careful consideration of various scenarios, equal weightage is assigned 
to each of the components such that:  
 
w1 = w2 = w3 and w1 + w2 + w3 = 1 
 
(8) 
Equal weightage scheme is able to pick up the difference in two Web services even 
if they are different only in some components. Consider the following example. A 
price check service from an online bookstore and a stock market service may have 
similar input and output parameters (e.g. input: name (string) & output: price (float)). 
However, the method name will be different such as BookPriceCheck and 
StockPriceCheck. Computing the total similarity using equation 7, ( ', ')sim Q P  
(similarity between the query and parameters) will be equal for both the services. 
However, ( ', ')sim Q N (similarity between the query and operation name) and   
( ', ')sim Q D  (similarity between the query and service description) will be different. 
4. Empirical Evaluation 
To validate the proposed approach, we have performed extensive experiments. We 
have obtained WSDL documents from the real-life Web services to perform 
experiments. We have thoroughly evaluated our approach considering all live Web 
services. 
4.1 Dataset 
A general-purpose Wikipedia dataset [1] is used in creating the semantic kernel. This 
dataset has been used since it contains varied topics from different fields like art, law, 
history, aviation, archaeology, chemistry, sports, music, literature etc. Thus, the 
kernel represents the knowledge of many possible domains that a Web service may 
belong to.  It contains 48306 documents that are too many for any SVD based 
technique to handle on a PC of Intel Core Duo 1.86 GHz processor and 2 GB of 
memory. The original term-document matrix represented by this data set is reduced to 
a size utilising the method proposed in section 3.1.2 so that SVD can be performed 
successfully.  
The kernel constructed from this dataset is used to find the similarity between a 
query and Web services. The Web service dataset contains 873 WSDL documents 
from XMethods [2] and QWS Dataset [5] representing a variety of Web services such 
as stock market, music, literature, sms, translation, sports, geographic location etc.  
4.2 Experiment Design 
We have performed several experiments to evaluate the performance of the proposed 
support-based semantic kernel based Web service discovery method. The proposed 
method is compared with the standard keyword (tf*idf) [23] based information 
retrieval method. The proposed method is also compared with the query expansion 
based approach using Wordnet [3]. Wordnet expands the query by adding the 
semantically similar terms in the query so that the precision of the search can be 
improved.  
For representing the matrix to construct the semantic kernels, two measures have 
been employed in experiments, namely the standard tf*idf values [23] and the 
proposed support measure as shown in equation 4 of section 3.1.2.  
Experiments have also been performed to evaluate the effectiveness of 
dimensionality reduction by the proposed binning & merging according to document 
importance measure. Two types of kernels are constructed utilising the term-
document matrix based on the merged documents using the support-based distribution 
and using the random distribution. The performance of semantic kernels constructed 
with the proposed merged documents is compared with the semantic kernels 
constructed with (1) the support-based selection (selecting documents based on 
document importance as defined in equation (5)), (2) the arbitrary document selection 
(selecting documents arbitrarily from the dataset), (3) the document-size based 
selection (selecting documents having the highest content measured using document 
size) and (4) the random projection method [20]. 
Each of the experiments have been performed using 50  user-defined queries, each 
query having at least two terms and the average term size is three. 
4.3 Evaluation Measure 
To evaluate the accuracy of the proposed method, precision, recall and F-score 
measures are used. Precision is defined as the ability to provide the relevant Web 
services from a set of retrieved Web services. Recall is the ability to provide 
maximum number of relevant Web services from a set of relevant Web services. F-
score is the harmonic mean of precision and recall. Mathematically, they are defined 
as follows: 
Precision
dataset the from servicesWeb retrieved of number Total
retrieved servicvesebWrelevant of Number
=  (9) 
Recall =
dataset the in  servicesWeb relevant of number Total
retrieved  servicesWeb relevant of Number
 (10) 
F-Score=
Recall  Precision
Recall* Precision*  2
+
 (11) 
The reported results are averaged over 50 queries. While evaluating the approach, 
top-n precision has been considered since the user is most likely to be interested in a 
list of first n Web services. The value of n has been selected as 10 & 20 for practical 
experimentation. 
4.4 Results 
We constructed several semantic kernels based on the varying size of input matrix 
(term-document) according to the methods of document size reduction as discussed in 
section 4.2. Table 1 summarises the number of documents and the number of words 
after stop-word removal, stemming and removing very high (greater than 10000) and 
very low (less than 5) frequency terms as they could be outliers in creating the 
semantic kernels. These semantic kernels are then utilised in finding the similarity 
between the query and the WSDL documents for Web service discovery. 
Table 2 lists the Web service discovery results in terms of precision, recall and F-
score. These are average results over 50 queries. This table shows the results of the 
proposed method utilising two ways of size reduction in making semantic kernels 
along with the standard information retrieval methods based on tf*idf and tf*idf with 
semantic enhancement using Wordnet [3]. Results show that the proposed Web 
service discovery method utilising the semantic kernel performs significantly better in 
comparison to tf*idf as well as tf*idf with Wordnet enhancement.  
Table 1. Table showing number of documents and words used in different methods 
Method Types 
No. of 
Documents 
Reduced 
No. of 
Documents 
No. of 
Words 
Random Selection 
(Merging) 48306 967 34065 
Support Based 
Selection 
(Merging) 48306 967 34082 
Support Based 
Selection 967 - 5576 
Arbitrary 
Document 
Selection 967 - 5768 
Document Size 
Based Selection 967 - 21787 
Latent Semantic 
Kernel 
Random 
Projection 2500 967 10257 
 
 
Table 2. Comparing Latent Semantic Kernel with Information Retrieval based tf*idf methods 
based on Precision, Recall and F-Score 
Precision Recall F Score 
Methods 
Types 
(Merging) 
Sub-types 
(Uk=300) 
Top 
20 
Top 
10   
Top 
20 
Top 
10 
tf*idf 34.9 48.4 63.24 44.98 54.84 Support 
Based 
Selection Support 33.9 46.8 61.53 43.72 53.16 
tf*idf 34.1 48.4 61.85 43.96 54.30 
Latent 
Semantic 
Kernel Random 
Selection Support 33.8 44.2 61.08 43.52 51.29 
tf*idf (with Wordnet 
enhancement) 31.4 41.4 56.90 40.47 47.93 
Traditional 
methods 
tf*idf 30.4 40.8 54.68 39.08 46.73 
 
Support-based semantic kernel built with the term-document matrix representing 
tf*tdf measure seems to perform better than the kernel built with matrix using the 
support measure. This is because some words are present sparsely in the corpus and 
the support value obtained from equation 4 is too low. 
Fig 3 provides a sample of the queries used during experimentation. From the 
figure it is evident that support-based method is much more efficient compared to 
traditional keyword based methods for finding similar Web services. 
 
Fig. 3. Comparing F-Score values of different methods for a set of queries 
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Thus, from Table 2 and Fig 3, it is clear that the support-based selection method 
outperforms random selection and any standard information retrieval method in terms 
of accuracy. 
The selection of the lower-size dimension (k) with which the semantic kernel is 
created is crucial because Web services encompass various domains, and the 
constructed kernel should be able to find the semantics variances in all WSDL 
documents. Experiments have performed to find out the trade-off between accuracy 
(precision, recall, F-score) and computation constraint (response time, disk space). 
Table 3. Response time and required disk space along with F-Score for different value of Uk 
Precision Recall F Score 
Kernel 
(Uk) Top 20 Top 10   
Top 
20 
Top 
10 
Average 
Response 
time in 
seconds 
Disk 
Space 
in 
MB 
200 29.1 37.2 66.05 40.4 47.594 57.27 63.3 
300 31 38.4 71.61 43.27 49.99 84.66 95 
400 30.2 37.6 70.72 42.33 49.10 102.13 126 
500 29.9 38 70.00 41.90 49.26 121.96 158 
600 30.1 38 70.27 42.15 49.33 146.4 189 
700 30.6 38.6 71.63 42.88 50.17 164.8 221 
 
From Table 3 it is evident that a value of k=300 performs well in terms of F-score 
as well as average response time and disk space requirement. Even though k=700, 
performs best in terms of F-Score value, the computation is too expensive considering 
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problem 
6: Barcode reader  
the time and resource constraint.  Hence, for all the experiments, k=300 have been 
chosen for creating the semantic kernel.  
One of the goals of the proposed method is to build a semantic kernel that is 
scalable and efficient for any given training documents. Semantic kernel has also been 
created without merging, by selecting a specified number of documents (Table 1) that 
a PC can handle to check whether dimensionality reduction by merging is having any 
positive effect. Table 4 compares the different types of kernels created without 
merging the documents but using the selective number of documents with different 
approaches (details in section 4.2). The best F-score value is obtained by using the 
documents with the document size based selection method. This is because it contains 
more words (Table 1) and hence is able to find semantically similar words in a better 
way. But even this result (F-Score value) is far below the results shown in Table 2. 
This shows that semantic kernels only improve the results in comparison to standard 
retrieval methods when the training documents used in constructing the kernel reflect 
the domains completely.   
Support-based selection which is based on finding the support of a term (equation 
4) and then calculating the importance of the document (equation 5) performs better 
than the rest, because the randomness induced by selecting documents arbitrarily is 
being removed. Reducing the dimensionality by random projection and then using 
SVD on the reduced matrix performs the worst. 
Comparing the F-Score values in Tables 2 and 4, it is evident that merging is 
having a two fold positive effect: it is able to reduce the dimensionality and is able to 
find the similarity between Web services in more accurate way. 
Table 4. Comparing different ways of creating kernel without merging with their Precision, 
Recall and F-Scrore measure 
Precision Recall F Score 
Methods 
Types 
(Without 
Merging) 
Sub-
types 
Top 
20 
Top 
10   
Top 
20 
Top 
10 
tf*idf 26.7 38.6 51.10 35.07 43.98 Document Size 
Based Selection Support 27.2 38.4 51.72 35.65 44.08 
tf*idf 22.9 30.2 43.26 29.95 35.57 Support Based 
Selection Support 22.6 28.6 41.51 29.27 33.87 
tf*idf 20.56 26.48 38.75 26.87 31.46 Arbitrary 
Document 
Selection  Support 20.44 26.36 38.85 26.79 31.41 
tf*idf 2.8 3.4 6.52 3.92 4.47 
Latent 
Semantic 
Kernel 
Random 
Projection Support 2.8 3.8 6.78 3.96 4.87 
 
Based on experiments it can be said that the proposed Web service discovery 
method using support-based semantic kernel with reduced matrix size performs better 
compared to traditional retrieval methods to find most relevant services. Also the 
proposed method is very efficient in terms of scalability and thereby offering a two 
fold advantage in terms of accuracy and efficiency. 
5. Conclusion & Future Work 
In this paper, we have proposed a novel approach to find semantically similar Web 
services for a user request using the support-based semantic kernel with reduced 
matrix size. Results clearly show that the accuracy of Web service discovery has 
improved and the proposed method outperforms traditional keyword based methods 
to find most relevant Web services. The approach which is based on an innovative 
concept of dimensionality reduction by binning & merging has been evaluated 
thoroughly. Experiments ascertain that the kernels created with reduced size term-
document matrix using binning & merging are able to explore semantic relationships 
in Web services in a more efficient way in comparison to the kernel built with the 
same number of selected documents.  
The proposed methodology can be used to enhance the search mechanism in UDDI 
registry. Existing Web service discovery process in UDDI registry is a basic key-word 
based method. Performing semantic analysis by using the proposed support based 
latent semantic kernel will help to find semantically similar Web services by 
exploring the hidden meaning of the query terms. This approach will increase the 
accuracy of discovering semantically similar Web services to fulfill the requirement 
of the user.  
In future, we plan to extend this approach to link semantically similar Web services 
so that a Web service which can partially fulfil what a user is looking for can be 
linked with another Web service so as to achieve the overall objective of the user and 
thus increasing the overall accuracy of Web service discovery. 
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