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A PROBABILISTIC SUBSPACE BOUND
WITH APPLICATION TO ACTIVE SUBSPACES∗
JOHN T. HOLODNAK†, ILSE C. F. IPSEN‡ , AND RALPH C. SMITH§
Abstract. Given a real symmetric positive semi-definite matrix E, and an approximation S
that is a sum of n independent matrix-valued random variables, we present bounds on the relative
error in S due to randomization. The bounds do not depend on the matrix dimensions but only on
the numerical rank (intrinsic dimension) of E. Our approach resembles the low-rank approximation
of kernel matrices from random features, but our accuracy measures are more stringent.
In the context of parameter selection based on active subspaces, where S is computed via Monte
Carlo sampling, we present a bound on the number of samples so that with high probability the
angle between the dominant subspaces of E and S is less than a user-specified tolerance. This is a
substantial improvement over existing work, as it is a non-asymptotic and fully explicit bound on
the sampling amount n, and it allows the user to tune the success probability. It also suggests that
Monte Carlo sampling can be efficient in the presence of many parameters, as long as the underlying
function f is sufficiently smooth.
Key words. positive semi-definite matrices, principal angles, eigenvalue decomposition, eigen-
value gaps, matrix concentration inequality, intrinsic dimension, Monte Carlo sampling, active sub-
spaces
AMS subject classification. 15A18, 15A23, 15A60, 15B10, 35J25, 60G60, 65N30, 65C06,
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1. Introduction. We analyse the accuracy of approximating a symmetric posi-
tive semi-definite matrix E ∈ Rm×m by a sum Ê ≡ 1n
∑n
j=1 zjz
T
j of n independently
sampled outer products zjz
T
j , each of which is an unbiased estimator of the mean
E[zjz
T
j ] = E, 1 ≤ j ≤ n, thus producing an overall unbiased estimator Ê. We derive
probabilistic bounds on the relative error due to randomization in Ê, and on the an-
gle between equi-dimensional dominant subspaces of E and Ê. The bounds do not
depend on the matrix dimension, but only on the numerical rank of E.
To avoid explicit dependence on the matrix dimensions, we use an intrinsic-
dimension matrix Bernstein concentration inequality. This type of analysis can be
found in low-rank approximations of kernel matrices via random features [2,17]. How-
ever, our accuracy measures are more stringent, and the angle bounds necessitate
assumptions that are strong enough to guarantee that the dominant subspaces are
well-defined. In contrast to existing probabilistic bounds for Krylov or subspace it-
erations, see [12, 14] and the references therein, our bounds are perturbation bounds
and make no reference to actual methods for computing subspaces.
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The motivation for this paper came from applications involving parameter se-
lection, such as it occurs in the solution of random ODEs and PDEs [7, 10, 27] and
reduced-order nonlinear models [3], as well as various applications arising in engineer-
ing, math biology, and sciences [4–6, 11, 20].
Given a function f : Rm → R, which depends on m parameters and may be
expensive to evaluate, one wants to select subspaces associated with a few influential
parameters. This is a form of dimension reduction [23, Chapter 6], and one particular
approach is to identify a low-dimensional active subspace in Rm along which f is, on
average, most sensitive to change [7, 22]. This is done by replacing a “sensitivity”
matrix E ∈ Rm×m by a sum of n independent Monte Carlo samples Ê, followed by
computing a dominant subspace of Ê.
Specifically, [23] illustrates that ODE models for HIV can easily have m = 20
parameters whereas Boltzmann PDE models, quantifying neutron transport in a light
water reactor, can have as many as m = 106. In both cases, it is critical to isolate
active subspaces of parameters – which are identifiable in the sense that they are
uniquely determined by observed responses – prior to frequentist or Bayesian infer-
ence. The matrices E arise when computing local sensitivities ∇f(x) for determining
these subspaces.
In the following, we present a probabilistic bound (Theorem 2.5) that is tighter
than existing work [9], represents a non-asymptotic and fully explicit bound on the
sampling amount n, and allows the user to tune the success probability. The absence
of the matrix dimension m in the bound suggests that Monte Carlo sampling can be
efficient in the presence of many parameters, as long as the function f is sufficiently
smooth.
Outline. Bounds are presented in Section 2, with the proofs relegated to Section 3.
2. Our contributions. After stating the assumptions (Section 2.1), we present
an upper bound for the relative error due to randomization in Ê (Section 2.2), a
lower bound on the sampling amount n (Section 2.3), a bound on the angle between
dominant subspaces of E and Ê (Section 2.4), and an application to active subspaces
(Section 2.5).
2.1. Assumptions. Let the non-zero matrix E ∈ Rm×m be symmetric positive
semi-definite, and Ê ≡ 1n
∑n
j=1 zjz
T
j be an approximation, where zj ∈ R
m are n in-
dependent random vectors with E[zjz
T
j ] = E, 1 ≤ j ≤ n. All quantities are uniformly
bounded in the two norm, that is, there exists L > 0 with
max
1≤j≤n
‖zj‖2 ≤ L and ‖E‖2 ≤ L
2,
as well as
‖Ê‖2 ≤
1
n
n∑
j=1
‖zjz
T
j ‖2 ≤ L
2.
Our bounds do not depend on the matrix dimension m, but only on the numerical
rank of E, which is quantified by
intdim (E) ≡ trace (E)/‖E‖2 ≥ 1,
and equals the stable rank of E1/2; see Section 3.1.1.
2
2.2. Error due to randomization. The first bound is an expression for the
relative error of Ê in the two norm.
Theorem 2.1. Given the assumptions in Section 2.1, for any 0 < δ < 1, with
probability at least 1− δ,
‖Ê − E‖2
‖E‖2
≤ γ +
√
γ(γ + 6) where γ ≡
1
3n
L2
‖E‖2
ln
(
4
δ
intdim (E)
)
.
Proof. See Section 3.1
Theorem 2.1 implies that the relative error in Ê is small, if:
1. Many samples are used to compute Ê, that is n≫ 1.
2. E has low numerical rank, that is, intdim(E)≪ m.
3. Tightness of the upper bound for ‖E‖2, that is, L
2/‖E‖2 ≈ 1.
In the context of active subspaces in Theorem 2.5, this is interpreted as the
smoothness of an underlying function.
Section 3.1.3 contains a brief discussion on alternative, expectation-based bounds.
2.3. Required amount of sampling. We express Theorem 2.1 as a lower
bound on the number of samples n required for a user-specified relative error.
Corollary 2.2. Given the assumptions in Section 2.1, let 0 < δ < 1 and
0 < ǫ < 1. If
n ≥
8
3ǫ2
L2
‖E‖2
ln
(
4
δ
intdim (E)
)
,
then with probability at least 1− δ,
‖Ê − E‖2/‖E‖2 ≤ ǫ.
Proof. See Section 3.2
Corollary 2.2 implies that only few samples are required to compute an approxi-
mation Ê that is highly likely to have specified accuracy ǫ, if:
1. The requested accuracy for Ê is low, that is ǫ ≈ 1.
2. E has low numerical rank, that is intdim(E)≪ m.
3. Tightness of the upper bound for ‖E‖2, that is, L
2/‖E‖2 ≈ 1.
2.4. Subspace bound. We bound the largest principal angle between equi-
dimensional dominant subspaces of of E and Ê. To identify the subspaces, consider
the eigenvalue decompositions
E = V ΛV T , Λ = diag
(
λ1 · · · λm
)
, V =
(
v1 . . . vm
)
, (2.1)
where λ1 ≥ · · · ≥ λm ≥ 0 and V ∈ R
m×m is an orthogonal matrix, and
Ê = V̂ Λ̂V̂ T , Λ̂ =
(
λ̂1 · · · λ̂m
)
, V̂ =
(
v̂1 · · · v̂m
)
, (2.2)
where λ̂1 ≥ · · · ≥ λ̂m ≥ 0, and V̂ ∈ R
m×m is an orthogonal matrix.
The bound below on the largest principal angle ∠(Ŝ,S) between dominant sub-
spaces S and Ŝ requires the perturbation to be sufficiently small compared to the
eigenvalue gap.
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Theorem 2.3. In addition to the assumptions in Section 2.1, let E have an
eigenvalue gap λk − λk+1 > 0 for some 1 ≤ k < m , so that S ≡ range
(
v1 · · · vk
)
is well-defined. Also, let 0 < ǫ <
λk−λk+1
4 ‖E‖2
and 0 < δ < 1.
If the sampling amount is sufficiently large,
n ≥
8
3 ǫ2
L2
‖E‖2
ln
(
4
δ
intdim (E)
)
,
then with probability at least 1 − δ, the dominant subspace Ŝ = range
(
v̂1 · · · v̂k
)
is well-defined, and the largest principal angle ∠(Ŝ,S) is bounded by
sin∠(Ŝ,S) ≤
4 ‖E‖2
λk − λk+1
ǫ.
Proof. See Section 3.3.
Theorem 2.3 implies that Ŝ is likely to be ǫ-close to S, if:
1. E has a large eigenvalue gap (λk − λk+1)/λ1. This is a relative gap, but it
is weak because the denominator contains λ1 rather than λk. The inverse of
the gap is a measure of sensitivity for the subspace S.
2. The matrix E has low numerical rank, that is intdim(E)≪ m.
3. Tightness of the upper bound for ‖E‖2, that is, L
2/‖E‖2 ≈ 1.
2.5. Application to active subspaces. After setting the context (Section 2.5.1)
we improve an existing bound on the number of Monte Carlo samples required to
approximate an active subspace to a user-specified error subject to a user-specified
success probability (Section 2.5.2).
2.5.1. Problem Setting. Assume the non-constant function f(x) : Rm → R is
continuously differentiable, with gradient vector
∇f(x) =
(
∂f
∂x1
(x) · · · ∂f∂xm (x)
)T
∈ Rm
and Lipschitz constant L > 0 so that ‖∇f(x)‖2 ≤ L for all x ∈ R
m. Assume also that
f is square integrable on Rm with respect to a positive and bounded probability den-
sity function ρ(x); and that all products of partial derivatives of f are also integrable
with respect to ρ(x).
Let X ∈ Rm be a random vector with the associated probability density function
ρ(x), and denote by
E [h(X)] ≡
∫
Rm
h(x) ρ(x) dx
the expected value of a function h(X) : Rm → R with regard to X. Then the
sensitivity of f along a unit-norm direction v can be estimated from the expected
value of the squared directional derivative of f along v,
E [
(
vT ∇f(X)
)2
] =
∫
Rm
(
vT ∇f(x)
)2
ρ(x) dx.
Directional derivatives [1] can measure sensitivity in any direction, while mean squared
derivatives [24] are limited to coordinate directions. Informative directional deriva-
tives can be obtained from the m×m matrix [7, Lemma 2.1]
E ≡ E
[
∇f(X) (∇f(X))
T
]
=
∫
Rm
∇f(x) (∇f(x))
T
ρ(x) dx (2.3)
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and its eigenvalue decomposition (2.1). For an eigenpair (λj , vj), with Evj = λjvj , we
have λj = E [(v
T
j ∇f(X))
2]. This means that eigenvector vj indicates a direction of
sensitivity for f , while λj represents the average amount of sensitivity of f along vj . In
particular, eigenvectors associated with the dominant eigenvalues represent directions
along which f , on average, is the most sensitive.
This leads to the concept of active subspace [7–9]. We assume that for some
1 ≤ k < m, the matrix E has an eigenvalue gap λk > λk+1. Then the dominant
subspace S = range
(
v1 · · · vk
)
is well-defined and called the active subspace of
dimension k of f .
Since explicit computation of E in (2.3) is often not feasible because the ele-
ments are high-dimensional integrals, one can use a Monte Carlo method [7, (2.16)]
to independently sample n vectors xj ∈ R
m according to ρ(x), and approximate E by
Ê =
1
n
n∑
j=1
∇f(xj) (∇f(xj))
T
.
If Ê happens to have an eigenvalue gap at the same location as E, so that λ̂k > λ̂k+1,
then the perturbed dominant subspace Ŝ = range
(
v̂1 · · · v̂k
)
is also well-defined
and called approximate active subspace of dimension k for f .
2.5.2. Accuracy of approximate active subspace. The bounds below are
conceptual as they depend on unknown quantities like the eigenvalues of E and a
global bound on the gradient norm. Nevertheless, a sufficiently tight bound is infor-
mative because it suggests that Monte Carlo sampling can be efficient in the presence
of many parameters, as long as the function f is sufficiently smooth with most eigen-
values of E being small.
Below we tried to collect all the required assumptions for [9, Corollary 3.7].
Theorem 2.4 (Theorem 3.5, Corollaries 3.6 and 3.7 in [9]). In addition to the
assumptions in Section 2.5.1, also assume that 0 < ǫ ≤ min
{
1, λk−λk+1
5 λ1
}
and
ν ≡
∥∥∥∥∫ ((∇f(x)(∇f(x))T − E)2 ρ(x) dx∥∥∥∥ > 0.
If the number of samples is
n = Ω
(
max
{
L2
λ1 ǫ
,
ν
λ21 ǫ
2
}
ln(2m)
)
,
then with high probability
sin∠(Ŝ,S) ≤
4λ1 ǫ
λk − λk+1
.
We improve on Theorem 2.4 by presenting a bound that is tighter and more infor-
mative. More specifically, Theorem 2.5 (i) specifies a non-asymptotic, fully explicit,
computable bound for the sampling amount n; (ii) specifies an explicit expression for
the failure probability δ and its impact on the sampling amount n, thus allowing tun-
ing by the user; (iii) depends on the numerical rank of E, which can be much smaller
than the total number m of parameters; and (iv) guarantees that the approximate
active subspace Ŝ is well-defined.
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Theorem 2.5. With the assumptions in Section 2.5.1, let 0 < ǫ < λk−λk+1
4 ‖E‖2
and
0 < δ < 1. If the number of Monte Carlo samples is at least
n ≥
8
3 ǫ2
L2
‖E‖2
ln
(
4
δ
intdim (E)
)
,
then with probability at least 1− δ, the approximate active subspace Ŝ is well-defined,
and the largest principal angle ∠(Ŝ,S) is bounded by
sin∠(Ŝ,S) ≤
4 ‖E‖2
λk − λk+1
ǫ.
Proof. See Section 3.4.
Theorem 2.5 implies that Ŝ is likely to be an ǫ-accurate approximation to the
active subspace S, if:
1. E has a large relative eigenvalue gap (λk − λk+1)/λ1.
2. The matrix E has low numerical rank, that is intdim(E)≪ m.
3. The function f is smooth, in the sense that L2/‖E‖2 ≈ 1, see Section 3.4.
Remark 2.6. Monte Carlo sampling of xj , according to ρ(x), does not necessarily
produce gradients ∇f(xj) (∇f(xj))
T that concentrate tightly around the mean E. This
could be remedied with some form of importance sampling.
For instance, in order to speed up the sampling of Fourier features for kernel ridge
regression, [2, Section 4] propose to sample according to the leverage function of the
kernel. However, it is not clear how this can be implemented efficiently in practice;
plus the required sampling amount appears to exhibit a much stronger dependence on
the problem dimension than is acceptable in our context.
3. Proofs. We present all the materials required for the proofs of Theorem 2.1
(Section 3.1), Corollary 2.2 (Section 3.2), Theorem 2.3 (Section 3.3), and Theorem 2.5
(Section 3.4).
3.1. Everything for the proof of Theorem 2.1. The idea is to view Ê as
a sum of random variables. To this end we review a matrix Bernstein concentration
inequality and the definition of intrinsic dimension (Section 3.1.1), and then apply
the concentration inequality to prove Theorem 2.1 (Section 3.1.2), followed by a brief
discussion of expectation-based bounds (Section 3.1.3).
3.1.1. Matrix Bernstein concentration inequality, and intrinsic dimen-
sion. Concentration inequalities bound the deviation of a sum of random variables
from the mean.
Here, the random variables are matrix-valued and bounded; and have zero mean,
and bounded “variance” in the sense of the Lo¨wner partial order1. We use a matrix
Bernstein concentration inequality with intrinsic dimension [28, Section 7.2] in the
context of a random sampling model [28, page 83]. The intrinsic dimension quantifies
the numerical rank of a symmetric positive semi-definite matrix, and is instrumental
in avoiding an explicit dependence on the matrix dimension.
Definition 3.1 (Section 2.1 in [19], Definition 7.1.1 in [28]). The intrinsic
dimension or effective rank of a non-zero, symmetric positive semi-definite matrix
P ∈ Rm×m is intdim (P ) ≡ trace (P )/‖P‖2.
1If P1 and P2 are real symmetric matrices, then P1  P2 means that P2 − P1 is positive semi-
definite [16, Definition 7.7.1].
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The symmetric positive semi-definiteness of P implies that its intrinsic dimension
is bounded by the rank
1 ≤ intdim (P ) ≤ rank (P ) ≤ m,
and is equal to the stable rank of a square root [28, Section 6.5.4]
intdim(P ) =
λ1(P ) + · · ·+ λm(P )
λ1(P )
=
σ1(P
1/2)2 + · · ·+ σm(P
1/2)2
σ1(P 1/2)
=
(
‖P 1/2‖F
‖P 1/2‖2
)2
= sr (P 1/2).
Theorem 3.2 ( [18, 19] and Theorem 7.3.1 in [28]). If
1. (Independence) Xj are n independent real symmetric random matrices,
2. (Boundedness) max1≤j≤n ‖Xj‖2 ≤ β for some β > 0,
3. (Zero mean) E [Xj ] = 0, 1 ≤ j ≤ n,
4. (Bounded matrix variance)
∑n
j=1 E [X
2
j ]  P for some P ,
5. (Sufficient tolerance) ǫ ≥ ‖P‖
1/2
2
+ β/3,
then
P
∥∥∥∥∥∥
n∑
j=1
Xj
∥∥∥∥∥∥
2
≥ ǫ
 ≤ 4 intdim (P ) exp( −ǫ2/2
‖P‖
2
+ βǫ/3
)
.
Since E
[∑n
j=1Xj
]
= 0, Theorem 3.2 is a bound for the deviation of the sum
from its mean, and implies that a large deviation is unlikely if the matrix variance
has low rank. Most importantly, the bound does not depend on the dimension of the
matrices Xj.
3.1.2. Proof of Theorem 2.1. The proof is inspired by [15, Theorem 7.8] and
similar in part to the proof of [17, Theorem 3]. Set
Xj ≡ zjz
T
j and Yj ≡
1
n
(Xj − E) , 1 ≤ j ≤ n,
so that
∑n
j=1 Yj =
∑n
j=1 Xj −E. Before applying Theorem 3.2 to the sum of the Yj ,
we need to verify that they satisfy the assumptions.
Independence. By assumption, the Xj are independent, and so are the Yj .
Zero mean. Since E[Xj ] = E, the linearity of the expected value implies
E [Yj ] =
1
n (E[Xj ]− E) =
1
n (E − E) = 0.
Boundedness. The positive semi-definiteness and boundedness of Xj and E from
Section 2.1 imply
‖Yj‖2 ≤
1
n
max {‖Xj‖2, ‖E‖2} ≤
1
n
max{L2, ‖E‖2} ≤ β ≡
L2
n
. (3.1)
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Matrix variance. Multiply out, and apply the definition of E,
E [Y 2j ] =
1
n2
E
[
(Xj − E)
2
]
=
1
n2
(
E[X2j ]− E E[Xj ]− E[Xj ]E + E
2
)
=
1
n2
(
E[X2j ]− E
2
)
.
Since E is positive semi-definite, we can drop it without decreasing semi-definiteness,
E [Y 2j ] 
1
n2
E [X2j ]. (3.2)
Bounded matrix variance. Since Xj is an outer product,
X2j = z
T
j zj Xj = ‖zj‖
2
2Xj  L
2Xj ,
thus E[X2j ]  L
2
E[Xj ] = L
2E. This, together with (3.2) gives E
[
Y 2j
]
 L
2
n2 E. The
linearity of the expected value across the n identically distributed summands implies
n∑
j=1
E [Y 2j ] 
n∑
j=1
L2
n2
E = P ≡
L2
n
E, (3.3)
where P is symmetric positive semi-definite since E is.
From ‖P‖2 =
L2
n ‖E‖2 and trace (P ) =
L2
n trace (E) follows
intdim (P ) = trace (E)/‖E‖2.
Application of Theorem 3.2. Substituting (3.1) and (3.3) into Theorem 3.2 gives
the probability for the absolute error
P [‖S − E‖2 ≥ ǫˆ] ≤ 4 intdim (E) exp
(
−
n
L2
ǫˆ2/2
‖E‖2 + ǫˆ/3
)
.
Setting ǫˆ = ‖E‖2 ǫ gives the probability for the relative error
P
[
‖S − E‖2
‖E‖2
≥ ǫ
]
≤ 4 intdim (E) exp
(
−n
‖E‖2
L2
ǫ2/2
1 + ǫ/3
)
.
Setting the above right hand side equal to δ and solving for ǫ gives
ǫ = γ +
√
γ (γ + 6) where γ =
1
3n
L2
‖E‖2
ln
(
4
δ
intdim (E)
)
.
Sufficient tolerance. We still need to check the lower bound for ǫˆ and verify that
ǫˆ ≥ β/3 + ‖P‖
1/2
2 , which is equivalent to verifying that
ǫ ≥
β
3‖E‖2
+
‖P‖
1/2
2
‖E‖2
.
From 0 < δ < 1 and intdim (E) ≥ 1 follows e < 4δ ≤
4
δ intdim (E), which implies
ln(4δ intdim (E)) ≥ 1. Together with (3.1) this gives
β
3‖E‖2
=
1
3n
L2
‖E‖2
≤
1
3n
L2
‖E‖2
ln
(
4
δ
intdim (E)
)
= γ,
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and with (3.3)
‖P‖
1/2
2
‖E‖2
=
1
‖E‖2
√
L2
n
‖E‖2 =
√
1
n
L2
‖E‖2
≤
√
6γ ≤
√
γ (γ + 6).
Adding the two previous inequalities gives the required lower bound
ǫ ≥ γ +
√
γ (γ + 6) ≥
β
3‖E‖2
+
‖P‖
1/2
2
‖E‖2
. (3.4)
3.1.3. Expectation-based bounds. Following the observation [28, Section 4.1]
that matrix concentration bounds may not always give satisfactory information about
the tail, we consider an alternative to the exponential Bernstein concentration inequal-
ity [28, Theorem 7.3.1] represented here by Theorem 3.2, and combine an expectation
bound with the scalar Markov inequality.
The intrinsic dimension expectation bound [28, Corollary 7.3.2], together with
the assumptions in Theorem 3.2 and the bounds in [28, Section 7.4.4] implies for
matrices P with intdim(P ) ≥ 2 that
E
∥∥∥∥∥∥
n∑
j=1
Xj
∥∥∥∥∥∥
2
 ≤ 10
3
(√
‖P‖2 θ + β θ
)
, θ ≡ ln (1 + intdim(P )).
Combined with Markov’s inequality [28, (2.2.1)] this gives
δ ≡ P
[
‖Ê − E‖2 ≥ ǫ
]
≤ E
‖ n∑
j=1
Xj‖2
 /ǫ.
Thus, the error bound is inversely proportional to the failure probability,
ǫ = O(1/δ).
In contrast, Theorem 2.1 implies the much weaker dependence,
ǫ = O(ln (1/δ)).
Since we are interested in extremely small failure probabilities, on the order of ma-
chine epsilon, δ = 10−15, exponential concentration inequalities are preferable to
expectation-based bounds in our context.
3.2. Proof of Corollary 2.2. A lower bound on ǫ is required by the last assump-
tion of Theorem 3.2 and was established in (3.4), which is equivalent to 2 γ (3+ǫ) ≤ ǫ2.
This bound and therefore (3.4) definitely holds if
γ ≤ ǫ2/8 (3.5)
because ǫ < 1. Setting γ = α/n and α ≡ L
2
3 ‖E‖2
ln
(
4
δ intdim (E)
)
shows that (3.5) is
equivalent to the desired lower bound for n.
3.3. Everything for the proof of Theorem 2.3. We verify the conditions
and apply a deterministic bound for the subspace angle (Section 3.3.1), and then
present the proof of Theorem 2.3 (Section 3.3.2).
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3.3.1. Deterministic subspace angle bound. We bound sin∠(Ŝ,S) in terms
of the absolute error ‖Ê − E‖2.
The keep the notation simple, partition the eigenvectors in (2.1)
V =
(
V1 V2
)
where V1 ≡
(
v1 · · · vk
)
∈ Rm×k, (3.6)
and conformally partition the eigenvectors in (2.2),
V̂ =
(
V̂1 V̂2
)
, where V̂1 ≡
(
v̂1 · · · v̂k
)
∈ Rm×k.
Next is a straightforward specialization of [25, Theorems 2.7 and 4.11], [26, The-
orem V.2.7], and [13, Corollary 8.1.11] to real symmetric matrices and the two norm.
Lemma 3.3. Partition as in (3.6),
F =
(
F11 F12
FT12 F22
)
≡
(
V1 V2
)T
(Ê − E)
(
V1 V2
)
.
If gap ≡ λk − λk+1 > 0,
η ≡ gap− ‖F11‖2 − ‖F22‖2 > 0 and
‖F12‖2
gap
< 1
2
(3.7)
then
‖V1V
T
1 − V̂1V̂
T
1 ‖2 ≤ 2 ‖F12‖2/η.
Now comes the deterministic basis for Theorem 2.3, and it requires the perturba-
tion ‖Ê−E‖2 to be sufficiently small compared to the eigenvalue gap. The conclusions
are spelled out in more detail than usual to ensure a correct interface with the matrix
concentration bounds for Section 3.3.2.
Theorem 3.4. If for some 1 ≤ k < m, the matrix E has an eigenvalue gap
λk − λk+1 > 0 and ‖Ê − E‖2 < (λk − λk+1)/4, then
1. Ê has an eigenvalue gap at the same location as E, that is, λ̂k − λ̂k+1 > 0.
2. The dominant subspaces S = range (V1) and Ŝ = range (V̂1) are well-defined.
3. The largest principal angle ∠(Ŝ,S) is bounded by
sin∠(Ŝ,S) ≤ 4
‖Ê − E‖2
λk − λk+1
.
Proof. With the abbreviations τ ≡ ‖Ê − E‖2 and gap ≡ λk − λk+1 > 0, the all
important assumption takes the form
‖F‖2 = τ < gap/4. (3.8)
The three statements will now be proved in the order listed.
1. To show that λ̂k−λ̂k+1 > 0, invoke the Cauchy interlace Theorem [21, Section
10-1], max1≤j≤m |λj − λ̂j | ≤ τ , which implies in particular λ̂k ≥ λk − τ and
λ̂k+1 ≤ λk+1 + τ . Together with (3.8) this gives
λ̂k − λ̂k+1 ≥ (λk − τ)− (λk+1 + τ) = gap− 2τ > 4τ − 2τ = 2τ ≥ 0.
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2. The existence of the eigenvalue gaps λk−λk+1 > 0 and λ̂k− λ̂k+1 > 0 implies
that S and Ŝ are simple invariant subspaces [26, Section V.1].
Since the columns of V1, V̂1 ∈ R
m×k are orthonormal bases for S = range(V1)
and Ŝ = range(V̂1), respectively, the matrices V1V
T
1 and V̂1V̂
T
1 are orthogonal
projectors onto S and Ŝ, respectively.
3. The two norm difference between orthogonal projectors onto equi-dimensional
spaces is the sine of the largest principal angle [13, Sections 2.5.3, 6.4.3], [25,
Corollary 2.6],
sin∠(Ŝ,S) = ‖V1V
T
1 − V̂1V̂
T
1 ‖2. (3.9)
To bound this difference in terms of τ , we apply Lemma 3.3, but need to
verify first that its conditions (3.7) hold.
The first condition in (3.7) follows from (3.8) and
η = gap− ‖F11‖2 − ‖F22‖2 ≥ gap− 2‖F‖2 ≥ gap−
1
2
gap = 1
2
gap > 0.
The second condition in (3.7) also follows from (3.8) and
‖F12‖2
gap
≤
‖F‖2
gap
< 1
4
< 1
2
.
The desired bound follows from combining (3.9), Lemma 3.3 and η ≥ 1
2
gap.
Theorem 3.4 implies that the subspace S is well-conditioned if the eigenvalue gap
λk − λk+1 is large compared to the matrix perturbation ‖Ê − E‖2.
3.3.2. Proof of Theorem 2.3. We combine the probabilistic bound in Corol-
lary 2.2 and the deterministic bound in Theorem 3.4.
Corollary 2.2 implies: If
n ≥
8
3 ǫ2
L2
‖E‖2
ln
(
4
δ
intdim (E)
)
, (3.10)
then with probability at least 1 − δ we have ‖Ê − E‖2 ≤ ‖E‖2 ǫ. Theorem 2.3
guarantees, by assumption, that ‖E‖2 ǫ < (λk − λk+1)/4.
Combining the two gives: If (3.10) holds, then with probability at least 1 − δ
we have ‖Ê − E‖2 ≤ (λk − λk+1)/4. This in turn means: If (3.10) holds then with
probability at least 1 − δ the assumptions for Theorem 3.4 are satisfied, and its
conclusions hold.
Remark 3.5. We do not see how to transfer the eigenvalue gap λk − λk+1 from
the angle bound into the number of samples.
This is because the deterministic bound in Theorem 3.4 and the probabilistic bound
in Corollary 2.2 make competing demands. The former requires an upper bound on
the matrix perturbation ‖Ê − E‖2, while the latter requires a lower bound.
3.4. Proof of Theorem 2.5. Once the required bound for E has been estab-
lished below, the proof of Theorem 2.5 is is a direct consequence of Theorem 2.3.
Lemma 3.6. The matrix E in Theorem 2.5 satisfies ‖E‖2 ≤ L
2.
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Proof. This follows from the assumptions in Section 2.5 and the fact that ρ is a
probability density function,
‖E‖2 =
∥∥∥∥∫ ∇f(x)(∇f(x))T ρ(x) dx∥∥∥∥
2
≤
∫
‖∇f(x)(∇f(x))T ‖2 ρ(x) dx
≤ max
x
{‖∇f(x)‖22}
∫
ρ(x) dx ≤ L2.
Thus we can interpret
L2/‖E‖2 ≥ 1 (3.11)
as a measure for the smoothness of f .
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