Abstract-We consider the partially coherent additive white Gaussian noise channel (PCAWGN) in optical communications and review the derivation of the exact channel conditional probability model in a closed-form solution in polar coordinates. In addition, we derive a reduced-complexity approximation by replacing the Rician and Tikhonov distributions describing amplitude and phase components, respectively, with their Gaussian approximation under certain assumptions of high SNR and low phase noise or jitter. Our proposal significantly reduces the hardware complexity by removing the modified Bessel functions involved in the exact solution. Furthermore, we compare the proposed approximation with a different metric previously found in the literature and observe that for maximumlikelihood hard symbol decision, both models are in perfect agreement with the optimal detector. However, our model not only reduces the required number of multiplications from 12 to 8 and additions from 9 to 3 (per computed symbol) but also reduces the information loss by at least one and up to several orders of magnitude with respect to the previously published metric when used to compute the channel achievable information rate (AIR). In all the simulation cases, we use QAM constellations of orders 4, 8, 16, and 32 as test input symbol sets.
I. INTRODUCTION

I
N OPTICAL communications it is customary to model different sources of noise, such as the propagated amplified spontaneous emission (ASE) or the shot-noise at the photodiodes (PD), as a lumped term of additive white Gaussian (complex) noise (AWGN) at the receiver. In addition to that, when the information is not encoded only in the amplitude but also in the phase, coherent optical systems suffer from another kind of angular noise known as phase noise or jitter, mainly (but not only) due to the lasers spectral linewidth, where the phase evolution of the laser output signal is commonly modeled as a Wiener process (or random walk), i.e. a process with memory.
One particular way to study such optical channels consists of considering that one or more subsystems at the receiver have performed the required signal conditioning (filtering, equalization, etc.) and the subsequent carrier phase estimation (CPE), either with a phase-locked loop (PLL) or with digital signal processing (DSP) techniques. Thus, what is left is the transmitted signal plus a component of linear noise and a component of angular or phase noise. This is commonly known as the (memoryless) partially coherent AWGN channel (PCAWGN) and it has been widely studied in the past [1] - [4] . The mathematical model of the PCAWGN channel conditional probability can serve more than one purpose. One of utmost importance in modern communications is that it enables the computation of mutual information (MI) as an upper limit to the channel's achievable information rate (AIR) [5] . Among other possible applications, e.g. in [1] , [2] the authors used the model on the estimation of the bit-to-error ratio (BER), in [4] it was used to derive a lower bound of 2.4 dB on the shaping gain, and in [6] it was shown that it can improve a CPE algorithm tolerance to phase noise.
In this work we aim to introduce a reduced-complexity approximated model for the PCAWGN channel conditional probability and compare it with other existing solutions in the literature. This letter is structured as follows: Section II provides the mathematical model of the PCAWGN channel conditional probability. Then, in Section III we describe some ways to numerically solve the exact solution and propose a reduced-complexity approximation in polar coordinates. We also include, by way of comparison, another approach previously presented in [1] . In Section IV we present the simulation results of the maximum-likelihood hard-decision (ML-HD) symbol error rate (SER) and information loss for different values of SNR and phase noise. Finally, we end this letter with the conclusions.
II. PROBLEM STATEMENT Consider the discrete-time memoryless PCAWGN channel in which at any given sampling time t = kT we have
where X and Y are complex-valued random variables representing the transmitted symbols and the received samples, respectively. N is complex additive white Gaussian noise (AWGN) with zero mean and variance
2 . Each symbol in X is drawn from the discrete constellation X with probability mass function (PMF) p (x), and the observed variable Y : (ρ, θ) is continuous, whith amplitude ρ ∈ [0, ∞) (although in practice this range is generally limited to [0, ρ max )) and argument θ ∈ [−π, π). The term ϕ represents the phase noise, j = √ −1, and here we define the SNR in dB as 10 · log 10 (P S /N 0 ) where P S is the average transmitted power, i.e. P s = E |X| 2 , where E means statistical expectation.
A. Special Case: the AWGN Channel
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the distributions of amplitude and angular components due to AWGN only, and later introduce the effects of phase noise. Thus, assuming ϕ = 0 in Eq. (1) the channel conditional probability p (y | x) in polar coordinates is well known as [7] 
where θ 0 is the modulo-π angular difference between x and y, that is
The marginal probability distribution function (PDF) of the observed amplitude ρ is also well known to follow the Rician distribution
where I 0 (κ) is the modified Bessel function of the first kind and κ is given by
From Eq. (2) and Eq. (4) it is possible to obtain the a posteriori probability (APP) of the angular difference θ 0 as
which is a Tikhonov distribution, M (0, κ), (also known as von Mises). Eq. (6) is the exact solution for the PDF of the observed AWGN-induced difference θ 0 conditioned on the transmitted symbol x and the observed amplitude ρ [8] .
B. Study Case: the PCAWGN Channel
To model the PCAWGN channel conditional probability it is necessary to know the statistical properties of ϕ. The most commonly used distributions for phase noise in PCAWGN channels are the wrapped Gaussian and the Tikhonov, with zero mean and variance σ 2 p . The former might result impractical due to the infinite series involved in its computation, although a truncated version might be used. On the other hand, the latter is a very popular choice as it is a good approximation for the wrapped Gaussian and can be computed efficiently. For this reason, in what follows we will assume ϕ ∼ M (0, α).
Modeling in polar coordinates allows us to treat the amplitude and phase separately: on one hand, the amplitude of the received signal is not affected by the phase noise, hence the distribution p (ρ | x) is the same as given in Eq. (4) and, on the other hand, the new angular difference θ = θ 0 + ϕ has a distribution that results from the convolution of p (θ 0 | x, ρ) with p (ϕ) and is calculated as [9, Eq. 3.5.43]
with θ defined as in Eq. (3). Multiplying Eq. (4) and Eq. (7) yields the PCAWGN channel conditional probability
with
which is a similar result to the one shown in [4, Eq. 3] with the only difference that in the latter the authors considered other factors like the portion of power in a pilot tone and the one-sided loop bandwidth-sampling period product. For the remainder of this text we will refer to Eq. (8) as to the exact solution of the PCAWGN channel conditional probability.
III. APPROXIMATED MODELS A. Numerical Approximations
Numerical approximations are sometimes required to evaluate Eq. (8) due to computational overflows associated with I 0 (z). This can, however, be overcome by using the asymptotic approximation of I 0 (z) such as the truncated power expansion (see e.g. [9, Eq. 3.5.33]) to give 
where the effective squared distance d 2 is obtained as
and the angled brackets ·, · indicate the inner product. In what follows we will refer to Eq. (12) and Eq. (13) as Foschini's metric, model, or approximation.
C. Proposed Approximated Model in Polar Coordinates
We derive an alternative metric following a different approach and approximating the channel model of Eq. (8) 
where the constant K ρ is to ensure that the total probability between ρ ∈ [0, ∞) is unity. Similarly, the phase distribution given by Eq. (6) as the convolution of two Tikhonov can be approximated by another Tikhonov or by a wrapped Gaussian ([9, p. 44]) which we will in turn approximate by truncation to the unwrapped Gaussian
(15) where K θ ensures the total probability in θ ∈ (−π, π) is unity and σ 2 is the variance of θ , which we obtain as the sum of the variances of the distributions convolved, that is
where we have assumed that for σ 2 p 1 → σ 2 p ≈ 1 α . According to our approximation, half of the power of the AWGN term will produce a Gaussian-distributed angular displacement proportionally shorter as the point is further from the origin. In this regard, the factor (|x| ρ) is known to yield a better estimation than |x| 2 or ρ 2 [8] .
Finally, multiplying Eq. (15) and Eq. (14) we obtain the proposed approximated model
and K = K ρ K θ which for high SNR we assume K ≈ 1. It is noticeable the way in which Eq. (17) resembles an Euclidean distance. Similarly to what happens with Foschini's metric in Eq. (12), the angles are "compressed" such that points at a longer angular distance appear to be equidistant. These equidistant (or equiprobable) curves are shown in Fig. 1 for three values of probability densities (5, 2.5, and 1). The approximated metrics exhibit the same shape as the exact model, but only the proposed one closely matches the probability density values for most values of α. This explains why while both approximations are good as ML-HD detectors (see Fig. 2 ), our model yields a better calculation of channel MI Fig. 3 ). The main difference between the proposed model and Foschini's metric is the use of polar versus rectangular coordinates, respectively. The latter is derived by means of vector algebra and thus relies on inner products, which require a few more multiplications per symbol (12) compared to the proposed polar model (8) . The required number of operations for the approximated and exact solutions is detailed in Table I. IV. SIMULATION RESULTS In a first set of simulations, we test Foschini's metric and the proposed approximation as ML-HD detectors and compare their performance in terms SER. The results are shown in Fig. 2 after a Monte-Carlo simulation of 10 6 symbols for each data point, randomly generated according to Eq. (1) with complex Gaussian N and wrapped Gaussian ϕ. It can be seen that for all values of α and QAM orders (4, 8, 16 , and 32), both Foschini's (×) and the proposed approximation (•) exhibit excellent agreement with the optimal detector (solid line); the Euclidean slicer is also shown for reference (dashed).
In a second simulation, we evaluate the information loss I between the exact (I opt ) and approximated (or auxiliary, I aux ) channel models, in bits per symbol, that is I = I opt − I aux , where we obtain the channel AIR as [5, Eq. 6] 
where M is the size of X , m = log 2 M, and where we have introduced the distinction between p (y | x) versus q (y | x) as in [10, Eq. 35 ] to enable the computation of both the optimal and the auxiliary-channel lower bounds. Thus, while p (y | x) is obtained as in Eq. (8) quickly vanishing as SNR increases. In contrast, in the presence of phase noise the proposed model exhibits a much better performance when compared to Foschini's metric, reducing the information loss by at least one and up to several orders of magnitude for all the tested constellations and values of α.
V. CONCLUSIONS We have considered the partially coherent AWGN channel (PCAWGN) providing the derivation of the exact solution for the channel conditional probability. We have also suggested ways to approximate this solution, including Foschini's metric, and have introduced a reduced-complexity approximation in polar coordinates that requires less multiplications than the other approaches considered. Our simulations show that both metrics exhibit perfect agreement with the optimum solution as maximum-likelihood hard-decision symbol detectors. However, when computing the channel achievable information rate, our model yields a much lower figure of information loss w.r.t. the exact solution, and reducing by up to three orders of magnitude the values obtained by Foschini's metric.
