Abstract-We determine all signals giving equality for the discrete Hirschman uncertainty principle. We single out the case where the entropies of the time signal and its Fourier transform are equal. These signals (up to scalar multiples) form an orthonormal basis giving an orthogonal transform that optimally packs a finite-duration discrete-time signal. The transform may be computed via a fast algorithm due to its relationship to the discrete Fourier transform.
I. INTRODUCTION
In [1] , we introduced the weighted average of the entropies of a discrete-time signal and its Fourier transform H p that measures the concentration of a signal in the sample-frequency phase plane. This was used to show that discretized Gaussian pulses may not be the most compact basis [2] , and a lower limit on the compaction in the phase plane was conjectured. We have since discovered that part of this conjectured lower limit was proven in [3] under the moniker of "a discrete Hirschman's uncertainty principle." This principle states that H is at least 1 2 log(N ), where N is the length of the discrete-time signal.
However, that result did not describe the characteristics of the signals that meet the limit, as our conjecture did [1] , [4] . We further argued in [5] that this measure indicates two possible "best basis" options: 1) the multitransform (nonorthogonal) option, 2) the orthogonal discrete Hirschman uncertainty principle option.
We have discussed many results in the first option (see [1] for pointers to many references). The second option is the focus of this correspondence. We have found a basis (transform) that is orthogonal and that uniquely minimizes the discrete Hirschman uncertainty principle.
II. STATEMENT OF THE MAIN THEOREM
Fix a positive integer N . Let A denote the ring =N . Thus A = f0; 1; 2; . . . ; N 01g, with the addition and multiplication modulo N .
Often we shall view A as a group with respect to the addition.
The Heisenberg group of degree one, with coefficients in A, is the group G 1 (A) of all matrices of the form Recall the discrete Fourier transform (DFT), defined with respect to the character
Here jAj = N is the cardinality of the set A. The inverse Fourier transform is given by
A straightforward calculation shows that F(x; y; z)F 01 = (0y; x; z 0 xy) (x; y; z 2 A): (4) In other words, the Fourier transform normalizes the group (G 1 (A)). This set of equivalence classes forms a complex projective space which we will denote by P (A). Note that being orthogonal is well-defined on the equivalence classes, so a subset of P (A) being orthonormal makes sense. There is an induced action of the Heisenberg group G1(A) on P (A) defined via (3) 
Theorem 1 (Main Theorem):
b) The set of vectors u 2 P (A) and H 1=2 (u) = Part a) of the above theorem has been proven by Dembo, Cover and Thomas, [3] . The idea of their proof is based on Hirschman's work, [6] . In fact, those authors name the inequality a) "the discrete Hirschman uncertainty principle." Following this line, we have chosen the title of this correspondence. While unaware of the work in [3] , we conjectured a result close to the above theorem in [1] . The conjecture was refined in [4] .
The strategy of the proof of part b) is to reduce it to a result of Donoho and Stark [7, Theorem 13] . In order to keep the presentation self-contained, we give proofs for this as well as part a). Part c) suggests a close connection of the functions listed in b) with wavelets, along the lines explored partially in [8] .
A generalization of parts a) and b) of the Main Theorem, where the finite cyclic group A is replaced with a compactly generated, locally compact abelian group is available [9] . This includes multidimensional finite (A is a product of finite cyclic groups), continuous (A = N ), and periodic (A = ( = ) N ) cases, as well as their products. 
where jsupp uj stands for the cardinality of supp u, the support of u.
The inequality (7) is of course well known. 
By applying negative logarithm to both sides of (8) we obtain the following inequality:
log(kuk 1=t ) 0 log(kûk 1=(10t) ) t 0 1 2 log(jAj) 1 2 t 1 : (9) As an aside, notice that the left-hand side of (9) is a difference of two convex functions.
We assume from now on that kuk2 = 1. Then both sides of (9) are equal to zero for t = 1 2 . Hence, (6) and (7) imply
This verifies part a) of the theorem as in [3] .
We are interested in functions u for which the equality holds in (10) . We are going to use some ideas of Zygmund, [10, Ch. 12, eqs. The statements (13) and (14) mean that the functions juj and jûj are constant on their support. Since kuk2 = 1, it follows that ju(a)j = jsupp uj 01=2 and jû(b)j = jsuppûj 01=2 (a 2 supp u; b 2 suppû):
Hence,
Thus, the equality in (10) implies jsupp uj 1 jsuppûj = jAj:
Thus, part b) of the theorem will follow as soon as we verify the following theorem of Donoho and Stark, [7] . The left-hand side of (19) is equal to a2B\(0x+B) 
IV. THE HIRSCHMAN OPTIMAL TRANSFORM
Now that we have seen the theorem that actually defined the discrete Hirschman uncertainty principle optimal transform (HOT), we provide details regarding the transform.
A. The HOT Basis Functions
The basis functions that define the HOT are derived according to part b) of the Main Theorem, and those that are suggested in [7] . Consequently, we use the K-dimensional DFT as the originator signals for our N = K 2 -dimensional HOT basis. Each of these basis functions must then be shifted and interpolated to produce the sufficient number of orthogonal basis functions that define the HOT. We note that the DFT basis can be extended in a similar manner to produce an N = KL-dimensional transform. This basis, however, does not yield a HOT.
To detail this process, consider the three-point DFT defined x [1] x [2] x [3] x [4] x [5] x [6] x [7] x [8] :
