Abstract. We characterize symmetric spaces without focal points by the equality case of general inequalities between geometric quantities.
Introduction
Let (M, g) be a closed connected Riemannian manifold, and π : ( M , g) → (M, g) its universal cover endowed with the lifted Riemannian metric. We denote p(t, x, y), t ∈ R + , x, y ∈ M the heat kernel on M , the fundamental solution of the heat equation where B M (x, t) is the ball of radius t centered at x in M and Vol is the Riemannian volume on M .
All these numbers are nonnegative. Recall λ 0 is the bottom of the spectrum of the Laplacian, ℓ the linear drift, h the stochastic entropy and v the volume entropy. There is the following relation:
See [L1] for (a), [Gu] for (b) . Inequality (c) is shown in [L4] as a corollary of (b) and (1.2):
(1.2) ℓ 2 ≤ h.
In this paper, we are interested in the characterization of locally symmetric property of M by the equality case of the above inequalities for manifolds without focal points. Recall that a Riemannian manifold M is said to have no focal points if for any imbedded open geodesic segment γ : (−a, a) → M (where 0 < a ≤ ∞), the restriction of the exponential map on the normal bundle of γ is everywhere nonsingular. Hence any manifold of nonpositive curvature has no focal points. The reverse is not true since there exist manifolds without focal points but with sectional curvatures of both signs ( [Gul] ). If M is a locally symmetric space without focal points, it must have nonpositive curvature ( [He, Theorem 3.1] ). Note that for symmetric spaces of nonpositive curvature, 4λ 0 = v 2 ( [Kar] , cf. [BCG1, Appendice C] ) and hence all five numbers 4λ 0 , ℓ 2 , h, ℓv, v 2 coincide by (1.1), (1.2) above and are positive unless ( M , g) is (R n , Eucl.). Our result is a partial converse: Theorem 1.1. Let (M, g) be a compact connected Riemannian manifold without focal points. With the above notation, all the following equalities are equivalent to the locally symmetric property of M :
As recalled in [L4] , Theorem 1.1 is known in negative curvature case and follows from [K1] , [BFL] , [BCG2] , [FL] and [L1] . The other possible converses are delicate: even for negatively curved manifolds, in dimension greater than two, it is not known whether h = ℓv holds only for locally symmetric spaces. This is equivalent to a conjecture of Sullivan (see [L3] for a discussion). Sullivan's conjecture holds for surfaces of negative curvature ([L1] , [Ka] ). In negative curvature case, 4λ 0 = h (and hence 4λ 0 = ℓv) implies M is locally symmetric, which follows from [L2] , [BFL] , [BCG2] , and [FL] . In the no focal points case, whether 4λ 0 = h holds only for locally symmetric spaces may depend on a further study on the Martin boundary of M (cf. [AS] for this notion). However, it would follow from the hypothetical 4λ 0 ≤ ℓ 2 by ii) of Theorem 1.1.
We assume henceforth that (M, g) has no focal points. Given a geodesic γ in M , Jacobi fields along γ are vector fields t → J(t) ∈ T γ(t) M which describe infinitesimal variation of geodesics around γ. The rank of the geodesic γ is the dimension of the space of Jacobi fields such that t → J(t) is a constant function on R. The rank of a geodesic γ is at least one because of the trivial t →γ(t) which describes the variation by sliding the geodesic along itself. The rank of the manifold M is the smallest rank of geodesics in M . Using rank rigidity theorem for manifolds with no focal points from [W] , we reduce in section 2 the proof of Theorem 1.1 to proving that if (M, g) is rank one, the equality ℓ 2 = h implies that ( M , g) is a symmetric space. For this, we show in section 4 that the equality ℓ 2 = h implies that ( M , g) is asymptotically harmonic (see section 2.4 for its definition). This uses the solvability of the Dirichlet problem at infinity and the structure of harmonic measures of the stable foliation, which will be presented in section 3. Finally, it was recently observed by A. Zimmer ([Z1] ) that asymptotically harmonic universal covers of rank one manifolds are indeed symmetric spaces.
2. Generalities and reduction of Theorem 1.1
We assume in the following that (M, g) is a compact connected Riemannian manifold without focal points. Let M be the universal cover of M with covering group Γ = π 1 (M ).
2.1. Geometric boundary. The notion of geometric boundary was introduced by Eberlein and O'Neill [EO] for nonpositive curvature case (see [B3] ). Consider the geodesics on M . Two geodesic rays γ 1 and γ 2 of M are said to be asymptotic (or equivalent) if sup t≥0 d(γ 1 (t), γ 2 (t)) < +∞. The set of equivalence classes [γ] , denoted by M (∞), is called the geometric boundary of M . We denote by M the union M ∪ M (∞).
Given x ∈ M , for any geodesic ray γ of M , there exists a unique geodesic starting at x which is asymptotic to γ ( [O, Proposition 3] ). Hence for any (x, ξ) ∈ M × M (∞), there is a unique unit speed geodesic γ x,ξ satisfying γ x,ξ (0) = x and [γ x,ξ ] = ξ. Denote by S x M the unit tangent space at x to M . The mapping π −1
is a bijection between these two sets.
For v, w ∈ S p M , p ∈ M , the angle ∠ p (v, w) is the unique number 0 ≤ θ ≤ π such that v, w = cos θ. For q ∈ M other than p, let γ p,q denote the unique unit speed geodesic starting at p pointing at q. Given v ∈ S p M and 0 < ǫ < π. The set
is called the cone of vertex p, axis v, and angle ǫ (cf. [EO] ). It was shown in [Go] that there exists a canonical topology on M so that for any x ∈ M , the mapping π x is a homeomorphism between S x M and M (∞). The topology is called the "cone" topology in the sense for ξ ∈ M (∞), the truncated cones
containing ξ, where B(p, r) is the closed ball of radius r about p, form a local basis at ξ.
We will identify S M with
The action of Γ on M can be continuously extended to M (∞). Hence the quotient SM is identified with the quotient of M × M (∞) under the diagonal action of Γ.
2.2. Stable Jacobi tensor. Let γ be a geodesic in ( M , g) and let N (γ) be the normal bundle of γ:
A (1,1) tensor along γ is a family V = {V (t), t ∈ R}, where V (t) is an endomorphism of N t (γ) such that for any family Y t of parallel vectors along γ, the covariant derivative
We endow N (γ) with Fermi orthonormal coordinates given by a parallel frame field along γ. A (1,1) tensor along γ is parallel if V ′ (t) = 0 for all t. It is then given by a constant matrix in Fermi coordinates. The curvature tensor R induces a symmetric (1,1) tensor along γ by R(t)X = R(X,γ(t))γ(t). A (1,1) tensor V (t) along γ is called a Jacobi tensor if it satisfies V ′′ + RV = 0. If V (t) is a Jacobi tensor along γ, then J(t) := V (t)Y t is a Jacobi field for any parallel field Y t . [EOs] ) that the limit lim s→+∞ S v,s =: S v exists and is given by Similarly, by reversing the time in the construction of stable tensor, one obtains the corresponding unstable tensor and hence the unstable subspaces and the unstable foliation.
2.3. Busemann functions. Fix x 0 ∈ M as a reference point. For each ξ ∈ M (∞), define a Busemann function at ξ (cf. [E] ) as follows. Let γ x 0 ,ξ be the unique unit speed geodesic starting at x 0 which is asymptotic to ξ. For each s ≥ 0, define the function
We have by triangle inequality that b ξ,s (x) are decreasing with s and bounded absolutely from below by −d(x 0 , x). So the function
is well defined and is called the Busemann function at ξ. It was shown in [E] 
, we consider b ϕξ (ϕx). The geodesics γ x 0 ,ϕξ and γ ϕx 0 ,ϕξ are asymptotic. Hence the Busemann functions at ϕξ using different reference points x 0 and ϕx 0 only differ by a constant depending on x 0 , ϕ, ξ ([E, Proposition 3]), which is in fact given by b ξ (ϕx 0 ). So we have
It follows that the function ∆ x b ξ satisfies ∆ ϕx b ϕξ = ∆ x b ξ and therefore defines a function B on Γ\( M × M (∞)) = SM , which is called the Laplacian of the Busemann function.
, where b x,ξ is the Busemann function at ξ using x as a reference point. It is true ( [E] ) that
Since the stable tensor S v is continuous with respect to v, we have
Consequently the function B is continuous on SM .
2.4. Proof of Theorem 1.1. We continue assuming that ( M , g) has no focal points. By the Rank Rigidity Theorem (see [W] ), ( M , g) is of the form
where g is the product metric
is an irreducible symmetric space of rank at least two for i = 1, · · · , j and a rank one manifold for 
To prove Theorem 1.1, it suffices to prove that if ℓ 2 = h (or 4λ 0 = h), all M i in the decomposition are symmetric spaces. This is already true for i = 0, 1, · · · , j. It remains to show that ( M i , g i ) are symmetric spaces for i = j + 1, · · · , k. Note that each one of the spaces ( M i , g i ) admits a cocompact discrete group of isometries (see [Kn1, Theorem 3.3] using the corresponding theorems from [W] ). This shows that the linear drifts ℓ i and the stochastic entropies h i exist for each one of the spaces ( M i , g i ). Moreover, we clearly have
Therefore Theorem 1.1 follows from
) is a closed connected rank one manifold without focal points and that
Let (M, g) be a closed connected Riemannian manifold without focal points as before. Its universal cover ( M , g) is said to be asymptotically harmonic if B, the Laplacian of the Busemann function, is constant on SM . In that case, we have by [Z1, Theorem 1.2] that (M, g) is either flat or the geodesic flow on SM is Anosov. The latter case, as was observed by Knieper [Kn2, Theorem 3.6] , actually implies M is a rank one locally symmetric space. (Indeed, let M be as above with M being asymptotically harmonic. If the geodesic flow on SM is Anosov, then it is true by P. Foulon and F. Labourie [FL] that the stable and unstable distribution E s and E u of the geodesic flow are C ∞ . Hence the result of Y. Benoist, P. Foulon and F. Labourie [BFL] applies and gives that the geodesic flow of (M, g) is smoothly conjugate to the geodesic flow of a locally symmetric space (M 0 , g 0 ) of negative curvature. Note that in the no focal points case, the volume entropy and the topological entropy of the geodesic flow coincide [FM] . Thus one can use G. Besson, G. Courtois and S. Gallot's rigidity theorem ([BCG2] ) to conclude that the two spaces (M, g) and (M 0 , g 0 ) are isometric.) In summary, we have 
Harmonic measure for the stable foliation
We consider the stable foliation W := W s of subsection 2.2. Recall that the leaves are endowed with a natural Riemannian metric. We write ∆ W for the associated Laplace operator on functions which are of class C 2 along the leaves of W. A probability measure m on SM is called harmonic if it satisfies, for any C 2 function f ,
Our main result in this section is: A main step in the proof of Theorem 3.1 is to identify the lift of m in M × M (∞) locally as dx × dm x , where m x is the hitting probability at M (∞) of the Brownian motion on M starting at x and dx is proportional to the Riemannian volume on M . We adopt Ballmann's approach ( [B2, B3] ) to use Lyons-Sullivan's procedure ( [LS] ) of discretizing the Brownian motion (starting at x) to a random walk on Γ and show m x is indeed the unique stationary measure of the corresponding random process on Γ. The argument involves random walk on Γ, the solvability of the Dirichlet problem at infinity and divergence properties of geodesics for manifolds without focal points and is divided into seven steps for clarity.
3.1. Discretization of Brownian motion. Fix x 0 ∈ M . The discretization procedure of Lyons and Sullivan ([LS] ) associates to the Brownian motion on M a probability measure ν on Γ with ν(ϕ) > 0 for all ϕ ∈ Γ such that any bounded harmonic function h on M satisfies
Consider the random walk on Γ defined by ν with transition probability of ν(ϕ −1 ϕ) from ϕ ∈ Γ to ϕ ∈ Γ. For given ϕ 1 , · · · , ϕ k , the probability Q that a sequence {ϕ n } begins with ϕ 1 , · · · , ϕ k is defined to be
The random walk on Γ generated by ν is a good approximation of Brownian motion on M starting at x 0 in the following sense: i) The natural projection from W × Ω to W maps P to P, the probability measure on W associated to the Brownian motion starting at x 0 . ii) There is a map W ×Ω → Γ N , (c, ω) → {ϕ n (c, ω)}, which maps P onto the probability measure Q. iii) There is an increasing sequence of stopping times T n on W × Ω and a positive constant δ < 1 such that
3.2. Stationary measure of the random walk on Γ. Let ν be the Lyons-Sullivan measure on Γ corresponding to x 0 . Given a probability measure µ on M (∞), define the convolution ν * µ by letting
where f is any bounded measurable function on M (∞). The measure µ is called stationary (with respect to ν) if ν * µ = µ.
Stationary measures with respect to ν always exist and are not supported on points ([B3, p. 56] ). For the uniqueness of the harmonic measure for the stable foliation, we first show the hitting probability of the random walk on Γ defined by ν is the unique stationary measure on M (∞) with respect to ν and then identify this measure with the hitting probability of Brownian motion starting at x 0 .
Theorem 3.3. Let (M, g) be a closed connected rank one manifold without focal points. Let ν be a Lyons-Sullivan measure on Γ as above. Then for Q-almost all sequence {ϕ n } in Γ N , the sequence {ϕ n x}, x ∈ M , tends to a limit in M (∞). The hitting probability is given by the unique stationary measure on M (∞) with respect to ν.
The proof of Theorem 3.3 is the same as in [B3, Theorem 4 .11] once we show the induced random walk on Γ is transient and the Dirichlet problem for Γ is solvable (see section 3.5 for the definition). In the following, we present successively some properties of hyperbolic points for Γ, the transient property of random walk on Γ, and finally the solvability of Dirichlet problem for the random walk on Γ.
Hyperbolic points at infinity. A point p ∈ M (∞) is called hyperbolic ([BE]) if
for any q = p in M (∞), there exists a rank one geodesic joining q to p. A geodesic γ of M is called an axis if there exists a ϕ ∈ Γ and a ∈ R with ϕ(γ(t)) = γ(t + a) for all t. The endpoints of any rank one axial geodesic are hyperbolic ( [W, Theorem 6.11] ). On the other hand, we have by [W, Proposition 6.12 ] that for any pair of neighborhoods U , V of the endpoints of a rank one geodesic at M (∞), there exists a rank one axis with two endpoints in U, V , respectively. Note that the geodesic flow is topologically transitive for rank one manifold without focal points ( [Hu] ). We have by the above argument that Lemma 3.4. Let (M, g) be a closed connected rank one manifold without focal points. The set of hyperbolic points are dense in M (∞).
For hyperbolic points at infinity, we also have the following two lemmas from [W] 
neighborhood of p, and x ∈ M . Then there exists a neighborhood U ⊂ M of p such that if {ϕ n } is a sequence of isometries with
where ∠ a (b, c) denotes the angle between the unit tangent vectors at a of the geodesics γ a,b and γ a,c . [Fu, p. 212 ] that the random walk on Γ generated by ν is transient, i.e. d(x, ϕ n x) → ∞ for P almost any sequence {ϕ n } ⊂ Γ (cf. [B3, p. 58] Proof. By Lemma 3.4, we can choose two neighborhoods U i , i = 1, 2, of two hyperbolic points at M (∞) so that each contains some additional point besides the hyperbolic point and they satisfy
Transient random walk on Γ. If Γ is not amenable, then it is true by Furstenberg
. Then by Lemma 3.5, there exist isometries ϕ 1 and ϕ 2 ∈ Γ with
Hence for any ξ ∈ M (∞)\(U 1 ∪ U 2 ) and any non-trivial word ϕ in ϕ 1 and ϕ 2 , we see that ϕ(ξ) belongs to U i if ϕ begins with ϕ i and so ϕ ≡ id. Consequently, ϕ 1 and ϕ 2 generate a free subgroup of Γ and Γ is non-amenable as desired.
3.5. Dirichlet Problem at infinity for Γ. A function h : Γ → R is called ν harmonic if
Let µ be a ν-stationary measure. For any bounded and measurable function f on M (∞), define h f on Γ by letting
Then h f is ν harmonic since µ is ν-stationary. The Dirichlet problem for random walk on Γ generated by ν is solvable if for any bounded measurable function f on M (∞) and ξ ∈ M (∞) a point of continuity for f , the function h f is continuous at ξ, i.e. if {ϕ n } ⊂ Γ is a sequence such that ϕ n x → ξ (for one and hence for any
Theorem 3.8. Let (M, g) be a closed connected rank one manifold without focal points. Let ν be a Lyons-Sullivan measure on Γ. Then the Dirichlet problem at infinity for the random walk on Γ generated by ν is solvable. Consequently, if f : M (∞) → R is continuous, then
h f is the unique ν harmonic function on Γ extending continuously to f at infinity.
Remark 3.9. The theorem holds true if we replace the Lyons-Sullivan measure by any probability measure on Γ whose support generates Γ as a semigroup.
The proof follows [B3, Theorem 4.10] . But the key lemma Ballmann used ([B3, Lemma 4.9]) needs to be adjusted in the no focal points setting. We present the two parts as a whole for completeness.
Proof of Theorem 3.8. Let ν be a Lyons-Sullivan measure on Γ and let µ be a ν-stationary measure. Suppose the Dirichlet problem is not solvable. Then there is a bounded measurable function f and a point ξ ∈ M (∞) of continuity for f such that there is {φ n } ⊂ Γ with
We may assume without loss of generality that f (ξ) = 0. Let {ϕ n } ⊂ Γ be such that lim n→+∞ |h f (ϕ n )| exists and is maximal along all such sequences in (3.2). Denote by
To draw a contradiction, it suffices to show there exist ϕ ∈ Γ and {n k } ⊂ N such that
Indeed, consider the l-th convolution ν l of ν defined inductively by letting ν 0 be the Dirac measure at the neutral element of Γ and
It is easy to see that µ is also stationary with respect to ν k and h f satisfies
Let ν k (ϕ) = α. We can break Γ into three subsets {ϕ}, G, L, where G ⊂ Γ is finite so that
Then we have by (3.4) that
This will contradict the choice of δ.
For (3.3), we firstly choose by continuity of f at ξ a number 0 < ǫ < δ 6 max{sup |f |,1} with
where C x 0 ,ξ (ǫ) is the shadow at infinity of the cone of at x 0 with axisγ x 0 ,ξ (0) and angle ǫ, i.e.
Next, we claim there exists a neighborhood U of some point at M (∞) with µ(U ) < ǫ, ϕ ∈ Γ and a sequence {n k } ⊂ N such that
With this, we have by the definition of the function h f (see (3.1)) that
What left is to show (3.5). Let {n k } ⊂ N be such that ϕ −1 n k x 0 → η ∈ M (∞) as k goes to infinity. Select two points p, q ∈ M (∞) with p hyperbolic and two disjoint neighborhoods U * p , U q in M around p, q, respectively, so that their union is apart from {η} ∪ C x 0 ,ξ (ǫ). We can further require µ(U q ) < ǫ. Apply Lemma 3.6 to the hyperbolic point p. We obtain a neighborhood U p ⊂ U * p so that (3.6) sup
For neighborhoods U p , U q of p, q, we apply Lemma 3.5 to obtain an isometry ϕ ∈ Γ with
We show U q and ϕ satisfy the requirement of (3.5). Let y ∈ M (∞)\U q . We have
where the first quantity goes to zero as k goes to infinity since ϕ n k (x 0 ) → ξ (as k → ∞) and the second quantity goes to zero by (3.6). This shows (3.5) holds true for k large.
3.6. Coincidence of two classes of hitting measures. To show the coincidence of the hitting probabilities at M (∞) of the Brownian motion (starting at x 0 ) and ν random walk on Γ, it suffices to show that for P almost all trajectories (c, ω), c ω (t) tends to the same limit as the sequence {ϕ n (c, ω)}. We need two more lemmas. is satisfied uniformly by all Jacobi fields which vanish initially at x 0 and have initial covariant derivative of length 1.
Lemma 3.11. (see [B2, Theorem 3.14] ) There exists a number β > 0 such that the random sequence {ϕ n } in Γ satisfies Proof. First, we have for P almost all trajectory (c, ω) that
To see this, for any ǫ > 0 let
Then by iii) of Proposition 3.2, we have
which is finite since
So we have by Borel-Cantelli lemma that ∩ m∈N ∪ n≥m A n,ǫ has P probability 0 and (3.7) follows since ǫ > 0 is arbitrary. By Lemma 3.11, we have for P almost all (c, ω) ∈ W × Ω,
and hence we have by (3.7) that d(x 0 , c ω (t)) → ∞ as t → ∞ as well.
Finally, Theorem 3.12 directly follows from (3.8) max
Tn<t<T n+1
Suppose (3.8) doesn't hold P almost everywhere. For a set of P positive measure of (c, ω), there is a θ > 0 and infinitely many n such that (3.9) max
For any 0 < ǫ < 1 8 β, for P almost all (c, ω), there is N > max{4T /β, T } (where T is from Lemma 3.10) such that for n > N , we have
Take (c, ω) so that (3.9), (3.10) and (3.11) hold true. For n > N and t ∈ (T n , T n+1 ), consider the geodesics γ, γ which start at x 0 and point at c ω (t) and ϕ n (c, ω)x 0 , respectively. On the one hand, we have by (3.10) and the triangle inequality that
On the other hand, since d 2 (n) > βn/2 > T , we have by Lemma 3.10 and (3.9) that
if we choose ǫ < 2 −1 θα(
2 . This, together with (3.12), contradicts (3.10).
3.7. Proof of Theorem 3.1.
Proof. Let m be a W harmonic probability measure on SM . Then, there is a unique Γ-invariant measure m on S M which coincides with m locally. Seen as a measure on M × M (∞), we claim that m is given, for any continuous f with compact support, by:
where m x is the hitting measure of Brownian motion at M (∞) starting at x and dx is proportional to the Riemannian volume on M .
Firstly, there is a family of probability measures x → m x on M (∞) with (3.13) holds such that, for all g continuous on M (∞), x → g(ξ) dm x (ξ) is a harmonic function on M . This follows from [Ga] . On the one hand, the measure m projects on M as a Γ-invariant measure satisfying ∆f dm = 0. The projection of m on M is proportional to Volume and formula (3.13) is the desintegration formula. On the other hand, if one projects m first on M (∞), there is a probability measure m on M (∞) such that
For m-a.e. ξ, the measure m ξ is a harmonic measure on M ; therefore, for m-a.e. ξ, there is a positive harmonic function k ξ (x) such that m ξ = k ξ (x)Vol . Comparing the two expressions for f d m, we see that, up to a normalizing constant, the measure m x is given by
We normalize m in such a way that k ξ (x 0 ) = 1 for almost all ξ. Then,
is indeed a harmonic function.
Next, for any x 0 ∈ M , let ν be the corresponding Lyons-Sullivan measure on Γ. Since for all g continuous on M (∞), x → m x (g) is a harmonic function and that m ϕx 0 = ϕ * m x 0 for ϕ ∈ Γ, it follows that the measure m x 0 is a stationary measure for ν, i.e.
So we conclude from Theorem 3.3 and Theorem 3.12 that m x 0 is the hitting probability at M (∞) of the Brownian motion starting at x 0 . Since x 0 was arbitrary in the above reasoning, we have the desired expression of the lift of m as in (3.13).
Finally, we have by the solvability of Dirichlet problem (Theorem 3.8) that each m x is fully supported on M (∞). It follows that the unique W harmonic measure m is fully supported on SM .
A linear drift characterization of local symmetry
For Theorem 2.1, it remains to show Proposition 2.3. Consider the action of Γ on M = M ∪ M (∞). Let X M be the quotient of the space M × M by the diagonal action of Γ. To each ξ ∈ M is associated the projection of W ξ of M × {ξ} in X M . As a subgroup of Γ, the stabilizer Γ ξ of the point ξ acts discretely on M and the space W ξ is homeomorphic to the quotient of M by Γ ξ . Put on each W ξ the smooth structure and the metric inherited from M . The manifold W ξ and its metric vary continuously on X M . The collection of all W ξ , ξ ∈ M form a continuous lamination W of X M with leaves which are manifolds locally modeled on M . Denote by ∆ W the laminated Laplace operator acting on functions which are smooth along the leaves of the lamination. A Borel measure m on X M is called harmonic (with respect to W) if it satisfies, for all f for which it makes sense,
Let m be the Γ invariant extension of a harmonic measure m on M × M . There exists a finite measure m on M ( [Ga] ) and, for m-almost every ξ, a positive harmonic function k ξ (x) with k ξ (x 0 ) = 1 such that the measure m can be written as
The set of harmonic probability measures is a weak* compact nonempty set of measures on X M ( [Ga] ). A harmonic probability measure m is called ergodic if it is extremal among harmonic probability measures. As a corollary of the results in [L4] and [Z2, Proposition 4 .2], we have the following proposition. Note that the random Brownian path converges at M (∞) by Theorem 3.12. Hence we conclude from (4.1) that m is actually pushed to be supported on M × M (∞). Thus, m is one (and hence is the only one by Theorem 3.1) harmonic measure for the stable foliation. We also conclude from Theorem 3.1 that m is fully supported on SM . Now we have m is fully supported on M (∞). Moreover, by Proposition 4.1, we have for m-a.e. ξ, ∆b ξ = ℓ. Recall from section 2.3 that the map x → b ξ (x) is of class C 2 and ∆ x b ξ depends continuously on ξ ∈ M (∞). We conclude that the Laplacian of the Busemann function B on SM is constant ℓ. This shows ( M , g) is asymptotically harmonic.
Remark 4.2. One can also show that any m in Proposition 4.1 is fully supported on SM without using the explicit description of the unique harmonic measure for the stable foliation in Theorem 3.1. Yet, we prefer to use it since it is independent of the assumption of ℓ 2 = h, has its own interest in Dirichlet problem and might be useful in a further study of Martin boundary in no focal points case. Here is one approach suggested by Zimmer.
