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Abstrakt
Tato práce se zabývá implementací 3D světa a pohybu v něm. Jsou zde popsány techniky,
které jsem využil pro vytvoření 3D světa a použité metody pro pohyb v tomto světě. Pro
vytvoření 3D světa byla použita knihovna OpenGL.
Abstract
In my thessis I am going to addres implementation of 3D world and movements in it. On
following pages you can find techniques that were used in creation of my 3D world and
methods that I used while creating movement in this world. This 3D world was created
using OpenGL library.
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Kapitola 1
Úvod
Od prvního počítače se lidé snažili podat informace co nejpohodlněji. Logicky vyplynulo, že
budeme chtít zobrazit informace barevně, přívětivěji a tím vznikly první grafické rozhraní
aplikace. Po určité době nás 2D plocha začala poměrně omezovat. Proto jsme vyvinuli způ-
sob, který nám umožní pracovat v 3D prostoru. Další rozměr nám dal nové možnosti využití
počítačů. Díky tomu se počítače dají použít pro obory, které potřebují pracovat s přesným
trojrozměrným rozhraním např. architekti, designéři. . . Jedno z největších využití 3D gra-
fiky je dnes interaktivní zábava (hry).
Práce v 3D prostoru má jednu věc společnou. Je potřeba se v něm nějak zorientovat
a pohybovat. 3D prostor nám dává mnoho možností, jak se v něm pohybovat. Člověk se
poté v prostoru jednoduše ztratí, zvláště pak, když není ničím určeno, kde je nahoře a
kde zase dole. Samotný 3D prostor nám tuhle informaci neurčuje. Při vytváření 3D světa
(nebo něčeho jiného v 3D prostoru) se musí programátor zamyslet i nad otázkou orientace
v prostoru.
Ve své práci jsem měl možnost prozkoumat aspekty vytvoření 3D světa a pohybu v něm.
Tato možnost mě oslovila, a proto jsem si tuhle práci zvolil. V 3D grafice a simulacích
něčeho reálného vidím budoucnost. Člověk je zvyklý z normálního života na trojrozměrný
prostor, proto se domnívám, že používat ve výpočetní technologii 3D prostředí je logický
krok. Myslím, že tohle odvětví bude dále rozvíjeno a počítám s tím, že v budoucnu bude
použití 3D grafiky stejně časté, jako dnešní okenní aplikace v počítači. Velká motivace pro
vytvoření 3D je tvořit něco, z čeho ostatní mohou mít užitek. 3D prostředí nám v tomto
případě dává nekonečné možnosti a je jen na lidech v jaké míře tyto možnosti využijí.
Má práce má za cíl vytvořit 3D svět a knihovnu pro umožnění pohodlného pohybu
v tomto 3D světě. Při tom se musí vyřešit problémy, které jsem uvedl výše. Pohyb v 3D
světě se provádí za pomoci kamer. Kamery mohou být různé, některé mohou dát uživateli
volnost při pohybu v 3D světě a jiné kamery mohou být navrženy zase tak, aby se snažili
simulovat realitu (např. chůzi).
První kapitola mé práce se zabývá návrhem aplikace. V této kapitole jsou rozebrány
metody, které mi umožnily vytvořit tuto aplikaci, použité knihovny a nástroje. Druhá kapi-
tola popisuje implementaci programu. Zde je implementace různých kamer a jsou popsány
způsoby, jak jsem realizoval tento 3D svět. Třetí kapitola shrnuje co se v aplikaci povedlo,
co mi to přineslo a jak se mi realizace povedla.
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Kapitola 2
Návrh aplikace
Při návrhu aplikace bylo potřeba přemýšlet nad problematikou matematiky a zvláště pak
nad transformacemi. Bez transformací se nedá 3D svět vytvořit, a pro potřebu pohybu
ve světě jsou transformace ještě podstatnější. Dále bylo potřeba pouvažovat nad nástroji,
které byly použity při tvorbě světa. Jako nástroje se využilo množství knihoven a program
Blender. Nejdůležitější knihovna pro realizaci práce je OpenGL knihovna, u které jsem
využil nejnovější verzi této knihovny.
2.1 Transformace
Transformace objektů jsou vlastně geometrické úpravy objektů, tzn. rotace, přesuny v 3D
světě, zmenšování a zvětšování objektu. Jak je uvedeno v sekci 3.3, tak při načítání dat si
každá část modelu uloží své vlastní transformace. Když je potřeba provést nějakou trans-
formaci na celý model, musí se ovlivnit všechny jeho části. Výhoda tohoto principu je, že
se může v případě potřeby ovlivnit jenom jednu část modelu. Toto se dá využít např. když
existuje model člověka a je potřeba aby pohnul rukou, poté je nutno změnit transformace
jenom pro ruku a ne pro celého člověka.
Při každé transformaci je hodně důležité hlídat, podle čeho je transformace prováděna.
Není možno každý cyklus provést transformace, protože cykly programu jsou stanoveny
počtem vykreslení na obrazovku (fps). Důsledkem by bylo, že rychlost transformací by byla
závislá na aktuální zátěži počítače a na každém počítači by se transformace provádějí jinou
rychlostí. Proto se pro tyhle účely používá čas.
Když načteme transformaci do modelu, tak je možno1 ji předělat na matici, tím že jsou
použity z knihovny GLM (viz kapitola 2.3) funkce, které tyto transformace provedou a
vrátí matici pro použití v shaderech. Knihovna GLM nahrazuje zastaralé řešení transfor-
mací, které bylo použito v OpenGL verzi 2, toto řešení je v nové verzi OpenGL 4.1 core
nedoporučené. Ve starší verzi se nepracovalo s maticemi manuálně, ale práci obstarávala
knihovna OpenGL sama. V nové verzi tuto práci musí vykonávat programátor viz sekce 2.2.
Matici lze vypočítat ručně, ale knihovna GLM nabízí pohodlné a efektivní řešení tohoto
problému.
1ale nemusíme, což dává možnost nahrát si do paměti pár transformací pro použití později
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2.1.1 Vytváření transformací
V případě, že je potřeba vytvářet transformace manuálně, tak se vytvoří podle vzorců
níže. Vytvoření transformace přesunu modelu se provede přes matici 2.1, pro zvětšení, nebo
zmenšení objektu se použije matice 2.2.
1 0 0 0
0 1 0 0
0 0 1 0
dx dy dz 1
 (2.1)

Sx 0 0 0
0 Sy 0 0
0 0 Sz 0
0 0 0 1
 (2.2)
Trochu jiná situace nastane v případě rotací v 3D prostoru. Rotace se provádějí kolem
počátku souřadného systému, a pro každou osu je transformační matice jiná. Pro rotaci
v ose X je matice 2.3, pro osu Y je matice 2.4 a pro osu Z je matice 2.5 [10].
1 0 0 0
0 cosα sinα 0
0 − sinα cosα 0
0 0 0 1
 (2.3)

cosα sinα 0 0
0 1 0 0
− sinα cosα 1 0
0 0 0 1
 (2.4)

cosα sinα 0 0
− sinα cosα 0 0
0 0 1 0
0 0 0 1
 (2.5)
Takhle se vytvoří matice pro model, ale celá transformace objektu je za pomoci složení
několika takových matic. Pro správné vyobrazení se používají tři matice, matice projekční,
matice modelu a matice pohledu. Tyto tři matice se vynásobí a výsledná matice se použije
ve vertex shaderu tak, že se vynásobí s každým bodem, který je potřeba vyobrazit. Tímto
způsobem se bod umístí tak, jak je potřeba.
2.2 OpenGL
Pro práci je využita knihovna OpenGL, ta je multiplatformní rozhraní API pro tvorbu
aplikací počítačové grafiky. OpenGL je nejrozšířenější průmyslový standard, který je využit
v tisících aplikací na všech možných platformách. OpenGL podporuje jak 2D tak 3D grafiku.
OpenGL se používá již od roku 1992 a rozšířilo se na velké množství platforem a přitom
je stále zpětně kompatibilní [13]. Tato skutečnost zaručuje, že nebude problém se zpětnou
kompatibilitou u aplikací.
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Tato knihovna se dá použít pro vytváření počítačových her, CAD/CAM/CAE programů
a aplikací virtuální reality. Standard OpenGL spravuje konsorcium ARB (Architecture Re-
view Board). OpenGL je dobře zdokumentovaný a díky dobré strukturovanosti a za pomoci
logických příkazů se poměrně dobře i používá. Knihovna pracuje na principu klient-server,
viz obrázek 2.1. Architektura klient-server funguje tak, že klient je aplikace OpenGL, která
se programuje, oproti tomu server je to, co tyto příkazy vykonává (grafická karta). Výhoda
tohoto principu je, že klient a server se nemusí nacházet na stejném počítači. Jedna z dalších
výhod OpenGL je nezávislost na platformě [17] [16].
Obrázek 2.1: OpenGL klient-server [3]
Nejnovější verze OpenGL je verze 4.1, která byla vydána 26. března 2010. Tato verze má
oproti staré verzi 2 hlavní rozdíl, že velmi využívá shadery (viz obrázek 2.3) místo předchozí
fixní pipeline (viz obrázek 2.2) a využívá hodně pro práci buffery [13] [17].
Obrázek 2.2: Fixní pipeline [3]
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Obrázek 2.3: Pipeline při použití shaderů [3]
2.2.1 Buffery
Data, která se určí pro uložení na buffer jsou nahrány do velmi výkonné paměti na straně
serveru. OpenGL umožňuje tuto paměť alokovat, inicializovat, nahrát do ní data a dále
s touto pamětí pracovat. Buffery jsou v OpenGL již od verze 1.5, ale v novějších verzích je
mnohem více využit. Buffer se nahraje do výkonné paměti serveru a díky tomu je k datům
velmi rychlý přístup. Buffer se dá použít například pro uložení pozice bodu v 3D pro-
storu, poté se k těmto datům dá jednoduše a rychle dostat, tak že se buffer aktivuje. Při
vykreslování objektu se použijí v tu dobu aktivní buffery [16].
Buffery se vkládají do vertex array, ten při své aktivaci zároveň aktivuje i vložené buffery.
Je to pro snadnější práci s buffery. V OpenGL 4.1 Core je nutnost vytvořit alespoň jeden
vertex array. Bufferů je mnoho typů některé se dají vložit do vertex array a některé se
vložit do vertex array nedají (např. frame buffer, element buffer). Buffery, které se vložit
nedají, se poté musí aktivovat zvlášť a většinou mají speciální význam2, ne jenom data pro
zpracování3 [17] [16].
2.2.2 Shadery
Shadery jsou krátké programy, které jsou napsány v jazyce GLSL. Jazyk GLSL má hodně
podobnou syntaxi jako programovací jazyk C. Informace určené pro zobrazení se postupně
předávají mezi shadery pomocí uniformních a variabilních proměnných a na základě těchto
informací se generuje výsledný obraz. Díky použivání shaderů získal programátor možnost
ovlivňovat téměř všechny aspekty zobrazování 3D těles. Shaderů je několik typů, které se
postupně vykonávají, jsou to vertex shader, tessellation shader, geometry shader a fragment
shader. Každý z těchto shaderu vykonává jinou práci.
• Vertex shader je shader, který vykonává práci na každém vertexu (bodu v prostoru).
Tento shader je zodpovědný za transformace a může přesouvat, zvětšovat a jinak
geometricky upravovat objekty.
• Tessellation shader pracuje s primitivy. Dostane vstupní primitivum a rozdělí ho na
více menších primitiv. Tessellation shader se skládá ze dvou shaderů, tessellation
2buffery se speciálním významem jsou např. určení, které elementy budeme číst (element buffery), uložení
vykreslené obrazovky (framebuffer)
3data pro zpracování přes OpenGL, např. body v prostoru, informace o barvě, texturovací koordináty
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control shader a tessellation evaluation shader, pro práci musí být oba shadery aktivní.
Je to volitelný shader.
• Geometry shader pracuje s primitivy a funguje podobně jako vertex shader. Získá
jedno primitivum a pracuje s ním. Je to volitelný shader. Vstupem do shaderu je
primitivum. Výstupem z shaderu je pak jedno nebo více jiných primitiv. Vstupní
primitivum se ruší.
• Fragment shader nebo také pixel shader je shader, který vypočítává barvu jednotli-
vých bodů na obrazovce. Na tomto shaderu se realizuje osvětlení, stíny atd.
V dnešní době se shadery používají na převážnou většinu efektů [16].
2.3 GLM
GLM je matematická knihovna pro OpenGL, používá se pro novou verzi OpenGL. GLM je
knihovna, která obsahuje pouze hlavičkové soubory, a díky tomu je jednoduše přenositelná.
Tato knihovna hodně využívá C++ templates.
V nové verzi OpenGL se již nepoužívá fixní pipeline, musí se tedy maticové operace jako
translace, zvětšování, zmenšování a rotace provádět manuálně a výslednou matici vložíme
do shaderu pro zpracování. Díky tomu se vydala tato knihovna, která nám dodává funkce
pro pomocné výpočty a umožňuje jednodušší práci s maticemi, vektory, kvaterniony, atd.
Knihovna GLM se snaží mít syntaxi co nejblíže jazyku GLSL [15].
2.4 SDL
Knihovna SDL je bezplatně dostupné multiplatformní multimediální vývojové API pro-
středí pro programování 3D aplikací. Používá se pro programování her, herní SDK (vývojové
prostředí), dema, emulátory, MPEG přehrávače atd. Jedna z nesporných výhod je nezávis-
lost na pořadí bytů platformy, což nám velmi zjednodušuje přenositelnost kódu. S pomocí
SDL se dá poměrně pohodlně pracovat s grafikou, událostmi, vlákny, časovači, zvukem a
dokáže přehrávat i audio CD.
Všechny tyto vlastnosti se u SDL dají jednoduše zapnout a ovládat. Velkou část práce,
co by programátor normálně musel řešit, je u SDL knihovny automatická. Tato knihovna
dokáže dobře a jednoduše vytvořit a obsluhovat OpenGL okno. V době psaní této práce
je možno SDL knihovnu použít na platformách Linux, Win32, BeOS a neoficiální porty a
porty ve vývoji jsou pro platformy Solaris, IRIX, FreeBSD, MacOS [11].
2.5 AntTweakBar
AntTweakBar je jednoduchá knihovna, která umožní vložit do 3D aplikace jednoduché a
intuitivní uživatelské prostředí. Je možné ho použít pro OpenGL, DirectX 9, DirectX 10,
DirectX 11 a funguje na platformách GNU/Linux, Windows, OSX. Tato knihovna je za-
měřena hlavně pro aplikace, které potřebují rychlý a jednoduchý způsob ovládání.
Programátoři při použití této knihovny nejsou nuceni řešit umístění okna, velikost okna
atd. Ve většině případů stačí pro vytvoření ovládacího prvku v 3D aplikaci jeden řádek
kódu. Knihovna je napsána v jazyce C++, ale jeho programové ovládání je napsáno v C,
takže se dá jednoduše integrovat do programů napsaných, jak v jazyce C++, tak i v jazyce
C. [2]
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2.6 COLLADA dom
COLLADA dom (Document Object Model) nám dává možnost jednodušeji přistoupit k for-
mátu COLLADA, která vychází z XML (Extended Markup Language) formátu [5]. XML
je formát, který může mít libovolnou strukturu a může obsahovat libovolně pojmenované a
strukturované prvky [8]. COLLADA nám určuje, jakou strukturu bude XML formát nabý-
vat. Přičemž DOM nám představuje nezávislý na platformě a jazykově neutrální rozhraní,
které umožňuje přistupovat k obsahu XML dokumentů a rovněž modifikovat obsah. Přesně
tak lze modifikovat i strukturu a styl těchto dokumentů [7].
COLLADA dom tedy využívá vlastností DOM přístupu při čtení z COLLADA xml
formátu. Pro programátora to tedy znamená, že má abstraktní přístup ke všem částem
COLLADA dokumentu a může se v nich
”
pohybovat“ [5].
2.7 Blender
Blender je soubor nástrojů pro práci s 3D grafikou v jednom programu, který umožňuje
profesionální práci s 3D obsahem. Začátek programu Blender je v roce 1988. Dnes na
programu Blender pracuje víc jak 250,000 lidí z celého světa. Od roku 2008 se pracuje
na nové verzi, která je v době psaní této práce nejdůležitější projekt. Zahrnuje kompletní
přepracování zdrojových kódů [4].
2.7.1 Možnosti programu
Program je v době psaní práce dostupný pod licencí GNU General Public Licence4 (všeo-
becná veřejná licence). Tento program nám umožňuje vytvářet 3D modely a celkově pra-
covat s 3D grafikou. Nabízí nám plnou ovladatelnost pro modelování, rendering, animace,
post produkci, vytváření a přehrávání interaktivního 3D obsahu.
Uživatelské prostředí programu Blender pracuje na grafickém prostředí OpenGL. Blen-
der má velmi malý instalační balík, který má velikost kolem 2,5 MB, což umožňuje velmi
jednoduchou rozšířitelnost programu. Blender nám funguje na velkém množství platforem
např. Windows, Linux, OSX, FreeBSD, Irix a Sun [14] [1].
2.7.2 Použití pro program
Blender jsem využil pro svou aplikaci jako prostředek pro vytvoření vlastních 3D modelů.
Ukázka prostředí Blender je na obrázku 2.4. Při práci v Blenderu jsem narazil na problém, že
Blender pracuje s osou Z jako osou která míří vzhůru, přičemž OpenGL pracuje s osou Y jako
osou vzhůru, na tohle jsem musel dávat pozor při vytváření modelů. Jako způsob texturování
jsem nejvíc využil UV mapování, což umožňuje na model dát texturu velmi pohodlně a taky
přesně tak jak potřebujeme. Pro nahrání modelu, který byl stvořen za pomoci UV mapování,
není potřeba nic speciálního, UV mapování ovlivňuje pouze texturovací koordináty [14].
4možnost upravovat, kopírovat a jakkoli měnit a rozšiřovat program [1]
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Obrázek 2.4: Blender
Pro práci se v programu Blender vytvořil dům, který je vyobrazen na obrázku 2.4. Také
se částečně ovlivňovaly ostatní modely, které byly staženy z internetu5. Stejně tak i textury
pro vytvoření domku byly staženy z internetu6. Vytvořený model jsem poté exportoval do
COLLADA formátu, COLLADA formát a práce s ním je popsána v sekci 2.6.
5modely byly staženy ze stránek TurboSquid http://turbosquid.com/
6textury byly staženy ze stránek CGTextures http://www.cgtextures.com/
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Kapitola 3
Implementace
Tato kapitola se bude zabývat implementací programu, budou se zde řešit problémy na
které jsem při práci narazil a bude zde popsáno jejich řešení.
Při své práci jsem se snažil co nejvíce držet OpenGL verze 4.1 core. Což je v době psaní
této práce nejnovější verze OpenGL. Výhoda tohoto použití jsou možnosti, které může
programátor ve své aplikaci uplatnit (viz výše vysvětlení shaderů 2.2.2 a bufferů 2.2.1).
Další výhodou použití této verze je, že aplikace se poměrně zrychlí. Problémy, které plynou
z použití OpenGL verze 4.1 core jsou, že je poměrně nová a není tedy příliš mnoho tutoriálů,
ze kterých se dá nová verze učit.
3.1 Kamera
Kamera je implementována jako DLL knihovna (sdílená knihovna používaná v operačním
systému Windows). DLL knihovna má výhodu, že není přímo zakomponovaná v aplikaci, ale
překládá se zvlášť od aplikace a výsledný soubor se teprve linkuje s aplikací až při spuštění
programu. Díky tomu je možno tento soubor použít pro ovládání kamery ve více aplikacích
a to tak, že se použije .dll soubor a pár dalších souborů při psaní zdrojového kódu jiné
aplikace. Aby mohla tato kamera být implementována jako DLL knihovna pod operačním
systémem Windows, musela mít před každou částí knihovny, která bude přístupná mimo
knihovnu, klíčové slovo. Po tomto zásahu a po speciálním překladu mohu tuto knihovnu
použít i mimo mou aplikaci.
Kamera nám vytváří matici pohledu, která je zmíněna už na straně v kapitole 2.1.1.
Tato matice je vytvořena tak, že se provedou požadované transformace. Jak již bylo zmíněno
v kapitole 2.1 tak není možno provést transformaci v každém cyklu. Na každém počítači by
se provedla jinak rychle v závislosti na rychlosti počítače, proto se musí řešit čas. Proto si
třída kamery sama hlídá, jestli již může provést krok, nebo jestli ještě neuplynul požadovaný
čas od minulého přesunu.
V případě, že je omezena četnost transformací1, je potřeba nějak určit rychlost posunu.
V třídě kamery je rychlost nastavena přes metodu, která je k tomu určena. Nastavená rych-
lost potom násobí výsledný přesun2 (výsledek výpočtu některé kamery), tímto způsobem
je možno nejen pohyb zrychlovat, ale i zpomalovat oproti původní rychlosti.
V aplikaci jsem implementoval několik druhů kamer, je to kamera pro nastavení pozice a
směru pohledu, kamera která sleduje jeden bod, kamera která se
”
létá“ 3D světem a kamera
1transformace se provede pouze, pokud uběhl požadovaný čas od minulé transformace
2násobí pouze v případě, že kamera může být ovlivněna rychlostí (např. sledovací kamera nemůže)
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simulující chůzi. Všechny druhy kamer si teď postupně popíšeme.
3.1.1 Kamera pro nastavení pozice a směru pohledu
Tato kamera je použita při inicializaci programu. Úloha této kamery je, aby se umístila
kamera na místo v 3D světě a nastavil se pohled tak, aby se díval směrem na bod, který
je zadán. Postavení kamery ve světě je jednoduché, jsou použity záporné hodnoty zada-
ných hodnot. Záporné hodnoty kvůli smyslu 3D světa a transformacemi pro posun kamery.
S rotací kamery tak, aby se dívala na požadovaný bod, je větší problém.
Pro rotaci je potřeba zjistit jaké jsou vzdálenosti v jednotlivých souřadnicích od místa
kamery, to je zjištěno odečtením hodnoty místa kamery od hodnoty bodu, který bude
kamera sledovat. Poté je vypočtena hodnota rotací v X a Y ose. Pro tyhle výpočty jsou
použity pravidla trigonometrie. 3D prostor se dá rozdělit na několik 2D prostorů. Na 2D
prostorech je možno vytvořit kružnici, na které se vypočte potřebná rotace v X a Y ose.
Pokud je předpokládaná pozice kamery jako střed kružnice, je možno si vzít bod, kam se
bude kamera dívat, jako bod na kružnici. Na obrázku 3.1 bude popsán výpočet rotací.
Obrázek 3.1 je zobrazen jenom pro osy X a Y, ale nic nebrání si tam představit kteroukoli
z jiných os, záleží pouze na tom z jakého úhlu je scéna pozorována.
S
A
R
Y
X
P
O
a
Obrázek 3.1: Trigonometrie v kameře
Bod A je bod, který je sledován a bod S je místo, kde se kamera nachází. To co je potřeba
získat je úhel α, který je v nákresu označen jako a. Ten získáme přes vzorec tanα = PO , tzn.
je potřeba zjistit hodnotu P a hodnotu O. Hodnota P se získá tím, že se zjistí rozdíl v ose
Y mezi pozicí kamery a sledovaným bodem. Hodnota O je vzdálenost, která se vypočte
jako vzdálenost bodů na ose X. Tímto způsobem se zjistí úhly pro rotace v ose X a Y. Osou
Z z pravidla není potřeba při pohybu kamery rotovat.
3.1.2 Sledovací kamera
Sledovací kamera je kamera, která sleduje jeden zadaný bod. V programu je tato kamera
použita dvakrát, a to jednou, když sleduje pohybující se bod (kouli), a podruhé jako orbit
kamera kolem celé scény. Sledování pozice létající koule, je provedena tak, že při každém
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cyklu3 jsou vloženy informace o tom, kde se koule zrovna nachází.
Problém sledovací kamery je, aby vytvářela pohybem kolem bodu kouli, tzn. musí obí-
hat kolem bodu v závislosti na rotaci (posunu myší). Rotaci v Y ose je získána za pomoci
průběhu funkce sinus, vzorec který se používá pro výpočet je 3.1. Pokud bude rotace na
X ose na nule, tak bude Y nezměněn k původní hodnotě (původní hodnota je výška sle-
dovaného objektu). Pokud bude rotace na X ose 90◦, tak bude výsledek funkce sinus 1 a
tato hodnota se vynásobí s hodnotou vzdálenosti od bodu (rádius), ta je získána do me-
tody z vnějšku a program ji získává z kolečka myši. Rádius udává vzdálenost kamery od
sledovaného bodu. Výsledek se poté odečte od původní hodnoty.
Y pos = Y pos− radius ∗ sin(rotX) (3.1)
Tohle byl výpočet pro stoupání a klesání, pro další osy X a Z je situace trochu složitější.
U osy X a Z jsou hned dva problémy. První problém vzniká přechodem mezi X a Z, pokud
je X maximální tak je Z 0 a naopak, takže když se zvětšuje Z, musí se zmenšovat X a
naopak. Druhý problém vzniká v závislosti na ose Y, v případě že bude osa Y na maximu,
tak bude Z a X osa na nule.
Na vzorcích 3.2, 3.3 a 3.4 je vysvětleno řešení těchto problémů. Rovnice 3.3 a 3.4 jsou
hodně podobné rovnici 3.1, hlavní rozdíl je v tom, že používají pro výpočet rotaci v Y a ne
v X jak tomu bylo u 3.1, další změny jsou zde proto, aby se vyřešili dříve zmíněné problémy.
První problém co byl zmíněn je, že X a Z odchylky se musí ovlivňovat, pokud stoupá jedna
musí klesat druhá. To vyřešilo použití funkce sinu a cosinu. Funkce cosinus je posunuta
o 90◦ oproti funkci sinus, pokud jedna stoupá musí druhá klesat.
Co se týče druhého problému, že pokud bude odchylka Y stoupat nebo klesat, musí
stoupat nebo klesat i odchylka Z a X. To je vyřešeno díky vY z rovnice 3.2, tato hodnota
se získává z rotace osy X na rozdíl od rovnic 3.3 a 3.4, kde se získává z rotace osy Y.
Tento průběh nám dělá přesně to, co bylo zmíněno výše, v případě, že bude rotace na 90◦
bude díky násobení v rovnicích 3.3 a 3.4 výsledná odchylka 0. Pokud bude rotace 0◦, bude
odchylka na X a Z maximální.
vY = cos(Xrot) (3.2)
Xpos = Xpos+ radius ∗ (sin(rotY ) ∗ vY ) (3.3)
Zpos = Zpos+ radius ∗ (cos(rotY ) ∗ vY ) (3.4)
Výsledné hodnoty jsou použity pro transformace. Použití této kamery je ukázáno na
obrázku 3.2 jak sleduje kouli a na obrázku 3.3 jak létá kolem scény.
3.1.3 Létající kamera
V této kameře je umožněno uživateli, aby se pohyboval do stran, přes klávesy A, D a pohyb
dopředu a dozadu přes W, S. Jednoduchá varianta by spočívala v tom, že pro pohyb do
stran by se zvyšovala (nebo snižovala) osa X a pro pohyb dopředu a dozadu by se zvětšovala
a zmenšovala osa Z, to ale pro práci není dostačující. Tohle použití by neumožňovalo se
vznést nahoru a dolů, a také by se kamera pohybovala nezávisle na tom kam se dívá.
3hodnoty jsou vkládány v každém cyklu, ale výpočet kamery se provede pouze v případě, že uplynul
požadovaný čas
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Obrázek 3.2: Kamera sledující kouli
Obrázek 3.3: Kamera létající kolem scény
Pohled u tohoto typu kamery není problém, použijí se rotace, které byli získány z pro-
gramu, přesuny ale je potřeba propočítávat. Výpočet přesunů se provede podobně jako bylo
vysvětleno v sekci 3.1.1, takže za pomoci trigonometrie. Rozdíl oproti předchozímu přístupu
je ten, že zde je poloměr kružnice pevně zadán na velikost jedna, je použita totiž jednotková
kružnice. Tím pádem je zadána jedna z potřebných hodnot pro výpočet.
Posuvy doprava a doleva jsou dány přes rotace na ose Y a vypočítají se přes funkci sinus
a kosinus, díky tomu že je zadána jedna hodnota. Stačí tedy pouze vypočítat funkci pro
rotaci a hodnotu buď přičíst, nebo odečíst. Pokud se pohybuje doprava bude se hodnota
přičítat, při pohybu doleva se bude hodnota odečítat. Rovnice pro výpočet pohybu doprava
je 3.5 a pro výpočet pohybu doleva je 3.6. Výsledek je vynásoben rychlostí pohybu, která
je zadána pro celou třídu kamery jak bylo řečeno v sekci 3.1. Při pohybu doprava a doleva
tedy není potřeba měnit osu Y, pouze by to pro uživatele ztížilo orientaci v prostoru.
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posX = posX + cos(rotY ) ∗ rychlost (3.5)
posZ = posZ + sin(rotY ) ∗ rychlost
posX = posX − cos(rotY ) ∗ rychlost (3.6)
posZ = posZ − sin(rotY ) ∗ rychlost
Při posuvu dopředu a dozadu se musí počítat s podobným problémem, co byl řešen
v sekci 3.1.2. Zvyšuje-li se rotace v Y tak se zmenšuje přírůstek X a Z osy. Pokud tohle
není ošetřeno, projeví se to na maximálním stoupání 45◦, protože bude přibývat posun na
ose X a Z stejně rychle jako na ose Y. Podle toho jestli se kamera posouvá dopředu nebo
dozadu se mění znaménka. Rovnice pro pohyb dopředu je 3.7 a pro pohyb dozadu je 3.8,
přičemž modY je modifikátor posuvu v Y ose, čím větší je, tím menší je stoupání.
posX = posX + cos(rotY ) ∗ rychlost ∗modY (3.7)
posZ = posZ − sin(rotY ) ∗ rychlost ∗modY
posY = posY − sin(rotX) ∗ rychlost
posX = posX − cos(rotY ) ∗ rychlost ∗modY (3.8)
posZ = posZ + sin(rotY ) ∗ rychlost ∗modY
posY = posY + sin(rotX) ∗ rychlost
Ovládání, kam se kamera pohne, je řešeno přes boolean hodnoty, které se zadávají při
volání metody. Použití této kamery je na obrázku 3.4.
Obrázek 3.4: Létající kamera
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3.1.4 Kamera simulující chůzi
Kamera simulující chůzi používá hodně podobný princip jako létající kamera. Hlavní rozdíl
mezi nimi je ten, že při simulování chůze není potřeba přírůstku na Y ose, který je potřebný
pro let. Pro výpočet se použijí vzorce 3.5, 3.6, 3.7 a 3.8, ale u vzorců 3.7 a 3.8 není potřeba
výpočet pro osu Y, takže nejsou použity výpočty, které vedou k posY , přesně tak není
potřeba řešit ani modY .
Je-li potřeba, aby chůze vypadala jako chůze, musí se přidat prvek houpání. Když člověk
chodí, tak nechodí po přímce, ale trochu se zvedá a zase při došlápnutí dopadá na zem.
Efekt houpání při chůzi není takový problém propočítat, ale je potřeba brát v potaz, že
pokud se uživatel zastaví (přestane držet klávesu), nesmí se přerušit
”
houpání“, ale musí
se tuto akci dokončit. V programu je tento problém řešen tak, že efekt houpavé chůze je
počítán jinde než přesun. V místě, kde se počítá přesun, se pouze nastaví, jestli se uživatel
ještě pohybuje. Nastavení se provádí boolean proměnnou hodnotou.
V samotném propočtu chůze se používá funkce sinus a to od 0◦ do 180◦. Výsledná
hodnota se vynásobí s rychlostí, a tím je dosaženo stoupající a klesající chování. Výsledek
se nesmí uložit do výsledné transformace z kamery, která se zapamatuje pro další použití,
ale musí se pouze použít při vytváření transformační matice. Pokud tak nebylo učiněno, tak
jsme se dostali při chůzi do velikých výšek a velikých hloubek. Pokud se dostane program
na hodnotu 180◦ (skončil krok), tak je zkontrolována boolean hodnota, jestli ještě uživatel
drží klávesu pro posun. Pokud se posun zastavil, není potřeba dále počítat, pokud se posun
nezastavil je nastavena hodnota na 0◦ a bude se znovu počítat.
3.2 Struktura programu
Pro základní strukturu programu jsem použil ukázku z [9]. Tento způsob je přehledný a
jednoduchý. Rozdělil jsem si program na části, kde každá z těchto částí vykonává určitou
úlohu.
Program se první dostane do části pro inicializaci aplikace, tato část se stará o inici-
alizaci aplikace (OpenGL okna, AntTweakBaru a načítání modelů . . . ). Následujících pár
částí programu se prochází dokola ve smyčce dokud se program nevypne. Jedna z těchto
částí se stará o zpracování událostí, které dostane od uživatele (případně od systému).
Rozpoznává, které události jsou pro program podstatné (např. pohnutí myši, zmáčknutí
klávesy. . . ) a provede potřebnou reakci na událost. Následující část vykonává akce, které
je potřeba vykonat, při každém projetí smyčky. Např. se zde vypočítává rotace objektu,
posuvy, případné reakce na události atd. Poslední část, která je obsažena ve smyčce vykres-
luje scénu. Rozlišuje, jaké modely vykreslit a podle toho používá shadery pro vykreslování.
Provádí se zde i post processing efekty obrazu (přesněji se tohle provádí v shaderu, ale tady
se připravují věci pro práci shaderu). Poslední část se spustí pouze v případě, že se má
aplikace vypnout. Hlavní úlohou této části je, aby se všechna zabraná paměť uvolnila.
Pokud při inicializaci v vznikne chyba, jako např. nepovede se vytvořit OpenGL okno
nebo se nepovede načíst některý model či textura, tak se program ukončí s chybou. Při
správné inicializaci probíhá hlavní smyčka programu. Pokud při běhu programu zmáčkne
uživatel escape klávesu, tak program uvolní zabranou paměť a ukončí se.
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3.3 Načítání modelů
Pro načítání modelů z programu Blender do OpenGL jsem použil formát COLLADA viz
2.6. Při prvním pokusu o načtení jsem používal výhradně DAE přístup, tento přístup je
velmi jednoduchý na pochopení, protože se z každým prvkem může pracovat stejně, ale
neumožňuje dostatečnou obratnost v XML COLLADA dokumentu. Tento způsob se uká-
zal neefektivní a začal jsem více používat DOM přístup. DOM přístup je sice složitější na
pochopení, ale pro každý prvek v dokumentu potom máme ojedinělý přístup. Při progra-
mování mi hodně pomohla referenční karta na COLLADA DOM [6]. Díky přestupu z DAE
na DOM jsem několikanásobně zrychlil načítání modelů a díky tomu i spouštění programu4.
COLLADA dokument je rozdělen do několika
”
knihoven“, jak je ukázáno na obrázku
3.5. Díky tomu si najdeme knihovnu, která je potřeba a čtou se z ní požadovaná data. Pro-
blém tohoto přístupu je, že se někdy těžce rozpozná, ke kterému objektu informace náleží,
případně se zpomaluje načítání tím, že se prochází všechny hodnoty, dokud se nenarazí na
požadovanou. Lepší řešení problematiky je, najít si objekt, který je potřeba načíst a od
něj se nechat odkázat na požadované údaje. Jako odkazy používá COLLADA sid reference
nebo id (identifikátory). Takto je možno zjistit např. jakou texturu použít pro ten a ten
objekt.
Obrázek 3.5: Rozložení COLLADA dokumentu
Zde jsou popsány COLLADA knihovny, které jsou pro práci důležité a je u nich uvedeno
jednoduché vysvětlení, co obsahují:
• library effects obsahuje informace o tom, jak vykreslit daný objekt
• library images obsahuje informace o texturách, cestu k textuře, buď relativní nebo
absolutní
• library materials obsahuje informace o materiálu objektu a případně odkazy na
informace (např. do knihovny effects)
• library geometries obsahuje informace potřebné pro vykreslení jednotlivých ob-
jektů, objektů zde může být i několik, většina komplexnějších objektů se skládá z ně-
kolika menších objektů
• library visual scenes obsahuje informace například o transformacích jednotlivých
objektů, odkazy na materiály atd.
4při zapínání programu se načtou v inicializaci modely
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Při samotném načítání jsem narazil na problém, a to byl způsob zápisu v COLLADA
typu. COLLADA ukládá informace o bodech, barvách, texturovacích koordinátech a nor-
málách v oddělených místech, a snaží se o úsporu místa, tzn. některé body jsou načítány
několikrát. Všechny informace se tedy musí načítat přes položku triangles nebo polygons,
tyto položky obsahují informace o načítaných primitivech. Díky tomu je potřeba procházet
pole primitiv a postupně číst informace o bodech, které se mají vykreslit. Tyto informace
jsou uloženy, podle toho, co se načítá (jestli polygony, nebo trojúhelníky).
Načítají-li se trojúhelníky (pole triangles) jsou všechny informace v jednom řádku a
čte se podle offsetu, který je uveden jako informace u pole. Offsety nám udávají, jak jsou
uložena data, např. offset nula jsou souřadnice bodu, offset jedna je barva atd.
Pokud se načítají polygony, tak je situace hodně podobná, rozdíl je, že informace o poly-
gonech nejsou obsaženy v jednom poli, ale ve více polích. Jedno pole odpovídá jednomu po-
lygonu. Jinak je informace uložena stejně jako v případě trojúhelníků podle offsetů. Ukázka
uložení informace o trojúhelnících jde vidět na obrázku 3.6.
Obrázek 3.6: Triangles pole v COLLADA dokumentu
Načítání se provede tak, že si uživatel přes DOM (případně DAE) získá root (kořenový
element), přes něj najde pole trojúhelníků (případně polygonů) a ten postupně čte. Jeden
trojúhelník obsahuje informace o 3 bodech (u polygonu je to počet X5). V mé práci používám
pouze trojúhelníky, polygony jsem nepotřeboval načítat.
Při načítání se zvolí jedno primitivum (trojúhelník, nebo polygon). V polích hodnot
se poté hledá požadovaná informace pro vykreslení tohoto primitiva (trojúhelníku nebo
polygonu). Tato data se načtou z jednotlivých polí a uloží se v řadě tak, jak jsou uvedeny
v trojúhelnících. Pozor se musí dávat na jednotlivé položky, protože každá položka má jiný
počet hodnot pro specifikaci jedné informace. Např. když je v trojúhelníku uvedeno, že je
potřeba pro vykreslení druhý bod, tak to znamená, načíst čtvrtou, pátou a šestou položku
v poli hodnot, protože tři hodnoty určují jeden bod (x,y,z souřadnice). Ostatní položky pro
tvorbu trojúhelníku jsou na tom hodně podobně, jenom se mění počet hodnot potřebných
pro zpracování informace. Počet hodnot potřebných pro zpracování informace jsou uvedeny
u polí jako stride. Na tohle se musí dávat dobrý pozor při načítání dat, jinak by se mohlo
jednoduše stát, že se načtou jiné hodnoty, než je potřeba.
Načtené hodnoty se uloží do třídy, která obsahuje části modelu, tyto třídy jsou uloženy
do nadřazené třídy, přes kterou lze vykreslit celý model. Hodnoty transformací (zvětšení,
přesunutí, rotace objektů) se zapíši jako jednotlivé položky zvlášť pro každou transformaci.
Výhoda tohoto řešení je, že je možno každou transformaci pozměnit před vykreslením,
případně pozměnit úplně.
5polygon může mít tvar libovolného X-úhelníku
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3.4 Implementace AntTweakBaru
Aby AntTweakBar v programu fungoval, je potřeba do programu vložit jeho knihovnu, ini-
cializovat AntTweakBar a jeho okna, která je potřeba vyobrazit. Inicializace knihovny Ant-
TweakBar probíhá v částí programu pro inicializaci (viz 3.2. K inicializaci AntTweakBar
potřebuje informaci o tom, v jakém prostředí je spuštěn, tzn. zadává se, jestli pracuje
v OpenGL, nebo nějaké verzi DirectX, jak bylo řečeno v předešlé kapitole 2.5, tak Ant-
TweakBar je možno spustit ve více grafických prostředích, v tomto případě pracuje v OpenGL.
Další informaci, kterou AntTweakBar potřebuje znát, je rozlišení OpenGL okna. Poté se
již jenom vytváří a nastavují okna, které je potřeba zobrazit.
Nastavování oken v knihovně AntTweakBar se provádí jednotným způsobem. Na stránce
knihovny [2] je možno najít všechny způsoby vytváření oken a jejich nastavování. Jak bylo
řečeno v předchozí kapitole 2.5, tak se dá nastavit AntTweakBar často na jednom řádku, to
je možné díky způsobu inicializace knihovny AntTweakBar, která se provádí přes string. Do
stringu se uvedou postupně hodnoty, které je potřeba nastavit a mezery tvoří oddělovače
pro jednotlivé nastavení. Inicializace oken knihovny AntTweakBar je ale v aplikaci na více
řádcích (pro přehlednost kódu). V Aplikaci jsem implementoval dvě okna knihovny Ant-
TweakBar, jedno je určeno pro uživatelské nastavení programu a druhé obsahuje informace
o 3D světě.
3.4.1 Ovládací okno aplikace
Ovládací panel je umístěn u levé strany a objevuje se jenom, když se stiskne klávesa tabulá-
tor. Při stisku tabulátoru se v části, která se stará o zpracovávání událostí, objeví událost a
tato událost uloží poslední (aktuální) transformace kamery (umístění, rotace, atd.) a nastaví
viditelnost ovládacího okna na true. Tato událost mimo jiné schová myš a zruší možnosti
myši vyjet mimo obrazovku programu. Při schovaném oknu je potřeba mít schovanou myš
pro ovládání kamery ve světě, aby ukazatel myši příliš nepřekážel.
Při startu aplikace je ovládací okno při výchozím nastavení zobrazeno a pro schování
potřebuje uživatel zmáčknout tabulátor. Ovládací panel knihovny AntTweakBar umožňuje
ovládání kamery, přepínání různých typů pohledů, nastavení módů zobrazení a efekty ob-
razu. Jednotlivá nastavení patří do skupin, tyto skupiny umožňují nastavit nadpis a také
schovat všechny položky náležící skupině. Ovládání kamery se provádí přes tlačítka v ovlá-
dacím okně. Ukázka ovládacího panelu je na obr. 3.7.
Tlačítka knihovny AntTweakBar se realizují za pomocí callback funkcí. Callback funkce
jsou takové, které mají přesně předepsaný tvar a při inicializaci je vložíme do funkce pro
vytvoření tlačítek. Každé tlačítko má vlastní funkci a v této funkci se nastaví proměnná na
hodnotu označující typ kamery, případně se provede jiné nastavení. S touto proměnnou se
poté dále pracuje v aplikaci, aby se provedly požadované změny.
Další ovládací prvek programu je nastavení módů zobrazení. Při tomto nastavení je
potřeba, aby se hodnota proměnné v programu odrazila v ovládacím okně a naopak. Ant-
TweakBar poskytuje prostředky pro okamžité promítnutí změny hodnoty proměnné. Při
inicializaci této funkce se vloží požadovaná proměnná do programu jako odkaz, tato pro-
měnná se potom dále normálně používá v programu. Ukázka použití této funkce je na
obrázku 3.8. Poslední část ovládacího panelu je kombinací předešlých dvou.
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Obrázek 3.7: Ovládací panel
Obrázek 3.8: Ukázka nastavitelné hodnoty
3.4.2 Informační okno aplikace
Informativní panel AntTweakBaru je umístěn vpravo nahoře a není možné ho ovlivňovat,
pokud není zapnutý ovládací panel. V informačním panelu se nám zobrazuje informace
o aktuální poloze kamery, o typu použité kamery a o zapnutém efektu.
Souřadnice kamery jsou podobným způsobem jako nastavení módů zobrazení, jak je
uvedeno výše. Rozdíl je v tom, že hodnotu není možné upravovat ve světě, ale jediná
úprava může být provedena pouze z programu, tzn. uživatel nemůže proměnnou ovlivnit6.
Po souřadnicích je vložen separátor, pro vzhledové oddělení.
Další informace jsou uloženy ve výčtových typech knihovny AntTweakBar. Výčtový
typ se v knihovně vytváří tak, že se vytvoří proměnná, která obsahuje hodnoty výčtu.
Ta se vytvoří prázdná a hodnoty výčtu se nastaví při vytváření proměnné informačního
okna. Vytvoří se proměnná pouze pro čtení a jako typ hodnoty, co zobrazuje, se vloží již
dříve vytvořený výčtový typ. Do této proměnné se vloží to, co má výčtový typ zobrazovat.
Díky tomu se na obrazovce zobrazí text, která kamera je aktivní a jestli (případně jaký) je
zapnutý efekt obrazu. Na obrázku 3.9 je vyobrazen informační panel.
3.4.3 Animace objektu frontou transformací
V aplikaci používám létající kouli, která má transformace uložené ve frontě. Tato fronta se
postupně prochází, pokud se dojde na konec, začíná se od konce a pokračuje se na začátek
fronty. Při načtení objektu se vloží do fronty souřadnice v 3D světě a tím se vytvoří fronta.
Tímto způsobem se uložit jakákoli transformace (rotace, zvětšování, zmenšování). Ve frontě
se určí, která transformace je aktivní a taky se nastaví rychlost posuvu.
Mezi souřadnicemi není možno se přesunout jednou transformací, takže se musí zjistit
6nemůže ji ovlivnit přes ovládací prvky, ale může ji ovlivnit pohybem ve světě
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Obrázek 3.9: Informační panel
hodnota, která zajistí plynulý pohyb koule. Tato hodnota se získá z nastavené rychlosti.
Nejprve se zjistí, na které ose je největší vzdálenost. Největší vzdálenost je vydělena rychlostí
a je tak získána hodnota, kolikrát je potřeba tuto rychlost přičíst. Touto hodnotou je potřeba
vydělit vzdálenosti ve všech osách, tím je získána rychlost pro všechny osy. Při každém
cyklu je potřeba přičíst tuto hodnotu a hlídat, jestli se již nenachází na požadovaném
místě. V případě, že se nachází na požadovaném místě, tak se vypočítají potřebné rychlosti
k dalšímu místu.
3.5 Použití shaderů
Shadery jsou poměrně velká kapitola v
”
nové“ 3D grafice. Tato práce používá shadery na
osvětlení, texturování a pro speciální efekt motion blur. Jak bylo uvedeno v sekci 2.2.2, tak
shadery jsou krátké programy, které zpracovává grafická karta. V případě GLSL shaderu se
syntaxe programů blíží k jazyku C.
V aplikaci jsem využil 3 různé shadery (celkově je jich 6, protože každý fragment shader
má svůj vertex shader), jeden je pro výpočet světla, druhý je pro světelnou kouli, která
prolítá světem a třetí je realizace post proces efektu motion blur. Druhý shader je výhodný
z toho hlediska, že koule jako zdroj světla nepotřebuje propočítávat ostatní světelné zdroje
(stejně by na zdroji světla nebyly vidět). Z hlediska optimalizace je tedy výhodnější udělat
shader, který bude pouze vykreslovat kouli a tím se ušetří aplikaci od zbytečných výpočtů.
Dále budou rozebrány jednotlivé shadery, které jsou v aplikaci implementovány.
3.5.1 Osvětlení
V aplikaci jsou použity 2 typy osvětlení. První typ je směrové osvětlení, je to takové osvět-
lení, které dopadá na objekty z jednoho směru. Na obrázku 3.16 je vyobrazeno použití
směrového světla. Další typ osvětlení je bodové osvětlení, toto osvětlení je v aplikaci pou-
žito u létající koule, která prolétává světem. Je to takový druh osvětlení, který vychází
z jednoho bodu (proto bodové). Ukázka použití bodového světla je na obrázku 3.17. Světlo
se v 3D grafice skládá ze tří základních složek, ty jsou ambientní, difúzní a spekulární.
Jednotlivé složky jsou rozebrány v následujících odstavcích.
Ambientní složka světla je nejjednodušší složka z uvedených, je to celkové osvětlení
objektu. Ambientní složce se nastaví barva světla a intensita ambientní složky a tyto dvě
hodnoty se vynásobí, přičemž výsledek se vynásobí s barvou pixelu. Ambientní složka je
světelná složka, která by se měla používat co nejméně, vypadá totiž poněkud uměle. Úplně
vyhnout se jí nemůžeme, mohlo by stát, že budeme mít objekt a ten bude osvětlen z jedné
strany, přičemž z druhé strany bude naprosto tmavý. Ukázka ambientní složky je obrázku
3.10 [12].
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Obrázek 3.10: Ambientní složka světla
Difúzní složka světla je na rozdíl od ambientní složky závislá na směru světla. Difúzní
složka dělá části objektu, které jsou směrem ke světlu světlejší než části, které jsou od světla.
Pokud se bude vycházet z předpokladu, že síla světla je stejná, tak pokud dopadá světlo
kolmo na plochu bude světlejší než když světlo dopadne z jiného úhlu. Čím vyšší bude tento
úhel tím nižší bude světlost.
Pro výpočet difúzní složky se počítá funkce cosinus úhlu mezi dopadajícím světlem a
normálou. Tento výpočet vychází z Lambertova zákona. Na obrázku 3.11 je ukázán dopad
světla na plochu, následující odstavec se bude věnovat tomuto obrázku.
Zelená čára ukazuje normálu plochy. Při dopadu světla podle šipky A, je úhel mezi
normálou a světlem 0◦, funkce cosinus 0◦ je 1, v tomto případě je světlost maximální.
V případě B je úhel mezi normálou a světlem něco mezi 0◦ a 90◦, výsledek funkce cosinu
je tedy něco mezi 1 a 0, tzn. objekt bude osvícen, ale ne tak jako v případě A. V případě
C je úhel 90◦, při tomto úhlu je výsledek funkce cosinus 0, tato část plochy nebude difúzní
složkou vůbec osvícena. V případě D je světlo na odvrácené straně plochy, to způsobí, že
cosinus tohoto úhlu, bude někde mezi 0 a -1, v tomto případě se objekt neosvětluje, záporné
světlo je nesmyslné. Na obrázku 3.12 je ukázka jak vypadá difúzní složka světla.
Obrázek 3.11: Dopadající světlo na plochu, zdroj [12]
Poslední světelná složka, která se bude tato kapitola věnovat je spekulární. Spekulární
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Obrázek 3.12: Difúzní složka světla
složka využívá obou dvou předchozích principů, ale přidává jeden navíc a to úhel k pozoro-
vateli. Na obrázku 3.13 jde vidět princip spekulární složky, I označuje úhel dopadu světla,
N označuje normálu, R odražené světlo, V značí směr pozorovatele a α ukazuje úhel mezi
odraženým světlem a pozorovatelem. Čím větší bude úhel α, tím menší bude osvětlení plo-
chy. U této složky je potřeba si dávat pozor. Spekulární složka je totiž síla odlesku, odlesk
je ale specifický spíš pro kovy, například dřevo by nemělo mít zbytečně velkou spekulární
intenzitu (v aplikaci je spekulární složka na dřevu poměrně vysoká, je to z důvodu ukázky
této složky). Proto se spekulární intenzita mění podle typu materiálu. Ukázka spekulární
složky je na obrázku 3.14.
Obrázek 3.13: Ilustrace spekulární složky
Součtem těchto jednotlivých složek se získá výsledek osvětlení, tento výsledek potom
vynásobíme s barvou pixelu, tím se získá výsledek kompletního osvětlení, viz obrázek 3.15.
Způsoby osvětlení
Jak bylo zmíněno výše, tak v této aplikaci jsou použity 2 způsoby osvětlení, směrové světlo a
bodové světlo. Směrové světlo je jednoduché pro implementaci a používá se třeba na realizaci
slunce. Realizace slunce za pomoci směrového osvětlení je výhodná, protože slunce člověk
vnímá na menší ploše, jako by bylo na jednom místě. Díky tomu je možno použít směrové
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Obrázek 3.14: Spekulární složka světla
Obrázek 3.15: Součet složek osvětlení
osvětlení a tím je dosaženo zrychlení aplikace. Ukázka směrového světla je na obrázku 3.16.
V případě bodového osvětlení je výpočet poněkud problematičtější, je potřeba totiž
pracovat se vzdáleností od bodu a musí se počítat s tím, že světlo vychází na všechny strany
od tohoto bodu. Na matematickém vzorci 3.9 je ukázána fyzikální rovnice pro výpočet
bodového světla, přičemž L1 je síla světla rovna 1 při vzdálenosti 1.
Lvzda´lenost =
L1
vzda´lenost2
(3.9)
Tento způsob ale nevypadá moc dobře při použití v 3D grafice, takže se pro toto použití
vzorec trochu upravil. Pro 3D grafiku se používá vzorec 3.10, přičemž T v tomto vzorci
znamená tlumení. Na tomto vzorci jde vidět, že je od verze z fyziky poněkud složitější.
Pokud by bylo potřeba mít fyzikálně reálné světlo, tak se nastaví konstantní a lineární
faktor na 0 a exponenciální na 1, tím se dostane stejný vzorec jako nahoře.
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Obrázek 3.16: Směrové světlo
Lvzda´lenost =
L1
Tkonstantnı´ + Tlinea´rnı´ ∗ vzda´lenost+ Texp ∗ vzda´lenost2 (3.10)
Při výpočtu bodového světla se vypočítá ambientní složka stejně jako u směrového
světla. Pro ostatní složky je potřeba první vypočítat vektor od pixelu k bodu a až posléze
je možno vypočítat tyto složky za použití tohoto vektoru. Pro výpočet všech složek se musí
vypočítat vzdálenost pixelu a světelného bodu. Výsledek se použije ve vzorci 3.10. Když
jsou získány všechny potřebné údaje pro výpočet, tak se sečtou všechny složky světla a
vydělí se nastavenou hodnotou tlumení.
Obrázek 3.17: Bodové světlo
V shaderu mám vytvořenu funkci, která se stará o výpočet směrového světla a poté se
vypočte bodové světlo. Tyto hodnoty se sečtou dohromady a výsledek se vynásobí s barvou
pixelu.
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3.5.2 Texturování
Pokud je potřeba, aby aplikace neměla jenom přesně stanovenou barvu objektů, ale je
požadavek, aby na objektech byly různé odstíny, nebo několik barev na jedné ploše, tak
se vyplatí použít texturu. Textura se na objekt připojí přes texturovací koordináty. Speci-
alizované programy na tvorbu modelů (jako například Blender), obsahují hodně přístupů
k texturování a mimo jiné třeba i UV mapování.
UV mapování umožňuje umístit texturu na celý objekt přesně jak je potřeba, tzn.
můžeme třeba jednu plochu objektu roztáhnout (texturu na něm roztáhnout), nebo napří-
klad obrátit. Přesně tak je možno na jednom objektu umístiti několik textur. Další možnost
práce s texturou, je použít několik textur přes sebe. Tím můžeme například simulovat osvět-
lení zdi. Pokud je
”
pod“ normální texturou uložena např. čistě červená textura tak bude
původní textura vypadat, jako by byla podsvícena červeným světlem. Takhle se s texturami
dá manipulovat na mnoho způsobů. Ukázka otexturovaného objektu a neotexturovaného
objektu je vidět na obrázcích 3.18 a 3.19.
Obrázek 3.18: Otexturovaný svět Obrázek 3.19: Neotexturovaný svět
3.5.3 Motion Blur
Efekt motion blur je efekt rozmazání obrazu podle rychlosti pohybu. Tento efekt jde po-
měrně dobře vidět, pokud člověk pořídí fotografii při pohybu (buď toho co fotíme nebo
fotoaparátu). Čím déle je záklopka fotoaparátu otevřena, tím větší efekt bude. Tento efekt
se vytvoří jako post process efekt. První je vykreslena aplikaci do framebuffer objektu, místo
na obrazovku, a ten potom znovu ovlivníme jiným shaderem. Ovlivnění jiným shaderem se
provede tak, že obsah framebufferu (uložená textura, co by jinak byla vykreslena na plochu
obrazovky) se vykreslí na čtverec, který je přes celou obrazovku a ten se při vykreslování
ovlivní shaderem.
Pro rozmazání motion blur je použita předešla transformační matice a inverzní transfor-
mační matice, poté je potřeba mít hloubkovou mapu, kterou získá při vykreslování framebu-
ffer objekt. Hloubková mapa obsahuje informaci, které pixely jsou blíž k obrazovce a které
jsou dál. Tato mapa se dá uložit jako textura, a dá se s ní taky tak pracovat. Když je tato
textura zobrazena, tak při správném nastavení je vidět objekt (který chceme zobrazit), ale
bude obsahovat jenom šeď, v šedi při správném zobrazení uvidíme obrysy objektu. Pokud
se povede zobrazit správně tuto texturu, tak je možno podle stupňů šedi rozeznat bližší
a vzdálenější části objektu. Předešlou transformační rovnici je potřeba, aby bylo možno
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vypočítat rychlost posunu obrazu, od čehož se poté odvíjí rozmazání obrazu.
Při výpočtu motion blur v shaderu je první získána hodnota z hloubkové mapy a in-
formace z texturovacích souřadnic. Za pomoci souřadnic je zjištěna pozice viewportu na
tomto pixelu, ta je vynásobena s inverzní maticí aktuální transformace a je vydělena slož-
kou vektoru w, tím se získá pozice ve 3D světě. Tato pozice je vynásobena maticí z předešlé
transformace, tím je získána předešlá pozice ve světě, ta je vynásobena přes w složku vek-
toru. V dalším kroku je potřeba zjistit rychlost přesunu. Rychlost přesunu se zjistí tak, že
se odečte aktuální pozice ve světě s předchozí pozicí. Rychlost je použita tím způsobem, že
získáme hodnotu barvy pixelu (jako při normálním texturování) a poté se cyklí. K barvě
pixelu se v každém cyklu přičte hodnota barvy pixelu, která je na místě aktuální pozice
plus dříve vypočítané rychlosti. To vytvoří požadovaný efekt rozmazání objektu v závislosti
na rychlosti. Výsledná barva pixelu je poté vydělena počtem kolikrát jsme cyklily. Pokud
je požadováno znásobit efekt motion blur, tak zvýšíme počet cyklů. Je potřeba ale dávat
pozor, protože při větším počtu cyklů se obraz začne chovat zvláštně. Na obrázku 3.20 jde
vidět tento efekt v praxi.
Obrázek 3.20: Motion blur
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Kapitola 4
Závěr
V této práci jsem měl prozkoumat možnosti 3D světa a pohybu v něm. Tato část zadání byla
poměrně splněna, ale není možné, aby se člověk naučil tak obrovské téma kompletně. Pro
potřeby této práce byl tento bod splněn. Dalším bodem zadání bylo seznámit se s rozhraním
OpenGL pro real-time vykreslování. Tento bod byl z velké části splněn, ale je ještě mnoho
věcí, které by se dali o OpenGL naučit a do této aplikace implementovat. Třetí bod zadání
byl navrhnout postup vytvoření 3D světa a interaktivního pohybu v něm, tento bod jsem
splnil. Posledním bodem mojí práce bylo implementovat návrh na základě demo aplikace.
Demo aplikaci jsem vytvořil a pohyby kamer jsou v ní obsaženy, bod je tedy splněn.
Tato aplikace by se dala ještě dále vylepšit. Jak jsem již zmínil, tak 3D grafika je obrovské
téma, proto si myslím, že aplikace by šla stále vylepšovat. Vždy se najde nová technologie
nebo nový nápad na vylepšení. V aktuálním stavu by se dalo vylepšit načítání modelů,
přidat více efektů, optimalizovat kamery a vytvořit detekci kolizí. Načítání modelů by byla
priorita. V aktuální verzi je načítání poměrně neefektivní, a tudíž je start aplikace poměrně
pomalý. Více efektů je vždy vítáno, pokud člověk ví, jak je využít, tak můžou celkový
vzhled aplikace značně vylepšit. Pohyby kamer nejsou v některých chvílích moc plynulé a
výpočty by se daly také optimalizovat, pro co nejmenší náročnost. Detekce kolizí je poměrně
podstatné vylepšení. Je trochu zvláštní, pokud uživatel může projít skrz zeď. Pokud by se
tyhle aspekty práce vylepšily a do práce se implementovalo nějaké další rozšíření (jako třeba
možnost vytvoření světa uživatelem), tak by se dala práce klidně použít i nadále.
Práce pro mě byla hodně přínosná, dozvěděl jsem se jak pracovat s 3D grafikou. Při
práci jsem se seznámil s nejnovější (v době psaní práce) verzí OpenGL a naučil se pracovat
s transformacemi v 3D prostoru. Zjistil jsem, že dnešní 3D grafika je obrovské téma a
vzhledem k tomu, jak rychle se dnes vyvíjí, tak ani snad není možné se ho naučit kompletně.
Při své práci jsem narazil na hodně zajímavých knihoven a programů. Například Blender
je výborný program, který mi umožnil se seznámit s tvorbou modelů a techniky, které se
v 3D světě používají. Co se knihoven týče, tak mě velmi oslovily AntTweakBar a SDL.
Počítám, že uplatnění pro tyto knihovny najdu i v budoucí praxi. Hlavně knihovna SDL
mi umožňuje velmi pohodlně pracovat s 3D grafikou téměř na každé platformě, přičemž
programátorovi zjednodušuje získávání časových údajů a umožňuje mu pohodlně pracovat
s vlákny.
Téma 3D grafiky mě poměrně hodně oslovilo a počítám s tím, že si v budoucnu pro-
hloubím znalosti v této problematice.
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Příloha A
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