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One of the most promising avenues for compiling connectivity data orig-
inates from the notion that individual brain regions maintain individual
connectivity profiles; the functional repertoire of a cortical area (the func-
tional fingerprint) is closely related to its anatomical connections (the con-
nectional fingerprint) and, hence, a segregated cortical area may be charac-
terized by highly coherent connectivity patterns. Connectivity fingerprints
may therefore be distinguished by homogenous or modular connectivity pat-
terns, which motivates a clustering approach for cortex parcellation.
Despite the relative success of clustering in producing anatomically sen-
sible results, existing clustering techniques in the context of connectivity-
based parcellation typically depend on several nontrivial assumptions. In
this dissertation, we embody an information-theoretic framework to com-
press and therefore cluster anatomical connectivity data that avoids many
assumptions and drawbacks imposed by previous methods. That is, the
information bottleneck method distinguishes connectivity fingerprints by
compressing distributional connectivity data guided by preserving anatom-
ical connectivity information.
The unsupervised framework is based upon the notion that noise limits the
amount of information and therefore the number of clusters we can resolve
from the data.
Parcellation results for the inferior frontal gyrus together with the precentral
gyrus reveal modular cortical areas consistent with the results of previous
parcellaton studies, including cytoarchitectonic maps and results gained
from fMRI. The proposed method also provides further insight into the
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Subdividing the cerebral cortex into structurally and functionally distinct areas, known
as cortex parcellation, arises from the notion that cortical structure reflects function.
Successful mapping of structure to function is achieved based upon functional proper-
ties of cortical elements within a region of interest. While many factors such as cy-
toarchitecture, myeloarchitecture and receptor architectonics reflect the functionality
of such regions, evidence suggests a close relationship between anatomical connectivity
and functional localization within the cortex (1). Moreover, anatomical connectivity is
thought to constrain functionality and thus offers a suitable measure for differentiating
between functionality of different cortical subunits. For example, structural elements
of a distinct cortical region share highly coherent connectivity patterns, which are dis-
similar to those of other cortical regions and therefore determine, to some extent, the
functional properties of that region (2, 3). Subsequent grouping or clustering of struc-
tural elements with similar anatomical connectivity aims to segregate a cortical region
of interest into functionally distinct subunits.
Early attempts at studying anatomical connectivity have been mostly revealed from
post-mortem and animal studies. With the advent of diffusion magnetic resonance
imaging (dMRI), in vivo and non-invasive characterization of long-range connectivity
patterns became feasible (4). Diffusion MRI is typically used to infer information
about the underlying fiber tract direction and therefore anatomical connectivity by
modelling the direction-dependent mobility of water molecules (i.e. diffusion). Such
water diffusion is influenced by the microscopic architecture of brain tissue and can











in several directions yielding a 3D diffusivity profile for each voxel of interest, which
reflects the orientation of fiber bundles (11).
However, noise and artifacts present in the MR scan introduce uncertainty pertain-
ing to fiber tract direction. Further uncertainty in model parameters is caused by using
simple models to describe the complex nature of the diffusion signal (5). Associating
anatomical connectivity with a probability of connectivity (thereby taking into account
the fore-mentioned uncertainty), as performed by probabilitic tractography, therefore
offers an appropriate means for characterizing anatomical connectivity using dMRI.
This ultimately opened the possibility to probe the white matter structure in the hu-
man brain (4): A convenient way to characterize anatomical connectivity of small brain
areas (usually individual MRI voxels) to the entire brain is the computation of prob-
abilistic tractograms, which can be seen as an approximation (with some reservation,
see Jones (6)) to the connectivity pattern representing this brain area.
Different types of clustering algorithms have been used to perform cortex parcella-
tion. Central and pairwise clustering methods, such as K-means clustering and spectral
reordering, employ correlation as a predefined similarity measure and thus explicitly
rely on the strength of linear dependency between tractograms in order to form clus-
ters. The Dirichlet process mixture model is another technique that embodies a mixture
of likelihood functions as a statistical model to describe the data. The suitability of
representing probabilistic tractograms as vectorial data as well as using a Gaussian like-
lihood function in the Dirichlet process mixture model to perform cortex parcellation
(7) remains unjustified. The question of whether or not tractograms should be grouped
according to the strength of linear dependency between tractograms is also debatable.
Passingham et al. (1) describes each cortical area, denoted as a cortical subunit,
as having a unique pattern of connections (connectivity fingerprint). The purpose of
this dissertation is to demonstrate an information-theoretic framework to distinguish
the unique pattern of connections underlying a cortical area. Clustering of probabilis-
tic tractograms and therefore cortex parcellation arises as a consequence; structural
elements within a cortical subunit belong to the same cluster, because their collective
connectivity pattern distinguishes the connectivity fingerprint underlying the cortical
subunit. More precisely, the information bottleneck method used in this dissertation
makes use of the distributional nature of probabilistic tractograms to compress con-











connectivity information as possible. In this setting probabilistic tractograms contain
information about anatomical connectivity, which is relevant for compression.
Previous parcellation attempts tend to neglect the proposed nested hierarchical
architecture of cortical subunits. Actually, brain networks are more appropriately con-
ceived of as building modules, each with a characteristic connectivity; i.e., modular
hierarchies (1). The notion of a hierarchically modular organisation of cortical sub-
units stems from the idea that cortical subunits themselves are nested into further
modular structures due to their similarity to one another with respect to anatomi-
cal connectivity. This dissertation therefore aims to investigate further properties of
cortical areas such as their possible modular hierarchy.
Parcellation of the inferior frontal gyrus (IFG) together with the precentral gyrus
(PCG) demonstrates a proof of concept of our approach. These gyri contain brain
regions for which the anatomical segregation has been relatively well established (8,
9, 10) and have been investigated by previous connectivity-based parcellation studies
(11, 12, 13, 14). Moreover, the modular hierarchy describing areas such as the primary
motor, premotor, and pre-frontal regions is well established (15, 16).
Chapter 2 gives a more detailed description of the problem followed by an overview
on clustering principles and cortex parcellation in chapter 3. The information-theoretic
framework for unsupervised connectivity-based cortex parcellation is described in chap-
ter 4. Chapter 5 presents an application of the framework to synthetic data and to
anatomical connectivity data for the IFG and PCG. The performance of the method
for connectivity-based cortex parcellation is discussed in chapter 6 followed by conclu-
sions and proposed future work given in chapter 7.
Conference and Journal Publications
A significant portion of the work presented in this dissertation was presented at the
Human Brain Mapping conference in 2010 (17) and has been accepted for publication













Relation between connectivity signal and connectivity observations: The aim
of this dissertation is to identify the unique pattern of connections that distinguish the
connectivity fingerprint of structural elements within a cortical area of interest. As with
any other real world problem, we seek to identify the signal underlying the measure-
ments. That is, connectivity observations gained from diffusion measurements allow us
to infer the signal from which they were sampled. In order to infer the hidden structure
in connectivity data we have to decide upon the relation between the signal and the
connectivity observations. In our case, we have prior knowledge that the connectivity
pattern of individual structural elements within the brain possess a modular architec-
ture (1). In other words, we have prior knowledge that the connectivity patterns of
structural elements are arranged in groups, whereby each group contains homogenous
(i.e. similar) connectivity patterns. The connectivity pattern of a structural element
denotes the collective connectivity observations from that structual element to the white
matter volume. We even have prior knowledge that connectivity patterns may in fact
be much more organized than that; evidence suggests that the connectivity patterns
underlying a cortical area may be hierarchically modular (19).
The modularity property of connectivity patterns justifies the hypothesis that the
signal partitions connectivity patterns of individual structural elements into modules
or groups containing structural elements with homogenous or similar connectivity pat-
terns. In the context of cortex parcellation such groups are referred to as cortical











cortical subunit therefore forms the connectivity fingerprint attributed to that cortical
subunit.
Connectivity fingerprint: As already suggested, the most important hypothesis
to consider in this dissertation is given by Passingham et al. (1): cortical subunits
each possess a unique pattern of connections (i.e. connectivity fingerprint). That is,
no two areas share identical patterns. It is, however, not clear what the uniqueness of
connectivity patterns implies. The uniqueness of connectivity patterns does not neces-
sarily have to be defined on a “black- and white-scale” (i.e. connectivity patterns are
either unique or not). Connectivity patterns of cortical subunits may instead be defined
on a “grey-scale” whereby the distinguishability of connectivity patterns measures the
uniqueness of the connectivity pattern. Notice that in the latter case we still remain
consistent with Passingham et al. (1) hypothesis; no two areas share identical patterns
since, by definition, connectivity patterns are distinguishable from each other. It is
only when connectivity patterns are indistinguishable from each other that they are no
longer unique. Conversely, if connectivity patterns are maximally distinguishable from
each other, they are maximally unique.
Clustering imaging data: Furthermore, due to the complex nature of connectiv-
ity within the brain, it is not clear as to what constitutes a structural cortical element
possessing such anatomical connectivity information. Since we are limited to the reso-
lution of diffusion weighted (DW) images and are only capable of measuring extrinsic
anatomical connectivity without being able to differentiate between afferent and effer-
ent connections, we will maintain a rather abstract definition of a structural cortical
element throughout this dissertation: a structural cortical element is an area within the
cortex at the cortical boundary connected to an individual white matter fiber following
a particular pattern of connections within the white matter volume.
Since DW imaging techniques are not yet capable of capturing connectivity informa-
tion pertaining to individual fibers within the human brain it is reasonable to assume
that individual imaging voxels contain several cortical elements. Lets assume that the
connectivity patterns each defining a cortical subunit are as distinguishable as possible
which implies that each cortical element belongs to only one cortical subunit (i.e. single
assignment hard clustering); and that we know exactly to which cortical subunit each











mance towards the global minimum of the cost function F . Such a method relates to computational
issues and does not necessarily reflect the the maximum number of clusters that can be resolved from
the data. Moreover, the difference between mutual information terms (i.e. I(X̄, X) and I(X̄, Y ))
given by the information bottleneck method does not include a reguralization term that addresses
the underfitting/overfitting dilemma. Consequently, more finely grained clusters (i.e. clusters with
higher K) can be formed that minimize the cost function F but simply fit the sample noise and there-
fore do not reveal any more meaningful structure from the data. A means to account for noise in the
data is to correct the conditional distribution, p(Y |x), for errors (i.e. p̂(y|x) = p(y|x) + ∆p(y|x))
arising from the finite resolution of DW images as well as finite connectivity score quantities con-
tained in tractograms [21]. However, model selection by correcting for finite samples as proposed by
Still and Bialek (2004) [21], nevertheless, produces inconsistent results with previous parcellation
results which suggest overfitting.
A much more elegant means to account for noise in the DW images in the context of model selection
is to utilize the two sample scenario (i.e. training and test images) widely used in statistics. In this
setting, training and test images constitute two parcellation solutions obtained from two seperate
DW images of the same person and carried out under the same conditions. The difference between
each of the DW images is therefore solely due to noise which in turn causes differences in parcella-
tion results between training and test images. Two DW images provide by far too little information
to characterize the uncertainty in diffusion measurements. However, the rationale is that two large
enough parcellation results based on seperate DW images contain sufficient information to determine
the uncertainty in the solution space [22]. The approximation set coding (ASC) scenario [22] pro-
vides an information-based quantity that maximizes the informativeness of the clustering solution
under the constraint that the clustering model with associated cost function and input parameters
(eg. number of clusters K) be robust against fluctuations in the diffusion measurements. Conse-
quently, the ASC scenario selects the particular parcellation solution with associated cost function
and number of clusters that generalizes from training DW image to test DW image under the influ-
ence of noise. Note that the ASC scenario allows for model selection among different types of cost
functions that parcellate cortical subunits. x̄k￿
Another aim of this paper was to investigate the possible nested architecture of cortical subunits
within in IFG+PCG region. The large overlap of several independently obtained parcellation re-
sults at different K confirms the preferred grouping of cortical subunits into primary as well as
pre-motoric and those associated with pre-frontal areas. However, a clear limitation of the proposed
method used to investigate the hierarchical relationship between cortical subunits is that the levels
of partitionings included in the hierarchy were selected by the user. A further step towards allowing
connectivity data to vote for its prefered nested architecture is to make use of a cost function that
captures the quality not only of a single clustering solution but a hierarchy of clustering solutions.
Once more, the ASC scenario can be utilized to select the maximally informative hierarchical clus-
tering model with associated cost function and levels of clustering without overfitting the data. The
rationale is that the hierarchical organization of cortical subunits should generalize from training
DW image to test DW image under the influence of noise.
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DW images of the same person and carried out under the same conditions. The difference between
each of the DW images is therefore solely due to n ise which i tur causes differences in parcella-
tion results between training a d test im ges. Two DW images provide by far too little information
to characterize t uncertainty in diffusion easur m nts. However, the rationale is that two large
enough parcellation resul s based on sepera e DW images contain sufficient information o d t r ine
the uncertainty in the solution space [22]. The appr ximati set c ding (ASC) scenario [22] pro-
vides an information-based qu ntity that maximizes the informativeness of the clustering solution
under the constraint that the clustering model with associated ost fu ction and input parameters
(eg. number of clusters K) be robu t against fluctuations in the diffusion easureme ts. Conse-
qu ntly, the ASC sc nario s lects the particular parcellation solution with associated ost function
and number of clusters th t g ne alizes from training DW image to te t DW image under the influ-
enc of noise. Not that the ASC scenario allows for mod selection among different types of cost
func ions that parcell te cortical subunits. x̄k
Another a m of this paper was o investigate the pos ible nested architecture of cortical subunits
within in IFG+PCG region. The large verlap of sev ral independently obt in d parcellation re-
sults at differe t K confirms the preferred r uping of cortical subunits into primary as well as
pre-motoric and those associated with pre-frontal areas. Howeve , a clear limitation of the proposed
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mance towards the global minimum of the cost function F . Such a method relates to computational
issues and does not necessarily reflect the the maximum number of clusters that can be resolved from
the data. Moreover, the difference between mutual information terms (i.e. I(X̄, X) and I(X̄, Y ))
given by the information bottleneck method does not include a reguralization term that addresses
the underfitting/overfitting dilemma. Consequently, more finely grained clusters (i.e. clusters with
higher K) can be formed that minimize the cost funct n F but simply fit the sample noise and there-
fore do not reveal any more meaningful structure from the data. A means to account for noise in the
data is to correct the conditional distribution, p(Y |x), for errors (i.e. p̂(y|x) = p(y|x) + ∆p(y|x))
rising fr m the finite resolution of DW images as well a finite c ne tivity score quanti ies con-
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Still and Bialek (2004) [21], nevertheless, produces inconsistent results with previous parcellation
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DW images of the same person and carried out under the same conditions. The difference between
each of the DW images is therefore solely due to noise which in turn causes differences in parcella-
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to characterize the uncertainty in dif usion measurements. However, the rationale is that two large
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the uncerta nty in th solution sp ce [22]. The approximation set oding (ASC) scenario [22] pro-
vid s an informatio -bas d quantity that maximizes the informativen ss of the clustering solution
under the constraint that the clustering model with associated cost function and input parameters
(eg. number of clusters K) be robust against fluctuations in the diffusion measurements. Conse-
quently, the ASC scenario selects the particular parcellation solution with associated cost function
and number of clus ers that generalizes from training DW imag to test DW image under the influ-
ence of noise. Note that the ASC scenario allows for model selection among different typ s of c st
functions that parcellate cortical subunits. x̄k
Another aim of this paper was to investig te the possible nested architecture of cortical subunits
within in IFG+PCG region. The large overlap of several inde endently obtained parcellation re-
sults at different K confirms the preferr d grouping of cortical subunits into primary as well as
pre-m toric and hose associated with pre-frontal areas. However, a clear limitation of the proposed
method used to inve tiga e the ierarchical relationship between cortical subunits is that the levels
of partitionings included in the hierarchy were selected by the user. A further step towards allowing
connectivity data to vote for its prefered nested architecture is to make use of a cost function that
captures the quality not only of a single clustering solution bu a hierarchy of clustering solutions.
Once more, the ASC scenario can be utiliz d to select the maxim lly informative hierarchical clus-
tering model with associated cost function nd levels of clustering without overfi ting the data. Th
rationale is that the hierarchical organization of cortical subunits should generalize from training
DW image to test DW image under the influence of noise. xi
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where β is he Lagrange multiplier that controls the tradeo f. Solving equation 1 yields the following












where t denotes the iteration sequence. It is easily varified that iterating over convex sets given
above guarantess convergence of the cost function F in equation 1 [20]. It is important to ap-
preciate the uniqueness of the information bottleneck method to most clustering algorithms; the
similarity between tractograms x and clusters x̄ is captured by the Kullback-Leibler distance (i.e.
DKL[p(y|x)|p(y|x̄])) in 2 hich arises as a result of minimizing the cost function F . The simi-
larity measure is not explicitly defined. Furthermore, the information bottleneck method does not
make any assumptions about the shape of clusters. More importantly, this clustering method forms
representative connectivity patterns, p(Y |x̄), for each cluster x̄ that together preserve most of the
original information given by individual tractograms (i.e. p(Y |x)). Aside from analysing the corti-
cal parcellation, investigating such representative connectivity patterns is of utmost importance for
neuroscientists.
The self-consistent equations 2 r quires initialisation of variables p(x̄|x), p(x̄) and p(y|x̄). Different
initializations can lead to different partitionings which correspond to different local minima of F
[20]. Tishby et al. (1999) [20] propose a determinstic annealing-like procedure that incrementally
increases β from β = 0 in order to "track" the changes in the effective partitioning as the system
shifts its preferences from compression to preser atio of anatomical connectivity. Notice the case
where β = 0, the I(X̄, Y ) term vanishes and their is no preservation of anatomical connectivity
information and the resulting compression of seed voxels forms one effective cluster that minimizes
the complexity term I(X̄, X). That is the intialisation at β = 0 has no influence on the clustering
solution. Gradually increasing β and iterating over self-consistent equations 2 until convergence
results in the optimal relevance-compression curve and thus the global minimum F for each β.
Moreover, the relevance-compression curve demonstrates a sequence of phase transitions at critical
β values that explores a hierachy of effective partitionings as shown in the results section [20].
Another interesting application of the information bottleneck method is to form compact represen-
tations of white matter voxels Ȳ prior to forming clusters of seed voxels X̄ [19]. The former utilizes
p(x|y) to preserve information about seed voxels X . The resulting compact representation of the
data I(X̄, Ȳ ) should therefore capture as much information about the original data I(X, Y ) as pos-
sible:
I(X̄, Ȳ ) ￿ I(X, Ȳ ) ￿ I(X, Y ) (3)
Forming Ȳ has the useful advantage of performing dimensionality reduction since anatomical con-
nectivity data given by probabilistic tractograms are often difficult to process due to their high di-
mensionality.
2.5 Hierarchical Organization of Cortical Subunits
Our approach attempts to reveal the possibly nested hierarchical architecture of cortical subunits. Al-
though, the information bottleneck method used in a determinstic-like annealing procedure already
reveals a hierarchy of effective partitionings, we wish to investigate the possible nested structure
of partitionings by comparing the overlap of parcellation results at different levels of clustering (i.e.
different K) that have been obtained independently of each other. That is, the partitioning of cortical
subunits at any level in the hierarchy does not depend upon the partitioning of cortical subunits at
any other level. In this manner, we do not enforce a hierarchy of partitionings on the data as demon-
strated by common hierarchical clustering methods, but instead aim to investigate the posibility of
an existing nested structure in anatomical connectivity data. Note that investigating such nested
structures requires selecting the levels of clustering that should be included in the hierarchy. The
task is a model selection problem and lies outside the scope of this paper. Alternatively, the levels











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































mance towards the global minim m of the ost function F . Such a method relat s to co putational
issues and does not necessarily reflect the the maximum number of cluste s that can b resolved fr m
the data. Moreover, the difference between mutual informa ion terms (i.e. I(X̄, X) and I(X̄, Y ))
given by the information bottlen ck method does not in lude reguralization term that addresses
the underfitti g/overfitting dilemma. C nsequently, more finely grain d clusters (i.e. clusters with
higher K) can be formed that minimize the cost function F but simply fit the sample noise and there-
fore do not reveal any more m aningful tructure from the data. A m ans to ccount for noi e in the
data is to correct the co ditional dis ribution, p(Y |x), for errors (i.e. p̂(y|x) = p(y|x) + ∆p(y|x))
arising fro the finite resolution of DW images as well as finite connectivity score quantities con-
tained in tractogra s [21]. However, model selection by correcting for finite samples as proposed by
Still and Bialek (2004) [21], nevertheless, produces inconsistent results with previous parcellation
results which suggest overfitting.
A much more elegant means o accoun for noise in the DW images in the cont xt of m del sel ction
is to utilize the two sampl cenario (i.e. training and t st images) widely used in statistics. In this
setting, train ng and test images constitut two parcellation solutions obtained from two se erate
DW images of the same pe son and carried out under the s me condition . The difference between
each of the DW i ages is therefore solely due to noise which in urn causes differ nces in parcella-
tion results between training and test images. Two DW images provide by far too little information
to characterize the uncertainty in diffusion measurements. However, the rationale is that two large
enough parcellation results based on seperate DW images contain sufficient information to determine
the uncertainty in the solution space [22]. The approximation set coding (ASC) scenario [22] pro-
vides an information-based quantity that maximizes the informativeness of the clustering solution
under the constraint that the clustering model with associated cost function and input parameters
(eg. number of clusters K) be robust against fluctuations in the diffusion measurements. Conse-
que tly, the ASC scenario selects the particular parcellation solution ith associated cost f nction
and number of clusters that generalizes from training DW image to test DW image under the influ-
ence of noise. Note that the ASC scen rio allows for model sel ction among different types of cost
functions that parcellate cortical subunits. x̄k
Another aim of this paper was to investigate the possible nested architecture of cortical subunits
within in IFG+PCG region. The large overlap of several independently obtained parcellation re-
sults at different K confirms the preferred grouping of cortical subunits into primary as well s
pre-motoric and those associated with pre-frontal areas. However, a clear limitation of the proposed
method used to investigate the hierarchical relationship between cortical subunits is that the levels
of parti ionings included in the hierarchy were selecte by the user. A further step t wards allowing
connectivity data to vote for its prefered nested architecture is to make use of a cost function that
captures the quality not only of a single clustering solution but a hierarchy of clustering solutions.
Once more, the ASC scenario can be utilized to select the maximally informative hierarchical clus-
tering model with associated cost function and levels of clustering without overfitting the data. The
rationale is that the hierarchical organization of cortical subunits should generalize from training
DW image to test DW image under the influence of noise. xj
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Figure 2.1: Cortical ele e ts withi the r g on of interest - Given a grouping
of cortical elements in cortical subunits (blue and gr en), voxels will ither contain corti-
cal elements belonging to only one cortical element (i.e. homogenous voxels will capture
properties of only one cortical subunit) or they will pture cortical elements belong g
to multiple cortical subunits (i.e. heterogeneous voxels capture the properties of multiple
cortical subunits).
voxels, more precisely termed seed voxel . As illustrated in figure 2.1, homogenous vox-
els containing cortical elements that only belong to the ame cortical subu it w ll only
contribute to the connectivity pattern defining that cortical subunit. Conversely, het-
erogeneous voxels containing cortical elements belonging to multiple cortical subunits
will contribute to the connectivity patter of multiple cortical subunits. Regardless of
the initial assumption, that the connectivity patterns are as distinguishable as possible,
the resolution of DWI data, nonetheless, coarsens the distinguishability of connectivity
patterns, which therefore limits the am unt of det il we can reveal in the partitioning
of cortical subunits.
In the context of in vivo connectivity-based parcellation using DW-images, we are
limited to grouping seed voxels and not the cortical elements themselves. Despite the
possible hard grouping of cortical elements into cortical subunits (i.e. cortical elements
possibly belong to only one cortical subunit), the limited resolution of imaging data
forces us to consider multi-assignment clustering solutions since heterogeneous voxels
should belong to multiple cortical subunits. Ideally, such multi-assignments should











the resolution, increases the number of heterogenous voxels which in turn decreases
the distinguishability of connectivity patterns that we can hope to obtain through the
measurement process.
Outlining the region of interest: Notice that the region of interest is clearly
outlined in figure 2.1. For cortex parcellation the region of interest comprises white
matter seed voxels next to the grey-white matter border. In practice, however, outlining
the region of interest for cortex parcellation introduces unwanted bias by using a grey-
value intensity threshold to identify the cortical boundary and therefore the cortical
seed voxels. Such seed voxels at the cortical boundary are assumed to be connected to
their neighboring grey matter voxels.
Quantifying anatomical connectivity in vivo: How does one quantify the
connectivity patterns of individual seed voxels in vivo? Diffusion MRI (dMRI) is typi-
cally used to infer information about the underlying fiber tract direction and therefore
anatomical connectivity by modelling the diffusion measurement process. However,
noise and artifacts present in the MR scan introduce uncertainty pertaining to fiber
tract direction. Further uncertainty in model parameters is caused by using simple mod-
els to describe the complex nature of the diffusion signal (5). Associating anatomical
connectivity with a probability of connectivity (thereby taking into account the fore-
mentioned uncertainty), as performed by probabilistic tractography, therefore offers
an appropriate as well as convenient means for characterizing anatomical connectivity
using dMRI.
Hierarchical organization of connectivity patterns: As mentioned previously,
evidence suggests that brain networks are organized as building modules thereby form-
ing nested hierarchies. Once more, we have to consider different levels of distinguisha-
bility among the connectivity patterns of cortical subunits in order to understand their
nested structure: finer connectivity patterns that are grouped at higher levels of the
hierarchy are considered less distinguishable from each other, whereby coarser connec-
tivity patterns that are grouped at lower levels are more distinguishable from each
other. Put differently, given a means to quantify distinguishability in terms of similar-
ity, cortical subunits grouped at higher levels in the hierarchy should be more similar
to one another in terms of their connectivity than those grouped at lower levels. The
simplified model in figure 2.2 demonstrates how a nested structure of cortical subunits






















of interest cortical subunit
Figure 2.2: Simplified nested hierarchy of cortical subunits - Green and blue
cortical subunits possess more similar connectivity patterns and are therefore less distin-
guishable from each other when compared to the connectivity pattern of the cortical area
illustrated in yellow. Accordingly, green and blue cortical subunits are grouped at a higher
level in the hierarchy. A coarser grouping of cortical subunits revealing gross anatomical
connectivity patterns is hypothesized to be more similar among subjects whereas higher-
level grouping may be more variable across subjects.
One must bear in mind that figure 2.2 is a simplified model to give an intuitive idea
of what a nested hierarchy of extrinsic connectivity profiles signifies in terms of their
distinguishability or similarity to one another. The actual extrinsic connectivity pattern
is much more complex involving intermediate connections, among other things. An
interesting question is which level of the hierarchy, if any, is common among subjects and
which finer level connectivity patterns demonstrate significant inter-subject variability.
Investigating such connectivity similarities and variability across subjects is, however,
not the focus of this project.
Assessment of results: Needless to say, assessing connectivity-based cortex par-
cellation against other techniques is of utmost importance. However, connectivity-based
cortex parcellation using dMRI is a relatively novel approach and there is limited prior
knowledge with respect to the delineation of areas within the cortex. Indeed, such prior
knowledge can be gained from functional magnetic resonance imaging (fMRI) studies
and cytoarchitectonic maps. However, one must bear the following in mind:
• Functional MRI studies obtain functional areas in the cortex based upon a











have a strong link to anatomical connectivity (1), fMRI studies do not measure
anatomical connectivity directly. Moreover, such studies are useful for revealing
the core areas of functional units and are not precise in delineating functional
units in the cortex (i.e. borders between such functional units are not precise).
• Cytoarchitectonic maps are formed based upon cell density and type, but not
connectivity. The apertures of both data sets (i.e. data obtained by probabilistic
tractography and data obtained by cell density and type) are therefore inherently
different, and hence it is difficult to assess one method by the other. The overlap
of connectivity-based parcellation results and cytoarchitectonic maps, however,
is interesting as it reveals something fundamental about brain cortex formation.
Another issue is that connectivity-based parcellation results and cytoarchitectonic
maps each describe the segregation of cortical areas in different brains. For reasons
owing to the limited knowledge with respect to the variability of such areas among
subjects it is desirable to compare results of both methods for the same brain.













Conclusively, it has been shown in the mammalian brain that structural elements of
a distinct cortical region share homogeneous connectivity patterns (20, 21), which are
dissimilar to those of other cortical regions and therefore determine, to some extent,
the functional repertoire of that region (3). These findings justify using clustering
of connectivity patterns as a means to perform connectivity-based parcellation with
the aim of segregating a cortical region of interest into functionally distinct subunits:
Distinct homogenous connectivity patterns imply that structural elements within such
regions share similar anatomical connectivity patterns. Knösche and Tittgemeyer (in
press) (22) provide a current review on this topic.
As stated previously, connectivity-based cortex parcellation is formulated as a clus-
tering problem. Section 3.1 gives an overview of clustering principles followed by pre-
vious applications of cortex parcellation and their use of clustering techniques given in
section 3.2.
3.1 Clustering Principles
Clustering forms part of a cohort of methods designed to extract hidden structure
in data sets (23). A basic definition of clustering is that clusters should contain ho-
mogenous (i.e. similar) objects. This definition is very general which allows for many
interpretations of the clustering problem and therefore many hypotheses upon which
clustering should be based. A quality criterion that quantifies the quality of a clus-












quality criteria such as cost functions, the expected distortion or a likelihood function
are described in this section.
3.1.1 Modelling Cluster Structure
3.1.1.1 Clustering Definitions and Notations
Formally, clustering can be formulated in terms of grouping a set of objects xεX into
subsets or clusters x̄εX̄ based upon measurements yεY . Clustering in the traditional
sense is constrained to singleton assignments (i.e. objects belong to only one cluster),
although multi-assignment clustering methods have already been proposed (24). The
assignments may either be deterministic (i.e. hard clustering) or stochastic (i.e. soft
clustering). For simplification in this section, we will differentiate stochastic assign-
ments with p(x̄|x) from deterministic assignments with xi ← ci, where ci is the cluster
label given to object xi and c denotes the set of lab ls given to all objects X.
It is important to understand the difference between hard and soft clustering: Both
assume that objects belong to only one cluster (ground truth). In contrast to deter-
ministic assignments, stochastic assignments take uncertainty in cluster assignments
into account. Note that stochastic assignments do not imply that an object belongs
to multiple clusters since this does not agree with ground truth. Instead they reflect
uncertainty that an object belongs to one of multiple clusters.
3.1.1.2 Data Repr sentation
Data representation is crucially important since it predetermines what kind of cluster
structure can be discovered from the data (25). The relationship between objects
and measurements is defined by the relation between a design space X, XεX, and a
measurement space Y, Y εY. Specifically such relations may be given by a functional
dependency, y : x → y(x), or a stochastic dependency, p(y|x), between objects and
measurements. The latter defines y as a measurement sample. Such definitions provide
a framework for describing the following common data types (25):
• Vectorial data: measurements are categorized as features and ordered into a












• Proximity data: proximity measurements provide comparisons (usually pair-
wise) between objects. Such proximity measurements between objects can be
summarized in a similarity matrix as shown in figure 3.2C.
• Distributional data: Objects are described by probability distributions
P (X|Y ). Measurements provide samples from those probability distributions.
Such samples can be used to infer the probability distribution from which they
were sampled. For finite data, bins forming the conditional probability distribu-
tion, p(y|x), can be interpreted as features of an object x.
Note that other common data types may also be described by a mixture of the data
types mentioned above. For example, the nature of data arising from a multivariate
probability distribution is both vectorial and distributional. Specifically, distributions
are categorized into a d-dimensional feature vector. Once more, measurements pro-
vide samples from those distributions. The following data types impose additional
constraints on the data:
• Pre-grouped data: Observations y are already organized in specific groups prior
to any data analysis or manipulation. Such cases arise in neuroscience when com-
bining observations made within several subjects (i.e. observations are already
grouped in individual subjects). Stochastic models propose a hierarchical prior
that governs the clustering within subjects while combining observations made
across subjects. Such applications include multi-subject analyses of functional
units within the brain (7, 26).
• Hierarchically nested or topologically structured data: Subsets of the
data can be decomposed into further subsets which in turn are decomposed into
further subsets etc. That is, the subsets form a nested branching structure.
3.1.2 Clustering based upon Cost Functions
Mathematically, hard clustering can quite simply be formulated as minimizing a non-
negative cost function. The cost function takes as input the data X and their hard
clustering assignments c. The rationale is that cluster assignments c are given costs












hypothesis. The following section discuss several different cost functions that can be
used to perform clustering.
3.1.2.1 Cost Functions
Central clustering: The hypothesis here is that clusters should have centers x̄⊥ and
that the distance of objects to their centers should be minimized. The representation
of clusters by their centers causes distortion costs d(x, x̄⊥) due to information loss. The







K-means clustering (27) is a special case of central clustering where the data is rep-
resented as vectors and the dissimilarity measure is accordingly given by the euclidian
distance between objects and their centroids: d(x, x̄⊥) = |x− x̄⊥|2.
Affinity propagation can be viewed as minimizing a similar cost function but in-
stead summing over any predefined similarity measure s(x, x̄⊥), including non-metric
similarities, between objects and centroids (i.e. R(c,X) = −∑x̄εX̄
∑
xεx̄ s(x, x̄⊥)) (28).
However, the cost function related to affinity propagation does not preserve the non-
negativity constraint.
Pairwise clustering: Similar to central clustering, pairwise clustering cost func-
tions favour compactness by minimizing intra-cluster dissimilarities. In particular,
graph optimization problems provide a means to perform pairwise clustering. Ob-
jects represent vertices of the graph and the magnitude of the edges between objects










where we sum over the magnitude of all edges in the same cluster (i.e. E(x̄)). Nx̄
denotes the number of objects in cluster x̄ and NE(x̄) denotes the number of edges in
cluster x̄.
Normalized cuts (29) and clustering by minimum spanning tree (30) are examples












central clustering, pairwise clustering once more favours compactness by maximizing
intra-cluster similarities.
Path-based clustering: Quite often the cluster structure may be irregular or may
not possess a compact spherical structure in the feature space which is often assumed.
Instead, the density of the objects plays a much more important role. Fischer et al.
(31) proposes a path-based pairwise clustering cost function for such cases where a
particular grouping of objects is favoured when the paths through objects in the same
cluster is minimized. The rationale is that the paths through objects in the same cluster
is minimal when they are densely distributed in the feature space. The cost function
will not be shown here for reasons owing to simplicity.
3.1.2.2 Cluster Optimization
The optimal clustering solution, c∗, is one that minimizes the cost function. Practically,
computing the cost function for every possible cluster assignment, cεC, is infeasible.
Searching for the optimal cluster assignments c∗ is a combinatorial problem for which
there are various optimization techniques. The following section describes cluster op-
timization by Gibbs sampling and simulated annealing (25, 32):
Gibbs distribution: The probablity of sampling a feasible clustering solution c





where the denominator serves as the partition function and β is the inverse compu-
tational temperature that controls the probability of sampling a cluster assignment c
with low costs. In particular, for β → ∞, we are guaranteed to sample a clustering
solution c∗ that (globally) minimizes the cost function.
However, the approach is still infeasible since the partition function requires sum-
ming over all possible clustering solutions, cεC. Gibbs sampling offers a solution to the






where ci denotes the clustering assignment given to object xi and K denotes the num-












only possible cluster assignments 1 ≤ ci ≤ K for object xi and not over all possible
combinations of cluster assignments (i.e. all possible clustering solutions), cεC. More
precisely, the denominator is summed over cluster assignments, ci, while keeping all
other cluster assignments, c−i, fixed.
Simulated annealing: The Gibbs sampler requires initializing cluster assignments
c−i. Simulated annealing overcomes this problem by following an annealing schedule
whereby the inverse computational temperature β is increased from β = 0 to β → ∞.
Clustering solutions for a particular β serve as intialization for clustering solutions given
a slightly increased β. The rationale is that at β = 0, ci can be intialized randomly
since the probability of drawing a clustering solution in 3.3 is not governed by the cost
function and is therefore entirely random for any intialization.
3.1.3 Clustering based upon Rate Distortion Theory
Rate distortion theory tells us that clustering can be interpreted as a form of data
compression (33). More precisely, soft clustering is achieved by compressing the data
xεX to form compact representations x̄εX̄ (i.e. clusters). Controlling the compression
of the data is simply done by minimizing a complexity term given by the mutual
information between objects and their compact representations, I(X̄,X). However, in
doing so we distort the data. Similar to the cost function principle introduced above
we want our data compression (i.e. clustering) to be governed by a quality measure so
that the data distortion is minimized. The rate distortion functional minimizes I(X̄,X)
under the constraint of a quality measure given by the expected distortion 〈d(x, x̄)〉:
L[p(x̄|x), p(x̄)] = I(X̄,X) + λ〈d(x, x̄)〉, (3.5)
where L is minimized with respect to assigment probabilities p(x̄|x) and marginal prob-
abilities p(x̄). λ controls the tradeoff between data compression I(X̄,X) and expected
distortion 〈d(x, x̄)〉 = ∑x̄εX̄
∑
xεx̄ p(x, x̄)d(x, x̄). Assuming differentiability, minimizing
the rate distortion functional 3.5 is simply done by taking its derivative and equating
it to zero which yields the following self-consistent equations:
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where Z(x, λ) is a normalization constant and t denotes the iteration sequence. Blahut
(34) demonstrates that iterating through the self-consistent equations yields the min-
imum of the rate distortion functional L. Notice that, similar to cost functions, the
self-consistent equations require initializations. Once more, simulated annealing can be
used as an optimization technique to obtain the global minimum of L and is explained
in section 4.3.
Rate distortion theory gives rise to a wide framework of clustering methods since
its derivation is applicable for any distortion cost d(x, x̄). The following clustering
techniques are all based upon rate distortion theory but differ only in their distortion
measures.
3.1.3.1 Prototype-based Clustering
How do we define the distortion cost d(x, x̄) or dissimilarity between object x and cluster
x̄? If we can assume that clusters have a prototypical characteristic we can compute the
distortion cost as a dissimilarity between objects and prototypes. For example, given
that clusters are formed based upon central tendencies in the data we can assume
that the center of the cluster x̄⊥ is protoypical for that cluster x̄. Computation of the
distortion cost is therefore given by:
d(x, x̄) = d(x, x̄⊥) (3.7)
Notice that the same type dissimilarity measure is used in central clustering (equation
3.1). It should, however, be noted that this type of clustering method assumes that we
have access to the distortion between objects and prototypes d(x, x̄⊥).
3.1.3.2 Information-based Clustering using Collective Similarities
Slonim et al. (35) formulates the“information-based clustering” method by computing
the distortion cost between object xi and cluster x̄ as a sum over any pairwise similarity
measures between object xi and all other objects weighted by their cluster membership:
d(xi, x̄) = −s(xi, x̄) =
∑
jεx̄
p(xj |x̄)s(xi, xj) (3.8)
Substituting the distortion cost into the expected distortion yields:

















Slonim et al. (35) extends the notion of pairwise similarities to a more general idea of
collective similarities among objects (i.e. s(x1, x2, x3, . . .)).
3.1.3.3 Distributional Clustering and the Information Bottleneck Method
As is often the case, the relationship between objects and measurements may be of
distributional nature and therefore involve stochastic dependencies (i.e. p(y|x)). Each
object is thus characterized by a conditional probability distribution, p(Y |x), over mea-
surement samples. In the case of finite samples grouping objects is done by grouping
their histograms. The distortion between distributional data is naturally interpreted
by the Kullback-Leibler distance between objects and clusters (36):
〈d(x̄, x)〉 = 〈DKL[p(y|x)||p(y|x̄)]〉 = I(X,Y )− I(X̄, Y ), (3.10)
where I(X,Y ) is the mutual information between objects X and measurement samples
Y and I(X̄, Y ) is the mutual information between compact representations of objects
X̄ and measurements samples Y . The derivation of equation 3.10 is given in chapter 8.
Substituting the expected distortion by the expected Kullback-Leibler distance in the
rate distortion functional L gives:
L = I(X̄,X) + λ
(
(I(X,Y )− I(X̄, Y )
)
(3.11)
F = I(X̄,X)− λI(X̄, Y ) ∝ L, (3.12)
where F is precisely the cost functional minimized in the information bottleneck
method. Using the Kullback-Leibler distance as the distortion measure has several
important consequences:
1. I(X,Y ) does not depend on p(x̄, x) and therefore remains a constant in the rate
distortion functional L. Minimization of the rate distortion functional L can
therefore be simplified to minimizing the cost functional F which yields a new set
of self-consistent equations (equations 4.5).
2. The (mutual) information that clusters X̄ provide about measurement samples Y
in the cost functional F (equation 3.12) replaces the expected distortion 〈d(x̄, x)〉












3. Consequently, in contrast to most clustering methods, minimization of the cost
functional F does not require explicitly defining a distortion measure a priori. In-
stead, clustering is simply based on the intuitive notion that the data compression
X̄ should capture most of the information with respect to measurement samples
Y . A distortion measure given by the Kullback-Leibler distance in equations 4.5
arises implicitly by minimizing the cost functional F .
Tishby et al. (33) provide an alternative perspective to deriving the cost functional F
and is described in section 4.3.
3.1.4 Clustering based upon Sufficient Statistics
Another means to perform clustering is by means of achieving sufficient statistics in a
stochastic model. That is, parameters θεΘ are sufficient to describe the distribution
of objects within clusters. The functional form of the distribution of objects within
clusters is given by the likelihood function F(X|Θ) which has to be predefined.
Bayes’ rule gives the probability of assigning parameters to the data:
P (Θ|X) ∝ F(X|Θ)P (Θ), (3.13)
where the prior P (Θ) induces the partition of objects into clusters. The use of the
prior P (Θ) makes the distinction between parametric and non-parametric Bayesian
models. For example, a Gaussian mixture model is considered a parametric clustering
technique since the functional form of the prior contains parameters that have to be
predefined. A Bayesian model is non-parametric if a conjugate prior is used to achieve
sufficient statistics in the posterior distribution P (Θ|X). Clustering by sufficient statis-
tics requires that the posterior distribution P (Θ|X) be multinomial. Accordingly, the
conjugate prior of a multinomial distribution is given by a Dirichlet distribution (37):
P (Θ) = Dir(α,G0), (3.14)
where α is the concentration parameter and G0 is the base distribution of the Dirichlet
distribution. The non-parametric Bayesian clustering model is therefore known as the
Dirichlet mixture model. Note that a non-parametric Bayesian model does not mean
to say that the model involves no parameters that have to be predefined. In particular,












predefined. Similar to selecting cost functions, the likelihood function, F(θ|x), deter-
mines the quality of clustering and should be chosen based upon data representation.
For example, vectorial data may be modelled by multivariate distributions. A multi-
variate Gaussian distribution is typically used in the Dirichlet process mixture model.
Orbanz (38) proposes an alternative likelihood function for distributional data.
Directly sampling a set of sufficient statistics Θ from a joint posterior distribution
P (Θ|X) is infeasible. Notice that clustering based upon cost functions poses the same
problem because it is infeasible to directly sample a clustering solution c from the joint
Gibbs distribution (equation 3.3). Once more, Gibbs sampling can be used to sample
“locally” using the conditional distribution θi|Θ−i instead of the joint distribution,
where Θ−i denotes the set of all sufficient statistics except for θi.
Teh et al. (39) extend the Dirichlet mixture model to the hierarchical Dirichlet
mixture model to cluster pre-grouped data (section 3.1.1). Blei et al. (40) use a similar
hierarchical Dirichlet prior to cluster hierarchically nested data.
3.1.5 Model Validation
An indispensable requirement of models used to describe the data is that the model
must be generalizable across different sample data sets under the influence of noise.
That is, the model should be reproducible under the influence of noise. Here we assume
that the sample data sets are sampled from the same probability distribution. Although
the purpose behind minimizing cost functions or the expected distortion is to quantify
the quality of the solution, they cannot be used as model selection criteria because they
are sensitive to noise in the data. As suggested previously, clustering forms part of a
cohort of methods designed to extract the signal (i.e. hidden structure) from the data.
In the context of clustering the hypothesis is that the signal partitions the data set into
clusters that contain similar elements. In practice, however, we sample noisy versions
of the signal which gives rise to the under- and overfitting dilemma shown in figure 3.1.
Noise in the data can be characterized by comparing two sample data sets. Noise
causes uncertainty in measurements which translate to uncertainty in the partitioning
(i.e. the solution space). Using quality criteria that do not account for noise cause
overfitting as shown in figure 3.1. Needless to say, identifying the partitioning signal is




















signal: tradeoff between informativeness 
and robustness against noise!
Figure 3.1: Model validation: the under- overfitting dilemma - Two data sets,
sampled from the same probability distribution, are clustered (clusters are labelled red and
blue) according to maximal fit given by optimizing a suitable quality criterion. Model val-
idation discriminates signal from noise by maximizing the informativeness of the partition
while maintaining robustness against noise and therefore generalizability of the solution.
Such a tradeoff avoids under- and overfitting.
we characterize the relationship between the quality criterion and the partitioning sig-
nal? Indeed figure 3.1 demonstrates the relationship: The generalizability requirement
demands that the partitioning and therefore the quality criteria be insensitive to noise;
the partitioning signal is therefore one for which the quality criterion is suboptimal.
That is, the partitioning signal is identified by the most informative partitioning that
is still robust against noise in the quality criterion.
The task of identifying the signal is therefore still done by optimizing a suitable
quality criterion, but however, accounting for noise such that the generalizability prop-
erty is maintained. Note that only a suitable hypothesis (i.e. suitable quality criterion)
for approximating the signal will maintain the generalizability property at suboptimal
solutions. Henceforth, solutions can be validated according to their generalizability per-
formance at suboptimal solutions. Two major schools of thought are used to perform
model selection:
• Correcting for finite samples: Approximate the uncertainty induced in mea-
surements due to finite samples and investigate how such uncertainty propagates












ity criterion to account for noise yields a reguralized quality criterion term that
should be insensitive to noise. Correcting for finite samples (41) will be used as a
model validation technique in this dissertation and is explained in greater detail
in section 4.4.
• Two-sample scenario: Quantify the generalizability and the informativeness of
the solution by comparing the solutions obtained for different sample data sets
as shown in figure 3.1. Statistical analyses quite often use two samples given by
training and test data sets to measure the agreeability between them. Clearly,
two samples provide by far too little information to characterize the uncertainty
in measurements. However, we are interested in the uncertainty in the solution.
The rationale is that the uncertainty in the solution space is much smaller than
the uncertainty in the measurements space. Two large enough samples therefore
contain sufficient information to characterize the uncertainty in the solution space
(i.e. clustering solutions) (42). Buhmann (42) proposes an information-theoretic
model validation technique utilizing an approximation set coding (ASC) scenario
that quantifies the tradeoff between the informativeness of the solution and its
robustness against noise between training and test solutions.
3.2 Connectivity-based Parcellation
For the purpose of cortex parcellation, probabilistic tractography does not necessarily
have to accurately reflect the connectivity pattern of an individual area. The sensitivity
of probabilistic tractography to differences in connectivity of cortical areas plays a
much more important role (22). This motivates the application of tractography for
connectivity-based parcellation: When each cortical area is characterised by unique
cortico-cortical connections (i.e. connectivity fingerprint), then tractograms within an
area should be similar (22).
Recently, tractography-based parcellation has been applied to a variety of sub-
cortical and cortical areas, in the macaque as well as in the human brain. These
areas include the thalamus (5, 43, 44, 45) basal ganglia (46, 47, 48), amygdala (49)
and midbrain (50) and cortical regions including inferior frontal cortex (11, 12, 51),
premotor cortex (13, 14), cingulate cortex (52), medial frontal (43, 53) and insula












The fore-mentioned attempts at clustering probabilistic tractograms, however, im-
pose several nontrivial assumptions about the underlying structure of the data. To date,
two different types of clustering algorithms have been used to perform tractography-
based parcellation:
1. Clustering based upon cost functions that relies on pairwise similarity mea-
sures: K-means clustering (11, 12, 54) or spectral reordering (56), employ corre-
lation as a predefined similarity measure and thus rely on the strength of linear
dependency between tractograms in order to form clusters. The similarity be-
tween any two tractograms is summarized in a symmetric similarity matrix, also
referred to as a “connectivity correlation matrix” (11). The methodology followed
by such methods is summarized in figure 3.2.
Entries in the connectivity correlation matrix define the cross correlation be-
tween tractograms. The objective is to cluster or group seed voxels with similar
tractograms and separate them from seed voxels with dissimilar tractograms.
Johansen-Berg et al. (56) as well as Klein et al. (12) used spectral reordering
to rearrange the similarity matrix in such a way to allow the user to visually
identify clusters from the rearranged matrix as shown in figure 3.2C. Klein et al.
(12) and Anwander et al. (11) proposed a k-means clustering strategy using the
“connectivity correlation matrix” as input. Both k-means clustering and spectral
reordering were nevertheless subject to user input (i.e. choosing the number of
clusters). The criteria used by Anwander et al. (11) to choose the number of
clusters were as follows:
• Subdivisions should be consistent across subjects and rely on a one-to-one
correspondence between subjects.
• Each subdivision must be characteristic of a single coherent volume within
the region of interest (i.e. clusters must be spatially compact).
In other words, the choice of the number of cortical subunits was subject to
forming representative, meaningful cortical regions while still maintaining relative
consistency across subjects. It is often difficult to justify such an approach to
select the number of clusters for regions where anatomical segregation may be












compact. Additionally, it is debatable whether similarity between tractograms
should be defined by their pairwise linear dependency to one another.
Figure 3.2: Cortex parcellation based upon pairwise similarity measures - A:
The region of interest contains white matter voxels at the white and grey matter interface.
B: Probabilistic tractograms quantify the anatomical connectivity pattern of each seed
voxel. C: The rearranged connectivity correlation matrix captures the pairwise similarities
between probabilistic tractograms. D: Segregation of the cortical region of interest based
upon the connectivity correlation matrix. Reproduced from Anwander et al. (11).
2. Clustering based upon sufficient statistics that implicitly relies on simi-
larity measures: Dirichlet process mixture models (DPMM) embody a Bayesian
nonparametric model for clustering of probabilistic tractograms. Such stochastic
processes typically assume data to be generated from a mixture of Gaussian dis-
tributions. In this setting, two tractograms are similar if they arise from the same
Gaussian distribution. In an application to multiple-subject parcellation of the
thalamus, Jbabdi et al. (7) represented tractograms as vectorial data and grouped
them based upon a Gaussian likelihood function. Note that such stochastic mod-
els determine the number of clusters automatically given a choice of likelihood
function. However, whether or not individual tractograms can be interpreted as
vectors or that clusters assume a Gaussian form is debatable.
3. Clustering based upon rate distortion theory that relies on distortion costs
between objects and prototypes (17, 18): As with k-means clustering and the
Gaussian likelihood function used in the DPMM, this method assumed that clus-
ters are formed on the basis of central tendencies in the data. Exemplars found












and therefore served as prototypes for clusters. Variation of information between
connectivity patterns was explicitly used as the distortion measure between seed
voxels and exemplars. The information bottleneck method applied in this disser-
tation is a variation of this method that does not rely on prototypes and implicitly













4.1 Cortex Parcellation based upon Distributional Con-
nectivity Data
As mentioned previously, cortical subunits are defined by their unique connectivity pat-
terns (i.e. connectivity fingerprints) (1). How does one define the unique connectivity
pattern underlying the cortical area? Since we advocate a probabilistic approach to
quantifying anatomical connectivity using dMRI we formally define the connectivity
pattern of a cortical area as a probability distribution of connectivity among voxels
within the white matter volume. Such connectivity distributions are thus said to be
unique and therefore distinguishable from connectivity probabilities defining different
cortical areas. However, in practice, the connectivity distribution is unknown. As
with any other application we have to rely on connectivity measurements, gained from
dMRI, to obtain connectivity observations.
It should, however, be noted that we do not directly sample from the true connec-
tivity signal (figure 4.1A) but instead sample from the noisy connectivity measurement
signal (figure 4.1C) gained from dMRI. The connectivity measurements contain incom-
plete information about the true connectivity of microstructures but are assumed to
contain sufficient connectivity information about the macroscopical connectivity pat-
terns with limitations mentioned in section 4.2. The connectivity measurement signal
is therefore assumed to approximate the true connectivity signal to some extent. The
term “connectivity distribution” is used to refer to the noisy distibution of connec-











4.1 Cortex Parcellation based upon Distributional Connectivity Data
observations of noisy connectivity measurements.
connectivity observations connectivity observations connectivity observations
true connectivity signal connectivity measurement signal noisy connectivity 
measurement signal
Figure 4.1: Synthetic connectivity signals - The connectivity measurement signal
models the true connectivity signal incompletely, but is, however, assumed to approxi-
mate the true connectivity signal. In practice, however, we only sample from the noisy
connectivity signal obtained by dMRI.
The task is thus to use a quality criterion to infer the unknown connectivity dis-
tribution (i.e. connectivity fingerprint) from the finite connectivity observations made
by seed voxels. Given prior knowledge of the modular architecture of cortical subunits,
the quality criterion should group connectivity patterns in order to infer the unknown
connectivity distribution. The general methodology followed to perform cortex par-
cellation using a distributional interpretation of connectivity data is given in figure
4.2. The first step is to outline the region of interest from which to sample seed vox-
els x (figure 4.2A and B). As with many problems lacking prior knowledge, each seed
voxel is equally likely to be sampled. The subsequent task is to sample white matter
voxels y to which the seed voxel x is connected. Obtaining such samples from the
conditional distribution as shown in figure 4.2C requires connectivity measurements,
typically obtained from dMRI data as discussed in the next section. The quality cri-
terion (figure 4.2D) serves to infer the underlying probability distribution using only
connectivity samples taken from that distribution. The inferred discrete probability
distributions (figure 4.2E) represent the connectivity fingerprints of individual cortical
subunits. The contribution of connectivity patterns of sampled seed voxels to the con-
nectivty fingerprint of cortical subunits achieves clustering of seed voxels and therefore
cortex parcellation (figure 4.2E).
The following sections discuss the sampling technique used to obtain connectivity

































mance towards the global minimum of the cost function F . Such a method relates to computational
issues and does not necessarily reflect the the maximum number of clusters that can be resolved from
the data. Moreover, the difference between mutual information terms (i.e. I(X̄, X) and I(X̄, Y ))
given by the information bottleneck method does not include a reguralization term that addresses
the underfitting/overfitting dilemma. Consequently, more finely grained clusters (i.e. clusters with
higher K) can be formed that minimize the cost function F but simply fit the sample noise and there-
fore do not reveal any more meaningful structure from the data. A means to account for noise in the
data is to correct the conditional distribution, p(Y |x), for errors (i.e. p̂(y|x) = p(y|x) + ∆p(y|x))
arising from the finite resolution of DW images as well as finite connectivity score quantities con-
tained in tractograms [21]. However, model selection by correcting for finite samples as proposed by
Still and Bialek (2004) [21], nevertheless, produces inconsistent results with previous parcellation
results which suggest overfitting.
A much more elegant means to account for noise in the DW images in the context of model selection
is to utilize the two sample scenario (i.e. training and test images) widely used in statistics. In this
setting, training and test images constitute two parcellation solutions obtained from two seperate
DW images of the same person and carried out under the same conditions. The difference between
each of the DW images is therefore solely due to noise which in turn causes differences in parcella-
tion results between training and test images. Two DW images provide by far too little information
to characterize the uncertainty in diffusion measurements. However, the rationale is that two large
enough parcellation results based on seperate DW images contain sufficient information to determine
the uncertainty in the solution space [22]. The approximation set coding (ASC) scenario [22] pro-
vides an information-based quantity that maximizes the informativeness of the clustering solution
under the constraint that the clustering model with associated cost function and input parameters
(eg. number of clusters K) be robust against fluctuations in the diffusion measurements. Conse-
quently, the ASC scenario selects the particular parcellation solution with associated cost function
and number of clusters that generalizes from training DW image to test DW image under the influ-
ence of noise. Note that the ASC scenario allows for model selection among different types of cost
functions that parcellate cortical subunits. ∼ y|x
Another aim of this paper was to investigate the possible nested architecture of cortical subunits
within in IFG+PCG region. The large overlap of several independently obtained parcellation re-
sults at different K confirms the preferred grouping of cortical subunits into primary as well as
pre-motoric and those associated with pre-frontal areas. However, a clear limitation of the proposed
method used to investigate the hierarchical relationship between cortical subunits is that the levels
of partitionings included in the hierarchy were selected by the user. A further step towards allowing
connectivity data to vote for its prefered nested architecture is to make use of a cost function that
captures the quality not only of a single clustering solution but a hierarchy of clustering solutions.
Once more, the ASC scenario can be utilized to select the maximally informative hierarchical clus-
tering model with associ ted cost function and levels of clustering without overfitting the data. The
rationale is that the hierarchical organization of cortical subunits should generalize from training DW
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A: region of interest
F: cortex parcellation E: inferred  connectivity patterns
B: sample seed voxels C: given a seed voxel,sample white matter voxels
each connectivity pattern 
defines a cortical subunit
(i.e. local diffusivity measurements determine the transition probability from voxels to neighboring
voxels). The probability of a particle moving to a neighboring voxel is thus greater along fiber direc-
tions. The random walk of a particle starting from the same seed voxel, x￿X , is repeated many times
(i.e. 10 000) such that the relative frequencies (i.e. connectivity scores) at which particles transi-
tioned to target voxels give an appropriate measure of the probability of connectivity from particular
seed voxels to target voxels. Figure 1 below illustrates the location of seed voxels at the cortical
boundary and their associated probabilistic tractograms. Let each probabilistic tractogram, p(Y |x),
Figure 1: General methodology of probabilistic tractography. Seed voxels in th white matter ear
the white-gray matter boundary form th regio of in rest. A tractogram is comp ed f r e ch of
these voxels. Each tractogra is described by a discrete univariate probability distribution.
be a set of normalized connectivity probabilities from a particular seed voxel x to every other target
voxel where Y denotes the set of all target voxels. Note that for unsupervised cortex parcellation the
set of target voxels Y sho ld cover the whole whi e matter vol m . A probabilistic tractogram can
therefore be described as a discrete univariate probability distribution over all white matter voxels.
2.3 Data Preprocessing
Given a region f interest the information that probabilistic tractogr m capture ab ut seed voxel
X is given by the mutual information I(X, Y ). The contribution of individual white matter voxels






Selecti g the highest contributors to I(X, Y ) allows for dimens onality reduction that r duces the
number of target voxels used in clustering [19].
2.4 Information Bottleneck Method
Within an information-theoretic framework the task associated with cortex parcellation is to form
compact representations (i.e. clusters) x̄, x̄￿X̄ , of seed voxels X by minimizing a complexity term
I(X̄, X). However, minimizing I(X̄, X), results in loss of information with respect to a atomi-
cal connectivity I(X̄, Y ) < I(X, Y ) given by probabilistic tractograms. Intuitively, w wish to
preserve as much information about anatomical connectivity as possible I(X̄, Y ) ￿ I(X, Y ) when
forming compact represenations X̄ . Tishby et al. (1999) [20] propose a variational principle reminis-
cent of rate distortion theory that quantizes the tradeoff between compressing the data and preserving
inf rmation relevant for anatomical connectivity: p(Y |x̄) ∀ x̄￿X̄
F [p(x̄|x), p(y|x̄), p(x̄)] = I(X̄, X)− βI(X̄, Y ) (1)
3
Figure 4.2: Cortex parcellation based upon distributional connectivity data -
A and B: A region of interest is selected (A) from which seed voxels are sampled using
a uniform prior distribution (B). The hypothesis is that there is an unknown connectivity
distribution characterizing the connectivity of seed voxels to the white matter volume. C:
Given a seed voxel, connectivity measurements in the form of dMRI allow us to obtain
sample white matter voxels from that unknown distribution. Such samples reflect infor-
mation about the connectivity between the seed voxel and the sample white matter voxels.
D and E: A suitable clustering quality criterion D is used to infer the unknown connec-
tivity distribution (i.e. connectivity fingerprints) underlying the region of interest (E ).
Each connectivity fingerprint defines a cortical subunit. F: The contribution of each seed
voxel to the connectivity fingerprint defining cortical subunits achieves cortex parcellation.














4.2 Quantifying Anatomical Connectivity in vivo
method as a quality criterion (section 4.3) used to identify the connectivity fingerprints
underlying the cortical area of interest.
4.2 Quantifying Anatomical Connectivity in vivo
A well established notion among neuroscientists is that water is more likely to diffuse
along brain fibers than across them, which makes dMRI useful for inferring the ori-
entation of fibers in vivo. Note that such diffusion information cannot differentiate
between afferent and efferent connections. The MR signal contains limited information
on the diffusion and therefore mictrostructure due to the finite resolution of imaging
data, the limited sampling of diffusion direction, the diffusion time and diffusion length
determined by the gradient strength. Consequently, the MR signal can only infer the
orientation of fiber bundles and not individual fibers. In particular, such limitations
lead to poor measures of fiber orientation in areas containing fiber crossings. The follow-
ing section describes the data aquisition used to obtain dMRI measurements followed
by a means to obtain connectivity samples from those measurements using probabilistic
tractography.
4.2.1 dMRI Data Acquisition
Diffusion-weighted data and high-resolution 3-dimensional (3D) T1- and T2-weighted
images were acquired on a Siemens 3T Trio scanner with an 8-channel array head coil
and maximum gradient strength of 40 mT/m. The diffusion-weighted data were ac-
quired using spin-echo planar imaging (EPI) (TR=12 s, TE=100 ms, 72 axial slices,
resolution 1.72×1.72×1.72 mm, no cardiac gating). A GRAPPA technique (reduction
factor 2.0) was chosen as parallel imaging scheme. Diffusion weighting was isotropically
distributed along 60 directions (b-value=1000 s/mm2). Additionally, seven data sets
with no diffusion weighting were acquired initially and interleaved after each block of
10 diffusion weighted images as anatomical reference for motion correction. The high
angular resolution of the diffusion weighting directions improves the robustness of the
tensor estimation by increasing the signal-to-noise ratio (SNR) and reducing directional
bias. To further increase SNR, scanning was repeated three times for averaging, re-
quiring a total scan time for the dMRI protocol of approximately 45 min. dMRI data











4.2 Quantifying Anatomical Connectivity in vivo
As a first step in preprocessing the data, the 3D T1-weighted (MPRAGE; TR=1300
ms, TI=650 ms, TE=3.97 ms, resolution 1.0×1.0×1.0 mm, flip angle 10, 2 acquisitions)
images were reorientated to the sagittal plane through the anterior and posterior com-
missures. Upon reorientation, the 3D T2-weighted images (RARE; TR=2 s, TE=355
ms, resolution 1.0× 1.0× 1.0 mm, flip angle 180) were co-registered to the reorientated
3D T1-weighted images using rigid-body transformations (57), implemented in FSL
(http://www.fmrib.ox.ac.uk/fsl). The images without diffusion weightings were
used to estimate motion correction parameters with the same registration method.
The motion correction for the dMRI data was combined with the global registration
to the T1 anatomy. The gradient direction for each volume was corrected using the
rotation parameters. The registered images were interpolated to an isotropic voxel
resolution of 1 mm and the three corresponding acquisitions were averaged. Finally, a
diffusion tensor was fitted to the dMRI data for each voxel. For presentation purposes,
cortical surfaces were rendered on basis of the T1-weighted images by using Freesurfer
(58).
4.2.2 Probabilistic Tractography
The purpose of probabilistic tractography is to characterize the connectivity pattern
of seed voxels utilizing the orientation dependence of water within fiber bundles. The
three-dimensional random walk method developed by Anwander et al. (11) samples a
sequence of connected white matter voxels using diffusion tensor images. As the name
implies the random walk method describes a random path taken by a particle starting
from a given seed voxel and transitioning through target voxels within the white matter
volume based upon local diffusivity measurements (i.e. local diffusivity measurements
in the form of local diffusion tensors determine the transition probability from voxels to
neighboring voxels). The random walk is terminated once the particle leaves the white
matter volume. At each step a white matter voxel neighboring the voxel location of
the particle is sampled from a probability distribution based upon local DTI data. The
sampled white matter voxel determines the subsequent voxel location of the particle.
The particle thus follows a Markov chain whereby each white matter voxel sample is











4.2 Quantifying Anatomical Connectivity in vivo






∼ y(η)|y(η − 1), . . . , y(2), y(1), xi,
(4.1)
where η denotes the sampling iteration sequence and xi denotes the cortical seed voxel
of interest with neighboring white matter voxel y(1) from which the particle starts its
random walk. The random path taken by the particle is thus constructed by a sequence
of white matter voxel samples.
Samples allow us to gain information about the probability distribution from which
they were sampled. In particular, for reasons owing to simplicity, we consider the inde-
pendently and identically distributed (i.i.d.) connectivity probability from a seed voxel
to any white matter voxel p(y|xi), where yεY . Obtaining a probability of connectivity
from a seed voxel xi to a particular white matter voxel yl requires marginalizing over





where pa is a sequence of white matter voxels, excluding yl, for a path originating from
xi leading to yl. Summing over all such paths, however, is infeasible. An approximation
is given by repeating the random walk taken by a particle for many trials (i.e. 10 000)
each starting from the same seed voxel xi. By law of large numbers, the frequency at
which yl is sampled over all random walk trials taken by the particle originating from





where Z is a normalization constant. The joint conditional distribution, p(Y |x), thus
conveniently expresses the i.i.d. connectivity probability of a seed voxel to the white
matter volume without having to deal with the more complex sequential connectivity
data. The connectivity pattern given by the i.i.d. connectivity probability is illustrated
in figure 4.3.
Note that, given a seed voxel, the white matter voxel is the only random variable
in the connectivity distribution. The joint conditional distribution, p(Y |x), is thus a











4.3 Information Bottleneck Method
Figure 4.3: Distribution of connectivity from seed voxels to the white matter
volume - The i.i.d. conditional connectivity probability gives the probability of find-
ing a connection between the seed voxel (blue) and a white matter voxel (yellow) (i.e.
connectivity pattern of seed voxels to the whole white matter volume, p(y|x) ∀ yεY ).
4.3 Information Bottleneck Method
Probabilistic tractography allows us to characterize the connectivity pattern of indi-
vidual seed voxels. However, we wish to quantify the connectivity pattern of cortical
subunits containing seed voxels. The connectivity patterns of cortical subunits are
therefore compact representations of the connectivity patterns of seed voxels. Within
an information theoretic framework, the information that the connectivity patterns of
seed voxels provide about the connectivity pattern of the entire region of interest is
given by the mutual information between compact representations of seed voxels X̄
and connectivity observations Y , I(X̄, Y ). Forming such compact representations (i.e.
clusters), x̄εX̄, is done by minimizing a complexity term given by the mutual informa-
tion between objects X and their compact representations X̄, I(X̄,X). However, in
order to reveal the collective connectivity pattern of seed voxels, the complexity term is
minimized while preserving as much information with respect to anatomical connectiv-
ity as possible (i.e. I(X̄, Y ) / I(X,Y )). In other words, the compressed data, given in
the form of clusters, should express as much information about anatomical connectivity
as possible as shown in figure 4.4.
Tishby et al. (33) propose a variational principle reminiscent of rate distortion


















under the constraint of preserving 
connectivity information 
4. METHODOLOGY
4.5.1 Correcting for Finite Samples
The preservation of anatomical connectivity information, I(X̄, Y ), used in the infor-
mation bottleneck method measures the informativeness of the partition. However, the
reason why I(X̄, Y ) cannot be used as a model selection criterion is because it does not
include a reguralization term that avoids overfitting the data (i.e. fitting the sampling
noise). That is, the formulation of the information bottleneck method assumes that we
have access to the true distribution p(Y |x). The amount of anatomical connectivity
information that we preserve, I(X̄, Y ), will therefore strictly increase for increasing
β as well as increasing the upper boundary on the number of clusters. Clearly the
distribution p(Y |x) is subject to errors since p(Y |x) is derived from finite samples due
to the finite resolution of diffusion images as well as finite samples obtained by prob-
abilistic tractography. Such errors limits β and therefore the amount of anatomical
connectivity information we can preserve. Correcting for errors in the distribution (i.e.
p̂(y|x) = p(y|x)+δp(y|x)) yields an upper (UB) and lower bound (LB) of I(X̄, Y )) (40):








where I(X̄, Y )regUB/LB is a reguralized mutual information term. Nbins is the number of
white matter voxels used to characterize the connectivity probability and is controlled
by the finite resolution of the dMRI data. N is the total number of observation of
seed voxels x and white matter voxels y. N is therefore determined by the number of
times we sample seed voxels and the number of trials used per seed voxel to perform
probabilistic tractography. Note that changing the resolution affects both the number
of white matter voxels Nbins and the total number of observations N .
In the deterministic limit (i.e. β → ∞) both I(X̄, Y )regUB and I(X̄, Y )
reg
LB coincide.
Henceforth, we can correct I(X̄, Y )β→∞:




By correcting for finite sample effects as proposed by Still and Bialek (2004) (40) we
can resolve the maximum number of clusters from the data at which I(X̄, Y )regβ→∞ yields





representative connectivity patterns, p(Y |x̄), for each cluster x̄ that together preserve
most of the original information given by individual tractograms (i.e. p(Y |x)). Aside
from analysing the cortical parcellation, investigating such representative connectivity
patterns is of utmost importance for neuroscientists.
The self-consistent equations 4.10 requires initialisation of variables p(x̄|x), p(x̄) and
p(y|x̄). Different initializations can lead to different partitionings which correspond to
different local minima of F (38). Tishby et al. (1999) (38) propose a determinstic
annealing-like procedure that incrementally increases β from β = 0 in order to ”track”
the changes in the effective partitioning as the system shifts its preferences from com-
pression to preservation of anatomical connectivity. Notice the case where β = 0,
the I(X̄, Y ) term vanishes and there is no preservation of anatomical connectivity
information and the resulting compression of seed voxels forms one effective cluster
that minimizes the complexity term I(X̄, X). That is the intialisation at β = 0 has
no influence on the clus ering solution. Gradually increasing β and iterating over self-
consistent equ tions 4.10 until convergence results in the optimal r leva ce-compression
curve and thus the global minimum F fo eac β. Moreover, the relevance-compr ssion
curve demo strates a sequence of phase transitions at critical β values that explores a
hierachy of effective partitionings as shown in the results section (38).
Another interesting application of the information bottleneck method is to form
compact representations of white matter voxels Ȳ prior to forming clusters of seed
voxels X̄ (39). The former utilizes p(x|y) to preserve information about seed voxels X.
The resulting compact representation of the data I(X̄, Ȳ ) should therefore capture as
much information about the original data I(X, Y ) as possible:
I(X̄, Ȳ ) ￿ I(X, Ȳ ) ￿ I(X, Y ) (4.11)
Forming Ȳ has the useful advantage of performing dimensionality reduction since
anatomical connectivity data given by probabilistic tractograms are often difficult to
process due to their high dimensionality.
4.4 Hierarchical Organization of Cortical Subunits
Our approach attempts to reveal the possibly nested hierarchical architecture of cor-
tical subunits. Although, the information bottleneck method used in a deter i stic
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4.3 Information Bottleneck Method
at which yl is sampled over all random walk trials taken by the particle originating





where Z is a normalization constant. p(Y |x) thus conveniently expresses the i.i.d.
connectivity probability of a seed voxel to the white matter volume without having to
deal with the more complex connectivity distribution containing sequential samples.
The connectivity pattern given by the i.i.d. connectivity probability is illustrated in
Figure 5
Figure 4.2: Conditional connectivity probability - The i.i.d. conditional connectiv-
ity probability gives the probability of finding a connection between the seed voxel (green)
and a white matter voxel (yellow) (i.e. connectivity pattern of seed voxels to the whole
white matter volume, p(y|x) ∀ y￿Y ).
Note that, given a seed voxel, the white matter voxel is the only random variable
qu n ifying it ana omical onnectivity. p(Y |x) is thus a discrete, univariate and i.i.d..
4.3 Information Bottleneck Method
Prob bilistic tractography allows us to characterize the connectivity pattern of indi-
vidual seed voxels. However, we wish to quantify the connectivity pattern of cortical
subunits containing seed voxels. The connectivity patterns of cortical subunits are
18c rtex parcellation
4.3 Information Bottleneck Method
therefore compact representations of the connectivity patterns of seed voxels. Within
an information theoretic framework, the information that the connectivity patterns
of seed voxels provide about the connectivity pattern of the entire region of interest
is given by I(X̄, Y ). Forming such compact representations (i.e. clusters) x̄, x̄￿X̄
is done by minimizing a complexity term I(X̄, X). However, in order to reveal the
collective connectivity pattern of seed voxels, the complexity term is minimized while
preserving as much information with respect to anatomical connectivity as possible
(i.e. I(X̄, Y ) ￿ I(X, Y )). In particular, I(X̄, Y ) measures the cost of compressing
connectivity data and is thus appropriately termed the cost function which we want
to optimize. Tishby et al., (1999) (38) propose a variational principle reminiscent of
rate distortion theory that quantizes the tradeoff between compressing the data and
preserving information relevant for anatomical connectivity:
F [p(x̄|x), p(y|x̄), p(x̄)] = I(X̄, X)− βI(X̄, Y ), (4.4)
where β is the Lagrange multiplier that controls the tradeoff. Solving equation 4.4












where t denotes the iteration sequence. It is easily varified that iterating over convex
sets given above guarantees convergence of the cost function F in equation 4.4 (38). The
cluster assignment probabilities p(x̄|x) measures the contribution of the connectivity of
seed voxel x to the cortical subunit x̄, which results in cortex parcellation.
It is important to appreciate the advantage of the information bottleneck method
to most clustering algorithms; the similarity between tractograms x and clusters x̄ is
captured by the Kullback-Leibler distance (i.e. DKL[p(y|x)|p(y|x̄])) in 4.5 which arises
as a result of minimizing the cost function F . The similarity measure is not explicitly
defined. Furthermore, the information bottleneck method does not make any assump-
tions about the shape of clusters. More importantly, this clustering method forms
representative connectivity patterns, p(Y |x̄), for each cluster x̄ that together preserve
most of the original information given by individual tractograms (i.e. p(Y |x)). Aside
from analysing the cortical parcellation, investigating such representative connectivity







Conclusively, it has been shown in the mammalian brain that structural elements of
a distinct cortical region share homogeneous connectivity patterns (19, 20), which are
dissimilar to those of other cortical regions and therefore determine, to some extent,
the functional repertoire of that region (3). These findings justify using clustering
of connectivity patterns as a means to perform connectivity-based parcellation with
the aim of segregating a cortical regi n f interest i to functionall distinct subunits:
Distinct homogenous connectivity patterns imply that structural elements within such
regions share similar anatomical connectivity patterns. Knoesche and Tittgemeyer (in
press) (21) provide a current review on this topic. x￿X
Early attempts at studying anatomical connectivity have been mostly revealed from
post-mortem and animal studies. With the advent of dMRI, in vivo and non-invasive
characterization of long-range connectivity patt rns became feasible (22). This ulti-
mately opened the possibility to probe the white matter structure in the human brain
(22): A convenient way to characterize anatomical connectivity of small brain areas
(usually single MRI voxels) to the entire brain is the computation of probab listic trac-
tograms, which can be seen as an approximatio (with some reservation, see Jones,
2010 (6)) to the connectivity pattern representing this brain area.
Note that, for the purpose of cortical area parcellation, probabilistic tractography
does not necessarily hav to accurately refl ct h c nec ivity patt rn of an individ-




4.3 Information Bottleneck Method
therefore compact representations of the connectivity patterns of seed voxels. Within
an information theoretic framework, the information that the connectivity patterns
of seed voxels provide about the connectivity pattern of the entire region of interest
is given by I(X̄, Y ). Forming such compact representations (i.e. clusters) x̄, x̄￿X̄
is done by minimizing a complexity term I(X̄, X). However, in order to reveal the
collective connectivity pattern of seed voxels, the complexity term is minimized while
preserving as much information with respect to anatomical connectivity as possible
(i.e. I(X̄, Y ) ￿ I(X,Y )). In particular, I(X̄, Y ) measures the cost of compressing
connectivity data and is thus appropriately termed the cost function which we want
to optimize. Tishby et al., (1999) (38) propose a variational principle reminiscent of
rate distortion theory that quantizes the tradeoff between compressing the data and
preserving information relevant for anatomical connectivity:
F [p(x̄|x), p(y|x̄), p(x̄)] = I(X̄, X)− βI(X̄, Y ), (4.4)
where β is the Lagra ge mult plier that controls the tradeoff. Solving equation 4.4












where t denotes the iteration seque ce. It is easily varified that iterating over convex
sets given above guarantees convergence of the cost function F in equation 4.4 (38). The
cluster assignment probabilities p(x̄|x) measures the contribution of the connectivity of
seed voxel x to the cortical subunit x̄, which results i cortex parcellation.
It is important to appreciate the advantage of the information bottleneck method
to most clusterin algorithms; t e similarity betwe n tractograms x and clusters x̄ is
captured by the Kullback-Leibler distance (i.e. DKL[p(y|x)|p(y|x̄])) in 4.5 which arises
as a result of minimizing the cost function F . The similarity measure is not explicitly
defined. Furthermore, the information bottleneck method doe not make any assump-
tions about the shape of clusters. More importantly, this clustering method forms
representative connectivity patterns, p(Y |x̄), for each cluster x̄ that together preserve
most of the original information given by individual t actograms (i.e. p(Y |x)). Aside
from analysing the cortical parcellation, investigating such representative connectivity
patterns is of utmost importance for neuroscientists.
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Figure 4.4: Infor ati bottleneck m thod applied o cortex parc llation -
Probabilistic tractography characterizes the connectivity pattern of a cortical region by
a distribution of co ne tivity from seed voxels t white mat er voxels yεY . The notion
of cortex parcellatio is to compress seed voxels to form cortical subunits by minimizing
I(X̄,X). Compression is guided by preservati n of anatomical connectivity information,
I(X̄, Y ), such that the connectivity fing rprin of cor ical subunits is as expressive as
possible of the collective connectivity pattern of seed voxels.
mation relevant for anatomical connectivity:
F [p(x̄|x), p(y|x̄), p(x̄)] = I(X̄,X)− λI(X̄, Y ), (4.4)
where λ is the Lagrange multiplier that controls the tradeoff. The cost functional func-
tional F is minimized with respect to variables p(x̄|x), p(y|x̄), p(x̄). p(x̄|x) quantifies
the probability of assigning seed voxel x to cluster x̄ and p(y|x̄) is the probability of
finding a connection between cluster x̄ and white matter voxel y. Minimizing the cost












where t denotes the iteration sequence and Zt(x, β) serves as a normalization constant.
It is easily verified that iterating over convex sets given above guarantees convergence
of the cost functional F (33). The cluster assignment probabilities p(x̄|x) quantifies
the contribution of the connectivity of seed voxel x to the connectivity fingerprint of
cortical subunit x̄, which results in cortex parcellation.
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4.3 Information Bottleneck Method
It is important to appreciate the advantage of the information bottleneck prin-
ciple to most clustering algorithms; the dissimilarity between the distributional na-
ture of tractograms x and clusters x̄ is captured by the Kullback-Leibler distance (i.e.
DKL[p(y|x)||p(y|x̄])) in equation 4.5 which arises as a result of minimizing the cost
functional F . The dissimilarity measure is not explicitly defined. Furthermore, the
information bottleneck method does not make any assumptions about the shape of
clusters. More importantly, this clustering method seeks to identify the connectivity
fingerprints, p(Y |x̄), for each cortical subunits (i.e. cluster) x̄ that together preserve
most of the connectivity information of individual seed voxels (i.e. p(Y |x)).
The self-consistent equations 4.5 require initialisation of variables p(x̄|x), p(x̄) and
p(y|x̄). Different initializations can lead to different partitionings which correspond to
different local minima of F (33). Tishby et al. (33) propose a simulated annealing pro-
cedure (section 3.1.2.2) that incrementally increases λ from λ = 0 in order to “track”
the changes in the effective partitioning as the system shifts its preferences from com-
pression to preservation of anatomical connectivity. Notice the case where λ = 0, the
I(X̄, Y ) term vanishes and there is no preservation of connectivity information and
the resulting compression of seed voxels forms one effective cluster that minimizes the
complexity term I(X̄,X). That is the intialisation at λ = 0 has no influence on the
clustering solution. Gradually increasing λ and iterating over self-consistent equations
4.5 until convergence result in the optimal connectivity-compression tradeoff and thus
the global minimum F for each λ. Moreover, the connectivity-compression tradeoff
demonstrates a sequence of phase transitions at critical λ values that explores a hier-
archy of effective partitionings, K, as shown in figures 5.4 and 5.5 (33).
In contrast to stochastic models, the advantage of using a cost or expected distortion
function for clustering is that they are more tractable. In other words, their clustering
behaviour is more easily understood and managed. For example, prior to clustering, we
can rank the contribution of individual white matter voxels on the clustering solution
by computing their contribution to the anatomical connectivity information (59):






Another interesting application of the information bottleneck method is to form com-












X̄ (59). The resulting compact representation of the data {X̄, Ȳ } should therefore
capture as much information about the original data {X,Y } as possible:
I(X̄, Ȳ ) / I(X, Ȳ ) / I(X,Y ) (4.7)
Forming Ȳ as well as computing I(X, y) have the useful advantage of allowing for
feature reduction since anatomical connectivity data given by probabilistic tractograms
are often difficult to process due to their large data size.
4.4 Model Validation
Given the hierarchy of effective partitionings the following question arises: What is
the upper limit on the number of effective clusters K? As λ increases the number of
effective clusters K rise and we resolve more structure from the data until K = K at
λ→∞. In practice, λ should be set sufficiently high such that stochastic assignments,
p(x̄, x), effectively reach the deterministic limit (λ→∞). The upper limit is achieved
at λ→∞ where the number of effective partitionings equals the predefined number of
clusters (i.e. K = K). As is the case with most clustering algorithms the information
bottleneck method requires defining the number of clusters K a priori. More precisely,
λ controls the number of effective clusters K, however, the upper boundary on the
number of effective clusters (i.e. max(K) = K) is predefined.
This section follows the intuitive notion that noise in the data limits the amount of
meaningful structure that can be resolved from the data (41). That is, resolving finer
partitionings beyond a limit would not yield more information since one would simply
be fitting the sampling noise in the data. In the context of connectivity-based cortex
parcellation noise in the diffusion images is caused by the MR scan, physiological as well
as motion affects, etc. The tractogram and consequently the connectivity distribution
p(Y |x) is therefore subject to fluctuations due to noise in the diffusion images which in
turn causes fluctuations in the solution space, p(Y |x̄) and p(x̄|x). The task of finding
the upper limit on the number of clusters is therefore to maximize the informativeness












4.4.1 Correcting for Finite Samples
The preservation of anatomical connectivity information, I(X̄, Y ), used in the infor-
mation bottleneck method measures the informativeness of the partition. However, the
reason why I(X̄, Y ) cannot be used as a model selection criterion is because it does not
include a reguralization term that avoids overfitting the data (i.e. fitting the sampling
noise). That is, the formulation of the information bottleneck method assumes that we
have access to the true continuous distribution p(Y |x). The amount of connectivity in-
formation that we resolve, I(X̄, Y ), will therefore strictly increase for increasing λ and
increasing number of clusters K. Clearly the distribution p(Y |x) is subject to errors and
therefore noise since p(Y |x) is derived from finite samples due to the finite resolution of
diffusion images as well as finite samples obtained by probabilistic tractography. Such
errors limits λ and therefore the amount of anatomical connectivity information we can
preserve. Correcting for errors in the distribution (i. . p̂(y|x) = p(y|x)+δp(y|x)) yields
an upper (UB) and lower bound (LB) of I(X̄, Y )) (41):
{
I(X̄, Y )regUB = I(X̄, Y )− 2
I(X̄,Y )
2ln(2)N




where I(X̄, Y )regUB/LB is a reguralized mutual information term. Nbins is the number of
white matter voxels (i.e. Nbins = |Y |) used to characterize the connectivity probability
and is controlled by the finite resolution of the dMRI data. N is the total number of
observation of seed voxels x and white matter voxels y (i.e. f(X) × f(Y ), where f
denotes the frequency of observations). N is therefore determined by the number of
times we sample seed voxels and the number of trials used per seed voxel to perform
probabilistic tractography. Note that changing the resolution affects both the number
of white matter voxels Nbins and the total number of observations N .
In the deterministic limit (i.e. λ → ∞) both I(X̄, Y )regUB and I(X̄, Y )
reg
LB coincide.
Henceforth, we can correct I(X̄, Y )λ→∞:




By correcting for finite sample effects as proposed by Still and Bialek (41) we can
resolve the maximum number of clusters from the data at which I(X̄, Y )regλ→∞ yields a











4.5 Hierarchical Organization of Cortical Subunits
4.5 Hierarchical Organization of Cortical Subunits
Our approach attempts to reveal the possible hierarchically modular architecture of
cortical subunits. Although, the information bottleneck method used in a simulated
annealing procedure already reveals a hierarchy of effective partitionings, we wish to
investigate the possible nested structure of partitionings by comparing the overlap
of parcellation results in the deterministic limit (λ → ∞) at different model orders
(i.e. different K) that have been obtained independently of each other. That is, the
partitioning of cortical subunits at any level in the hierarchy does not depend upon
the partitioning of cortical subunits at any other level. In this manner, we do not
enforce a hierarchy of partitionings on the data as demonstrated by common hierarchical
clustering methods, but instead aim to investigate the possibility of an existing nested
structure in anatomical connectivity data. This method is inspired by Slonim et al.














The purpose of this dissertation is to demonstrate a proof of concept. The regions of
interest considered, namely the IFG and IFG+PCG, are therefore regions for which the
anatomical segregation has been relatively well established based upon cytoarchitec-
tonic maps as well as previous connectivity-based cortex parcellation studies. The IFG
and the IFG+PCG regions were parcellated seperately in order to investigate whether
or not parcellation of a particular region will produce similar delineation of cortical ar-
eas to independently obtained parcellation results of only a subset of that region. The
following section demonstrates the performance of the information bottleneck method
on clustering synthetic data followed by an application on cortex parcellation.
5.1 Compressing Synthetic Data
In the interest of demonstrating the usefulness of the information bottleneck method
in compressing anatomical connectivity data, the synthetic probability distributions
were chosen to represent the nature of connectivity probability distributions as close as
possible. We therefore generate our samples from a mixture of discrete, univariate and
i.i.d. probability distributions. The nature and shape of the synthetic distribution is
analogous to the connectivity patterns within the white matter volume since both data
sets are univariate, discrete and i.i.d.. Note that the information bottleneck method
imposes no constraints on the shape of the distributions. Several beta distributions with
different shape parameters were therefore chosen to explore the method’s effectiveness
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mance towards the global minimum of the cost function F . Such a method relates to computational
issues and does not necessarily reflect the the maximum number of clusters that can be resolved from
the data. Moreover, the difference between mutual information terms (i.e. I(X̄, X) and I(X̄, Y ))
given by the information bottleneck method does not include a reguralization term that addresses
the underfitting/overfitting dilemma. Consequently, more finely grained clusters (i.e. clusters with
higher K) can be formed that minimize the cost function F but simply fit the sample noise and there-
fore do not reveal any more meaningful structure from the data. A means to account for noise in the
data is to correct the conditional distribution, p(Y |x), for errors (i.e. p̂(y|x) = p(y|x) + ∆p(y|x))
arising from the finite resolution of DW images as well as finite connectivity score quantities con-
tained in tractograms [21]. However, model selection by correcting for finite samples as proposed by
Still and Bialek (2004) [21], nevertheless, produces inconsistent results with previous parcellation
results which suggest overfitting.
A much more elegant means to account for noise in the DW images in the context of model selection
is to utilize the two sample scenario (i.e. training and test images) widely used in statistics. In this
setting, training and test images constitute two parcellation solutions obtained from two seperate
DW images of the same person and carried out under the same conditions. The difference between
each of the DW images is therefore solely due to noise which in turn causes differences in parcella-
tion results between training and test images. Two DW images provide by far too little information
to characterize the uncertainty in diffusion measurements. However, the rationale is that two large
enough parcellation results based on seperate DW images contain sufficient information to determine
the uncertainty in the solution space [22]. The approximation set coding (ASC) scenario [22] pro-
vides an information-based quantity that maximizes the informativeness of the clustering solution
under the constraint that the clustering model with associated cost function and input parameters
(eg. number of clusters K) be robust against fluctuations in the diffusion measurements. Conse-
quently, the ASC scenario selects the particular parcellation solution with associated cost function
and number of clusters that generalizes from training DW image to test DW image under the influ-
ence of noise. Note that the ASC scenario allows for model selection among different types of cost
functions that parcellate cortical subunits. Nx = 300
Another aim of this paper was to investigate the possible nested architecture of cortical subunits
within in IFG+PCG region. The large overlap of several independently obtained parcellation re-
sults at different K confirms the preferred grouping of cortical subunits into primary as well as
pre-motoric and those associated with pre-frontal areas. However, a clear limitation of the proposed
method used to investigate the hierarchical relationship between cortical subunits is that the levels
of partitionings included in the hierarchy were selected by the user. A further step towards allowing
connectivity data to vote for its prefered nested architecture is to make use of a cost function that
captures the quality not only of a single clustering solution but a hierarchy of clustering solutions.
Once more, the ASC scenario can be utilized to select the maximally informative hierarchical clus-
tering model with associated cost function and levels of clustering without overfitting the data. The
rationale is that the hierarchical organization of cortical subunits should generalize from training DW
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sults at different K confirms the preferred grouping of cortical subunits into primary as well as
pre-motoric and those associated with pr -frontal ar as. However, a clear limitati n of the proposed
method used o investig te the hi r rchical relationship between cor ical subunits is that the levels
of partitionings includ d in the hierarchy were selected by the user. A further tep towards allowing
connectivity data to vote for its prefered n sted architectur is to m ke use of a cost function that
captures the quality not on y of a single cl stering solution but a hierarchy of cl stering solutions.
Once more, the ASC scenar o can be utilized to select the maxi lly info mative hierarchical clus-
tering model with as ociated cost function and levels of clustering wi hout overfi ting the data. The
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As mentioned previously, the purpose of this paper s to de o strate a p o f of concept. The regions
of interest considered, namely the IFG and IFG+PCG, re erefore regions for which the anatom-
ical segregation has been r latively w ll established based upo cytoarchit ctonic maps as well as
previous connectivity-based cortex parcellation studies. The IFG and the IFG+PCG region were
parcellated seperately in od r t investigate whethe or n pa cellation of a pa ti lar region will
produce similar delineation of cort c l areas to independentl btained parcel ation re ults f only a
subset of that region. Figure 2 illustr tes several relevan e-compressi n urves for different number
of clusters K and different regions of interest, namely the IFG and IFG+PCG. The parcellation of
cortical areas as well as their repr sent tive conn tivity patterns, p(Y, x̄), ar consi tent wit ex-
isting cytoarchitectonic maps and existing knowledge about fiber orientation of these areas. Notice
that clustering only a subset of the dat stablishes simil eliniation f or cal areas as shown in
the IFG region. Selecting he number of clusters were subject to th user.
Figure 3 illustrates the preferred hierarchical organization of c rt cal subunits w hin he IFG+PCG
region into coarser cortical st uct res at ributed to primary well pre-m or and those associated
with pre-frontal areas. Once more, th lev ls of clust ng wer selec d by the user according to
maximal overlap of clusters at different level of cluste i g K. Fi ure 3 also provid s a description
of individual cortical subunits within the IFG+PCG acc rding to existing cytoarchitectonic data.
4 Discussion
Due to the limited prior knowledge b ut a atomical connectivity within th human br in, the ulti-
mate goal is to perform automatic, unsup vised clustering of probabilistic tractogram to a hieve
cortex parcellation without relying on prior assumptions about the structure of the solution. This pa-
per demonstrates a proof of concep of the appro whi h av ids many a umptions imposed on the
data as shown by previous attempts and nevertheless produces parcellation results consistent with
cytoarchitectonic maps. The proposed method thus establishes a further step towards unsupervised
connectivity-based cortex ar ell tion. Such assumpti ns include the shape f clu t rs, the similar-
ity measure selected a priori as well as the representation of p obabilistic tractograms. Formalizing
a specific definition of a probabilistic tractogram in terms of a discrete univariate probability distri-
bution allows us to select an appropriate cost function F that makes use of the distributional nature
of the data while addressing essential properties of cortical subunits such as their hierarchical archi-
tecture, their representative connectivity patterns as well as the option of forming soft boundaries
between cortical subunits.
A priori it is unclear whether soft boundaries between cortical subunits should reflect transition of
anatomical connectivity between cortical subunits or that it should reflect only the uncertainty in
assigning seed voxels to clusters due to the noise in the data arising from the limited resolution of
DW images, motion affects and physiological as well as noise from the MR scan. The former case,
insists that, even in the absence of noise, the anatomical connectivity of seed voxels within a transi-
tional region share to some degree the connectivity patterns of multiple cortical subunits. The latter,
much simpler case, on the other hand, states that seed voxels should only belong to one cluster (i.e.
hard clustering solution), but noise in DW images cause fluctuations in the diffusion measurements
which in turn cause fluctuations in hard cluster assignments. The cost function proposed in this pa-
per for connectivity-based cortex parcellation is capable of achieving both soft and hard clustering
solutions simply by adjusting the tradeoff parameter β.
A crucial step towards unsupervised connectivity-based cortex parcellation is model slection. Notice
that the difference between mutual information terms (i.e. I(X̄, X) and I(X̄, Y )) given by the
cost function F does not include a reguralization term that addresses the underfitting/overfitting
dilemma. Consequently, more finely grained clusters (i.e. clusters with higher K) can be formed that
minimize the cost function F , but simply fit the sample noise without revealing any more meaningful
structure from the data. A means to account for noise in the data is to correct the conditional
distribution, p(Y |x), for errors (i.e. p̂(y|x) = p(y|x) + ∆p(y|x)) arising from the finite resolution
of DW images as well as finite connectivity score quantities contained in tractograms. However,
model selection by correcting for finite samples as proposed by Still and Bialek (2004) nevertheless
produces inconsistent results with existing parcellation results which suggest overfitting.
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mance towards the global minimum of the cost function F . Such a method relates to computational
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arising from the finite resolution of DW images as well as finite connectivity score quantities con-
tained in tractograms [21]. However, model selection by correcting for finite samples as proposed by
Still and Bialek (2004) [21], nevertheless, produces inconsistent results with previous parcellation
results which suggest overfitting.
A much more elegant means to account for noise in the DW images in the context of model selection
is to utilize the two sample scenario (i.e. training and test i ages) widely used in statistics. In this
set ing, training and t st i ages constitut two parcellation solutions obtained from two seperate
DW images of the same person and carried out under the same conditions. The difference between
each of the DW images is therefore solely due to noise which in turn causes differences in parcella-
tion results between training and test images. Two DW images provide by far too little information
to characterize the uncertainty in diffusion me suremen s. H w ver, the rationale is that two large
enough parcellati n results based on se erate DW images contain sufficient information to determine
the uncertainty in the solution space [22]. The approximation set coding (ASC) scenario [22] pro-
vides an information-based quantity that maximizes the informativeness of the clustering solution
under the constraint that the clustering model with associated cost function and input parameters
( g. number of clusters K) be robust again t fluctuations in the diffusion measurements. Conse-
quently, the ASC sce ario elects the particular arcellation solution with associated cost function
and number of clusters that generalizes from training DW image to test DW image under the influ-
ence of noise. Note that the ASC scenario allows for model selection among different types of cost
functions that parcellate cortical subunits. K = 6
Anoth r aim of this pap r wa to i vestigat th possible n sted architecture of cortical subunits
within in IFG+PCG region. The large overlap of several independently obtained parcellation re-
sults at different K confirms the preferred grouping of cortical subunits into primary as well as
pre-motoric and those associated with pre-frontal areas. However, a clear limitation of the proposed
method used to investigate th hierarchical r l tionship between cortical subunits is that the levels
of partitio ings included in the hi rarchy were select d by the user. A further step towards allowing
c n ectivity data to vote f r its prefered nested architecture is to ak use of a cost function that
captures the quality not only of a single clustering solution but a hierarchy of clustering solutions.
Once more, the ASC scenario can be utilized to select the maximally informative hierarchical clus-
tering model w th associated cost function a d levels f clus ering without overfitting the data. The
ration le is th t the hi rarchical rganization of cortic l subuni s should generalize from training DW
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The objective of the information bottleneck method in cortex parcellation is to
identify the probability distributions from which the samples are taken. Noise in the
data is controlled by the number of samples taken from the distributions together with
their binning (i.e. fewer bin observations results in greater noise in the data and vice
versa). Two sample data sets that keep the number of bins fixed and vary only the
number of samples taken were generated from the synthetic probability distributions.
As expect d by keepi g the n mb r of bins fixed and in reasing he number of s les
bse ved, there y reducing n ise, we sho ld be able t resolv m re information from
the data (i.e. resolve more clusters from the data) as shown in figure 5.1.
5.1.1 Mod l V lidation
The objec ive of the inf rmation ottl neck m thod in cortex a cellation is to ident fy
the p obability distribution from which the samples are taken. Noise in the data is
controlled by the number of samples taken from t distributions together with heir
binning (i.e. fewer bin observations results in greater noise in the data and vice versa).
Two sampl data sets that keep the number of bins fixed nd vary o ly the number of
samples taken were generated from the synthetic probability distributi ns. As expec ed
by keeping the number of bins fixed and increasing the number of samples observed,
t ereby reducing noise, we should be able to solve more i formatio rom the dat
(i.e. resolve more clusters from the data) as shown in figure 5.1. Nbins →∞
The constructed probabili y istributi ns at λ → ∞ c rresponding to e ch of the
sample data sets is shown in figure ??B nd C.
5.1.2 Distinguishability of Probability Dist ibution
Figure ?? illustrates that increasing β increases the distinguishability of the probability
distributions obtained by the inform i b ttleneck principle.
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cortex parcellation noise in the diffusion images is caused by the MR scan, physiological as well
a m ion affects, etc. The tractogram and co sequen ly the d tri ution p(Y |x) is therefore subject
to fluctuations due to noise in the diffusion images which in turn causes fluctuations in the solution
space p(Y |x̄) and p(x̄|x).
Both methods escribed i this secti make use of i formation-bas d quantities to maximise the
informativ ness of th partitioning solution (i. . maximum number of clusters) but also take into
accou t noise in th diffusion images eithe by correcti g f r finite sample effects or by testing for
robust ess gainst fluctuati ns in the solution spac .
4.1.1 Finite Sample Effects
The formulation f the i formation b t lene k method above as umes that we have access to
the t ue dis ribution p(Y |x). The amount f natomical conne tivity information that we pre-
s rve, Iemp(X̄, Y ) = I(X̄, Y ), will refor trictly increase for decreasing temperatures as
well as increasing number f clusters. Clearly the distributio p(Y |x) is subject to errors since
p(Y |x) derived from finite sa ples due to the finite resolution of diffusion images as well as fi-
nite connectivity scores contained in the tractogram. Correcting for errors in the distribution (i.e.
p̂(y|x) = p(y|x) + δp(y|x)) allows for correction of t empriri l m t l information be ween
se d voxels and thei natomical con ectivity i the de erminstic limit T → ∞ (Still and Bial k,
2004): β → 0 β →∞
where |Y | is th umber of white matter voxels determ ed by the esolution of the diffusion images
and Nobs is the sum of all observations quant fied by the sum of all c nnectivity scores over all
white matter voxels. Notice t at Nobs is determined by t e number of particles sent to undergo a
random walk when performing probabilistic tractography. In contrast to the empirical distribution
IempT→∞(X, Y ), the corrected information I
corr
T→0(X̄, Y ) is insensitive to noise and is expected to satu-
rate wh th umb r of clusters b c mes too large. For a given number of clust rs the temperature
should lso have a boundary that limits the amount of anatom cal connectivity information we wish
to preserve. On e more, correcting p(Y |x) a low for deriving an upper and lower bound on the
temperature of the partition for a given number of clusters (Still a d Bialek, 2004):
4.1.2 A p ximation Set Coding
The purpose of approximation set coding (Buhmann, 2010) is to test the generalization performance
of cost function approximations across different diffusion images. As mentioned previously, the
self-consistent equations 2 search for optimal cluster assignments p(x̄|x) that minimize the cost
function F . In the deter instic limit (i.e. T → 0) the optimal cluster assingments become hard:
Given the data and the optimal hard cluster assignments the cost function F (c⊥, X) is
sensitive to noise due to the fluctuations in the diffusion measurements, where c⊥ =
{pT→0(x̄|x)} ∀x￿X and ∀x̄￿X̄ . The key concept of approximation set coding is the notion
of an approximation set: β = 0
Notice that for sufficiently large γ the approximation set is almost invariant to fluctuations in the
diffusion measurements. H wever, for larger γ and therefore greater deviations from the cost func-
tion minimum F (c⊥K , X), the clustering assignment set cK(X) in the approximation set C
γ
K(X)
becomes increasingly suboptimal. Decreasing γ can therefore be interpreted as increasing the in-
formativeness of the clustering solution set according to the cost function minimum F (c⊥K , X).
Approximation set coding embodies a two sample scenario that minimizes γ under the constraint
that the approximation set CγK(X
(1)) remains stable under statistical fluctuations given two different
instances of the data, the training X(1) and test data set X(2). Good generalization of approximation
set on training data CγK(X
(1)) to approximation set on test data CγK(X
(2)) indicates that the approx-
imation set CγK(X) is insensitive to fluctuations in the diffusion measurements but also informative
according to its associated cost function minimum F (c⊥K , X).
Co puting the approximation set requires a very exhaustive search over all combinations of clus-
ter assignments that are γ close to the cost function minimum. We seek to randomly cover the
approximation set by randomly sampling hard cluster assignments cK(x) from soft cluster assign-
ments p(x̄|x) gained from the information bottleneck method at T > 0. More precisely, given a
























































cortex parcellation noise in the diffusion images is caused by the MR scan, physiological as well
as motio affects, etc. The tractogram and consequently the distribution p(Y |x) is therefore subject
to fluctuations du to nois in the diffusion images which in turn causes fluctuations in the solution
space p(Y |x̄) a p(x̄|x).
Both meth ds des ribed i this section make e of information-based quantities to maximise the
informativenes of the parti ion ng solution (i.e. maximum number of clusters) but also take into
account noise i the diffusion images eithe by correcting for finite sample effects or by testing for
robustne s against fluctuations in the solution space.
4.1.1 Finite Sample Effects
The formulation of the information bottleneck method ab ve assumes that we have access to
th true distribution p(Y |x). The amount of anatomical c nnectivity information that we pre-
serve, Iemp(X̄, Y ) = I(X̄, Y ), will therefore strictly increase for decreasing temperatures as
well as increasing number of clusters. Clearly the distribution p(Y |x) is subject to errors since
p(Y |x) derived from finite samples due to the finite resolution of diffusion images as well as fi-
nite c n ctivity cores contained in th tract gram. Correcting for errors in the distribution (i.e.
p̂(y|x) = p(y|x) + δp(y|x)) allows for correction of the emprirical mutual information between
seed voxels and their a tomic l conn ctivity in the det rminstic limit T → ∞ (Still and Bialek,
2004): β → 0 β →∞
where |Y | i the umb r of white m tter v x ls r ined by the resolution of the diffusion images
and Nobs is the sum of all ob ervations quantified by the sum of all connectivity scores over all
white matter voxels. Notice that Nobs is d term ned by the number of partic es sent to undergo a
random w lk when p rforming prob ilistic tracto rap y. In contrast to the empirical distribution
IempT→∞(X, Y ), the corrected i f rmatio I
corr
T→0(X̄, Y ) is insensitive noise a d is expected to satu-
rate when the nu b r o clu t s becom s too larg . For a give numbe of clusters the temperature
should also have a boundary that limits the amount of ana omical connect vity information we wish
to preserve. O c more, corr cting p(Y |x) allow f r deriving an upper and lower bound on the
temper ture of the partiti n for a given number of clusters (Still and Bialek, 2004):
4.1.2 Approxima ion Set Coding
The purpose of pproximation set cod ng (Bu mann, 2010) is to test the generalization performance
of c st function approximat ons acros different diffusion images. As mentioned previously, the
self-consistent equations 2 search for ptimal cluster assignments p(x̄|x) that minimize the cost
function F . In the deter instic limit (i.e. T → 0) the optimal cluster assingments become hard:
Giv n the d ta and the optimal hard cluster assignments th co t function F (c⊥, X) is
sensitive to nois due to the fluctuations in the d ffusion easurements, where c⊥ =
{pT→0(x̄|x)} ∀x￿X and ∀x̄￿X̄ . The key concept of approximation set coding is the notion
f a appr ximat on set: β = 0
Notice that for sufficient y larg γ th approximation set is almost invariant to fluctuations in the
diffusion measurements. However, for larger γ and therefore greater deviations from the cost func-
tion minimum F (c⊥K , X), the clustering assignment set cK(X) in the approximation set C
γ
K(X)
becomes increasingly suboptimal. Decreasing γ can therefore be interpreted as increasing the in-
formative ess f he clustering s lution set according to the cost function minimum F (c⊥K , X).
Approximati n set coding embodi a two sample scenario that minimizes γ under the constraint
that the approximation set CγK(X
(1)) r m ins stabl under statistical fluctuations given two different
instances of the data, the training X(1) and test data set X(2). Good generalization of approximation
set on training data CγK(X
(1)) o a p oxim tion set on test data CγK(X
(2)) indicates that the approx-
imation set CγK(X) is insensitive to fluctuations in the diffusion measurements but also informative
according to its associated cost function minimum F (c⊥K , X).
Computing the approximation set requires a very exhaustive search over all combinations of clus-
ter assignments that are γ close to the cost function minimum. We seek to randomly cover the
approximation set by randomly sampling hard cluster assignments cK(x) from soft cluster assign-
ments p(x̄|x) gained from the information bottleneck method at T > 0. More precisely, given a
soft clustering solution, each seed voxel contains a distribution over cluster assignments. Randomly
7














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.1: D mons ratio o the information bottleneck ramew rk o syn-
thetic data - A: The syntheti probability distribution consists of 6 different b ta di tri-
bu ons with d fferent sha e pa ameters. B and C: D a s B and C were sampled as
f llows: A istr bu ion in A is cho n ran omly for each object x. Each objec x is defined
by a st chastic dependency, p(Y |x), n f atures Y at are sampled fr m that distribu io
in A an then binned in equ l sized bins. The information bottleneck method compress s
objects, each defined by a sample distribution p(Y |x), so that the representative distribu-
tions p(Y |x̄) of clusters x reveal the probability distributions from which features Y were
sampled. In ord r to investigate the influence of noise in the solution both sample data
sets, B a d C, were assig ed qual bins (i.e. Nbin = 100) but varying numb r of samples
Ny (i.e. B : Ny = 10
3 and C : Ny = 200). Data set sample C therefore contains more noise
than data set sample B due to few r samples Ny take from A. D As x ected, i the har
clustering lim t (i.e. at λ→∞), the reguralized, I(X̄, Y )regλ→∞, resolves fewe distributions
in C (K = 4) than in B (i.e. K = 6) due to greater noise in C. Reconstruction of the













5.1 Compressing Synthetic Data
The objective of the information bottleneck method in cortex parcellation is to
identify the probability distributions from which the samples are taken. Noise in the
data is controlled by the number of samples taken from the distributions together with
their binning (i.e. fewer bin observations results in greater noise in the data and vice
versa). Two sample data sets that keep the number of bins fixed and vary only the
number of samples taken were generated from the synthetic probability distributions.
As expected by keeping the number of bins fixed and increasing the number of samples
observed, thereby reducing noise, we should be able to resolve more structural infor-
mation from the data (i.e. resolve more clusters from the data) as shown in figure 5.1.
Notice, however, that the method capability at resolving representative distributions
is limited in regions where the distributions cross as shown in figure 5.1B. Such distri-
bution crossings are analogous to fiber crossings in the context of connectivity-based
cortex parcellation.
Another interesting behaviour of the information bottleneck method is the occur-
rence of phase transitions by varying the tradeoff parameter λ. Figure 5.2 illustrates

























The objective of the information bottleneck method in cortex parcellation is to
identify the probability distributions from which the samples are taken. Noise in the
data is controlled by the number of samples taken from the distributions together with
their binning (i.e. fewer bin observations results in greater noise in the data and vice
versa). Two sample data sets that keep the number of bins fixed and vary only the
number of samples taken were generated from the synthetic probability distributions.
As expected by keeping the number of bins fixed and increasing the number of samples
observed, thereby reducing noise, we should be able to resolve more information from
the data (i.e. resolve more clusters from the data) as shown in figure ??.
5.1.1 Model Validation
The objective of the information bottleneck method in cortex parcellation is to identify
the probability distributions from which the samples are taken. Noise in the data is
controlled by the number of samples taken from the distributio s together with their
binning (i.e. fewer bin observations results in greater noise in the data and vice versa).
Two sample data sets that keep the number of bins fixed and vary only the number of
samples taken were ge erated from the synthetic probability distributions. As expected
by keeping the number of bins fixed and increasing the number of samples observed,
thereby reducing noise, we should be able to resolve more information from the data
(i.e. resolve more clusters from the data) as shown in figure ??. Nbins = 100
The constructed probability distributions at λ → ∞ corresponding to each of the
sample data sets is shown in figure ??B and C.
5.1.2 Dis inguishability of Probability Distributions
Figure ?? illustrates that increasing increases the distinguishability of the probability




distinguishable and no copies remain (figure 5.2C). The number of clusters is therefore
K = 1.
A phase transition is said to occur at any particular λ where a copy or copies
are removed and the representative probability distributions p(Y |x) become more dis-
tinguishable from one another. A hierarchy of effective partitionings is established
because dissimilar representative probability distributions tend to distinguish them-
selves already at higher data compressions scales (i.e. at lower λ) than similar rep-
resentative distributions. This property agrees with our intuitive understanding of a
hierarchy of connectivity patterns outlined in the problem statement: connectivity pat-
terns grouped at lower levels of the hierarchy (i.e. higher data compression) should be




In order to speed up computation we reduced the number of white matter voxels used
as features in the information bottleneck method by ranking them according to their
contribution to anatomical connectivity information I(X, y) given in equation 4.6. A
cut-off at 90% of the overall information resulted in considerable amount of feature
reduction as shown in figure 5.3.
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5.2 Cortex Parcellation
distinguishable and no copi s remain (figure 5.2C). The number of clusters is therefore
K = K = 6.
A phase transition is said t o cur at any particular λ where a copy or copies
are removed a d the repr sentative probability distributions p(Y |x) become more dis-
tinguishable from one another. A hierarchy of effective partitionings is established
because dissimilar representative probability distributions tend to distinguish them-
elv alr ady at higher data comp essions scales (i.e. at lower λ) than similar rep-
r entative distributions. This property agrees with our intuitive understanding of a
hierarchy of connectivi y patterns outlined in the problem statement: connectivity pat-
terns grouped lower levels of t e hierarchy (i.e. higher data compression) should be




In order to speed up co putation we reduced the number of white matter voxels used
as features in the information bot leneck method by ranking them according to their
contr bution to anatomical connectivity information I(X, y) given in equation 4.6. A
c t-off at 90% of the overall inform ion resulted in considerable amount of feature
reduction as shown in figure 5.3.
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5.1 Compressing Synthetic Data
The objective of the information bottleneck method in cortex parcellation is to
identify the probability distributions from which the samples are taken. Noise in the
data is controlled by the number of samples taken from the distributions together with
their binning (i.e. fewer bin observations results in greater noise in the data and vice
versa). Two sample data sets that keep the number of bins fixed and vary only the
number of samples taken were generated from the synthetic probability distributions.
As expected by keeping the number of bins fixed and increasing the number of samples
observed, thereby reducing noise, we should be able to resolve more information from
the data (i.e. resolve more clusters from the data) as shown in figure 5.1.
Another interesting behaviour of the information bottleneck method is the occu-
rance of phase transitions by varying the tradeoff parameter λ. Figure 5.2 illustrates
phase transitions in the synthetic data for increasing λ.
Figure 5.2: Phase transitions in synthetic data - Each graph contains K = 6
distributions, however, their distinguishability varies with λ. Increasing λ increases the
number of distinguishable distributions and therefore the number of effective clusters K.
At low λ (figure 5.2A) the representative distributions p(Y |x) are indistinguishable
from each other. In other words, the information bottleneck method has produced
K = 6 copies of the same probability distribution. All objects are therefore equally dis-
tributed among all represen ative probability distributions and the number of effective
clusters is therefore K = 1. At higher λ (figure 5.2B) the probability distributions
become more distinguishable, however, some copies still remain. This means that only
a subset of the objects are di ibuted equally among the copi s and th nu ber of
effective partitiongs is 1 < K < K. At λ → ∞ the distributions become maximally
35
Figure 5.2: Phase transitions in synthetic data - Each graph contains K = 6
distributions, however, their distinguishability varies with λ. Increasing λ causes phase
transitions that increases the number of distinguishable distributions and therefore the
number of effectiv clus ers K. A: Dist ibutions are indis inguishable. B: Distributions
are more distinguishable from each other. C: Distributions are maximally distinguishable
from each other.











5.2 Connectivity-based Cortex Parcellation
from each other. In other words, the information bottleneck method has produced
K = 6 copies of the same probability distribution. All objects are therefore equally
distributed among all representative probability distributions and the number of effec-
tive clusters is thus K = 1. At a higher λ (figure 5.2B) the probability distributions
become more distinguishable, however, some copies still remain. This implies that only
a subset of the objects are distributed equally among the copies and the number of
effective partitionings is 1 < K < K. At λ → ∞ the distributions become maximally
distinguishable and no copies remain (figure 5.2C). The number of clusters is therefore
K = K.
A phase transition is said to occur at any finite or critical λ where a copy or copies
are removed and the representative probability distributions, p(Y |x), become more
distinguishable from one another. A hierarchy of effective partitionings is established
because dissimilar representative probability distributions tend to distinguish between
themselves already for greater data compression (i.e. at lower λ) than similar rep-
resentative distributions. This property agrees with our intuitive understanding of a
hierarchy of connectivity patterns outlined in the problem setting (chapter 2): connec-
tivity patterns grouped at lower levels of the hierarchy (i.e. higher data compression)
should be more distinguishable from each other than those grouped at higher levels
(i.e. less data compression).
5.2 Connectivity-based Cortex Parcellation
5.2.1 Feature Reduction
In order to reduce computational effort we reduced the number of white matter voxels
used as features in the information bottleneck method by ranking them according to
their contribution to connectivity information I(X, y) (equation 4.6). Figure 5.3 plots
the ranked cummulative connectivity information contribution. A cut-off at 90% of
the overall information I(X,Y ) reduced the number of features to 300 000 white matter
voxels.
5.2.2 Connectivity-compression Plane
As stated previously, the objective of the information bottleneck method is to form com-
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consistent with Passingham’s et al. (2002) (1) hypothesis; no two areas share identical
patterns since, by definition, connectivity patterns are distinguishable from each other.
It is only when connectivity patterns are indistinguishable from each other that they are
no longer unique. Conversely, if connectivity patterns are maximally distinguishable
from each other, they are maximally unique, in which case cortical elements that form
the connectivity pattern belong to only one cortical subunit. The connectivity patterns
become less distinguishable from each other when cortical elements belong to multiple
cortical subunits as discussed in latter sections.
Due to the complex nature of connectivity within the brain, it is not clear as to
what constitutes a structural element possessing anatomical connectivity information
within a cortical area. Since we are limited to the resolution of DW images and are
only capable of measuring extrinsic anatomical connectivity without being able to dif-
ferentiate between afferent and efferent connections, we will maintain a rather abstract
definition of a structural cortical element throughout this thesis: a structural cortical
element is an area within the cortex at the cortical boundary connected to an individ-
ual white matter fiber following a particular pattern of connections within the white
matter volume, including the cortical boundary.
When measuring anatomical connectivity using DW images, one must bear in mind
that we are limited to the resolution of MR images. Since DW-MR imaging techniques
are not yet capable of capturing information pertaining to individual fibers within the
human brain it is reasonable to assume that individual imaging voxels contain several
cortical elements. Consider figure 2.1: ∼ 90%
Lets assume that the connectivity patterns each defining a cortical subunit are as
distinguishable as possible such that each cortical element belongs to only one corti-
cal subunit; and that we know exactly to which cortical subunit each cortical element
belongs to. DW imaging will only capture cortical elements in terms of voxels, more
precisely termed as seed voxels. As illustrated in figure 2.1, homogenous voxels contain-
ing cortical elements that only belong to the same cortical subunit will only contribute
to the connectivity pattern defining that cortical subunit. Conversely, heterogeneous
voxels containing cortical elements belonging to multiple cortical subunits will con-
tribute to the connectivity pattern of multiple cortical subunits. Regardless of the
initial assumption, that the connectivity patterns are as distinguishable as possible,
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consistent with Passingham’s et al. (2002) (1) hypothesis; no two areas share identical
patterns since, by definition, connectivity patterns are distinguishable from each other.
It is only when connectivity patterns are indistinguishable from each other that they are
no longer unique. Conversely, if connectivity patterns are maximally distinguishable
from each other, they are maximally unique, in which case cortical elements that form
the connectivity pattern belong to only one cortical subunit. The connectivity patterns
become less distinguishable from each other when cortical elements belong to multiple
cortical subunits as discussed in latter sections.
Due to the complex nature of connectivity within the brain, it is not clear as to
what constitutes a structural element possessing anatomical connectivity information
within a cortical area. Since we are limited to the resolution of DW images and are
only capable of measuring extrinsic anatomical connectivity without being able to dif-
ferentiate between afferent and efferent connections, we will maintain a rather abstract
definition of a structural cortical element throughout this thesis: a structural cortical
element is an area within the cortex at the cortical boundary connected to an individ-
ual white matter fiber following a particular pattern of connections within the white
matter volume, including the cortical boundary.
When measuring anatomical connectivity using DW images, one must bear in mind
that we are limited to the resolution of MR images. Since DW-MR imaging techniques
are not yet capable of capturing information pertaining to individual fibers within the
human brain it is reasonable to assume that individual imaging voxels contain several
cortical elements. Consider figure 2.1: ∼ 90%
Lets assume that the connectivity patterns each defining a cortical subunit are as
distinguishable as possible such that each cortical element belongs to only one corti-
cal subunit; and that we know exactly to which cortical subunit each cortical element
belongs to. DW imaging will only capture cortical elements in terms of voxels, more
precisely termed as seed voxels. As illustrated in figure 2.1, homogenous voxels contain-
ing cortical elements that only belong to the same cortical subunit will only contribute
to the connectivity pattern defining that cortical subunit. Conversely, heterogeneous
voxels containing cortical elements belonging to multiple cortical subunits will con-
tribute to the connectivity pattern of multiple cortical subunits. Regardless of the





















































































































































































































































































































































































































































































































































































































Figure 5.3: Feature reduction for the IFG and IFG+PCG - The ranked cummula-
tive information contribution I(X, y) of white matter voxels is plotted against the number
of white matter voxels. 90% of the overall information I(X,Y ) for each region of interest
reduces the number of features to 300 000 white matter voxels.
based upon their connectivity information to the whole white matter volume, I(X,Y ).
The tradeoff between compression I(X̄,X) and connectivity information I(X̄, Y ) is
shown in he connectivity-compression plane, also termed the information plane. Fig-
ures 5.4 illustrates the connectivity-compression curves in the information plane for the
IFG+PCG region of interest.
Minimizing the cost functional F (equation 4.4) constructs the optimal connectivity-
compression curve that quantifies the optimal tradeoff between compression and
anatomical connectivity. Such an optimal curve seperates two regions in the infor-
mation plane:
• The region below the curve for which the connectivity-compression tradeoff is
achievable but suboptimal.
• The region above the curve for which the connectivity-compression tradeoff is not
achievable.
Given an upper boundary on the number of representative distributions, the monotoni-
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2.3. Information Bottleneck Method








≤ I(X, Y ) (1)
F [p(x̄|x)] = I(X̄, X)− 1
T







































































































































































































































































































































































































































cortex parcellation noise in the diffusion images is caused by the MR scan, physiological as well
as motion affects, etc. The tractogram and consequently the distribution p(Y |x) is therefore subject
to fluctuations due to noise in the diffusion images which in turn causes fluctuations in the solution
space p(Y |x̄) and p(x̄|x).
Both methods described in this section make use of information-based quantities to maximise the
informativeness of the partitioning solution (i.e. maximum number of clusters) but also take into
account noise in the diffusion images either by correcting for finite sample effects or by testing for
robustness against fluctuations in the solution space.
4.1.1 Finite Sample Effects
The formulation of the information bottleneck method above assumes that we have access to
the true distribution p(Y |x). The amount of anatomical connectivity information that we pre-
serve, Iemp(X̄, Y ) = I(X̄, Y ), will therefore strictly increase for decreasing temperatures as
well as increasing number of clusters Clearly the distribution p(Y |x) is subject to errors since
p(Y |x) derived from finite samples due to the finite resolution of diffusion images as well as fi-
nite connectivity scores contained in the tractogram. Correcting for errors in the distribution (i.e.
p̂(y|x) = p(y|x) + δp(y|x)) allows for correction of the emprirical mutual information between
seed voxels and their anatomical connectivity in the determinstic limit T → ∞ (Still and Bialek,
2004): β → 0 β →∞
where |Y | is the number of white matter voxels determined by the resolution of the diffusion images
and Nobs is the sum of all observations quantified by the sum of all connectivity scores over all
white matter voxels. Notice that Nobs is determined by the number of particles sent to undergo a
random walk when performing probabilistic tractography. In contrast to the empirical distribution
IempT→∞(X, Y ), the corrected information I
corr
T→0(X̄, Y ) is insensitive to noise and is expected to satu-
rate when the number of clusters becomes too large. For a given number of clusters the temperature
should also have a boundary that limits the amount of anatomical connectivity information we wish
to preserve. Once more, correcting p(Y |x) allow for deriving an upper and lower bound on the
temperature of the partition for a given number of clusters (Still and Bialek, 2004):
4.1.2 Approximation Set Coding
The purpose of approximation set coding (Buhmann, 2010) is to test the generalization performance
of cost function approximations across different diffusion images. As mentioned previously, the
self-consistent equations 2 search for optimal cluster assignments p(x̄|x) that minimize the cost
function F . In the determinstic limit (i.e. T → 0) the optimal cluster assingments become hard:
Given the data and the optimal hard cluster assignments the cost function F (c⊥, X) is
sensitive to noise due to the fluctuations in the diffusion measurements, where c⊥ =
{pT→0(x̄|x)} ∀x￿X and ∀x̄￿X̄ . The key concept of approximation set coding is the notion
of an approximation set: β = 0
Notice that for sufficiently large γ the approximation set is almost invariant to fluctuations in the
diffusion measurements. However, for larger γ and therefore greater deviations from the cost func-
tion minimum F (c⊥K , X), the clustering assignment set cK(X) in the approximation set C
γ
K(X)
becomes increasingly suboptimal. Decreasing γ can therefore be interpreted as increasing the in-
formativeness of the clustering solution set according to the cost function minimum F (c⊥K , X).
Approximation set coding embodies a two sample scenario that minimizes γ under the constraint
that the approximation set CγK(X
(1)) remains stable under statistical fluctuations given two different
instances of the data, the training X(1) and test data set X(2). Good generalization of approximation
set on training data CγK(X
(1)) to approximation set on test data CγK(X
(2)) indicates that the approx-
imation set CγK(X) is insensitive to fluctuations in the diffusion measurements but also informative
according to its associated cost function minimum F (c⊥K , X).
Computing the approximation set requires a very exhaustive search over all combinations of clus-
ter assignments that are γ close to the cost function minimum. We seek to randomly cover the
approximation set by randomly sampling hard cluster assignments cK(x) from soft cluster assign-
ments p(x̄|x) gained from the information bottleneck method at T > 0. More precisely, given a
soft clustering solution, each seed voxel contains a distribution over cluster assignments. Randomly
7
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are consistent with cytoarchitectonic maps and prior knowledge about fiber orienta-
tion of these areas. Notice that clustering only a subset of the data establishes similar
deliniation of cortical areas as shown for the IFG region. λ = 0
5.2.3 Model Validation
As shown in figure 5.6 I(X̄, Y )regβ→∞ does not show as clearly recognisable maximum or
platform for any number of clusters which suggests that the model selection technique
(47) overfits the data. Note that I(X̄, Y )regβ→∞ is supposed to be strictly mono-
Figure 5.6: Reguralized preservation of information versus the number of clus-
ters - The upper limit on the number of clusters is determined based upon the convergence
performance of the self-consistent equations 4.5 (i.e. K = 6 for the IFG and K = 11 for
the IFG+PCG).
tonically increasing for increasing number of clusters K until a maximum is reached.
Violations of such monotonical behaviour before reaching the maximum suggests that
the self-consistent equations did not converge or that merely a local minima of the
39
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are consistent with cytoarchitectonic maps and prior knowledge about fiber orienta-
tion of these areas. Notice that clustering only a subset of the data establishes similar
deliniation of cortical areas as shown for the IFG region. λ→∞, K = 3
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platform for any number of clusters which suggests that the model selection technique
(47) overfits the data. Note that I(X̄, Y )regβ→∞ is supposed to be strictly mono-
Figure 5.6: Reguralized preservation of information versus the number of clus-
ters - The upper limit on the number of clusters is determined based upon the convergence
performance of the self-consistent equations 4.5 (i.e. K = 6 for the IFG and K = 11 for
the IFG+PCG).
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are consistent with cytoarchitectonic maps and prior knowledge about fiber orienta-
tion of these areas. Notice that clustering only a subset of the data establishes similar
deliniation of cortical areas as shown for the IFG region. λ→∞, K = 4
5.2.3 Model Validation
As shown in figure 5.6 I(X̄, Y )regβ→∞ does not show as clearly recognisable maximum or
platform for any number of clusters which suggests that the model selection technique
(47) overfits the data. Note that I(X̄, Y )regβ→∞ is supposed to be strictly mono-
Figure 5.6: Reguralized preservation of information versus the number of clus-
ters - The upper limit on the number of clusters is determined based upon the convergence
performance of the self-consistent equations 4.5 (i.e. K = 6 for the IFG and K = 11 for
the IFG+PCG).
tonically increasing for increasing number of clusters K until a maximum is reached.
Vi lations of such monotonical behaviour before reaching the maximum suggests that
the self-consistent equations did not converge or that merely a local minima of the
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are consistent with cytoarchitectonic maps and prior knowledge about fiber orienta-
tion of these areas. Notice that clustering only a subset of the data establishes similar
deliniation of cortical areas as shown for the IFG region. λ→∞, K = 5
5.2.3 Model Validation
As shown in figure 5.6 I(X̄, Y )regβ→∞ does not show as clearly recognisable maximum or
platform for any number of clusters which suggests that the model selection technique
(47) overfits the data. Note that I(X̄, Y )regβ→∞ is supposed to be strictly mono-
Figure 5.6: Reguralized preservation of information versus the number of clus-
ters - The upper limit on the number of clusters is determined based upon the convergence
performance of the self-consistent equations 4.5 (i.e. K = 6 for the IFG and K = 11 for
the IFG+PCG).
tonically increasing for increasing number of clusters K until a maximum is reached.
Violations of such monotonical behaviour before reaching the maximum suggests that
the self-consistent equations did not converge or that merely a local minima of the
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are consistent with cytoarchitectonic maps and prior knowledge about fiber orienta-
tion of these areas. Notice that clustering only a subset of the data establishes similar
deliniation of cortical areas as shown for the IFG region. λ→∞, K = 11
5.2.3 Model Validation
As shown in figure 5.6 I(X̄, Y )regβ→∞ does not show as clearly recognisable maximum or
platform for any number of clusters which suggests that the model selection technique
(47) overfits the data. Note that I(X̄, Y )regβ→∞ is supposed to be strictly mono-
Figure 5.6: Reguralized preservation of information versus the number of clus-
ters - The upper limit on the number of clusters is determined based upon the convergence
performance of the self-consistent equations 4.5 (i.e. K = 6 for the IFG and K = 11 for
the IFG+PCG).
tonically increasing for increasing number of clusters K until a maximum is reached.
Violations of such monotonical behaviour before reaching the maximum suggests that
the self-consistent equations did not converge or that merely a local minima of the
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Figure 5.4: Connec ivity-compression plane for the IFG+PCG - The tradeoff
between compression, I(X̄,X), and anatomical connectivity information, I(X̄, Y ), is con-
trolled by gradually increasing λ from 0 to ∞ in a simulated annealing procedure that
constructs the optimal connectivity-compression curves for K = 3, 4, 5, 11 clusters. Each
curve demonstrates a sequence of phase-transitions that explores a ierarchy of effective
partitionings for a given number of clustersK. White matter surfaces showing connectivity-
based cortex parcellation results as well as the connectivity fingerprints, p(Y |x̄), f indiv d-
ual cortical subunits are also shown. Red regions in the depicted connectivity fingerprints












5.2 Connectivity-based Cortex Parcellation
At one extreme, λ = 0, the data compression, I(X̄,X), is maximal. Consequently,
all representative distributions, p(Y |x̄), of the connectivity data are indistinguishable
from each other. Henceforth, there is no preservation of connectivity information (i.e.
I(X̄, Y ) = 0). Accordingly, cortical subunits are indistinguishable from each other
within the cortical region of interest because their connectivity patterns are indistin-
guishable from each other. The number of effective clusters thus equals one (i.e. K = 1)
because all seed voxels are equally distributed among the cortical subunits.
As λ gradually increases, the connectivity information constraint becomes more de-
manding. At some finite or critical λ the system undergoes a phase transition where
preference shifts from compression to preservation of connectivity information. Conse-
quently, some representative connectivity patterns p(Y |x̄) become distinguishable from
each other which translates into distinguishable cortical subunits within the region of
interest. In other words, cortical subunits are distinguishable from each other within the
region of interest because their representative connectivity patterns are distinguishable
from each other.
At the other extreme, where λ → ∞, the system shifts its preference entirely on
the preservation of connectivity information at the cost of minimal compression. All
K representative distributions are consequently distinguishable from each other and,
hence, the number of distinguishable cortical subunits (i.e. number of effective clusters
K) is thus equal to the predefined upper boundary (i.e. K = K). Figure 5.4 depicts a
connectivity-compression curve for each predefined K.
Notice that the representative connectivity patterns of cortical subunits (i.e. con-
nectivity fingerprint) are plotted in a three dimensional space given by the white matter
volume (figure 5.4) as opposed to the one dimensional space given to synthetic data
(figure 5.1). However, bear in mind that the nature of both data sets is the same: They
are both i.i.d univariate probability distributions. That is, the connectivity distribu-
tion contains only one random variable: the white matter voxel to which the cortical
area of interest is connected. In the context of connectivity analysis, the distribution
of connectivity is only sensible when plotted in a three-dimensional volume within the
brain. The same method was applied to a subset of the IFG+PCG region, namely the
IFG region only (figure 5.5), in order to investigate whether or not we would obtain












5.2 Connectivity-based Cortex Parcellation






























































































































































































































































































































































































































cortex parcellation noise in the diffusion images is caused by the MR scan, physiological as well
as motion affects, etc. The tractogram and consequently the distribution p(Y |x) is therefore subject
to fluctuations due to noise in the diffusion images which in turn causes fluctuations in the solution
space p(Y |x̄) and p(x̄|x).
Both methods described in this section make use of information-based quantities to maximise the
informativeness of the partitioning solution (i.e. maximum number of clusters) but also take into
account noise in the diffusion images either by correcting for finite sample effects or by testing for
robustness against fluctuations in the solution space.
4.1.1 Finite Sample Effects
The formulation of the information bottleneck method above assumes that we have access to
the true distribution p(Y |x). The amount of anatomical connectivity information that we pre-
serve, Iemp(X̄, Y ) = I(X̄, Y ), will therefore strictly increase for decreasing temperatures as
well as increasing number of clusters. Clearly the distribution p(Y |x) is subject to errors since
p(Y |x) derived from finite samples due to the finite resolution of diffusion images as well as fi-
nite connectivity scores contained in the tractogram. Correcting for errors in the distribution (i.e.
p̂(y|x) = p(y|x) + δp(y|x)) allows for correction of the emprirical mutual information between
seed voxels and their anatomical connectivity in the determinstic limit T → ∞ (Still and Bialek,
2004): β → 0 β →∞
where |Y | is the number of white matter voxels determined by the resolution of the diffusion images
and Nobs is the sum of all observations quantified by the sum of all connectivity scores over all
white matter voxels. Notice that Nobs is determined by the number of particles sent to undergo a
random walk when performing probabilistic tractography. In contrast to the empirical distribution
IempT→∞(X, Y ), the corrected information I
corr
T→0(X̄, Y ) is insensitive to noise and is expected to satu-
rate when the number of clusters becomes too large. For a given number of clusters the temperature
should also have a boundary that limits the amount of anatomical connectivity information we wish
to preserve. Once more, correcting p(Y |x) allow for deriving an upper and lower bound on the
temperature of the partition for a given number of clusters (Still and Bialek, 2004):
4.1.2 Approximation Set Coding
The purpose of approximation set coding (Buhmann, 2010) is to test the generalization performance
of cost function approximations across different diffusion images. As mentioned previously, the
self-consistent equations 2 search for optimal cluster assignments p(x̄|x) that minimize the cost
function F . In the determinstic limit (i.e. T → 0) the optimal cluster assingments become hard:
Given the data and the optimal hard cluster assignments the cost function F (c⊥, X) is
sensitive to noise due to the fluctuations in the diffusion measurements, where c⊥ =
{pT→0(x̄|x)} ∀x￿X and ∀x̄￿X̄ . The key concept of approximation set coding is the notion
of an approximation set: β = 0
Notice that for sufficiently large γ the approximation set is almost invariant to fluctuations in the
diffusion measurements. However, for larger γ and therefore greater deviations from the cost func-
tion minimum F (c⊥K , X), the clustering assignment set cK(X) in the approximation set C
γ
K(X)
becomes increasingly suboptimal. Decreasing γ can therefore be interpreted as increasing the in-
formativeness of the clustering solution set according to the cost function minimum F (c⊥K , X).
Approximation set coding embodies a two sample scenario that minimizes γ under the constraint
that the approximation set CγK(X
(1)) remains stable under statistical fluctuations given two different
instances of the data, the training X(1) and test data set X(2). Good generalization of approximation
set on training data CγK(X
(1)) to approximation set on test data CγK(X
(2)) indicates that the approx-
imation set CγK(X) is insensitive to fluctuations in the diffusion measurements but also informative
according to its associated cost function minimum F (c⊥K , X).
Computing the approximation set requires a very exhaustive search over all combinations of clus-
ter assignments that are γ close to the cost function minimum. We seek to randomly cover the
approximation set by randomly sampling hard cluster assignments cK(x) from soft cluster assign-
ments p(x̄|x) gained from the information bottleneck method at T > 0. More precisely, given a




are consistent with cytoarchitectonic maps and prior knowledge about fiber orienta-
tion of these areas. Notice that clustering only a subset of the data establishes similar
deliniation of cortical areas as shown for the IFG region. λ→∞, K = 3
5.2.3 Model Validation
As shown in figure 5.6 I(X̄, Y )regβ→∞ does not show as clearly recognisable maximum or
platform for any number of clusters which suggests that the model selection technique
(47) overfits the data. Note that I(X̄, Y )regβ→∞ is supposed to be strictly mono-
Figure 5.6: Reguralized preservation of information versus the number of clus-
ters - The upper limit on the number of clusters is determined based upon the convergence
performance of the self-consistent equations 4.5 (i.e. K = 6 for the IFG and K = 11 for
the IFG+PCG).
tonically increasing for increasing number of clusters K until a maximum is reached.
Violations of such monotonical behaviour before reaching the maximum suggests that
the self-consistent equations did not converge or that merely a local minima of the
39
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are consistent with cytoarchitectonic maps and prior knowledge about fiber orienta-
tion of these areas. Notice that clustering only a subset of the data establishes similar
deliniation of cortical areas as shown for the IFG region. λ→∞, K = 4
5.2.3 Model Validation
As shown in figure 5.6 I(X̄, Y )regβ→∞ does not show as clearly recognisable maximum or
platform for any number of clusters which suggests that the model selection technique
(47) overfits the data. Note that I(X̄, Y )regβ→∞ is supposed to be strictly mono-
Figure 5.6: Reguralized preservation of information versus the number of clus-
ters - The upper limit on the number of clusters is determined based upon the convergence
performance of the self-consistent equations 4.5 (i.e. K = 6 for the IFG and K = 11 for
the IFG+PCG).
tonically increasing for increasing number of clusters K until a maximum is reached.
Violations of such monotonical behaviour before reaching the maximum suggests that
the self-consistent equations did not converge or that merely a local minima of the
39
5.2 Cortex Parcellation
are consistent with cytoarchitectonic maps and prior knowledge about fiber orienta-
tion of these areas. Notice that clustering only a subset of the data establishes similar
deliniation of cortical areas as shown for the IFG region. λ→∞, K = 6
5.2.3 Model Validation
As shown in figure 5.6 I(X̄, Y )regβ→∞ does not show as clearly recognisable maximum or
platform for any number of clusters which suggests that the model selection technique
(47) overfits the data. Note that I(X̄, Y )regλ→∞ is supposed to be strictly monotonically
Figure 5.6: Reguralized preservation of information versus the number of clus-
ters - The upper limit on the number of clusters is dete mi ed based upon the conv rgence
performance of the self-consistent equations 4.5 (i.e. K = 6 for the IFG and K = 11 for
the IFG+PCG).
increasing for increasing number of clusters K until a maximum is reached. Viola-
tions of such monotonical behaviour before reaching the maximum suggests that the
self-consistent equations did not converge or that merely a local minima of the cost
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2.2. Data Prepocessing
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2.3. Information Bottleneck Method








≤ I(X, Y ) (1)
F [p(x̄|x)] = I(X̄, X)− 1
T















I(X̄, Ȳ ) ￿ I(X, Ȳ ) ￿ I(X, Y ) (4)
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are consistent with cytoarchitectonic maps and prior knowledge about fiber orienta-
tion of these areas. Notice that clustering only a subset of the data establishes similar
deliniation of cortical areas as shown for the IFG region. λ→∞, K = 2
5.2.3 Model Validation
As shown in figure 5.6 I(X̄, Y )regβ→∞ does not show as clearly recognisable maximum or
platform for any number of clusters which suggests that the model selection technique
(47) overfits the data. Note that I(X̄, Y )regλ→∞ is supposed to be strictly monotonically
Figure 5.6: Reguralized preservation of information versus the number of clus-
ters - The upper limit on the number of clusters is determined based upon the convergence
performance of the self-consistent equations 4.5 (i.e. K = 6 for the IFG and K = 11 for
the IFG+PCG).
increasing for increasing number of clusters K until a maximum is reached. Viola-
tions of such monotonical behaviour before reaching the maximum suggests that the
self-consistent equations did not converge or that merely a local minima of the cost
39
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are consistent with cytoarchitectonic maps and prior knowledge about fiber orienta-
tion of these areas. Notice that clustering only a subset of the data establishes similar
deliniation of cortical areas as shown for the IFG region. λ = 0
5.2.3 Model Validation
As shown in figure 5.6 I(X̄, Y )regβ→∞ does not show as clearly recognisable maximum or
platform for any number of clusters which suggests that the model selection technique
(47) overfits the data. Note that I(X̄, Y )regβ→∞ is supposed to be strictly mono-
Figure 5.6: Reguralized preservation of information versus the number of clus-
ters - The upper limit on the number of clusters is determined based upon the convergence
performance of the self-consistent equations 4.5 (i.e. K = 6 for the IFG and K = 11 for
the IFG+PCG).
tonically increasing for increasing number of clusters K until a maximum is reached.
Violations of such monotonical behaviour before reaching the maximum suggests that
the self-consistent equations did not converge or that merely a local minima of the
39
Figure 5.5: Connectivity-compression plane for the IFG - The tradeoff between
compressi n, I(X̄,X), and a atomical connectivity information, I(X̄, Y ), is controlled by
gradually increasing λ from 0 to ∞ in a simulated annealing procedure that constructs
the optimal connectivity-compression curves for K = 2, 3, 4, 6 clusters. Each curve demon-
strates a sequence of phase-transitions hat explores a hierarchy of ffective partitionings
for a given number of clusters K. White matter surfaces showing connectivity-based cortex
parcellation results as well as the connectivity fingerprints, p(Y |x̄), of individu l cortical
subunits are also shown. Red regions in the depicted connectivity fingerprints indicate areas











5.2 Connectivity-based Cortex Parcellation
5.2.3 Model Validation
Increasing the number of clusters K and increasing λ resolves more connectivity infor-
mation, I(X̄, Y ), from the data as shown in figures 5.4 and 5.5. Clearly, the resolution
in the imaging data limits the amount of connectivity-information, I(X̄, Y ), we can
resolve: Finite resolution together with the finite number of trials used in probabilis-
tic tractography results in finite connectivity samples which is the source for noise in
the data. The question is therefore: How much connectivity information, I(X̄, Y ),
can we resolve from the imaging data without fitting the sampling noise? By correct-
ing I(X̄, Y ) for finite samples we obtain a reguralized connectivity information term,
I(X̄, Y )regλ→∞, (equation 4.9) at λ → ∞ that should yield a maximum or at least a
platform for increasing K. If I(X̄, Y )regλ→∞ does not increase with K we are simply
fitting the sampling noise and will therefore not resolve any more meaningful connec-
tivity structure from the data. Figure 5.6 plots I(X̄, Y )regλ→∞ versus K for the IFG and
IFG+PCG.



































































As mentioned previously, the purpose of this paper is to demonstrate a proof of concept. The regions
of interest considered, namely the IFG and IFG+PCG, are therefore regions for which the anatom-
ical segregation has been relatively well established based upon cytoarchitectonic maps as well as
previous connectivity-based cortex parcellation studies. The IFG and the IFG+PCG region were
parcellated seperately in oder to investigate whether or not parcellation of a particular region will
produce similar delineation of cortical areas to independently obtained parcellation results of only a
subset of that region. Figure 2 illustrates several relevance-compression curves for different number
of clusters K and different regions of interest, namely the IFG and IFG+PCG. The parcellation of
cortical areas as well as their representative connectivity patterns, p(Y, x̄), are consistent with ex-
isting cytoarchitectonic maps and existing knowledge about fiber orientation of these areas. Notice
that clustering only a subset of the data establishes similar deliniation of cortical areas as shown in
the IFG region. Selecting the number of clusters were subject to the user.
Figure 3 illustrates the preferred hierarchical organization of cortical subunits within the IFG+PCG
region into coarser cortical structures attributed to primary as well a pre-motor and those associated
with pre-frontal areas. Once more, the levels of clustering were selected by the user according to
maximal overlap of clusters at different levels of clustering K. Figure 3 also provides a description
of individual cortical subunits within the IFG+PCG according to existing cytoarchitectonic data.
4 Discussion
Due to the limited prior knowledge about anatomical connectivity within the human brain, the ulti-
mate goal is to perform automatic, unsupervised clustering of probabilistic tractograms to achieve
cortex parcellation without relying on prior assumptions about the structure of the solution. This pa-
per demonstrates a proof of concept of the approach which avoids many assumptions imposed on the
data as shown by previous attempts and nevertheless produces parcellation results consistent with
cytoarchitectonic maps. The proposed method thus establishes a further step towards unsupervised
connectivity-based cortex parcellation. Such assumptions include the shape of clusters, the similar-
ity measure selected a priori as well as the representation of probabilistic tractograms. Formalizing
a specific definition of a probabilistic tractogram in terms of a discrete univariate probability distri-
bution allows us to select an appropriate cost function F that makes use of the distributional nature
of the data while addressing essential properties of cortical subunits such as their hierarchical archi-
tecture, their representative connectivity patterns as well as the option of forming soft boundaries
between cortical subunits.
A priori it is unclear whether soft boundaries between cortical subunits should reflect transition of
anatomical connectivity between cortical subunits or that it should reflect only the uncertainty in
assigning seed voxels to clusters due to the noise in the data arising from the limited resolution of
DW images, motion affects and physiological as well as noise from the MR scan. The former case,
insists that, even in the absence of noise, the anatomical connectivity of seed voxels within a transi-
tional region share to some degree the connectivity patterns of multiple cortical subunits. The latter,
much simpler case, on the other hand, states that seed voxels should only belong to one cluster (i.e.
hard clustering solution), but noise in DW images cause fluctuations in the diffusion measurements
which in turn cause fluctuations in hard cluster assignments. The cost function proposed in this pa-
per for connectivity-based cortex parcellation is capable of achieving both soft and hard clustering
solutions simply by adjusting the tradeoff parameter β.
A crucial step towards unsupervised connectivity-based cortex parcellation is model slection. Notice
that the difference between mutual information terms (i.e. I(X̄, X) and I(X̄, Y )) given by the
cost function F does not include a reguralization term that addresses the underfitting/overfitting
dilemma. Consequently, more finely grained clusters (i.e. clusters with higher K) can be formed that
minimize the cost function F , but simply fit the sample noise without revealing any more meaningful
structure from the data. A means to account for noise in the data is to correct the conditional
distribution, p(Y |x), for errors (i.e. p̂(y|x) = p(y|x) + ∆p(y|x)) arising from the finite resolution
of DW images as well as finite connectivity score quantities contained in tractograms. However,
model selection by correcting for finite samples as proposed by Still and Bialek (2004) nevertheless































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.6: Model validation for the IFG and IFG+PCG - The reguralized connec-
tivity information, I(X̄, Y )regλ→∞, reaches a maximum at K = 16 for the IFG and K = 14
for the IFG+PCG. Violations of the strictly monotonically increasing behaviour (before
reaching a maximum or platform) of I(X̄, Y )regλ→∞ are observed beyond K = 6 for the IFG











5.2 Connectivity-based Cortex Parcellation
Note that I(X̄, Y )regλ→∞ is supposed to be strictly monotonically increasing for in-
creasing number of clusters K until a maximum or platform is reached as demonstrated
in figure 5.1. However, for large data sets used in connectivity-based cortex parcella-
tion, increasing the number of clusters K introduces greater computational complexity
which may lead to poor convergence of self-consistent equations 4.5. Moreover, such
increased complexity may result in λ not reaching the deterministic limit as shown in
figure 5.6 (i.e. λ was not set sufficiently high such that stochastic assignments effectively
reach the deterministic limit, λ → ∞). Consequently, the cost functional F (equation
4.4) requires more computational effort to reach the global minimum at λ → ∞ for
increased number of clusters K. Violations of the strictly monotonical behaviour of
I(X̄, Y )regλ→∞ are observed in figure 5.6 for the number of clusters beyond K = 6 for the
IFG and K = 11 for the IFG+PCG. Such violations indicate that the cost functional
F did not reach the global miniumum at λ → ∞. The maximum number of clusters
for the IFG and IFG+PCG were therefore chosen as K = 6 and K = 11, respectively.
Connectivity fingerprints of the IFG+PCG are shown in chapter 9 (figure 9.1) for
each cortical subunit for K = 5 and K = 11 clustering solutions at λ→∞.
5.2.4 Hierarchical Organization of Cortical Subunits
Instead of imposing a hierarchy on the connectivity data, we want to investigate whether
or not there is evidence of a hierarchically modular organization of cortical subunits and
their connectivity fing rprints. Using several independent partitionings of the cortical
region of interest at different model orders (i.e. different K) we can investigate their
overlap with one another. In figure 5.7 we see that an approximate hierarchy of cortical
subunits emerges in the IFG+PCG region showing coarser cortical structures attributed
to primary as well as pre-motor and those associated with pre-frontal areas. The
levels of clustering in figure 5.7 were selected according to maximal overlap of clusters
at different model orders K. A description of individual cortical subunits within the











5.2 Connectivity-based Cortex Parcellation









4p, primary motor cortex
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2.5. Nested Hierarchical Organization of Cortical Subunits
2.5.1 Strict Nested Structure











1 if x ￿ {zk, zk￿} ∼ 80%
0 otherwise
(15)
2.5.2 Partial Nested Structure
2.6. Multi-subject Analysis
I(C, Ȳ ) ￿ I(X̄pool, Ypool) (16)
6
2.5. Nested Hierarchical Organization of Cortical Subunits
2.5.1 Strict Nested Structure











1 if x ￿ {zk, zk￿} ∼ 15%
0 otherwise
(15)
2.5.2 Partial Nested Structure
2.6. Multi-subject Analysis
I(C, Ȳ ) ￿ I(X̄pool, Ypool) (16)
6
2.5. Nested Hierarchical Organiz tion of Co tical Subunits
2.5.1 Strict Nested Structure











1 if x ￿ {zk, zk￿} ∼ 20%
0 otherwise
(15)
2.5.2 Partial Nested Structure
2.6. Multi-subject Analysis
I(C, Ȳ ) ￿ I(X̄pool, Ypool) (16)
6
2.5. Nested Hierarchical Organization of Cortical Subunits
2.5.1 S rict Nes ed Structure











1 if x ￿ {zk, zk￿} ∼ 50%
0 otherwise
(15)
2.5.2 Partial Nested Structure
2.6. Mul i-subjec Analysis
I(C, Y ) ￿ I(Xpool, Ypool) (16)
6
2.5. Nested Hier rchical O ganization of Cortical Subunits
2.5.1 S rict Nested Structure











1 if x ￿ {zk, zk￿} > 95%
0 otherwise
(15)
2.5.2 Partial Nested Structure
2.6. Mul i-subject Analysis





Figure 5.7: Approximate hierarchy of the IFG+PCG - A: Gray matter surface
showing connectivity-based cortex parcellation of the IFG+PCG region into K = 11 cor-
tical subunits (i.e. clusters). B: Approximate hierarchy showing the overlap of several in-
dependent hard clustering solutions (λ→∞) at K = 2, 3, 5, 6, 8, 11 within the IFG+PCG
region. The hierarchy of partitionings at K = 5 reveals coarser cortical structures that
differentiate between primary as well as pre-motoric areas and those associated with pre-
frontal areas. C: Legend indicating the magnitude of cluster overlaps in the hierarchy. D:

















Parcellation of the IFG+PCG at K=3 clusters: The precentral gyrus (PCG) is
primarily divided into two global structures, namely a dorsal area (yellow) and a ventral
area (green) together with a transition into the posterior inferior frontal gyrus (IFG) at
the ventral tip of the PCG. Concerning the convexity of the PCG, the average Talairach
coordinate of the border between ventral and dorsal areas was 49 which is consistent
with other reports from functional imaging studies (60) and previous connectivity-
based parcellation studies (13, 14) (figure 6.1). The IFG is also primarily separated
into two areas, namely the aforementioned ventral transition of the PCG (green) and
the group containing the pars opercularis of the IFG as well the pars triangularis of the
IFG together with the deep frontal operculum (pink). The separation between these
two areas, demonstrated in figures 5.5 and 5.7, confirms the distinction of areas in the
ventral PCG and the posterior ventral precentral cortex.
Parcellation of the IFG+PCG at K=11 clusters: The dorsal PCG can be
separated into the primary motor cortex (yellow and purple) (8), a premotor area
(red) and the frontal eye field at the rostral bank of the precentral sulcus and the
ventral branch of the posterior superior frontal sulcus (61). Moreover, the ventral
PCG is further subdivided into a superior-rostral (brown) and an inferior-caudal area
(light blue). For validation purposes a part of the (inferior) postcentral gyrus (green)
was included within IFG+PCG region of interest which was correctly separated from











6.2 Methodology and Results
resembles results from cytoarchitectonic and multireceptor studies in Amunts et al.
(10). This includes previously unknown areas such as the anterior and posterior areas
45a (dark blue) and 45p (light green) as well as the area in the frontal operculum op9
(pink) (figure 6.1). Such delineation is also evident when parcellating only the IFG as
shown in figure 5.5.
Anatomically disjoint areas were distinguished, consistent with Amunts et al. (10),
one being located in the depths of the inferior frontal sulcus, the other immediately
rostrally to the ventral premotor area. Both were found at the junction of the inferior
frontal and the precentral sulcus and therefore may correspond to the inferior frontal
junction (IFJ) (62, 63). Interestingly, our results accurately reflect the delineation of
areas concerning the IFJ obtained by Derrfuss et al. (64). Note that the fMRI data
used by Derrfuss et al. (64) were taken from the same subject (subject 2 in Derrfuss
et al. (64)). Our results therefore suggest a specific connectivity underlying the IFJ,
rendering this region as a distinct anatomical area (figure 6.1).
The merging of the postcentral region (green) with the ventral PCG at a rather
high hierarchical level (figure 5.7) seems to be supported by findings in non-human
primates, implying dense bidirectional connections between the rostral portion of the
inferior parietal lobule and the adjacent opercular area (i.e. ventral premotor area 6
(65)). However, whether this suggestion is indeed evident in probabilistic tractography-
based connectivity fingerprints remains to be studied in detail and requires improved
visualization techniques of connectivity patterns (66).
6.2 Methodology and Results
Connectivity-based parcellation using probabilistic tractograms has attracted so much
interest because probabilistic tractography is a convenient means to characterize the
complex nature of anatomical connectivity in the brain. In order to fully exploit proba-
bilistic tractography to learn connectivity structure from the data we have to define the
nature of the data appropriately. The interpretation of probabilistic tractograms and
therefore their representation within the context of clustering is of utmost importance
(6, 67) as it predetermines what cluster structure can be discovered in the data (25). In















F igure 2: 
 
C
Figure 6.1: Comparison of connectivity-based parcellation results to previous
studies - A: Parcellation results at K = 11 clusters depicted on the white matter surface.
B: Parcellation results at K = 11 clusters on an inflated cortical surface. C: Connectivity-
based parcellation results of the PCG taken from Schubotz et al. (14) showing a seperation
between the dorsal PCG (dPCG) and ventral PCG (vPCG). D: Cytoarchitecture and
multireceptor studies taken from Amunts et al. (10) showing the delineation of the IFG. E:
Functional imaging maps of the same subject used in this dissertation taken from Derrfuss
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area as being distributed among voxels within the white matter volume. Probabilis-
tic tractography allows us to sample white matter voxels connected to those cortical
elements of interest. The information bottleneck framework for connectivity-based cor-
tex parcellation proposed in this dissertation offers an appropriate quality measure for
grouping distributional data to reveal the connectivity fingerprint underlying a cortical
area of interest.
This dissertation demonstrates a proof of concept of the approach which avoids
many assumptions imposed on the data as shown by previous attempts and neverthe-
less produces parcellation results consistent with previous parcellation studies. Such
assumptions include the shape of clusters, the similarity measure selected a priori as
well as the representation of probabilistic tractograms. Essential properties of cortical
subunits are revealed such as their connectivity fingerprints and their hierarchically
modular architecture.
Dissimilarity between connectivity patterns: Intuitively, connectivity pat-
terns quantified by probabilistic tractograms should be grouped based upon capturing
the shape of probabilistic tractograms. In other words, probabilistic tractograms should
be grouped together if they have similar shapes. Defining the shape of a probabilistic
tractogram is not straightforward since a probabilistic tractogram is a volume contain-
ing connectivity probabilities for each white matter voxel. We define two tractograms
as having similar shapes if their connectivity probability in corresponding white matter
voxels are similar. The similarity measure should therefore involve a pairwise compar-
ison of connectivity scores with pairs of connectivity probabilities. The information
bottleneck method captures the shape similarity between tractograms and connectiv-
ity fingerprints of cortical subunits using the Kullback-Leibler distance between them.
Note that the bins of the connectivity probabilities are defined by white matter voxels.
Probabilistic tractography quantifies the frequency at which such bins or white matter
voxels occur for each seed voxel. The Kullback-Leibler distance between probabilistic
tractograms thus involves pair wise operations between correponding bins and therefore
corresponding white matter voxels.
Model validation: Due to the limited prior knowledge about anatomical connec-
tivity within the human brain, the ultimate goal is to perform automatic, unsupervised
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prior assumptions about the structure of the solution. A crucial step towards unsuper-
vised connectivity-based cortex parcellation is therefore model validation. The notion
that noise limits the amount of information we can extract from the data provides the
rationale behind model validation in order to resolve as many clusters from the noisy
data as possible.
Model validation by correcting for finite samples as proposed by Still and Bialek
(41) requires computing partitioning solutions in the deterministic limit (λ → ∞).
However, resolving more clusters from the data by increasing λ and the number of
clusters K introduces more computational complexity associated with iterating over
self-consistent equations 4.5 until convergence. In figure 5.6, λ was not set sufficiently
high to reach the effective deterministic limit (i.e. λ → ∞) for the number of clusters
beyond K = 6 for the IFG and K = 11 for the IFG +PCG. Consequently, the cost
functional F did not reach the global minimum for clusters beyond K = 6 for the IFG
and K = 11 for the IFG +PCG at the effective deterministic limit. The maximum
number of clusters were therefore chosen based upon the convergence performance of
the cost functional F at λ→∞. However, such a convergence criteria may be related
to computational issues and may not necessarily reflect the true number of clusters
resolvable from the data. Appropriately using the model validation proposed by Still
and Bialek (41) requires further computation for clusters beyond K = 6 for the IFG
and K = 11 for the IFG+PCG in which case λ should be set sufficiently higher to reach
the effective deterministic limit.
It should be noted that deriving the reguralized connectivity information term,
I(X̄, Y )regλ→∞, involves many oversimplifications and may therefore not be truly insen-
sitive to noise in order to establish generalizability. A possibly much more effective
means to account for noise in the DW images in the context of model selection is to
utilize the two sample scenario (i.e. training and test images) widely used in statistics.
In this setting, training and test images constitute two parcellation solutions obtained
from two seperate DW images of the same person and carried out under the same con-
ditions. The difference between each of the DW images is therefore solely due to noise
which in turn causes differences in parcellation results between training and test images.
Two DW images provide by far too little information to characterize the uncertainty
in diffusion measurements. However, the rationale is that two large enough parcella-
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the uncertainty in the solution space (42). The approximation set coding (ASC) sce-
nario (42) provides an information-based quantity that maximizes the informativeness
of the clustering solution under the constraint that the clustering model with associ-
ated cost function and input parameters (eg. number of clusters K) be robust against
fluctuations in the diffusion measurements. Consequently, the ASC scenario selects the
particular parcellation solution with associated cost function and number of clusters
that generalizes from training DW image to test DW image under the influence of noise.
The ASC scenario allows for model selection among different types of cost functions
that parcellate cortical subunits. However, ASC model validation is only applicable for
non-negative cost functions. The quality criterion for distributional clustering used in
the information bottleneck method would therefore have to be formulated in terms of
a non-negative cost function.
Hierarchically modular organization of cortical areas: Another aim of this
paper was to investigate the possible hierarchically modular architecture of cortical
subunits within the IFG+PCG region. The large overlap of several independently
obtained parcellation results at different K confirms the preferred grouping of cortical
subunits into primary as well as pre-motoric and those associated with pre-frontal areas.
However, a clear limitation of the proposed method used to investigate the hierarchical
relationship between cortical subunits is that the levels of partitionings included in
the hierarchy were selected by the user. A further step towards allowing connectivity
data to vote for its preferred nested architecture is to make use of a quality criterion
that captures the quality not only of a single clustering solution but a hierarchy of
clustering solutions. The subsequent task validating hierarchical models is to search
for the hierarchy that is reproducible under the influence of noise.
Clustering imaging data: It should, however, be noted that the information
bottleneck method does not address the multi-assignment problem as discussed in the
problem setting (chapter 2). This is because, fundamentally, probabilistic assignments
of seed voxels to clusters cannot be used to reflect the ratio of different cortical elements
within heterogenous voxels. Probabilistic assignments are always associated with un-
certainty in the data and can therefore only be used to reflect uncertainty in cluster
assignments and not multi-assignments to clusters. Consider sampling a particular het-
erogenous voxel an infinite number of times. After assigning the heterogenous voxel to
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be no uncertainty remaining as to which clusters the heterogenous voxel belongs to.
However, the heterogenous voxel nevertheless belongs to mutiple clusters even in the
abscence of uncertainty. The information bottleneck method therefore assumes that
all seed voxels are homogenous and produces probabilistic assignments solely due to
noise in the data. Although such heterogenous voxels may be given soft assignments
we cannot classify them as heterogenous since probabilistic assignments are only due
to uncertainty in the data. Note that in cases of poor image resolution the number of
heterogenous voxels is expected to rise which further justifies using multi-assignment
clustering.
Assessment of results: Ideally we would like to assess the results numerically.
However, such assessment is difficult since we don’t have access to ground truth and
can only compare our results with results obtained by alternative methods. We have
primarily used fMRI studies, cytoarchitectonic maps and previous cortex parcellation
studies to assess our results. Assessing our parcellation results numerically with such
studies may be inconclusive due to limited knowledge with respect to the link between
the nature of different data sets as well as the variability of cortical areas across subjects
as described in the problem setting (chapter 2).
Notice, however, that the connectivity fingerprints shown in figure 5.4 resemble
previously established fiber bundles. Such fiber bundles include the motor tract, the
arcuate fasciculus and the inferior fronto-occipital fasciculus. Figure 9.2 in chapter 9












Conclusions and Future Work
Based upon cortex parcellation results obtained for the IFG together with the PCG
region, the information bottleneck method proves quite useful in modelling the distri-
butional nature of data to segregate a cortical region of interest into cortical subunits
consistent with previous parcellation studies without relying on the assumptions im-
posed by previous methods. The hierarchy of partitionings also reveals plausible re-
sults constistent with previous studies. Moreover, the connectivity fingerprints resemble
known fiber bundels. Further work includes examining such connectivity fingerprints in
greater detail using an improved visualization technique for probabilistic tractography
(66).
However, despite the plausible results, the unsupervised framework demonstrated in
this dissertation is debatable because a rather subjective assessment of the convergence
performance was used to select the maximum number of clusters as opposed to using
noise in the data as a model selection criterion. This is due to the violations of the
strictly monotonical behaviour of I(X̄, Y )regλ→∞ prior to reaching a maximum or platform
which indicates that the cost functional F did not reach the global minimum at the
effective deterministic limit (i.e. λ → ∞) for the number of clusters beyond K = 6
for the IFG and K = 11 for the IFG+PCG. Convergence of the cost functional F
at the determinstic limit is necessary to appropriately perform the model validation
technique (41) used in this dissertation. Furthermore, the model validation technique
proposed by Still and Bialek (41) may not accurately account for noise in the data due











A possibly much more effective means for model selection using approximation set
coding (ASC) (42) requires further investigation. Moreover, the levels of the approxi-
mate hierarchy shown in figure 5.7 were chosen based upon maximal overlap between
partitionings. Model validation of the hierarchy of partitionings is needed in order to
establish confidence in the results. Such model selection requires validating quality cri-
teria that capture the quality of nested hierarchy solutions and not just ”flat” clustering
solutions considered in this dissertation.
Although the information bottleneck method adequately deals with the distribu-
tional nature of in vivo anatomical connectivity data given by probabilistic tractog-
raphy (i.e. connectivity of cortical subunits is distributed among voxels within the
white matter volume) it fails to account for the heterogenous property of the data
(i.e. connectivity data may contain hetergenous voxels). Depending on the number of
heterogenous voxels, multi-assignment clustering may be more suitable for cortex par-
cellation. Note that in cases of poor image resolution this is especially the case since
the number of heterogenous voxels is expected to rise.
A further step towards understanding the organization of cortical subunits is to
study the consistency or heterogeneity of hierarchically modular cortical subunits across
subjects. Individual variability, however, is an important issue in anatomical studies,
because any given area (even a primary sensory area) can vary in size by twofold or more
(68, 69, 70) and because the consistency with which each area is located with respect to
topographic boundaries has important implications for physiological and neuroimaging
studies. The approximate hierarchy of cortical subunits for the IFG across subjects is













Equation 3.10 in chapter 2 is essential to demonstrate the link between the information
bottleneck method and rate distortion theory. Its derivation will be given in this
chapter for completeness (36):









































































= I(X,Y )− I(X̄, Y )
The Markovian independence relation X̄ ↔ X ↔ Y is used above (i.e. variables x̄ and
x are each only dependent upon variable x):
p(x̄, x, y) = p(x̄|x, y)p(x, y) = p(x̄|x)p(x, y) = p(x̄|x)p(x)p(y|x),













Figure 9.1: Connectivity fingerprints of the IFG+PCG - Cortex parcellation results
of the IFG+PCG are shown for K = 5 and K = 11 clusters. The connectivity fingerprint
of each cortical subunit is also shown. Red regions in the depicted connectivity fingerprints






















Figure 9.2: Labelled connectivity patterns of the IFG+PCG and the anterior
portion of the prefrontal cortex - Cortex parcellation of the IFG+PCG at K = 11 and
the anterior portion of the prefrontal cortex (aPFC) at K = 12 clusters reveals connectivity
fingerprints that share resemblance with known fiber bundles such as the motor tract,
the arcuate fasciculus, the inferior fronto-occipital fasciculus in the IFG+PCG and the
cingulum as well as the forceps minor in the aPFC. Note that model validation was not
performed for the aPFC. Ideally, model validation applied to the aPFC to resolve the
maximum number of cortical subunits (i.e. clusters) should select a model that splits
the cyan region into two cortical subunits such that the cingulum connectivity pattern















2.5. Nested Hierarchical Organization of Cortical Subunits
2.5.1 Strict Nested Structure











1 if x ￿ {zk, zk￿} ∼ 80%
0 otherwise
(15)
2.5.2 Partial Nested Structure
2.6. Multi-subject Analysis
I(C, Ȳ ) ￿ I(X̄pool, Ypool) (16)
6
2.5. Nested Hierarchical Organiz tion of Co tical Subunits
2.5.1 Strict Nested Structure











1 if x ￿ {zk, zk￿} ∼ 20%
0 otherwise
(15)
2.5.2 Partial Nested Structure
2.6. Multi-subject Analysis
I(C, Ȳ ) ￿ I(X̄pool, Ypool) (16)
6
2.5. Nested Hierarchical Organization of Cortical Subunits
2.5.1 S rict Nes ed Structure











1 if x ￿ {zk, zk￿} ∼ 50%
0 otherwise
(15)
2.5.2 Partial Nested Structure
2.6. Mul i-subjec Analysis
I(C, Y ) ￿ I(Xpool, Ypool) (16)
6
2.5. Nested Hier rchical O ganization of Cortical Subunits
2.5.1 S rict Nested Structure











1 if x ￿ {zk, zk￿} > 95%
0 otherwise
(15)
2.5.2 Partial Nested Structure
2.6. Mul i-subject Analysis








Figure 10.1: Approximate hierarchy of cortical subunits of the IFG for two
subjects - The IFG is parcellated into 6 cortical subunits using the information bottleneck
method. An interesting question is which level(s) of the hierarchy is/are similar across
subject and which level(s) demonstrate(s) considerable variability across subjects. Model
validation is crucially important in order to ensure that differences in the hierarchy are not
due to noise in the data but are, instead, due to differences in the hierarchical modular
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