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In this paper a maximum entropy principle is established for a class of con- 
tinuous contractive m x n matrix valued functions g with preassigned Fourier coef- 
ficients g, = v, for j=O, I,.... The function g in this class which achieves the 
maximum entropy is characterized in a number of different ways and its entropy is 
computed in terms of a Hankel operator based on the prescribed matrices yO, ]I~,.... 
A pair of seemingly new Szego type formulas are obtained enroute and some 
applications to Nevanlinna-Pick interpolation are indicated. (il 1986 Academic Press. 
Inc 
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7. Entropy inequalities. 8 Applications to Nevanlinna-Pick interpolation. 
1. INTRODLJCTI~N 
Let 29 = Y(y,, y,,...) denote the class of continuous m x n matrix valued 
functions g(i) = c,“= --oo g,<’ on the unit circle T = ({E @: [[I = 1 } such 
that 
(1) g,-=>> forj=O, l,..., 
(2) Cj”= -m Igil< ~0, and 
(3) s(C) g(i)* < 1, for every i 6 UT 
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and let rj, j = 0, l,..., denote the infinite block Hankel matrix 
which maps the one sided sequence space 12 into I:. Then, by Adamjan, 
Arov, Krein’s [l] matrix version of Nehari’s theorem adapted to the 
present Wiener space setting (as in Dym and Gohberg [17]), g(yO, y, ,...) is
nonempty if and only if \lfOll < 1. 
This paper is devoted chiefly to a study of the entropy integral 
W(g)=&~2ElogdetjZ,,-g(e”)g(e’H)*} d0 (1.1) 
0 
and the elements g E B which maximize it. In particular we shall show that 
if llrOll < 1, and if Z7* denotes the projection of 5 E 1: onto its first com- 
ponent to E C”, then 
&(g)blogdet(17*(Z-f,,f,*))117}~ ’ (1.2) 
for every g E Y and that equality is achieved by exactly one element in 3 
which is characterized by the condition 
s ix {I,--g(e")g(e'")*) ' g(e’@ e-“‘dfl=O, 
for j = - 1, - 2,.... A number of the other equivalent characterizations are 
presented in Theorem 7.1. Perhaps the most interesting of these rests upon 
the one step extension procedure of Adamjan, Arov, and Krein [ 11. Their 
observation, adapted to the present setting, is that if [lr,(l < 1, then the 
Hankel operator L, based on y ~, , yO,,.., will be strictly contractive if and 
only if the new entry y _, belongs to an appropriately chosen matrix ball. 
More precisely, the requirement is that y-- , be of the form 
y- , =Z,+X,Km, Y, 
where Zo, the center of the ball, and X0 and Y,, the left and right semi- 
radii, are specified in terms of the given data yo, y1 ,..., and K- 1 is an 
arbitrary strictly contractive m x n matrix. Iterating this procedure it turns 
out that every g E B can be parametrized by a sequence K- , , K-, ,..., of 
strictly contractive m x n matrices. Such sequences appear in the more 
general theory of contractive intertwining dilation introduced by Ceausescu 
and Foias [9] and further refined in collaboration with Arsene in [6] and 
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are designated there by the term choice sequences. We shall follow this 
usage in the present more special setting also. Such sequences also appear 
in assorted variants of an algorithm which originates in the work of Schur 
[20]; an expository account of the latter and additional references may be 
found in the forthcoming lecture notes [14]. With the help of a seemingly 
new Szegij type theorem, the essence of which is contained in Theorem 6.2, 
we shall show that if llrOll < 1, and if g is parametrized by K_,, K_,,..., 
then 
exp{&(g)} =det{n*(Z-r,r,*)--‘n}-’ fi det(Z-KPiK*,) (1.3) 
j= 1 
which is clearly maximized by choosing Kp, = 0 forj= 1, 2,..., that is to say 
by choosing gj at the center of the permissible ball, for j= -1. -2,.... A
characterization in terms of linear fractional representations is also presen- 
ted. Entropy inequalities in terms of general linear fractional transfor- 
mations were first analyzed in a systematic way by Arov and Krein [4, 51. 
For additional perspective and related references the discussion in Section 9 
of Alpay and Dym [2] is suggested. 
Formulas like (1.3) which are based on sequences of contractions are 
particularly well known in the theory of extensions of infinite positive block 
Toeplitz matrices, given a finite section, and variants thereof. The first such 
result seems to be due to Burg [8] for the scalar case; the matrix case is 
easily obtained from the analysis in [13] (via formulas (89) and (101)). 
For an explicit statement see Constantinescu [ 111, which also includes a 
strong Szegij limit theorem and some generalizations to non-block Toeplitz 
matrices, and, for other variants, Arsene and Constantinescu [7]. 
It turns out to be fruitful to consider the theory of contractive inter- 
polants in the wider context of a theory of band extensions of (m + n) x 
(n? + n) matrix valued functions of the form 
where a is m x m, b is m x n, c is n x m, and d is n x n. In the corresponding 
extension problem “half’ the Fourier coefficients of b(c) and c(c): bj and 
cj, j=o, l)...) are specified together with all of a([) and d(c) and the 
objective is to fill in the missing coefficients ofb(i) and c(c) subject to sup- 
plementary constraints, the details of which are postponed to the body of 
the paper. Suffice it to note for the present that if a([)=Z,, d(c) =Z,, 
b,= yj and cwl= y,* forj= 0, l,... thenf([) will be a strictly positive exten- 
sion of the given data with x,2 --m If;.1 < cc if and only if b E Y(y,, y1 ,...). In
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the present paper we do not fully exploit these connections, but rather 
touch only upon some highlights which are easily accessible from the 
analysis needed for the main problem under study which was described 
above. 
Conditions for the existence of a strictly positive extension in the more 
general setting are formulated in terms of an operator which seems to be 
closely related to the theory of generalized Toeplitz kernels due to Arocena 
and Cotlar [3] and Cotlar and Sadosky [12]. In this paper we do not 
explore this connection. The broader class of extension problems fits into a 
more general abstract framework which was developed in Dym and 
Gohberg [16]. Nevertheless, in order to make the presentation as simple 
as possible we have reworked the relevant parts of the theory in terms of 
the present notation. For similar reasons we have confined our attention to 
the setting of Wiener spaces which seem to us to embody the main ideas 
with a minimum of technical complications. In future publications we plan 
to relax the constraints and to consider non-strictly contactive interpolants 
from wider classes of functions and continuous analogs. 
The paper is organized as follows: Section 2 is devoted to basic 
definitions, a discussion of the two types of factorization which intervene in 
the sequel, and the establishment of conditions for the existence of type I 
and type II extensions. Sections 3 and 4 delve more deeply into band exten- 
sions and positive extensions. Section 5 presents the one-step procedure of 
Adamjan, Arov, and Krein, adapted to the present setting, and establishes 
a number of basic recursions which serve in Section 6 to prove a pair of 
Szego-type formulas. These results are then used in Section 7 to obtain a 
maximal entropy principle for contractive interpolants and a class of 
positive extensions. Finally, in Section 8, some implications are deduced for 
a class of Nevanlinna-Pick interpolation problems. 
We shall use the symbols @ for the complex numbers, D = {[EC: 
l[l < l} for the open unit disc and T = {[EC: Ill = 1 } for its boundary. If 
A is a j x k matrix, then A* will denote its conjugate transpose and IA ( its 
maximum s-number. If B is a set, then B designates its closure. We let ff,, 
denote the one-sided sequence space of (infinite column) vectors 5 with 
j x k matrix valued components {,, i = 0, I,..., which are subject, as usual, to 
I\[11 ’ = x1X= 0 I<,\ *< ns; 1: is short for /yX 1. The symbol Z7* will denote the 
projection of 5 E l:X k onto its first component to: Z7*< = to, while T will 
denote the forward shift. Thus 
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the starred operators are adjoints of the nonstarred ones with respect to the 
usual inner product. 
We further let L,2, k(T) denote the space ofj x k matrix valued functions 
with entries which are square summable on IT and set Hf,, (resp. K,ZXk) 
equal to those f = C;c --n: f;<’ in Lfxk whose matrix Fourier coefftcients .j; 
are equal to zero for j < 0 (resp. j > 0); Lf, Hf , and Kf are short for LfX ,, 
Hf,,, and qX,, respectively. 
The symbols p (resp. q) will designate the orthogonal projection of 
f E Lf,, ontoHf,, (resp. q,,). Thus 
p.f= 5 ./x1 and q.f= f f,c“. 
,=O , = - ,r, 
We define q’ = I- p and p’ = I- q and shall also use the same four symbols 
for the corresponding projections in the Wiener spaces, as is spelled out in 
more detail at the beginning of the next section. 
Finally, we would like to thank J. Ball for some helpful discussions on 
the connections between the interpolation problems of Nehari and 
Nevanlinna and Pick, which were useful to us in preparing the last section. 
2. PRELIMINARIES 
Let Wrxk denote the Wiener space of jx k matrix valued functions 
f(c) =C,?= --3c f,[’ on T with C If;/ < cc in which iA.1 denotes the 
maximum s-number of the j x k matrix coefficient fi. It is well known that 
Wjxk is a Banach space with respect to the norm 
% 
ll,fll Iv= c If)1 
,= x 
and that W, xk is in fact a Banach algebra with respect to matrix mul- 
tiplication. Let 
(W,xk)+ = {f~ W,.,:f;=Oforj<O) 
(Wjxk)- = {f~ Wjxk: ,f,=Oforj>O) 
and 
Then clearly each of these four spaces is a closed subspace of W,,,; in fact 
if j= k, then they are subalgebras of W, xk. We shall use the symbol p 
(resp. q) to denote the natural projection of WiXk onto ( Wjxk)+ (resp. 
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( Wixk)-) and the symbol p’ (resp. q’) to denote the natural projection of 
W ,Xk onto ( Wj,,)‘-‘+ (resp. ( W,,,)” ). Thus, since W, xk admits the pair of 
direct sum decompositions 
W ,xA = (W,xk)+ + W,,!J” 
=w,.!J”, + CW,xk) 3 
p + q’ = p’ + q = I. 
A matrix valued function ,f E Wk x k is said to admit a canonical right 
(resp. left) factorization with respect to ( W, xk)+ if there exists a pair of 
invertible elements y+ in Wkxk such that (y+)*l~(W~~~)+, (y-)“~ 
(Wkxk)Lr and 
f=y-Y+ (rew.f=y+y 1. 
We now fix a pair of positive integers m and n, and let 93 denote the set 
of block matrices ,f~ W, x r, r = m + n, of the form 
with fir E A, fizz B, fi, E C, and fiz E D, where in order to simplify the 
typography we have set A = W,,, xm, B = W,,, x,,, C= W,, x m, and 
D = W,,,,. We shall also designate W,,, by W, for short. In the sub- 
sequent analysis a significant role will be played by the subspaces 
It is readily checked that B* and g$ are subalgebras of W and that W 
admits the pair of direct sum decompositions 
w=~8,iBl~=@$K. 
We shall say that f~ W admits a canonical right (resp. left) factorization 
with respect to B* if it can be expressed in the form 
f =z-z, (resp.f=z+z_) 
where z + and z _ are invertible lements of W such that (z +) * ’ E 99 + and 
(z-~ )+’ EC. 
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We shall let P, f (resp. PCJ) denote the natural projections off E 93 onto 
B k (resp. B’,). 
For ease of future usage we begin with four lemmas which clarify the 
connection between canonical factorizations in W with respect to the two 
sets of splittings: W, and gk. We omit the proofs of the first wo lemmas 
because they are elementary. 
LEMMA 2.1. Let 
UII 0 U= [ 1 u21 u22 
belong to B _ . Then u is invertible in 4? _ if and only if u, , is invertible in A + 
and u22 is invertible in D, 
LEMMA 2.2. Let 
011 012 v= 0 022 1 I 
belong to &I + . Then v is invertible in S?l+ if and only if v,, is invertible in A 
and vZ2 is invertible in D- 
LEMMA 2.3. Let 
f= fil fi2 L 1 21 f22 
belong to B. Then f admits a canonical right factorization with respect to S7 f 
$and only iffit and f22 - f2,(f,,)-‘f,2 admit canonical left factorizations 
with respect to A, and D, , accordingly. 
Proof Suppose that f admits a canonical right factorization with 
respect to BY+. Then f can be expressed in the form - 
where UEZ?+?!_, VEX?+, and, by Lemmas 2.1 and 2.2, u,, is invertible in A + , 
uZ2 is invertible in D, , vll is invertible in A _ , and v2* is invertible in D ~ . 
Therefore both 
fil = ~11~11 
and 
6 =f22-f,,(fJ’f,2 = u22022 
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clearly admit the requisite canonical left factorizations. The argument is 
easily reversed with the help of the identity 
which is valid whenever f,, is invertible in A. 1 
LEMMA 2.4. Let 
4 I 
f= fll fi2 
;1 f22 
belong to 9. Then f admits a canonical left ,factorization with respect to 98 k 
if and only iffil -fi2(fU ‘f;, and f22 admit canonical right factorizations 
with respect to A + and D k , accordingly. 
Proof. The proof is much the same as the proof of Lemma 2.3 except 
that now the key identity is 
1, .f12(f22) ’ .f=[ o 
I,, I r: .Ll Lf22:I’ !L II (2.2) 
with 
sl/ =fil -.fdfir!f2, 
The identity is valid whenever ,f22 is invertible in A. The details are left to 
the reader. 1 
We shall say that ,f~ B is an extension of h E B’<. if 
(1) Pcf=h. 
We shall say that f E &? is a band extension of h E BC if, in addition to 
(112 
(2) f is invertible in @‘, and 
(3) f-‘E9sc. 
Furthermore, we shall say that a band extension f of h E g5,. is a type I 
(resp. type II) extension if f admits a canonical left (resp. right) fac- 
torization with respect to B, . 
These definitions are adapted from Section 4 of Dym and Gohberg 1161. 
The apparent discrepancies in formulation are because, unlike W, the 
algebras considered there do not necessarily contain an identity. The next 
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four theorems are reformulations of Theorems 4.1-4.4 of [16] in the 
present setting. 
THEOREM 2.1. Let 
k k,, k= ” [ 1 k kn21 
belong to gc. Then k admits a type I extension if and only tf there exists a 
set of solutions uii to the system of equations 
p(k,,u,, +k,2uz,)=I,,, (2.3a) 
dk,, u,, + knuz,) = 0 (2.3b) 
p(k,, ~22) = I,, (2.3~) 
and a set qf solutions vi, to the system of equations 
q’(v,,k,, + v,,k,,) = 0 (2.4a) 
p(v,, k,z + v&n) = 0 (2.4b) 
q’(v&,d = 0 (2.4~) 
such that u,, is invertible in A+, u12 is invertible in D,, u2, EC , v,, is 
invertible in A-, vz2 is invertible in D--, o,,EB,, v,,-I,,,EA!, and 
v22 - I, E 0”. 
Moreover, tf uii and vii are such a solution set, then 
u11 0 [ 1 and VII VI2 u= u21 u22 v= 0 v22 [ 1 (2.5 1
are invertible in SK and g!+ respectively and 
fcv-lu-' (2.6) 
is a type I extension of k. Conversely, every type I extension f of k can be 
expressed in the form (2.6), where the entries uii and vii in u and v are 
solutions of (2.3) and (2.4) which sit in the indicated spaces and satisfy the 
stated invertibility conditions. 
Proof Suppose first hat k admits a type I extension J Then f is inver- 
tible and f -I can be expressed in the form 
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with u invertible in K and v invertible in %?+ . Thus by Lemmas 2.1 and 
2.2, ull, uz2, uI1, and uz2 satisfy the stated invertibility conditions. 
Moreover, since SP ’ E 9#(, it follows that 
U,,VIZEB+ and ~ZlVll E c 
and hence, since ur, is invertible in A + and v,, is invertible in A , that 
v,z~B+ and U21E c . 
It remains to show that the ui/ and vij are solutions of the given system of 
equations. There is no loss of generality in assuming, as we shall, that the 
constant terms in v,, and v2* are equal to I, and I,,, respectively. Then it 
follows from 
that the u,, are solutions of the following system of equations: 
P(,f,,~ll+f,2~21)=~m 
f2lUIl +.fzzuzI =o 
P(f22~22) = I,,. 
But now, upon taking into account the fact that f is an extension of k, and 
the spaces in which the k, and u,- lie, it follows readily that the uii are 
solutions of the system (2.3). Similar considerations based on the identity 
exhibit the vii as solutions of the system (2.4). 
Suppose next that uil, uzl, uzz, and v,,, v,~, rz2 are solutions of the 
systems (2.3) and (2.4) respectively, which sit in the indicated spaces and 
satisfy the indicated invertibility conditions. Then, by Lemmas 2.1 and 2.2, 
the functions u and v which are defined in (2.5) are invertible in GK and 
%Y + respectively, and so the function fwhich is defined by (2.6) is clearly an 
invertible lement of a with f-’ E aC. It remains to show that P, f = k. 
To achieve the last stated objective we first observe that the entries of 
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can be expresed as 
f22 =%5’ %il 
fu= -Vii' vmf22 
fz= -f*zu,lu,l 
fll = {~~lll-flz%) U,I’ ‘~111{%11 -~,*h,>. 
But now (2.3~) and (2.4~) imply that 
kuUz=In+ Y 
with yP E 0” and 
wh, = Y + 
(2.71 
(2.8) 
(2.9) 
(2.10) 
with y+ ED,, and hence that 
belongs to DO n D + = 0. Therefore, by (2.7), 
and so too, by (2.8) and (2.9), 
ullfiz+ v,zkz =O and filu,, +bUz, =a 
The first (resp. second) of these, combined with (2.4b) (resp. (2.3b)) implies 
that 
ph(k,,-fdl =O O-w.qUk2, -f2,hl> =O) 
which in turn leads readily to the conclusion that 
(k,,-f,JEfP and (kz, -fx)E Co,, 
or, in other words, that 
pfiz =k,z and Qfi, =b,, (2.11) 
as desired. Thus to complete the proof that f is an extension of k it is left 
only to show thatf,, =k,,. But now, by (2.10) and (2.11), 
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since u2, E C . But this, in conjunction with (2.3a), implies that 
P{(k,, -f,,) u11) =O. (2.12) 
Similar considerations based on the other formulas in (2.10) and (2.11) 
lead first o the auxiliary identity 
q’(t’llfll + UIZk21) = 0 
and then, in conjunction with (2.4a), to the conclusion that 
9’1Ull(k,, -f,,)) =Q (2.13) 
Thus, since u,,EA+ and u,]EA , it follows from (2.12) and (2.13) (by 
much the same argument as was used to identify fzz with k,,) that 
~llw,,-f,,)~ll~~+ n Aom = 0 and hence, since U, , and u, , are invertible, 
that 
as desired. This completes the proof that every f which is defined (in terms 
of a solution set of (2.3) and (2.4) which meets the indicated conditions) 
via (2.5) and (2.6) is a type I extension of k. B 
The next theorem which is the analog of Theorem 2.1 for type II exten- 
sions is stated without proof since it may be verified in much the same way. 
THEOREM 2.2. Let 
belong to .@,.. Then k admits a type II extension if and only if there exists a
set of solutions x0 to the system qf equations 
p(.~,,k,,)=~m (2.14a) 
q(xrlk,, +-~nk2,)=0 (2.14b) 
Phlkl2 + xnk22) = In, (2.14~) 
and a set of solutions y, to the system of equations 
q’(k1, Yll) =o (2.15a) 
P(k,,Y,2+knY,*)=O (2.15b) 
q’h Y 12 + k,, Y,,) = 0, (2.1%) 
MAXIMUM ENTROPY PRINCIPLE 95 
such that xl, is invertible in A + , x2, belongs to C , xz2 is invertible in D, , 
yl, is invertible in A-, ylz~B,, y,, is invertible in D_, Y,,-I,,,EAO, and 
.v,,-I,EDO. 
Moreover, $x0 and y, are such a solution set, then 
(2.16) 
are invertible in 69 and a + respectively and 
,f=x-‘y ’ (2.17) 
is a type II extension of k. Conversely, every type II extension f of k can be 
expressed in the form (2.17), where the entries x0 and Y,~ in x and y are 
solutions of (2.14) and (2.15) which sit in the indicated spaces and satisfy the 
stated invertibility conditions. 
The next result depends upon a finer splitting of B& and a more careful 
analysis of how multiplication between components of different subspaces 
works, To this end let 
.49,={.fEd :f*,EC } 
Clearly 
.@+ =L?a, i g2, .K =B3 i ia4 
w” =B, i .@ + and 93: =q i 494. 
Moreover, it is readily checked that if  E S?‘, and g E Bj then fg belongs to 
the space which is indicated in the intersection of row &Ij and column $8, in 
Table I. 
TABLE I 
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THEOREM 2.3. If k E W, admits a type I extension f and a type 11 exten- 
sion g, then f = g and there are no other type I or type II extensions. 
Proof. The conclusion may be obtained by either invoking Theorem 4.3 
of [ 161, which is valid in a more general framework, or by simply adapting 
the proof of Theorem 4.3 of [ 163 to the present setting, which is easily 
done thanks to Table I. 
THEOREM 2.4. If 
k= 
belongs to L4Jc and if 
then k admits both a type I and a type II extension, 
Proof: It follows readily that, under the stated conditions, the system of 
equations (2.3) is uniquely solvable and that 
IlUll - u,,(O)ll G IlBll I %ll 
G IlBll IIYII I~IIII 
= IIBII ll’i’ll {II%, - u,,(O)ll + ll~,,(oNl~ 
< ct, { lIu11 - u,,(O)11 + ll~,,@)l/ 17 
in which all the norms are taken in the Wiener space of appropriate size. 
Thus 
l/u,, - u,,(O)11 < ll~,,(O)ll 
which clearly implies that U, , is invertible in A + . A similar analysis of (2.4) 
leads to the supplementary conclusion that u,, is invertible in A and 
therefore, since uii( cc ) = Z, and u12 = uz2 = I,, Theorem 2.1 guarantees that 
k admits a type I extension. Much the some sort of arguments applied to 
the equations of Theorem 2.2 guarantees that k admits a type II extension 
also. 1 
3. BAND EXTENSIONS 
The objective of this section is to establish the following strengthened 
version of Theorem 2.3. 
THEOREM 3.1. If k E Blc admits both a type I extension and a type II 
extension then k admits exactly one band extension. 
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For comparable results in a number of different settings see [16]. We 
defer the proof of Theorem 3.1 in order to first establish a number of 
preliminary results which are also of independent interest. The first of 
these: Lemma 3.1, is a special case of a result due to Levin [ 193. It also 
appears in [16] as Lemma 3.2 and hence will be stated without proof. 
LEMMA 3.1. Let X be a Banach space and let U and V = U- ’ be bounded 
invertible operators on X with block decomposition 
u= [U,] and v= c V,l, i, j= 1, 2, 3, 
with respect to the direct sum decomposition 
x=x, i x, i x, 
and suppose that V,, = 0 and V,, = 0. Then U12 is invertible on X2 if and 
only if V, i and V,, are invertible on X, and X,, respectively. 
Next, for 
-i=[: EJ 
in $8, we introduce the operator 
A,= To H, i 1 A, S,
on li@li which is defined by the rule 
where [EI~, q~lz, and 
(Tat),= ,f qktk 
k=O 
(HbV)l= f ‘j+kqk 
k=O 
(Ac4;)j= f C-j-ktk 
k=O 
(DdV)j= f dk-jl?k, 
k=O 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
for j = 0, l,.... 
98 
THEOREM 3.2. Let 
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be an invertible element qf 98 such that 
belongs to BB,.. Then the operator A,- defined in (3.2) is invertible on 1; @ 1: if 
and only if w admits a canonical eft-factorization w threspect o A + and z 
admits a canonical right factorization with respect o D, . 
Proof. Let us first decompose the operators F (resp. F- ‘) of mul- 
tiplication by f (resp. f -’ in X= Li(T)@Lz(?T) into blocks F,, (resp. 
(F- I);,), ij= l,..., 3 according to the decomposition 
X=X,0X,0X, 
with 
x, = q/L; X,=PLt,W&, x3 = p’L$ 
Then, since f ’ E &Jc, it follows readily that 
(F- ’ 113 = (q’xp’)l.q = 0 
(F ’ A, = W&N I, = 0 
and hence, by Lemma 3.1, that 
VP’),, = (q’wq’)l,, 
are invertible if and only if 
and (F- ‘h = (P’ZP’)l q
is invertible on X,. But (F-l),, (resp. (F- 1)33) is invertible on X, (resp. 
X,) if and only if qwq (resp. pzp) is invertible on K’, (resp. Hi) which in 
turn holds if and only if w (resp. z) admits a canonical left (resp. right) fac- 
torization with regard to A _t (resp. D.); see, e.g., Theorem 1.1. of Clancey 
and Gohberg [lo] for the latter. Thus to complete the proof, it suffices to 
show that F,, is invertible on X, if and only if A., is invertible on 1; @ 12. 
But that is a straightforward calculation. 1 
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THEOREM 3.3. Let 
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belong to gc and suppose that k admits both a type I extension and a type II 
extension. Then A, is an inoertible operator on I$ @ If. 
Proof: Let 
be an extension of k which is both type I and type II. Then 
admits both a left and a right canonical factorization with respect to G?+. 
Therefore, by Lemmas 2.3 and 2.4, w admits a canonical left factorization 
with respect to A k and z admits a canonical right factorization with 
respect to D k . Thus, by Theorem 3.2, A, is invertible on fi @ 1:. The rest is 
plain because A.,= A, since H, = Hh and A,, = A,.. 1 
We remark that Theorem 3.3 helps to clarify the uniqueness of type I and 
type II extensions which occurs when both exist, as was established in 
Theorem 2.3. The point is that if Ak is invertible then the systems of 
equations (2.3) and (2.4) are both uniquely solvable. Hence k admits at 
most one type I extension and so in fact exactly one. Similar considerations 
insure that k admits at most one type II extension and so too exactly one. 
Proof of Theorem 3.1, Let 
be a band extension of k and let 
f-l= w x i 1 Y z 
Then, since A, = ,4,, it follows from Theorem 3.3 that A, is invertible on 
If, @ fz and so, by Theorem 3.2, that w admits a canonical left factorization 
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w=w+w- with respect to A+ and z admits a canonical right factorization 
z = z _ z+ with respect to D, . Moreover, by (2.2), 
which in turn implies that 
and hence, by matching the upper left hand block of both sides, that 
a=(w-xz-‘y)- ‘. 
But now, as k admits both a type 1 and a type 11 extension, it follows from 
Lemmas 2.3 and 2.4 that a admits a canonical left factorization a = a, a _ 
with respect to A + and d admits a canonical right factorization d= d- d, 
with respect to Di. Thus in particular we have that 
which clearly exhibits f as having a canonical right factorization with 
respect to ~59~. Hence every band extensionf of k is automatically a type II 
extension and so, in view of Theorem 2.3, unique. 1 
THEOREM 3.4. Let 
be an invertible element of B. Then, if a is invertible, f -’ E 9?? if and only if 
a-‘b(d-ca-‘b)-‘EB+ and (d-cam ‘b)- ‘ca-’ E Cd. 
Zf d is invertible, then f - ’ E B,. if and only if 
(a-bd-‘c)p’bdp’E B, and d-‘c(a - bd-‘c) E C_ . 
Proof If a is invertible, then it follows readily from (2.1) that d - ca _ ‘b 
is invertible and that the off diagonal blocks off ~ ', 
(f-‘)12= -a-‘b(d-ca-‘b)- ’ 
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and 
(f-l)*, = -(d-ca-‘b)-lca-l. 
This clearly establishes the first assertion. 
Next, if d is invertible, then it follows in much the same way from (2.2) 
that a - bd-‘c is invertible and that 
(f-‘),2= -(a-bd-‘c)-‘bd-’ 
and 
(f-1)21 = -d-‘c(a - bd- ‘c). 
The rest is plain. 1 
4. POSITIVE EXTENSIONS 
A matrix valued function f~ W,X j is said to be strictly positive if 
r*f([) 5 > 0 for every point [ET and every 5 E Cj. For kEBC, let P(k) 
denote the class of strictly positive extensions f E g of k. In this section we 
obtain necessary and sufficient conditions for P(k) to be nonempty and 
show further that if P(k) is nonempty, then it contains a unique band 
extension and that this band extension admits both a left and a right 
canonical factorization with respect to 9*. We begin the analysis with the 
important special case in which k,, = Z, and k,, = Z,. Since f ([) is 
automatically selfadjoint with respect to the standard inner product over 
@’ for every f~ P(k) it suffices to consider extensions of k E BC with 
4, = (k,,)*. 
THEOREM 4.1. Let 
(4.1) 
belong to gC. Then 9(k) is nonempty if and only if 
in which r is short for the Hankel operator HP based on k12 = jl as defined 
by (3.4). Moreover, if /[r/l -C 1, then k admits both a type I extension and a 
type II extension (and hence by Theorem 3.1 exactly one band extension) 
f= ; L 1 ; n (4.2) 
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This extension belongs to Y(k) and 
I,,-bb*=u,‘M(uf,) ~’ 
where 
(4.3 1 
M= (n*(z- l-r*)-‘z7) ’ (4.4) 
and v,, is the invertible element in A with v, , ( a ) = I,,, which is obtained in 
the solution of the system (2.4). 
Proof. Suppose first hat k admits a strictly positive extensionf: Thenf 
is of the form (4.2) with b E B and, as follows readily from (2.1), the matrix 
I, - b*b is strictly positive on 8. Therefore, by elementary estimates, the 
Hankel operator H, based on b is seen to be strictly contractive: /(Hbjl < 1. 
Thus, since H, = H,{, the Hankel operator r= H,! is also strictly contrac- 
tive, as desired. 
We shall show next that if )IZJj < 1, then k admits both a type I and a 
type II extension. To establish the existence of the former it suffices, inview 
of Theorem 2.1, to show that the two systems of equations (2.3) and (2.4) 
admit solutions of the form indicated in Theorem 2.1. Upon expressing 
% 
u,,(i)= c tji’ and u,,(i)= i 4/i-’ 
j=O /=O 
where the coefficients ti are m xm matrices and the vi are n x m, it is 
readily checked that (2.3a) and (2.3b) are equivalent to the system of 
equations 
k=O 
=o 
or, equivalently, to the equation 
for the vectors 
for j=O, 
for j = 1, 2,..., 
for j = 0, l,..., 
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This leads rapidly to the conclusion that 
(=(Z-z-r*)-‘n (4.5) 
and 
‘1= -r*(I- z-z--‘n. (4.6 1 
Next, it is readily checked that (2.4a) and (2.4b) hold if and only if 
p’(G,+ PG) = 0 
and 
q(P*~~l+ UT*) = 0 
and hence, upon setting 
~:,=,~~Ajt~ and v?~=~~~P,C~‘, 
where the coefficients Lj are m x m matrices and the pi are n x m, that the 
corresponding equations are 
k=O 
and 
f (bj+k)*Ak+&=o 
k=O 
for j = 1, 2,..., 
for j= 0, l,.... 
Thus the vectors 
A=[“:] and P=[::] 
are solutions of the equations 
T*{l+rp) =o 
r*i+p=o. 
The first of these implies that 
580:65'1-X 
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for some m x m matrix M and hence that 
2=(Z-lTp’Z7M (4.7) 
and 
p = -f*(Z- TPp’Z7M. (4.8) 
Moreover, it follows by standard arguments (which can be based, for 
example, on Theorem 3.1 of [ 153) that 1 and 5 both belong to li, xm, 
whereas p and q both belong to Ii,,. Thus u,,EA+, u,,EC-, u,,EA_, 
and ur2 E B,, while uz2 = uz2 = n I , and u,, --I,EAO . The latter is the same 
as to say that Lo = Z, and hence, it follows from (4.7) that M is given by 
(4.4). Moreover, upon comparing (4.5) with (4.7) and (4.6) with (4.8), it 
follows further that 
ul,(i)* = u,,(i) M and u,,(i)* = uzl(L’) M (4.9) 
for every point {ET. 
It remains to show that uI, is invertible in A+ and that ui, is invertible 
in A-. In view of (4.9) and the matrix version of Wiener’s theorem it suf- 
fices to show that det uil(A) # 0 for every point il E ID. To establish this let 
u”, and u; denote the solutions of (2.3) and (2.4) with b replaced by s/j and 
let k” denote the corresponding k. Then ue and uE are clearly analytic in E 
for I&( < I(rll -’ and furthermore, for (~1 small enough, uE is invertible in &J _ 
and ve is invertible in a+. Therefore, for all such E, k” admits a type I 
extension 
(4.10) 
Similar considerations based on Theorem 2.2 serve to justify the existence 
of a type II extension 
for sufficiently small 1~1. By Theorem 2.3, these two extensions must match 
and this in turn implies that 
U;,Uql=zm+yf2X;1 
and 
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first for sufficiently small I&( and then, by analytic continuation, for all E in 
the disc I&J < I(r(l-‘. But now, by a selfevident adaption of the calculations 
carried out just above, 
on U. Thus 
on T and, by a similar argument, 
a;, vi, >z, (4.11) 
on B for every E with IsI < I(r(l-‘. The inequality (4.11) insures that no 
zeros in det(u;,) can cross the boundary U of D and thus, since det(u;,) is 
not zero in D for small 1~1, that the same holds true for E = 1. To make the 
argument precise, fix p, 1 < p < /) TJ/ - ‘, and let 
E= {&EC I&( <p} 
and 
E,= {~~E:det(u;~) hasnozerosin ID). 
Then, since (det(u;, )I > 0 on U for every E E E, E, is open by Rouche’s 
theorem and 
which is open by continuity. Moreover, E, and E, are disjoint, E, u E, = E 
and E, is nonempty. Thus, since E is connected, E, must be empty. In par- 
ticular this implies that det ui, is nonzero in D, and hence that uil is inver- 
tible in A + . 
Finally (4.3) drops out by comparing (4.2) with (4.10) for E= 1 upon 
taking advantage of (4.9). 1 
THEOREM 4.2. Let 
belong to BC. Then P(k) is nonempty if and only if a and d are strictly 
positive and 1) H, 1) -C 1, where H, the Hankel operator based on 
cp=P{(~*)YB(~*)Y) (4.12) 
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in which CLEA, and LED, are invertible factors which appear in the 
canonical factorizations 
a=a*a and d=&* (4.13) 
with respect to A, and D, . 
Proof. Suppose first hat k admits a strictly positive extension 
Then clearly both a and d are strictly positive on U and so admit canonical 
factorizations of the indicated form; see, e.g., Corollary 2.1 on p. 79 of 
Clancey and Gohberg [lo] for a proof. Thus f can be expressed in the 
form 
where 
Therefore. since 
8 = (a*)-‘b(6*)- ‘. 
Pe=cp, 
IIn 0 g= o* I, L 1 
is readily seen to be a strictly positive extension of 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
and so, by Theorem 4.1, )I H,\( < 1. This completes the proof of the 
necessity of the stated conditions. 
Now, suppose conversely that a and d are strictly positive on T and that 
II H,I( < 1. Then, by Theorem 4.1, h admits a strictly positive extension g of 
the form (4.16), where 0 can be expressed in the form (4.15) for some 
choice of b E B. The fact that g is an extension of h forces p0 to match cp: 
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But this in turn implies that 
{(cc*)-‘(b-p)(s*)-‘)EBO 
and hence that 
or, equivalently, that 
pb=P. 
Thus 
is a strictly positive extension of k. Therefore the stated conditions are also 
sufficient. 1
Theorem 4.2 suffers from the disadvantage that it is expressed in terms of 
quantities which are not readily available from the given data ~1, 8, and d. 
This is remedied by the next lemma. 
LEMMA 4.1. Let k, a, 6, and cp be as in Theorem 4.2. Then the conditions 
a > 0, d > 0, and 11 H,(( < 1 hold if and only if the operator Ak is strictly 
positive on 1; @ li. 
Prooj Suppose first hat a and d are positive on T, so that the fac- 
torizations (4.13) and the function cp given by (4.12) are well defined, and 
suppose further that (IH,l/ < 1. Let rfO = pal H; and s,= qd( K;. Then it 
follows readily from the factorizations (4.13) that 
fu=Fn*i;=(~~)*~a 
and 
and hence that 
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Thus 
[ (;)* ;j=p* 9] L(L)* y [ 2 &*I (4.18) 
is clearly strictly positive on Hi @ P,. But this may be readily shown to be 
equivalent to the strict positivity of Ak on lie 15. 
Now suppose conversely that A k is strictly positive on 1: @ 1:. Then, in 
view of the equivalence noted just above, f, is strictly positive on Hk and 
3, is strictly positive on K’,. This in turn guarantees the existence of the 
canonical factorizations (4.13) and so too guarantees that cp is well defined 
by (4.12). The identity (4.18) is now applicable and guarantees further that 
A,+, is a strictly contractive mapping of eZ into Hgl. Therefore H, is strictly 
contractive and the proof is complete. N 
THEOREM 4.3. Let 
belong to B8,. Then P(k) is nonempty if and only if the corresponding 
operator Ak is strictly positive on 1; Q 1:. Moreover, under this condition, k 
admits both a type I extension and a type II extension (and hence by 
Theorem 3.1 exactly one band extension)f: This extension f belongs to P(k) 
and can be expressed in the form 
where CI, 6, and cp are as in Theorem 4.2, 
M= (I7*(Z- H,H,*)--‘l7} ’ 
and 6 is invertible inA + with 6(O) = I,. 
Proof: Theorem 4.2 and Lemma 4.1 guarantee that Y(k) is nonempty if 
and only if A, is strictly positive on 1; @I?;. It remains to show that under 
this condition k admits an extension f which is both type I and type II and 
can be expressed in the indicated form. But, if Ak is strictly positive, then, 
by Lemma 4.1, (I H,II < 1 and so, by Theorem 4.2, 
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admits a unique band extension 
Itn 0 g= Q* *, . [ 1 
Upon expressing 
8= (a*)-‘b(P-’ 
it follows readily that 
and hence that 
pb=b. 
Thus 
(4.20) 
is a strictly positive extension of k. Moreover, since 
belongs to B, by Theorem 3.4, so does (a- bdp’b*)p’bdp’. Therefore, by 
another application of Theorem 3.4, f is seen to be a strictly positive band 
extension of k. The factorizations 
a=u+a*, 
E=d-b*a-‘b=c+e*, 
with a, invertible in A + and E, invertible in D, , clearly display the fact 
that f admits a canonical right factorization with respect to ~8~. Thus f is 
clearly a type II extension of k. Similar considerations based on formula 
(2.2) and the supplementary factorization formulas d= d*, A, and $ = 
a - bd- lb* = $*, @ + with tj + invertible in A + and d, invertible in D + lead 
to the supplementary conclusion that f is a type I extension of k. 
Finally, (4.19) drops out from (4.20) upon reexpressing the central factor 
g as a product of three terms via (2.2) and then invoking Theorem 4.1 to 
factor Z-88* as in (4.3). d 
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5. ONE STEP EXTENSIONS FOR HANKEL OPERATORS 
It is known from the fundamental work of Adamjan, Arov, and Krein 
[ 1 ] that if the Hankel operator r, + , which is based on a given sequence 
y,+ i , yj+ *,..., of m x n matrices is contractive on I;, then the Hankel 
operator r, which is based on yi, y, + , ,..., iscontractive if and only if y, 
belongs to a suitably chosen matrix ball. More precisely, the condition is 
that 
Yj=Z,+, +(L,+,)“*K,(M,+1)“* 
where Z,, , , the center of the ball, L,, , , and Mj+ , , are determined by the 
entries in f,, , and Ki is an arbitrary constant strictly contractive m x n 
matrix. 
In this section we shall show that if y, is so chosen, then 
Li= {n*(r- r,r;“, 97) ’ (5.1) 
is related to L,, , by the formula 
L,= (L,, ,)“*(I,- K,K;)(L,+ I)“2 
and that 
(5.2 
M,= {~*(l,-f/vi)-‘z7] ’ (5.3) 
is similarly related to M,, , ; see (5.18). This program is carried out in a 
sequence of lemmas which include a proof of the indicated formula for y, 
for completeness. The identity (5.11) of Lemma 5.3 is of independent 
interest. It will play a key role in the Szego type formulas which are 
established in the next section. 
The operators 
R,= 
I I-, [ I r;” * (5.4) 
from 12 @ lf into itself, 
Gj = ZZ*I’, = [y,, yj+ L ,...I (5.5) 
from Ii into @” and 
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from TZL @ Zz into @” will prove useful in the sequel. The latter occurs in 
the decomposition 
LEMMA 5. 
and 
1. If Ilr,+ ,(I < 1, then 
F,(R,+,)--,=G,(Z-r:,,Z-,+,)-‘[-r* 1-t 
Fj(Rj+J’F;=Gi(l-r;c+,fj+,)-‘G,? 
Irn Fj 
F;” R,,, 
(5.6) 
11 (5.7) 
(5.8) 
Proof If Ijr,(j < 1, then it follows readily from the representation 
that 
Thus 
I3 G,I(R,+,)-’ 
=Gj[-r:,,(z-r,+,r~+,)-l i+ri*,,(i-r,+,r,*,,)~*r,+,i 
and the rest drops out by straightforward calculation upon taking advan- 
tage of the supplementary identities 
and 
r:,,u-r,+,r;",,)F=(i-fy+,r,+,,-,ri*,, 
z+r;",,(z-r,+,r;+,)-,r,+,=(I-r;",,f,+,)--1. 1 
LEMMA 5.2. I” ilr,/i < 1, then jjr,+ ,/) < 1 and 
n*lI-r,(I-rT+, ,+, r. )-,r~}n={n*(z-r,r~)-In)-,. (5.10) 
Pry@ The first assertion is both well known and easily verified via the 
identity r,+ , = T*r,. Formula (5.10) is verified in Lemma 4.1 of Dym and 
Gohberg [17]. m 
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LEMMA 5.3. Zf I/r,+ I 1) -C 03, then Rj+ , is invertible and 
where L, is given by (5.2). 
Proof Since Rj, , 
readily from (5.4) that 
is clearly invertible when IIF’, + , I( < 1, it follows 
R = Im Fj(Ri+I) ’ 
I 0 I ][? RP,,][(R,+;;-,FT ;j (5’12) 
where 
Nj=I,-Fj(Ri+,)-‘F/*=L,, (5.13) 
thanks to formulas (5.8) and (5.10). The rest is plain. m 
LEMMA 5.4. Jf Ilr,+ , (I < 1, then I( f,(( < 1 if and only if y, belongs to the 
matrix ball 
Yizz,+ 1 + CLj+ l)1'2Kj(Mf+ l)"2 (5.14) 
where 
CLj+ l)"2 and CM,+,) ,” denote the positive square roots of the positive 
matrices L, + , and M, + , which are determined by (5.1) and (5.3), and K, is 
an arbitrary strictly contractive m x n matrix. 
Proof The stated description in an even more general setting is due to 
Adamjan, Arov, and Krein [l]; see also Theorem 4.1 of [ 173. However, 
for both the sake of completeness, and to clarify the proof of the next 
lemma, we sketch a proof in terms of the present notation. 
To begin with, it is clear from (5.9) that IlI’,l\ < 1 if and only if R, > 0. 
However, from (5.12) and (5.13) it follows further that this will be the case 
if and only if Lj > 0 and R,, , > 0. The latter is automatic since ilr,+, /( -C 1 
by assumption whereas the former holds if and only if 
Gj(I-l-~+,I-j+,)-‘G,*<Im. (5.16) 
To put this into more transparent form let us express 
G,=CY Cl 
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and 
(z-r/*,J,+,)-‘= ;* ; i 1 
in compatible block form with respect to the decomposition of fi as 
Cm@ Tli, where we have dropped the subscripts on the right-hand sides of 
the last two formulas in order to keep the typography simple. Then, upon 
substituting into (5.16) and further expressing the positive matrix 
U=E2 
where E is the positive square root of U, it is readily checked that (5.16) is 
equivalent to the inequality 
(yE+GV*E-‘)(Ey*+E-‘VG*)<Z,-G(W- V*U-‘V)G*. (5.17) 
But now, as 
it follows that 
and hence, upon decomposing the left-hand side with respect to the same 
block decomposition as the right and comparing the lower right-hand 
blocks, that 
z-r;+,r,+z = (W- v*u-‘If-‘. 
Thus 
I, - G( W- V*U-‘V) G* = ZZ*{Z- r,+ ,(Z- r;+2r,+2)p’rl”, ,} Z7 
=Lj+l, 
thanks to (5.10). In particular this displays the right-hand side of (5.17) as 
a strictly positive matrix which we express temporarily as F*, with F equal 
to the positive square root of Lj+ ,. Thus (5.16) is equivalent to the 
statement that 
K= F-‘(yE+ GV*E-‘) 
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is a strict contraction and hence y = yi must be of the form 
‘r’= -GV*U -‘+FKE-’ 
with F= (L,, ,)I”, E-’ = (Mi, ,)“2, G= Gj+, , and 
v*=T*(z-fjr+,f,+,)-‘17 
~*~~+~~+'~~-r,+l~~+'~-'~,+l}~ 
=~~+2(~-~,+J~+,)r'~,+,~. 
Consequently, 
z I+ ’ = -GV*U-’ 
= -n*r,,, v*lu,+,. 
The rest is plain. 1 
We remark that other formulas for Z,, , may be adapted from (4.3) and 
(4.8) of [17]. 
LEMMA 5.5. Zf Ilf, +, (/ < 1 and y, is chosen as in (5.14), then 
L,=(L,+,)“2(Z,-K,K~)(L,+,)“2 
and 
Mj=(M,+,)“2(Z,-K,+K,)(M,+,)“2. 
ProoJ In terms of the notation used in the proof of the last lemma this 
choice of yi implies that 
Li=Z77*{1-f,(z-f~+,f,+,)~‘f~} Z7 
=I,-Iv Gl[; ;][;I 
Z,- [y+GV*W’ G] 
Z, - [FKE-’ G] 
u o
= FF - FKK*F 
= F( I, - KK* ) F. 
This establishes the !irst assertion. The second follows from the first by a 
change of notation. 1 
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6. SZEG~ FORMULAS 
The main objective of this section is to establish a pair of Szeg&type for- 
mulas. We begin with a technical lemma. 
LEMMA 6.1. Let 11~011 < 1, let g E Y(y,, y, ,.,.) and let 
p = (I- f f*)-‘n I’ ” 
where TV is the Hankel operator based on g,, g, + , ,.... Then 
is a solution of the equation 
U” - pgp, g*u, = 1, 
where P, designates the projection on L2 which is defined by the rule 
Proof: The main ingredient of the proof is the observation that the 
Fourier series of 
r,r;p= f- gj+“+l m ,c,’ gr+,,+k)*w r=O 
can be expressed as 
=P {R(l) lf (,lf, k+d*t:“) rx} 
s=Y 
= PM0 P” ‘Y(i)*%(i) 1. 
The rest is plain. 1 
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THEOREM 6.1. Let ((r,\l < 1, let ge%(y,, y,,...) and let f, denote the 
infinite block Hankel matrix based on g,, g, + , ,.... Then 
lim 17*(Z-rvr,*)-‘Z7=E-’ (6.1) rl --IxI 
and 
lim det Z7*(1-f,Tf)-‘ZI=exp{ -8(g)) 
!Jl -cc 
(6.2) 
where E is the constant strictly positive m x m matrix which appears in the 
factorization 
I, - gg* = a*Ect (6.3) 
in which M is invertible inA + , ~(0) = I,, and 6(g) is the entropy integral 
defined in ( 1.1). 
Proof. Let t(v) and u,, be defined as in the statement of Lemma 6.1 and, 
for the purposes of this proof only, let 
G,,=pgP,,g*l,;. 
Clearly 
G, 4 G = Pgg*l Hz, 
strongly as v 1 - 00 and, since g E 3, 
lIG,mll <sup lg(i)12=p< 1, <ES 
independently of v. Thus 
ll[(Z-G,,)~‘-(I-G)~‘] hJJ 
= II(I-G,)-‘(G-G,)(Z-G)-‘hi\ 
<& IIt+G,)(~-W*W 
which tends to zero as v 1 -cc for any choice of h E Hi. In particular, if 
h=qEC”, then u,,~ converges strongly in H$ to the solution uy of the 
equation 
MAXIMUMENTROPY PRINCIPLE 117 
as v 1 -co. But now, upon invoking the factorization (6.3) it is readily seen 
by standard Wiener-Hopf type arguments, that the solution uq must satisfy 
a*Eauq = q + $ 
for some choice of tj E ( W,,, x 1 )O . Thus 
Eauv]=(a*)-I{?+$} 
= p(a*) --‘rj 
which in turn implies that 
u(O) = E-’ 
since a(0) = I,, and hence, since 
U”(O) --) U(O)? 
as v 1 - 00, this serves to establish (6.1). Finally 
determinants and checking via (6.3) that 
(6.2) drops out by taking 
b(g) = log det E. 1 (6.4) 
THEOREM 6.2. Let j/Loll -C 1, let gE%(y,,, y,,...), let f, denote the infinite 
block Hankel matrix based on g,,, g, + , ,..., and let R, be defined in terms of 
f y as in (5.4). Then 
lim det{Rj[t Ry+,]-lj=exp&(g). 
jl -m 
(6.5) 
ProoJ This is immediate from (5.11) (5.1) and Theorem 6.1. l 
We remark that formula (6.5) is an analog of the first Szego theorem. If 
To is of Hilbert-Schmidt class, i.e., if 
f J11//12< a,
j=O 
then r,I” is of trace class for j = 0, l,..., and as follows readily from (5.9) 
(6.5) can be reexpressed as 
det(l- I”r;“) 
.jf’_“, det(Z- I”+, ry+ 1) = ev 4g), (6.6) 
which bears an even stronger resemblance to the first Szego theorem; see, 
e.g., p. 66 of Grenander and Szego [ 181. 
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Before stating the next theorem it is perhaps well to remark that every 
ge C!J(y,,, yl,...) can be parametrized by its matrix Fourier coefftcients gj for 
j= -1, -2 ,..., and hence by the sequence 
K,=(L,+J’~*(g,-Zj+,)(Mj+J”*, (6.7) 
j= -1, -2 ,..a, of strictly contractive matrices which are defined through 
formulas (5.1), (5.3), and (5.15) (with g, in place of y,). 
THEOREM 6.3. Let llrOli < 1 and let gE’S(Yo, rl,...) be parametrized by 
the sequence of strictly contractive m x n matrices K- 1, K-,,.... Then 
exp B(g) = det(ZZ*(Z- Z,Z,*)-‘n}-’ fi det(Z- Kp,Ktj). (6.8) 
j= I 
Proof. To begin with it follows readily from (5.2) that 
det L_,=det L, fi det(Z- KpiKTi) (6.9) 
j= I 
for every positive integer N. The rest is immediate from Theorem 6.1 which 
guarantees that 
expd(g)= lim detL-.. 1 
Nlm 
THEOREM 6.4. Let yO, y, ,..., be a given set of m x n matrices uch that 
llroll < 1 and c,?=, jlyj12 < CC and suppose that g E %(y,,, y, ,...) is 
parametrized by a sequence of strictly m x n matrices K- , , Kp2,..., such that 
f j(K-,I’< 00. 
,=I 
Then C iT*, is a trace class for j = 0, l,..., and 
exp{W+ l)&Yg)l 
I!:?, det(Z-rP,Z*_,) = 
n,“_ 1 {det(z, - K-jK*,))’ det L,. 
det(Z- r,r,*) 
(6.10) 
Proof. It is well known that under the stated conditions Z, is 
Hilbert-Schmidt and hence Z,Z’,* is trace class. Similar conclusions hold 
for r, and Z,Z;” for j = -1, - 2,..., since these are just finite dimensional 
perturbations of To and Z,Z,*, respectively. Thus it follows from (5.9) and 
(5.11) that 
det(Z- riPi) 
deW- rl -g-y i) =det L_j 
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and hence, by iterating, that 
det(Z-Z_jZ?j)=(detL_j)(detL,_j)...(det L_,)det(Z-Z,Z,*). 
Next, to simplify the typography, let 
Aj=det Lpi and ~~ = det(Z- KP,K*_ j). 
Then, by (5.2), 
~~i=KiK,~,~~~K~& 
and so, upon inserting this into the preceding formula, one obtains 
det(Z-I’_jZ?j)=det(Z-ToT,*)~(l,K,)~~~~’~~~~j. 
Thus, since 
expE(g)=A,K,K,.‘. 
by (6.8), it follows readily that 
exPi(~‘1)‘(g)}=~~K,(K~)2.“(K,)i(Kj+~K,+~...)i+’. (611) 
det(Z- Z-jr?,) det(Z- Z,f,*) 
The final result (6.10) now follows by 1ettingjT cc in (6.11) The limit exists 
under the presumed conditions on the choice sequence. 1 
We remark that (6.9), and (6.10) of [7] correspond to (6.10) and (6.1 l), 
respectively, with Z, = 0. 
7. ENTROPY INEQUALITIES 
In this section we establish an upper bound for the entropy b(g) of 
ge 9. We further show that this upper bound is achieved by exactly one 
element in CC? and characterize it in a number of different ways. Some 
analogous conclusions are then drawn for the class P(k) of strictly positive 
extensions of a given k E gc. 
In order to make the list of characterizations alluded to above as exten- 
sive as possible it is useful to recall that every g E Y can be expressed as a 
linear fractional transformation 
9(h)=(~+h+~+)(~-h+cp-)-’ (7.1) 
where h is a strictly contractive element of BP and p k and $* are given 
explicitly in terms of Z’, in Theorem 5.1 of [17], which in turn is adapted 
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from Theorem 6.1 of [ 11. For present purposes it suffices to note that cp + 
isinvertibleinA+,~+EB+,rC/~EC~,and~~h+cp~isinvertibleinD~ 
for every contractive h E B--. The supplementary identity 
cp*cp- -*:lcI+ =I, (7.2) 
which is established first in [l] and (in a shifted notation) in (b) of 
Lemma 5.5 of [ 171 will also prove useful. 
THEOREM 7.1. Let Ilr,(l < 1. Then 
d(g)<logdet{I7*(&r,Z-,*) ~‘Z7} ’ (7.3) 
for every g E 9. Equality prevails if and only if any one (and hence all) of the 
following equivalent conditions hold: 
(1) Urn-a*) %B+. 
(2) gU,-g*g)-‘EB.. 
(3) ; ; [ 1 
-I 
E 23, 
II 
(4) All the entries in the choice sequence K , , K m2,..., associated with 
g are equal to zero. 
(5) g,= Z,, the center of the permissible matrix ball (5.14), for 
j= -1, -2 ).... 
(6) g = F(O), the linear fractional transformation of zero. 
Proof: The inequality (7.3) with equality if and only if K,= 0 for j= 
-1, - 2,..., isimmediate from (6.8). Thus there is a unique element g E ‘9 
which achieves the upper bound in (7.3) and it is characterized by con- 
dition (4). Therefore, in order to complete the proof it suffices to show that 
conditions (l)-(6) are equivalent characterizations of that very same 
element. 
To begin with, (1) and (2) are equivalent because the functions appear- 
ing there are the same, whereas (2) is equivalent to (3) by Theorem 3.4. 
Next, since g E ?I(?,, y , ,...) if and only if 
belongs to P(k) for 
zm P 
k= B* z, [ 1
with /I= f yJ’ 
/=o 
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and, by Theorem 4.1, equality holds in (7.3) for g=fi2 when f -’ E&I<, it 
follows that (3) is equivalent to (4). The equivalence of (4) and (5) is 
obvious. Finally, if (6) holds, then, by (7.1) and (7.2), 
g(z~-g*g)~‘=~+(cp-)-‘~z,,-(cp’)~’~*,~+(cp-)~’~-’ 
=$+(cpT cp- -VW+)-‘WY’ 
=Il/+wY 
belongs to B, and therefore (2) holds. Conversely, if (2) holds, then both g 
and 9(O) maximize the entropy integral and so must match. 1 
We remark that the characterization (6) in the last theorem was first 
established by Arov and Krein [S], though in a somewhat different setting. 
THEOREM 7.2. Let 
be a strictly positive xtension of k E BC. Then 
1 
JZr log det { f (eis)} de < & j2* log det { a(eie) d(e”)} dtl 
Go 0 
+ log det{ZZ*(Z- H,H,*))‘ZZ) -’ (7.4) 
where cp is defined in terms of the entries in k as in Theorem 4.2. Moreover, 
equality prevails in (7.4) if and only if any one (and hence all) of the follow- 
ing equivalent conditions is in force: 
(1) (a-bd-lb*)-‘bd-‘EB, 
(2) a -‘b(d- b*a-lb)-’ E B, 
(3) f -‘&$. 
Proof: Let f be a strictly positive extension of k. Then, by the analysis 
in the proof of Theorem 4.2 and especially (4.14), it is plain that 
1 
j2n log det{ f(eie)} de =k j’” log det(a(e”) d(e”)} de + 8(e) 
5iO 0 
where t? is given by (4.15). Moreover, since the function g defined in (4.16) 
is a strictly positive extension of the function h defined in (4.17) and h E J&?~, 
Theorem 7.1 implies that 
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with equality if and only if 8 meets any one (and hence all) of the con- 
ditions (l)-(6) of Theorem 7.1. Thus, to complete the proof, it remains 
only to show that this is the case if and only if f meets each of the con- 
ditions (l)-(3) in the statement of the present theorem. Since these are 
equivalent by Theorem 3.4, it suffices to show that 0 meets (1) of 
Theorem 7.1 if and only if f meets the present ( 1). But, if d meets ( 1) of 
Theorem 7.1, then, with the help of (4.13) and (4.15), it is readily checked 
that 
a@-b&lb*) -‘b(b*)-‘E B,, 
and hence, since a and 6 are invertible in B, , that condition (1) of the 
present theorem holds. Since the argument is reversible, the proof is com- 
plete. 1 
8. APPLICATIONS TO NEVANLINNA-PICK INTERPOLATION 
In this section we indicate some connections of the preceding analysis 
with Nevanlinna-Pick interpolation in Wiener spaces and explain how to 
transfer the maximum entropy principle from the previous setting to the 
present one. 
To this end, let aEA + be unitary on T, let BE B, and let (MY)&?) 
denote the Nevanlinna-Pick class of functions h E B, such that 
(1) a -‘(fl-h)~BO+ and 
(2) hh* <I, on T. 
It is important to bear in mind that a is not presumed to be invertible in 
A + and therefore that the indicated class really depends upon a. In fact in 
the classical Nevanlinna problem a is a finite Blaschke product with zeros 
in ID. 
We use the symbol A’“(h) for b E B to designate the Nehari class of 
functions h E B which are strictly contractive on T and for which 
If b E B,, then .4’“(b) = (NP),,,,(b), but this is not the case which interests 
us at the moment. The class N(b) is essentially the same as the class 99 
introduced earlier; the only difference is that it is based on matching the 
Fourier coefficients b, for j = 0, - l,,.., instead of for j= 0, l,.... Con- 
sequently N(b) is nonempty if and only if the Hankel operator A,, as 
defined in (3.5) is strictly contractive on 1:. 
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THEOREM 8.1. Let CI EA + be unitary on U and let j3 E B, . Then the class 
(Mp),(/?) is nonempty if and only if the Hankel operator Au-l,, as defined 
in (3.5), is strictly contractive on 1:. Moreover, in this case 
A,~I,~= AZ-,/,, (8.1) 
for every h E (NY,),(p) and 
bEM(E-‘fi) ij’and only if Mb E (Jr/-S),(D). (8.2) 
Proof: Suppose first hat 12 E (NP)),(/I). Then clearly (8.1) holds, since 
qaP’(/?-h)(Hj,=O. 
Therefore 
since 
on T. This proves the necessity of the stated condition for (NP),Jfi) to be 
nonempty (as well as (8.1)). 
Conversely, if llA,~~,Jl < 1, then ~Ir(a~ ‘/I) is nonempty and so there 
exists a strictly contractive b E B such that 
cc?fi-bE BO,. 
Therefore 
M ‘(P-ab)E BO, 
which in turn implies that ah E B, and hence, since also 
xb(ab)* <Z,,, 
on T, that 
ab E (~V9)Jfi). 
This proves that (JY),(/I) is nonempty and further, since the argument is 
reversible, that (8.2) holds. 1 
THEOREM 8.2. Let u E A + be unitary on U, let BE B, and suppose that 
A = A,-lD is strictly contractive on 1:. Then 
Q(h) d log det{ Z7*(I- AA*)-‘Z7) ’ (8.3) 
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for every h E (X9),(/?) with equality if and only ij 
cc*(I,-hh*)-‘hEB . (8.4) 
Proof. Let he (NY)),(B). Then, by (8.2), crp’hE&“(cr-‘b) and 
s(i)= (u-‘h)(i-‘) 
belongs to +?(yO, y ,,...) with y,= (a-‘/IPj, j=O, l,.... Thus, since 
&(h)=b(ccp’h)=b(g), 
it follows from Theorem 7.1 that inequality (8.3) holds and that equality 
prevails if and only if g meets any one (and hence all) of conditions (l)-(6) 
in Theorem 7.1. In particular, condition ( 1) holds if and only if 
But, since CI is unitary, this is clearly equivalent to (8.4). 1 
We remark that the other live conditions in Theorem 7.1 can be similarly 
transcribed to the present setting. In particular the set of all interpolants 
can be described by linear fractional transformations and the maximal 
entropy interpolant 
where 9 is the linear fractional transformations based on the coefficients 
yj, j=O,l,..., as in Sel:tion 7, with the understanding that now 
y,= WV-,. 
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