Abstract. The semi-implicit schemes for the nonlinear predator-prey reactiondiffusion model with the space-time fractional derivatives are discussed, where the space fractional derivative is discretized by the fractional centered difference and WSGD scheme. The stability and convergence of the semi-implicit schemes are analyzed in the L∞ norm. We theoretically prove that the numerical schemes are stable and convergent without the restriction on the ratio of space and time stepsizes and numerically further confirm that the schemes have first order convergence in time and second order convergence in space. Then we discuss the positivity and boundedness properties of the analytical solutions of the discussed model, and show that the numerical solutions preserve the positivity and boundedness. The numerical example is also presented.
proved that the solution of the model is positive and bounded; and the numerical schemes preserving the positivity and boundedness are detailedly discussed. Here we introduce both the subdiffusion and superdiffusion to the Michaelis-Menten-Holling predator-prey model, and the system can be written as
x ∈ (l, r), t > 0,
with the Caputo derivative in time and Riesz space fractional derivetive, where ̺, σ and κ are positive real numbers and N and P denote the population densities of prey and predator respectively. Based on the practical applications, we are interested in the solutions of (1) with the nonnegative initial conditions N (x, 0) = g 1 (x) ≥ 0, P (x, 0) = g 2 (x) ≥ 0, x ∈ (l, r),
and the homogeneous Neumann boundary conditions (∂N (x, t)/∂x)| x=l and r, respectively = (∂P (x, t)/∂x)| x=l and r, respectively = 0. (3) The positive constants γ and δ in the coupled equations denote the minimal mortality and the limiting mortality of the predator, respectively. Throughout the paper, we assume that γ satisfies the natural condition 0 < γ ≤ δ and consider the case of the diffusion constants D i > 0, i = 1, 2. The numerical methods for solving fractional partial differential equations are developing fast; most of them focus on fractional diffusion equations, including the space fractional diffusion equation [11, 12] and the time fractional diffusion equation [13, 14, 15, 16, 17, 18] . Because of the stability issue, the space fractional derivative is usually approximated by the shifted Grünwald-Letnikov definition with the finite stepsize; and the truncation error is first-order. Recently, the secondorder discretizations for space fractional derivative appear: based on the so-called "fractional centered difference", Ortigueira gets the second-order approximation for the Riesz fractional derivative [19] , and its applications can be seen in [20, 21] ; Tian et al obtain the so-called WSGD second order approximation for both the left and right Riemann-Liouville derivatives [22] , and its compact version has third-order accuracy [23] .
This paper first proves that the analytical solutions of the space-time fractional predator-prey reaction-diffusion model (1)-(3) are positive and bounded; and then designs the numerical schemes to solve it. The space fractional derivative is discretized by the fractional centered difference [19] and the WSGD operators [22] , respectively. We prove that both the two obtained schemes have second-order accuracy in space and preserve the positivity and boundedness of the analytical solutions. In particular, the stability of the numerical scheme without the restriction on the ratio of the space and time stepsizes is also strictly proved. And the numerical example is provided to confirm the theoretical results.
The outline of this paper is as follows. In Section 2, we present two finite difference schemes for the space-time fractional predator-prey reaction-diffusion model. The detailed discussions on the stability and convergence with first-order in time and second-order in space are given in Section 3. In Section 4, we prove that the analytical solutions of the discussed model are positive and bounded; and the provided two schemes preserve the positivity and boundedness. The numerical experiments to confirm the convergent orders and the positivity and boundedness preserving are performed in Section 5. And we conclude the paper with some discussions in the last section.
2. Numerical schemes for the space-time fractional predator-prey reactiondiffusion model. As mentioned in the introduction section, the model we discuss is as follows:
with 0 < α < 1, 1 < β < 2, and use the following initial conditions
and the homogeneous boundary conditions
(6) In (4), the time fractional operator 
For ease of presentation, we uniformly divide the spacial domain [l, r] into M subintervals with stepsize h (= (r − l)/M ) and the time domain [0, T ] into N subintervals with steplength τ (= T /N ). Let
, and denote the grid function as u k i = u(x i , t k ). We use the discrete scheme of the Caputo derivative in the following form [16] 
where b n = (n + 1)
Note that the above discrete scheme has 2 − α order accuracy in time, i.e.,
For the Riesz space fractional derivative, we introduce two second order finite difference approximation schemes (fractional centered difference scheme and second order WSGD scheme) in the next parts.
2.1.
Fractional centered difference scheme. In this part, we use the fractional centered difference [19] to discretize the spatial factional derivative. The Riesz fractional derivative can be redefined as
(10) Denoting the weights as
, we get the fractional centered difference approximation for the Riesz fractional derivative
where the weights g j satisfy the following properties:
β/2+j+1 g j , and |g j+1 | < |g j |,
4.
∞ j=−∞ g j = 0, and
From [20] , we know that the accuracy of fractional centered difference approximation is as,
If the fractional centered difference approximation is substituted into the system of reaction-diffusion equation (4) , then the resulting semi-implicit finite difference scheme is
For guaranteeing the second-order accuracy in space, we give the three point interpolation scheme for the Neumann boundary conditions:
Eq. (12)- (14) may be rearranged and written as matrix form and solved to get the numerical solution at the time step t k+1 :
where
2.2. Second order WSGD scheme. The other equivalent definition of the Riesz fractional derivative
where l D β x u(x, t) and x D β r u(x, t) denote the left and right Riemann-Liouville fractional derivatives of the function u(x, t), respectively. According to the discussions of [22] , we present the discrete approximations of the left and right RiemannLiouville fractional derivatives as follows:
where (17) into (16) and merging the same terms, we get the discrete approximation of the Riesz fractional derivative
where the weights θ j satisfy the following properties
8cos(βπ/2) < 0,
∞ j=−∞ θ j = 0, and
In view of the approximations (17), we know that the above discrete scheme of the Riesz fractional derivative also has second-order accuracy
If the second-order WSGD discretization is substituted into the reaction-diffusion equations (4), we obtain the new semi-implicit WSGD finite difference scheme. And the same initial and boundary discretizations (13) and (14) are used. Then we can get the same formulations for the WSGD scheme as the ones for the fractional centered difference scheme (12)- (15). The semi-implicit fractional centered difference and the semi-implicit WSGD scheme have the same structure, and in particular, their discretized weights have the similar properties. So in the following, the two schemes have the same analyses, and we just focus on the first scheme.
3. Stability and convergence of the numerical schemes. Now we first denote the two nonlinear terms by
and
for convenience. And assume that they satisfy local Lipschitz condition, i.e., there exists a positive constant L such that
when |N 1 − N 2 | ≤ ǫ 0 and |P 1 − P 2 | ≤ ǫ 0 for a given positive constant ǫ 0 . Then the discrete scheme (12) can be rewritten as the following form
which is defined as (12)- (14) are stable and there exist
Proof. We prove this theorem by mathematical induction. Using the first equation of (21), we have
According to the numerical approximations (14) , when i = 2, M − 2, the above equation can be rewritten as
Since
From the above inequality we know that
Together with the fourth property of coefficient g i , we can obtain the following inequality
Therefore,
When i = 2, we have
Then in the similar way as above, we can also get the estimate (23) for i = 2. If i = M − 2, there exists a similar argument. By almost the same deduction as ǫ k+1 , we can get
For k = 1, it's easy to check that (22) holds. When k > 1, suppose (22) holds for n = 1, · · · , k. Then there exists
We just need to prove
This implies that
be the exact solutions of the subdiffusive reaction-diffusion equation (4)- (6) and of the numerical schemes (12)- (14) respectively and define ρ
Then ρ k and η k satisfy the following error estimates:
Proof. According to the first equation of (21), when i = 2, M − 2, we can get the following inequality
where r k+1 1
= O(τ + h 2 ). From the above inequality we know that
In the view of the fourth property of g i , we obtain
, and = O(τ + h 2 ). Similar to the discussions of the numerical stability for the special cases i = 2, M − 2, we know that the above inequalities hold for i = 1, 2, · · · , M − 1. Now suppose that
hold for m = 1, 2, · · · , k. Next we prove that the estimates (26) and (27) hold for m = k + 1. When m = 1, it's easy to check that (26) holds. When m = k + 1, together with b
Notice that ρ 
In a similar way, we can get
4. Positivity and boundedness of the analytical and numerical solutions of the space-time fractional predator-prey reaction-diffusion model. In this section, we prove that the analytical solutions of (4) have positivity and boundedness. And then we demonstrate that the numerical solutions of the given schemes (12)- (14) can preserve the properties: positivity and boundedness.
4.1. Positivity and boundedness of the analytical solutions. Firstly we introduce the maximum principle which is necessary for getting the positivity and boundedness of the analytical solutions. Here we consider the following one dimensional space-time fractional equation
where Ω T is a bounded domain with Lipschitz continuous boundary. 
is the solution of (28), then the non-negative maximum (resp. non-positive minimum) of u(x, t) in Ω T (if exists) must reach at the parabolic boundary Γ T , i.e.,
In fact, if the non-negative maximum value of u(x, t) is not at the boundary Γ T , then there exists an interior point (x * , t * ) ∈ Ω T such that
We introduce the auxiliary function v(x, t) in the following form
with ε > 0 and b > 0. Choosing sufficient small ε, v can be positive at the point (x * , t * ). We know that, for any (x, t) ∈ Ω T , v(x, t) satisfies
. Note that when 1 < β < 2, sec(πβ/2)(1− β) > 0. And because of f (x, t) ≤ 0, we deduce that
at all interior points. While at the point (x * , t * ), we already have the result [10]
. For the Riesz fractional derivative, we know that u satisfies
Then for sufficient small ε,
Together with (32) and (33), we obtain
which is contradictory with (31). Similar analysis can be done for the case f (x, t) ≥ 0. So from the above analysis we arrive at Theorem 4.1.
Next we introduce the definitions of the upper and lower solutions, from which we can get positivity and boundedness of the analytical solutions. 
and the nonlinear functions f 1 (·, ·) is quasi-monotone decreasing and f 2 (·, ·) is quasimonotone increasing. If there exist two functionsũ i (x, t) and u i (x, t) which satisfy
Then we call U (x, t) = (ũ 1 (x, t),ũ 2 (x, t)) and V (x, t) = (u 1 (x, t), u 2 (x, t)) upper and lower solutions of the system (34).
Theorem 4.3. Suppose {f 1 , f 2 } is Lipschitz continuous and mixed quasi-monotonous. If the upper and lower solutions, U (x, t) and V (x, t), satisfy the inequality V (x, t) ≤ U (x, t), then (34) has a unique solution in [V (x, t), U (x, t)].
Proof. Let us define the following iteration
where L is the maximum of Lipschiz constants of f 1 and f 2 , and denote the initial iteration function as
where u 1 ≤ũ 1 and u 2 ≤ũ 2 . According to the maximum principle Theorem 4.1 and using the iteration (39), similar to the analysis [10] , we can get
Note that f 1 is quasi-monotone decreasing and f 2 is quasi-monotone increasing, then
which satisfyū i ≥ u i . Next we will check that
The below arguments show that w 1 = w 2 = 0 in Ω T . Suppose that there exist (x i ,t i ) ∈ Γ T (i = 1, 2) and w 1 and w 2 can obtain their maximum values at (x i ,t i ), (i = 1, 2), respectively. We may assume that w 1 (x 1 ,t 1 ) ≤ w 2 (x 2 ,t 2 ). Since w i (x, 0) = 0 and w i (x, t) ≥ 0, we can get t *
, where i = 1, 2, and letw
where C(x) ≥ 0. So at (x 2 ,t 2 ),w 2 satisfies
we get
α . This gives a contradiction, so w 2 ≡ 0. Now going back tow 1 , we know that ∂ αw 1
Repeating the same process as done in [10] , we have w 1 = w 2 in Ω T for any T . Soū 1 = u 1 andū 2 = u 2 . Set
Then u(x, t) = (u 1 , u 2 ) solves (34). And the uniqueness of the solution can be similarly proved as [10] .
From [10] , we know that the monotone properties of the nonlinear terms f 1 (·, ·) and f 2 (·, ·) of (4) defined in (19) and (20), i.e., f 1 (·, ·) is quasi-monotone decreasing, f 2 (·, ·) is quasi-monotone increasing. Now we take
By calculating, we know U (x, t) and V (x, t) satisfy the inequalities (37) and (38). If we specify the initial condition of (4) such that the given initial N (x, 0) ∈ [0, 1] and P (x, 0) ∈ [0, L 1 ] for any x ∈ (l, r), then the initial conditions satisfy (36). Thus we know that V (x, t) = (0, 0) and U (x, t) = (1, L 1 ) are lower and upper solutions of (4)- (6); and then from Theorem 4.3, that the analytical solutions of (4)- (6) are positive and bounded is obtained.
4.2.
Positivity and boundedness of the numerical solutions. In this subsection, we show that the numerical schemes (12) can preserve the positivity and boundedness of the corresponding analytical solutions, i.e., for any i and k, 0 < N . This can be done as follows. From [10] , we have the following estimates
with µ ≤ 1, and
Together with the above estimates and the numerical scheme (12), we obtain
for µ <
1−b1
̺ , and
for µ < 
Then we have
(43) When s = 2, M − 2, we rewrite the inequality in the following form − g −M+s+2 ≥ 0. In view of −g j ≥ 0 for any j = 0, we get
This implies
Combining with the properties of g i , we know 1+
This contradicts the assumption. If s = 2, then along with the inequality (43) we have
After calculating, we get 
Repeating the arguments above, we know that there exists a contradiction. If s = M − 2, the similar argument works. In Figs 1-5 , we use the fractional centered difference scheme to show different numerical solutions preserving the positivity and boundedness with the mesh h = τ = 0.01. We observe that the orders α and β affect the shape of the solutions obviously. Fig. 1 shows the solutions of classical predator-prey reaction-diffusion model with α = 1 and β = 2. When α tends to 1 and β to 2, the numerical solutions of the fractional predator-prey reaction-diffusion equations are also convergent to the solutions of the classical ones. To get the convergent order in time and space, we consider the nonhomogeneous equations: Suppose that the exact solution is Table 1 shows that the method has first-order accuracy for the time discretizations when α = 0.5 and β = 1.5. In the computations of the example, we take the spacial steplength h = 0.005, which is small enough so that the error in space direction can be neglected for getting convergent rate. Table 2 -4 show that the fractional centered difference scheme has second-order accuracy for different cases, and Table 5 and 6 show that the WSGD scheme also has second-order accuracy. In these cases, we consider the errors with temporal steplength τ = 0.0001, which is small enough so that the error in time direction can be neglected for getting the convergent rate. Table 1 . The numerical errors and convergent orders for the time discretization with α = 0.5 and β = 1.5 (the space derivative is discretized by the fractional centered difference scheme). 6. Conclusion. More than three decades ago, the classical diffusion is introduced into the predator-prey model, which leads to the predator-prey reaction-diffusion model. With the deep research on the anomalous diffusion, it is noticed that the anomalous diffusion is ubiquitous. It seems nature to introduce the anomalous diffusion to the predator-prey model, then we get the space-time fractional predatorprey reaction-diffusion model. This paper proves that the analytical solutions of the model are positive and bounded; and we provide the semi-implicit numerical schemes with the first-order accuracy in time and second-order accuracy in space. The proposed schemes are proven to be stable and preserve the positivity and boundedness. And the theoretical results are confirmed by numerical experiments.
