Abstract. In this paper we address the classification problem for purely infinite simple Leavitt path algebras of finite graphs over a field ℓ. Each graph E has associated a Leavitt path ℓ-algebra L(E). There is an open question which asks whether the pair (K 0 (L(E)), [1 L(E) ]), consisting of the Grothendieck group together with the class [1 L(E) ] of the identity, is a complete invariant for the classification, up to algebra isomorphism, of those Leavitt path algebras of finite graphs which are purely infinite simple. We show that (K 0 (L(E)), [1 L(E) ]) is a complete invariant for the classification of such algebras up to polynomial homotopy equivalence. To prove this we further develop the study of bivariant algebraic K-theory of Leavitt path algebras started in a previous paper and obtain several other results of independent interest.
Introduction
A directed graph E consists of a set E 0 of vertices and a set E 1 of edges together with source and range functions r, s : E 1 → E 0 . This article is concerned with the Leavitt path algebra L(E) of a directed graph E over a field ℓ ( [1] ). When ℓ = C, L(E) is a normed algebra; its completion is the graph C * -algebra C * (E). A graph E is called finite or countable if both E 0 and E 1 are finite or countable. A result of Cuntz and Rørdam ([18, Theorem 6.5] ) says that the purely infinite simple graph algebras associated to finite graphs, i.e. the purely infinite simple CuntzKrieger algebras, are classified up to (stable) isomorphism by the Grothendieck group K 0 . It is an open question whether a similar result holds for Leavitt path algebras [3] . Here we prove that K 0 classifies simple Leavitt path algebras up to (M 2 -) homotopy equivalence. In the following theorem and elsewhere, we use the following notations. We write ι 2 : R → M 2 R for the inclusion of an algebra into the upper left hand corner of the matrix algebra, φ ≈ ψ to indicate that two algebra homomorphisms φ and ψ are (polynomially) homotopic and φ ≈ M 2 ψ to mean that ι 2 φ ≈ ι 2 ψ. We also put [1 R ] for the K 0 -class of the identity of a unital algebra R. In Theorem 6.1 we prove the following. 
id L(E) and φψ ≈ M 2 id L(F) . If moreover ξ([1 L(E) ]) = [1 L(F) ] then φ and ψ can be chosen to be unital homomorphisms such that ψφ ≈ id L(E) and φψ ≈ id L(F) .
We also prove other results which we think are of independent interest. For example we have the following embedding theorem, proved in Corollary 3.2.
Theorem 1.2. Let E be a graph such that L(E) is simple and let R be a unital purely infinite algebra. i) If E is countable then L(E) embeds as a subalgebra of M ∞ R. ii) If E is finite and [1 R ] = 0 in K 0 (R), then L(E) embeds as a unital subalgebra of R. iii) If E is finite, then L(E) embeds as a subalgebra of R.
For particular R, we have the following result on uniqueness up to homotopy for embeddings into R. In the next theorem and elsewhere, we write [A, R] and [A, R] M 2 for the set of homotopy classes and M 2 -homotopy classes of homomorphisms A → R. If moreover, A and R are unital, we write [A, R] 1 for the set of homotopy classes of unital homomorphisms A → R. In the next theorem and elsewhere we use the notion of regular supercoherent ring from [14] . For example, L(E) is regular supercoherent for every finite graph E ([1, Lemma 6.4.16] ). We write L n for the Leavitt path algebra of the one-vertex graph with n loops.
Theorem 1.3. Let E be finite graph such that L(E) is simple and R a purely infinite simple, regular supercoherent unital algebra. Then [L(E), L
, and both sets have exactly one element each.
In particular, Theorem 1.
is a nonzero homomorphism, then φ ≈ M 2 d and that if φ is unital then φ ≈ d.
In [11] we introduced, for an algebra A and a unital algebra R, an abelian monoid of homotopy classes of extensions of A by M ∞ R, and considered its group completion Ext(A, R). We showed in [11, Remark 5.8] that if E is a graph such that E 0 is finite and E 1 is countable, then for the bivariant algebraic K-theory group kk n (A, R) of [12] , there is a natural map
Ext(L(E), R) → kk −1 (L(E), R).
(1.4)
Recall that a ring R is K n -regular if the canonical map K n (R) → K n (R[t 1 , . . . , t m ]) is an isomorphism for every m. For example, every Leavitt path algebra is K n -regular for all n ∈ Z, by [11, Example 5.5].
Theorem 1.5. Let E be a finite graph such that L(E) is simple. Let R be either a division algebra or a K 0 -regular purely infinite simple unital algebra. Then the natural map (1.4) is an isomorphism

Ext(L(E), R)
∼ −→ kk −1 (L(E), R).
Combining Theorem 1.5 with results from our previous paper [11] we are able to compute Ext(L(E), R) in some cases. For example, we get that if E is as in Theorem 1.5, reg(E) = E 0 \ sink(E) and I and A E ∈ Z reg(E)×E 0 are the identity and the incidence matrices with the rows corresponding to sinks removed, then
(1.6)
If moreover K 0 (L(E)) is torsion, then for every R as in Theorem 1.5 (in particular, for R = ℓ and for every purely infinite simple unital Leavitt path algebra R), we have
(1.7) The following theorem is the main technical result of the paper; it is key for the proof of Theorems 1.1, 1.3 and 1.5.
Theorem 1.8. Let E be a finite graph such that L(E) is simple and R a purely infinite simple unital algebra. Assume that R is K
Thanks to Remark 5.11, we may view Theorem 1.8 as a generalization of the theorem of Ara, Goodearl and Pardo [5] which says that if R is as in the theorem and V(R) is the monoid of Murray-von Neumann equivalence classes of idempotent matrices in M ∞ R, then K 0 (R) = V(R) \ {0}. In fact, the latter result is used in the proof of Theorem 1.8. The proof of Theorem 1.8 also uses results from our previous paper on kk of Leavitt path algebras and an adaptation to the purely algebraic setting, developed in Sections 4 and 5, of several results proved for the C * -algebra setting in Rørdam's article [18] .
The rest of this paper is organized as follows. In Section 2 we prove (Corollary 2.11) that if R is a K 1 -regular, purely infinite simple and unital algebra, then K 1 (R) is isomorphic to the group π 0 (U(R)) of polynomially connected components of the group of invertible elements of R. The case of Theorem 1.8 when L(E) is not purely infinite is contained in Proposition 2.18 (see Remark 2.19) . Section 3 considers the problem of whether a given group homomorphism K 0 (L(E)) → K 0 (R) can be lifted to an algebra homomorphism. We show in Theorem 3.1 that if R is purely infinite simple and unital and E is countable, then any group homomorphism ξ :
If E is a finite graph with reduced incidence matrix A E as above, we shall abuse notation and write I − A t E for the transpose of the matrix of (1.6). Section 4 is concerned with the question of whether, given a finite graph E with reduced incidence matrix A E , an algebra R and a pair (ξ 0 , ξ 1 ) of group homomorphisms ξ 0 : K 0 (L(E)) → K 0 (R) and ξ 1 : Ker(I − A t E ) → K 1 (R), there is an algebra homomorphism simultaneously inducing ξ 0 and ξ 1 . We prove in Theorem 4.17 that if L(E) is simple and R is purely infinite, unital and K 1 -regular, then there is an algebra homomorphism φ : L(E) → R which induces both ξ 0 and ξ 1 , and that if ξ 0 is unital, then φ can be chosen to be a unital homomorphism L(E) → R. Section 5 is devoted to the proof of Theorem 5.8, which contains the case of Theorem 1.8 when L(E) is purely infinite simple. Theorem 1.1 is proved in Section 6 (Theorem 6.1). Section 7 is devoted to algebra extensions. Theorem 1.5 is contained in Theorem 7.2; formulas (1.6) and (1.7) are proved in Corollary 7.3 and Example 7.5. Section 8 is concerned with maps to L 2 and R ⊗ L 2 ; Theorem 1.3 is proved in Theorem 8.3.
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A previous version of this article contained a proof of Proposition 2.3 for the particular case when R is a Leavitt path algebra. We are indebted to Pere Ara for pointing out that in fact the result holds for every unital purely infinite ring R, and that the proof is immediate from results in [5] .
2. Idempotents, units and the groups K 0 and K 1 in the purely infinite simple unital case
Let R be a ring; write Idem(R) for the set of idempotent elements. Let p, q ∈ Idem(R). We write p ∼ q if p and q are Murray-von Neumann equivalent [5] ; that is, if there exist elements x ∈ pRq and y ∈ qRp such that xy = p and yx = q. We call such pair (x, y) an MvN equivalence from p to q and write (x, y) :
If R is unital, we write If p, q ∈ Idem(R) and pq = qp = 0 we say that p and q are orthogonal and write p ⊥ q to indicate this. An idempotent p in a ring R is infinite if there exist orthogonal idempotents q, r ∈ R such that p = q + r, p ∼ q and r 0. A ring R is said to be purely infinite simple if for every nonzero element x ∈ R there exist s, t ∈ R such that sxt is an infinite idempotent. If R is unital this is equivalent to asking that R not be a division ring and that for every x ∈ R there are a, b ∈ R such that axb = 1.
The following theorem describing K 0 and K 1 of purely infinite simple unital rings is due to Ara, Goodearl and Pardo. If R is a unital ring, write U(R) for the group of invertible elements of R. 
Proposition 2.3. Let R be a purely infinite simple unital ring. Then the map ι : 
Corollary 2.5. Let R be a purely infinite simple unital ring and let e, f ∈ R be nonzero idempotents. Then the following are equivalent
If furthermore e, f ∈ Idem 1 (R)\{0, 1} then the above conditions are also equivalent to the following.
Proof. The equivalence of (1) and (2) 
Hence 1 − e ∼ 1 − f . Next we show that (3) implies (4). Because R is simple and
is purely infinite simple (by [5, Corollary 1.7] ) and the inclusion induces an isomorphism
To prove that (4) implies (1) take x = eu −1 f and y = f ue; we have xy = e and yx = f .
Let G : Alg ℓ → Grp be a functor from algebras to groups and let A ∈ Alg ℓ . The connected component of G(A) is the subgroup
Observe that G(A) 0 is a normal subgroup. We write
Observe that every elementary matrix is in GL(A) 0 . It follows that we have a surjective homomorphism 
is an isomorphism which sends U(End R (P)) 0 isomorphically onto U(End R (Q)) 0 .
Proof. Straightforward.
Proposition 2.8. Let R be a unital purely infinite simple ring. Then the canonical map
Proof. We know from Theorem 2.2 and (2.
can be adapted to prove (2.9). The proof in loc.cit. has two parts. The first part shows that if 0 p ∈ Idem(R) and u ∈ [GL(R) :
Using the same argument and taking Lemma 2.7 into account, one shows that if (2.10) is in GL(R) 0 , then it must be in U(R) 0 . In the second part of the proof of [5, Theorem 2.3] it is observed that for adequately chosen idempotents e and f ∈ T = eRe and elements x 1 , y 1 , . . . , x n , y n ∈ R, the assignment a → diag(y 1 , . . . , y n )a diag(x 1 , . . . , x n ) induces an isomorphism between R and the subring
Let E ⊂ U(R) be the image under the isomorphism U(S )
∼ −→ U(R) of the subgroup generated by the set of those elementary matrices 1 + aǫ i, j i j which are elements of S . The authors then proceed, using the argument of the proof of [17, Theorem 2.2], to show that any u ∈ U(R) is congruent modulo E to one of the form of (2.10). In view of Lemma 2.7 and of the fact that elementary matrices above are in U(S ) 0 , this shows that any u ∈ U(R) is congruent modulo U(R) 0 to one of the form (2.10). This finishes the proof.
Corollary 2.11. If R is unital, purely infinite simple and K
Let A be an algebra. Identify Hom Alg ℓ (ℓ, A) = Idem 1 (A) via the bijection φ → φ(1). We say that two idempotents p, q ∈ Idem 1 (A) are homotopic, and write p ≈ q, if the corresponding homomorphisms ℓ → A are homotopic. Proof. The if part of both assertions is clear. One checks that if x ∈ {0, 1} and
The only if part of both assertions follows from this.
Recall (see [11, Section 2] ) that a C 2 -algebra is a unital algebra R together with a unital homomorphism from the Cohn algebra C 2 to R. Thus a C 2 -algebra is a unital algebra together with elements x 1 , x 2 , y 1 , y 2 ∈ R such that y i x j = δ i, j . For example, if R is a purely infinite simple unital algebra then R is a C 2 -algebra (see [5, Proposition 1.5] ). Put
(2.13)
Lemma 2.14. Let R 1 and R 2 be C 2 -algebras and let
13). Then the maps
Let C be an algebra, A, B ⊂ C subalgebras and x, y ∈ C satisfying xAy ⊂ B and ayxa ′ = aa ′ (a, a ′ ∈ A); then the following map is an algebra homomorphism
If C is unital and y = x −1 , then ad(x, y) = ad(x) is the usual conjugation map.
Lemma 2.16. Let A and R be algebras, with A finitely generated. Then:
is an isomorphism of monoids.
is a monoid homomorphism by Lemma 2.14. We have to prove that it is bijective. Observe that M 2 R is again a C 2 -algebra. Hence in view of the proof of part i), it suffices to 
are bijective. Moreover, for nonzero algebra homomorphisms M n → M ∞ R as well as for unital algebra homomorphisms M n → R, being homotopic is the same as being conjugate.
Proof. Because as explained above, any purely infinite simple unital algebra is a
is surjective, it suffices, by Corollary 2.4, to show that the image of its composite with ι * n contains the class of every nonzero idempotent in R. Let p ∈ Idem 1 R \ {0}; by Proposition 2.3 we may choose q ∈ Idem 1 R , q ∼ p, and an embedding θ : M n → R sending ǫ 1,1 → q. Hence the map of the proposition is surjective. If two homomorphisms φ, ψ ∈ Hom Alg ℓ (M n , M ∞ R) induce the same K 0 -element then they are conjugate by the argument of the proof of [15 Recall that a vertex v ∈ E 0 is singular if it is either a sink or an infinite emitter, and that it is regular otherwise. We write reg(E), sink(E), sour(E) and inf(E) for the sets of regular vertices, sinks, sources, and infinite emitters, and put sing(E) = sink(E) ∪ inf(E).
Let R and S be unital algebras and ξ :
Theorem 3.1. Let E be a graph, R a purely infinite simple unital algebra, and
Proof. Assume first that E is countable and row-finite. By Theorem 2.2 there are orthogonal idempotents {p e :
Hence for 
. If e ∈ E 1 and r(e) sink(E) then by Corollary 2.4, for σ e as in the proof of Theorem 3.1 there are elements x e ∈ p e Rσ e and y e ∈ σ e Rp e such that p e = x e y e and σ e = y e x e . Similarly, if e ∈ E 1 and r(e) = v ∈ sink(E), then there are x e ∈ p e Rp v and y e ∈ p v Rp e such that y e x e = p v and x e y e = p e . One checks that the prescriptions ψ(e) = x e , ψ(e * ) = y e (e ∈ E 1 ), [12] ). Then there is an algebra homomorphism ψ :
inverse isomorphisms in kk. If E is finite then the same holds with L(E) substituted for M ∞ (L(E)).
Proof. Assume that E is countable with finite E 0 . By part ii) of Theorem 3.1, for
then induces an isomorphism in K 0 . In view of [11, Lemma 7.2] and of the fact that, since K 0 (L(E)) is finite, Ker(I − A t E ) = 0, this implies that K 1 (ψ) is an isomorphism too. Hence j(ψ) is an isomorphism by [11, Proposition 5.10] . Assume furthermore that L(E) is purely infinite simple. Consider the graph
). This proves the first assertion of the corollary; the second, for finite E, is proved similarly, using part iii) of Theorem 3.1.
Let E be a finite graph; if X ⊂ L(E), write span(X) for the subspace generated by X. In the following proposition and elsewhere we consider the following "diagonal" subalgebra of L(E)
Proposition 3.5 below will be needed in the next section.
Proposition 3.5. Let E and R be as in part iii) of Theorem 3.1. Assume that L(E) is simple and let φ, ψ : L(E) → R be nonzero algebra homomorphisms such that
Proof. First assume that φ(1) = ψ(1) = p. For each e ∈ E 1 and each v ∈ sink(E) choose MvN equivalences (x e , y e ) : φ(ee * ) ∼ ψ(ee * ) and ( Lemma 2.3] . Next assume that φ(1) ψ(1) and that none of them is equal to 1. Then by Corollary 2.5, there is an element u ∈ U(R) such that uφ(1)u −1 = ψ(1). Hence we can replace ψ by a → uψ(a)u −1 and we are in the above case. Finally, if φ(1) ψ(1) and one of them, say ψ(1), is 1, we can replace φ by a unital homomorphism by Theorem 3.1 and we are again in the first case.
4. Lifting K-theory maps to algebra maps: K 0 and K 1 Let E be a finite graph; below we will give a right inverse of the surjective map
Observe that the analogue of the map (4.1) in the C * -algebra setting is an isomorphism; an explicit formula for its inverse was given by Rørdam in [18, page 33] in the case when E is regular. We shall show that in the purely algebraic case considered here, the same formula gives a right inverse of (4.1), even for singular E. Let I − B t E be as in [11, Remark 5.7] . Let
By [4, formula 4.1], we have a commutative diagram
In particular, s * maps Ker(I −A t E ) → Ker(I −B t E ). Furthermore it is an isomorphism by the dual of [4, Lemma 4.3] . Let x = (x v ) ∈ Ker(I −A t E ) ⊆ Z reg(E) . Set y = s * (x) ∈ Ker(I − B t E ). Let S = {(e, j) : y e 0, 1 ≤ j ≤ |y e |} (4.2)
V (e, j),(e, j) = e if y e > 0 e * if y e < 0
Observe that p, q ∈ M S (DL(E)). Moreover, for Λ = E 1 sink(E), DL(E) ℓ Λ and we may regard p = (p α ) and q = (q α ) as Λ-tuples of diagonal matrices in M S whose entries are in {0, 1}. One checks, using that y ∈ Ker(I − B t E ), that for each α ∈ Λ, p α and q α have the same number of nonzero coefficients. Hence we may choose for each α a matrix W α ∈ p α M S q α with coefficients in {0, 1} such that W α W t α = p α and W t α W α = q α . Further, we may even require that
We shall use (4.3) in the proof of Lemma 4.12 below. Let W = W(x) ∈ M S (DL(E)) be the matrix corresponding to (W α ); then
We keep the notation of the paragraph preceding the proposition. Let C(E) be the Cohn path algebra; consider the subalgebra
Consider the diagonal matrixV defined by the same prescription as V but regarded now as an element of M S (C(E)). LetŴ ∈ M S (DC(E)) be the image of W under the map induced by the obvious inclusion DL(E) ⊂ DC(E); putÛ =V +Ŵ.
Consider the matrix h = 2Û −ÛÛ * ÛÛÛ * − 1 1 −Û * ÛÛ * ∈ M S S (C(E)).
By [10, Section 2.4] (see also [19, Definition 9.1.3]), h is invertible and
Here 1 S is the S × S identity matrix, located in the upper left corner. One checks thatÛ =ÛÛ * Û , and that
One checks, using (4.7) and the fact that x ∈ Ker(I − A t E ), that
This finishes the proof.
In principle, the assignment Ker(
is just a set theoretic map. A group homomorphism with similar properties is obtained as follows. Choose a basis B = {x i } of the free abelian group Ker(I − A t E ); let γ = γ B :
(4.8)
Let E be a finite graph such that L(E) is purely infinite simple. Then sink(E) = ∅, by [1, Lemma 3.1.10 and Theorem 3.1.10]. Let φ : L(E) → R be a unital algebra homomorphism with R purely infinite simple. Set
Note that
, whence each of the inclusions φ(αα * )Rφ(αα * ) ⊂ R induces an isomorphism in K 1 . Hence the direct sum R φ ⊂ R E 1 of those inclusions induces an isomorphism
Observe that ·, · is a perfect pairing; indeed the adjoint homomorphism K 1 (R φ ) → K 1 (R) E 1 is the isomorphism (4.10).
Lemma 4.12. (cf.[18, Lemma 3.5].) Let E be a finite graph such that L(E) is purely infinite simple, R a purely infinite simple unital algebra, and φ and ψ : L(E) → R unital homomorphisms. Assume that φ and ψ agree on DL(E). Let
Proof. Observe that ψ(e)φ(e * ) ∈ U(φ(e)Rφ(e * )) (e ∈ E 1 ), whence u ∈ U(R φ ). Let {χ e : e ∈ I} be the canonical basis of ∈ Z I . One checks that
To prove the lemma, we may assume that x is an element of the basis B of Ker(I − A t E ) used in (4.8) to define γ . Then taking (4.14) into account and adopting the notations and conventions used in the definition of U(x), one computes that the right hand side of equation (4.13) 
Hence since W has coefficients in DL(E), it only remains to show that φ(W(x)) = Pφ(W(x))Q. A tedious but straightforward calculation, using (4.3) shows that
This completes the proof. 
Theorem 4.17. Let E be a finite graph and S an algebra. Assume that L(E) is simple and that S is unital, purely infinite simple and K
is purely infinite simple. Let R = φ 0 (1)S φ 0 (1) and letφ 0 : L(E) → R be the corestriction of φ 0 and inc : R → S the inclusion. Since Ker(I − A t E ) is a direct summand of Z reg(E) and ·, · is a perfect pairing, there exists θ ∈ K 1 (Rφ 0 ) such that
Because Rφ 0 is a direct sum of purely infinite simple algebras, by Theorem 2.2 there
φ(e) = gφ 0 (e),φ(e * ) =φ 0 (e * )g −1 . Observe thatφ andφ 0 agree on DL(E); in particular,φ is unital. Hence by Lemma 4.12, we have
But it follows from the formula defining u in Lemma 4.12 and the definition ofφ that u = g. Hence
It is clear by construction that if φ 0 is unital homomorphism, then φ is also unital.
Lifting kk-maps to algebra maps
Let φ, ψ : A → B be algebra homomorphisms. Put
we have an algebra extension 
Proof. By definition of C φ,ψ , we have a map of extensions
One checks that the kk-triangle associated to the bottom row of (5.3) is isomorphic to
Let ξ : j(A) → j(B) be the boundary map in the triangle induced by (5.1). It follows from (5.3) that there is a commutative diagram
.
Let R be a unital, purely infinite simple algebra, let E be a finite graph such that L(E) is simple and let φ, ψ : L(E) → R be nonzero algebra homomorphisms which agree on DL(E). Let R φ be as in (4.9). Put p = φ(1) and let
By corestriction, we may consider φ and ψ as homomorphisms L(E) → B. Let
Since L(E) is simple, the map
. Hence the extension (5.1) induces an exact sequence
The following two lemmas adapt [18, Lemmas 3.2 and 3.3] to the purely algebraic case. 
Let u e = uφ(ee * ) + 1 − φ(ee * ) (e ∈ E 1 ). By Whitehead's lemma there is U e (t) ∈ GL(B[t]) such that U e (0) = 1 and U e (1) = diag(u e , u −1 e ). Set V e (t) = U e (t) diag(φ(e), 0), W e (t) = diag(φ(e * ), 0)U e (t) −1 . Now proceed as in the proof of [18, Lemma 3.2], substituting U e (t) −1 and W e (t) for U e (t) * and V e (t) * .
Proof. The proof is the same as that of [18, Lemma 3.3] .
Let S be an algebra, E a finite graph, and φ, ψ : L(E) → S algebra homomorphisms. We say that φ and ψ are 1-step ad-homotopic if either a) there is an MvN equivalence (u, u ′ ) : ψ(1) ∼ φ(1) such that ad(u, u ′ )φ = ψ, or b) φ and ψ agree on DL(E) and for
such that U(0) = 1 and φ i+1 (e) = U(1)φ(e), ψ(e * ) = φ i (e * )U(1) −1 . We say that φ and ψ are n-step ad-homotopic if there is a sequence of algebra homomorphisms φ i : L(E) → S , 1 ≤ i ≤ n, such that φ 1 = φ, φ n = ψ, and φ i and φ i+1 are 1-step ad-homotopic for 1 ≤ i ≤ n − 1. Two unital homomorphisms φ and ψ are n-step unitally ad-homotopic if they are n-ad-homotopic and the φ i can be chosen to be unital for all 1 ≤ i ≤ n. Call φ and ψ (unitally) ad-homotopic if they are n-step (unitally) ad-homotopic for some n.
Remark 5.7. Observe that if in a) above φ and ψ are unital, then u ∈ U(S ), so that φ and ψ are conjugate in the usual, unital sense. Note also that in the situation b) above, φ and ψ are homotopic. It follows that a unital homomorphism φ : L(E) → L(E) is unitally ad-homotopic to the identity if and only if it is homotopic to ad(u) for some u ∈ U(L(E)). [11, Theorem 7.11] . To prove that the map of the theorem is surjective, it suffices to show that there exists u ∈ U(R ψ ) such that for φ :
The argument of the proof of [18, Theorem 3.1] shows this. Next we show that (5.9) is injective, and that the different notions of homotopy agree. It follows from Lemma 2.16, [11, Lemma 2.3] and the definition of ad-homotopy that ad-homomotopic homomorphisms L(E) → R are M 2 -homotopic, and from the universal property of kk that j sends homotopic maps to equal maps. Conversely, let φ, ψ : L(E) → R be algebra homomorphisms such that j(φ) = j(ψ). Then K 0 (φ) = K 0 (ψ), whence there exist for each e ∈ E 1 elements u e ∈ φ(ee * )Rψ(ee * ) and u ′ e ∈ ψ(ee * )Rφ(ee * ) such that u e u ′ e = φ(ee * ) and u ′ e u e = ψ(ee * ). Thus u = e∈E 1 u e ∈ φ(1)Rψ(1), u ′ = e∈E 1 u ′ e ∈ ψ(1)Rφ(1), and ψ ′ = ad(u, u ′ )ψ agrees with φ on DL(E). Hence upon spending a 1-step adhomotopy from ψ to ψ ′ if necessary, we may assume that φ and ψ agree on DL(E). Let B = φ(1)Rφ(1) and let u ∈ B φ be as in Lemma 4.12; we have
Observe that, because R is purely infinite and K 1 -regular, the same is true of B. By Lemma 5.6 and K 1 -regularity of B, there are ν ∈ GL(B φ ) and U(t) ∈ GL(B[t]) such that U(0) = 1 and U(1) = ν −1 λ(ν)u −1 . Hence, upon using a second 1-step ad-homotopy, we may assume that u = ν −1 λ(ν). A calculation shows that ψ = ad(ν)φ. Thus a third 1-step ad-homotopy concludes the proof of the nonunital part of the theorem. If ξ is unital, then by Theorem 4.17 there is a unital algebra homomorphism ψ :
The argument used above to prove the surjectivity of (5.9) subsituting ξ for η, shows that there is a unital algebra homomorphism φ :
Finally the same argument used above for nonunital homomorphisms shows that two unital homomorphisms L(E) → R go to the same element in kk if and only if they are unitally 3-step ad-homotopic. F) . If ξ 0 is unital then we may choose φ and ψ to be unital homomorphisms such that φψ and ψφ are homotopic to the respective identity maps.
Proof. Because Ker(I − A t E ) and Ker(I − A t F ) are isomorphic to the quotients of K 0 (L(E)) and K 0 (L(F)) modulo torsion, the assumed isomorphism ξ 0 induces an isomorphism ξ 1 : Recall from [8, Chapter III, Section 6.2] that a scaled ordered group is an ordered group together with a choice of order unit. If R is a unital algebra, then K 0 (R) has a natural structure of scaled ordered group whose positive cone is the image of V(R) and whose order unit is [1 R ].
We say that two unital algebras R and S are unitally homotopy equivalent if there are unital homomorphisms φ : R → S and ψ : S → R such that ψφ and φψ are homotopic to the respective identity maps.
Corollary 6.2. Let E and F be finite graphs such that L(E) and L(F
) are sim- ple. Assume that K 0 (L(E)) and K 0 (L(F)) are isomorphic as scaled ordered groups. Then either i) there is 1 ≤ n such that L(E) L(F) M n or ii) L
(E) and L(F) are purely infinite and unitally homotopy equivalent.
Proof. By Remark 2.19 if L(E) is simple but not purely infinite, then there is n ≥ 1 such that L(E) M n . In this case K 0 (L(E)) Z with the usual order and [1 L(E) ] corresponds to n. On the other hand if R is a purely infinite simple unital algebra, then every element of K 0 (R) is nonnegative, by Theorem 2.2. The proof is concluded using Theorem 6.1 and observing that the identity is the only automorphism of Z as an ordered group.
Algebra extensions
Let R be an algebra. For x ∈ R N , let supp(x) = {n ∈ N : x n 0}. For a matrix a ∈ R N×N and i ∈ N, put a i, * and a * ,i for the i th row and column, and set
Consider the algebras ΓR = {a ∈ R N×N : each row and column of a is finitely supported},
The algebras ΣR and Σ ′ R are the Wagoner and Karoubi suspensions. A unital algebra R is regular supercoherent if for every n ≥ 0, R[t 1 , . . . , t n ] is regular coherent in the sense of [14] .
Lemma 8.2. Let E be graph and R a regular supercoherent algebra. Then L(E)⊗R is K-regular. In particular, L(E) ⊗ L(F) is K-regular for every finite graph F.
Proof. By definition, R n = R[t 1 , . . . , t n ] is regular supercoherent for every n ≥ 0. Hence by [11, Example 5.5 
is an isomorphism for every n, whence also K * (R 0 ⊗ L(E)) → K * (R n ⊗ L(E)) is an isomorphism for all n. The second assertion follows from the first, using [1, Lemma 6.4.16] .
Let R, S be unital algebras. Put 
