Abstract-Multisensor array processing of noisy measurements has received considerable attention in many areas of signal processing. The optimal processing techniques developed so far usually assume that the signal and noise processes are at least wide sense stationary, yet a need exists for efficient, effective methods for processing nonstationary signals. Although wavelets have proven to be useful tools in dealing with certain nonstationary signals, the way in which wavelets are to be used in the multisensor setting is still an open question. Based on the structure for optimal linear estimation of nonstationary multisensor data and statistical models of spatial signal coherence, we propose a multisensor denoising algorithm that fully exploits, in a statistically optimal fashion, the additional information afforded by multisensor measurements. Under certain conditions, we show that the proposed estimator can be realized efficiently and robustly in a completely blind fashion, employing only wavelet and discrete Fourier transforms while entailing only a small loss in performance.
I. INTRODUCTION
T HE EXTRACTION of signals from degraded measurements is an important problem in many engineering applications. To accomplish this, it is often useful to employ statistical models, diverse sensors that acquire extra spatial information, or powerful signal representations such as wavelet bases. When applied in combination, these approaches can be used to develop highly sensitive signal estimation algorithms that can exploit small differences between signals, interference, and noise. Sensor array signal processing has long been an active area of research and is centered on the ability to fuse data collected at several sensors in order to facilitate the task at hand, be it signal detection/estimation, source separation, or source localization. The long-lasting interest in this area can be traced to the large number of applications where data is collected in both space and time [1] . In this paper, we will focus on the fusion of array processing and wavelet denoising to enhance signal estimation.
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noise. If the signal and noise processes are wide sense stationary (WSS), then the optimal linear estimator can be realized efficiently with time-invariant, linear filters [5] . Unfortunately, in many situations of interest, such as estimating transient signals, the WSS assumption is not valid. Dealing with nonstationary signals in an optimal fashion, at least at the second-order statistical level, involves the Karhunen-Loeve (KL) transform [5] , [6] . Although the KL transform is an important tool in virtually all aspects of statistical signal processing, it has limited practical application for two main reasons: First, it is a signal-dependent transform in the sense that it requires a priori knowledge of the signal statistics, and second, there is no efficient, structured method with which to implement the KL transform.
Wavelets have rapidly become an important tool in dealing with nonstationary signals. A key property underlying the success of wavelets is that they form good bases for a large class of signals [7] in the sense that they form an approximate KL basis. Consequently, wavelet expansions tend to concentrate the signal energy into a relatively small number of large coefficients, making them particularly attractive in signal estimation. The use of wavelet transforms in denoising single-channel observations has been well studied [7] , [8] , but there are important new issues that arise in applying denoising techniques in the case of multisensor measurements. Collecting data from multiple sensors has the ability to enhance signal estimation, provided that the proper spatial combining scheme is used on the measurements. In this paper, we develop an efficient multisensor denoising algorithm by properly fusing traditional wavelet-denoising and array processing.
We consider several types of multisensor environments, including those in which the desired signal (possibly nonstationary) has full, partial, and no coherence between sensors. In Section II, we briefly review estimation with wavelets and the connection to Wiener filtering in the single-channel setting. In Section III we discuss optimal linear estimation for partially coherent measurements in the multisensor setting, and in Section IV, we apply this structure to develop a multisensor denoising technique that fully exploits the available spatial correlation afforded by the multiple sensors. Specifically, we show that under a model of spatial signal coherence, the spatial and temporal contributions to the optimal multisensor linear estimator admit a Kronecker product decomposition in the spatio-temporal KL-transform domain, allowing us to deal with each independently in an optimal fashion. This key observation leads to an estimator structure involving spatial decorrelation and traditional single-sensor denoising. In addition, we show that under certain conditions in a uniform linear array, the multisensor estimator can be realized efficiently, robustly, and near optimally in a totally blind fashion with only wavelet and discrete Fourier transforms.
II. SINGLE-CHANNEL WAVELET-BASED ESTIMATION
The standard estimation problem is to recover the discrete-time signal from the noise-corrupted observation (1) where is zero-mean white Gaussian noise of variance . Let denote column vectors containing the samples of , and , respectively, and let denote an orthonormal wavelet transform matrix [6] . In the wavelet domain, (1) becomes (2) with , and . Note that an orthonormal wavelet transform will map to a that is likewise zero-mean white Gaussian with variance while compacting typical signals into a small number of large wavelet coefficients in . A reasonable approach to wavelet-based signal estimation is to zero out the small entries of , which are most likely due to the noise (and where the signal is not), while retaining the large entries that are most likely due to the signal; such an approach is known as "wavelet denoising" [8] . The motivation for processing the coefficients individually is that the wavelet transform tends to decorrelate the data, that is, it acts as an approximate KL transform. The retain/discard operation can be viewed as a diagonal filtering operation in the wavelet domain. Let us represent the filter by diag
The signal estimate based on the wavelet-domain filtering is then given by (4) There are two different flavors for the filter: hard and soft thresholds [7] . The technique described in this paper employs hard thresholding, in which case, the filter coefficients are given by if otherwise.
For the sake of consistency with the literature, we will use the threshold developed in [8] : (6) where is the number of samples collected, and is the noise variance. For sufficiently large , the noise variance can be reliably estimated from the finest scale wavelet coefficients [8] .
There is a structural similarity between the wavelet-based signal estimate in (4) and the optimal linear estimator (the Wiener filter), in which case, the signal estimate is given by [9] ( 7) where the matrix is the KL transform for (the rows are the eigenvectors of the correlation matrix for ), and diag with the 's being the eigenvalues for the rankautocorrelation matrix for . Comparing (7) with (4), we see that the wavelet-based estimator can be viewed as an approximation to the Wiener filter with and . Note that for coefficients with high SNR , the optimal weight is approximately unity, whereas for those coefficients with a very low SNR or noise in the orthogonal complement of , the optimal weight is either approximately or exactly zero; these are also the weights assigned by the wavelet-based estimator. An important difference between the optimal estimator and the wavelet-based estimator is that instead of expanding the signal with respect to the optimal eigenvectors, the signal is expanded with respect to fixed wavelet basis functions.
III. MULTISENSOR WIENER FILTERING
Due to the fact that the Wiener filter is the optimal linear estimator, it makes sense to examine in detail its structure in the multisensor setting, which is the topic of this section. In Section IV, we emulate the structural properties of this optimal estimator in developing our multisensor denoising algorithm. We begin by setting up the sensor geometry and developing the notation for the multisensor signals and their covariance matrices that we use throughout the rest of the paper. Consider the case where measurements are collected from sensors in a uniform linear array. Further, let us assume for simplicity that there is only a single signal source and that the sensor observations have been appropriately time aligned. In a linear array configuration with uniform spacing , velocity of wave propagation , and a signal arrival at angle , we would need to time shift the th sensor observation by to time align the observations, i.e., steer the array to a particular look direction. Methods for direction-of-arrival (DOA) estimation are described in [10] . While DOA estimation requires knowledge of the signal statistics, the blind multisensor techniques we develop in this paper can be extended to blind DOA estimation as well; we address this topic at the end of this section.
Dealing only with the aligned sensor observations, we denote the -sample observation at the th sensor by , where and are the signal and noise components, respectively. We assume the noise is white and Gaussian in time and uncorrelated between sensors. We may arrange the sensor observations in the stacked column vector (8) where each is an column vector. Simultaneously enhancing the signal and suppressing the noise in an optimal fashion requires knowledge of the second-order statistics of the signal and noise. Although we will not require an exact second-order statistical characterization of the signal and noise, the structure of their correlation matrices will be important. Let the matrix denote the correlation matrix of the desired signal. Since the vector contains the -sample signal components as its blocks, can be viewed as an block matrix with the th subblock being the cross-correlation matrix between the signal component at the th and th sensors, which we denote by , that is . . .
If we assume that the noise is zero-mean Gaussian with variance and white both temporally and spatially, the noise correlation matrix across the sensors becomes , where is the identity matrix. The optimal linear combining and filtering structure is achieved by the Wiener filter (10) which minimizes the mean square error . In general, the inversion required to implement this optimal space-time structure is a formidable task. In the next section, we will describe a model for partial signal coherence that relates the correlation subblocks in (9), allowing us to obtain an efficient wavelet-based approximation.
Recall that we require that the sensor observations be appropriately time-aligned, necessitating knowledge of the DOA. For a single Gaussian source, the maximum-likelihood estimate of the DOA is given by [10] (11) where are the sensor observations aligned for a hypothesized DOA . In the next section, we use wavelet bases to develop a blind method of forming an approximation to ; hence, a blind DOA estimate is formed by correlating this quantity with and maximizing over .
IV. WAVELET-BASED MULTISENSOR ESTIMATION
As given, the Wiener filter in (10) requires knowledge of both the spatial and temporal correlation structure of the signal. Even if these were known, for nonstationary signals, the matrix is not Toeplitz-symmetric, and there is no efficient, structured implementation for (10) . Wavelets have become increasingly popular tools to deal with nonstationary signals in an efficient manner, and we begin to explore their role in the multisensor setting by examining the spatio-temporal structure of the multisensor KL transform [5] , [6] . In what follows, we will adopt a general model for the spatial correlation structure of the signal and, within this framework, identify the contribution of the signal source's temporal KL basis to the optimal linear estimator. Once its role has been identified, we propose to replace this basis with an appropriate wavelet basis, leading to a multisensor denoising algorithm.
The multisensor KL transform is defined through the eigenexpansion of (12) where is the rank of , the are the eigenfunctions, and the are the corresponding eigenvalues of . The matrix denotes the eigenvectors stacked next to each other, that is, . The matrix is the KL transform for the multisensor signal since it diagonalizes the correlation matrix , i.e., decorrelates , and concentrates the signal energy into the smallest possible subspace. We may refer to such a KL transform as the spatio-temporal KL transform because it decorrelates the multisensor signal both in time and space.
A. Spatio-Temporal Decomposition
To provide a structured implementation of the multisensor estimator, we need to examine the interplay between the spatial and temporal processing specified by the spatio-temporal KL transform. This will allow us to identify the spatial combining scheme and the form of the temporal filters. In this section, we show that under a model of spatial signal coherence which involves spatial decorrelation, the spatio-temporal KL transform may be decomposed into the temporal and spatial KL transform via a Kronecker product. This key observation leads to the development of an efficient multisensor denoising algorithm in which the spatial and temporal processing are separable.
The estimator we develop is based on the structure of secondorder statistics; therefore, we are interested only in the spatial correlation structure of the signal component. The signal could be uncorrelated, fully correlated, or more generally partially correlated between sensors. Partial signal coherence is a concern that arises when considering the use of a very large array in order to achieve high array gain; the signal component received at widely separated sensors may have reduced coherence due to the complexity in the propagation of the signal from the source to spatially separated receivers [3] . Loss of phase coherence is also an issue if precise knowledge of sensor location is not available [12] . Coherence loss will be accounted for by introducing a decorrelation between the time-aligned sensor signals, that is, , where is the correlation matrix of the signal source, and is a non-negative scalar no greater than unity. For example, an exponential power law model for the decorrelation coefficients has been suggested in the literature [3] with (13) where is a dimensionless characteristic correlation length expressed in element spacing units, and the exponent power is a parameter that typically varies between 1 (exponential) and 2 (Gaussian). This model has been empirically motivated in underwater acoustic sensor array processing, where the parameter is related to the degree of inhomogeneity in the propagation medium [4] . In Section V, we show how this model arises when dealing with loss of phase coherence, where the parameter is related to variance of the phase shift between sensors. Our development of the multisensor denoising algorithm will not depend on any specific model for the decorrelation coefficients, but a version of our algorithm that involves a scheme for efficient spatial processing will require that depend only on , i.e., depends only on the sensor separation. We may arrange the signal decorrelation coefficients in matrix form as ; note that the noncoherent environment is specified as and that the coherent environment is specified by using a matrix of all ones for . With such a decorrelation structure, we may write the block form of the correlation matrix of the time-aligned multisensor signal given in (9) as a Kronecker product: (14) Spectral decompositions for the spatial decorrelation matrix and the signal source correlation matrix are given by (15) (16) where is the rank of , 1 and is the rank of . Let us stack the eigenvectors of in the matrix and the eigenvectors of in the matrix . The matrix defines the temporal KL transform for the signal source . Using elementary properties of Kronecker products [13] , the eigenvectors of in (12) are given by (17) for . We can also write the stacked matrix of eigenvectors for in Kronecker form as (18) revealing that the spatio-temporal KL transform may be decomposed into the spatial KL transform and the temporal KL transform via a Kronecker product. This space-time factorization property of the spatio-temporal KL transform is a key result that will allow us to deal with the spatial and temporal components of the estimator separately, leading to a very efficient multisensor denoising algorithm.
B. Role of the Wavelet Transform
Now that we have identified the contributions of the temporal and spatial signal statistics to the structure of the optimal linear multisensor estimator, we are in a position to identify the proper role of wavelet bases. Often, the matrix , which characterizes the spatial correlation of the signal across the sensors, is either known a priori from characteristics of the medium or can be reliably estimated with training data (later, we consider the case where is unknown). However, the temporal correlation structure of the signal source is not known in many important problems; in addition, if the signal is nonstationary, then its correlation matrix cannot be estimated from a single realization of the process, as can be done in the WSS setting. The fact that wavelets form unconditional bases for a wide variety of signal classes [7] make wavelets particularly attractive in such signal estimation scenarios. As discussed in Section II, we may substitute an appropriate orthonormal wavelet transform matrix for the signal source's temporal KL transform . Recall that the first step in the optimal linear estimator is to process the multisensor observation with the spatio-temporal KL transform for via . Let us substitute the wavelet transform matrix for the signal source's temporal KL basis and denote the transformation with We recognize the term as the th subblock of the matrix product . Since is a diagonalizing matrix for , we see from (21) that the structure of the wavelet approximation to the spatio-temporal KL transform for is to first spatially decorrelate the -channel observation , producing channels, which we then wavelet transform with . We may then perform thresholding on each of the channels as explained in Section II. Having developed the wavelet approximation to the forward spatio-temporal KL transform , the structure of the wavelet approximation to the inverse spatio-temporal KL transform is straightforward. The structure of the wavelet-based estimator is illustrated in Fig. 1 .
Note that in the completely noncoherent case, the signal component is uncorrelated between the multisensor measurements, implying that ; hence, , and no matrix preprocessing of the sensor observations are required before taking wavelet transforms. Note that in this case, no exploitation of the multisensor measurements is possible to improve the quality of the signal estimate over the single-channel setting. In the completely coherent setting, the signal component is statistically identical at each sensor; hence, is a rank-1 matrix of all ones, and the matrix is an column vector where all the elements are equal to . Therefore, spatially decorrelating (and including the scaling factor from the recorrelation) reduces to simply averaging the observations. The multisensor observations are collapsed into one channel, which is to be denoised. These estimation structures are also shown in Fig. 1 .
The question that remains is how to choose the thresholds for the diagonal filters. Recall from (6) that the value of the threshold should be chosen based on the noise variance and the number of samples. Due to the unitary nature of , the noise variance on each channel after spatial decorrelation remains at ; therefore, the thresholds on each of the filters should be chosen as in (6) .
C. Performance Analysis
The realizable gain in the quality of the signal estimate due to exploiting the partially coherent measurements can be illustrated by computing the gain in the effective SNR. Let denote the signal component of the multisensor observations after spatial decorrelation. The th block of can be written as . The power in the signal component of the th spatially decorrelated observation may be expressed as (22) We recognize the term as the th diagonal element of the matrix (the diagonal eigenvalue matrix for ); hence, this term is simply : the th eigenvalue of . Since the noise variance is unchanged by unitary transformations, by spatially decorrelating, we have a maximum SNR gain of (23) where is the largest eigenvalue of . Note that for our generic model, will satisfy . The upper and lower bounds are achieved for perfectly coherent and noncoherent environments, respectively.
Given a specified partially coherent environment, it is of interest to compute the SNR gain of the suboptimal but simple delay-and-sum beamformer, which corresponds to pure coherent combining of the aligned sensor outputs. The output of such a processor is . Letting and denote the signal and noise components, respectively, of the beamformer output, we can compute the output SNR under our model of partial coherence as SNR (24) Therefore, the SNR gain of the conventional beamformer is given by (25) where denotes an column vector of ones. Note that with equality if and only if we are dealing with a perfectly coherent environment, 2 i.e., ).
D. Blind Spatial Decorrelation via the DFT
The estimator we have developed thus far has only one inefficiency: the need to spatially decorrelate/recorrelate via the matrix . The other operations in our estimator only involve wavelet transformations, for which fast algorithms exist [6] , and application of thresholding filters. The need to apply the matrix also necessitates exact a priori knowledge of the spatial signal statistics, which may not always be available. To develop an efficient, robust spatial processing technique, we will now require that the decorrelation coefficients depend only on the sensor separation, that is, depend only on . This situation would apply to uniform linear arrays, which are popular in many applications. If we make this assumption, then the decorrelation matrix is a Toeplitz matrix. Based on this property, spatial decorrelation can be achieved asymptotically using the discrete Fourier transform (DFT) [14] , that is, we may substitute the DFT matrix for and the inverse DFT matrix for . The basic idea is that as we increase the number of sensors, the matrix grows in dimension and asymptotically becomes a circulant matrix, which is diagonalized by the DFT matrix . Although the DFT approach is asymptotically optimal, we are also interested in how the decorrelating power of the DFT depends on the number of sensors and the decorrelation coefficients . To quantify the effect of only approximate decorrelation, we need a measure of the residual correlation still remaining after application of the DFT; a good measure is provided by the norm of the matrix containing the off-diagonal covariance elements of the transformed coefficients [14] . Defining as a diagonal matrix containing the same diagonal elements as the matrix , a measure of residual correlation is given by the weak (Hilbert-Schmidt) norm of the difference matrix , which is defined by (26) where is the th sample of the signal component at the th sensor after spatial processing with the DFT matrix. The practical implications of the norm in (26) have been demonstrated in coding and filtering applications [14] .
The norm in (26) vanishes as [14] , and we say that the DFT matrix asymptotically diagonalizes , i.e., it asymptotically decorrelates the sensor observations. However, for a fixed number of sensors and given decorrelation coefficients (we may specify the decorrelation coefficients this way since is Toeplitz-symmetric), the residual correlation is given by [14] (27) For a specified model of coherence loss, we can obtain bounds on the residual correlation; for example, using the exponential model in (13) with , we have [14] (28)
Although the DFT-based method is suboptimal, it has three redeeming features when compared with the direct approach.
1) The computational requirements are much lower because efficient algorithms exist to compute the DFT.
2) The details of the signal coherence need not be precisely known, implying robustness. 3) It asymptotically becomes optimal as the number of sensors grows. As our simulations will reveal, this totally blind algorithm involving only DFT's for spatial processing and wavelet transforms for temporal processing achieves near-optimal performance, even for arrays of modest size (cf. Fig. 8 ). The DFT-based estimator is illustrated in Fig. 1(c) . 
V. SIMULATION
In this section, we illustrate the ability of our proposed multisensor denoising technique to reap the benefits of spatial coherence afforded by the multisensor measurements. For simulation, we used the chirp signal shown in Fig. 2(a) as our desired waveform and the Daubechies wavelet basis [6] as the substitute for the signal source's temporal KL basis. Although the basis is not the best adapted wavelet basis for the desired signal, we chose it to represent the situation in which detailed knowledge of the desired signal structure is not available. We used a uniformly spaced linear array consisting of 64 sensors, and white Gaussian noise was added such that the SNR of each sensor observation was 7 dB. A noisy realization is provided in Fig. 2(b) . To generate a partially coherent sensor environment, zero-mean normally distributed phase shifts were introduced to the signal component at each sensor observation with the variance of the phase shift increasing with sensor separation; specifically, the variance of the phase shift between the th and th sensors is . This could model the situation in which the precise location of the sensors is not known with perfect accuracy: a scenario that has applications in towed sonar arrays [12] . Generating phase shifts as described above results in decorrelation coefficients given by (29) where denotes expectation with respect to , which is a zero-mean normally distributed random variable with variance . From (29), it is clear that increasing the variance of the phase shift leads to more rapid decorrelation across the sensor array. Fig. 3 illustrates the relationship between the variance of the phase shift and the decorrelation profile across the sensors for selected values of .
Although our proposed multisensor estimator does provide estimates of the signal at each sensor, we first focus our results on the estimate obtained at the center sensor to avoid edge effects. By edge effects, we mean that the quality of the signal estimates in the partially coherent setting will be better for the sensors away from the edges of the array due to the fact that these sensors have a larger number of neighboring sensors that contain partially correlated signal information. Fig. 4 illustrates the variation in MSE as a function of increasing variance of the phase shift. The MSE values were obtained by averaging over 500 experiments. The MSE in the partially coherent setting is bounded below by the completely coherent signal environment, in which case, the MSE was experimentally found to be 32.4 dB. The MSE in the signal estimate increases monotonically with increasing coherence loss, i.e., increasing variance of phase shift. Four other performance curves are shown in Fig. 4: 1) noncoherent (single-sensor) processing; 2) simple coherent combining; 3) DFT combining method; 4) conventional beamforming (no denoising). The noncoherent technique corresponds to the classical singlesensor denoising, and the coherent technique corresponds to conventional delay-and-sum beamforming followed by classical denoising.
Note that as coherence loss becomes significant between sensors, the MSE of the coherent multisensor estimator becomes considerably larger than the MSE obtained by the partially coherent multisensor estimator we have developed. The asymptotically optimal DFT method of decorrelating the observations entails a loss in performance of only a few decibels over a wide range of spatial coherence values while significantly outperforming simple coherent combining or single-sensor processing. Conventional beamforming results in virtually the same MSE as coherent denoising for large values of phase-shift variance (degraded spatial coherence); here, the MSE of these techniques is not due to poor temporal processing but rather to improper spatial combining. The gap in MSE between conventional beamforming and coherent denoising can be seen for small values of phase-shift variance (high spatial coherence) for which the spatial combining of these methods is near optimal; here, the gap in MSE is due to the noise suppression capabilities of the denoising technique. 5 illustrates the same information, only now, it focusses on the signal estimate at the first sensor; this is a worst-case scenario in terms of suffering from edge effects. Note, however, that partially coherent and even DFT-based combining still significantly outperforms simple coherent combining. In addition, they outperform classical single-sensor denoising over a significant range of spatial coherence values, although the range is not as large as in the results for the center sensor.
Returning again to the center sensor, the improvement in the quality of the signal estimate is visually apparent, as illustrated in Figs. 6 and 7. Using a partially coherent environment with a phase shift variance of , we applied the noncoherent, coherent, and partially coherent denoising algorithms. Fig. 6 (a) displays a the estimate obtained from noncoherent denoising, which is the same as denoising the center sensor observation independently of the rest; such processing results in an MSE of 18.4 dB. Fig. 6(b) shows the estimate obtained from coherent denoising, which results in an MSE of 11.4 dB. Fig. 7 (a) displays the signal estimate as a result of partially coherent denoising, which attains an MSE of 23.7 dB. Note the considerable improvement in the quality of the signal estimate obtained by fully exploiting the partial correlation that exists between sensors. Fig. 7(b) displays the signal estimate obtained from using the DFT method to achieve approximate spatial decorrelation, which results in an MSE of 22.1 dB. Observe that all the signal estimates have quite a low variance, and the majority of the error is due to bias; this is a well-known consequence of the wavelet denoising technique employing hard thresholding.
Next, we varied the number of sensors to illustrate the asymptotic properties of the DFT-based method of decorrelating the sensor observations. Using a fixed-phase shift variance of , Fig. 8 illustrates the variation in MSE as a function of the number of sensors. Note that as the number of sensors grows, the gap in performance between optimal partially coherent combining and the DFT-based decorrelation narrows, verifying the asymptotic properties of the DFT-based estimator. The near-optimal performance of the DFT method for a very small number of sensors (between two and 16 sensors) is explained by the fact that we have virtually perfect spatial coherence over the sensor array in this case (see the of Fig. 3 ), and we know from the MSE results of Fig. 4 that the DFT method attains near-optimal performance for high levels of spatial coherence.
Finally, we tested the performance of our proposed technique in the presence of coherent signals arriving from different directions: a situation that arises, for example, in multipath wave propagation. We assume two sources arriving from known directions and , which are randomly selected in our simulation. Because we do not assume knowledge of second-order signal statistics, we use a simple technique in which we align the sensor observations for each source independently and perform partially coherent combining using the matrix or its asymptotic approximation: the DFT matrix. The goal is to suppress the interference from the nonaligned source while obtaining an estimate of the aligned source. We then denoise and coherently combine the estimates obtained from each source. In the perfectly coherent case, it is well known that this matched-field beamforming technique does a better job of suppressing signals arriving from outside the "look" direction, i.e., we have a sharper spatial filter, as we increase the number of sensors [2] . This provides us with some intuition on how this technique will work in the partially coherent setting; specifically, for near-perfect spatial coherence, our estimator coherently combines over a large part of the array, implying a large spatial aperture and, hence, good interference suppression capabilities, leading to enhanced signal estimation due to the fact that we can combine the results from the two sources. However, in the case of degraded spatial coherence, we only coherently combine over much smaller parts of the array, implying a small spatial aperture and, hence, poor interference rejection, i.e., a poor spatial filter, and a possible loss in the quality of the signal estimate due to the interference of the second source. The simulation results in Fig. 9 verify these claims for a 64-sensor array. Note that for large coherence lengths (small phase-shift variance), we have a gain of about 3 dB over the single source case due to the presense of two sources that can be dealt with independently quite well; however, as we lose coherence, the inability to suppress the interference caused by the nonaligned source results in a degradation in the signal estimate. The DFT combining method performs only slightly more poorly than the optimal partially coherent combining method in the case of two sources.
VI. CONCLUSION
Fusing data collected at multiple sensors has the ability to considerably enhance signal estimation, provided the multisensor data is processed in the proper fashion. Within a framework characterizing the spatial signal structure, we propose a multisensor denoising algorithm that fully incorporates the diversity afforded by the multisensor measurements. The optimal multisensor linear estimator structure under a method is apparent. Near-optimal performance for a very small number of sensors is due to the virtually perfect spatial coherence over this array size for the selected phase shift variance. Fig. 9 . Variation in MSE with spatial coherence using optimal combining for one and two sources in a 64-sensor array. For high spatial coherence, the presence of a second source results in a reduction in MSE; however, for low spatial coherence, the interference caused by this second source dominates and results in an increase in MSE.
model of spatial signal coherence is the key to identifying the contributions of the spatial and temporal signal correlation, providing us insight as to how wavelet bases should be used in the multisensor setting. Specifically, the Kronecker product allows for a decomposition of the spatio-temporal KL transform for the multisensor signal into the spatial KL transform and the temporal KL transform. Inspired by traditional denoising methods, we use an appropriate wavelet basis as an approximation to the signal source's temporal KL basis, where the advantage is that the wavelet basis is independent of the specific signal statistics and that fast algorithms exist to compute the discrete wavelet transform.
The structure of our proposed multisensor estimator is quite simple, involving only spatial decorrelation followed by traditional single-channel denoising and spatial recorrelation. The spatial decorrelation procedure, which is the most computationally intensive step in our algorithm, can be approximately achieved in a general-purpose fashion with a discrete Fourier transform under mild conditions. Explicit expressions quantifying the gain in SNR achievable in a partially coherent sensor environment reveal the advantage in compensating for coherence loss when developing a multisensor denoising algorithm. For the sake of simplicity, we only considered thresholding filters in the denoising component of our algorithm; however, in the multisensor setting, it is possible to estimate the signal and noise covariances, even if they are nonstationary, by simply averaging outer products across the sensors. It is conceivable that this information can be leveraged into the design of wavelet-domain filters that more closely approximate the optimal Wiener filter rather than use the thresholding filters employed in this paper. Such an approach, while computationally more expensive, could result in even larger gains in SNR.
Nonetheless, our simulations verify that fully exploiting the spatial dimension provided by multisensor measurements can considerably enhance the quality of the signal estimate. Our multisensor denoising algorithm significantly outperforms simple extensions of single-channel denoising such as noncoherent or coherent processing. Even if computational complexity is a concern, the asymptotically optimal and highly efficient method of employing a DFT for the spatial processing attains a significant performance gain compared with simple coherent or noncoherent denoising. In fact, our multisensor denoising technique employing only DFT's and wavelet transforms provides a totally blind method of estimating multisensor signals. Our simulations suggest that such a method entails a loss in performance of only a few decibels over optimal combining for a wide range of spatial coherence values and arrays of even modest size.
