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ABSTRACT
RECURRENT NEURAL NETWORK LEARNING WITH
AN APPLICATION TO THE CONTROL OF LEGGED
LOCOMOTION
Bahadır C¸atalbas¸
M.S. in Electrical and Electronics Engineering
Advisor: Prof. Dr. O¨mer Morgu¨l
August, 2015
Use of robots for real life applications has an increasing trend in today's indus-
try and military. The robot platforms are capable of performing dangerous and
difficult tasks, which are not efficient when carried out by human beings. Most
of these tasks require high motion ability. There are various robotic platform
and locomotion algorithms which may solve a given task. Among these, the
biped robot platforms promise high performance in realizing difficult maneuver
due to their morphological similarity to legged animals. Thus, legged locomo-
tion is highly desirable in order to perform difficult maneuvers in rough terrain
environments. However both modeling and control of such structures are quite
difficult due to highly nonlinear structure of the resulting equations of motion
and computational load of inverse kinematic equations. Central nervous systems
and spinal cords of animals take role in control of locomotion of animals together.
For controlling such biped robotic platforms frequently used control algorithms
are based on so-called Central Pattern Generators (CPG). The controllers based
on CPGs can be realized in different ways which includes the utilization of neu-
ral networks. However CPG is only capable of imitating spinal cord type of
reflex-based motions in locomotion because of their restricted parameter space
to sustain stable oscillation. Fully recurrent neural networks have capability of
controlling locomotion with a higher conscious level such as central nervous sys-
tem, hence motion space can be enlarged. Unfortunately, training of recurrent
neural networks (RNN) takes long time. Moreover, their behaviors may be un-
predictable against untrained inputs and training process may encounter with
instability related problems easily. In order to solve these problems, various ac-
celeration and regularization techniques are tested in the neural network training
and their successes were compared with each other. Furthermore, time constant
and error gradient limitation methods are employed to sustain stable training
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and their benefits are discussed. Finally leg angles of walking biped robot are
taught to a group of RNNs with different configurations by benefiting from train-
ing stability enhancing methods. The resulting RNNs are then used in biped
locomotion by using a classical PD controller. After that, performance of result-
ing RNNs and their stable locomotion generation capabilities are evaluated and
effects of configuration parameters are discussed in detail.
Keywords: Recurrent Neural Network (RNN), Leaky Integrator Neuron Model,
Backpropagation Through Time (BPTT), Biped Robot Locomotion.
O¨ZET
TEKRARLI SI˙NI˙R AG˘I O¨G˘RENI˙MI˙ I˙LE BACAKLI
HAREKET KONTROLU¨NE UYGULANMASI
Bahadır C¸atalbas¸
Elektrik ve Elektronik Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Danıs¸manı: Prof. Dr. O¨mer Morgu¨l
Ag˘ustos, 2015
Bugu¨nu¨n sanayisinde ve askeriyesinde robotların gerc¸ek hayat uygulamaları ic¸in
kullanımı artmakta olan bir eg˘ilimdir. Robot platformları insanlar tarafından
yu¨ru¨tu¨lmesi verimli olmayan tehlikeli ve zor go¨revleri yerine getirebilme ka-
pasitesine sahiptir. Verilen bir go¨revi halledebilen c¸es¸itli robotik platformlar
ve hareket algoritmaları vardır. Bunların arasında iki ayaklı robot platform-
ları, ayaklı hayvanlara olan yapısal benzerliklerinden dolayı zor manevraların
gerc¸ekles¸tirilmesinde yu¨ksek performans vaat etmektedir. Bu nedenle bacaklı
hareket engebeli arazi ortamlarında zor manevraları uygulayabilmek ic¸in son
derece arzu edilir. Ancak bu yapıların hem modellenmesi ve hem de kontrolu¨
elde edilen bu¨yu¨k o¨lc¸u¨de dog˘rusal olmayan hareket denklemleri ve ters kine-
matik denklemlerinin hesaplama yu¨ku¨ sebebiyle oldukc¸a zordur. Hayvanların
merkezi sinir sistemleri ve omurilikleri hayvanın hareketinin kontrolu¨nde be-
raber rol alır. Bo¨yle iki ayaklı robot platformları kontrol etmek ic¸in sıklıkla
kullanılan kontrol algoritmaları Merkezi O¨ru¨ntu¨ U¨retec¸lerine (MO¨U¨) dayanmak-
tadır. Merkezi o¨ru¨ntu¨ u¨retec¸lerine dayanan kontrolo¨rler, sinir ag˘larının kullanımı
da dahil olmak u¨zere farklı yollarla gerc¸ekles¸tirilebilir. Ancak merkezi o¨ru¨ntu¨
u¨retec¸leri kararlı salınımlarını su¨rdu¨rebilmek ic¸in sınırlandırılan deg˘is¸ken uzay-
larından o¨tu¨ru¨ sadece hareketlerdeki omurilik tipi refleks temelli hareketleri tak-
lit edebilme yeterlilig˘indedir. Tamamen tekrarlı sinir ag˘ları merkezi sinir sistemi
gibi daha yu¨ksek bilinc¸ du¨zeyi ile hareket kontrolu¨ yapabilme yeterlilig˘ine sahiptir
bo¨ylece hareket uzayı genis¸letilebilir. Ne yazık ki, Tekrarlı Sinir Ag˘larının (TSA)
eg˘itimi uzun zamanı alır. Bundan bas¸ka eg˘itilmedikleri girdilere kars¸ı davranıs¸ları
tahmin edilemeyebilir ve eg˘itim su¨reci kararsızlıkla alakalı sorunlarla kolaylıkla
kars¸ılas¸abilir. Bu sorunları c¸o¨zebilmek ic¸in c¸es¸itli hızlandırma ve du¨zenliles¸tirme
teknikleri sinir ag˘larının eg˘itiminde test edildi ve bunların bas¸arıları birbirleriyle
kars¸ılas¸tırıldı. Ayrca kararlı eg˘itim sag˘lamak ic¸in zaman sabiti ve hata gradyanı
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sınırlama metotları kullanıldı ve bunların faydaları tartıs¸ıldı. Son olarak iki ayaklı
robot yu¨ru¨yu¨s¸ bacak ac¸ıları bir grup farklı tekrarlı sinir ag˘ı yapılandırmasına
kararlılık arttırıcı metotlardan faydalanılarak o¨g˘retildi. Ortaya c¸ıkan tekrarlı sinir
ag˘larının performansları ve kararlı hareket olus¸turma yetenekleri deg˘erlendirildi
ve yapılandırma deg˘is¸kenlerinin etkileri detaylı bir s¸ekilde tartıs¸ıldı.
Anahtar so¨zcu¨kler : Tekrarlı Sinir Ag˘ı (TSA), Sızdıran Bu¨tu¨nles¸tirici Sinir Modeli,
Zaman Boyunca Geri Yayılım (ZBGY), I˙ki Ayaklı Robot Hareketi.
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Chapter 1
Introduction
In this chapter we will give information about our motivation, contribution and
content of this thesis and make a brief overview to thesis topics.
1.1 Motivation
Recurrent neural networks (RNN) with short term memory neuron model have
the best scores in handwriting recognition benchmark problems, see [1]. More-
over, some other configuration of RNNs gives good performance in spoken lan-
guage understanding problems, see [2]. In addition to these, they may e employed
to estimate next character or word of a text sequence, see [3]. Besides all these,
it is possible to use RNNs in areas such as robot posture control, see [4]. Their
wide application area makes them a potential solution way of many problems.
Legged locomotion is a desired ability for robotic platforms but sustaining its
stability may be a complex problem in some cases. One of the interesting control
way of legged robot platforms would be the use of recurrent neural network (RNN)
type of controllers. However, training of recurrent neural networks demonstrates
different features and difficulties than training of classical feedforward type of
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neural networks, see e.g. [5], [6]. There are some proposed techniques for feed-
forward type of neural networks and some of them has been already generalized
to RNNs to overcome related problems with training of RNNs.
This thesis evaluates usefulness of regularization, acceleration and stability
enhancing techniques, which are generally developed for feedforward type neu-
ral network, in training of RNNs with backpropagation through time algorithm
(BPTT). After that, stable locomotion generation ability of RNNs are tested with
a biped robot platform. Finally, we review what has been done and determine
open problems as future works.
1.2 Contributions
We performed simulations to assess the usefulness of various acceleration, regu-
larization and stability enhancing techniques in RNN training. In terms of these
simulations, momentum and cross-entropy cost function are found as successful
acceleration techniques over training sets which consist of single pattern or multi
patterns. However, modified delta-bar-delta learning rule can accelerate training
only for single training pattern.
In the scope of this thesis, three regularization techniques are tested and their
success evaluated. Although L1 and L2 regularization did not succeed too much
by regularization aiming, promising results were obtained with different applica-
tion ways of dropout techniques.
During training, time constant and gradient limitation techniques are utilized
for the purpose of enhancing stability. Then, their successes, advantages, and
drawbacks are evaluated in terms of performed simulations.
Performance of activation function are compared with each other and recti-
fier function is found as a successful and efficient activation function. Finally
biped robot model is driven with a trained RNNs and qualification of RNNs in
2
generating stable walking has been showed with simulations results.
1.3 Organization of Thesis
In this chapter, we give information about motivation, contribution and content
of this thesis and make a brief introduction to thesis topics.
In the second chapter, different motion generating network types are intro-
duced at various complexity levels and examples of them are given in there.
Furthermore, design criteria of central pattern generators (CPG) and their dif-
ference with RNNs are explained. Finally implementation of BPTT algorithm to
RNN having leaky integrator model neurons given in detail.
In the third chapter, main problems of RNN training are defined as long train-
ing times, low input generalization ability, and training instabilities and these
problems are tried to be solved with acceleration, regularization and stability
enhancing techniques which are generally proposed for feedforward type of neu-
ral networks and some of them has been already applied to RNNs to overcome
related difficulties with training of RNNs.
In the fourth chapter, we try to teach walking biped robot leg angles to RNNs
with various activation functions and compare effects of activation functions to
training performance. Moreover, we introduce another learning stability enhanc-
ing technique and discuss its effects on training. Finally, we drive biped robot
model with trained RNN and check its stable locomotion generation ability.
In the conclusion, we review what has been done in the thesis. Then, we
determine open problems as future works. Finally, we propose possible solution
ways of to some of these problems.
3
Chapter 2
Background: Motion Generating
Network Structures and Learning
Algorithms
Locomotion is an important topic in robotic field and there are different locomo-
tion generation methods such as center of gravity and zero moment point based
inverse kinematic and equations of motion depended solutions, see e.g. [7], [8].
However, there are some other methods, they rely on rhythm generator networks
which have different forms and design principles, see [9] and [10]. In this Chapter
we give further information about various rhythm generator networks and focus
on fully recurrent neural networks (RNN).
2.1 Rhythm Generation Oscillators
There are rhythmic pattern generation methods which include use of coupled dif-
ferential equations mostly. The smallest unit of these type of networks are rhythm
oscillators. By combining these oscillators central pattern generator (CPG) are
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designed and applied to various control problems. Their robustness against per-
turbations and computational efficiency made them a popular and interesting
research topic, see [11].
2.1.1 Matsuoka Oscillator
Matsuoka oscillator is a well-known oscillator model which is utilized to generate
rhythmic patterns and their outputs may be easily modified with tonic inputs, see
[12] and [13]. By these abilities, they reached a wide application area in robotic
field especially with use of CPG, see e.g. [14], [15], [16] and [17]. In addition
to these, [12] and [13] explain output patterns of different combination of these
type mutual inhibition networks with more than two neurons and they specify
possible ways of controlling frequency and pattern of them in detail. The generic
model of a Matsuoka Oscillator is given in (2.1)-(2.4).
τix˙i = −xi +
2∑
j=1
wijyj − βfi + si (2.1)
τ ′i f˙i = −fi + yi (2.2)
yi = g(xi) (2.3)
v = x1 − x2 (2.4)
where xi, wij, yj, fi, si, τi and τ
′
i stand for internal state of i
th neuron, coupling
weight from jth to ith neuron, output of jth neuron, self-inhibition effect of the
ith neuron, external input of ith neuron and time constants in terms of [16]. In
the CPG applications one oscillator which consist of two cells is used per joint of
robot.
2.1.2 Amplitude Controlled Phase Oscillator
In terms of [18], Amplitude Controlled Phase Oscillator (ACPO) are modified
version of Phase Oscillators (PO) which may be the one of the simplest oscillator
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type. Although PO and ACPO are simple oscillators, they have a large imple-
mentation area in robotics such as modular robots, snake robots and robot arms
(see [19], [20] and [21]). Their simple structures enable us to define direct con-
tribution of its each parameter to output of oscillator. For this reason, oscillator
structure enables researchers to find useful ways of modulating and programming
their output such as Fourier analysis based (see [21]) and Powell’s method based
(see [19]) techniques. The employed ACPO oscillator model in [20] is given in
(2.5)-(2.7) and its variables are explained below.
θ˙i = 2pivi +
∑
j
rjwijsin(θj − θi − φij) (2.5)
r¨i = ai(
ai
4
(Ri − ri)− r˙i) (2.6)
xi = ri(1 + cos(θi)) (2.7)
where θi, vi, ai denotes phase of oscillator, intrinsic frequency, rate of convergence
of ri to Ri of oscillator output amplitude, respectively. Coupling weight wij
and phase bias φij determine the interaction conditions with other oscillators in
network such as phase lags between oscillators. In the robot control problems
with CPG implementations, one oscillator is used per joint of robot.
2.1.3 Van Der Pol Oscillator
Cell model of Van Der Pol (VDP) oscillator is given in Figure (2.8), see [11].
VDP oscillator is a second order differential equation so it is enough to use one
oscillator cell per each joint in CPG applications.
x¨− α(p2 − x2)x˙+ w2x = 0 (2.8)
where α, p and w defines shape, amplitude frequency of output generally but p
and α also have effect on frequency of oscillation. Output of oscillator is denoted
with x variable. Coupling of VDP oscillator with others requires modification
given in (2.9), see [11].
x¨i − α(p2i − x2ai)x˙+ w2xai = 0 (2.9)
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where i denotes cell number and xai is weighted sum of neighbor cells as given in
(2.10).
xai =
∑
j
wijxj (2.10)
2.2 Central Pattern Generator Networks
Central pattern generators consist of networks of coupled oscillators which are
able to generate periodic waveforms, see [21]. Central adjective denotes that
oscillator network can sustain oscillation without taking any sensory feedback
[10]. In addition to these, single oscillator is placed per each joint of robot in the
standard configuration of CPGs hence coupling oscillators of CPG with feedback
signals become easy. Under some conditions which depend on the chosen oscil-
lator type, coupling of these oscillators may carry specific phase difference and
output frequency through robot body. Thus, CPGs have capability of generating
stable motion with various physical design such as [19] which claims that CPG
type controller are capable of producing stable locomotion with different physical
structures of a modular robot. In addition to their stable oscillation generation
abilities, they serve designers who try to control robots which have high degree of
freedom by restricting their parameter spaces which is a suitable way of reducing
dimensionality of robot model. Also, designers can control a robot with limited
number of input variable via CPG approach.
There are different CPG network designs and also ways of determining pa-
rameters of oscillators. In the design of CPG networks, we first need to choose
suitable oscillator model in terms of our control problems after that parameters of
oscillators need to be determined. At this stage there are mainly two ways; super-
vised and unsupervised learning methods. Gradient descent learning algorithms
are good examples for supervised learning method. These type methods need a
desired data set and try to minimize a error function which is difference between
desired set patterns and CPG output. Evolutionary algorithms and reinforcement
type algorithm are good examples for unsupervised learning algorithms, see [22]
and [23]. In these type algorithms, designer gives the definition of a good network
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output and learning algorithm tries to find out oscillator parameters which satisfy
desired behaviours.
Although CPGs have these advantages, they are able to produce limited
amount of output pattern because of their dimensionality reduction property.
These limitations prevent multipurpose use of limbs. However, fully recurrent
neural networks (RNN) type controllers allow multipurpose usage of limbs. For
this reason, we will focus on RNNs in the remaining part of the thesis.
2.3 Recurrent Neural Networks
Recurrent neural networks consist of neuron units which have mutual connections
with other neurons of neural network. Definition of these neuron units may also
involve differential terms and these differential equations may help them to behave
in a similar way to biological neuron models, see [24]. As an illustration of these,
equations of Leaky integrator neuron model is given in (2.11) and (2.12), see [25].
Leaky integrator neuron model is well-known and simple neuron model and its
output is similar to simplified version of EEG signals [26].
τi
dyi(t)
dt
= −yi(t) + σ(xi(t)) + Iexti (t) i = 1, 2, . . . , N (2.11)
xi(t) =
N∑
j=1
wijyj(t) (2.12)
where parameters y, w, τ , x, σ and Iext are activation level vector, connection
weight matrix to be modified by the learning, time constant vector to be modified
by the learning, weighted input to neuron unit, neuron activation function, and
time-varying vector of external input, respectively.
Typical structure of a RNN is given in Figure 2.1. Leaky integrator neuron
model is a continuous neuron model and its network is also a continuous time
recurrent neural network (CTRNN) so we need to employ some numerical meth-
ods in order to determine output of these type of RNNs. When we apply Euler
8
method in (2.13) to (2.11) with ∆t time steps, we obtain discrete version of (2.11)
as shown in (2.14).
dyi(t)
dt
≈ yi(t+ ∆t)− yi(t)
∆t
(2.13)
y˜(t+ ∆t) =
(
1− ∆t
τi
)
y˜(t) +
∆t
τi
σ(x˜i(t)) +
∆t
τ i
Iexti (t) (2.14)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
x(t) 
 
z(t) 
u(t) 
 
v(t) 
 w(t) 
Output 
Neurons 
  
Hidden 
Neurons 
Input 
Neurons 
Outputs,  
yo(t) 
 
 
Inputs, 
I
ext
(t)
 
 
Figure 2.1: Recurrent neural network configuration.
where network consists of two output neurons, unspecified number of hidden
neurons and three input neurons.
When we demonstrate change of networks inputs and outputs with ∆t time
steps, we reach a layered structure in time such as shown in Figure 2.2. In this
figure, each column denotes same neuron but in a different time step. Basically
neurons take their previous outputs as inputs to generate new outputs at a time
step. From this point of view, it seems similar to deep neural networks (DNN)
but RNN has outputs at each time layer so its learning procedure becomes more
complicated and the use of backpropagation algorithm is prevented with training
purposes. At this stage, well known learning technique backpropagation, which
is used in training of DNN widely, is generalized to RNNs in order to train RNNs
9
efficiently, see [27]. The name of this new algorithm is Backpropagation Through
Time (BPTT) and we explain the implementation of BPTT in the Section 2.4 in
detail.
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2.4 Back-propagation Through Time
Leaky integrator neuron model is given in (2.11)-(2.12) and (2.14). In terms of
[28], we first need to define variation of error with respect to of activation of an
output neuron in order to begin the propagating error through network so we
define (2.15).
ei(t) =
δE
δyi(t)
(2.15)
Let us choose classical mean squared error (MSE) definition which is given in
(2.16) in which yi and di denote activation level of output neurons and desired
activation level, respectively.
E =
1
2
∑
i
∫ t1
t0
(di(t)− yi(t))2dt, for output neurons (2.16)
In terms of MSE definition, variation of error with respect to activation of output
neuron takes the form of (2.17)
ei(t) =
∂E
∂yi(t)
= yi(t)− di(t), for output neurons, otherwise ei(t) = 0 (2.17)
Error gradient with respect to activation of a neuron is given in (2.18) at contin-
uous time.
dzi
dt
=
1
τi
zi − ei −
∑
j
1
τj
wijσ
′(xj)zj with boundary condition zi(t1) = 0 (2.18)
By employing Euler method, which is given in (2.13), discrete version of (2.18)
can be found as in (2.19).
z˜i(t) =
(
1− ∆t
τi
)
z˜i(t+∆t)+∆t
N∑
j
1
τj
wijf
′(xi(t))z˜j(t+∆t)+∆tei(t) with z˜i(t1+∆t) = 0
(2.19)
Continuous time and their discrete versions of error gradients with respect to
network parameters are given in (2.20) and (2.21).
∂E
∂wij
=
1
τi
∫ t1
t0
zi(t)σ
′(xi(t))yj(t) dt
≈ ∆t
t1−t0
∆t∑
k=1
1
τi
zi(t0 + k∆t)σ
′(xi(t0 + (k − 1)∆t))yj(t0 + (k − 1)∆t)
(2.20)
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∂E
∂τi
=− 1
τi
∫ t1
t0
zi(t)
dyi(t)
dt
dt
=− 1
τ 2i
∫ t1
t0
zi(t)[−yi(t) + σ(xi(t)) + Iexti (t)] dt
≈− ∆t
τ 2i
t1−t0
∆t∑
k=1
zi(t0 + k∆t)[−yi(t0 + (k − 1)∆t)
+ σ(xi(t0 + (k − 1)∆t)) + Iexti (t0 + (k − 1)∆t)]
(2.21)
Update rule of connection matrix w and time constant vector τ are given in (2.22)
and (2.23), respectively. Hence network parameters move in negative gradient
direction and error is minimized.
new wij = wij + ∆wij = wij − c ∂E
∂wij
(2.22)
new τi = τi + ∆τi = τi − c∂E
∂τi
(2.23)
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Chapter 3
Application of Various
Regularization and Acceleration
Techniques for Recurrent Neural
Network Training
In [27], back-propagation algorithm has been generalized to recurrent neural net-
works (RNN) and finite length pattern generation aimed training procedure of
this type of networks have become a topic of interest afterwards. Despite of these
developments, predefined pattern training in this of type networks still have some
difficulties, which is a subject under investigation. To demonstrate the possible
problems encountered in the training of RNN’s as a pattern generator, in this
chapter we will consider the generation of Figure 8 pattern which appears to be
inherently difficult and has been investigated in various papers, see e.g. [25].
Although a RNN with ten hidden neurons may be able to reproduce single Fig-
ure 8 at the end of the training, see [25], RNN with thirty hidden neurons may
not repeat the same performance corresponding to given, untrained but close
inputs to trained network with eight different training pattern, see [28]. This
is a well-known problem encountered in the training of RNN’s and shows their
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possible drawbacks for possible applications, and it may cause unpredictable er-
rors. When different inputs like test set inputs are applied to recurrent neural
networks, even if network was trained with close inputs and learnt them well,
generated patterns can be deformed in an undesired way. Although predefined
structures and restricted connections of oscillator schemes prevent this type of
problems, larger capabilities of RNNs are still worth trying to solve these diffi-
culties. Basically, this problem is similar to overfitting phenomenon and there
are some regularization techniques which have been developed to overcome this
problem in feedforward type of networks. In addition to this problem, training
time is another important criterion for both of feedforward and recurrent type of
neural networks and there are some ways to decrease the convergence time for
feedforward type of networks.
In this chapter, we have evaluated performance of various acceleration and reg-
ularization techniques in pattern generation with RNN, applied to the generation
of various Figure 8 patterns.
3.1 Simulation Template
Figure 8 pattern generation problem is taken from [28], in order to be used as
a test problem for interpreting performance of applied algorithms and it is a
well-known benchmark problem for the evaluation of both training and testing
performance of RNN, see e.g. [25] and [29]. The Figure 8 have crossing points so
that it requires hidden neurons to memorize the state, thus problem becomes a
hard enough problem for both training and testing.
For the generation of the both training and test sets, the following formula
given by (3.1) is utilized. In (3.1), θ represents the rotation angle, t is the time,
the bias term (0.5, 0.5)t represents the center of the Figure 8. As a typical figure
for e.g. θ = 0, see the first figure in Figure 3.1. The training set outputs are
chosen with equally spaced eight θ values for θ = npi/4, n = 0, 1, ..., 7. These
training set values are shown in Figure 3.1. For the test patterns we chose θ =
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npi/4 + pi/8, n = 0, 1, ..., 7, as shown in Figure 3.2. To generate these signals,
we consider a neural network structure with 2 outputs, representing x and y
components and 3 inputs, which are chosen as
yo(t) =
[
x(t)
y(t)
]
= 0.4
[
cos(θ) − sin(θ)
sin(θ) cos(θ)
][
sin(pit/16)
sin(pit/8)
]
+
[
0.5
0.5
]
(3.1)
Iext(t) =

u(t)
v(t)
w(t)
 =

sin(θ)
cos(θ)
0.5
 (3.2)
These patterns are employed to evaluate acceleration capabilities of employed
algorithms in following sections. First and second rows of Figure 3.1 and Figure
3.2 may seem similar but there are 180 degree difference between them and motion
directions are specified with arrows to prevent any confusion in these figures.
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Figure 3.1: Training Set Patterns.
In the remaining part of this chapter, same neural network configuration, see
2.1, and initial values were employed to compare the results of different algo-
rithms, unless any difference is specified for simulations. In this network, 2
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Figure 3.2: Test Set Patterns.
output, 30 hidden and 3 input neurons with sigmoid type of activation func-
tion were trained with benefiting from back-propagation through time algorithm,
see (2.11)-(2.23). In addition to these, definition of sigmoid function is given in
(3.3). In the learning process, time constant of each neuron unit was initialized
as one, same initial w connection weight matrix, which has zero incoming weights
for three input neurons, was utilized all time. Time constants and connection
weights of input neurons were not updated until the end of the training proce-
dure. Furthermore, desired patterns consist of two period of figure 8 data, in
order to be sure for learning of periodicity of pattern by trained network.
σ(xi(t)) =
1
1 + e−xi(t)
(3.3)
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3.2 Learning Constant
The selection of learning constants is an important step of implementation part of
gradient descent type learning algorithms. Optimum learning constant needs to
be small enough in order to track negative gradient direction, so that undesired
oscillations can be prevented. Also, it needs to be big enough to be able to
finish learning in a reasonable time. In the feedforward type of neural networks,
suitable learning constant may be found by trial and error method most of time,
although there are some techniques to find a good starting point for fine tuning
operation. In this section, learning constant selection was performed with trial
and error method by benefitting from simulations for RNN.
In these simulations, we considered the training algorithm given by (2.11)-
(2.23), with a neural network structure has 3 input neurons, 30 hidden neurons
and 2 output neurons as shown in Figure 2.1. During training process, inputs of
network are generated with (3.2) for θ = npi/4, n = 0, 1, ..., 7 values and network
is trained with corresponding 8 training patterns in Figure 3.1. In test part,
inputs of network are generated with (3.2) for θ = npi/4 + pi/8, n = 0, 1, ..., 7
values and output of network is compared with corresponding 8 test patterns in
Figure 3.2. The results of performed simulations for different learning constants,
c = 0.1, 0.3, 1, 3 and 10 are given in Figure 3.3.
In terms of Figure 3.3, large learning constants accelerate training but may
cause oscillations as seen for c = 10, on the other hand, small learning constants
may cause overfitting and postpone convergence over training set as occurred
for c = 0.1 and c = 0.3. From this point of view, it can be concluded that
the best learning constant for this configuration is c = 1 and as a result RNN
showed a similar behavior with behaviors of feedforward type of neural networks
for different learning constants. Error value change of each of training and test
patterns can be seen in Figure 3.4 along training process. In terms of Figure 3.4,
after some point further training decreases test set performance generally and this
is another similar behavior with feedforward type neural networks. Figure 3.5 is
outputs of trained RNN at the end of the training and it can be seen that there
17
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are deformations in addition to expected required rotation in test set patterns
when training set patterns are very similar to desired ones. This means networks
partially learnt how to generalize output of network according to given inputs
by applied training, but its success rate is very low when it is compared with
training set results. In the remaining part of this chapter, learning rate c = 1
will be added to all comparison plots and it will be used as a base performance
level.
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3.3 Modified Delta-Bar-Delta Learning Rule
Importance and hardness of selection of suitable learning constant has directed
researchers to find an autonomous way for this operation. In this section, one
algorithm which automatize most of selection process of the learning constant is
explained and related simulation results are given in Section 3.3.1 and Section
3.3.2. The algorithm, which is called delta-bar-delta learning rule, is proposed
for feedforward type of neural networks in [30], and it is modified and applied to
RNNs in [31]. In this algorithm, each trainable parameter of neural network has
its own learning rate and this differentiates the algorithm from original gradient
descent algorithm, which has one global learning rate for all parameters. By
this algorithm, performance improvement has been obtained in training of neural
networks, because learning rates are adjusted in terms of instant needs of training
process continuously.
In terms of proposed algorithm, each parameter in network is updated with
(3.4)), and (3.5) instead of (2.22), and (2.23), respectively.
wij(t) = wij(t− 1) + ∆wij(t) = wij(t− 1)− cij(t) ∂E
∂wij
= wij(t− 1)− cij(t)δij(t)
(3.4)
τi(t) = τi(t− 1) + ∆τi(t) = τi(t− 1)− ci(t)∂E
∂τi
= τi(t− 1)− ci(t)δi(t) (3.5)
Secondly, learning rate of each parameter in network is updated in following way
cij(t) = cij(t− 1) + ∆cij(t) (3.6)
ci(t) = ci(t− 1) + ∆ci(t) (3.7)
Finally, rate of change of learning rates are determined by
∆cij(t) =

K if δij(t− 1)δij(t) > 0
−φcij(t) if δij(t− 1)δij(t) < 0
0 otherwise.
(3.8)
∆ci(t) =

K if δi(t− 1)δi(t) > 0
−φci(t) if δi(t− 1)δi(t) < 0
0 otherwise.
(3.9)
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where K, φ, cij and ci are additive increase, multiplicative decrease, learning rate
of connection matrix and time constants parameters, respectively. In addition to
this equation, additive increase parameter, K, needs to be adjusted when error
rate of network was too small, a global parameter, Λ, was introduced to algorithm
with Formula (3.10) in order to make proportional additive increase to instant
error rate.
K = ΛE(t) (3.10)
In the following, we will apply this algorithm for the training and testing of
Figure 8 patterns. In the following simulations, we will use (2.11)-(2.21) and
(3.4)-(3.9) for a RNN structure with 3 input neurons, 30 hidden neurons and 2
output neurons as shown in Figure 2.1.
During the simulations, it is realized that temporary spikes in error value, E,
decreases stability and speed of algorithm. In order to prevent this problem, an
error upper bound which is close to initial error value of untrained network is set
and usage of this modification is specified in comparison plots with min(E, 5)
term instead of only E term. Moreover, 0.05 is chosen as lower bound of time
constants to enhance stability of training procedure. The reason of time constant
limitation is explained in the Section 3.9.
3.3.1 Single Pattern Training
In [31], only one pattern was trained and there was no test set result. In this
thesis, this algorithm was run for two times. In the first run, single pattern
training for θ = 0 degree was performed for configuration of φ=0.5, see (3.8)
and (3.9), and some Λ parameters, then its performance was compared with
performance of constant learning rate utilization in Figure 3.6.
In terms of Figure 3.6, it is easy to say that high Λ usage, like Λ = 0.2,
with maximum error value limitation is more successful than low Λ usage such
as Λ = 0.01 with or without maximum error limitation because it decreases the
convergence time of network successfully. On the other hand, when we compare
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Λ = 0.2 and Λ = 0.01 utilization without maximum error limitation configura-
tions, it can be concluded that high Λ usages, like Λ = 0.2, without maximum
error value limitation, effect the performance of algorithm in a negative way as
seen in Figure 3.6. From this point of view, error upper bound utilization is a
beneficial tool for RNN training with this algorithm. Furthermore, algorithm
generally outperformed constant learning rate utilization because it gives better
results under maximum error limitation than constant learning rate c = 1 utiliza-
tion in training and test pattern as seen in Figure 3.6. The performance of trained
RNN with maximum error limitation, time constant limitation and Λ=0.2 con-
figuration can be examined with Figure 3.7, and Figure 3.8. These figures shows
that network learnt well Pattern set #1 which consists of one training and one
test patterns for θ = 0 and θ = 22.5 degree, respectively but it cannot show same
performance over other training and test patterns because network was trained
for only first training pattern so network cannot give any reasonable meaning to
the corresponding inputs of other patterns.
23
Epoch Number
0    5000 10000 15000 20000 25000 30000
Av
er
ag
e 
Er
ro
r V
al
ue
0
1.2
2.4
3.6
4.8
6
7.2
8.4
9.6
10.8
12
Average Error Value over Training Set vs Epoch Number
Normal Learning Rate c=1
K=Λ*min(5,E), Λ=0.2
K=Λ*min(5,E), Λ=0.01
K=Λ*E, Λ=0.2
K=Λ*E, Λ=0.01
Epoch Number
0    5000 10000 15000 20000 25000 30000
Av
er
ag
e 
Er
ro
r V
al
ue
0
0.03
0.06
0.09
0.12
0.15
0.18
0.21
0.24
0.27
0.3
Zoomed Version of Average Error Value over Training Set vs Epoch Number
Normal Learning Rate c=1
K=Λ*min(5,E), Λ=0.2
K=Λ*min(5,E), Λ=0.01
K=Λ*E, Λ=0.2
K=Λ*E, Λ=0.01
Epoch Number
0    5000 10000 15000 20000 25000 30000
Av
er
ag
e 
Er
ro
r V
al
ue
0
1.2
2.4
3.6
4.8
6
7.2
8.4
9.6
10.8
12
Average Error Value over Test Set vs Epoch Number
Normal Learning Rate c=1
K=Λ*min(5,E), Λ=0.2
K=Λ*min(5,E), Λ=0.01
K=Λ*E, Λ=0.2
K=Λ*E, Λ=0.01
Figure 3.6: Performance comparison for different Λ parameters along training.
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Figure 3.7: Changes on error values of test and training patterns for Λ = 0.2
along training.
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Figure 3.8: Output of trained recurrent neural network for Λ = 0.2.
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3.3.2 Multi Pattern Training
In [31], there was no result about success of proposed algorithm over a set of
training patterns. In the second run, multi pattern training for θ = npi/4, n =
0, 1, ..., 7 degree was performed for configuration of φ=0.5, see (3.8) and (3.9),
and some Λ parameters, then its performance was compared with performance
of constant learning rate utilization in Figure 3.9.
Although proposed algorithm accelerates single pattern training, it was neither
able to accelerate training process and nor able to track negative error gradient
direction as seen in Figure 3.9. Even if maximum error value was applied to all
training trials, a stable training was not obtained for Λ = 0.01 and Λ = 0.2.
For Λ = 0.2, training patterns are taught until approximately 9500th epoch but
after it network diverged from negative gradient direction. If we examine test set
performance of algorithm in Figure 3.9, it is also unsuccessful inevitably. Hence
as a result, it appears that this method is not suitable for the training of a set
of patterns as it is and apparently needs some modifications but this point needs
further investigations.
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Figure 3.9: Performance comparison for different Λ parameters along training.
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3.4 Momentum
Momentum is a widely utilized and successful training acceleration technique in
feedforward type of neural networks. In terms of [30], momentum term increases
its weight in update functions when consecutive error gradients have similar di-
rections thus it shows a similar behaviour with adaptive learning rate algorithm,
given in Section 3.3. In addition to its training acceleration capability, it also
increases stability of training procedure. At the same time, it is a suggested ac-
celeration technique for recurrent neural networks, see [28], and [31]. We utilize
this technique in our work in order to compare its training and test set perfor-
mances with other techniques.
Momentum method is implemented by modifying (2.22), and (2.23) as in
(3.11), and (3.12) as given in [30].
wij(t) = wij(t− 1) + ∆wij(t) = wij(t− 1)− (1− a)c ∂E
∂wij
+ a∆wij(t− 1) (3.11)
τi(t) = τi(t− 1) + ∆τi(t) = τi(t− 1)− (1− a)c∂E
∂τi
+ a∆τi(t− 1) (3.12)
where 0 < a < 1 is the momentum constant, c is the learning constant.
In these simulations, we considered the training algorithm given by (2.11)-
(2.21) and (3.11)-(3.12), with a neural network structure has 3 input neurons, 30
hidden neurons and 2 output neurons as shown in Figure 2.1. During training
process, inputs of network are generated with (3.2) for θ = npi/4, n = 0, 1, ..., 7
values and network is trained with corresponding 8 training patterns which are
output of (3.1). In test part, inputs of network are generated with (3.2) for
θ = npi/4 + pi/8, n = 0, 1, ..., 7 values and output of network is compared with
corresponding 8 test patterns which are output of (3.1). The results of per-
formed simulations for different momentum constants, a = 0, 0.1, 0.4, 0.5 and 0.9
are given in Figure 3.10.
First of all, convergence was obtained with all tried momentum constants as
can be seen in Figure 3.10. Even if a = 0.1 was a small momentum constant
selection, it increased the speed of convergence of network over training set and
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enhanced generalization capability of network over test set. Although momentum
constants a = 0.4 and a = 0.5 were bigger than a = 0.1, they were not able to
decrease training time. Furthermore, the highest momentum constant selection,
a = 0.9, accelerated training process but it decreased the generalization perfor-
mance of network over test set patterns which is a similar behaviour that seen for
high learning constant utilization in Figure 3.3. As can be seen, momentum con-
stant usage generally accelerates training procedure of network but its effects on
test set patterns are in different ways and cannot be generalized easily. Although
test set performance of network was increased with a = 0.1, and a = 0.5 momen-
tum constants compared to a = 0 usage, network showed a worse performance for
a = 0.4, and a = 0.9 values than a = 0 utilization. This strange behaviour can be
related with overfitting, and coincidence because for momentum constant a = 0.5
very good regularization performance was obtained, on the other hand, another
similar momentum constant which is a = 0.4 was applied to verify and determine
the reason of this success, unfortunately, network was not be able repeat same
performance for a = 0.4. For momentum constant a = 0.5 change of error values
over test and training patterns along training are given in Figure 3.11 and output
of trained network can be seen in Figure 3.12.
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Figure 3.10: Performance comparison for different momentum constant parame-
ters along training.
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Figure 3.11: Changes on error values of test and training patterns for momentum
constant a = 0.5 along training.
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Figure 3.12: Output of trained recurrent neural network for momentum constant
a = 0.5.
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3.5 Cross-Entropy Cost Function
The cross-entropy function utilization is an effective method to increase training
speed and performance of feedforward type of neural networks in classification
problems, see [32], because of its harmony with nature of classification. In terms
of [33], it outperforms mean squared error (MSE) definition and its utilization
rate increases day after day in literature. According to [34], its implementation
basically requires a different cost function, (3.13), instead of given MSE function
definition in (2.16), and its derivative cancels out downside effects of employed
activation function related with learning speed decrement, hence performance of
training algorithm is enhanced.
E = −
∑
i
∫ t1
t0
(di(t) ln yi(t) + (1− di(t)) ln(1− yi(t)))dt (3.13)
where di(t) and yi(t) are given as desired output vector and values vector of
output neurons, respectively.
This cost function modification changes thedefinition of partial derivative with
respect to output neuron value, (2.15), to (3.14).
ei(t) = − di(t)− yi(t)
yi(t)(1− yi(t)) , for output neurons, otherwise ei(t) = 0 (3.14)
In these simulations, we considered the training algorithm given by (2.11)-
(2.19), (3.14), (2.20)-(2.23), with a neural network structure has 3 input neurons,
30 hidden neurons and 2 output neurons as shown in Figure 2.1. During training
process, inputs of network are generated with (3.2) for θ = npi/4, n = 0, 1, ..., 7
values and network is trained with corresponding 8 training patterns which
are output of (3.1). In test part, inputs of network are generated with (3.2)
for θ = npi/4 + pi/8, n = 0, 1, ..., 7 values and output of network is compared
with corresponding 8 test patterns which are output of (3.1). The results of
simulations with cross-entropy error definition for different learning constants,
c = 0.01, 0.02, 0.06, 0.1, 0.2, 0.4 and with MSE definition for learning constant
c = 1 are given in Figure 3.13 which is generated with error definition in (2.16)
instead of (3.14) to be able to compare performance of this algorithm with others.
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The effects of different learning rates for a network which uses cross-entropy
type of error definition is similar to one that uses (MSE) definition. First, Figure
3.13 demonstrates that small learning rates, c = 0.01, c = 0.02 and c = 0.06,
increases training time of network and shows a bad regularization effects over test
set patterns. However large learning rates, c = 0.2 and c = 0.4, showed better
test and training set performance than MSE function utilization with learning
rate c = 1. They decreased convergence time and reached a better generalization
level as shown in 3.13 with learning rate c = 0.4. For this configuration, error rate
change along training can be evaluated with Figure 3.14 and output of network
can be seen in Figure 3.15.
From this point of view, it can be concluded that different error definitions
may help to regularize a recurrent neural network and decrease training time at
the same time.
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Figure 3.13: Performance comparison for different learning constant parameters
along training.
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Figure 3.14: Changes on error values of test and training patterns for learning
constant c = 0.4 parameters along training.
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Figure 3.15: Output of trained recurrent neural network for learning constant
c = 0.4.
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3.6 L1 Regularization
In terms of [35], L1 regularization forces absolute sum of connection matrix pa-
rameters to be small and it may prevent overfitting of networks weights over
training data in feedforward type of neural networks, hence it helps to increase
recognition performance of feedforward type of neural networks over test set data.
This increment results from modification in cost function as shown in (3.15), and
it changes weight update formula (2.22) to (3.16) in terms of [34].
E =
1
2
∑
i
∫ t1
t0
(yi(t)− di(t))2dt+ Λ
n
∑
w
|w| (3.15)
new wij = wij − c ∂E
∂wij
− cΛ
n
sgn(wij) (3.16)
where di(t), yi(t), Λ, c, n and sgn(wij) are given as desired output vector, value
vector of output neurons, regularization weight parameter, learning constant,
chosen time step number in discretization process and sign of wij, respectively.
In these simulations, we considered the training algorithm given by (2.11)-
(2.21), (3.16) and (2.23), with a neural network structure has 3 input neurons, 30
hidden neurons and 2 output neurons as shown in Figure 2.1. During the training
process, inputs of network are generated with (3.2) for θ = npi/4, n = 0, 1, ..., 7
values and network is trained with corresponding 8 training patterns which are
output of (3.1). In the test part, inputs of network are generated with (3.2) for
θ = npi/4 + pi/8, n = 0, 1, ..., 7 values and output of network is compared with
corresponding 8 test patterns which are output of (3.1). In order to evaluate
performance of L1 regularization, simulations in Figure 3.16 are performed for
four different Λ value which are Λ=0.05, 0.005, 0.0005 and Λ=0. The Figure 3.16
is generated with error definition in (2.16) instead of (3.15) to be able to compare
performance of this algorithm with others easily.
In terms of simulations in Figure 3.16, high Λ value utilization may prevent
convergence such as seen for Λ = 0.05. In addition to this, L1 regularization
did not accelerate training and increase test set performance for Λ = 0.005 and
Λ = 0.0005 values. It may be concluded that L1 regularization is not beneficial for
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acceleration and generalization purposes in RNNs. Although L1 regularization
shows a poor performance, error change plot Figure 3.17 and output plot Figure
3.18 of trained network are added to demonstrate effects of L1 regularization in
each pattern for Λ=0.0005 value.
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Figure 3.16: Performance comparison for different L1 regularization weight pa-
rameters along training.
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Figure 3.17: Changes on error values of test and training patterns for L1 regu-
larization weight Λ = 0.0005 along training.
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Figure 3.18: Output of trained recurrent neural network for L1 regularization
weight Λ = 0.0005.
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3.7 L2 Regularization
L2 regularization function is another well-known method to prevent performance
loss over test set recognition ability in later stages of training. In order to succeed
this mission, it forces sum of squares of connection matrix parameters to be small,
see [35]. To implement the algorithm, MSE function, (2.16), is modified as shown
in (3.17) and this modification changes connection matrix weight update formula
as in (3.18) in terms of [34].
E =
1
2
∑
i
∫ t1
t0
(yi(t)− di(t))2dt+ Λ
2n
∑
w
w2 (3.17)
new wij = wij − c ∂E
∂wij
− cΛ
n
wij (3.18)
where di(t), yi(t), Λ, c and n are given as desired output vector, value vector of
output neurons, regularization weight parameter, learning constant and chosen
time step number in discretization process, respectively.
In these simulations, we considered the training algorithm given by (2.11)-
(2.21), (3.16) and (2.23), with a neural network structure has 3 input neurons, 30
hidden neurons and 2 output neurons as shown in Figure 2.1. During the training
process, inputs of network are generated with (3.2) for θ = npi/4, n = 0, 1, ..., 7
values and network is trained with corresponding 8 training patterns which are
output of (3.1). In the test part, inputs of network are generated with (3.2) for
θ = npi/4 + pi/8, n = 0, 1, ..., 7 values and output of network is compared with
corresponding 8 test patterns which are the output of (3.1). In order to evaluate
performance of L2 regularization, simulations in Figure 3.19 are performed for
four different Λ values which are Λ = 0.05, 0.005, 0.0005 and Λ = 0. The Figure
3.19 is generated with error definition in (2.16) instead of (3.17) to be able to
compare performance of this algorithm with others easily.
In terms of these simulations, high Λ values may cause oscillations and L2
regularization does not accelerate training over training set patterns. In addition
to these, it does not help network to generate better test results by generalizing
40
training inputs. For only Λ = 0.005, network was able increase test set perfor-
mance so most probably this gain may be result of a coincidence. To be able to
examine effects of L2 regularization on each pattern more deeply, error change
plot Figure 3.20 and output plot Figure 3.21 of trained network are given for
Λ = 0.005 value.
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Figure 3.19: Performance comparison for different L2 regularization weight pa-
rameters along training.
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Figure 3.20: Changes on error values of test and training patterns for L2 regu-
larization weight Λ = 0.005 along training.
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Figure 3.21: Output of trained recurrent neural network for L2 regularization
weight Λ = 0.005.
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3.8 Dropout
In terms of [34], dropout is another successful regularization technique for feed-
forward type of neural networks, and all internal structure of neural network are
changed instead of modifying only weight update equation, like in L1 and L2
regularization techniques, in the implementation of this technique. It has differ-
ent applications like training of multilayer perceptron networks or designing of
autoencoder which are used for dimensionality reduction and feature extraction
aims. In addition to these, dropout may outperform L1 and L2 regularization
techniques to prevent overfitting in recognition tasks, see e.g. [36]. In spite of its
widely usage in feedforward networks, there is no work which show its implemen-
tation to recurrent neural networks with leaky integrator neuron model. There
are some works, see e.g. [1], [37], which use dropout in the feedforward layers of
neural networks which have recurrent and feedforward neural layers together. [2]
claims that dropout technique is applied to hidden neurons of RNN in order to
solve overfitting related recognition difficulties, however, there is no further infor-
mation about how it is implemented in recurrent layers. Under these condition,
we tried to implement dropout technique in various ways in order to evaluate
performance of them as seen in Figure 3.22.
In these simulations, we considered the training algorithm given by (2.11)-
(2.23), with a neural network structure has 3 input neurons, 30 hidden neurons
and 2 output neurons as shown in Figure 2.1. To implement dropout method,
drop process is applied to only hidden neurons in RNN in order to protect func-
tionality of the network. During the training process, inputs of network are
generated with (3.2) for θ = npi/4, n = 0, 1, ..., 7 values and network is trained
with corresponding 8 training patterns which are output of the (3.1). In the test
part, inputs of network are generated with (3.2) for θ = npi/4+pi/8, n = 0, 1, ..., 7
values and output of network is compared with the corresponding 8 test patterns
which are the output of (3.1).
Dropout method is implemented in following two different ways. In the first
way, a drop rate, p, is determined between 0 and 1 and corresponding amount of
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hidden neurons are isolated from rest of the network in the first epoch and trained
remaining ones along one epoch. In subsequent epoch, we randomly delete same
amount of hidden neurons again and trained network and training was continued
like this as applied in feedforward networks. By utilizing this method, simula-
tions are performed for p = 0.033, 0.066, 0.1 and, 0.5 drop rates and the results
are obtained in Figure 3.22. Despite of long training, any convergence cannot
be obtained for p = 0.5 drop rate as seen in Figure 3.22 with Random Isolation.
For p = 0.1 drop rate some amount of convergence over training set patterns is
obtained until approximately 13000th epoch, after that network diverged from
training set patterns, suddenly. For p = 0.033 and p = 0.066 convergence over
training set was obtained and configuration with p = 0.066 gave very good test
set performance, on the contrary, configuration with p = 0.033 drop rate shows
bad test set performance as seen in Figure 3.22. In terms of simulations, random
nature of this technique complicates reasoning from simulations but we can con-
clude that small drop rates generally gave better training and test set results than
big drop rates. In the second way, we divided network to two isolated groups,
each consist of 15 neurons, and let them to make interconnections between neu-
rons in same group along training, and prevent any connection between these
two preselected neuron groups. Under these conditions, training is performed
by alternating training neuron group and isolating other group from rest of the
network in each epoch. Thus, in total two neurons group are trained and these
are given in Figure 3.22 by Upper Half Part, p=0.5 and Lower Half Part, p=0.5
labels. In addition to these, a third network is generated by combining these two
neuron groups and is added to Figure 3.22 with Combination of Parts, p=0.5
label. It is interesting to see that combination of these two small networks gave
better training and test set performance than each one of the small networks. The
high generalization performance of combined network shows that combination of
separately trained networks may reach better generalization levels than trained
network as a whole has same neuron number in total.
Although some dropout implementations reach better test set performance
with these methods, training set performance and reliability of these techniques
are low. The low performance of this technique may be related with function of
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hidden neurons which behaves like a finite state machine and stores current state
of network when some of them are randomly deleted from network, performance
losses occurs inevitably. Utilization of second technique satisfies better training
set results than techniques which include random isolation method. Moreover
it shows a better test performance than base performance level normal learning
constant c = 1 configuration in Figure 3.22. To evaluate performance of it, its
error change patterns along training process and output patterns are given in
Figure 3.23 and Figure 3.24.
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Figure 3.23: Changes on error values of test and training patterns for combination
of two networks configuration along training.
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Figure 3.24: Output of trained recurrent neural network for combination of two
networks configuration.
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3.9 Time Constant Limitation
In training process, connection matrix weights and time constant parameters are
updated to teach desired behaviour to network but sometimes this update stage
may generate some problems, especially time constant updates may be prob-
lematic because if one of the time constant parameter is close to zero, applied
parameter update may push it into the negative values as a result of it, neuron
with negative time constant generates unbounded outputs in following forward
propagation part of subsequent learning stage. This unbounded output increases
error gradient and pushes all other weights of network to unreasonable values.
In order to overcome this problem, a positive time constant value must be de-
termined as lower bound, see e.g. [31]. In this thesis, simulations in Section
3.3, Section 3.6, Section 3.7, and Section 3.8 are performed with time constant
limitation with 0.05 lower bound to enhance stability of training procedure.
3.10 Analysis and Discussion
In terms of simulations in this chapter, momentum and cross-entropy cost func-
tion is beneficial techniques to accelerate teaching process of single pattern or a
set of patterns to RNNs. In addition to these, a single pattern need to be taught
to RNN, delta-bar-delta learning rule is another effective acceleration technique
but it works only in training of single pattern well. From this point of view,
most of the acceleration techniques of feedforward type of neural networks work
at RNNs either fully or partially. On the other hand, regularization techniques
do not seem to be beneficial for generalizing input values to desired output pat-
terns. This failure may be related with nature of regularization techniques which
are developed to increase recognition performance of feedforward type of neural
networks but in our case we try to produce patters in terms of given input sets
so there is no need to apply any feature reduction technique in our problem, al-
though it is known that some of regularization techniques works in a similar way
with feature reduction notion. It clearly needs to be stated that although there
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are some works which proposes implementation of dropout on feedforward layers
of RNNs, in our network there was no feedforward layer neuron except input neu-
rons so different possible utilization ways of dropout were tried and results was
obtained. In terms of simulations, random neuron isolation based dropout use is
not feasible with high drop rates. Combination of separately trained of recurrent
neural networks may be a better choice for training and test set performances
than random isolation technique but any type of application of dropout gener-
ally needs further investigation to reach a conclusion in recurrent layers. Finally,
time constant limitation is a helpful precaution for training of RNN which has
leaky integrator model neurons. It increases stability of learning and prevents
unbounded oscillation through learning process so that it accelerates the training
indirectly.
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Chapter 4
Application to Biped Robot
Model Locomotion
Biped robotic platforms promise high performance in realizing difficult maneuver
but control of such platforms are quite difficult due to highly nonlinear struc-
ture of their equations of motion. For controlling such biped robotic platforms
researchers benefit from various algorithm such as center of gravity and zero mo-
ment point type robot posture calculation including techniques, see e.g. [7], [8],
but the due to their dependence on inverse kinematic equations, they cause high
computation loads. Alternatively, there are different central pattern generator
(CPG) type of controllers which require less computation than inverse kinematic
depended solutions. These controllers are enough to satisfy stable locomotion
in some cases, see e.g. [38], [14], but they may require much more complex de-
sign stages. The CPGs proposed in [38] and [14] are basically recurrent neural
networks (RNN) with limited amount of free parameters. Even though free pa-
rameter limitation of CPG type of controller eases design and training phases, it
shrinks neural network output space substantially.
In this chapter, locomotion generation for a biped robot model has been ex-
amined with benefitting from different RNNs which are utilized as locomotion
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pattern generator. In the design phase, it is allowed to establish connections be-
tween all neurons except the incoming connection weights and time constants of
input neurons as show in Figure 4.3 in order to get rid of output limitations of
controllers based in CPGs.
4.1 Biped Robot Platform
Biped robot model, which can be seen in Figure 4.1, is taken from [16] and it is
driven with a CPG controller in original work; hence adaptation ability of robot
to variable environment conditions are examined under CPG controller. The
platform consists of five parts and includes hip, knee and ankle joints at legs.
Motion occurs according to generated torque at the each joint. To examine suc-
cess of controller robot model needs to be in interaction with physical world so
environmental effects are delivered to robot platform with reaction forces applied
to ankle joints. Model of lower leg includes Spring Loaded Inverted Pendulum
model so that let us perform simulations under variable ground friction and slope
conditions. In [16], equations of motion, which are given in Appendix A in de-
tail, are modelled by benefitting from Newton-Euler method which is an efficient
calculation technique especially for real time implementation.
To demonstrate correlation between torques and second derivative of limb
angles (4.2) is given below. In these equations of motion, Fi, i = 1, 2, 3, 4
generic functions corresponds to collection of all linear and nonlinear terms in
original equations of motion except torque terms. Moreover, there are I1 and I2
variables which are inertias of upper and lower legs parts, respectively and they
are given in (4.1). Directions of torques are shown in Figure 4.2.
I1 =
m1l
2
1
12
I2 =
m2l
2
2
12
(4.1)
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Figure 4.1: Biped robot model limb angles.
I1θ¨1 = F1(θ1, θ2, θ3, θ4, θ˙1, θ˙2, θ˙3, θ˙4) + Tr1 + Tr3
I1θ¨2 = F2(θ1, θ2, θ3, θ4, θ˙1, θ˙2, θ˙3, θ˙4) + Tr2 + Tr4
I2θ¨3 = F3(θ1, θ2, θ3, θ4, θ˙1, θ˙2, θ˙3, θ˙4)− Tr3 − Tr5
I2θ¨4 = F4(θ1, θ2, θ3, θ4, θ˙1, θ˙2, θ˙3, θ˙4)− Tr4 − Tr6
(4.2)
In original work, neural circuitry of robot platform consists of 6 Matsuoka
Oscillators, see [12] and [13], and each oscillator has two mutually connected leaky
integrator neurons, see [29] and [26], with rectifier type of activation function, see
[39]. Neural network involves 6 primary and 6 supplementary neurons, in total
12 neurons.
At the first stage of our study, we focus on decreasing simulation time and
selecting the best numerical integration algorithm for our robot model. In terms
of our trials, first order Euler’s Method and Fourth Order Runge-Kutta numerical
integration method are chosen as the best configuration to calculate equations of
motion of robot body and CPG outputs at 10 KHz sampling frequency, respec-
tively.
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Figure 4.2: Biped robot model torque outputs.
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4.2 Recurrent Neural Network Controller Con-
figuration
For controlling such biped robotic platforms an interesting technique would be
the utilization of RNNs. In this section, employed neural network configuration in
simulations will be explained in detail. There are a lot of different ways of training
a neural network, see e.g. [28], [14] and [15], but in the scope of this thesis, we
will consider supervised training algorithms, such as back-propagation through
time (BPTT) algorithm. In order to generate a training data set, we benefitted
from existing neural rhythm generator of biped robot template given in [16]. By
running simulation for different input variables (see (4.3)), we recorded the lower
and upper leg angles of robot. After this, we need to apply decimation process
with 100 to 1 ratio in order to prevent any aliasing distortion on training and
test data sets. First recorded data was filtered with 401st order low pass finite
impulse response (FIR) filter and then downsampling was performed with 100
to 1 ratio to apply decimation procedure. Hence, sampling frequency of training
data was decreased from 10 KHz to 100 Hz without any loss of important data,
and training time of network is also increased with this decimation operation.
For simulations in Section 4.4, we considered the training algorithm given by
(2.11)-(2.23), with a neural network structure having 2 input neurons, 10 hid-
den neurons and 4 output neurons as shown in Figure 4.3. In addition to these,
lower bound of time constants are determined as 0.05 in order to enhance training
process. During training process, inputs of network are generated with (4.3) for
u0 = 4, 4.3, 4.7, 5, 5.3, 5.7, 6, 6.3 values and network is trained with corresponding
8 training patterns and one of them are given in Figure 4.4. In test part, inputs of
network are generated with (4.3) for u0 = 4.15, 4.5, 4.85, 5.15, 5.5, 5.85, 6.15, 6.45
values and output of network, (4.4), is compared with corresponding 8 test pat-
terns and one of them are given in Figure 4.5. During the simulations, perfor-
mance of three different activation functions, four different learning constants and
maximum error gradient with respect to neuron output limitation are investigated
and compared with others in Section 4.3.
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As indicated before, for the training of the desired biped leg angles
θi, i = 1, 2, 3, 4 which are shown in Figure 4.1, we consider the recurrent neu-
ral network structure as shown in Figure 4.3. In this structure, we have two
input neurons, whose inputs are defined as
Iext(t) =
[
u(t)
v(t)
]
=
[
u0
0.5
]
(4.3)
Here u0 will be chosen as a constant value which will indicate either selected
training or test set patterns and 0.5 is bias term. Moreover, we have 4 output
neurons which correspond to biped limb angle, i.e. if yo(t) is the set of output
neurons, we have:
yo(t) =

θ1(t)
θ2(t)
θ3(t)
θ4(t)
 (4.4)
In our simulations we have chosen 10 hidden layer neurons. This number is
chosen by trial-and-error and it seems that it is sufficiently low to yield reasonable
training times with acceptable training set errors.
We considered scaled sigmoidal, linear and rectifier as activation functions.
Definition of scaled sigmoidal activation function is given in (4.5).
σ(xi(t)) =
3
1 + e−xi(t)
(4.5)
Linear activation function with gain k is given below:
σ(xi(t)) = kxi(t) (4.6)
where we have chosen k = 1 in our simulations for simplicity.
The rectifier activation function and its derivative are given in (4.7) and (4.9),
respectively. We note that the rectifier activation function utilization is compu-
tationally more efficient and may show better performance in certain cases than
56
 θ1(t) 
 
θ2(t) 
 
θ3(t) 
 
θ4(t) 
u(t) 
  
v(t) 
Output 
Neurons 
Hidden 
Neurons 
Input 
Neurons 
Outputs,  
yo(t) 
 
Inputs, 
I
ext
(t)  
  
Figure 4.3: Recurrent neural network configuration for the biped robot model.
its counterparts, see e.g. [40], [41].
σ(xi(t)) =
xi(t) if xi(t) > 00 otherwise. (4.7)
σ′(xi(t)) =

1 if xi(t) > 0
0 if xi(t) < 0
indefinite otherwise.
(4.8)
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4.3 Error Gradient Normalization
In addition to existing difficulties of recurrent neural networks training with gradi-
ent descent method, see [42], there are gradient exploding and gradient vanishing
type problems in training of recurrent neural networks, see [6], [5]. The gradi-
ent vanishing and exploding are related with layered structure of network in time
and training algorithm can encounter with this type of problems in error gradient
propagation between consecutive time layers, see [5]. Gradient vanishing slows
down learning process and we did not encounter with a this type of problem in our
works. Gradient exploding is a much more important problem for our learning
process because it may push parameters of whole network to irreversible place
with only one update step and fail all learning process. In order to solve this
problem, we benefitted from the proposed method in [5] which is called scaling
down the gradient and it is given below.
∂E
∂yi
=

threshold
|| ∂E
∂yi
||
∂E
∂yi
if || ∂E
∂yi
|| > threshold
∂E
∂yi
if || ∂E
∂yi
|| 6 threshold
(4.9)
4.4 Training Results
In this section simulations are carried out in two stages. In the first stage, sim-
ulations of 24 different neural network parameter configuration are performed
along one million epoch and their results are given in Table 4.1, Table 4.2 and
Table 4.3. The simulations which need to be terminated because of instability
or divergence are denoted with ’*’ symbol next to them in the tables and the
lowest error value of these ended simulations are given in the tables. To evaluate
its effects and enhance the stability of training, simulations of each of learning
constant and activation function combinations are repeated for threshold = 10
limit with error gradient normalization algorithm which is given in Section 4.3.
Under these conditions sigmoid activation function gives the worst results be-
cause all simulations were diverged from training patterns and training was ended
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before one million epoch. Linear activation function has a stable training period
and its all configurations converged to training patterns by different amounts.
It is easy to see that error gradient limitation decreased the speed of training
for all configurations with linear activation function because when it normalizes
a gradient, learning speed of network decreases such as working with a lower
learning constant. Rectifier activation function shows interesting and important
behaviours during training. First of all it gave the lowest error values among all
activation function simulations and interestingly these configurations are diverged
after reaching these results. In 4.3 appears that error gradient normalization is
useful to prevent instabilities during training. Even though normalization de-
creases learning speed, one of the configuration of rectifier activation function
with error gradient normalization achieves a lower error value than all configura-
tions of other activation functions without losing stability.
Table 4.1: Performance of sigmoid function utilization in neuron model for one
million epoch training.
Error Value
c=0.001 c=0.01 c=0.1 c=1
Training Test Training Test Training Test Training Test
||z|| <∞ 1.219* 1.282* 1.223* 1.287* 1.241* 1.305* 1.628* 1.695*
||z|| < 10 1.218* 1.282* 1.223* 1.287* 1.248* 1.310* 2.213* 2.275*
Table 4.2: Performance of neural model with linear activation for one million
epoch training.
Error Value
c=0.001 c=0.01 c=0.1 c=1
Training Test Training Test Training Test Training Test
||z|| <∞ 1.245 1.306 0.442 0.480 0.396 0.427 0.398 0.438
||z|| < 10 1.245 1.307 0.574 0.653 0.444 0.521 0.403 0.466
In the second stage, trained networks with rectifier and linear activation func-
tions are trained for one million epoch more and the results are given in Table
4.4 and Table 4.5. Sigmoid activation function utilized networks are not trained
further because their training process need to be ended before completing the
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Table 4.3: Performance of rectifier function utilization in neuron model for one
million epoch training.
Error Value
c=0.001 c=0.01 c=0.1 c=1
Training Test Training Test Training Test Training Test
||z|| <∞ 1.243 1.304 0.256* 0.287* 0.326* 0.392* 0.606* 0.641*
||z|| < 10 1.243 1.304 0.376 0.480 0.935 1.083 1.099 1.164
first one million epoch length training. In this second training phase, generally
error rates are decreases but do not change too much as seen in the first phase of
training. This slow convergence is most probably related with plain error surface
in which networks continue to learn patterns in the direction of error gradient.
Table 4.4: Performance of neural model with linear activation for two million
epoch training.
Error Value
c=0.001 c=0.01 c=0.1 c=1
Training Test Training Test Training Test Training Test
||z|| <∞ 1.220 1.280 0.435 0.476 0.375 0.415 0.390 0.431
||z|| < 10 1.220 1.281 0.496 0.587 0.436 0.523 0.405 0.474
Table 4.5: Performance of rectifier function utilization in neuron model for two
million epoch training.
Error Value
c=0.001 c=0.01 c=0.1 c=1
Training Test Training Test Training Test Training Test
||z|| <∞ 1.212 1.273 0.256* 0.287* 0.326* 0.392* 0.606* 0.641*
||z|| < 10 1.213 1.273 0.349 0.387 0.988 1.029 1.659 1.914
Among these simulations the lowest error value is achieved with rectifier ac-
tivation function and learning constant c = 0.01 configuration. Comparisons of
outputs of this network configuration with one of training and one of test patterns
are given in Figure 4.4 and Figure 4.5, respectively.
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Figure 4.4: Comparison of desired pattern and output of network for u0 = 5
training input.
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Figure 4.5: Comparison of desired pattern and output of network for u0 = 5.15
test input.
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4.5 Riped Robot Control Simulations
In the training of RNNs, recorded limb angles of a walking biped robot are uti-
lized as desired patterns and network outputs have converged them with various
success rates in Section 4.4. After that we have a RNN which needs to be able to
reproduce limb angles and sustain stable locomotion for same biped robot model
at different speed levels although robot platform has lots of nonlinearity in its
equations of motion, see Appendix A. To test this hypothesis, we need to drive
biped platform by output of trained RNN which produces as limb angles but
equations of dynamics of biped controlled via torques, for this reason we used
classical PD controllers, which are successful in control of complex dynamic sys-
tems, to convert angle outputs to required torques. The implementation of PD
controllers are given in (4.10) and each PD controller has identical Kp and Kd
parameters and they are chosen by trial-and-error as 7000 and 700, respectively.
It seems that there is a large set of Kp and Kd parameters which are capable of
sustaining stable locomotion.
Tr1 =I1(Kp(θ
RNN
1 − θ1) +Kd(θ˙RNN1 − θ˙1))
Tr2 =I1(Kp(θ
RNN
2 − θ2) +Kd(θ˙RNN2 − θ˙2))
Tr3 =I1(Kp(θ
RNN
1 − θ1) +Kd(θ˙RNN1 − θ˙1))
− I2(Kp(θRNN3 − θ3) +Kd(θ˙RNN3 − θ˙3))
Tr4 =I1(Kp(θ
RNN
2 − θ2) +Kd(θ˙RNN2 − θ˙2))
− I2(Kp(θRNN4 − θ4) +Kd(θ˙RNN4 − θ˙4))
Tr5 =I2(Kp(θ
RNN
3 − θ3) +Kd(θ˙RNN3 − θ˙3))
Tr6 =I2(Kp(θ
RNN
4 − θ4) +Kd(θ˙RNN4 − θ˙4))
(4.10)
where θRNNi , i = 1, 2, 3, 4 is output of RNN and θi, i = 1, 2, 3, 4 is actual limb
angles of robot.
We drive the biped robot platform by a RNN which is the trained RNN in
Section 4.4 with rectifier activation function and learning constant c = 0.01 con-
figuration and set of PD controllers in (4.10). Meanwhile, we sampled its posture
with 20 Hz sampling frequency for two different input value during the first 5
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seconds of locomotion. Hence we obtain Figure 4.6 and Figure 4.7. In these
figures, it is easy to see that locomotion speed increases with given input u0 as
required and stable locomotion can be achieved with a position generating RNNs
for different input values.
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Figure 4.6: Locomotion pattern of RNN driven biped robot platform for u0 = 5
training input during 5 seconds.
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Figure 4.7: Locomotion pattern of RNN driven biped robot platform for u0 = 5.15
test input during 5 seconds.
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4.6 Analysis and Discussion
Training simulations in Section 4.4 show us that activation function selection
is an important step of RNN training and learning constant selection has also
effect on stability and speed of learning process. To reach a conclusion, relation
between activation function and features of training patterns needs to be further
investigated but it is easy to say that in our simulations important amount of
performance difference has been observed between different activation functions.
In addition to these, limiting norm of error gradient is a helpful technique to
preserve stability of training. On the other hand, it slows down the training
speed due to applied normalization operations.
In terms of Figure 4.4 and Figure 4.5, we can claim that RNN learnt almost all
main features of desired waveforms and it is known that this RNN showed same
success at the other output patterns which correspond to other training and test
inputs. From this point of view, we may assume that RNNs have capability of
learning an arbitrary waveform and they may reproduce these waveforms when
the same inputs applied to RNNs.
Trained RNN with rectifier activation function and learning constant c = 0.01
is tested with various training and test set inputs and it shows a good locomotion
performance as shown in Figure 4.6 and Figure 4.7. Hence we can conclude that it
is possible to drive a biped robot model by reproducing taught motion pattern via
RNNs and RNNs are capable of modulating speed of locomotion in terms of input
values. Furthermore we need to note that biped robot which is driven by trained
RNN has a different stable walking speed upper and lower limits than original
model in [16] and to understand reasons of it we need further investigation.
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Chapter 5
Conclusion and Future Works
The goal of this thesis is to teach motor patterns to a RNN in an efficient and
fast way. In addition to these, we evaluate the stable locomotion generation
ability of trained RNNs. At the beginning, we examined proposed motor pattern
generating network models in Chapter 2.
Among these networks, we focused on recurrent neural networks (RNN) and
performed detailed examination about RNNs by simulations. In these simulations
we assessed the performance of some methods which are proposed to overcome
encountered problems in the training of neural networks. These problems are
long training times and low generalization capability of RNNs. We evaluated
the usefulness of various training acceleration and regularization techniques in
Chapter 3.
In Chapter 4, we evaluated learning performance of different activation func-
tions and controlled a biped robot platform with trained neural network as motion
pattern generator. Finally we see that RNNs are capable of producing stable lo-
comotion and may modulate speed of locomotion.
In terms of performed simulations we conclude that momentum and cross-
entropy cost function are found as successful acceleration techniques over training
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sets which consist of single pattern or multi patterns. However, modified delta-
bar-delta learning rule can accelerate training only for single training pattern. In
addition to these, three regularization techniques are tested and we understand
that although L1 and L2 regularization did not succeed too much for regulariza-
tion aiming, promising results were obtained with different application ways of
dropout techniques.
Also time constant and gradient limitation techniques are utilized for the pur-
pose of enhancing stability, during training. Then, their successes, advantages,
and drawbacks are evaluated in terms of performed simulations.
In terms of performance comparison among activation functions, rectifier func-
tion was found as a successful and efficient activation function. Finally biped
robot model is driven with a trained RNNs and qualification of RNNs in gener-
ating stable walking has been showed with simulations results.
With these results we will direct our research effort to solve three main issues
about RNN as future works. Thus, we plan to contribute literature about use of
RNN in robotic systems.
First, training speed of BPTT algorithm need to be increased and this will be
achieved in two ways. The first way is that parallel implementation capability of
this learning algorithm will be investigated and simulations will be performed to
confirm its achievements. The second way is that multi pattern performance of
delta-bar-delta rule will be tried to enhance and possible alternatives of it will be
searched in the literature.
Second, generalization ability of RNNs need to be improved in some ways. In
other words, RNN needs to comprehend correlations between inputs and outputs
instead of memorizing whole pattern with respect to corresponding input. To do
that, we will try to develop new regularization techniques which are compatible for
pattern generation. Alternatively, new implementation ways of dropout technique
will be investigated for the reason of promising results of it in simulations.
Third, we aim to include dynamics of robot template to neural network training
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algorithm to be able to process feedback information during locomotion. Hence
walking stability may be increased and adaptation capability of neural controller
to different ground conditions enlarged.
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Appendix A
Equations of Biped Robot Model
Following equations are taken from [16] and they are employed to test locomotion
control ability of trained neural network in Chapter 4. In Chapter 4, x5, x8, x11
and x14 are called as θ1, θ2, θ3 and θ4 for the sake of simplicity, respectively.
System Parameters:
M = 48, m1 = 7, m2 = 4
l1 = 0.5, l2 = 0.6
I1 =
m1l
2
1
12
, I2 =
m2l
2
2
12
b1 = 10, b2 = 10
bk = 1000, kk = 10000
kg = 10000, bg = 1000
g = 9.8
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Initial Conditions:
x1 = 0.0
x2 = 1.09
x3 = x1 +
l1
2
cosx5
x4 = x2 − l1
2
sinx5
x5 = 0.45pi
x6 = x1 +
l1
2
cosx8
x7 = x2 − l1
2
sinx8
x8 = 0.57pi
x9 = l1 cosx5 +
l2
2
cosx11
x10 = x2 − l1 sinx5− l2
2
sinx11
x11 = 0.45pi
x12 = l1 cosx8 +
l2
2
cosx14
x13 = x2 − l1 sinx8− l2
2
sinx14
x14 = 0.57pi
x˙i = 0, (i=1,2,.., 14)
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Equations of Kinematic:
x1 = x3 − l1
2
cosx5 = x6 − l1
2
cosx8
x2 = x4 − l1
2
sinx5 = x7 − l1
2
sinx8
x3 +
l1
2
cosx5 = x9 − l2
2
cosx11
x4 − l1
2
sinx5 = x10 +
l2
2
sinx11
x6 +
l1
2
cosx8 = x12 − l2
2
cosx14
x7 +
l1
2
sinx8 = x13 +
l2
2
sinx14
(xr, yr) = (x9 +
l2
2
cosx11, x10 − l2
2
sinx11)
(xl, yl) = (x12 +
l2
2
cosx14, x13 − l2
2
sinx14)
x¨1 − x¨3 − l1
2
sinx5x¨5 =
l1
2
cosx5x˙
2
5
x¨2 − x¨4 − l1
2
cosx5x¨5 = − l1
2
sinx5x˙
2
5
x¨1 − x¨6 − l1
2
sinx8x¨8 =
l1
2
cosx8x˙
2
8
x¨2 − x¨7 − l1
2
cosx8x¨8 = − l1
2
sinx8x˙
2
8
x¨3 − l1
2
sinx5x¨5 − x¨9 − l2
2
sinx11x¨11 =
l1
2
cosx5x˙
2
5 +
l2
2
cosx11x˙
2
11
x¨4 − l1
2
cosx5x¨5 − x¨10 − l2
2
cosx11x¨11 = − l1
2
sinx5x˙
2
5 −
l2
2
sinx11x˙
2
11
x¨6 − l1
2
sinx8x¨8 − x¨12 − l2
2
sinx14x¨14 =
l1
2
cosx8x˙
2
8 +
l2
2
cosx14x˙
2
14
x¨7 − l1
2
cosx8x¨8 − x¨13 − l2
2
cosx14x¨14 = − l1
2
sinx8x˙
2
8 −
l2
2
sinx14x˙
2
14
75
Equations of Motion:
Mx¨1 =F1 + F3
Mx¨2 =F2 + F4 −Mg
m1x¨3 =− F1 + F5
m1x¨4 =− F2 + F6 −m1g
I1x¨5 =− F1 l1
2
sinx5 − F2 l1
2
cosx5 − F5 l1
2
sinx5 − F6 l1
2
cosx5
− b1|x5 − pi
2
|x˙5 − (b2 + bkf(x5 − x11))(x˙5 − x˙11)− kkh(x5 − x11) + Tr1 + Tr3
I1x¨8 =− F3 l1
2
sinx8 − F4 l1
2
cosx8 − F7 l1
2
sinx8 − F8 l1
2
cosx8
− b1|x8 − pi
2
|x˙8 − (b2 + bkf(x8 − x14))(x˙8 − x˙14)− kkh(x8 − x14) + Tr2 + Tr4
I2x¨11 =− F5 l2
2
sinx11 − F6 l2
2
cosx11 − Fg1 l2
2
sinx11 − Fg2 l2
2
cosx11
− (b2 + bkf(x5 − x11))(x˙11 − x˙5) + kkh(x5 − x11)− Tr3 − Tr5
I2x¨14 =− F7 l2
2
sinx14 − F8 l2
2
cosx14 − Fg3 l2
2
sinx14 − Fg4 l2
2
cosx14
− (b2 + bkf(x8 − x14))(x˙14 − x˙8) + kkh(x8 − x14)− Tr4 − Tr6
f(x) =max(0, x)
h(x) =
0 (x 6 0)1 (x > 0)
Fg1 =
−kg(xr − xr0)− bgx˙r for yr − yg(xr) < 00 otherwise
Fg2 =
−kg(yr − yr0)− bgf(−y˙r) for yr − yg(xr) < 00 otherwise
Fg3 =
−kg(xl − xl0)− bgx˙l) for yl − yg(xl) < 00 otherwise
Fg4 =
−kg(yl − yl0)− bgy˙l) for yl − yg(xl) < 00 otherwise
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In the simulations we have chosen the torque control inputs Tri, i = 1, 2, ..., 6,
as follows and the control pairs are chosen as Kp = 7000 and Kd = 700.
Design of PD controller:
Tr1 =I1(Kp(θ
RNN
1 − θ1) +Kd(θ˙RNN1 − θ˙1))
Tr2 =I1(Kp(θ
RNN
2 − θ2) +Kd(θ˙RNN2 − θ˙2))
Tr3 =I1(Kp(θ
RNN
1 − θ1) +Kd(θ˙RNN1 − θ˙1))
− I2(Kp(θRNN3 − θ3) +Kd(θ˙RNN3 − θ˙3))
Tr4 =I1(Kp(θ
RNN
2 − θ2) +Kd(θ˙RNN2 − θ˙2))
− I2(Kp(θRNN4 − θ4) +Kd(θ˙RNN4 − θ˙4))
Tr5 =I2(Kp(θ
RNN
3 − θ3) +Kd(θ˙RNN3 − θ˙3))
Tr6 =I2(Kp(θ
RNN
4 − θ4) +Kd(θ˙RNN4 − θ˙4))
where θRNNi , i = 1, 2, 3, 4 is output of RNN and θi, i = 1, 2, 3, 4 is actual limb
angles of robot. In addition to these θ1, θ2, θ3 and θ4 are state variables x5, x8,
x11 and x14 in original biped robot model, see [16], respectively.
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