Abstract. In this paper, we consider the use of artificial intelligence techniques to aid in discovery of winning strategies for the Commons Game (CG).
Introduction
Artificial and computational intelligence (AI/CI) techniques have been used for decades to aid in the analysis and solution of games. In this work, we consider the Commons Game (CG) [17] , which is a non-trivial N -person non-zero-sum game. We show that winning strategies (against opponents playing random strategies) for the Commons Game can be found through the application of either hill climbing (HC) or particle swarm optimization (PSO).
The Commons Game represents a social dilemma where the individually-selfish behavior of the members in the "society" leads to detrimental collective outcome. The simplest and most well known dilemma game is Prisoner's Dilemma [4] .
The Commons Game attempts to realistically model the interaction between a self-replenishing resource and a number of consumers of that resource. The interaction is modeled as an N player competition. Each player's aim is to maximize the number of points they earn.
At every turn of the game, a player can take one of five actions: use the resource responsibly, use the resource indiscriminately, abstain from resource use, punish other players, reward other players.
As can be seen from the above description, the Commons Game can be used to model almost any resource-sharing scenario. Examples range from networking resource sharing to natural resource extraction via automated agents. This broad applicability is the one of the primary motivators for this study.
Although no results on strategy discovery via AI/CI methods have been published, the CG has received some attention from the research community. In [5] , Baba presented two games that bear significant similarity to the game studied here. Kirts et al. [13] have conducted simulations, in a similar game, in order to increase awareness of the complexity associated with the decision-making and cooperation phases. In [7, 6, 11] Handa and Baba have shown that CG can be made more interesting for human players by altering the rules of the game to those discovered by a combination of genetic algorithms and neural networks. Brunovsky [8] , on the other hand, has characterized the equilibria in the original "Tragedy of the Commons" setting. Furthermore, Faysse [10] has presented another variation of the commons dilemma game, as well as results of experiments conducted in common-pool resource sharing settings.
Description of the Commons Game
The Commons Game designed by Powers et al. [17, 16] can be played by groups of 6 to 50 players. All of the actions in the game are mapped onto five "playing cards": green, red, yellow, black and orange. The description of the cards and their respective point allocations 1 are given below. The green card symbolizes indiscriminate use of the commons. Playing it yields the maximum reward, R g , unless another player uses the black (punishment) card in the same turn, in which case it yields -20 points.
The red card represents careful or cooperative use of the commons. The reward for red card plays, R r , depends on the total number of red cards played in the current turn, N r . Red card players also benefit when others play the orange card. Any player using the red card cannot be penalized during the same turn.
The yellow card represents abstention from the use of the commons. Each yellow card play receives 6 points regardless of the state of the environment or the number of players in the game.
The black card can be used to punish players who abuse the environment by playing green. It yields −N p /N b , where N b is the number of black cards played in that round, and N p is the number number of players.
The orange card can be used to encourage players who use the resource responsibly. It grants +10 points to the red card players. The orange card yields a score of −N p /N o , where N o is the number of orange cards played during the round, and N p is the number of players.
The state of the environment also contributes to determining the reward received by green and red card players. The states range from -8 to +8. At the start of the game, the environment is at state 0.
The depletion and replenishment of the environment are modeled using a marker, m, such that m ∈ [0, 180]. At the end of every turn, the marker is updated using Eq. (1), where m t+1 is the marker value in the next turn, N g is the number of green cards played in the current turn, S t is the current state number, I(S t ) is the replenishment value in the given state, and t is the current turn number.
The value of the marker is used to determine the state of the environment in the next turn as shown in Eq. (2):
Methods
The focus of our work is to find winning strategy vectors consisting of the probabilities for playing a given card, P = {p green , p red , p yellow , p orange , p black }, such that pi∈P p i = 1. We propose to do this by using hill climbing (HC) and particle swarm optimization (PSO).
Hill Climbing
Hill climbing (HC) is one of the earliest and most well-known optimization techniques. In general, HC starts with either a man-made or a random solution and attempts to find the optimum by sampling the area around it, and choosing the "best" value as determined by a heuristic function. Simple HC selects the first solution that is better than the current one. Steepest ascent/descent HC compares all neighbouring solutions and selects the best one. Finally, stochastic HC selects a random neighbour, provided its heuristic value is greater than the preset threshold.
Due to the complexity of the CG, we have opted to use a variation of the classical HC, inspired by approaches in reinforcement learning [18] and learning automata [15] . Learning automata algorithms attempt to find the best action (from a predefined set of actions) in a stochastic environment by using an action probability vector. The optimal action is found by updating the action probability vector using a well defined updating scheme 2 .
There are some key differences, however, between the version of HC used in this work and learning automata algorithms. One, at every time step learning automata select and use the action with the highest probability of reward. Two, only some of the learning automata employ a testing step and only as part of the initialization routine. The HC algorithm used here does not select the action which currently has the highest probability of reward. Rather, by generating candidate solutions it attempts to find an action with highest future reward. As such this version of the HC algorithm is closer to the algorithms described in [2, 3] then classical HC.
At the start of the game the HC is initialized with the following parameters:
P : A random solution λ : The learning rate parameter T : The number of turns used for learning f (P t ) : A fitness function, where P t is the vector of card probabilities at turn t.
Once initialized, the HC module is added to a game with N − 1 other players which employ a random action-selection strategy. In our case N = 8. At each turn, the HC player updates it's probability vector, P , in an attempt to increase it's overall reward. Five candidate vectors are created (one for each color) by choosing a card, p i , and increasing its probability while decreasing the probabilities of the other cards. While Eq. (3) shows the updating function of the non-target cards, Eq. (4) specifies the updating function of the target card, after the others have been updated. In these equations, p i (t) is the current probability of selecting a card i, p i (t + 1) is the probability value that will be used in the next turn, and i, j ∈ {green, red, yellow, orange, black} such that i = j.
Each of the five candidate vectors are then tested by playing T turns of the game. The vector which returns the highest fitness value, i.e., the sum of scores over the T turns, is selected as the current best solution. The process is then repeated for K iterations. The strategies discovered by this HC scheme are discussed in the following sections.
Particle Swarm Optimization
Particle swarm optimization (PSO) was originally developed by Kennedy and Eberhart [12] . The algorithm is based upon the flocking behavior of fish/birds, and has been successfully applied to many optimization and gaming problems [1, 9, 14] . PSO relies on a set of n-dimensional particles traveling through the solution space. Each particle's position represents a possible solution. Particles track their own best solution, velocity, and the global best solution.
Similar to HC, each particle uses a set of updating equations to direct itself and the rest of the swarm toward the optimum. The updating equation for a particle's position, − → x i , is shown in Eq. (5), where − → v i is the particle's velocity. The updating equation for the latter, is shown in Eq. (6), where g andĝ are, respectively, the particle's and the swarm's "best" solutions.
In the above equations, x ij and v ij are the j th components of − → x i (t) and − → v i (t) respectively. Further, c 1 and c 2 are the acceleration coefficients, and ω is the inertia weight. Finally, r 1 and r 2 ∈ U (0, 1) n . It has been shown that under the following conditions:
convergence to a stable equilibrium point is guaranteed. The structure of the particle neighbourhood used in our work is commonly referred to as gbest. This configuration was intentionally selected as this is the first time it has been used in relation to CG. More complex approaches, lattice or Von Neumann, are reserved for future work.
Each particle in the swarm is initialized with a random position vector which represents a game strategy vector. The PSO player is then added to a game with N − 1 other players which employ a random action-selection strategy. In our case N = 8. At every game turn, the fitness of every particle is evaluated by using it's position to play T turns of a training instance of the game. The fitness value is the sum of the rewards received over the T turns. Similar to the HC approach, the fitness function used does not incorporate any information about the game, except for player's score over the T turns. If the new fitness value is higher than any previously seen value, the new strategy becomes the particle's "best" solution. The individual "best" solutions are then compared to determine the global "best" solution. This continues for the rest of the game.
Results and Discussion
In order to explore the set of possible strategies for the Commons Game, experiments using both, HC and PSO, were performed in the following list of state
. 100 games were played for every state range S i , with games of 1,000 turns. As previously mentioned, only one "intelligent" player was used in each game. The remaining N − 1 players used a random action-selection strategy. Tables 1  3 , 3 and 2 show the scores and strategies generated by the HC and PSO players respectively 4 . [+8, +8] State Range In this state, red and green players reap the maximum possible rewards. Both HC and PSO allocate most of the probability into the red and green cards. HC is more aggressive. However, this resource overuse results in frequent punishment. PSO prefers red card plays, which can not be punished. This accounts for the difference in scores. The difference is statistically significant with p < 0.05. It should be noted that the strategy discovered by the PSO player is very similar to the one considered by Powers [17] as the cooperative game solution.
[+8, +4] State Range
The "intelligent" players develop equivalent strategies. Neither player allocates any probability weight into playing green cards. Instead, almost all of the probability weight is placed into red card plays. 
Discussion
Overall conclusions of the HC and PSO strategies are discussed below. One way to interpret the discovered strategies is that they are self-reliant. Both algorithms play nonpunishable cards with positive rewards. The developed strategies, in fact, can be viewed those that recognize the volatility of the opponents' actions.
Also interesting is the fact that a single component of the strategy vector is preferred (when compared to all of the other possibilities) in the majority of the strategies. This suggests that in each state there is a single best response to any action by the random player. This also hints at the "existence" of possible equilibrium strategies.
Finally, we observe that the choice of the fitness function and the strategy representation play an important role in the above. Neither the HC nor the PSO players take into account the state of the game or the previous moves of their opponents. Indeed, in this configuration the players seem to discover those strategies that maximize the score independent of the behavior of the other players.
Conclusion
In this work we have investigated the use of artificial/computational intelligence techniques in order to generate winning strategies for an N -player, imperfectinformation non-zero-sum game. More specifically, we have shown that general purpose optimization techniques (such as hill climbing (HC) and particle swarm optimization (PSO)) can be used successfully in the confines of a complex Nperson game such as the Commons Game.
