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Abstract
Properties of Random Overlap Structures (ROSt)’s constructed from the Edwards-
Anderson (EA) Spin Glass model on Zd with periodic boundary conditions are studied.
ROSt’s are N×N random matrices whose entries are the overlaps of spin configurations
sampled from the Gibbs measure. Since the ROSt construction is the same for mean-
field models (like the Sherrington-Kirkpatrick model) as for short-range ones (like the
EA model), the setup is a good common ground to study the effect of dimensionality
on the properties of the Gibbs measure. In this spirit, it is shown, using translation
invariance, that the ROSt of the EA model possesses a local stability that is stronger
than stochastic stability, a property known to hold at almost all temperatures in many
spin glass models with Gaussian couplings. This fact is used to prove stochastic stability
for the EA spin glass at all temperatures and for a wide range of coupling distributions.
On the way, a theorem of Newman and Stein about the pure state decomposition of
the EA model is recovered and extended.
1 Introduction
In this paper, we study short-range spin glasses from the point of view of Random Overlap
Structures. We focus on the Edwards-Anderson model, whose definition we now state. For
any finite Λ ⊂ Zd, the set of edges such that both endpoints are in Λ will be denoted by Λ∗.
The Hamiltonian of the EA model is defined on spin configurations σ ∈ {−1,+1}Λ as
HΛ,J = −
∑
{x,y}
Jxyσxσy , (1.1)
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where the summation is over all nearest-neighbor edges {x, y} in Λ∗ as well as additional
edges at the boundary that endow Λ with periodic boundary conditions. (The choice of
boundary conditions will not be important until Section 3.) The set J = (Jxy) for all edges
{x, y} of Zd are the couplings of the system. The definition of the EA model demands that
each coupling Jxy be distributed independently under a measure on R that is symmetric.
The joint distribution of the couplings will be denoted by ν(dJ). The Gibbs measure for the
volume Λ at couplings J is defined as
GΛ,β,J(σ) =
exp−βHΛ,J(σ)
ZΛ,J(β)
(1.2)
for ZΛ,J(β) =
∑
σ∈{−1,+1}Λ exp βHΛ,J(σ).
A fundamental question is of the nature of infinite-volume Gibbs measures, i.e., limits
as Λ → Zd of measures (1.2). It is known that for high temperatures they have a simple
structure (in fact there is only one, see, e.g., [10]), while at low temperatures it could be
that there are many “competing” states. A metastate, a measure on infinite-volume Gibbs
states, is an object used to study these states and will be a main focus of the present paper.
We note that the treatment of the metastate construction in Section 2.1 using de Finetti’s
theorem is non-standard and may be of independent interest. Because it is a measure on
states, the metastate contains information on the correlation functions, local functions of
spins, etc. An alternative viewpoint is to consider only the overlaps of the system (here we
will look at edge overlaps, but spin overlaps can be considered as well). This is the idea
of the Random Overlap Structure (ROSt). Basically, ROSt’s are random matrices whose
entries are the overlaps of independent replicas sampled from the Gibbs measure. Thus,
ROSt’s record by default all information on the diversity and structure of overlaps that is
relevant for the thermodynamics.
In this paper we construct a ROSt from the EA model’s metastate. This consists of taking
the thermodynamic limit of the system before measuring the overlap in an arbitrarily large
window. (Similar measures were considered previously by Newman & Stein and Guerra [12].)
We show here that the metastate and the ROSt are very closely related. As an example, we
present results about stability properties of the EA ROSt. We see that from well-studied
translation-invariance properties of the EA model, it follows that its metastate obeys a local
stability property. This in turn implies stochastic stability of the EA ROSt. Stochastic
stability is known to hold for a large class of models with Gaussian couplings at almost all
β [1, 19, 21, 4, 6]. The proof presented here holds for the EA model at all dimensions, all
β, and, somewhat unexpectedly, for a wide range of coupling distributions (including, e.g.,
ones that are continuous with support on the real line). This is a main observation of the
paper. For completeness, an adaptation to the metastate setting of the standard approach
to stochastic stability is given in the appendix.
In Section 4.2 we discuss the decomposition of Gibbs states in the support of the metastate
into pure states and the relation between this decomposition and the representation of the
ROSt on a Hilbert space. In particular, we use results of [4] on the support of a stochastically
stable ROSt’s sampling measure to deduce a recent theorem of Newman and Stein. It
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says that no Gibbs state in the support of the metastate can have a (non-trivial) finite
decomposition into pure states. In other words, each state must be either a combination of
two flip-related pure states or infinitely many.
In Section 5, we draw comparisons between short-range and mean-field models from the
ROSt perspective. For example, although the EA model satisfies a local stability condition,
the SK model does not due to the scaling of the couplings in the definition of its Hamiltonian.
In addition, it is unclear in the EA model if two constructions of overlaps are equivalent: one
where overlaps are constructed from a metastate in which the thermodynamic limit is taken
before taking the limit of the overlap, and one where overlaps are “global” in the sense that
both limits are taken simultaneously. Similar issues are raised in [11]. It is shown here that
in the case of the SK model, permutation invariance of the spins associated to correlation
functions leads to equivalence of the two types of constructions.
Acknowledgments. We thank Chuck Newman and Dan Stein for useful discussions and
guidance. L.-P. Arguin gratefully acknowledges the support and hospitality of the Hausdorff
Institute for Mathematics in Bonn during the Trimester Program in Stochastics, where part
of this work was completed.
2 Definitions
2.1 Metastates
The existence of a metastate measure on limits of Gibbs measure as treated here corresponds
to the Aizenman-Wehr construction [2]. However, it is presented in a different way from the
standard approach, invoking in particular de Finetti’s Theorem. The advantage is twofold: it
automatically includes a result of Newman and Stein on sampled replicas using the metastate
(Proposition 7.1 of [13]), and it is convenient for the construction of ROSt’s.
Let W be a finite subset of Zd. Let GΛ,β,J be the Gibbs measure (1.2) of the EA model
where it is assumed that Λ ⊃ W . We consider the pair
(J, {σiW}i∈N) , (2.1)
where {σiW}i∈N is an infinite sequence of configurations σW ∈ {−1,+1}W sampled from
GΛ,β,J and J = (Jxy) are the couplings for all the edges {x, y} of Zd. The set of elements
(2.1) is therefore endowed with the measure
MΛW = ν(dJ)
∏
i∈N
GΛ,β,J(dσW ) .
It is easily seen that the family of measures (MΛW )Λ∈Zd is tight for a given W (the space
{−1,+1}W is compact). In particular, for any sequence Λn converging to Zd there exists
a subsequence (M
Λnk
W )k that converges. In fact, by a diagonalization argument, this sub-
sequence of Λ’s can be chosen such that (M
Λnk
W )k converges for any finite W . We denote
this family of limits by (MW ). This family is consistent in the sense that if W ⊂ W ′, MW ′
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restricted to configurations in W is MW . By Kolmogorov’s extension theorem, we obtain a
measure M on
(J, {σi}i∈N), where σi ∈ {−1,+1}Zd for all i. (2.2)
We take the topology on {−1,+1}Zd to be the product topology.
A notion of Gibbs measure in the infinite-volume limit is recovered as follows. For every
Λ, the conditional law of {σiW}i∈N given J under MΛW is exchangeable by the sampling
construction, i.e., the distribution is invariant under permutations of finitely many indices
i1, . . . , im. This symmetry is preserved in the limit Λ→ Zd and it follows that the conditional
law of {σi}i∈N given J under the measure M is also exchangeable. The theorem of de Finetti
on exchangeable sequences of random variables taking values in a Polish space (see, e.g.,
[3]) guarantees the existence of a probability measure κJ on the space M({−1,+1}Zd) of
probability measures on {−1,+1}Zd such that
M = ν(dJ)
∫
M({±1}Zd )
κJ(dΓ)
∏
i∈N
Γ . (2.3)
The measure κJ is called a metastate of the sequence of Gibbs measures (GΛ,β,J)Λ. It must
be stressed that κJ might not be defined for all J , but by conditioning, it must exist for
ν-almost all J . It is customary to drop the dependence on β in the notation κJ . It can be
proved that the metastate is supported on Γ’s that are infinite-volume Gibbs measures in
the sense of the DLR equations [10]. Roughly speaking, one can see a metastate as the law
of the empirical measure of a sequence of spin configurations sampled from a Gibbs measure.
The above considerations can be regrouped in a theorem, which encompasses Theorem 4.2
and Proposition 7.1 of [13].
Theorem 2.1. Let (Λn) be a sequence of finite subsets converging to Z
d. Let GΛn,β,J be
the Gibbs measure in Λ with couplings J . Let ν denote the i.i.d. Gaussian distribution on
J = (Jxy). There exists a subsequence (Λnk) such that
ν(dJ)×
∏
i∈N
GΛnk ,β,J → ν(dJ)×
∫
M({±1}Zd )
κJ(dΓ)
∏
i∈N
Γ ,
where κJ(dΓ) is a probability measure on M({−1,+1}Zd), the space of probability measures
on {−1,+1}Zd.
The convergence in the theorem is understood in terms of finite-dimensional distributions
on the couplings and on the space {−1,+1}Zd. A metastate for the EA model enjoys a useful
covariance property in J [2]. Let J be a fixed set of couplings for which κJ is well-defined.
Let J ′ be another set of couplings such that κJ ′ exists and such that it equals J except
on a finite set of edges contained in W ⊂ Zd. Write ∆J = (J ′xy − Jx,y){x,y}∈W ∗ . Then the
convergence of Theorem 2.1 together with (1.2) gives for any measurable function F of the
sequence {σi}i∈N∫
κJ ′(dΓ)
∫
F ({σi})
∏
i∈N
dΓ =
∫
κJ (dΓ)
∫
F ({σi})
∏
i∈N
dΓ˜i , (2.4)
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where for each i,
Γ˜i(·) = Γ(e
βHW,∆J (σ
i) ·)
Γ(eβHW,∆J (σ
i))
and HW,∆J(σ) =
∑
{x,y}∈W ∗ ∆Jxyσxσy.
2.2 Random Overlap Structures
The thermodynamic behavior of the EA model as β is varied is intimately linked with the
structure of the metastate. For this reason, it is useful to investigate this structure (e.g., on
how many Γ’s is κJ supported, decomposition of Γ’s into extremal Gibbs measure, etc.) to
determine properties of the EA model. Here we take this approach by looking more closely
at the restrictions on the ROSt constructed from the metastate.
Definition 2.2. A Random Overlap Structure (ROSt) is a random N×N-covariance matrix
with 1’s on the diagonal whose law is partially (weakly) exchangeable. In other words, if
Q = {qij} is a ROSt, then for any permutation matrix π of a finite number of elements,
π−1Qπ = {qpi(i)pi(j)} law= Q .
We shall write P for the law of a ROSt and E for the expectation. Precisely, P is
defined to be a Borel probability measure on the compact Polish space of positive semi-
definite symmetric N×N matrices with 1’s on the diagonal (considered as a closed subset of
[−1, 1]N×N equipped with the product topology). The interest in ROSt lies in the following
characterization result.
Theorem 2.3 (Dovbysh-Sudakov [5]). Let Q be a ROSt. There exists a random proba-
bility measure µ on the unit ball B of a Hilbert space H with inner product ”·” such that,
conditionally on µ,
{qij : i 6= j} law= {vi · vj : i 6= j}
where (vi)i∈N are i.i.d. µ-distributed and
law
= denotes equality in law.
The role of µ is analogous to that of the empirical measure in the standard de Finetti’s
theorem for exchangeable sequences of random variables. We say that µ is the sampling
measure of the ROSt. The sampling measure µ is not unique, however, if two sampling
measures yield the same ROSt, they differ by an isometry of H that depends possibly on the
realization of µ [16].
The law of a ROSt is determined by the finite-dimensional distributions of the entries of
the matrix. Equivalently, it is determined by the expectation over the continuous functions
on s replicas for every s ∈ N. A function F : Bs → R mapping v = (v1, ..., vs) to R is said
to be a continuous function on s replicas if it is a continous function that depends on the
product between distinct replicas, that is, of the form
F (v) = F (vi · vj : 1 ≤ i < j ≤ s) . (2.5)
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In view of Theorem 2.3, the expectation of F over a ROSt Q = {qij} then reads
E[F (qij : 1 ≤ i < j ≤ s)] = E[µ×s(F (vi · vj : 1 ≤ i < j ≤ s))],
where the product of s copies of µ is denoted by µ×s.
For spin glasses, ROSt’s are useful because they encode all information on the overlaps
of the system. By overlap, we mean a non-negative definite symmetric form on {−1,+1}Λ.
Several choices are possible. In this paper, we focus on edge overlaps, though a treatment
for other overlaps like spin overlaps is similar. We shall be interested in the edge overlap in
the finite set W :
RW (σ, σ′) =
1
|W ∗|
∑
{x,y}∈W ∗
σxσyσ
′
xσ
′
y , (2.6)
where the summation is over all edges whose vertices are both contained in W , and for
σ, σ′ ∈ {−1,+1}Zd, the edge overlap
R(σ, σ′) = lim
W→Zd
1
|W ∗|
∑
{x,y}∈W ∗
σxσyσ
′
xσ
′
y , (2.7)
whenever the limit is well-defined. The first is a local variable and the second is a limit of
local variables.
We first construct a ROSt from a metastate κJ of the EA model and the overlap R
W as
follows. Consider the elements ({σi}i∈N) equipped with the probability measure∫
M({±1}Zd )
κJ(dΓ)
∏
i∈N
Γ .
We define the law of a random covariance matrix QWJ = {qWij (J)} by
E
[
F (qWij (J) : 1 ≤ i < j ≤ s)
]
=
∫
κJ(dΓ)Γ
×s
(
F (RW (σi, σj) : 1 ≤ i < j ≤ s)
)
, (2.8)
where F is any continous function F on s replicas. In other words, the entries of QWJ
correspond to RW -overlaps of replicas sampled from Γ which in turn is sampled from the
metastate κJ . It is also possible to define the averaged ROSt Q
W from the above equations
by integrating over ν(dJ). By construction, the law of QWJ is weakly exchangeable. In
particular, by Theorem 2.3, there exists a (random) sampling measure µWJ on H such that
E
[
F (qWij (J) : 1 ≤ i < j ≤ s)
]
= E
[
(µWJ )
×s(F (v))] . (2.9)
A ROSt for the limit R of the overlap RW can also be constructed from the metastate.
However, in this case, we need to appeal to translation invariance to ensure the existence of
the limit (2.7). This is done in the next section. We remark that an alternative construction
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of an infinite-volume ROSt would be to take W growing with the size of the system Λ, for
example by defining QΛ = {qΛij} (as in [4]),
E
[
F (qΛij : 1 ≤ i < j ≤ s)
]
=
∫
ν(dJ) G×sΛ,β,J(dσ)
(
F (RΛ(σi, σj) : 1 ≤ i < j ≤ s)
)
, (2.10)
and investigate the limit points of QΛ. This is a procedure that could possibly lead to
limits that differ from those previously constructed by taking the metastate limit Λ → Zd
followed by an overlap limit W → Zd. We favor here the second one, since it appears to us
physically more natural. As shown in Section 5, the two procedures yield the same ROSt in
the mean-field case.
3 Preliminary results
From this point on, it will be assumed, unless otherwise stated, that the boundary conditions
of the finite system in a box Λ are periodic in all directions. This will imply translation
invariance of infinite-volume quantities, and as a byproduct, stability of the ROSt under
deterministic as well as stochastic perturbations.
Let T = {Ta} be the translations by any vector a in Zd. The operators Ta act on the
space of couplings and the sequence of replicas by
Ta(J, {σi}i∈N) = Ta({Jxy}, {{σix}x}i∈N) = ({Jx+a,y+a}, {{σix+a}x}i∈N) .
Because of the periodic boundary conditions, the measure M on (J, {σi}i∈N) constructed
prior to equation (2.2) is readily seen to be invariant under translation (in other words
T = {Ta} is a collection of measure-preserving maps for M). In particular, it implies that
the the measure ν(dJ)×κJ on the pair (J,Γ) is translation-invariant. (Here Ta(Γ) is defined
by Ta(Γ)(A) = Γ(Ta(A)) for events A, where Ta(A) = {Taσ : σ ∈ A}.) This is because Γ,
being the empirical measure of {σi}i∈N, is a measurable function of (J, {σi}i∈N).
Translation invariance of the measureM has two main consequences by means of Birkhoff’s
ergodic theorem. First, it provides a way to prove the existence of limits. Typically, this
is used to prove the existence of the overlap between two configurations sampled from a
given measure. Second, any J-measurable function that is also translation-invariant will be
a constant ν-almost everywhere. This is simply because the measure ν is ergodic, being a
product measure on J ’s.
Consequences of translation invariance have already been investigated by Newman and
Stein in [11]. Their result is extended here to the setting of ROSt, which will be needed to
prove stability of the overlap distributions in the next section. For this purpose, we consider
the edge overlap defined for σ and σ′ in {−1,+1}Zd by
R(σ, σ′) := lim
W→Zd
1
|W ∗|
∑
{x,y}∈W ∗
σxσyσ
′
xσ
′
y . (3.1)
7
It is a direct consequence of the ergodic theorem that this limit exists almost surely under
the measure M . Therefore the definition of the ROSt for the limit overlap R can be done
the same way as in (2.8). We denote the ROSt QJ = {qij(J)} in this case QJ , and Q for the
averaged one. The definition of QJ is
E
[
(F (qij(J) : 1 ≤ i < j ≤ s))
]
=
∫
κJ (dΓ)Γ
×s
(
F (R(σi, σj) : 1 ≤ i < j ≤ s)
)
, (3.2)
and in terms of its sampling measure of Theorem 2.3 (denoted µJ),
E
[
µ×sJ (F (v
i · vj : 1 ≤ i < j ≤ s))
]
=
∫
κJ(dΓ)Γ
×s
(
F (R(σi, σj) : 1 ≤ i < j ≤ s)
)
. (3.3)
Since the overlap R is the pointwise limit of the overlap RW , the following is straightforward
from the dominated convergence theorem.
Theorem 3.1. For ν-almost all J , QWJ → QJ in law .
The main observation of [11] is that translation invariance implies that the distribution
of the overlap of two replicas does not depend on the realization of the couplings J , i.e., for
any measurable set A of R and for ν-almost all J ,∫
κJ(dΓ) Γ× Γ
{
R(σ1, σ2) ∈ A
}
=
∫
ν(dJ)
∫
κJ(Γ) Γ× Γ
{
R(σ1, σ2) ∈ A
}
. (3.4)
One way to see this is as follows. R is clearly a T -invariant function
R(Taσ, Taσ
′) = R(σ, σ′).
Moreover, Γ×Γ
{
R(σ1, σ2) ∈ A
}
is a measurable function of (J, {σi}i∈N) since by exchange-
ability
lim
s→∞
1
s
s∑
r=1
1
{
R(σ2r−1, σ2r) ∈ A
}
= Γ× Γ
{
R(σ1, σ2) ∈ A
}
.
Hence (J, {σi}i∈N) 7→ Γ × Γ
{
R(σ1, σ2) ∈ A
}
is a T -invariant function and its integral over
κJ only depends on J . Equation (3.4) follows by ergodicity of the measure ν.
Our first result is a straightforward generalization of the above reasoning to the distri-
bution for an arbitrary number of replicas, in other words, to the ROSt of the EA model.
Theorem 3.2. Let QJ be the ROSt constructed in (3.2) from the metastate κJ and the
overlap (2.7). Denote by Q the corresponding averaged ROSt. Then
QJ = Q for ν-almost all J .
Proof. The proof is direct from the triviality of the tail field of the couplings J under ν, and
the fact that, for any s and any continuous function F on s replicas the function
J 7→
∫
κJ(dΓ)Γ
×s
(
F (R(σi, σj) : 1 ≤ i < j ≤ s)
)
is a T -invariant function, since R is.
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4 Main Results
4.1 Stability of the EA model
We first give a simple proof of stability of the ROSt defined from the metastate of the EA
model and the edge overlap R under a deterministic change of a finite number of couplings.
We call this property of the ROSt local stability. Afterward we will state a main result,
that local stability in fact implies stochastic stability of the ROSt, a well-studied property
of the Gibbs measure of spin glasses (see e.g. [1, 19, 21, 4, 6] and [8] where a variation in
which couplings are flipped is studied). Throughout the section, it will assumed that the
distribution ν on the couplings is continuous and its support is R.
Theorem 4.1 (Local Stability). LetW ⊂ Zd be finite and consider a deterministic collection
J ′ = (J ′xy : {x, y} ∈ W ∗). Define H ′W (σ) =
∑
{x,y}∈W ∗ J
′
xy σxσy. For any continuous
function F on the R-overlaps (3.1) of s replicas and for ν-almost all J ′,
κJ
[
Γ×s(eβ
∑s
i=1H
′
W
(σi)F (σ))
Γ(eβH
′
W
(σ))s
]
= κJ
[
Γ×s(F (σ))
]
,
where F (σ) = F (R(σi, σj) : 1 ≤ i < j ≤ s). In other words we have
QJ
law
= Q′J
where QJ is the ROSt defined by (3.2) and Q
′
J is defined similarly with Γ replaced by
eβH
′
W
(σ)Γ(dσ)
Γ(eβH
′
W
(σ))
.
Proof. Let F be a continuous function on the R-overlap of s replicas. Recall that R is a T -
invariant function. Consider W , a finite subset of Zd. We write J(W ) for the set of couplings
that equals Jx,y for any edge {x, y} with at most one endpoint inW and that equals Jxy+J ′xy
for any edge {x, y} with both endpoints in W . Since a metastate is well-defined for ν-almost
all J , κJ(W ) is well-defined for ν-almost all J
′. By the property (2.4) of κJ , we have
κJ(W )
[
Γ×s(F (σ))
]
= κJ
[
Γ×s(eβ
∑s
i=1H
′
W
(σi)F (σ))
Γ(eβH
′
W
(σ))s
]
. (4.1)
On the other hand, it was proved in Theorem 3.2 that the above expectation does not depend
on J . Therefore
κJ(W )
[
Γ×s(F (σ))
]
= κJ
[
Γ×s(F (σ))
]
. (4.2)
The claimed identity is obtained by combining (4.1) and (4.2).
Local stability of the EA model involves a local and deterministic transformation of the
metastate. For stochastic stability, the transformation is random and global.
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Definition 4.2. A ROSt with sampling measure µ is said to be stochastically stable if for
any λ > 0, s ∈ N, the ROSt defined from the sampling measure
µ(dv)eλl(v)−
λ2
2
‖v‖2
µ(eλl(v)−
λ2
2
‖v‖2)
(4.3)
has the same law as the original ROSt, where (l(v), v ∈ B) is a (isonormal) Gaussian field
on B independent of µ with El[l(v)l(v′)] = v ·v′, and El denotes the expectation over the field
l. In other words, for any continuous function F on s replicas,
ElE
µ×s
(
F (v)eλl(v
1)−λ2
2
‖v1‖2 ...eλl(v
s)−λ2
2
‖vs‖2
)
µ
(
eλl(v)−
λ2
2
‖v‖2
)s
 = E [µ×s(F (v))] .
A simple justification for the appearance of e−
λ2
2
‖v‖2 in (4.3) is that the expectation
Ele
λl(v) is e
λ2
2
(1−‖v2‖). It turns out that this factor is necessary for the mapping sending µ
to (4.3) to be well-behaved [4]. The contribution e
λ2
2 is irrelevant due to the normalization,
and so is the term e−
λ2
2
‖v‖2 in the case where µ is supported on a sphere.
The assumptions of the next theorem on stochastic stability of the ROSt of the EA model
are weaker than the previously known results on stochastic stability. For one, it holds for a
large choice of coupling distributions, as opposed to Gaussian couplings only. Second, the
proof holds at any value of the Gibbs parameter β. General results of stochastic stability
are usually based on the differentiability of the free energy in the parameter β, see, e.g.,
[17, 4]. Thus they are usually shown to hold at almost all values of the parameter β. (For
the SK model, it is known from the validity of the Parisi formula that the free energy is
differentiable at all β [15].) The approach based on the free energy applies to the setting of
the ROSt defined from a metastate, however some modifications are necessary. This is done
in Appendix A.
Theorem 4.3. For every β > 0 and for any distribution ν on the couplings that is continuous
with R as support, the ROSt QJ defined in (3.2) from a metastate κJ of the EA model is
stochastically stable.
The proof of Theorem 4.3 will be given in Section 6. It can be extended to other coupling
distributions, for instance continuous ones with bounded support. We restrict our attention
to the case where the support is the real line for simplicity.
4.2 Pure states and ROSt’s
For each fixed coupling realization J , denote by G = GJ the set of all Gibbs measures with
the EA Hamiltonian (1.1) (we will write GJ when we would like to emphasize dependence on
J , although we suppress the appearance of β in the notation). The set G is plainly convex.
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It is not difficult to see that it is compact as well (in the weak topology). Because the space
of spin configurations is a metric space, Choquet’s theorem applies, and each Γ ∈ G can be
written as a convex combination of the extreme points of G (the pure states, written ex(G)).
In fact, more is true: each Γ ∈ G has a unique decomposition into pure states. To make this
statement precise, we take the Borel σ-algebra F˜ on the space
M = Borel measures on {−1,+1}Zd ,
generated by the sets S(f,B) = {Γ ∈ G : Γ(f) ∈ B}, for f a continuous function on
{−1,+1}Zd and B a Borel subset of R.
Theorem 4.4. For each J and Γ ∈ GJ , there exists a unique measure mΓ on (M, F˜) such
that mΓ(ex(GJ )) = 1 and
Γ =
∫
M
ρ mΓ(dρ) .
Proof. This theorem is a consequence of the Choquet-Meyer decomposition (see, e.g., The-
orem I.5.9 of [20]) and the fact that the set ex(GJ ) is a simplex [20, Theorem III.2.4]. Note
that the latter theorem is stated in [20] for translation-invariant Hamiltonians but the proof
is valid for the EA Hamiltonian with arbitrary nearest-neighbor coupling configurations
(Jxy).
Theorem 4.4 allows us, for a given coupling configuration J , to decompose Gibbs measures
in the support of the metastate κJ into pure states. Furthermore, since the overlap R =
limW→Zd RW exists M-almost surely (recall the definition of M in (2.3)), we see that for
ν(dJ) × κJ(dΓ)-almost all Γ, the associated measure mΓ must be supported on pure states
with this same property. Using the fact that pure states have trivial tail fields (see, e.g.,
[20, Theorem III.2.5]) and mixing properties of pure states, one may argue that for ν(dJ)×
κJ(dΓ)-almost all Γ, if we sample two pure states ρ1 and ρ2 independently from mΓ, then
the variable R is ρ1 × ρ2-a.s. a constant. (A sketch of the proof of this fact will be given in
Appendix B.) We denote this value of the overlap ρ1 · ρ2.
In some cases, we may draw an explicit correspondence between pure states in the support
of mΓ (for Γ in the support of κJ) and vectors in the support of the sampling measure µJ
of the ROSt QJ . For this purpose, we will write QJ in a slightly different way. Define the
matrix-valued map P on the space of (J, {σi}i)’s by setting P ((J, {σi}i)) = Q˜, where
(Q˜)i,j = R(σ
i, σj) .
This map is defined on a set of M-probability one. P is a Borel measurable transformation
to the space of covariance matrices introduced in Section 2.2. Note that for ν-almost all
coupling configurations J , the push-forward of the regular conditional probability measure
M(· | J) by the map P is exactly equal to the law of the ROSt QJ , defined in Section 2.2.
For a given value of (J,Γ), we shall also condition on the value of Γ and denote by PJ,Γ the
push-forward of the conditional probabilityM(· | (J,Γ)) by the map P . Since the conditional
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law of {σi}i is i.i.d. given (J,Γ), it is clear that for ν(dJ) × κJ (dΓ)-almost all (J,Γ), the
measure PJ,Γ is weakly exchangeable (i.e., it the law of a ROSt) and if we denote by µJ,Γ its
sampling measure, then for any continuous function F of s replicas, we have
EJ,Γ
[
µ×sJ,Γ(F (v
i · vj : 1 ≤ i < j ≤ s))] = Γ×s(F (R(σi, σj) : 1 ≤ i < j ≤ s)) ,
so that, if P is the law of QJ , then
E
[
µJ(F (v
i · vj : 1 ≤ i < j ≤ s))] = ∫ κJ(dΓ)EJ,Γ [µ×sJ,Γ(F (vi · vj : 1 ≤ i < j ≤ s))] .
The following was proved in [4].
Theorem 4.5. Let P be the law of a stochastically stable ROSt and let µ be its sampling
measure. Then
P(µ is supported on a single vector or an infinite-dimensional subset of B) = 1 .
By Theorem 4.3, the EA ROSt is stochastically stable at all inverse temperatures β.
Therefore, we may apply Theorem 4.5. It follows from the above construction that for
ν(dJ) × κJ(dΓ)-almost all (J,Γ), the sampling measure µJ,Γ is PJ,Γ-a.s. supported on a
single vector or an infinite-dimensional subset of B.
For certain (J,Γ)’s we may construct the sampling measure explicitly. Suppose that
(J,Γ) is such that there is an integer N with
mΓ =
N∑
i=1
wiδρi ,
for pure states (ρi) and weights (wi) satisfying
∑N
i=1wi = 1. Partition the set {ρi : 1 ≤ i ≤
N} into equivalence classes of congruent pure states, i.e., use the equivalence relation
ρi ∼ ρj iff ρi · ρk = ρj · ρk for all 1 ≤ k ≤ N .
Let nC be the number of equivalence classes, select a set of representatives ρ˜1, . . . , ρ˜nC from
the equivalence classes C1, . . . , CnC and define the weights (w˜i) by
w˜i =
∑
j : ρj∈Ci
wj .
Two pure states in different classes are called incongruent. Since the matrix A˜, defined by
(A˜)i,j = ρ˜i · ρ˜j , (4.4)
is positive semi-definite, it follows that we can find nC vectors v1, . . . , vnC in R
nC such that
vi · vj = ρ˜i · ρ˜j for all 1 ≤ i ≤ j ≤ nC . It is not difficult now to see that if we create a ROSt
using the sampling measure
µ˜J,Γ =
nC∑
i=1
w˜iδv˜i
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on RnC , then the law of this ROSt is the same as PJ,Γ. Since the sampling measure of a
ROSt is unique up to Hilbert space isometry (see [4]), we thus arrive at the following result
of Newman and Stein [14]:
Corollary 4.6. With ν(dJ) × κJ(dΓ)-probability one, the state Γ cannot be the sum of N
mutually incongruent pure states for 1 < N <∞.
Note that the result here is slightly stronger. One can repeat the construction above with
small modifications to produce a sampling measure for each Γ that is a countably infinite
sum of pure states. In that case, the argument rules out a matrix A˜ (from (4.4)) that has
finite rank.
5 Relation to mean-field models
Here we draw comparisons between the ROSt’s of the EA model and the ones of the
Sherrington-Kirkpatrick (SK) mean-field spin glass. The SK model is defined as follows.
Fix an integer N > 0 and let {Jxy : x 6= y; x, y ∈ N} be a family of i.i.d. mean-zero Gaus-
sian variables with distribution ν. The SK Hamiltonian is defined for spin configurations
σ ∈ {−1,+1}N by
HN,J = − 1√
N
∑
1≤x<y≤N
Jxyσxσy (5.1)
and the corresponding measure
GN,β,J(σ) =
exp−βHN,J(σ)
ZN,J(β)
, (5.2)
for ZN,J(β) =
∑
σ∈{−1,+1}N exp−βHN,J(σ). The spin overlap will be denoted by
RN(σ, σ′) =
1
N
N∑
x=1
σxσ
′
x .
Since there is an edge between every two vertices, the edge overlap of the model is (up to a
term of order 1/N) simply half the square of the spin overlap.
The construction of a metastate of Section 2.1 can be repeated verbatim for the SK model
using the joint distribution of J = {Jxy : x 6= y; x, y ∈ N} and spin configurations {σiN}i∈N
sampled from (5.2). (It can also be done for other mean-field models. The reader is referred
to [9] for examples of the metastate framework applied to the Curie-Weiss model and the
Hopfield model.) Let κJ be a metastate constructed from the sequence (GN,β,J)N . The
measure
M = ν(dJ)×
∫
M({±1}N)
κJ(dΓ)
∏
i∈N
Γ
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on elements (J, {σi}) clearly has stronger symmetries than the EA equivalent, for which
only translation-invariance held. Indeed, any permutation π of finite elements of N acts on
(J, {σi}) as follows
π(J, {σi}) = ({Jpi(x)pi(y)}, {{σipi(x)}x}i) .
Since the laws of the Gibbs measures (GN,β,J)N are preserved under these transformations
by the form of the Hamiltonian (5.1), the symmetry is inherited by the measure M . This
symmetry was recently exploited in [18] to obtain a representation of the free energy of the
SK model.
In the case of the SK model, the metastate is no longer supported on Gibbs measures
in the sense of the DLR equations, as this notion is not defined for the graph with edge
set {{x, y} : x 6= y; x, y ∈ N}. For this reason, the notion of pure state is no longer
well-defined. However, as it was discussed in Section 4.2, there is a connection between the
pure state decomposition and the sampling measure of the ROSt for the EA model. As a
result, we choose to study the sampling measure of the SK model as the analogue of a pure
state decomposition.
We define the ROSt QJ = {qij(J)} constructed from the metastate κJ as in (3.2) for the
EA model
E
[
(F (qij(J) : 1 ≤ i < j ≤ s))
]
=
∫
κJ (dΓ)Γ
×s
(
F (R(σi, σj) : 1 ≤ i < j ≤ s)
)
, (5.3)
where
R(σ, σ′) = lim
N→∞
RN(σ, σ′) .
The above limit can be shown to exist (Γ×Γ κJ (dΓ))-almost surely using de Finetti’s theorem
and invariance under permutations of the distribution of the spins. Moreover, as in the case
of the EA model, the law of QJ equals the law of the ν-averaged ROSt Q for ν-almost all
J . (This is a consequence of equation (5.9) below.) It is also possible to define a limit ROSt
by taking the limit of the overlap and of the Gibbs measure simultaneously as in (2.10). Let
QN = {qNij } be the ROSt defined by
E
[
(F (qNij : 1 ≤ i < j ≤ s))
]
=
∫
ν(dJ) G×sN,β,J
(
F (RN(σi, σj) : 1 ≤ i < j ≤ s)
)
. (5.4)
In the following proposition, we show that the mean-field nature of the model guarantees
that a subsequence of QN converges to Q defined by (5.3). As pointed out below equation
(2.10), this is not necessarily the case for the EA model.
Proposition 5.1. Let (Nk) be a subsequence for which (GNk,β,J)k converges to the metastate
κJ in the sense of Theorem 2.1. Then the ROSt’s (Q
Nk) defined by (5.4) converge in law to
Q defined by (5.3).
Proof. Let F be a continuous function on s replicas of the form
F (qij : 1 ≤ i < j ≤ s) =
∏
i<j
q
nij
ij ,
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for a collection of integers nij . It is easily checked by, for example, the Stone-Weierstrass
theorem that any continuous function on s replicas can be uniformly approximated by sums
of functions of this form. We need to show that
lim
k→∞
∫
ν(dJ)G×sNk,β,J
(
F (RNk(σi, σj) : 1 ≤ i < j ≤ s)
)
=
lim
N→∞
∫
ν(dJ)
∫
κJ(dΓ)Γ
×s
(
F (RN(σi, σj) : 1 ≤ i < j ≤ s)
)
.
(5.5)
The function F can be written as
F (RNk(σi, σj) : 1 ≤ i < j ≤ s) =
∏
i<j
1
N
nij
k
Nk∑
x1,...,xnij=1
σix1σ
j
x1
. . . σixnijσ
j
xnij
=
1
NTk
Nk∑
x1,2
1
,...,x1,2n1,2=1
. . .
Nk∑
xs−1,s
1
,...,xs−1,sns−1,s=1
∏
i<j
σi
xi,j
1
σj
xi,j
1
. . . σi
xi,jnij
σj
xi,jnij
, (5.6)
where T =
∑
i<j nij and the iterated sums start with the pair (1,2) and include all pairs
(i, j) for i < j. We use the convention that the empty product equals 1 (in products above
for which nij = 0). We may use the invariance under permutation of spins of the measure∫
ν(dJ)GNk,β,J(dσ) to simplify this expression after integration over G
×s
Nk,β,J
ν(dJ). We make
a fixed choice (i.e., independent of k) of distinct vertices {xi,j1 , . . . , xi,jnij : i < j} by assigning
x1,21 , . . . , x
1,2
n1,2
to the set {1, . . . , n1,2}, assigning x1,31 , . . . , x1,3n1,3 to the set {n1,2 + 1, . . . , n1,2 +
n1,3}, and so on, until we assign xs−1,s1 , . . . , xs−1,sns−1,s to the set {T − ns−1,s, . . . , T}. After
straightforward combinatorics, (5.6) becomes∫
ν(dJ)G×sNk,β,J
(
F (RNk(σi, σj) : 1 ≤ i < j ≤ s)
)
=∫
ν(dJ)G×sNk,β,J
(∏
i<j
σi
xi,j
1
σj
xi,j
1
. . . σi
xi,jnij
σj
xi,jnij
)
+
C
Nk
,
(5.7)
for some C > 0, that depends on F but not k. This holds because the dominant term
in (5.6) after integration comes when all elements of {xi,j1 , . . . , xi,jni,j : i < j} are distinct.
The same development applies to F (RN(σi, σj) : 1 ≤ i < j ≤ s)
)
under the measure∫
κJ(dΓ)Γ
×s ν(dJ), since it is also permutation invariant, and one gets, for the same fixed
set of distinct vertices {xi,j1 , . . . , xi,jnij : i < j},∫
ν(dJ)
∫
κJ(dΓ)Γ
×s
(
F (RN(σi, σj) : 1 ≤ i < j ≤ s)
)
=∫
ν(dJ)
∫
κJ(dΓ)Γ
×s
(∏
i<j
σi
xi,j
1
σj
xi,j
1
. . . σix
n
i,j
ij
σj
xi,jnij
)
+
C
N
.
(5.8)
Equation (5.5) follows from the convergence to the metastate and by taking the limits k →∞
and N →∞ in (5.7) and (5.8) (note here that s, and therefore the nij’s, are fixed).
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As discussed in Section 4.1, the ROStQ of the SK model is stochastically stable. However,
we argue here that it cannot satisfy the property of local stability. This is simply because
the factor 1/
√
N appearing in (5.1) will make any local change of the couplings vanish in
the limit N →∞. Therefore no non-trivial identity similar to (2.4) can be recovered. This
can be made precise as follows. Let J ′ be a realization of the couplings that equals 0 except
on a finite set of edges between the first M spins. Plainly, for any fixed M and any ǫ > 0,
N can be taken large enough so that
1− ǫ
1 + ǫ
GN,β,J(·) ≤ GN,β,J+J ′(·) = GN,β,J(e
−βH′
M
(σ)·)
GN,β,J(e−βH
′
M
(σ))
≤ 1 + ǫ
1− ǫGN,β,J(·) ,
where H ′M = −
∑
1≤x<y≤M
J ′xy√
N
σxσy. Since ǫ is arbitrary, an argument identical to the one
leading to (2.4) yields for any measurable function F of {σi} the identity∫
κJ+J ′(dΓ)
∫
F ({σi})
∏
i∈N
dΓ =
∫
κJ(dΓ)
∫
F ({σi})
∏
i∈N
dΓ . (5.9)
It is interesting to note that, although no non-trivial transformation of the ROSt can be
recovered from (5.9), the identity does imply that the metastate of the SK model is invariant
under local changes of couplings (since it applies to any observable F on replicas). In the EA
model, the identity holds for translation-invariant observables. It is for example not hard to
see that it is not true for F ({σi}) = σ1xσ1y , with x and y nearest-neighbor sites, in the EA
model.
6 Proof of Theorem 4.3
The identity of Theorem 4.1 remains true if a measure on the couplings J ′ is present, say ν ′:∫
ν ′(dJ ′) κJ
[
Γ×s
(
eλW
∑s
i=1H
′
W
(σi)F (σ)
)
Γ×s(eλW
∑s
i=1H
′
W
(σi))
]
= κJ
[
Γ×s(F (σ))
]
, (6.1)
for any parameter λW > 0 as long as ν
′ is absolutely continuous with respect to ν. Take ν ′
to be the product measure of standard Gaussian measures. The right-hand side is equal to
E[µ×sJ (F (v))], by definition of the ROSt QJ and its sampling measure µJ in (3.2). In view of
Definition 4.2, the proof reduces to establish, for an appropriate sequence (λW : W ⊂ Zd)
and for a given λ > 0, the limit
lim
W→Zd
∫
ν ′(dJ ′) κJ
[
Γ×s
(
eλW
∑s
i=1H
′
W
(σi)F (σ)
)
Γ×s(eλW
∑s
i=1H
′
W
(σi))
]
= ElE
µ×sJ
(
F (v)eλl(v
1)−λ2
2
‖v1‖2 ...eλl(v
s)−λ2
2
‖vs‖2
)
µ×sJ
(
eλl(v
1)−λ2
2
‖v1‖2 ...eλl(vs)−
λ2
2
‖vs‖2
)
 , (6.2)
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where l = (l(v), v ∈ H) is a Gaussian field independent of µJ , with Ell(v)l(v′) = v · v′, and
El denotes the expectation over this field.
A short argument motivates the limit (6.2). The identity (6.1) is true for any λW > 0.
So for λ ∈ R, choose a sequence (λW : W ⊂ Zd) such that λW
√|W ∗| → λ as W → Zd. For
this sequence,
lim
W→Zd
∫
ν ′(dJ ′) λWH ′W (σ) λWH
′
W (σ
′) = λ2R(σ, σ′) . (6.3)
In particular, the variables (λWH
′
W (σ) : σ ∈ {−1,+1}W ) under the measure ν ′ converge
in law to Gaussian variables (λl(σ) : σ ∈ {−1,+1}Zd) of covariance R(σ, σ′) wherever this
overlap is well-defined. This is encouraging, but one has to be cautious to obtain a complete
proof since the overlaps R(σ, σ′) are only defined Γ× Γ κJ (dΓ) almost surely, and since the
convergence to the field l is not stronger than convergence in law.
The proof goes along the lines of the proof of the continuity of the mapping that sends
µ to the modified sampling measure (4.3). We refer to [4] for the details on some estimates.
The idea is roughly to linearize the dependence of µJ and Γ in the denominator of (6.2) using
the weak law of large numbers. An application of Fubini’s theorem and the convergence (6.3)
concludes the argument.
Consider n copies σr, r = 1, . . . , n, of s replicas each: σ = (σ1, . . . , σs). Define
GW (σ, J
′, λW ) as
∏s
i=1 exp (λWH
′
W (σ
i)) and
FW ({σr}nr=1, J ′, λW
√
|W ∗|) =
1
n
∑n
r=1 F (σ
r)GW (σ
r, J ′, λW )
1
n
∑n
r=1GW (σ
r, J ′, λW )
,
where F (σ) = F (R(σi, σj) : 1 ≤ i < j ≤ s). Using standard manipulations in the spirit of
the weak law of large numbers [4], it is not hard to show that there exists a C > 0 that only
depends on F (in particular not on W ) such that∣∣∣ ∫ ν ′(dJ ′)κJ [Γ×ns(FW ({σr}nr=1, J ′, λW√|W ∗|))]
−
∫
ν ′(dJ ′)κJ
[
Γ×s(F (σ)GW (σ, J ′, λW ))
Γ×s(GW (σ, J ′, λW ))
] ∣∣∣ ≤ C√
n
.
(6.4)
A similar estimate holds for the ROSt with sampling measure µJ . Let Ez denote ex-
pectation over a standard Gaussian variable and z = (z1, . . . , zs). Write G(v, z, l, λ) =∏s
i=1 exp(λl(v
i) + λzi
√
1− ‖vi‖2), and for n copies of (v, z),
FZd({vr, zr}nr=1, l, λ) =
1
n
∑n
r=1 F (v
r)G(vr, zr, l, λ)
1
n
∑n
r=1G(v
r, zr, l, λ)
,
where F (v) = F (vi · vj : 1 ≤ i < j ≤ s). Note that E×sz G(v, z, l, λ) =
∏s
i=1 exp(λl(v
i) +
λ2
2
(1− ‖vi‖2). In particular,
ElE
[
(µJ × Ez)×s
(
F (v)G(v, z, l, λ)
)
(µJ × Ez)×s
(
G(v, z, l, λ)
) ] (6.5)
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equals the right-hand side of (6.2). The same manipulations as for (6.4) yield∣∣∣ElE[(µJ ×Ez)×ns(FZd({vr, zr}nr=1, l, λ))]
− ElE
[
(µJ ×Ez)×s
(
F (v)G(v, z, l, λ)
)
(µJ × Ez)×s
(
G(v, z, l, λ
)) ] ∣∣∣ ≤ C√
n
.
(6.6)
The important feature of the estimate (6.4) is that it holds uniformly in W . Therefore (6.2)
can be proved by a standard ǫ-argument by picking n large enough once it is established
that
lim
W→Zd
∫
ν ′(dJ ′)κJ [Γ×ns
(
FW ({σr}nr=1, J ′, λW
√
|W ∗|))]
= ElE[(µJ ×Ez)×ns
(
FZd({vr, zr}nr=1, l, λ)
)
] .
(6.7)
Observe that the function FW after integration over ν
′ is one that depends on the R-
overlaps of ns replicas (through F (σ)) as well as the RW -overlaps, being the covariances of
the field H ′W . Accordingly, define the function F
F ({RW (σri, σr′j)}; {R(σri, σr′j)}, λW
√
|W ∗|) :=
∫
ν ′(dJ ′)FW ({σr}sr=1, J ′, λW
√
|W ∗|) ,
(6.8)
where r, r′ range from 1 to n and i, j from 1 to s. It is understood that the first set of
coordinates of F contain the dependence on the covariances of the field H ′W and the second
set, the dependence on the R-overlaps within F (σ). Moreover, since R(σ, σ) = RW (σ, σ) = 1
for every σ, the dependence of F is only on the overlaps of distinct replicas, i.e. for r 6= r′
or i 6= j. This will be important. It is easy to check that F is continuous in each overlap
coordinate, thus bounded. Since limW→Zd RW (σ, σ′) = R(σ, σ′) for Γ× Γ κJ(dΓ) almost all
σ and σ′ and λW
√
|W ∗| → λ by definition, the dominated convergence theorem implies
lim
W→Zd
κJ [Γ
×ns(F ({RW (σri, σr′j)}; {R(σri, σr′j)}, λW√|W ∗|)]
= κJ [Γ
×ns(F ({R(σri, σr′j)}; {R(σri, σr′j)}, λ)] . (6.9)
As it appears on the right-hand side, the function F is a continuous function on ns replicas
in the sense of (2.5), since it depends only on the R-overlaps of distinct replicas. By the
definition of the ROSt in (3.2),
κJ [Γ
×ns(F ({R(σri, σr′j)}; {R(σri, σr′j)}, λ)] = Eµ×nsJ (F ({vri · vr′j}; {vri · vr′j}, λ)) . (6.10)
It is readily checked that the expectation ElE
×ns
z [FZd({vr, zr}nr=1, l, λ)] depends on {vri ·vr′j′}
through F (v) as well as through the covariances of the ns Gaussian variables
l(vri) + zri
√
1− ‖vri‖2)
that have variance 1 and covariance vri · vr′j′ for r 6= r′ or i 6= j. In fact, the dependence is
exactly as for F . Successive applications of Fubini gives
Eµ×nsJ
(
F ({vri, vr′j}; {vri, vr′j}, λ) = ElE(µJ ×Ez)×ns[FZd({vr, zr}nr=1, l, λ)] . (6.11)
Equations (6.8) − (6.11) imply (6.7), thereby concluding the proof of the theorem.
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A Appendix
We present for completeness a more standard approach to prove stochastic stability (see e.g.
[7, 17, 4]). A slight modification of the standard proof is needed since the ROSt in (3.2) is
defined as a limit of the local overlaps RW , whereas the proof of [7, 17, 4] works for ROSt’s
defined as in (2.10) for the overlaps of the entire system. Precisely, in the proof that follows,
the parameter β is varied infinitesimally within a window W keeping the parameter outside
fixed, whereas in the standard proofs, it is varied throughout the system. The argument
proves stochastic stability of the ROSt at any β for which the quenched free energy
f(β) := lim
Λ→Zd
∫
ν(dJ)
1
|Λ| log
∑
σ
eβHΛ,J (σ)
is differentiable. It is well-known that the infinite-volume limit exists whenever Λ → Zd in
the sense of Van Hove [23], i.e., |∂Λ||Λ| → 0.
Theorem A.1. Consider the EA model on Zd with Gaussian couplings with distribution ν.
Let β > 0 be a point of differentiability of the free energy f of the system. Then the ROSt
QJ constructed from a metastate κJ as in (3.2) at temperature β is stochastically stable for
ν-almost all J .
Proof. Let Λ ⊂ Zd be finite and W ⊂ Λ. The Hamiltonian HΛ,J(σ) can be split into the
Hamiltonian of the interactions strictly contained in W (denoted HW,J), the Hamiltonian of
the ones strictly contained in W c (denoted HΛ,W,J) and the interactions of the edges with
one end point in W and one in W c (denoted V∂W,J(σW , σW c)). If σW stands for the spin
configuration in W and σW c for the one in W
c, the Hamiltonian becomes:
HΛ,J(σ) = HW,J(σW ) +HΛ,W,J(σW c) + V∂W,J(σW , σW c) .
The parameter β of the Gibbs measure will be fixed outside W and varied inside. The
notation will only keep track of the dependence on β inside W . We write βW for its value.
The Gibbs measure will be denoted by GΛ,βW ,J . The variation of the parameter βW will be
βW (λ) :=
√
β2 + λ2/|W ∗| .
Since the couplings J are assumed to have Gaussian distributions ν, for any λ > 0 one has
the following identity in law, where J and an independent copy J ′ are distributed under ν:
βW (λ)HW,J(σW )
law
= βHW,J(σW ) +
λ√|W ∗|HW,J ′(σW ) .
Hence
GΛ,βW (λ),J(·) law=
GΛ,β,J
(
e
λ√
|W∗|
HW,J′(σW ) · )
GΛ,β,J
(
e
λ√
|W∗|
HW,J′ (σW )) . (A.1)
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Let F denote a continuous function on s replicas σ = (σ1, . . . , σs). There exists C > 0
such that |F | ≤ C. We write for short
FW (σ) = F (R
W (σi, σj) : 1 ≤ i < j ≤ s) ,
F (σ) = F (R(σi, σj) : 1 ≤ i < j ≤ s) ,
and
F (v) = F (vi · vj : 1 ≤ i < j ≤ s) ,
where v = (v1, . . . , vs) are vectors in a Hilbert space with inner product “·”. Theorem 2.1
and the dominated convergence theorem applied to the RW -overlap give
lim
W→Zd
lim
Λ→Zd
∫
ν(dJ) G×sΛ,β,J
(
FW (σ)
)
=
∫
ν(dJ) κJ [Γ
×s(F (σ))] .
In this limit, and in subsequent ones like it, the volumes Λ are taken over a sequence used
previously to construct the metastate, and W converges to Zd in the sense of van Hove. By
the definition of the ROSt QJ with sampling measure µ in (3.2) as well as Theorem 3.2 on
the independence of the ROSt on the couplings, for ν-almost all J∫
ν(dJ) κJ [Γ
×s(F (σ))] = E
[
µ×s(F (v))
]
.
According to Definition 4.2, stochastic stability of QJ will hold if two limits are shown. First,
lim
W→Zd
lim
Λ→Zd
∫
ν(dJ)G×sΛ,βW (λ),J (FW (σ))
= ElE
µ×s
(
F (v)eλl(v
1)−λ2
2
‖v1‖2 ...eλl(v
s)−λ2
2
‖vs‖2
)
µ×s
(
eλl(v
1)−λ2
2
‖v1‖2 ...eλl(vs)−
λ2
2
‖vs‖2
)
 for ν-a.e. J , (A.2)
where l = (l(v) : v ∈ B) is a Gaussian field on B ⊂ H independent of µJ , with Ell(v)l(v′) =
v · v′, and El denotes the expectation over this field. And second,
lim
W→Zd
lim
Λ→Zd
∣∣∣ ∫ ν(dJ)G×sΛ,βW (λ),J (FW (σ))− ∫ ν(dJ) G×sΛ,β,J(FW (σ))∣∣∣ = 0 . (A.3)
Equation (A.2) follows from identity (A.1) and the same approximation scheme that proved
(6.2). We focus on showing (A.3).
Straightforward differentiation yields
∂βW
∫
ν(dJ) G×sΛ,βW ,J(FW (σ))
= s
∫
ν(dJ) G×sΛ,βW ,J
[{
HW,J(σ
1
W )−GΛ,βW ,J
(
HW (σ
1
W )
)}
FW (σ)
]
.
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Hence the absolute value of the derivative is bounded by
sC
∫
ν(dJ) GΛ,βW ,J
∣∣HW,J(σW )− GΛ,βW ,J(HW,J(σW ))∣∣ .
By integration, we have the bound∣∣∣∣∫ ν(dJ) G×sΛ,βW (λ),J(FW (σ))− ∫ ν(dJ) G×sΛ,β,J(FW (σ))
∣∣∣∣
≤ sC
∫ βW (λ)
β
dβ ′W
∫
ν(dJ) GΛ,β′
W
,J
∣∣HW,J(σW )− GΛ,β′
W
,J(HW,J(σW ))
∣∣ .
The integral term goes to zero in the limit. Indeed, by the Cauchy-Schwarz inequality,∫
ν(dJ)
∫ βW (λ)
β
dβ ′W GΛ,β′W
∣∣HW (σ)− GΛ,β′
W
(HW (σ))
∣∣ ≤
√
|W |(βW (λ)− β)
(∫
ν(dJ)
∫ βW (λ)
β
dβ ′W
1
|W | GΛ,β′W ,J
∣∣HW (σ)− GΛ,β′
W
,J(HW (σ))
∣∣2)1/2 .
Since βW (λ)−β = λ22β|W ∗|+O( 1|W ∗|2 ), and |W ∗|/|W | is bounded in Zd, the claim would follow
if the term in the parentheses goes to zero as Λ→ Zd followed by W → Zd. Define
fΛ,W (βW ) :=
1
|W |
∫
ν(dJ) log
∑
σW ,σWc
eβWHW,J (σW )eβHΛ,W,J (σWc )eβV∂W,J (σW ,σWc )∑
σWc
eβHΛ,W,J (σWc )
.
The second derivative f ′′Λ,W (βW ) is exactly the term appearing in the integral of the paren-
theses. In particular, the integral in the parentheses equals
f ′Λ,W (βW (λ))− f ′Λ,W (β) .
We claim that
lim
W→Zd
lim sup
Λ→Zd
|f ′Λ,W (βW (λ))− f ′Λ,W (β)| = 0
Since βW (λ) → β as W → Zd and β is a point of differentiability of f , this will hold by a
standard result of convexity (see, e.g., p.94 in [22]) provided that for all βW > 0
lim
W→Zd
lim sup
Λ→Zd
fΛ,W (βW ) = f(βW ) . (A.4)
This is expected since the free energy f is typically not sensitive to the boundary conditions
imposed by Λ on W . We make this precise. Let
fW (β,W ) :=
1
|W |
∫
ν(dJ) log
∑
σW
eβWHW,J (σW )
=
1
|W |
∫
ν(dJ) log
∑
σW ,σWc
eβWHW,J (σW )eβHΛ,W,J (σWc )∑
σWc
eβHΛ,W,J (σWc )
,
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where the second equality holds trivially for any choice of Λ ⊃ W and σW c is a spin config-
uration in Λ\W . Remark that because the couplings are Gaussians∫
ν(dJ)eβWV∂W,J (σW ,σWc) = e
β2
W
2
|∂W | ,
where |∂W | denotes the number of edges with one endpoint in W and one in W c. Since the
couplings in V∂W,J are independent of the ones in W and W
c, Jensen’s inequality applied to
the logarithm in fΛ,W and through the integration over these couplings gives
0 ≤ fΛ,W (βW )− fW (βW ) ≤ β
2
W
2
|∂W |
|W | . (A.5)
Morover it is clear that
f(βW ) = lim
W→Zd
fW (βW ) . (A.6)
In view of (A.5) and (A.6),
lim
W→Zd
sup
Λ⊃W
|fΛ,W (βW )− fW (βW )| = 0 ,
and (A.4) follows.
B Overlaps for pure states
We first recall the definition ofmΓ from Section 4.2. Given Γ ∈ GJ , the set of Gibbs measures
for the EA Hamiltonian and coupling configuration J , mΓ is the unique Borel measure on
M, the set of Borel measures on {−1,+1}Zd such that mΓ(ex(GJ)) = 1 and
Γ =
∫
ex(GJ )
ρmΓ(dρ) .
Again, we will drop the dependence on J in the notation GJ when it is obvious from the
context.
In this section we will prove that overlaps between pure states sampled from the measure
mΓ for Γ in the support of κJ are a.s. constant. Because the arguments are mostly from [20],
we will only give the main ideas. For notational convenience, we will prove the statement
for spin overlaps, but essentially the same argument holds for edge overlaps. We will do this
by showing that the variance of R with respect to the measure ρ1 × ρ2 (for pure states ρ1
and ρ2) is 0. We first list some properties of pure states and of the Choquet map Γ 7→ mΓ.
Let T∞ be the tail field of the space of spin configurations.
Lemma B.1. Let ρ ∈ ex(G).
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1. For each A ∈ T∞,
ρ(A) ∈ {0, 1} .
2. For each fixed x ∈ Zd,
lim
|y−x|→∞
|ρ(σxσy)− ρ(σx)ρ(σy)| = 0 .
Proof. The first part of the lemma is proved in Theorem III.2.5 of [20] and the second part
in Theorem III.1.6.
For the next lemma, consider the norm on the set of Gibbs measures that generates the
strong topology:
‖Γ‖ = sup
‖f‖∞=1
|Γ(f)| ,
where the supremum is over continuous functions f . For a measure m on G, define ‖m‖
similarly, but with continuous functions f on G.
Lemma B.2. Let Γ,Γ′ ∈ G.
1. If Γ is absolutely continuous with respect to Γ′ then dΓ
dΓ′
is T∞-measurable, mΓ is abso-
lutely continuous with respect to mΓ′, and for each ρ ∈ ex(G),
dmΓ
dmΓ′
(ρ) = ρ
(
dΓ
dΓ′
)
.
2. The following equation holds:
‖Γ− Γ′‖ = ‖mΓ −mΓ′‖ .
Proof. The first statement is [20, Theorem III.5.1] and the second is [20, Theorem III.5.2].
Next, we notice that for ρ1 and ρ2 in the support of mΓ (for Γ in the support of κJ ),
V arρ1×ρ2
(
lim
Λ→Zd
1
|Λ|
∑
x∈Λ
σxσ
′
x
)
= lim
Λ→Zd
1
|Λ|2
∑
x,y∈Λ
ρ1(σxσy)ρ2(σxσy)− ρ1(σx)ρ1(σy)ρ2(σx)ρ2(σy)
= lim
Λ→Zd
1
|Λ|2
∑
x,y∈Λ
ρ1(σxσy) [ρ2(σxσy)− ρ2(σx)ρ2(σy)]
+ lim
Λ→Zd
1
|Λ|2
∑
x,y∈Λ
ρ2(σx)ρ2(σy) [ρ1(σxσy)− ρ1(σx)ρ1(σy)] .(B.1)
We would like to use part 2 of Lemma B.1 to deduce that this quantity is zero. For this
purpose, we introduce the measure M∗ on the product space of triples (J, {σi}i, (ρ1, ρ2)):
M∗ =M × (mΓ ×mΓ) .
Sampling from M∗ amounts to sampling a pair (J, {σi}i) from M , noting the value of Γ,
and then sampling two pure states independently from mΓ. We must check that this indeed
defines a probability measure. For this it suffices to show the following:
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Lemma B.3. For each Borel subset B of G × G, the map (J, {σi}i) 7→ (mΓ × mΓ)(B) is
measurable.
Proof. Because the map (J, {σi}i) 7→ Γ is measurable, it suffices to show that
Γ 7→ (mΓ ×mΓ)(B) (B.2)
is measurable. We show that the map (B.2) is strongly continuous. It is elementary to show
that each strongly open set in G is a Borel set in the weak topology, so this will prove the
lemma. Let (Γn) be a sequence in G that converges strongly to Γ. Define
γn = (1/2)(Γn + Γ) .
It is not difficult to see that the convergence Γn → Γ is equivalent to the following:∫ ∣∣∣∣dΓndγn − dΓdγn
∣∣∣∣ dγn → 0 . (B.3)
Using Lemma B.2, one can show that the quantity |(mΓn ×mΓn)(B)− (mΓ ×mΓ)(B)| is no
bigger than ∫
G
ρ1
(
dΓn
dγn
)∫
G
∣∣∣∣ρ2(dΓndγn − dΓdγn
)∣∣∣∣mγn(dρ2)mγn(dρ1)
+
∫
G
ρ2
(
dΓ
dγn
)∫
G
∣∣∣∣ρ1(dΓndγn − dΓdγn
)∣∣∣∣mγn(dρ1)mγn(dρ2) .
By the definition of the pure state decomposition and the fact that the above derivatives
are constant a.s. in each pure state, this equals
2
∫ ∣∣∣∣dΓndγn − dΓdγn
∣∣∣∣ dγn ,
which converges to 0 by (B.3). This proves that (B.2) is strongly continuous and completes
the proof of Lemma B.3.
We will now show that for ρ1×ρ2-almost all pairs (σ1, σ2) (for M∗-almost every (ρ1, ρ2)),
(B.1) equals zero. For a lattice vector a ∈ Zd, define the translation Ta on a triple in the
support of M∗ by
Ta(J, {σi}i, (ρ1, ρ2)) = (Ta(J), {Ta(σi)}i, (Taρ1, Taρ2)) ,
where for i = 1, 2, the measure Taρi is defined as in Section 3. Since the measure M is
translation-invariant and since the pure state decomposition of a state Γ is unique, the
measure M∗ is translation-invariant.
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The fact that (B.1) equals zero for (mΓ × mΓ)-almost every pair (ρ1, ρ2) (for ν(dJ) ×
κJ(dΓ)-almost all Γ) is a straightforward consequence of the following statement. With
M∗-probability one, if i = 1 or 2, then
lim
Λ→Zd
1
|Λ|2
∑
x,y∈Λ
|ρi(σxσy)− ρi(σx)ρi(σy)| = 0 . (B.4)
To prove this, let ε > 0. For each (J, {σi}i, ρi) and x ∈ Zd, we define
Ni(x, ε) = min {N : |ρi(σxσy)− ρi(σx)ρi(σy)| < ε for all y with |y − x| ≥ N} .
By Lemma B.1, Ni(x, ε) <∞ for each i, x and ε. For fixed ε, the distribution of the variables
{Ni(x, ε) : x ∈ Zd} under M∗ is translation-invariant. For a site x define the event Ax,ε(N)
that Ni(x, ε) ≤ N . Denoting by I[Ax,ε(N)] the indicator of the event Ax,ε(N), we have that
by translation-invariance,
F (N, ε) := lim
Λ→Zd
1
|Λ|
∑
x∈Λ
I[Ax,ε(N)]
exists M∗-a.s. Furthermore, for fixed ε > 0, limN→∞ F (N, ε) = 1 M∗-a.s.
Fix N such that with M∗-probability greater than 1− ε, there exists a random set S of
vertices with (well-defined) density greater than 1 − ε such that for each x ∈ S, we have
Ni(x, ε) ≤ N . Then for x ∈ S ∩ Λ,∑
y∈Λ
|ρ(σxσy)− ρ(σx)ρ(σy)| ≤ 2Nd + ε|Λ| ,
so that
lim sup
Λ→Zd
1
|Λ|2
∑
x,y∈Λ
|ρ(σxσy)− ρ(σx)ρ(σy)| ≤ lim sup
Λ→Zd
[
1
|Λ|
∑
x∈S∩Λ
[
2Nd
|Λ| + ε
]
+ 2
|Λ \ S|
|Λ|
]
≤ 3ε .
Therefore with M∗-probability at least 1− ε, when we replace the limit in (B.4) by limsup,
it is bounded between 0 and 3ε. Letting ε→ 0, we get (B.4) with M∗-probability 1.
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