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Let R be a commutative ring with identity, A and B be unital alge-
bras over R and M be a unital (A, B)-bimodule. Let T = [ A M0 B
]
be
the triangular algebra consisting of A, B and M. Motivated by the
work of Cheung [4] we mainly consider the question whether every
higher derivation on a triangular algebra is an inner higher deriva-
tion. We also give some characterizations on (generalized-)Jordan
(triple-)higher derivations of triangular algebras.
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1. Introduction
LetR be a commutative ring with identity. Suppose that A and B are two unital algebras overR and
M is a nonzero (A, B)-bimodule. Then one can define
⎡
⎣ A M
0 B
⎤
⎦ =
⎧⎨
⎩
⎡
⎣ a m
0 b
⎤
⎦ a ∈ A, b ∈ B,m ∈ M
⎫⎬
⎭
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to be an associative algebra under matrix-like addition and matrix-like multiplication. An algebra T
is called a triangular algebra if there exist algebras A, B and nonzero (A, B)-bimoduleM such that T is
(algebraically) isomorphic to
⎡
⎣ A M
0 B
⎤
⎦
under matrix-like addition and matrix-like multiplication. Usually, we denote a triangular algebra by
T = [ A M0 B
]
. This kind of algebra was first introduced by Chase [3]. He applied triangular algebras to
show us the asymmetric behavior of semi-hereditary rings and constructed an classical example of a
left semi-hereditary ringwhich is not right semi-hereditary. Harada referred to the triangular algebras
as generalized triangular matrix rings in the literature [13] which he used triangular algebras to study
the structure of hereditary semi-primary rings. The definition of triangular algebra is somewhat formal
and hence they are said to be formal triangular matrix algebras in the situation of noncommutative
algebras [12].
LetR be a commutative ring and A ba an associativeR-algebra. AnR-linear mapping d : A −→ A
is called a derivation if it satisfies the Leibniz rule d(xy) = d(x)y + xd(y) for all x, y ∈ A. Let N be
the set of all non-negative integers. If we define a sequence {dn}n∈N of R-linear mappings on A by
d0 = idA(the identity mapping of A) and dn = 1n!dn, then the Leibniz rule ensures us that dn’s satisfy
the condition
dn(xy) =
n∑
i=0
di(x)dn−id(y) (1.1)
for all x, y ∈ A and each non-negative integer n. This motivates us to consider the sequences {dn}n∈N
ofR-linear mappings on an algebra A satisfying (1.1). Such a sequence is called a higher derivation of
A. Usually, we denote it by D = {dn}n∈N. This interesting notion of higher derivations was introduced
by Hasse and Schmidt [14], and hence algebraists sometimes call them Hasse–Schmidt derivations.
We denote the set of all higher derivation of A by HD(A). Although, if d : A −→ A is a derivation,
then the sequence D = {dn}n∈N consisting of dn = 1n!dn is a higher derivation; this is not the only
example of higher derivations. This kind of higher derivation is called an ordinary higher derivation.
Let D = {dn}n∈N be a sequence of R-linear mappings of A. If there exist two sequences {an}n∈N and{bn}n∈N in A satisfying the conditions a0 = b0 = 1 and∑ni=0 aibn−i = δn0 =
∑n
i=0 bian−i such that
dn(x) =
n∑
i=0
aixbn−i (1.2)
for all x ∈ A and each non-negative integer n, then it is easy to verify that D = {dn}n∈N is a higher
derivation ofA, where δn0 is the Kronecker sign. Higher derivations of the form (1.2) are said to be inner
higher derivations. LetK be a field. The divided powers operators dn = 1n! ∂
n
∂xni
on the polynomial algebra
A = K[x1, . . . , xn] are also basic examples of higher derivations. Let D = {dn}n∈N be a sequence of
R-linear mappings of A such that d0 = idA. D is called a Jordan higher derivation of A if for each n ∈ N,
dn(x
2) = ∑
i+j=n
di(x)dj(x)
holds for all x ∈ A. D is called a Jordan triple higher derivation of A if for each n ∈ N,
dn(xyx) =
∑
i+j+k=n
di(x)dj(y)dk(x)
holds for all x, y ∈ A. Obviously, any higher derivation on A is a Jordan higher derivation and is also a
Jordan triple higher derivation. But, the converse statements are in general not true.
Higher derivations are an active subject of research in algebras which may not be associative or
commutative. Firstly, higher derivations as natural generalizations of derivations have close relation-
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ship with derivations. It should be remarked that the first component d1 of each higher derivation
D = {dn}n∈N is itself a derivation of A. Let d : A −→ A be a derivation of an algebra A over the field
of rational numbers and let us put dn = 1n!dn. Then D = {dn}n∈N is a higher derivation of A. Thus
the derivation d is algebraic over A if and only if there exists some elements r0, r1, . . . , rn = 0 in A
such that
∑n
i=0 ridi(x) = 0 for all x ∈ A. Let A be a algebra over a field of characteristic zero. Heerema
[16], Mirzavaziri [23] and Saymeh [28] independently proved that each higher derivation on A is a
combination of compositions of derivations, and hence one can characterize all higher derivations on
A in terms of the derivations on A. Ribenboim systemically studied higher derivations of arbitrary rings
and those of arbitrary modules in [25,26] which some familiar properties of derivations are general-
ized to the case of higher derivations. Ferrero and Haetinger built the conditions under which Jordan
higher derivations (or Jordan triple higher derivations) of a (semi-)prime ring are higher derivations
[9]. Furthermore, Ferrero andHaetinger found the connections between the algebraicity of derivations
and the linear identities satisfied by higher derivations in a prime ring [10].
The objective of this paper is to investigate higher derivations of triangular algebras and related
mappings, such as inner higher derivations, Jordan higher derivations, Jordan triple higher derivations
and its generalizations. Many researchers havemade important contributions to the additivemapping
theory of triangular algebras (see [2,4–7,11,17,19,22,34–37]). Cheung [4] initiated the study of linear
mappings of abstract triangular algebras and obtained a number of elegant results. He gave detailed
descriptions concerning automorphisms, derivations, commuting mappings and Lie derivations of
triangular algebras in [4–6]. Benkovicˇ considered biderivations of triangular algebras in [2] which the
author treated the question on innerness of (bi-)derivations of triangular algebras. Zhang and Yu [37]
showed that under mild assumptions, any Jordan derivation on a triangular algebra is a derivation.
Xiao andWei [34] extended Zhang and Yu’s result to the case of Jordan higher derivations and proved
that under the same assumptions, any Jordan higher derivation on a triangular algebra is a higher
derivation.
This paper is devoted to the treatment of higher derivations of triangular algebras and its framework
is as follows. The second section establishes the conditions or criteria under which a higher derivation
of an associative algebra is inner. These conditions or criteria are needed in the sequel. The kernel
question in the third section is whether every higher derivation on a triangular algebra is inner. In
the last section we mainly focus on some natural generalizations of higher derivations of triangular
algebras, such as Jordan (triple-)higher derivations, generalized Jordan (triple-)higher derivations.
2. Innerness of higher derivations on algebras
Let A be an associative algebra over a commutative ring R. Higher derivations on A induce ring
endomorphismsof the formal power series algebraA[[t]]. Given anR-algebraA and ahigher derivation
D = {dn}n∈N ∈ HD(A), we defineR-algebra homomorphisms
etD : A[[t]] −→ A[[t]]
and
etDn : A[[t]]/(tn+1) −→ A[[t]]/(tn+1)
as follows. Let us first extend the action of dn to A[[t]] and A[[t]]/(tn+1) by linearity: dn(xti) = dn(x)ti.
We set
etD = d0 + d1t + d2t2 + · · ·
and
etDn = d0 + d1t + d2t2 + · · · + dntn.
It is easy to verify that etD and etDn are R-algebra homomorphisms. They are R-linear by definition.
In order to check that etD is multiplicative, it is sufficient to show that etD(xy) = etD(x)etD(y) for all
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x, y ∈ A. Indeed, for all x, y ∈ Awe have
etD(xy) =
∞∑
i=0
di(xy)t
i
=
∞∑
i=0
⎛
⎝ ∑
k+l=i
dk(x)dl(y)
⎞
⎠ ti
=
∞∑
i=0
⎛
⎝ ∑
k+l=i
(
dk(x)t
k
) (
dl(y)t
l
)⎞⎠
=
∞∑
k=0
dk(x)t
k
∞∑
l=0
dl(x)t
l
= etD(x)etD(y).
This also gives that etDn is multiplicative since e
tD = etDn (mod tn+1).
The higher derivations form a group under the convolution product ∗ . If D = {di}i∈N and D′ ={d′j}j∈N are higher derivations, then this product is defined to be the higher derivation corresponding
to etD ◦ etD′ . We compute
etD ◦ etD′ =
⎛
⎝
∞∑
i=0
dit
i
⎞
⎠
⎛
⎝
∞∑
j=0
d′j tj
⎞
⎠
=
∞∑
k=0
⎛
⎝ ∑
i+j=k
di ◦ d′j
⎞
⎠ tk
= et(D∗D′).
Therefore, the product of D and D′ is the higher derivation
D ∗ D′ = {hk}, where hk =
∑
i+j=k
di ◦ d′j. (2.1)
The identity element is the trivial higher derivation E = {n}n∈N, where
n =
⎧⎨
⎩
idA n = 0
0 otherwise.
The identity E corresponds to the mapping etE = idA[[t]]. We refer to [15,26] for the proof that the
higher derivations construct a group under this product (the non-trivial fact is that inverses exist).
Moreover, if D is a higher derivation of Awith inverse D′, then the K-algebra endomorphisms etD and
etD
′
of A[[t]] are mutually inverse algebraic automorphisms of A[[t]]. This is due to the following fact
etD ◦ etD′ = et(D∗D′) = etE = idA[[t]] = et(D′∗D) = etD′ ◦ etD.
We next illustrate two examples which were constructed by Nowicki in [24]. They are useful for us
to characterize the innerness of higher derivations on triangular algebras and related algebras.
Example 2.1. Let a ∈ A be afixed element and d0 = idA. Let us define a sequence ofR-linearmappings
dn(x) = an−1(ax − xa), ∀x ∈ A, n ∈ N.
Then D = {dn}n∈N is a higher derivation of A. Indeed, we show it by induction on n.
d0 = idA
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d1(xy) = axy − xya = d1(x)y + xd1(y)
d2(xy) = a(axy − xya) = d2(x)y + d1(x)d1(y) + xd2(y)
· · · · · · · · · · · · · · ·
dn−1(xy) = dn−1(x)y + dn−2(x)d1(y) + · · · + d1(x)dn−2(y) + xdn−1(y).
Let us see the case of n.
dn(xy) = an−1(axy − xya)
= a[an−2(axy − xya)]
= adn−1(xy)
= a[dn−1(x)y + dn−2(x)d1(y) + · · · + d1(x)dn−2(y) + xdn−1(y)]
= adn−1(x)y + adn−2(x)d1(y) + · · · + ad1(x)dn−2(y) + axdn−1(y)
= dn(x)y + dn−1(x)d1(y) + · · · + d2(x)dn−2(y) + axdn−1(y)
= dn(x)y + dn−1(x)d1(y) + · · · + d2(x)dn−2(y) + d1(x)dn−1(y) + xadn−1(y)
= dn(x)y + dn−1(x)d1(y) + · · · + d2(x)dn−2(y) + d1(x)dn−1(y) + xdn(y)
= ∑
i+j=n
di(x)dj(y)
Example 2.2. LetD = {ds}s∈N be a higher derivation of A andD′ = {d′n}n∈N be a sequence ofR-linear
mappings from A into itself defined by
d′n =
⎧⎨
⎩
0, if k  n
ds, if n = sk.
Then D′ = {d′n}n∈N is a higher derivation on A. It is easy to see that the following relations
d′n(x + y) = d′n(x) + d′n(y),
d′n(rx) = rd′n(x),
d0 = idA.
hold for all x, y ∈ A, r ∈ R. If n = ks, then we get
d′n(xy) = d′ks(xy) = ds(xy) =
∑
u+w=s
du(x)dw(y)
= ∑
ku+kw=ks
du(x)dw(y) =
∑
ku+kw=ks
d′ku(x)d′kw(y)
= ∑
i+j=n
d′i(x)d′j(y),
and if n = ks, then
0 = d′n(xy) =
∑
i+j=n
d′i(x)d′j(y) = 0,
where d′i(x) = 0 or d′j(y) = 0 .
For instance, if k = 2, then we obtain
d′6(xy) = d′2×3(xy) = d3(xy) =
∑
u+w=3
du(x)dw(y)
= ∑
2u+2w=2×3
du(x)dw(y) =
∑
2u+2w=2×3
d′2u(x)d′2w(y)
= d′0(x)d′6(y) + d′2(x)δ4(y) + d′4(x)d′2(y) + d′6(x)d′0(y)
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= d′0(x)d′6(y) + d′1(x)d′5(y) + d′2(x)d′4(y)
+ d′3(x)d′3(y) + d′4(x)d′2(y) + d′5(x)d′1(y) + d′6(x)d′0(y)
= ∑
i+j=6
d′i(x)d′j(y)
The higher derivation D = {dn}n∈N in Example 2.1 will be denoted by [a, 1] and the higher deriva-
tion D′ = {d′n}n∈N in Example 2.2 will be denoted by [a, k]. Let a ∈ A be some fixed element. For each
positive integer k, each non-negative integer n and all x ∈ A, we write:
[a, k]n(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x, if n = 0
0, if k  n
asx − as−1xa, if n = 0 and n = ks.
Let a = {an}n∈N be a sequence in A and denote by D(a) the element in HD(A) defined by
D(a)n = ([a1, 1] ∗ [a2, 2] ∗ · · · ∗ [an, n])n.
By the convolution product formula (2.1)we have
D(a)1(x) = a1x − xa1
D(a)2(x) = a21x − a1xa1 + a2x − xa2
D(a)3(x) = a31x − a21xa1 + a1a2x + xa2a1 − a1xa2 − a2xa1 + a3x − xa3
D(a)4(x) = a41x − a31xa1 + a22x − a2xa2 + a21a2x − a21xa2 − a1a2xa1
+ a1xa2a1 + a1a3x − a1xa3 − a3xa1 + xa3a1 + a4x − xa4
D(a)5(x) = a51x − a41xa1 + a31a2x − a31xa2 − a21a2xa1 + a21xa2a1 + a1a22x
− a1a2xa2 − a22xa1 + a2xa2a1 + a21a3x − a21xa3 − a1a3xa1
+ a1xa3a1 + a2a3x − a2xa3 − a3xa2 + xa3a2 + a1a4x − a1xa4
− a4xa1 + xa4a1 + a5x − xa5
· · · · · · · · · · · · · · · · · · · · · · · ·
(2.2)
for all x ∈ A. It was observed by Nowicki that D(a) is an inner higher derivation of A [24].
We denote by
∐
A the additive group of the product of countable copies of A. The sequence {an}n∈N
in Awill be always denoted by a. Let us define a multiplication on
∐
A as follows
ab = c, where cn =
∑
i+j=n
aibj.
Then
∐
A is a ring with identity element {1, 0, 0, . . .} [26]. Notice that an element a is invertible in∐
A if and only if a0 is invertible in A.
For each non-negative integer k, πk is the kth projection from
∐
A to A. If x ∈ A, then jk(x) denotes
the element of
∐
A defined by the following conditions:
πnjk(x) =
⎧⎨
⎩
0, n = k,
x, n = k.
For any higher derivation D = {dn}n∈N on A, Ribenboim [26] defined anR-algebra automorphism
of
∐
A
exp : ∐ A −→ ∐ A
a 
−→ b,
where bn = ∑i+j=n di(aj). Furthermore, Ribenboim showed that the mapping exp is also a
group isomorphism from HD(A) to the group G(A) of such automorphisms h : ∐ A → ∐ A that
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h(j1(1)) = j1(1) and π0hj0 = idA. If h ∈ G(A), then the higher derivation D = {dn}n∈N satisfies the
condition h = exp(D), where dn(x) = πnhj0(x) for all x ∈ A [26].
Let
∐′ A be the set of elements a in∐ A such that a0 = 1. It is easy to see that if a, b ∈ ∐′ A, then
ab ∈ ∐′ A and a−1 ∈ ∐′ A. For any a ∈ ∐′ A, we can define an inner automorphism of∐ A as follows
〈a〉 : ∐ A −→ ∐ A
x 
−→ a−1xa.
Note that 〈a〉 ∈ G(A).
On the other hand, it should be remarked that Roy and Sridharan also introduced the notion of
inner higher derivations when they investigated the extendability of higher derivations on central
simple algebras [27]. However, the defining way therein was different from our current definition. In
name of Roy–Sridharan, we refer to the inner higher derivations appeared in [27] as RS-inner higher
derivations.
Definition 2.3. A higher derivation D = {dn}n∈N of A is called RS-inner if there exists a sequence
a = {an}n∈N in Awith a0 = 1, that is a ∈ ∐′ A, such that
n∑
i=0
di(x)an−i = anx
for all x ∈ A and each non-negative integer n.
Theorem 2.4. Let D = {dn}n∈N be a higher derivation of A. Then the following statements are equivalent:
(1) D is an inner higher derivation of A.
(2) There exists a sequence a = {an}n∈N in∐′ A such that D = D(a).
(3) D is RS-inner.
Proof. (1) ⇒ (2) LetD = {dn}n∈N be an inner higher derivation of A. Then there exist two elements
u = {un}n∈N and v = {vn}n∈N in ∐′ A satisfying the condition ∑ni=0 uivn−i = δn0 =
∑n
i=0 viun−i
such that
dn(x) =
n∑
i=0
uixvn−i
for all x ∈ A and each non-negative integer n, where δn0 is the Kronecker sign. It is straightforward to
check that u = v−1. Thus we have
dn(x) =
∑
i+j=n
uixvj
= πn(1, u1, u2, . . .)(x, 0, 0, . . .)(1, v1, v2, . . .)
= πnv−1j0(x)v
= πn〈v〉j0(x)
for all x ∈ A. This implies that 〈v〉 = exp(D). By [26, Theorem 4.2] we know that there exists an
element a = {an}n∈N in∐′ A such that D = D(a).
(2) ⇒ (1) Conversely, if there exists an element a = {an}n∈N in∐′ A such that D = D(a), then
it follows from the computational procedure (2.2) that D = D(a) is an inner higher derivation of A.
(3) ⇒ (1) Assume that D = {dn}n∈N is RS-inner, then there exists an element a = {an}n∈N ∈∐′ A such that
n∑
i=0
di(x)an−i = anx
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for all x ∈ A and each non-negative integer n. Let us write wi = ai (i  0) and
z0 = 1 and zi = −
i∑
j=1
wjzi−j
for all i > 0.Obviously,
∑n
j=0 wjzn−j = δn0,where δn0 is theKronecker sign.Weclaim that
∑n
j=0 zjwn−j= δn0 for each non-negative integer n. Note that this relation holds for n = 0, 1. By the induction on
k, we can assume that
∑k
j=0 zjwk−j = 0 for all 1  k < n. For the case of k = n, we have
n∑
j=0
zjwn−j = wn −
n∑
j=1
j∑
i=1
wizj−iwn−j
= wn −
n∑
i=1
n∑
j=i
wizj−iwn−j
= wn −
n∑
i=1
wi
⎛
⎝
n∑
j=i
zj−iwn−j
⎞
⎠
= wn −
n∑
i=1
wiδn−i,0 = 0.
We next by induction show that D = {dn}n∈N is an inner higher derivation of A. In view of the
definition of RS-inner, we obtain
d1(x) = a1x − xa1 =
1∑
i=0
wixz1−i
for all x ∈ A. Assume that dk(x) = ∑ki=0 wixzk−i for all x ∈ A and each k < n. Therefore
dn(x) = anx −
n−1∑
i=0
di(x)an−i
= wnx −
n−1∑
i=0
⎛
⎝
i∑
j=0
wjxzi−j
⎞
⎠wn−i
= wnx −
n−1∑
j=0
n−1∑
i=j
wjxzi−jwn−i
= wnx −
n−1∑
j=0
wjx
⎛
⎝
n−1∑
i=j
zi−jwn−i
⎞
⎠
= wnx +
n−1∑
j=0
wjxzn−j =
n∑
j=0
wjxzn−j
for all x ∈ A. This shows that D = {dn}n∈N is an inner higher derivation of A.
(1) ⇒ (3) Conversely, if D = {dn}n∈N is an inner higher derivation of A, then there exist two
elements w = {wn}n∈N and z = {zn}n∈N in ∐′ A satisfying the condition ∑ni=0 wizn−i = δn0 =∑n
i=0 ziwn−i such that
dn(x) =
n∑
i=0
wixzn−i
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for all x ∈ A and each non-negative integer n, where δn0 is the Kronecker sign. Let us set ai = wi
for each non-negative integer i. Applying an analogous induction as in “(3) ⇒ (1)" yields that D is
RS-inner. 
Lemma2.5. Let D = {dn}n∈N ∈ HD(A) andD′ = {d′n}n∈N ∈ HD(A). If di = d′i for all i = 0, 1, 2, . . . , n,
then dn+1 − d′n+1 is a derivation of A.
Proof. For all x, y ∈ A, we have
dn+1(xy) − d′n+1(xy) = dn+1(x)y +
∑
i+j=n+1
i,j>1
di(x)dj(y) + xdn+1(y)
− d′n+1(x)y −
∑
i+j=n+1
i,j>1
d′i(x)d′j(y) − xd′n+1(y)
= dn+1(x)y − d′n+1(x)y + xdn+1(y) − xd′n+1(y)
= (dn+1 − d′n+1)(x)y + x(dn+1 − d′n+1)(y). 
Proposition 2.6 ([24, Theorem 4.2]). If everyderivationofA is inner, then so is everyhigherderivationofA.
Proof. LetD = {dn}n∈N beahigherderivationofA. Thend1 is an innerderivationofAby thehypothesis.
Hence, there is an element a1 ∈ A such that d1(x) = a1x − xa1 for all x ∈ A.
Let us set
d′2(x) = a21x − a1xa1, ∀x ∈ A.
That is, d′2 = [a1, 1]2. Then {idA, d1, d′2} and {idA, d1, d2} are both higher derivations on A. By Lemma
2.5 it follows that there exists an element a2 ∈ A such that d2(x) − d′2(x) = a2x − xa2 for all x ∈ A.
Taking into account the convolution product formula (2.1), we get
d2 = d′2 + [a2, 2]2 = [a1, 1]2 + [a2, 2]2
= ([a1, 1] ∗ [a2, 2])2
Next let us set
d′3(x) = a31x − a21xa1 + a1a2x + xa2a1 − a1xa2 − a2xa1, ∀x ∈ A.
That is, d′3 = ([a1, 1]∗[a2, 2])3. Then {idA, d1, d2, d′3} and {idA, d1, d2, d3} are both higher derivations
of A. By Lemma 2.5 it follows that there exists an element a3 ∈ A such that d3(x)− d′3(x) = a3x− xa3
for all x ∈ A. By the convolution product formula (2.1) again, we have
d3 = d′3 + [a3, 3]3 = ([a1, 1] ∗ [a2, 2])3 + [a3, 3]3
= ([a1, 1] ∗ [a2, 2] ∗ [a3, 3])3
We continuously repeat the above similar computational process. For each positive integer n, we
write d′n = ([a1, 1]∗[a2, 2]∗· · ·∗[an−1, n−1])n. Then {idA, d1, d2, . . . , d′n} and {idA, d1, d2, . . . , dn}
are both higher derivations of A. By Lemma 2.5 it follows that there exists an element an ∈ A such that
dn(x) − d′n(x) = anx − xan for all x ∈ A. Applying the formula (2.1) again yields
dn = d′n + [an, n]n
= ([a1, 1] ∗ [a2, 2] ∗ · · · ∗ [an−1, n − 1])n + [an, n]n
= ([a1, 1] ∗ [a2, 2] ∗ · · · ∗ [an, n])n.
This shows that there exists an element a = {an}n∈N ∈ ∐′ A such that D = D(a). By Theorem 2.4 we
conclude that D = {dn}n∈N is an inner higher derivation of A. 
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3. Innerness of higher derivations on triangular algebras
In this section, we will apply the results obtained in Section 2 to study the innerness of higher
derivations of triangular algebras. We mainly treat the following two questions: (1) which kind of
triangular algebras do enable every higher derivation on them to be inner? (2) when are the higher
derivations of triangular algebras inner?
3.1. Upper triangular matrix algebras
Let R be a commutative ring with identity. We denote the set of all p × q matrices over R by
Mp×q(R) and denote the set of all n × n upper triangular matrices over R by Tn(R). For n  2 and
each 1  k  n − 1, the upper triangular matrix algebra Tn(R) can be written as
Tn(R) =
⎡
⎣ Tk(R) Mk×(n−k)(R)
0 Tn−k(R)
⎤
⎦ .
It was shown in [7] that every derivation of Tn(R) is inner. Therefore every higher derivation of
Tn(R) is inner by Proposition 2.6.
3.2. Block upper triangular matrix algebras
LetR be a commutative ring with identity. For each positive integer n and each positive integerm
with m  n, we denote by d¯ = (d1, . . . , di, . . . , dm) ∈ Nm an ordered m-vector of positive integers
such that n = d1 +· · ·+di +· · ·+dm. The block upper triangular matrix algebra Bd¯n(R) is a subalgebra
ofMn(R) of the form
Bd¯n(R) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Md1(R) · · · Md1×di(R) · · · Md1×dm(R)
. . .
...
...
Mdi(R) · · · Mdi×dm(R)
O
. . .
...
Mdm(R)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
r1,1 ··· r1,d1
...
. . .
...
rd1,1 ··· rd1,d1
···
r1,x+1 ··· r1,x+di
...
. . .
...
rd1,x+1 ··· rd1,x+di
···
r1,y+1 ··· r1,y+dm
...
. . .
...
rd1,y+1 ··· rd1,y+dm
. . .
...
...
...
...
rx+1,x+1 ··· rx+1,x+di
...
. . .
...
rx+di,x+1 ··· rx+di,x+di
···
rx+1,y+1 ··· rx+1,y+dm
...
. . .
...
rx+di,y+1 ··· rx+di,y+dm
. . .
...
...
O
ry+1,y+1 ··· ry+1,y+dm
...
. . .
...
ry+dm,y+1 ··· ry+dm,y+dm
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Note that the full matrix algebraMn(R) of all n × nmatrices over R and the upper triangular matrix
algebra Tn(R) of all n × n upper triangular matrices over R are two special cases of block upper
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triangular matrix algebras. If n  2 and Bd¯n(R) = Mn(R), then Bd¯n(R) is a triangular algebra and can
be represented as
Bd¯n(R) =
⎡
⎣ B
d¯1
j (R) Mj×(n−j)(R)
O(n−j)×j Bd¯2n−j(R)
⎤
⎦ ,
where 1  j < m and d¯1 ∈ Nj, d¯2 ∈ Nm−j .
Benkovicˇ proved in [2] that any derivation of Bd¯n(R) is inner. By Proposition 2.6 we arrive at that
any higher derivation of Bd¯n(R) is inner
3.3. Nest algebras
Let H be a complex Hilbert space and B(H) be the algebra of all bounded linear operators on H. Let
I be a index set. A nest is a set N of closed subspaces of H satisfying the following conditions:
(1) 0,H ∈ N ;
(2) If N1,N2 ∈ N , then either N1 ⊆ N2 or N2 ⊆ N1;
(3) If {Ni}i∈I ⊆ N , then⋂i∈I Ni ∈ N ;
(4) If {Ni}i∈I ⊆ N , then the norm closure of the linear span of⋃i∈I Ni also lies in N .
If N = {0,H}, then N is called a trivial nest, otherwise it is called a non-trivial nest.
The nest algebra associated with N is the set
T (N ) = { T ∈ B(H) | T(N) ⊆ N for all N ∈ N }.
A nontrivial nest algebra is a triangular algebra. Indeed, if N ∈ N\{0,H} and E is the orthogonal
projection onto N, then N1 = E(N ) and N2 = (1 − E)(N ) are nests of N and N⊥, respectively.
Moreover, T (N1) = ET (N )E, T (N2) = (1 − E)T (N )(1 − E) are nest algebras and
T (N ) =
⎡
⎣ T (N1) ET (N )(1 − E)
O T (N2)
⎤
⎦ .
Note that any finite dimensional nest algebra is isomorphic to a complex block upper triangularmatrix
algebra. We refer the reader to [8] for the theory of nest algebras.
It was proved by Davidson [8] that an arbitrary derivation on T (N ) is inner. In view of Proposition
2.6, we know that an arbitrary higher derivation on T (N ) is inner.
3.4. Full matrix algebras
Let R be a commutative with identity and Mn(R) be the algebra of n × n matrices over R with
n  2. Then the full matrix algebra Mn(R) can be represented as
Mn(R) =
⎡
⎣ R M1×(n−1)(R)
M(n−1)×1(R) Mn−1(R)
⎤
⎦ .
Due to [19, Theorem 2], every R-derivation of Mn(R) is the sum of an inner derivation and a
derivation induced fromaderivationofR. SinceR is a commutative ringwith identity, anyR-derivation
is zero. This gives that every R-derivation of Mn(R) is inner. By Proposition 2.6 again, it follows that
an arbitrary higher derivation onMn(R) is inner.
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3.5. Incidence algebras
Let K be a field and A be a unital algebra over K. Let X be a finite partially ordered set (poset) with
the partial order. We define the incidence algebra of X over A as
I(X, A) = {f : X × X −→ A | f (x, y) = 0 if x  y}
with algebraic operation given by
(f + g)(x, y) = f (x, y) + g(x, y),
(f ∗ g)(x, y) = ∑
xzy
f (x, z)g(z, y),
(k · f )(x, y) = k · f (x, y)
for all f , g ∈ I(X, A), k ∈ K and x, y, z ∈ X . Obviously, f is a A-valued function on {(x, y) ∈ X ×X|x 
y}. The product ∗ is usually called convolution in function theory. If X be partially ordered set (poset)
with n elements, then I(X, A) is isomorphic to a subalgebra of the algebra Mn(A) of square matrices
over K with elements [aij] ∈ Mn(A) satisfying aij = 0 if i  j, for some partial order  defined in
the partial order set (poset) {1, . . . , n} [29, Proposition 1.2.4]. This shows that (I, A) is a triangular
algebra. To illustrate this conclusion, let us see an intuitional example. Let X = {1, 2, 3, 4, 5, 6, 7} be
a partially ordered set and its relations generated by
{1  3, 2  3, 3  4, 4  5, 5  6, 5  7}.
We represent this partially ordered set X by the following diagram
X =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1



 6
3  4  5





2

7
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then we have
I(X, A) ∼=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A 0 A A A A A
0 A A A A A A
0 0 A A A A A
0 0 0 A A A A
0 0 0 0 A A A
0 0 0 0 0 A 0
0 0 0 0 0 0 A
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The incidence algebra of a partially ordered set (poset) X is the algebra of functions from the segments
of X into an K-algebra A, which extends the various convolutions in algebras of arithmetic functions.
Incidence algebras, in fact, were first considered by Ward [32] as generalized algebras of arithmetic
functions. RotaandStanleydeveloped incidencealgebras as the fundamental structuresof enumerative
combinatorial theory and allied areas of arithmetic function theory. The theory of Möbius functions,
including the classical Möbius function of number theory and the combinatorial inclusion–exclusion
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formula, is established in the context of incidence algebras.We refer to the reader [31] for all these. On
the other hand, the algebraic properties of incidence algebras are quite striking as well, including the
fact that the lattice of ideals (in the finite-dimensional case) is distributive, and that the partial order
can be recovered from the algebra. The latter has led to a complete description of the automorphisms
and derivations of the algebra [1,30].
In the theory of operator algebras, incidence algebras are refereed to as “bigraph algebras" or “finite
dimensional CSL algebras". For a finite dimensionalHilbert spaceH and the algebraB(H)of all bounded
linear operators on H. A digraph algebra is a subalgebra A of B(H) which contains a maximal abelian
self-adjoint subalgebraD of B(H). SinceD is maximal abelian, the invariant projections for A, LatA, are
elements of D and so are mutually commuting. Thus A is a CSL-algebra (The abbreviation CSL denotes
‘commutative subspace lattice’). Obviously, A is finite dimensional; on the other hand, every finite
dimensional CSL-algebra acts on a finite dimensional Hilbert space and contains a mass. The term
digraph algebra refers to the fact that associated with A there is a directed graph on the set of vertices
{1, 2, . . . , n}. This graph contains all the self loops. Then A contains the matrix unit eij if and only if
there is a (directed) edge from j to i in the digraph.
Theorem 3.1 ([21, Theorem 6.4]). Let X be a finite partially ordered set, A be a unital algebra over field
K and D = {dn}n∈N be a higher derivation of I(X, A). Assume that some x0 ∈ X is comparable with each
x ∈ X. Then
dn(f ) =
∑
i+j+l=n
ai ∗ γˆj(f ) ∗ bl, ∀f ∈ I(X, A), n ∈ N,
where {an}n∈N and {bn}n∈N are two elements in ∐′ I(X, A) satisfying the condition ∑ni=0 ai ∗ bn−i =
δn0 = ∑ni=0 bi ∗ an−i and  = {γn}n∈N is a higher derivation of A. Furthermore, if every derivation on A
is inner, then D is also an inner higher derivation on I(X, A), i.e.,
dn(f ) =
∑
i+j+l=n
ai ∗ f ∗ bl, ∀f ∈ I(X, A), n ∈ N.
Let I(X, A)be an incidence algebra ofX overA. The identity element  of I(X, A) is given by (x, y) =
δxy for all x  y, where δxy ∈ {0, 1} is the Kronecker sign. For each pair x, y ∈ X with x  ywe define
xy(u, v) = δxuδyv for all u  v. Then xy ∗ zu = δyzxu and xya = axy for all a ∈ A. Let 1  n ∞,
let X = {1, 2, . . . , n} if n < ∞, or X = {1, 2, . . .} if n = ∞, and endow X with the usual linear
ordering. Then I(X, A) can be identified with the upper triangular matrix algebra Tn(A) by identifying
xy with the matrix [δxiδyj]ni,j=1. Note that the case T∞(A) is of infinite matrices. As another extreme
case, let X = {1, 2, . . . , n} with 1  n < ∞. If X has the pre-order ′, where i ′ j for each pair
(i, j) ∈ X×X , then I(X, A) ∼= Mn(A), the full matrix algebras of n×nmatrices over A. We now deduce
some results for the upper triangular matrix algebras Tn(A) with 1  n  ∞ and for the full matrix
algebrasMn(A)with 1  n < ∞ from the results for incidence algebras.
Corollary 3.2. Let A be an algebra over the commutative ring R. If all derivations of A are inner, then all
higher derivations of Tn(A) with 1  n ∞ and those of Mn(A) with 1  n < ∞ are also inner.
3.6. Triangular Banach algebras
Let (A, ‖·‖A) and (B, ‖·‖B) be two given Banach algebras. An algebraic (A, B)-bimoduleM is called
a Banach (A, B)-bimodule if it is a Banach space and the (A, B)-bimodule actions satisfy ‖am‖M ‖a‖A‖m‖M and ‖mb‖M  ‖m‖M‖b‖B for all a ∈ A, b ∈ B and m ∈ M. Then the triangular algebra
T = [ A M0 B
]
is a Banach algebra with respect to the norm defined by
∥∥∥∥∥∥
⎡
⎣ a m
0 b
⎤
⎦
∥∥∥∥∥∥
T
= ‖a‖A + ‖m‖M + ‖b‖B
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for all
[
a m
0 b
] ∈ T . In this case, T = [ A M0 B
]
is called a triangular Banach algebra. It is easy to
check that each norm ‖ · ‖ making T = [ A M0 B
]
into a Banach algebra is equivalent to ‖ · ‖T , if
the natural restrictions of ‖ · ‖ to A, B and M are equivalent to the given norms on A, B and M,
respectively.
A continuous derivation on A is a bounded linear operator d : A −→ A such that d(xy) = d(x)y +
xd(y) for all x, y ∈ A. For a given a ∈ A, we define the mapping ada : A −→ A by ada(x) = ax − xa
for all x ∈ A. The mapping ada is easily seen to be a continuous derivation on A. Such derivations are
said to be inner. Let Der(A) denote the space of all continuous derivations of A and let Inn(A) denote
the space of all inner derivations. We define H1(A), the first cohomology group of A by
H1(A) = Der(A)/Inn(A).
For the given Banach algebrasA, B and the Banach (A, B)-bimoduleM, we denote byHomA,B(M) the
Banach algebra of all continuousR-linearmappings : M −→ M such that(x ·m ·y) = x ·(m) ·y
for all x ∈ A,m ∈ M and y ∈ B. Usually,  is called a continuous bimodule homomorphism. Recall that
ifM is a Banach (A, B)-bimodule, x0 ∈ A and y0 ∈ B, then the Rosenblum operator τx0,y0 : M −→ M is
defined by τx0,y0(m) = x0 ·m−m · y0 for allm ∈ M. Furthremore, if x0 ∈ Z(A) and y0 ∈ Z(B), we call
the Rosenblum operator τx0,y0 a central Rosenblum operator, where Z(A) (resp. Z(B)) is the center of
A (resp. B). Let us denote the space of all central Rosenblum operators by ZRA,B(M). It is easy to verify
that ZRA,B(M) ⊆ HomA,B(M). Forrest and Marcoux [11] proved.
Theorem3.3. Let A be aunital Banach algebra, B be aBanach algebrawith a bounded approximate identity.
Let M be an essential (A, B)-bimodule and T = [ A M0 B
]
be the triangular Banach algebra consisting of A, B
and M. If H1(A) = 0 = H1(B) and every continuous bimodule homomorphism : M −→ M is a central
Rosenblum operator, then H1(T ) = 0.
Combining Theorem 3.3 with Proposition 2.6 we obtain
Corollary 3.4. With the same assumptions as in the above theorem. Then any higher derivation on T is
inner.
3.7. General triangular algebras
LetR be a commutative ring with identity. Suppose that A and B are two unital algebras overR and
M is a nonzero (A, B)-bimodule which is faithful as a left A-module and also as a right B-module. Let
T = [ A M0 B
]
be the triangular algebra consisting of A, B andM. An R-linear mapping  : M −→ M is
called a bimodule homomorphism if(x ·m · y) = x ·(m) · y holds for all x ∈ A, y ∈ B andm ∈ M. A
bimodule homomorphism : M −→ M is of the standard form if there exist two elements x0 ∈ Z(A)
and y0 ∈ Z(B) such that(m) = x0 ·m+m · y0 for allm ∈ M, where Z(A) (resp. Z(B)) is the center of
A (resp. B). Cheung in [4] proved the following theorem, and then Benkovicˇ presented a slightmodified
version of Cheung’s result in [2].
Theorem 3.5. Let T = [ A M0 B
]
be the triangular algebra consisting of A, B and M. If
(1) every derivation of A is inner,
(2) every derivation of B is inner,
(3) any bimodule homomorphism  : M −→ M is of the standard form,
then all derivations of T are inner.
Applying Theorem 3.5 and Proposition 2.6 immediately yields
Corollary 3.6. With the same conditions as in the above theorem. Then every higher derivation on T is
inner.
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In particular, the triangular algebra T = [ A A0 A
]
satisfies the condition (3) of Theorem 3.5. We
conclude this section with the following corollary.
Corollary 3.7. If every derivation on A is inner, then any higher derivation on T = [ A A0 A
]
is inner.
4. Higher derivations of triangular algebras and its generalizations
Manydifferentkindsofhigherderivationsof anassociativealgebrahavebeenstudied in [9,10,20,21,
33,34]. Recently, Xiao andWei in [34] considered Jordan higher derivations of triangular algebras and
proved that undermild assumptions, every Jordan higher derivation on a triangular algebra is a higher
derivation. This section mainly investigate some generalizations of higher derivations of triangular
algebras such as Jordan (triple-)higher derivations, generalized higher derivations, generalized Jordan
(triple-)higher derivations.
Throughout this sectionwealways assume thatR is a 2-torsion free commutative ringwith identity.
Suppose that A and B are unital algebras overR andM is a nonzero (A, B)-bimodule. Let T = [ A M0 B
]
be
the triangular algebra consisting of A, B andM. Let D = {dn}n∈N be a sequence of R-linear mappings
of a triangular algebra T = [ A M0 B
]
such that d0 = idT . D is called:
(a) a higher derivation of T if for each n ∈ N,
dn(T1T2) =
∑
i+j=n
di(T1)dj(T2)
for all T1, T2 ∈ T ;
(b) a Jordan higher derivation of T if for each n ∈ N,
dn(T
2) = ∑
i+j=n
di(T)dj(T)
for all T ∈ T ;
(c) a Jordan triple higher derivation of T if for each n ∈ N,
dn(T1T2T1) =
∑
i+j+k=n
di(T1)dj(T2)dk(T1)
for all T1, T2 ∈ T .
Lemma 4.1. Let T = [ A M0 B
]
be the triangular algebra consisting of A, B and M, and let D = {dn}n∈N be a
Jordan higher derivation on T . Then
dn(I) = 0
for each positive integer n, where I is the identity matrix of T .
Proof. It is easy to see that d1(I) = 0. Hence we assume that dm(I) = 0 for all m < n. According to
the definition of Jordan higher derivation, we obtain
dn(I) = dn(I) + dn(I) +
∑
i+j=n,i,j1
di(I)dj(I).
This leads to
dn(I) = 0.
for each positive integer n. 
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Similarly, we have
Lemma 4.2. Let T = [ A M0 B
]
be the triangular algebra consisting of A, B and M, and let D = {dn}n∈N be a
Jordan triple higher derivation on T . Then
dn(I) = 0
for each positive integer n, where I is the identity matrix of T .
Proposition 4.3. Let T = [ A M0 B
]
be the triangular algebra consisting of A, B and M, and let D = {dn}n∈N
be a sequence ofR-linear mappings of T . Then the following statements are equivalent:
(1) D is a Jordan higher derivation of T ;
(2) D is a Jordan triple higher derivation of T .
Proof. (1) ⇒ (2) Let D = {dn}n∈N be a Jordan higher derivation of T . Then we assert that
dn(T1T2 + T2T1) =
∑
i+j=n
di(T1)dj(T2) + di(T2)dj(T1) (4.1)
for all T1, T2 ∈ T and for each n ∈ N. Indeed, according to the definition of Jordan higher derivation,
we have that dn(T
2) = ∑i+j=n di(T)dj(T) for all T ∈ T and for each n ∈ N . Then the above assertion
follows from the following two relations
dn((T1 + T2)2) =
∑
i+j=n
di(T1 + T2)dj(T1 + T2)
= ∑
i+j=n
di(T1)dj(T1) + di(T1)dj(T2) +
∑
i+j=n
di(T2)dj(T1) + di(T2)dj(T2)
and
dn((T1 + T2)2) = dn(T21 + T1T2 + T2T1 + T22 )
= dn(T21 ) + dn(T1T2 + T2T1) + dn(T22 )
= dn(T1T2 + T2T1) +
∑
i+j=n
di(T1)dj(T1) +
∑
i+j=n
di(T2)dj(T2).
Applying the equality (4.1) yields that
dn(T1(T1T2 + T2T1) + (T1T2 + T2T1)T1)
= ∑
i+j=n
di(T1)dj(T1T2 + T2T1) + di(T1T2 + T2T1)dj(T1)
= ∑
i+j=n
∑
g+h=j
di(T1)dg(T1)dh(T2) + 2
∑
i+j+k=n
di(T1)dj(T2)dk(T1)
+ ∑
i+j=n
∑
k+l=i
dk(T2)dl(T1)dj(T1) (4.2)
for all T1, T2 ∈ T . On the other hand
dn(T1(T1T2 + T2T1) + (T1T2 + T2T1)T1)
= dn(T21 T2 + T1T2T1 + T1T2T1 + T2T21 )
= 2dn(T1T2T1) +
∑
i+j=n
di(T
2
1 )dj(T2) + di(T2)dj(T21 )
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= 2dn(T1T2T1) +
∑
i+j=n
∑
g+h=i
dg(T1)dh(T1)dj(T2)
+ ∑
i+j=n
∑
k+l=j
di(T2)dk(T1)dl(T1) (4.3)
for all T1, T2 ∈ T . Note thatR is a 2-torsion free commutative ring. By (4.2) and (4.3) we obtain
dn(T1T2T1) =
∑
i+j+k=n
di(T1)dj(T2)dk(T1)
for all T1, T2 ∈ T and for each n ∈ N. This shows D is a Jordan triple higher derivation of T .
(2) ⇒ (1) Conversely, let D = {dn}n∈N be a Jordan triple higher derivation of T . According to
the definition of Jordan triple higher derivation, we have
dn(T1T2T1) =
∑
i+j+k=n
di(T1)dj(T2)dk(T1)
for all T1, T2 ∈ T and for each n ∈ N. Then for the identity matrix I ∈ T and any T ∈ T , we get
dn(T
2) = dn(TIT) =
∑
i+j+k=n
di(T)dj(I)dk(T)
for each n ∈ N. By Lemma 4.2 it follows that
dn(I) = 0
for each positive integer n. Therefore
dn(T
2) = ∑
i+k=n
di(T)dk(T)
for all T ∈ T and for each n ∈ N. This shows D = {dn}n∈N is a Jordan higher derivation of T . 
In view of Proposition 4.3, the main theorem of article [34] can be further developed as follows.
Theorem 4.4. Let T = [ A M0 B
]
be the triangular algebra consisting of A, B and M, and let D = {dn}n∈N be
a sequence ofR-linear mappings of T . Then the following statements are equivalent:
(1) D is a Jordan higher derivation of T .
(2) D is a Jordan triple higher derivation of T .
(3) D is a higher derivation of T .
Proof. (1) ⇐⇒ (2) By Proposition 4.3 we know that (1) is equivalent to (2).
(1) ⇐⇒ (3) This is due to [34, Theorem 2.5] 
Applying Theorem 4.4 immediately yields some interesting characterizations concerning Jordan
(triple-)higher derivations of nest algebras.
Corollary 4.5. For any one of the following two cases
(a) LetN be a nest on a Banach space X,Alg(N ) be the nest algebra associatedwithN andD = {dn}n∈N
be a sequence of linear mappings of Alg(N ). Suppose that there exists a non-trivial element in N
which is complemented in X;
(b) If N is a nest on a complex Hilbert space H, Alg(N ) be the nest algebra associated with N and
D = {dn}n∈N be a sequence of linear mappings of Alg(N ).
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the following statements are equivalent:
(1) D is a Jordan higher derivation of Alg(N ).
(2) D is a Jordan triple higher derivation of Alg(N ).
(3) D is a higher derivation of Alg(N ).
Let 
 = {δn}n∈N be a sequence of R-linear mappings of the triangular algebra T = [ A M0 B
]
such
that δ0 = idT . 
 is called:
(a) a generalized higher derivation of T if there exists a higher derivationD = {dn}n∈N of T such that
δn(T1T2) =
∑
i+j=n
δi(T1)dj(T2)
for all T1, T2 ∈ T and for each n ∈ N. D is called an associated higher derivation of 
 ;
(b) a generalized Jordan higher derivation of T if there exists a Jordan higher derivation D = {dn}n∈N
of T such that
δn(T
2) = ∑
i+j=n
δi(T)dj(T)
for all T ∈ T and for each n ∈ N. D is called an associated Jordan higher derivation of 
 ;
(c) a generalized Jordan triple higher derivation of T if there exists a Jordan triple higher derivation
D = {dn}n∈N of T such that
δn(T1T2T1) =
∑
i+j+k=n
δi(T1)dj(T2)dk(T1)
for all T1, T2 ∈ T and for each n ∈ N. D is called an associated Jordan triple higher derivation
of 
.
Proposition 4.6. Let T = [ A M0 B
]
be the triangular algebra consisting of A, B and M, and let
 = {δn}n∈N
be a sequence ofR-linear mappings of T . Then the following statements are equivalent:
(1) 
 is a generalized Jordan higher derivation of T ;
(2) 
 is a generalized Jordan triple higher derivation of T .
Proof. (1) ⇒ (2) Let 
 = {δn}n∈N be a generalized Jordan higher derivation of T with associated
Jordan higher derivation D = {dn}n∈N. Then we assert that
δn(T1T2 + T2T1) =
∑
i+j=n
δi(T1)dj(T2) + δi(T2)dj(T1) (4.4)
for all T1, T2 ∈ T and for each n ∈ N. Indeed, according to the definition of generalized Jordan higher
derivation, we have that δn(T
2) = i+j=nδi(T)dj(T) for all T ∈ T and for each n ∈ N. Then the
assertion (4.4) follows from the following two relations
δn((T1 + T2)2) =
∑
l+m=n
δl(T1 + T2)dm(T1 + T2)
= ∑
l+m=n
δl(T1)dm(T1) + δl(T1)dm(T2)
+ ∑
l+m=n
δl(T2)dm(T1) + δl(T2)dm(T2)
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and
δn((T1 + T2)2) = δn(T21 + T1T2 + T2T1 + T22 )
= δn(T21 ) + δn(T1T2 + T2T1) + δn(T22 )
= δn(T1T2 + T2T1) +
∑
l+m=n
δl(T1)dm(T1) +
∑
l+m=n
δl(T2)dm(T2).
Combining the equality (4.4) with the equality (4.1) yields that
δn(T1(T1T2 + T2T1) + (T1T2 + T2T1)T1)
= ∑
i+j=n
δi(T1)dj(T1T2 + T2T1) + δi(T1T2 + T2T1)dj(T1)
= ∑
i+j=n
∑
g+h=j
δi(T1)dg(T1)dh(T2) + 2
∑
i+j+k=n
δi(T1)dj(T2)dk(T1)
+ ∑
i+j=n
∑
k+l=i
δk(T2)dl(T1)dj(T1) (4.5)
for all T1, T2 ∈ T . On the other hand
δn(T1(T1T2 + T2T1) + (T1T2 + T2T1)T1)
= δn(T21 T2 + T1T2T1 + T1T2T1 + T2T21 )
= 2δn(T1T2T1) +
∑
i+j=n
δi(T
2
1 )dj(T2) + δi(T2)dj(T21 )
= 2δn(T1T2T1) +
∑
i+j=n
∑
g+h=i
δg(T1)dh(T1)dj(T2)
+ ∑
i+j=n
∑
k+l=j
δi(T2)dk(T1)dl(T1) (4.6)
for all T1, T2 ∈ T . Note thatR is a 2-torsion free commutative ring. By (4.5) and (4.6) we obtain
δn(T1T2T1) =
∑
i+j+k=n
δi(T1)dj(T2)dk(T1)
for all T1, T2 ∈ T and for each n ∈ N. Taking into account Proposition 4.3, we know that the associated
Jordan higher derivation D of
 is a Jordan triple higher derivation of T . This shows
 is a generalized
Jordan triple higher derivation of T with associated Jordan triple higher derivation D.
(2) ⇒ (1) Conversely, let
 = {δn}n∈N be a generalized Jordan triple higher derivation of T with
associated Jordan triple higher derivation D = {dn}n∈N. In view of the definition of generalized Jordan
triple higher derivation, we have
δn(T1T2T1) =
∑
i+j+k=n
δi(T1)dj(T2)dk(T1)
for all T1, T2 ∈ T and for each n ∈ N. Then for the identity matrix I ∈ T and any T ∈ T , we get
δn(T
2) = δn(TIT) =
∑
i+j+k=n
δi(T)dj(I)dk(t)
for each n ∈ N. For the associated Jordan triple higher derivationD = {dn}n∈N, it follows form Lemma
4.2 that
dn(I) = 0
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for all n > 0. Therefore
δn(T
2) = ∑
i+j=n
δi(T)dj(T)
for all T ∈ T and for each n ∈ N. By Proposition 4.3, the associated Jordan triple higher derivation D of

 is a Jordan higher derivation of T . This shows
 = {δn}n∈N is a generalized Jordan higher derivation
of T with associated Jordan higher derivation D = {dn}n∈N. 
The following theorem is actually a higher version of Theorem 4.4.
Theorem 4.7. Let T = [ A M0 B
]
be the triangular algebra consisting of A, B and M, and let
 = {δn}n∈N be
a sequence ofR-linear mappings of T . Then the following statements are equivalent:
(1) 
 is a generalized Jordan higher derivation of T ;
(2) 
 is a generalized Jordan triple higher derivation of T ;
(3) 
 is a generalized higher derivation of T ;
Proof. (1) ⇐⇒ (2) This is due to Proposition 4.6.
(1) ⇒ (3) Let
 = {δn}n∈N be a generalized Jordan higher derivation of T with associated Jordan
higher derivation D = {dn}n∈N. By the proof (1) ⇒ (2) in Proposition 4.6 we know that
δn(T1T2T1) =
∑
i+j+k=n
δi(T1)dj(T2)dk(T1)
for all T1, T2 ∈ T and for each n ∈ N. Then for the identity matrix I ∈ T and any T ∈ T , we get
δn(T) = δn(ITI) =
∑
i+j+k=n
δi(I)dj(T)dk(I)
for each n ∈ N. By Lemma 4.1 we obtain
δn(T) =
∑
i+j=n
δi(I)dj(T)
for all T ∈ T and for each n ∈ N. So
δn(T1T2) =
∑
i+j=n
δi(I)dj(T1T2)
= ∑
i+j=n
∑
g+h=j
δi(I)dg(T1)dh(T2)
= ∑
i+j=n
δi(T1)dj(T2)
for all T1, T2 ∈ T and for each n ∈ N. By Theorem 4.4, the associated Jordan higher derivation D of 

is also a higher derivation of T . This shows 
 = {δn}n∈N is a generalized higher derivation of T with
associated higher derivation D = {dn}n∈N.
(3) ⇒ (1) This is clear. 
Applying Theorem 4.7 directly gives a generalized version of Corollary 4.5.
Corollary 4.8. For any one of the following two cases
(a) LetN be a nest on a Banach space X,Alg(N ) be the nest algebra associatedwithN and
 = {δn}n∈N
be a sequence of linear mappings of Alg(N ). Suppose that there exists a non-trivial element in N
which is complemented in X;
(b) If N is a nest on a complex Hilbert space H, Alg(N ) be the nest algebra associated with N and

 = {δn}n∈N be a sequence of linear mappings of Alg(N ).
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the following statements are equivalent:
(1) 
 is a generalized Jordan higher derivation of Alg(N ).
(2) 
 is a generalized Jordan triple higher derivation of Alg(N ).
(3) 
 is a generalized higher derivation of Alg(N ).
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