Random forests are a powerful method for non-parametric regression, but are limited in their ability to fit smooth signals, and can show poor predictive performance in the presence of strong, smooth effects. Taking the perspective of random forests as an adaptive kernel method, we pair the forest kernel with a local linear regression adjustment to better capture smoothness. The resulting procedure, local linear forests, enables us to improve on asymptotic rates of convergence for random forests with smooth signals, and provides substantial gains in accuracy on both real and simulated data. We prove a central limit theorem and propose a computationally efficient construction for confidence intervals.
Introduction
Random forests [Breiman, 2001] are a popular method for non-parametric regression that have proven effective across many application areas [Cutler, Edwards Jr, Beard, Cutler, Hess, Gibson, and Lawler, 2007 , Díaz-Uriarte and De Andres, 2006 , Svetnik, Liaw, Tong, Culberson, Sheridan, and Feuston, 2003 . A major weakness of random forests, however, is their inability to exploit smoothness in the regression surface they are estimating. As an example, consider the following setup with a smooth trend in the conditional response surface: We simulate x 1 , . . . , x n independently from the uniform distribution on [0, 1] 20 , with responses y = log (1 + exp(6x 1 )) + ε, ε ∼ N (0, 20),
and our goal is to estimate µ(x) = E[Y | x = x]. The left panel of Figure 1 shows a set of predictions on this data from a random forest. The forest is unable to exploit strong local trends and, as a result, fits the target function using qualitatively the wrong shape: The prediction surface resembles a step function as opposed to a smooth curve.
In order to address this weakness, we take the perspective of random forests as an adaptive kernel method. This interpretation follows work by Athey, Tibshirani, and , 20) . Forests were trained using the R package grf [Tibshirani, Athey, Wager, Wright, and all contributors to the included version of Eigen, 2018] and tuned via cross-validation. True signal is shown as a smooth curve, with dots corresponding to forest predictions, and upper and lower bounds of pointwise confidence intervals connected in the dashed lines. Here the data was generated with n = 500, σ = √ 20, and d = 20, with subsampling rate s/n = 0.5. , Hothorn, Lausen, Benner, and Radespiel-Troger [2004] , and Meinshausen [2006] , and complements the traditional view of forests as an ensemble method (i.e., an average of predictions made by individual trees). Specifically, random forest predictions can be written asμ
where the weights α i (x) defined in (6) encode the weight given by the forest to the i-th training example when predicting at x. Now, as is well-known in the literature on non-parametric regression, if we want to fit smooth signals without some form of neighborhood averaging (e.g., kernel regression, k-NN, or matching for causal inference), it is helpful to use a local regression adjustment to correct for potential misalignment between a test point and its neighborhood [Abadie and Imbens, 2011 , Cleveland and Devlin, 1988 , Fan and Gijbels, 1996 , Heckman, Ichimura, and Todd, 1998 , Loader, 1999 , Newey, 1994 , Stone, 1977 , Tibshirani and Hastie, 1987 . These types of adjustments are particularly important near boundaries, where neighborhoods are asymmetric by necessity, but with many covariates, the adjustments are also important away from boundaries given that local neighborhoods are often unbalanced due to sampling variation. The goal of this paper is to improve the accuracy of forests on smooth signals using regression adjustments, potentially in many dimensions. By using the local regression adjustment, it is possible to adjust for asymmetries and imbalances in the set of nearby points used for prediction, ensuring that the weighted average of the feature vector of neighboring points is approximately equal to the target feature vector, and that predictions are centered. The use of regression adjustments further implies that the remaining prediction error is due to strong local curvature in the data generating process. The improvement to forests from the regression adjustment is most likely to be large in cases where some features have strong effects with moderate curvature, so that regression adjustments are both effective and important. Many datasets have this characteristic; for example, labor market outcomes tend to improve with parents' educational and labor market attainment, but there are diminishing returns.
In their simplest form, local linear forests just take the forest weights α i (x), and use them for local regression:
Hereμ(x) is estimates the conditional mean function µ(x), and θ(x) corrects for the local trend in x i − x. The ridge penalty λ||θ(x)|| 2 2 prevents overfitting to the local trend, and plays a key role both in simulation experiments and asymptotic convergence results. Then, as discussed in Section 2.1, we can improve the performance of local linear forests by modifying the tree-splitting procedure used to get the weights α i (x), and making it account for the fact that we will use local regression to estimate µ(x). In our software, we choose all tuning parameters, including minimum node size and λ, via cross-validation. As a first encouraging result we note that, in the motivating example from Figure 1 , local linear forests have essentially eliminated the bias of standard forests.
From a formal perspective, we study local linear forests using asymptotic theory. Theorem 1 gives a Central Limit Theorem for the predictionsμ(x) from a local linear forest at a given test point x, specifying the asymptotic convergence rate and its dependence on subsampling and smoothness of µ(x). This result allows us to build pointwise Gaussian confidence intervals using the delta method, giving practitioners applicable uncertainty quantification for local linear forest predictions. Observe that in Figure 1 , the bias from regression forest predictions affects not only the prediction curve but also the corresponding confidence intervals, which are not centered on the true function. Local linear forests, in addressing this bias issue, improve over regression forests in both predictive performance and confidence interval coverage. Strikingly, our local linear forest confidence intervals simultaneously achieve better coverage and are shorter than confidence intervals built using regression forests.
A simple form of (3), without regularization or modified tree-splitting procedures, was also considered in a recent paper by Bloniarz, Talwalkar, Yu, and Wu [2016] . However, Bloniarz, Talwalkar, Yu, and Wu [2016] only report modest performance improvements over basic regression forests; for example, on the "Friedman function" they report roughly a 5% reduction in mean-squared error. In contrast, we find fairly large, systematic improvements from local linear forests; see, e.g., Figure 5 for corresponding results on the same Friedman function. It thus appears that our algorithmic modifications via regularization and optimized splitting play a qualitatively important role in getting local linear forests to work well. These empirical findings are also mirrored in our theory. For example, in order to prove rates of convergence for local linear forests that can exploit smoothness of µ(·) and improve over corresponding rates available for regression forests, we need an appropriate amount of regularization in (3).
Finally, we note that one can also motivate local linear forests from the starting point of local linear regression. Despite working well in low dimensions, classical approaches to local linear regression are not applicable to even moderately highdimensional problems. 1 In contrast, random forests are adept at fitting high-dimensional signals, both in terms of their stability and computational efficiency. From this perspective, random forests can be seen as an effective way of producing weights to use in local linear regression. In other words, local linear forests aim to combine the strength of random forests in fitting high dimensional signals, and the ability of local linear regression to capture smoothness. We explore the properties of this procedure from both a theoretical and an empirical perspective, and find that it presents a promising alternative to traditional random forests.
Motivating Example: Attitudes to Welfare
For conciseness, this paper focuses on local linear forests for non-parameteric regression; however, as discussed in Section 2.4, a similar local linear correction can also be applied to quantile regression forests [Meinshausen, 2006] , causal forests or, more broadly, to any instance of generalized random forests . To highlight this potential, we start our discussion with an example of heterogeneous treatment effect estimation using local linear causal forests.
As in , we frame our discussion in terms of the Neyman-Rubin causal model [Imbens and Rubin, 2015] . Suppose we have data (x i , Y i , W i ), where x i are covariates, Y i ∈ R is the response, and W i ∈ {0, 1} is the treatment. In order to define the causal effect of the treatment W i , we posit potential outcomes for individual i, Y i (0) and Y i (1), corresponding to the response the subject would have experienced in the control and treated conditions respectively; we then observe Y i = Y i (W i ). We seek to estimate the conditional average treatment effect (CATE) of
Assuming uncounfoundedness [Rosenbaum and Rubin, 1983] ,
the CATE is in general identified via non-parametric methods. We assume unconfoundedness when discussing treatment effect estimation through this paper. proposed an extension of random forests for estimating CATEs, and improved on the method by making it locally robust to confounding using the transformation of Robinson [1988] . Here, we propose a local linear correction to the method of to strengthen its performance when τ (·) is smooth; see Section 2.4 for details.
To illustrate the value of the local linear causal forests, we consider a popular dataset from the General Social Survey (GSS) that explores how word choice reveals public opinions about welfare [?] . Individuals filling out the survey from 1986 to 2010 answered whether they believe the government spends too much, too little, or the right amount on the social safety net. 2 GSS randomly assigned the wording of this question, such that the social safety net was either described as "welfare" or "assistance to the poor". This change had a well-documented effect on responses due to the negative perception many Americans have about welfare; moreover, there is evidence of heterogeneity in the CATE surface [Green and Kern, 2012] . Here, we write W i = 1 if the i-th sample received the "welfare" treatment, and define Y i = 1 if the i-th response was that the government spends too much on the social safety net. Thus, a positive treatment effect τ (x) indicates that, conditionally on x i = x, using the phrase "welfare" as opposed to "assistance to the poor" increases the likelihood that the i-th subject says the government spends too much on the social safety net. We base our analysis on d = 12 covariates, including income, political views, age, and number of children. The full dataset has N = 28, 646 observations; here, to make the problem interesting, we test our method on smaller subsamples of the data. Figure 2 displays the CATE by categories of income and political views, as estimated by both a local linear causal forest and a plain causal forest using n = 600 observations, again both implemented using grf. The display suggests that local linear causal forests are able to exploit smoothness and monotonicity to reveal more heterogeneity along these important features, which may mean that the local linear correction is helping.
In order to compare the performance of both methods more formally, we use the We show estimated test error from local linear causal forests (LLCF) and standard causal forests (CF). Tuning parameters were selected via cross-validation using the R-learner objective.
transformed outcome metric of Athey and Imbens [2016] . Noting that E[(2W i −1)Y i ] = τ (x i ), they suggest examining the following test set error criterion
If we can estimate S 0 , then (5) gives an unbiased estimate of the mean-squared error ofτ (·). Here, we estimate S 0 via out-of-bag estimation on the full dataset with N = 28, 646, assuming that a local linear forest with such a large sample size has negligible error. Table 1 has error estimates for both types of forests using (5), and verifies that using the local linear correction improves empirical performance across different subsample sizes. Section 4 contains a more detailed simulation study of local linear causal forests, comparing them with a wider array of baseline methods.
Related Work
Random forests were first introduced by Breiman [2001] , building on the work of Breiman, Friedman, Stone, and Olshen [1984] on recursive partitioning (CART), Breiman [1996] on bagging, and Amit and Geman [1997] on randomized trees. Bühlmann and Yu [2002] shows how the bagging makes forests smoother than single trees, while Biau [2012] and Scornet, Biau, and Vert [2015] establishes asymptotic risk consistency of random forests under specific assumptions. More sophisticated tree-based ensembles motivated by random forests have been proposed by Basu, Kumbier, Brown, and Yu [2018] , who iteratively grow feature-weighted tree ensembles that perform especially well for discovering interactions, Zhou and Hooker [2018] , who consider a hybrid between random forests and boosting, and Zhu, Zeng, and Kosorok [2015] , who do deeper search during splitting to mitigate the greediness of CART.
The idea of considering random forests as an adaptive kernel method has been proposed by several papers. Hothorn, Lausen, Benner, and Radespiel-Troger [2004] suggest using weights from survival trees and gives compelling simulation results, albeit to our knowledge no theoretical guarantees. Meinshausen [2006] proposes this technique for quantile regression forests and gives asymptotic consistency of the resulting predictions. leverage this idea to present generalized random forests as a method for solving heterogeneous estimating equations.
They derive an asymptotic distribution and confidence intervals for the resulting predictions. Local linear forests build on this literature; the difference being being that we use the kernel-based perspective on forests to exploit smoothness of µ(·) rather than to target more complicated estimands (such as a quantile).
Early versions of confidence intervals for random forests, backed by heuristic arguments and empirical evidence, were proposed by Sexton and Laake [2009] and Wager, Hastie, and Efron [2014] . Mentch and Hooker [2016] then established asymptotic normality of random forests where each tree depends on a small subsample of training examples, while provide an asymptotic characterization of forests that allows for asymptotically valid confidence intervals. The confidence intervals proposed here are motivated by the algorithm of Sexton and Laake [2009] , paired with the random forest delta method developed by for statistical inference with generalized random forests.
As mentioned in the introduction, a predecessor to this work is a paper by Bloniarz, Talwalkar, Yu, and Wu [2016] , who consider local linear regression with supervised weighting functions, including ones produced by a forest. The main differences between our method and that of Bloniarz, Talwalkar, Yu, and Wu [2016] is that they do not adapt the tree-splitting procedure to account for the local linear correction, and do not consider algorithmic features-such as ridge penalization-that appear to be needed to achieve good performance both in theory and in practice. Additionally, our method is flexible to forests targeting any heterogeneous estimating equation, and in particular to causal forests. On the formal side, Bloniarz, Talwalkar, Yu, and Wu [2016] prove consistency of their method; however, they do not establish rates of convergence and thus, unlike in our Theorem 1, they cannot use smoothness of µ(·) to improve convergence properties of the forest. They also do not provide a central limit theorem or confidence intervals.
More broadly, there is an extensive body of work on model-based trees that explores different combinations of local regression and trees. Torgo [1997] and Gama [2004] study functional models for tree leaves, fitting models instead of local averages at each node. Karalič [1992] suggests fitting a local linear regression in each leaf, and Torgo [1997] highlights the performance of kernel methods in general for MOB tree methods. Zeileis, Hothorn, and Hornik [2008] , and later Rusch and Zeileis [2013] , propose not only prediction, but recursive partitioning via fitting a separate model in each leaf, similar to the residual splitting strategy of local linear forests. Local linear forests complement this literature; they differ, however, in treating forests as a kernel method. The leaf nodes in a local linear forest serve to provide neighbor information, and not local predictions.
Our work is motivated by the literature on local linear regression and maximum likelihood estimation [Abadie and Imbens, 2011 , Cleveland and Devlin, 1988 , Fan and Gijbels, 1996 , Heckman, Ichimura, and Todd, 1998 , Loader, 1999 , Newey, 1994 , Stone, 1977 , Tibshirani and Hastie, 1987 . Stone [1977] introduces local linear regression and gives asymptotic consistency properties. Cleveland [1979] expands on this by introducing robust locally weighted regression, and Fan and Gijbels [1992] give a variable bandwidth version. Cleveland and Devlin [1988] explore further uses of locally weighted regression. Local linear regression has been particularly well-studied for longitudinal data, as in Li and Hsing [2010] and Yao, Muller, and Wang [2005] . Cheng, Fan, and Marron [1997] use local polynomials to estimate the value of a function at the bound-ary of its domain. Abadie and Imbens [2011] show how incorporating a local linear correction improves nearest neighbor matching procedures.
Local Linear Forests
Local linear forests use a random forest to generate weights that can then serve as a kernel for local linear regression. Suppose we have training data (
Consider using a random forest to estimate the conditional mean function µ(x) = E[Y | X = x] at a fixed test point x 0 . Traditionally, random forests are viewed as an ensemble method, where tree predictions are averaged to obtain the final estimate. Specifically, for each tree T b in a forest of B trees, we find the leaf L b (x 0 ) with predicted responseμ b (x 0 ), which is simply the average response of all training data points assigned to L b (x 0 ). We then predict the averagê
). An alternate angle, advocated by , Hothorn, Lausen, Benner, and Radespiel-Troger [2004] , and Meinshausen [2006] , entails viewing random forests as adaptive weight generators, as follows.
Notice that by construction, n i=1 α i (x 0 ) = 1 and for each i, 0 ≤ α i (x 0 ) ≤ 1. use this perspective to harness random forests for solving weighted estimating equations, and give asymptotic guarantees on the resulting predictions.
Local linear forests solve the locally weighted least squares problem (3) with weights (6). Note that equation (3) has a closed-form solution, as follows. Throughout this paper, we let A be the diagonal matrix with A i,i = α i (x 0 ), and let J denote the d + 1 × d + 1 diagonal matrix with J 1,1 = 0 and J i+1,i+1 = A i,i , so as to not penalize the intercept. We define ∆, the centered regression matrix with intercept, as ∆ i,1 = 1 and ∆ i,j+1 = x i,j − x 0,j . Then the local linear forest estimator can be explicitly written as
Qualitatively, we can think of local linear regression as a weighting estimator with a modulated weighting function γ i α i (x 0 ) whose x-moments are better aligned with the test point
the last relation would be exact without a ridge penalty (i.e., with λ = 0).
With the perspective of generating a kernel for local linear regression in mind, we move to discuss the appropriate splitting rule for local linear forests.
Splitting for Local Regression
Random forests traditionally use Classification and Regression Trees (CART) from Breiman, Friedman, Stone, and Olshen [1984] splits, which proceed as follows. We consider a parent node P with n P observations (x i1 , Y i1 ), . . . , (x in P , Y in P ). For each candidate pair of child nodes C 1 , C 2 , we take the mean value of Y inside each child,Ȳ 1 andȲ 2 . Then we choose C 1 , C 2 to minimize the sum of squared errors
Knowing that we will use the forest weights to perform a local regression, we neither need nor want to use the forest to model strong, smooth signals; the final regression step can model the strong global effects. Instead, in the parent node P , we run a ridge regression to predict Y ik from X ik .
We then run a standard CART split on the residuals Y ik −Ŷ ik , modeling local effects in the forest and regressing global effects back in at prediction. Observe that, much like the CART splitting rule, an appropriate software package can enforce that a forest using this splitting rule splits on every variable and gives balanced splits; hence this splitting rule may be used to grow honest and regular trees.
To explore the effects of CART and residual splitting rules, we consider this simulation first introduced by Friedman [1991] . Generate x 1 , . . . , x n independently and identically distributed U [0, 1] 5 and model Y i from y = 10 sin(πx 1 x 2 ) + 20(x 3 − 0.5) 2 + 10x 4 + 5x 5 + ,
for ε ∼ N (0, σ 2 ). This model has become a popular study for evaluating nonparametric regression methods; see for example Chipman, George, and McCulloch [2010] and Taddy, Chen, Yu, and Wyle [2015] . It is a natural setup to test how well an algorithm handles interactions sin(πx 1 x 2 ), its ability to pick up a quadratic signal 20(x 3 − 0.5) 2 , and how it simultaneously models strong linear signals 10x 4 + 5x 5 . Figure 3 displays the split frequencies from an honest random forest (left) using standard CART splits, and a local linear forest (right). The x-axis is indexed by variable, here x 1 through x 5 , and the y-axis gives tree depth for the first 4 levels of tree splits. Tiles are colored according to how often trees in the forest split on that variable; a darker tile denotes more splits at that tree depth. CART splits very frequently on x 4 , which contributes the strongest linear signal, especially at the top of the tree but consistently throughout levels. Local linear forests, on the other hand, rarely split on either of the strong linear signals, instead spending splits on the three that are more difficult to model. In Section 4, we show that this indeed corresponds to a performance gain from local linear forests.
Honest Forests
Unless noted otherwise, all random forests used in this paper are grown using a type of sub-sample splitting called "honesty", used by to derive the asymptotic distribution of random forest prediction. As outlined in Procedure Figure 3 : Split frequency plot for CART splits from an honest random forest (left) and residual splits from a local linear forest (right). Each forest was trained on n = 600 observations from the data-generating process in 9. Variables 1 through 5 are on the x-axis, and the y-axis gives tree depth, starting with depth 1 at the top of the plot. Tile color is according to split frequency, so variables on which the forest splits frequently at depth j have a dark tile in row j.
1 of , each tree in an honest forest is grown using two nonoverlapping subsamples of the training data, call them I b and J b . We first choose a tree structure T b using only the data in J b , and write x ↔ b x as the boolean indicator for whether the points x and x fall into the same leaf of T b . Then, in a second step, we define the set of neighbors of
function is what we then use to define the forest weights in (6). This type of subsample-splitting lets us control for potential overfitting when growing the tree T b , because the samples J b used to define the neighborhood L b (x) were held out when growing T b . We note that, despite considerable interest in the literature, there are no available consistency results for random forests with fully grown trees that do not use honesty. Biau [2012] uses a different type of sample splitting, Biau, Devroye, and Lugosi [2008] and Wager and Walther [2015] rely on large leaves, while the results of Scornet, Biau, and Vert [2015] on fully grown trees rely on an unchecked high-level assumption. Thus, we choose to build our forests with honesty on by default.
Perhaps the strongest criticism of honesty is that, because of the additional subsample splitting step, we end up with trees grown on less data that are thus less expressive. However, if this is a concern, it is possible to use only a small fraction of the data for the set I b , since these samples are used to generate weights and not directly for estimation. By growing a sufficiently large number of trees, we can ensure that the weights are stable. To the extent that concerns about sample size remain, local linear forests appear to be a particularly natural companion to honesty, as we can use the final local regression step to compensate for potential undersmoothing of the raw forests.
Tuning a Local Linear Forest
We recommend selecting ridge penalties by cross-validation. It is often reasonable to choose different values of λ for forest training and for local linear prediction. During forest growth, equation (8) gives ridge regression coefficientsβ P in each parent leaf. As trees are grown on subsamples of data, over-regularization at this step is a danger even in large leaves. Consequently, small values of λ are advisable for penalization on regressions during forest training. Furthermore, as we move to small leaves, computing meaningful regression coefficients becomes more difficult; the ridge regression can begin to mask signal instead of uncovering it. A heuristic that performs well in practice is to store the regression estimatesβ P on parent leaves P . When the child leaf size shrinks below a cutoff, we useβ P from the parent node to calculate ridge residual pseudooutcomes, instead of estimating them from unstable regression coefficients on the small child dataset. In practice, this helps to avoid the pitfalls of over-regularizing and of regressing on a very small dataset when growing the forest. At the final regression prediction step (7), however, a larger ridge penalty can control the variance and better accommodate noisy data.
With increasingly high-dimensional data, feature selection before prediction can significantly reduce error and decrease computation time. Often, a dataset will contain only a small number of features with strong global signals. In other cases, a researcher will known in advance which variables are consistently predictive or of special interest. In these cases, it is reasonable to run the regression prediction step on this smaller subset of predictors expected to contribute overarching trends. Such covariates, if they are not already known, can be chosen by a stepwise regression or lasso, or any other technique for automatic feature selection. Last, it is worth noting that these tuning suggestions are pragmatic in nature; the theoretical guarantees provided in Section 3 are for local linear forests trained without these heuristics.
Extension to Causal Forests
Finally, although we have focused on local linear regression forests, similar ideas also apply to other types of forests, such as quantile regression forests [Meinshausen, 2006] or, more broadly, generalized random forests . Here, we discuss the case of the orthogonalized causal forests proposed by ; other cases are analogous.
Using notation from Section 1.1, we assume observations (x i , W i , Y i ) where W i is an unconfounded treatment assignment. Orthogonalized causal forests start by estimating the nuisance components
using a regression forest, and then estimate the CATE function τ (x) via a generalized random forest induced by the residual-on-residual estimating equation of Robinson [1988] ; see also Nie and Wager [2017] for a broader discussion of this family of CATE estimators. Procedurally, given a forest kernel α i (x), a causal forest then estimates the treatment effect as
where the (−i) -superscript denotes leave-one-out predictions from the nuisance models. If nuisance estimates are accurate, the interceptâ should be 0; however, we leave it in the optimization for robustness. Local linear causal forests are then a simple generalization of this idea. We first use local linear forests to fit the nuisance components (10), and then add a regularized adjustment to (11),
We cross-validate local linear causal forests (including λ τ and λ a ) by minimizing the R-learning criterion recommended by Nie and Wager [2017] :
3 Asymptotic Theory
Before we delve into the main result and its proof, we briefly discuss why the asymptotic behavior of locally linear forests cannot be directly derived from existing results on regression forests. This is due to a key difference in the dependence structure of the forest. In the regression case, a random forest prediction at x 0 isμ rf (x 0 ) = n i=1 α i (x 0 )Y i , where, due to honesty, Y i is independent of α i (x 0 ) given x i . This conditional independence plays a key role in the argument of . Analogously tô µ rf (x 0 ), we can write the local linear forest prediction as a weighted sum,
where we use notation ∆, A, J from (7). At a first glance,μ(x 0 ) indeed looks like the output of a regression forest trained on observations ρ i . However, as highlighted in Figure 4 , the dependence structure of this object is different. In a random forest, we make Y i and α i (x 0 ) independent by conditioning on x i . For a local linear forest, however, conditioning on x i will not guarantee that ρ i and α i (x 0 ) are independent, thus breaking a key component in the argument of Wager and Athey [2018] . We now give a Central Limit Theorem for local linear forest predictions, beginning by stating assumptions on the forest. Assumption 1. (Regular Trees) We assume that the forest grows regular trees: that the trees are symmetric in permutations of training data index, split on every variable with probability bounded from below by π > 0, and are balanced in that each split puts at least a fraction ω > 0 of parent observations into each child node.
Assumption 2. (Honest Forests) We assume that the forest is honest as described in Section 2.2, meaning that two distinct and independent samples are used to select the splits and estimate parameters in the nodes. Figure 4 : Visualization of the dependence structure in random forests as compared to local linear forests. Arrows indicate a dependence of the derived quantities, weights α i (x) and pseudo-outcomes
, and Y i , where the (−i) -subscript denotes all elements of a vector or matrix except for entry i. The solid lines represent dependencies in both random forests and local linear forests, and the dashed line is a dependence that only exists for local linear forests.
Subsampling plays a central role in our asymptotic theory, as this is what allows us to prove asymptotic normality by building on the work of Efron and Stein [1981] . Moreover, subsampling is what we use to tune the bias-variance trade-off of the forest: Forests whose trees are grown on small subsamples have higher bias but lower variance (and vice-versa).
In order to establish asymptotic unbiasedness of forests, Wager and Athey [2018] require a subsample size of at least n β rf , with
This convergence rate of a traditional honest random forest, however, does not improve when µ(x) is smooth. Here, we show that by using a local regression adjustment and assuming smoothness of µ(·), we can grow trees on smaller subsamples of size (16) without incurring asymptotic bias. This allows us to decrease the variance (and improve the accuracy) of our estimates. Our main result establishes asymptotic normality of local linear forest predictions, and gives this improved subsampling rate. The rate given depends on our bounds on the squared radius of a leaf, detailed in Appendix B in the statement and proof of Lemma 6.
is twice continuously differentiable, with a uniformly bounded second derivative, that Var[Y | x = x] > 0. Last, say that our trees are grown according to Assumptions 1 and 2, with subsamples of size s with s = n β , for
and that the ridge regularization parameter grows at rate
Then for each fixed test point x 0 , there is a sequence σ n (x 0 ) → 0 such that
Pointwise Confidence Intervals
Before giving a proof of Theorem 1, we discuss the derivation of our variance estimates. This section complements our main result, as the Central Limit Theorem becomes far more useful when we have valid standard error estimates. Following Athey, Tibshirani, and , we use the random forest delta method to develop pointwise confidence intervals for local linear forest predictions. The random forest delta method starts from a solution to a local estimating equation with random forest weights α i (x):
Athey, then propose estimating the error of these estimates as
where
is the slope of the expected estimating equation at the optimum, and
The upshot is that H n (x) measures the variance of an (infeasible) regression forest with response depending on the score function ψ at the optimal parameter values, and that we can in fact estimate H n (x) using tools originally developed for variance estimation with regression forests. Meanwhile, V (x) can be estimated directly using standard methods.
With local linear forests, (μ,θ) solve (17) with score function
where we again use notation defined in (7) and (14). First, we note that we have access to a simple and explicit estimator for V (x): Twice differentiating (3) with respect to the parameters (µ, θ) gives
which we can directly read off of the forest. In this paper, we are only interested in confidence intervals for µ(x), which can now be represented in terms of ζ = e 1 M −1 λ :
Next, we follow , and proceed using the bootstrap of little bags construction of Sexton and Laake [2009] . At a high level this method is a computationally efficient half-sampling estimator. For any half sample H, let Ψ H be the average of the empirical scores Γ i averaged over trees that only use data from the half-sample H:
where S H is the set of trees that only use data from the half-sample H, and L b (x) contains neighbors of x in the b-th tree (throughout, we assume that the subsample used to grow each tree has less than n/2 samples). Then, a standard half-sampling estimator would simply use [Efron, 1982] 
Now, carrying out the full computation in (24) 
Supporting Results
We now give a proof of Theorem 1, beginning by decomposingμ(x 0 ) into bias ∆ 1 (x 0 ) and varianceγ n (x 0 ), the latter of which we will approximate by a regression forest. Define the diameter (and corresponding radius) of a tree leaf as the length of the longest line segment that can fit completely inside of the leaf. Thanks to our assumed uniform bound on the second derivative of µ(·), a Taylor expansion of y = µ(x) + ε around µ(x 0 ) yields the following decomposition,
whereR 2 is the average squared radius of leaves T b in the forest, and we have isolated two error terms
For simplicity, moving forward we will write α i (x 0 ) = α i , dropping the written dependence on x 0 .
To control the radius R T b of a typical leaf containing x 0 (and thus the Taylor error in (25)), we use the following bound. Suppose x 1 , . . . , X s ∼ U ([0, 1] d ) independently, and let T b be any regular, random-split tree and let R T b (x 0 ) be the radius of its leaf containing the test point x 0 . Consider Lemma 2 of Wager and Athey [2018] , which states the following: Let T be a regular, random-split tree and let L(x 0 ) denote its leaf containing x 0 . Suppose that x 1 , . . . , X s ∼ U ([0, 1] d ) independently. Then, for any 0 < η < 1, and for large enough s,
Choose η = 1.25 log((1 − ω) −1 ) ≤ 0.6, so that 1.98(1 − η) ≥ 0.79, and η 2 /2 ≥ 0.78 log((1 − ω) −1 ). Consequently, by setting η = 1.25 log((1 − ω) −1 ) in the above bound, for sufficiently large s we have
Next, to control the behavior ofγ n (x 0 ), we show that M λ concentrates around its expectation. The proof of Lemma 2 uses concentration bounds for U -statistics given by Hoeffding [1963] .
Lemma 2. Let x 1 , . . . , x n be independent and identically distributed on [0, 1] d . Let α 1 , . . . , α n be forest weights from trees grown on subsamples of size s and radius bounded by r s from (29). Then,
Lemma 2 enables couplingγ n with an approximationγ n , defined as
Now,Ỹ i is independent of α i conditionally on x i (because the problematic associations in Figure 4 were mediated by M λ ), and consequentlyγ n can be characterized via standard tools used to study random forests. s/n), |γ n (x) −γ n (x)| may not converge to 0. On the other hand, observe that letting λ → ∞ will make local linear forest predictions equivalent to regression forest predictions. An appropriate choice of λ allows us to derive the improved asymptotic normality ofγ n (x 0 ), given below in Lemma 4.
Lemma 4. Suppose that trees T are honest, regular, and grown on subsamples of size s, with s = n β for some
where π and ω are constants defined in the forest assumptions. Suppose further that observations x 1 , . . . , x n are i.i.d. on [0, 1] d with a density f bounded away from infinity, and that the conditional mean function µ(x 0 ) is twice Lipschitz continuous at x 0 . Last, suppose we choose λ = O(r 2 s s/n). Then there is a sequence σ n (x 0 ) → 0 such that
Refer back to the Taylor decomposition given in (25) . Lemma 4 gives the asymptotic distribution ofγ n (x 0 ), and the corresponding variance σ 2 n (x 0 ). Lemma 5 provides a complementary result, controlling ∆ 1 (x). 
Proof of Theorem 1
Recall the decomposition in equation (25),
Lemma 4 gives the distribution ofγ n (x 0 ) for sufficiently large n, with asymptotic variance σ 2 n (x 0 ). Corollary 3 establishes the coupling betweenγ n (x 0 ) andγ n (x 0 ) at rate O P (λ −1 r 2 s s/n). From these two results, we know there exists σ n (x 0 ) → 0 such thatγ n (x 0 ) σ n (x 0 ) ⇒ N (0, 1).
From Lemma 5, for any ε > 0,
Clearly for sufficiently small ε and β > β min , we have ∆ 1 (x)/σ n (x 0 ) = o p (1). Therefore, as n, s → ∞ appropriately, Slutsky's Lemma implies that (μ n (x 0 ) − µ(x 0 )) σ n (x 0 ) ⇒ N (0, 1).
Simulation Study

Methods
In this section, we compare local linear forests, (honest) random forests, and BART [Chipman, George, and McCulloch, 2010] . We also include a lasso-random forest baseline for local linear forests, proceeding as follows. Split the data and on the first half, train a lasso [Tibshirani, 1996] regression; on the second half, use a random forest to model the residuals. Like local linear forests, this method combines regression and forests and uses them to model different signals in the data, making it a natural comparison.
Local linear forests are tuned via 10-fold cross validation, with tuning parameters mtry (number of splitting variables), minimum leaf size, sample fraction used in each tree, and regularization for splitting and prediction. Variables for the regression at prediction are selected via the lasso. Random forests are run using grf [Tibshirani, Athey, Wager, Wright, and all contributors to the included version of Eigen, 2018] with honesty, and are cross-validated via the default cross-validation routine in grf, which selects values for mtry, minimum leaf size, sample fraction, and two parameters (alpha and imbalance penalty) that control split balance. Lasso is implemented via glmnet [Friedman, Hastie, and Tibshirani, 2010] and is cross-validated with their automatic cross-validation feature. The random forests we train on the lasso residuals are adaptive random forests cross-validated as before. Note that local linear regression is not included in these comparisons, since it is not feasible for d > 6; in the Appendix, we include Table 7 , which compares local linear regression with this set of methods on lower dimensional linear models.
BART for treatment effect estimation is implemented following Hill [2011] . As is standard, we use the BayesTree package [Chipman and McCulloch, 2016] without any additional tuning. The motivation for not tuning is that, first, if we want to interpret the BART posterior in a Bayesian sense (as is often done), then cross-validating on the prior is hard to justify, and in fact most existing papers do not cross-validate BART. Second, BART is much slower than the other methods we consider, and cross-validation would make it prohibitively slow. For example, Table 2 displays the average runtime (in seconds) of this process for local linear forests (with fixed parameters and with cross-validation), random forests (with the same), lasso, and BART, on the example (9) with sample size n = 600, error standard deviation σ = 1, and dimension at d = 5 and d = 50. We can see that even without cross-validation, BART has by far the longest runtime of the peer methods.
Simulation Design
The first design we study is Friedman's example from equation (9). We generate x 1 , . . . , x n i.i.d. U [0, 1] d and simulate responses y = 10 sin(πx 1 x 2 ) + 20(x 3 − 0.5) 2 + 10x 4 + 5x 5 + , ε ∼ N (0, σ 2 )
We calculate root mean-squared error (RMSE) on 1000 test points, averaged over 50 runs. Figure 5 shows errors at n = 600 fixed, with dimension d varying from 10 to 50. There are two plots shown, to highlight the differences between error variance σ = 5 Table 2 : Average runtime in seconds for each method on data generated from equation 9. In these simulations, to mirror the setup we use to evaluate RMSE, we fix training size n = 600, hold σ = 5 and and predict on 1000 test points. For local linear forests and random forests, we report both the runtime with pre-fixed parameters and the runtime with cross-validation (cv). Random forests with cross-validation are regression forests from grf with automatic self-tuning; both random forests included are honest. We report the runtime for each method averaged over 50 runs.
and σ = 20. Table 5 reports a grid of errors for dimensions 10, 30, and 50, with n = 600 and 1000, and σ taking values of 1, 5, 10, and 20. The second design we consider is given in Section 1. We simulate x 1 , . . . , x n i.i.d. U [−1, 1] d and model responses as in equation (1),
Again we test on a grid, letting dimension d take values in 5, 10, and 20, n either 600 or 1000, and σ at 0.1, 1, and 2. We calculate RMSE over 50 runs on 1000 test points. Errors are reported in Table 6 .
The third design is designed to test how local linear forests perform in a more adversarial setting, where we expect random forests to outperform. We simulate x 1 , . . . , x n i.i.d. U [0, 1] d and model responses as y = 10 1 + exp(−10 * (x 1 − 0.5)) + 5 1 + exp(−10 * (x 2 − 0.5)) + ε, ε ∼ N (0, 5 2 ) (30)
Here we test dimension d = 5, 20 and values of n = 500, 2000. For this simulation, we compare only random forests and local linear forests; we compute out of bag RMSE and average confidence interval coverage and length, all averaged over 50 runs. Results are reported in table 3. Figure 5 shows RMSE from equation 9 at σ = 5 (left) and σ = 20 (right). In Section 2, we showed that local linear forests and standard regression forests split on very different variables when generating weights. Our intuition is that these are splits we have saved; we model the strong linear effects at the end with the local regression, and use the forest splits to capture more nuanced local relationships for the weights. Local linear forests consistently perform well as we vary the parameters data-generating process, lending this credibility. The lasso-random forest baseline lines up closely with random forests in the lownoise case; in the high-noise case, it aligns more closely with local linear forests, albeit with larger errors. BART, which does quite well in low-noise problems, suffers significantly when we decrease the signal-to-noise ratio as we do in this simulation. Note also that random forests suffer in the lower-noise case, but move to outperform in the high noise case. As we only have n = 600 training points, and growing honest trees forces further subsampling, we have designed a difficult simulation for this method.
Results
Removing the honesty constraint and growing original random forests helps to improve RMSE, but adding the local linear correction lets us improve RMSE more while retaining honesty. Table 5 in Appendix A shows the fuller RMSE comparison from Friedman's model. We move to the second simulation setup, equation 1, meant to evaluate how methods perform in cases with a strong linear trend in the mean. Tree-based methods will be prone to bias on this setup, as the forests cannot always split on x 1 , and because the signal is global and smooth. Table 6 gives RMSE. Local linear forests do quite well here; they detect the strong linear signal in the tail, as we saw in Figure 1 , and model it successfully throughout the range of the feature space. Full error results on the range of competing methods are given in the appendix in Table 6 .
We also examine the behavior of our confidence intervals in the given simulation setups, shown here in Table 3 . We give average coverage of 95% confidence intervals from random forests and local linear forests on the simulation setups in equations 1, 9, and 30, as well as average confidence interval length and RMSE. On equation 1, local linear forest confidence intervals are consistently shorter and closer to 95% coverage, with correspondingly lower mean squared error. Here, both random forests and local linear forests achieve fairly low RMSE and coverage at or above 88%. For the setup in equation 9, on the other hand, neither method achieves higher than 75% coverage, and the local linear forest confidence intervals are longer than the random forest confidence intervals. This is an encouraging result, indicating that local linear forests confidence intervals are more adaptable to the context of the problem; we would hope for long confidence intervals when detection is difficult.
We include the approximate step function in equation 30 to highlight a favorable Table 3 : Average coverage and length of 95% confidence intervals from honest random forests (RF) and local linear forests (LLF), along with RMSE on the same out of bag (OOB) predictions. OOB coverage is averaged over 50 runs of the simulation setups in equations 1, 9, and 30 and reported for the given values of dimension d and number of training points n. We hold σ = √ 20 constant for equation 1, and σ = 5 constant for equation 9, and train on sample fraction 0.5. example for random forests. Local linear forests see equivalent or better coverage on this setup, although at the cost of longer confidence intervals in low dimensions. Especially on small training datasets, local linear forests also improve on random forest predictions in RMSE.
Local Linear Causal Forests
In Section 1.1, we introduced a real-data example where the local linear extension of causal forests naturally applies. Evaluating errors empirically, however, is difficult, so we supplement that with a simulation also used by in evaluating causal forests and Künzel, Sekhon, Bickel, and Yu [2017] , used to evaluate their meta-learner called the X-learner. Here we let X ∼ U ([0, 1] d ). We fix the propensity e(x) = 0.5 and µ(x) = 0, and generate a causal effect τ from each
We will assume unconfoundedness [Rosenbaum and Rubin, 1983] ; therefore, because we hold propensity fixed, this is a randomized controlled trial. We compare local linear forests, causal forests, and X-BART, which is the X-learner using BART as a base-learner. Causal forests as implemented by grf are tuned via the automatic self-tuning feature, as were the regression forests used earlier in this simulation study. As in the prediction simulation studies, we do not cross-validate X-BART for two reasons. First, the authors recommend X-BART pecifically for when a user does not want to carefully tune, and second for timing as in Table 2 . We acknowledge that this may hinder its performance . Local linear causal forests are tuned via cross-validation as described in 2.4. On these simulations, we We consider relatively small sample sizes ranging from n = 200 to n = 1200 with dimension d = 20. The goal of this simulation is to evaluate how effectively we can learn a smooth heterogeneous treatment effect in the presence of many noise covariates. emphasize equation 31 as a simulation that demonstrates how forests can suffer on the boundary of a feature space, because there is a spike near x = 0. RMSE over 100 repetitions is reported in Table 4 . We can see that in these simulations, local linear forests give a significant improvement over causal forests. Both of these setups are reasonable tests for how a method can learn heterogeneity, and demonstrate potential for meaningful improvement with thoughtful variable selection and robustness to smooth heterogeneous signals.
The Value of Local Linear Splitting
We close this section with an experiment that highlights the benefit of the splitting rule proposed in Section 2.1. We generate x 1 , . . . , x n independently and uniformly over [0, 1] d . We hold a cubic signal 20(x 1 −0.5) 3 constant across simulations, and on each run increase the dimension and add another linear signal. Formally, we let ξ j = 1{d ≤ j} and generate responses
For example, at simulation 3 we have ξ 1 , ξ 2 , ξ 3 = 1 and hence we model y = 20(x 1 − 0.5) 3 + 10x 2 + 10x 3 . RMSE is displayed in Figure 6 . Here the x-axis is dimension d, varying from 2 to 20, and we plot the RMSE of prediction from random forests and from local linear forests with CART splits and with the ridge residual splits. We let n = 600 and check results on 600 test points at 50 runs for each value of d.
In low dimension and with few linear signals, all three methods are comparable. However, they begin to differ quickly. Random forests are not designed for models with so many global linear signals, and hence their RMSE increases dramatically with d. Moreover, as we add more linear effects, the gap between the two candidate splitting rules grows; heuristically, it becomes more important not to waste splits, and the residual splitting rule gives greater improvements. Note that at a certain point, however, the gap between splitting rules stays constant. Once the forests simply cannot fit a more complex linear function with a fixed amount of data, the marginal benefits of the residual splitting rule level out. We show this to emphasize the contexts in which this splitting rule meaningfully affects the results.
Discussion
In this paper, we proposed local linear forests as a modification of random forests equipped to model smooth signals and fix boundary bias issues. We presented asymptotic theory showing that, if we can assume smoother signals, we can get better rates of convergence than standard random forests. We showed on the welfare dataset that local linear forests can effectively model smooth heterogeneous causal effects, and illustrated in several simulations when and why they out-perform competing methods. We also gave confidence intervals from the delta method for the regression prediction case, and demonstrated their effectiveness in simulations.
The regression adjustments in local linear forests prove especially useful when some covariates have strong global effects with moderate curvature. Furthermore, the local regression adjustment provides centered predictions, adjusting for errors due to an asymmetric set of neighbors. Relative to the lasso, local linear forests provide more scale-invariance and relatively little hand-tuning. Likely there is a useful polynomial basis corresponding to every situation where local linear forests perform well, but this requires hand-tuning the functional form for competitive performance, and is not automatically suited to a mix of smooth and non-smooth signals. For a departure from frequentist techniques, BART and Gaussian processes are both hierarchical Bayesian methods; BART can be viewed as a form of Gaussian process with a flexible prior, making BART the preferred baseline.
There remains room for meaningful future work on this topic. In some applications, we may be interested in estimating the slope parameter θ(x), rather than merely accounting for it to improve the precision of µ(x). While local linear forests may be an appropriate method for doing so, we have not yet explored this topic and think it could be of significant interest.
Appendix A: Remaining Simulation Results
We include first Table 5 , giving a full error comparison of the lasso-random forest baseline, BART, random forests, and local linear forests, on equation 9. Errors are reported on dimension ranging from 5 to 20, σ from 1 to 20, and n = 600 and 1000, averaged over 50 training runs. Table 5 : RMSE from simulations on equation 9. We vary the dimension p from 10 to 50 predictors in increments of 20, and consider error standard deviation σ ranging from 1 to 20, for a variety of signal-to-noise ratios. Note that for this setting, Var(E[Y | X]) ≈ 23.8, as approximated over 10,000 Monte Carlo repetitions; so letting σ = 1 corresponds to a signal-to-noise ratio of about 23.8, while letting σ = 20 corresponds to a signal-to-noise ratio of about 0.24. We train on n = 600 and n = 1000 points, and report test errors from predicting on 1000 test points. All errors reported are averaged over 50 runs and the methods are cross-validated as described in Section 4.1. Minimizing errors are reported in bold.
We include next Table 6 , again giving a more complete error comparison of the lassorandom forest baseline, BART, random forests, and local linear forests, on equation 1. Errors are reported on dimension ranging from 5 to 20, σ from 0.1 to 2, and n = 600 and 1000, averaged over 50 training runs.
To close this section, we consider some basic linear and polynomial models in low dimensions, in order to effectively compare local linear forests with local linear regres- 
where ε ∼ N (0, σ 2 ) and σ ∈ {1, 5, 10}. RMSE on the truth is reported, averaged over 50 runs, for lasso, local linear regression, BART, random forests, adaptive random forests, and local linear forests. In the simple linear case in equation 34, we see that lasso outperforms the other methods, as we would expect; in the polynomial given in equation 35, local linear regression performs the best, followed by BART (σ = 1 case) and local linear forests (σ = 5, 10 cases). 
Appendix B: Remaining Proofs
Here we give the proofs remaining from Section 3. We begin with Lemma 6, which gives a bound on the bias ofγ n (x 0 ). 
Coupling betweenγ
Proof. We begin with two observations. First by assuming the conditional mean function is twice Lipschitz continuous, and second by honesty, we have
Let η = 1.25 log((1 − ω) −1 ) ≤ 0.6. Then 1.98(1 − η) ≥ 0.79, and η 2 /2 ≥ 0.78 log((1 − ω) −1 ). Equation 29 gives
The proof of Theorem 3 in establishes
Since a forest is an average of trees, this bound extends to the bias of the forest.
The following two results use the theory of U-statistics to complete the coupling betweenγ n (x 0 ) andγ n (x 0 ), which relies on appropriately bounding M λ .
Proof of Lemma 2
Let x 1 , . . . , x n be independent random variables, and recall that a U-statistic takes the form
where n,s is over all s-tuples and n (s) = n!/(n − s)!. Writing M λ as
we note that every entry of M λ is a one-dimensional U-statistic. Suppose we have a, b such that a ≤ g(x 1 , . . . , x s ) ≤ b. Then, Hoeffding [1963] , gives
Let U be any entry of M λ . Then for any x 1 , . . . , x s , with high probability given in 29 we have −r 2
Therefore, across all elements of M λ ,
Proof of Corollary 3
From Lemma 2, it follows that
Note that this immediately implies we must choose λ = O(r 2 s s/n).
Proof of Lemma 4
Proving this lemma entails a study ofγ n (x 0 ). We begin by detailing how honest trees operate under the relevant dependence setup, and then give a central limit theorem at the appropriate subsampling rate. Recall we have data (x 1 , Y 1 ), . . . , (x n , Y n ), where Y i = µ(x i ) + ε i and a test point x i . Recall the notation M λ given in (14). Let S i = 1{x i ∈ L(x 0 , T )}/|{L(x 0 , T )}| and recall the definitionỸ
Then predictions from a tree T are n i=1 S iỸi . We want to establish that
In the proof of Theorem 5 from , honesty automatically provides E[S 1 | (x 1 , Y 1 )] = E[S 1 | x 1 ], giving (36) immediately. Now, we establish that the relationships shown in , previously guaranteed by honesty and conditional independence, still hold without independence as long as we have zero correlation. It is sufficient to examine the behavior of one tree T on this problem. Let us expand the conditional expectation of the tree predictions given x 1 (without loss of generality).
While E[M λ ] and α i (x 0 ) are still not independent, they are crucially uncorrelated given x 1 . Define
Consider first the summation term s i=2 E[S iỸi | x 1 ]. By construction,S 2Ỹ2 = H 2 ε 2 ; and so
Because S 1 , Y 1 are uncorrelated given x 1 , we indeed have E[S 1Ỹ1 | x 1 ] = E[S 1 | x 1 ]E[Ỹ 1 | x 1 ]. Combining these observations gives Equation (36). Last, we can condition on (x 1 , Y 1 ) and achieve an analogous result through the same steps. Proposition 7 gives a corresponding lower bound on Var(T ). Therefore, Theorem 8 of establishes the existence of σ n (x 0 ) → 0 such that γ n (x 0 ) − E[γ n (x 0 )] σ n (x 0 ) ⇒ N (0, 1)
We need to show that we can replace E[γ n (x 0 )] by γ(x 0 ) = 0. Note that any continuity conditions applied to µ(x) must immediately apply toγ n (x 0 ). Therefore, Lemma 6 applies. Sinceγ n (x 0 ) is coupled withγ n (x 0 ), the bias of a tree, and hence of a forest, is
For any ε > 0, give the following bound, where k is the minimum leaf size and C is a constant. for H i as given in the proof of Lemma 4. Moreover, assume that the breakdown S iỸi = H i ε i corresponds to ε i = Var(Ỹ i | x i ). Last, suppose Var(Ỹ i | x i ) is equal for all values of i. Then, we have the following bound on Var(T ).
Var(T )
Proof. We proceed by explicitly computing Var(T ).
Var(T ) = Var
From the Proposition statement we have assumed that Var(ε i ) = Var(Ỹ i | x i ) = Var(Ỹ | X = x 0 ). Hence,
Quick algebra verifies that n i=1 j<i Cov(H i ε i , H j ε j ) = 0. Furthermore, recall that H i = 0 if S i = 0, so n i=1 H i is a sum of |{i : x i ∈ L(x 0 )}| nonzero terms. The Cauchy-Schwartz inequality then gives
Recall that Var(T ) = Var ( n i=1 H i ε i ). Expanding to Var(Ỹ | X = x 0 ) n i=1 E[H 2 i ], and noting the assumed bound on (E [ n i=1 H i ]) 2 ,
This establishes the necessary lower bound on Var(T ).
Proof of Lemma 5
Recall from (25) that we can decomposeμ n (x 0 ) with dominating bias term 
so that ∆ 1 (ν) = X C Bν. We must bound ∆ 1 (ν) in probability, and hence can restrict to ||ν|| 2 ≤ 1. Moreover, we know ||X C || 2 ≤ O(r s ), where r s is given in equation 29. Recall the definition of the matrix operator norm
where ||B|| * is the largest eigenvalue of B T B. By this definition, we can clearly bound sup v:||v|| 2 ≤1 ||∆ 1 (ν)|| 2 ≤ ||B|| * O(r s ).
Let M = x T C Ax C and write the operator matrix B from (37) as
First, suppose λ = 0. Then B = I − M −1 M = I, and corresponding first-order error is ∆ 1 (ν) = X C (I − I)ν = 0. Therefore any probability bound for nonzero λ will trivially hold for this case. More importantly, note this intuition; if λ = 0, we do not apply a ridge correction, and hence do not incur the subsequent first-order bias.
Let σ i be the eigenvalues of M . For nonzero λ, basic linear algebra verifies that the eigenvalues of (M + λI) −1 M are σ i σ i +λ , and hence that the eigenvalues of B are λ λ + σ i
Therefore, 
