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Abstract
Dijkstra observed that verifying correctness of a program is difficult and conjectured that derivation of a
program hand-in-hand with its proof of correctness was the answer. We illustrate this goal-oriented approach by
applying it to the domain of dense linear algebra libraries for distributed memory parallel computers. We show
that algorithms that underlie the implementation of most functionality for this domain can be systematically
derived to be correct. The benefit is that an entire family of algorithms for an operation is discovered so that the
best algorithm for a given architecture can be chosen. This approach is very practical: Ideas inspired by it have
been used to rewrite the dense linear algebra software stack starting below the Basic Linear Algebra Subprograms
(BLAS) and reaching up through the Elemental distributed memory library, and every level in between. The
paper demonstrates how formal methods and rigorous mathematical techniques for correctness impact HPC.
1 Introduction
A typical approach to the porting of functionality to a new architecture is to retarget an existing implementation.
Along the way, a software developer may use a profiler to identify the compute-intensive part of the code, which then
becomes the first step in a long optimization process. Sometimes (often?), after a lot of effort, it is discovered that
an entirely new algorithm should be used instead.
As an example, let us consider an important step when computing the solution of the generalized Hermitian
eigenvalue problem. This problem can be formulated mathematically as Ax = λBx, where A is Hermitian and
B is Hermitian and positive-definite. The positive definiteness of B can be exploited by computing its Cholesky
factorization (B = LLH where L is lower triangular) and transforming the problem into a standard Hermitian
eigenvalue problem: L−1AL−Hz = λz where z = LHx.
While high-performance implementation of Cholesky factorization is a well-studied topic [5], the computation
A = L−1AL−H , also called two-sided triangular solve with multiple right-hand sides (two-sided trsm) since it can
also be reformulated as solving LCLH = A, where C overwrites A, is an important operation that is a bit more off
the beaten track.
The distributed memory parallel implementation of this operation appears to have started with the direct trans-
lation of the LAPACK [1] routine [sdcz]sygst into the ScaLAPACK routine p[sdcz]sygst1. Since much of the
computation in [sdcz]sygst involves a triangular solve with multiple right-hand sides operation [sdcz]trsm, which
1This is an example that we encountered many years ago. We consider it a convenient example to make our point. What we describe
about the history of this operation should not be taken to be criticism of current implementations. The performance graphs we use were
taken from a technical report written many years ago. The point of this paper is to answer the question of how to make the discovery of
algorithms systematic. The performance graphs used are merely there for illustration. The focus of the reader should be on how deriving
correct algorithms helps discover high-performance solutions.
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Figure 1: Performance of the various implementations on 2048 cores of Blue Gene/P. The top of the graph represents
the theoretical peak of this architecture. (The three curves for Variants 1 and 5, which cast substantial computation
in terms of a parallel trsm, essentially coincide near the bottom of the graph.) The legend lists the implementations
from fastest to slowest for the largest problem size. Results courtesy of Dr. Jack Poulson. For details on how these
experiments were conducted, consult [31].
is known not to parallelize well, the resulting performance was extremely poor, as illustrated in Figure 1 (the perfor-
mance curve is among those at the very bottom). A better implementation, which uses a totally different algorithmic
variant, proposed by Sears et al. [32], yields much better performance (given by the curve pdsyngst) and is also
available in ScaLAPACK. The associated paper describes the new algorithm, but does not describe how to systemat-
ically find it: It is due to the special skill of a few experts that a better algorithm was found. The technique is special
enough that the better algorithm was instantiated for the case where (due to symmetry) only the lower triangular
part of matrix A is updated, but not for the case where the upper triangular part is targeted instead.
In Figure 1, we also show performance curves for five more algorithms. They are implemented using the Elemental
library for distributed memory parallel dense matrix computions. The point is that there are many algorithms, among
which is an algorithm that best translates to distributed memory architectures. The details of the optimization of
the chosen algorithm are secondary to the choice of that algorithm. Our approach is captured by a quote attributed
to Dijkstra: “Always design your program as a member of a whole family of programs, including those that are likely
to succeed it.”
2 Deriving from specification
“The only effective way to raise the confidence level of a program significantly is to give a convincing proof of its
correctness. But one should not first make the program and then prove its correctness, because then the requirement
of providing the proof would only increase the poor programmer’s burden. On the contrary: the programmer should
let correctness proof and program grow hand in hand.” - Edsger W. Dijkstra (1972) [9]
In this section, we show how goal-oriented programming, advocated by Dijkstra and others, can be made practical
for HPC. The methodology was first proposed in a dissertation by Gunnels [20] and a related paper [21]. It was
refined into the “worksheet” that is explained in this section, in [4].
We focus on the two-sided TRSM as the driving example: Solve
LCLH = A, overwriting A with the solution C.
Since A is symmetric, we will only use and update its lower triangular part.
We give the information required so that those familiar with the FLAME methodology [22, 4, 3, 35, 29, 30] can
understand how the algorithms were derived while others will at least appreciate the high level ideas.
2
2.1 Derivation of a family of algorithms
We reformulate the computation A := L−1AL−H as the constraint A = C ∧LCLH = Aˆ where ∧ denotes the logical
AND operator. This constraint expresses that A is to be overwritten by matrix C, where C satisfies the given
constraint in which Aˆ represents the input matrix A. This constraint is known as the postcondition in the FLAME
methodology. Details, such as the fact that A is symmetric and that only the lower triangular part is to be updated,
are kept implicit in our discussion. Deriving algorithms now becomes an eight step process, captured in Figure 3.
This “worksheet” is filled in the order indicated in the left column marked “Step.”
Step 1: Precondition and postcondition. We start by entering the precondition (the state of the variables at
the start) and postcondition (the state of the variables upon completion) in the worksheet.
Step 2: Derivation of the loop-invariants. Key to proving a loop correct is an assertion known as the loop-
invariant. By showing that if it holds before an iteration, then it holds again after the iteration, mathematical
induction tells us it holds for all iterations. The question is how to systematically derive the loop-invariant so it can
used to derive the loop. A recursive definition of the operation, which we call the Partitioned Matrix Expression
(PME), provides the answer.
We form the PME by partitioning the matrices so that
A→
(
ATL ⋆
ABL ABR
)
, C →
(
CTL ⋆
CBL CBR
)
, and L→
(
LTL 0
LBL LBR
)
,
where ATL, CTL, and LTL are square submatrices and ⋆ denotes the parts of the Hermitian matrices that are
neither stored nor updated. Partitioning captures that algorithms inherently “march” through matrices in a way
that identifies regions that have or have not been (partially) updated and/or which which computation has been
performed.
Substituting these partitioned matrices into the postcondition yields
(
ATL ⋆
ABL ABR
)
=
(
CTL ⋆
CBL CBR
)
∧
(
LTL 0
LBL LBR
)(
CTL ⋆
CBL CBR
)(
LTL 0
LBL LBR
)H
=
(
AˆTL ⋆
AˆBL AˆBR
)
︸ ︷︷ ︸ LTLCTLLHTL = AˆTL ⋆LBRCBL = AˆBLL−HTL − LBLCTL LBRCBRLHBR = AˆBR − LBLCTLLHBL
− LBLC
H
BL
LH
BR
− LBRCBLL
H
BL
 .
This expresses all conditions that must be satisfied upon completion of the computation, in terms of the submatrices.
The bottom-right quadrant can be further manipulated into
LBRCBRL
H
BR
= AˆBR − LBLCTLL
H
BL
− LBLC
H
BL
LH
BR
− LBRCBLL
H
BL
= AˆBR−LBL
(
1
2
CTLL
H
BL
+ CH
BL
L
H
BR
)
︸ ︷︷ ︸
WH
BL
−
(
1
2
LBLCTL + LBRCBL
)
︸ ︷︷ ︸
WBL
LH
BL
using a standard trick to cast three rank-k updates into a single symmetric rank-2k update. Thus, the PME can be
rewritten as(
ATL ⋆
ABL ABR
)
=
(
CTL ⋆
CBL CBR
)
∧ YBL = LBLCTL ∧WBL = LBRCBL −
1
2
YBL
∧


LTLCTLL
H
TL
= AˆTL ⋆
LBRCBL= AˆBLL
−H
TL
−YBL LBRCBRL
H
BR
= AˆBR−(LBLW
H
BL
+WBLL
H
BL
)

 .
We are now ready to identify loop-invariants for algorithms. In the case of this operation, there are many such
loop invariants. However, careful consideration for maintaining symmetry in the intermediate update and avoiding
unnecessary computation leaves the five tabulated in Figure 2. What would have made Dijkstra happy with us is
that we determine loop invariants a priori.
3
Loop Invariant 1 ATL ⋆
ABL ABR
 =
 CTL ⋆
AˆBL AˆBR
 ∧ LTLCTLL−1TL = ÂTL
Loop Invariant 2 ATL ⋆
ABL ABR
 =
 CTL ⋆
AˆBLL
−H
TL
AˆBR
 ∧ LTLCTLL−1TL = ÂTL
Loop Invariant 3 ATL ⋆
ABL ABR
 =
 CTL ⋆
AˆBLL
−H
TL
AˆBR
 ∧ LTLCTLL−1TL = ÂTL
∧
 YTL
YBL YBR
 =

LBLCTL

Loop Invariant 4 ATL ⋆
ABL ABR
 =
 CTL ⋆
AˆBLL
−H
TL
− LBLCTL AˆBR − (LBLW
H
BL
+WBLL
H
BL
)

∧ · · ·
Loop Invariant 5 ATL ⋆
ABL ABR
 =
 CTL ⋆
CBL AˆBR − (LBLW
H
BL
+WBLL
H
BL
)
 ∧ · · ·
Figure 2: Five loop invariants for computing A := L−1AL−H .
To now derive a specific algorithm, one picks one of the loop invariants for the remainder of the steps. In our
discussion, we pick the simplest, Invariant 1.
Steps 3 and 4: Loop guard and initialization. The next step is to determine under what condition, the loop
guard, execution of the loop is not yet finished. Determining this condition means reasoning as follows: After the
loop completes, the loop guard is false and the loop invariant still holds. This must imply that we have completed
the correct result. It is not hard to see that when ATL, CTL, etc., become all of A, C, etc. (respectively), the loop
invariant implies the postcondition.
Similarly, before we start the loop, the loop invariant must hold. Thus, we need to partition the matrices in such
a way that the precondition implies the loop invariant. Step 4 in Figure 3 has this property.
Step 5: Progress. Next we observe that progress must be made through the matrices. In other words, the top-left
quadrants ATL, CTL, etc., must expand. We denote this by repartitioning, exposing submatrices (in order to derive
high-performance blocked algorithms) that are taken from some of the quadrants at the top of the loop and added
to other quadrants at the bottom of the loop.
Step 6: State after repartitioning. The algorithm must have the property that it maintains Invariant 1. We
know what the state of the various quadrants of A is at the top of the loop. The repartitioning step is really an
indexing step: it exposes submatrices without updating their contents. Some of these submatrices will need to be
updated in order to maintain the loop invariant. Step 6 answers the question “What is the state of the matrix A
at the top of the loop in terms of the exposed blocks?” The answer can be systematically determined by reasoning
through how the exposed submatrices are related to the quadrants that appear in the loop invariant.
Step 7: State after moving the computation forward. Again, the algorithm must have the property that it
maintains Invariant 1. We know what the state of the various quadrants of A is at the bottom of the loop. The
continue with step is again an indexing step: it consolidates submatrices into quadrants without updating their
contents. Step 7 answers the question “What is the state of the matrix A at the bottom of the loop in terms of
the exposed blocks?” Again, the answer can be systematically determined by reasoning through how the exposed
submatrices are related to the quadrants that appear in the loop invariant.
4
Step Annotated Algorithm: A = C ∧ LCLH = Â
1a
{
A = Â
}
4 Partition A→
(
ATL ATR
ABL ABR
)
, L→
(
LTL LTR
LBL LBR
)
, Y →
(
YTL YTR
YBL YBR
)
where ATL is 0× 0, LTL is 0× 0, YTL is 0× 0
2
{(
ATL ⋆
ABL ABR
)
=
(
CTL ⋆
AˆBL AˆBR
)
∧ LTLCTLL
−1
TL
= ÂTL
}
3 while m(ATL) < m(A) do
2,3
{((
ATL ⋆
ABL ABR
)
=
(
CTL ⋆
AˆBL AˆBR
)
∧ LTLCTLL
−1
TL
= ÂTL
)
∧ (m(ATL) < m(A))
}
5a Determine blocksize b
Repartition(
ATL ATR
ABL ABR
)
→
 A00 A01 A02A10 A11 A12
A20 A21 A22
, ( LTL LTR
LBL LBR
)
→
 L00 L01 L02L10 L11 L12
L20 L21 L22
,
(
YTL YTR
YBL YBR
)
→
 Y00 Y01 Y02Y10 Y11 Y12
Y20 Y21 Y22

where A11 is b× b, L11 is b× b, Y11 is b× b
6

 A00 A01 A02A10 A11 A12
A20 A21 A22
 =
 C00 Â01 Â02Â10 Â11 Â12
Â20 Â21 Â22
 ∧ L00C00LH00 = Â00

8 Y10 := L10A00 (hemm)
A10 := A10L
−H
00
(trsm)
A10 :=W10 = A10 −
1
2
Y10
A11 := A11 − (A10LH10 + L10A
H
10
)
A11 := L
−1
11
A11L
−H
11
A10 := A10 −
1
2
Y10
A10 := L
−1
11
A10
5b Continue with(
ATL ATR
ABL ABR
)
←
 A00 A01 A02A10 A11 A12
A20 A21 A22
, ( LTL LTR
LBL LBR
)
←
 L00 L01 L02L10 L11 L12
L20 L21 L22
,
(
YTL YTR
YBL YBR
)
←
 Y00 Y01 Y02Y10 Y11 Y12
Y20 Y21 Y22

7

 A00 A01 A02A10 A11 A12
A20 A21 A22
 =
 C00 Â01 Â02C10 C11 Â12
Â20 Â21 Â22

∧
L00C00L
H
00
= Â00 ⋆
(L10C00 + L11C10)LH00 = Â10 L10C00L
H
10
+ L11C10L10 + L10CH10L
H
11
+ L11C11LH11 = Â11︸ ︷︷ ︸
Y10 = L10C00 ∧W10 = L11C10 −
1
2
Y10∧
L00C00L
H
00
= Â00 ⋆
L11C10 = Â10L
−H
00
− Y10 L11C11L
H
11
= Â11 − (L10WH10 +W10L
H
10
)

2
{(
ATL ⋆
ABL ABR
)
=
(
CTL ⋆
AˆBL AˆBR
)
∧ LTLCTLL
−1
TL
= ÂTL
}
endwhile
2,3
{((
ATL ⋆
ABL ABR
)
=
(
CTL ⋆
AˆBL AˆBR
)
∧ LTLCTLL
−1
TL
= ÂTL
)
∧ ¬ (m(ATL) < m(A))
}
1b
{
A = C ∧ LCLH = Â
}
Figure 3: Derivation of blocked Variant 1.
5
Algorithm: A := L−1AL−H
Partition A→
(
ATL ATR
ABL ABR
)
, L→
(
LTL LTR
LBL LBR
)
, Y →
(
YTL YTR
YBL YBR
)
where ATL, LTL, and YTL are 0× 0.
while m(ATL) < m(A) do
Determine block size b
Repartition(
ATL ⋆
ABL ABR
)
→

 A00 ⋆ ⋆A10 A11 ⋆
A20 A21 A22

,
(
LTL 0
LBL LBR
)
→

 L00 0 0L10 L11 0
L20 L21 L22

,
(
YTL 0
YBL YBR
)
→

 Y00 0 0Y10 Y11 0
Y20 Y21 Y22


where A11, L11, and Y11 are b× b
Variant 1 Variant 2 Variant 3
Y10 := L10A00 (hemm)
A10 := A10L
−H
00
(trsm)
A10 :=W10 = A10 −
1
2
Y10
A11 := A11
−(A10L
H
10
+ L10A
H
10
)
A11 := L
−1
11
A11L
−H
11
A10 := A10 −
1
2
Y10
A10 := L
−1
11
A10
Y10 := L10A00 (hemm)
A10 :=W10 = A10 −
1
2
Y10
A11 := A11
−(A10L
H
10
+ L10A
H
10
)
A11 := L
−1
11
A11L
−H
11
A21 := A21 −A20L
H
10
(gemm)
A21 := A21L
−H
11
A10 := A10 −
1
2
Y10
A10 := L
−1
11
A10
A10 :=W10 = A10 −
1
2
Y10
A11 = A11
−(A10L
H
10
+ L10A
H
10
)
A11 = L
−1
11
A11L
−H
11
A21 = A21 −A20L
H
10
(gemm)
A21 = A21L
−H
11
A10 = A10 −
1
2
Y10
A10 = L
−1
11
A10
Y20 = Y20 + L21A10 (gemm)
Y21 = L21A11
Y21 = Y21 + L20A
H
10
(gemm)
Variant 4 Variant 5
A10 := L
−1
11
A10
A20 := A20 − L21A10 (gemm)
A11 := L
−1
11
A11L
−H
11
Y21 := L21A11
A21 := A21L
−H
11
A21 :=W21 = A21 −
1
2
Y21
A22 := A22
− (L21A
H
21
+A21L
H
21
) (her2k)
A21 := A21 −
1
2
Y21
A11 := L
−1
11
A11L
−H
11
Y21 := L21A11
A21 := A21L
−H
11
A21 :=W21 = A21 −
1
2
Y21
A22 := A22
−(L21A
H
21
+A21L
H
21
) (her2k)
A21 := A21 −
1
2
Y21
A21 := L
−1
22
A21 (trsm)
Continue with(
ATL ⋆
ABL ABR
)
←

 A00 ⋆ ⋆A10 A11 ⋆
A20 A21 A22

,
(
LTL 0
LBL LBR
)
←

 L00 0 0L10 L11 0
L20 L21 L22

,
(
YTL 0
YBL YBR
)
←

 Y00 0 0Y10 Y11 0
Y20 Y21 Y22


endwhile
Figure 4: All five blocked variants for computing A := L−1AL−H .
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Step 8: Updating the exposed submatrices. Finally, we recognize that the contents of the submatrices must
be updated from the state indicated in Step 6 to the state indicated in Step 7.
The algorithms. The eight steps now yield the algorithmic variant, blocked Variant 1, that corresponds to In-
variant 1. All the assertions in the grey boxes in the worksheet provide the proof of correctness, which has been
created hand-in-hand with the derivation of the algorithm. After eliminating those grey boxes, we are left with the
algorithm, as shown in Figure 4. In that figure, we also give Variants 2-5, which result from applying the same steps
to Invariants 2-5.
2.2 Not all algorithms are created equal
All algorithms in Figure 4 incur a cost of about n3 floating point operations (flops) when n is the matrix size. A
quick way to realize where the algorithms spend most of their time is to consider the partitionings

 A00 ⋆ ⋆A10 A11 ⋆
A20 A21 A22

 ,

 L00 0 0L10 L11 0
L20 L21 L22

 , and

 C00 ⋆ ⋆C10 C11 ⋆
C20 C21 C22

 ,
and to note that operations that involve at least one operand that is highlighted contribute to an O(n3) (highest
order) cost term while the others contribute to at most an O(bn2) term. Thus, first and foremost, it is important
that the highlighted operations in Figure 4 attain high performance.
On sequential and shared memory parallel architectures, all of the operations highlighted in Figure 4 can be
implemented with level-3 BLAS (matrix-matrix) calls, which in principle can attain high performance [10, 16, 17].
In practice, there are some differences. These differences become very pronounced on parallel architectures, as
illustrated in Figure 1.
As was already pointed out in a paper by Sears et al. [32], and is explored in more detail in [31], it is the parallel
triangular solves with b right-hand sides (trsm), A10 := A10L
−H
00
in Variant 1 and A21 := L
−1
22
A21 in Variant 5,
that inherently do not parallelize well yet account for about 1/3 of the flops for Variants 1 and 5. The reason
is that inherent dependencies exist within the trsm operation, the details of which go beyond the scope of this
paper. All of the other highlighted operations can, in principle, asymptotically attain near-peak performance when
correctly parallelized on an architecture with reasonable communication [33, 8, 19, 34]. Thus, Variants 1 and 5 cast a
substantial fraction of computation in terms of an operation that does not parallelize well, in contrast to Variants 2,
3, and 4. Variant 3 has the disadvantage that intermediate result YBL must be stored. An expert knows that (general
of Hermitian) rank-k updates (the case of matrix-matrix multiplication where the “k” dimension is small) inherently
parallelizes well. It is for this reason that Variant 4 comes out on top. Variant 2 might be a good choice when
implementing an out-of-core algorithm, since the highlighted computations for it require the bulk of data (A00 and
A20) to be read but not written. In other words, different circumstances call for different algorithmic variants.
3 Questions and answers
3.1 How broadly has it been applied?
The methodology has been applied to a broad set of operations that are part of the BLAS and LAPACK, as well as
BLAS-like and LAPACK-like operation. All in all, given how many special cases there are for each operation (e.g.,
whether the upper or lower triangular part of a matrix is to be updated in the two-sided TRSM), this means it has
been applied to hundreds of operations, yielding families of algorithms for each.
Over the years, a number of question have been raised about the scope: Does it apply to common but more
difficult operations like LU with partial pivoting and Householder transformation based QR factorization? The
answer is “yes” [35]. Does it apply to eigenvalue problems? The answer is “no yet” since it has been proven that,
in general, there is no algorithm for solving such problems in a finite number of computations. As the example in
Section 2 shows, important steps encountered along the way do lend themselves to the technique. It may be that
the iterative methods that underlie eigenvalue problem solvers can also be developed, but this is an open question.
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3.2 What is the practical impact?
These algorithms have been incorporated, in one form or another, in our BLAS-like Library Instantiation Software
(BLIS) [38, 37] and libflame libraries [36, 39]. Many have also made their way into the Elemental library for
distributed memory dense matrix operations.
3.3 Can formal derivation be easily mastered?
Proving simple programs correct and deriving such simple programs was long a core part of computer science curricula
(but less so more recently) [18]. For almost two decades, we have taught the practical techniques at the core of this
paper in an upper division undergraduate course titled “Programming for Correctness and Performance.” We have
frequently drawn undergraduates (often as early as in their freshman year) into research on scientific computing by
introducing them to these techniques. More recently, we have taught these techniques as part of a Massive Open
Online Course (MOOC) titled “LAFF-On Programming for Correctness” [30, 29]. In our experience, it is easier
to get novices than experienced scientific software developers to embrace formal derivation. As such, the described
methodology democratizes the development of linear algebra algorithms and libraries.
3.4 If it is systematic, can it be made automatic?
Computer science is in part about taking knowledge and making it systematic to the point where a computer can
perform related tasks. Given that the methodology we described in Section 2 is systematic, can it be automated? The
answer is that it can, and that it has been. As soon as we formulated the described eight steps as the “worksheet”
given in Figure 3, we recognized it could be automated. A first prototype was given in the dissertation of Bientinesi [2]
and the latest efforts in the dissertation of Fabregat [12], including an open source tool, Cl1ck2. A number of papers
also describe their efforts [14, 13].
3.5 How do we choose the best?
For the example used in Section 2, we discussed how a distributed memory implementation should ideally cast most
computation in terms of ( general or Hermitian) rank-k updates. The reason is that these operations parallelize well.
In other situations, casting most computation in terms of other operations (e.g., matrix-panel multiplication, for
which the bulk of data is read but not written) may be more appropriate. One strategy is to derive and implement
all algorithms and to then choose the one that attains the best performance. A good case study for this focuses on
inversion of a symmetric positive-definite (SPD) matrix [5]. Another strategy is to leverage expert knowledge.
In yet another dissertation, Low [24] shows that a property of the resulting algorithm can be an input to the
derivation process. In this case, he shows, the loop invariant for the algorithm with the desired property can
be recognized from the PME, making it only necessary to derive the corresponding algorithm with the described
techniques. In the dissertation, it is argued that this side-steps the so-called phase ordering problem for compilers.
Our own approach to implementation of high-performance linear algebra operations breaks the process up into
phases. The first phase is to derive a family of algorithms. These tend to be loop-based so that the algorithmic block
size naturally matches the cache sizes in a hierarchical memory. The second phase is to optimize the loop body. For
this, we often merge data movements required to implement the various updates in the loop body.
The operations in a loop body can be viewed as a directed acyclic graph (DAG) where nodes represent computation
and/or data movement and edges represent data dependencies. Optimizations that an expert applies can then be
viewed as taking subgraphs and replacing them with alternative, equivalent subgraphs, in an effort to reduce overhead.
Each step preserves correctness. The process defines a design space that can be explored for the best implementation.
As part of a dissertation [25] and related papers [26, 27], this has been formalized as a methodology called Design
by Transformation (DxT). The approach is systematic enough that it has been automated in a prototype system,
DxTer. Details go beyond the scope of this paper. What is important is that in a study that explores the design
space that is created [28], it is shown that the design decision that has the greatest impact on performance is what
algorithm from the family of algorithms to use.
2 Source code for Cl1ck available from https://github.com/dfabregat/Cl1ck.
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3.6 What about roundoff error?
Correctness for scientific computing has a different meaning due to the presence of roundoff error when floating point
arithmetic is employed. If the algorithm is not correct in exact arithmetic, it likely has problems when floating point
arithmetic is used. Thus, the methodology yields a family of algorithms that are candidates.
An algorithm is numerically stable if the computed solution is the exact solution to a slightly modified (perturbed)
problem. Since there tends to already be error in data and/or entering data as floating point numbers itself introduced
error, the best one can hope for is the solution to a slightly changed input. The goal for numerical algorithms thus
is deriving numerically stable algorithms.
A backward error analysis is often the vehicle by which it is shown that an algorithm is numerically stable. In
the dissertation of Paolo Bientinesi [2] and a related paper [7], it has been shown that the methodology for deriving
algorithms in Section 2 can be extended to systematically derive the backward error analysis of matrix algorithms.
The process of deriving numerically stable algorithms is pursued in two steps: first identify algorithms that are
correct in exact arithmetic and then derive their backward error analyses. The methodology is simple enough that it
has been successfully taught to undergraduates and beginning graduate students using a technical report version [6]
of [7] that includes exercises.
3.7 Does it apply beyond dense linear algebra?
The methodology has been successfully applied to the Krylov subspace methods that underlie (sparse) iterative
methods for solving linear systems [11]. The key there is that by thinking of the vectors that are computed as
columns in a matrix, the problem can again be formulated to involve dense matrices. Very recently, the method has
been applied to the computation of all triangles in a graph [23]. Again, the key is to reformulate this as a matrix
computation. In [24], it is argued that the methodology should be applicable to the class of primitive recursive
functions.
The general insights are as follows: The likely target domain should inherently benefit from casting computation
as a loop-based algorithm rather than a recursive computation. In this case: Start with a notation that captures
how one reasons at a high level (in our case, it is the partitioning of the matrices that is captured by the notation);
Cast the operation to be computed in terms of a recursive definition over an inductively defined data structure. (In
our case, this is the PME.); Extract from this recursive definition one or more loop invariants. If the methodology
applies, the loop should now naturally follow.
4 Conclusion
Had someone told us two decades ago that it was possible to apply goal-oriented programming techniques to dense
linear algebra operations, we would have been skeptical. Only further research can help explore how far the approach
can be pushed. Thus, one novel contribution of this paper is that it gives evidence that formal derivation of programs
is important to software correctness for HPC applications [15].
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