[1] Recently initiated observation networks in the Cordillera Blanca (Peru) provide temporally high-resolution, yet short-term, atmospheric data. The aim of this study is to extend the existing time series into the past. We present an empirical-statistical downscaling (ESD) model that links 6-hourly National Centers for Environmental Prediction (NCEP)/National Center for Atmospheric Research (NCAR) reanalysis data to air temperature and specific humidity, measured at the tropical glacier Artesonraju (northern Cordillera Blanca). The ESD modeling procedure includes combined empirical orthogonal function and multiple regression analyses and a double cross-validation scheme for model evaluation. Apart from the selection of predictor fields, the modeling procedure is automated and does not include subjective choices. We assess the ESD model sensitivity to the predictor choice using both single-field and mixed-field predictors. Statistical transfer functions are derived individually for different months and times of day. The forecast skill largely depends on month and time of day, ranging from 0 to 0.8. The mixed-field predictors perform better than the single-field predictors. The ESD model shows added value, at all time scales, against simpler reference models (e.g., the direct use of reanalysis grid point values). The ESD model forecast 1960-2008 clearly reflects interannual variability related to the El Niño/Southern Oscillation but is sensitive to the chosen predictor type.
Introduction
[2] Mountain glaciers are widely recognized as sensitive indicators of climatic change and variability. Glaciers in the tropics are of particular interest, because they respond faster to climatic changes than glaciers in the midlatitudes or high latitudes [Kaser, 1995] . Located at high altitudes, tropical glaciers moreover provide important climate information about the tropical free troposphere. Knowledge about climate change in this zone is incomplete, because the observational data are sparse and controversial [Karl et al., 2006; Kaser, 1995; Trenberth et al., 2007] . More than 99% of all tropical glaciers (in terms of surface area) are located in the South American Andes and roughly 70% are in Peru [Kaser and Osmaston, 2002] . Peru's most extensively glaciercovered mountain range is the Cordillera Blanca that harbors 25% of the tropical glaciers. Figure 1 shows a map of the Cordillera Blanca with the main glaciers and the Rio Santa watershed [Kaser and Osmaston, 2002] . Similar to the global trends, substantial glacier shrinkage in the Cordillera Blanca over the 20th century has been documented [e.g., Ames, 1998; Georges, 2004; Silverio and Jaquet, 2005] . Modeling studies predict that glaciers in the Cordillera Blanca will continue to shrink in the future, with drastic consequences for the runoff [Juen, 2006; Juen et al., 2007] . The runoff from glaciers is of great socioeconomic concern in this region, because it provides an important service as seasonal water regulator [e.g., Kaser et al., 2003] . During the dry season, almost all freshwater used by agriculture, industry, and households in the Rio Santa Valley originates from glaciers [e.g., Mark and Seltzer, 2003] . To estimate potential impacts of climate change on glacier systems in the Cordillera Blanca is thus of primary importance for water resource management in this extensively populated and developing region [e.g., Juen, 2006] .
[3] The formulation of the energy balance at the glacier surface represents a deterministic approach to quantifying atmospheric controls of glacier mass loss [e.g., Kuhn, 1989] . Surface energy balance studies conducted on tropical glaciers [e.g., Favier et al., 2004; Hastenrath, 1978; Mölg and Hardy, 2004; Wagnon et al., 1999] reveal that, apart from air temperature, tropical glaciers are particularly sensitive to moisture [e.g., Kaser et al., 2005] . Surface energy balance investigations in the Cordillera Blanca are generally limited to short periods, because they require a variety of on-site observations at high temporal resolution for associated modeling. Measurements on the remote tropical high glaciers, however, are logistically difficult to carry out and have therefore remained rare. In 1999, the Innsbruck Tropical Glaciology Group (ITGG, Austria) and the Institut de Recherche pour le Développement (IRD, France) initiated an observation network on glaciers in the Cordillera Blanca by installing automatic weather stations (AWSs) [see Juen, 2006] .
[4] The goal of this study is to extend high-resolution but short-term meteorological time series on tropical glaciers to the past. Therefore, we present an empirical-statistical downscaling (ESD) scheme for translating coarse-scale reanalysis data to the local meteorological conditions. Our approach is particular in the context of ESD for mainly two reasons. First, the data series for calibration cover only a very short period (approximately 2 years, see further section 2). Second, unlike most ESD studies [e.g., Benestad et al., 2008] , we aim to forecast variables at a very high temporal resolution (i.e., 6-hourly values). Our target variables are two of the key drivers in the surface energy balance of tropical glaciers: air temperature and specific humidity, here above a tropical glacier surface in a very complex orographic setting. These two variables govern turbulent heat exchange to a large extent [e.g., Mölg and Hardy, 2004] and also influence radiative energy [e.g., Mölg et al., 2009] .
[5] We want to explore the possibilities and limitations of ESD with regard to reaching the aims stated above. Study site and observational data are introduced in section 2. We describe the employed ESD modeling procedure (including the predictor selection) in section 3. The results of the ESD model are presented and evaluated in section 4. Finally, we summarize our conclusions in section 5.
Study Site and Observations
[6] The investigation area in this study is the glacier Artesonraju, located at 8.9°S and 77.4°W in the Paron Valley (northern Cordillera Blanca, cf. Figure 1) . The glacier covers an area of about 5.7 km 2 and reaches from 6025 m above sea level (asl) down to approximately 4750 m asl [see Juen, 2006] . In 2004, the ITGG and the IRD installed four AWSs at and around the glacier. The maintenance of these stations has been difficult due to logistical problems. To date, approximately 2 year records are available from each station, and it is not decided yet if they can be maintained in the future. In this study, we mainly focus on data from one AWS at approximately 4850 m asl operated by the IRD, because it is the only one of the four AWSs that is located on the glacier and that is equipped with air temperature and humidity sensors (additionally to wind speed/direction, incoming/outgoing shortwave and longwave radiation). . We refer to the work of Juen [2006] for a detailed description of the study site and measurement setup.
[7] In the entire Cordillera Blanca, only one long-term air temperature record exists from a station operated by Electroperu at Lake Querococha (3980m asl, 77.3°W 9.72°S, about 100 km distant from the glacier Artesonraju, see Figure 1 ). The observations at Querococha are available 3. The Empirical-Statistical Downscaling (ESD) Model 3.1. What Is ESD and Why Do We Need It?
[8] General circulation models (GCMs) are powerful tools to simulate past, present, and future climate and weather, but their spatially coarse resolution does not realistically resolve local and regional atmospheric states [Grotch and MacCracken, 1991] . This is true also for reanalysis data (introduced later), which are closely related to GCM output. Hence, techniques have emerged to downscale GCM output to higher spatial resolutions as required for climate change impact studies. Figure 3 depicts the role of downscaling to transfer GCM output (and reanalysis data) to higher spatial scales. The development of downscaling strategies is an important focus in regional climate research [Christensen et al., 2007] . Two different approaches exist: empirical-statistical downscaling (ESD) and dynamical downscaling. Dynamical downscaling is comprehensive limited area modeling with initial and lateral boundary conditions provided by the GCM. Yet the limited area models are computationally expensive: for long-term simulations, their spatial resolutions are restricted to ∼10 km. The added value of regional climate models over GCMs is still under debate [e.g., Prömmel et al., 2009] , and usually the regional climate model output needs further downscaling steps before it can be applied in impact studies [e.g., Früh et al., 2006; Salzmann, 2006] .
[9] ESD, the technique applied in this study, is a statistical model that transfers large-scale model output to the local scale. One advantage of ESD against dynamical downscaling is its much lower computational demand. However, it can be applied only for sites where observations are available for model calibration. A number of ESD techniques exist for widely differing applications, and some of them focus on mountain or glacier environments [e.g., Matulla, 2005; Radic and Hock, 2006; Reichert and Bengtsson, 2002; Salzmann, 2006] . However, most ESD studies concentrate on variables in the monthly time resolution [Benestad et al., 2008] . We aim for high temporal resolutions, because a further scope of this study is to provide input data for process-based glacier mass balance models required at subdaily time steps [e.g., Mölg et al., 2009] . Thus, in terms of temporal resolution, our ESD approach is novel in climate research. In the context of numerical weather prediction, similar techniques have been explored for decades (i.e., the perfect prog technique) [see Klein and Glahn, 1974] . With regard to downscaling at a subdaily time scale in complex and glacier-covered mountain environments, however, this study represents a completely new approach.
[10] In its simplest form, ESD can be expressed as the random or deterministic function f, such that
where Y is the predictand (the local scale target variable), X is the large-scale predictor, and is a random error (or noise) [e.g., von Storch et al., 2000] . In this study, the predictands Y are 6-hourly variations of air temperature and specific humidity above the surface of the glacier Arte- Figure 3 . The role of downscaling techniques to transfer atmospheric data with high availability in time and space (abscissa) but low spatial resolution (ordinate) to the higher spatial resolutions required for atmospheric research. Here, we use the more general term "global climate model output," but it is true also for reanalysis data.
sonraju (measured at AWS). As predictors (X), we use reanalysis data.
Choice of Predictor Fields
[11] Reanalysis data are the state-of-the-art archive of past meteorological variables spanning the entire atmosphere. They are produced by data assimilation, with a modeling system kept frozen over the simulation period and using quality-controlled observations. Reanalysis data are available, e.g., from the National Centers for Environmental Prediction (NCEP)/National Center for Atmospheric Research (NCAR) [Kalnay et al., 1996] , the European Center for Medium-Range Weather Forecasts (ECMWF) [Uppala et al., 2005] , or the Japan Meteorological Agency (JMA) [Kazutoshi et al., 2007] . In this study, we use the NCEP/NCAR reanalysis data, because they have shown skill in several studies focusing on the South American Andes [e.g., Garreaud et al., 2003] . NCEP/NCAR reanalysis data are available in subdaily time resolution (6-hourly) for the period from 1948 to present, with a spatial resolution of approximately 210 km (T62) and 28 "sigma hour" levels in the vertical.
[12] Only a few studies have systematically assessed the skill of different predictors in terms of variable types [e.g., Cavazos and Hewitson, 2005] or downscaling domain [e.g., Brinkmann, 2002] , and there is no consensus on the most appropriate choice [Fowler et al., 2007] . ESD is based on the following three assumptions for suitable predictors [e.g., Benestad et al., 2008] . The predictors must (1) have a physical relationship to the predictand, (2) be reliably represented by the reanalysis data or GCM, and (3) reflect climate change. In this study, criterion 1 is specified further as a linear physical relationship, because we apply linear regression techniques. Criterion 2 refers to the reliability of variables in the NCEP/NCAR reanalysis data. According to the availability of observations in the data assimilation, the NCEP/NCAR reanalysis variables are classified as type A, B, and C [Kalnay et al., 1996] . Type A variables (such as upper air temperature, wind, and geopotential height) are most reliable, because they include measurements. Type C variables (e.g., surface fluxes, heating rates, or precipitation) are determined completely by the model and therefore associated with larger uncertainty. Moisture and surface variables are classified as type B; they partially include direct measurements. If the ESD model is based on the assumption that the predictors represent the true large-scale atmospheric state (analogous to the Perfect Prog approach [Klein and Glahn, 1974] ), type C variables should not be included. However, MOS approaches (model output statistics [Klein and Glahn, 1974] ) also apply type C variables as the predictors [Widmann et al., 2003] . In this study, we use type A and type B variables as predictors (presented later in this section). Condition 3 implies that the predictor includes climatic trends or variability changes that affect the predictand; otherwise, these changes cannot be captured by the ESD model. This postulation is linked to the stationarity assumption, which is a major uncertainty in ESD [e.g., Benestad et al., 2008] . If the local predictand is subject to temporal changes not present in the predictors, the ESD transfer function becomes less appropriate with time. Several studies suggest to use multiple variable types as predictors to account for each changing variable that affects the local climate [e.g., Fowler et al., 2007; Hewitson and Crane, 2006] . In this study, both single-field and mixed-field predictors are applied (see section 4.1).
[13] Apart from the choice of variable types as predictors, ESD results also depend on the definition of the downscaling domain (i.e., the grid point area of the variable fields included in the ESD model) [Fowler et al., 2007] . The optimum choice of the predictor domain is generally not limited to the closest grid points around the study site but includes the most important synoptic patterns around and upstream of the study area. Unrelated atmospheric variability though has shown to negatively impact the results in ESD [see Benestad et al., 2008] . In terms of the climatic situation, the Cordillera Blanca is located in the outer tropics [Kaser et al., 1996; Kaser and Osmaston, 2002] and the large-scale flow is dominated by easterly wind directions all year round [e.g., Georges, 2005] . Anomalies of the largescale flow, related to the strength and location of the Bolivian High, are associated with precipitation variability in the Andes [Vuille et al., 2008] . Near-surface moisture in the tropical lowlands also plays an important role for precipitation mechanisms [Garreaud et al., 2003; Vuille and Keimig, 2004] .
[14] Since the Cordillera Blanca is a very complex mountain range, it is important to consider the NCEP model topography. Figure 4 shows the location of the glacier Artesonraju within the NCEP model topography: it is located east of the mountain crest in the model, whereas in reality, the glacier faces mainly toward west and ends up in high peaks in the north and east. The four grid points closest to the study site are located between 1000 and 2000 m asl, whereas the measurement site (AWS) is located at 4850 m asl, with surrounding peaks above 6000 m asl. Thus, the NCEP topography differs from the real orographic situation of the study site and therefore, at subdaily time scales, the direct use of grid point variables from NCEP/NCAR reanalyses for impact studies is not deemed adequate.
[15] For all variable fields, we define first a preliminary horizontal grid point domain that extends from 17.5°N to 35°S and 102.5°W to 50°W (entire area in Figure 4 ). Due to the coarse NCEP model topography, the grid points at the model surface are not located in the pressure level of the study site. Consequently, the vertical allocation of the study site in the NCEP model is undetermined. In this study, we therefore consider both variable fields in the lower troposphere (1000 and 800 hPa) and the mid troposphere (600 and 400 hPa). Midtropospheric variables have the advantage to be more reliable in the NCEP/NCAR reanalysis data (type A), whereas surface variables are influenced both by the model and by measurements (type B) [Kalnay et al., 1996] . We define the definite downscaling domain in this study by means of correlation maps between the preliminary predictor fields and the predictands to identify regions with high correlation. From a theoretical perspective, this is suggested by the similarity of principal component-multiple regression analysis (the technique applied here, introduced later) with one-dimensional maximum covariance analysis. The latter uses the regression map (which has a spatial structure very similar to the correlation map) to define the weights of the local predictors [e.g., Widmann, 2005] .
[16] In this study, we select a preliminary predictor set from the NCEP/NCAR reanalysis data, including the variables air temperature a, specific humidity s, the horizontal wind components u and v, and the geopotential height h. The variables a and s are the first candidates to be included in the multiple predictor set, because the physical linkage to the local predictands is most obvious for a and s, and they are important variables with regard to climate change [e.g., Trenberth et al., 2007] . We also include a set of circulationrelated predictors (u, v, and h), which are more frequently applied variable types in ESD [Cavazos and Hewitson, 2005; Fowler et al., 2007] not only because they explain a large proportion of variance in the predictands but also because of the long temporal records and the reliability of GCMs in simulating these fields. Starting from this preliminary predictor set, we try to find out the most appropriate fields to be included in the ESD model based on multiple regression analyses. The results of the downscaling domain and predictor variable selection are presented in section 4.1.
Transfer Functions for Individual Months and Times of Day
[17] In the outer tropical Cordillera Blanca, seasonality is characterized by variations in atmospheric moisture rather than by temperature variations. The core wet season is defined from January to March, the core dry season is from June to August, and the two transitional seasons span April to May and September to December (definitions are based on precipitation climatology [Juen, 2006; Niedertscheider, 1990] ). It is important to note that the seasons are not of equal length over the year: this is a typical behavior of outer tropical climates and is governed by oscillation of the Intertropical Convergence Zone [e.g., Kaser and Osmaston, 2002] .
[18] To account for seasonal (and diurnal) changes, ESD variables are generally standardized individually for each month (and time of day, in the case of ESD in subdaily time scales) [e.g., Kim et al., 1984; Schoof and Pryor, 2001; Xoplaki et al., 2003] . In this study, statistical transfer functions are derived separately for distinct months and times of day, because we assume that physical processes determining micrometeorological conditions change for different months and times of day. In particular, diurnal air temperature maxima above temperate ice surfaces generally show small variations due to the stabilizing effect of the ice underneath, which cannot exceed 0°C. By contrast, nighttime air temperatures exhibit high variability due to the high thermal emissivity of ice [e.g., Paterson, 1994] . By applying separate transfer functions for different months and times of day, we include changes of the relationships between local and large-scale variables in addition to changes of means and variances of the variables.
[19] Linear transfer functions are derived for each month of the year and the 4 times of the day when reanalysis data are available: 6, 12, 18, and 0 UTC (corresponding to 1, 7, 19, and 13 h Peruvian local time, LT), hereafter referred to as "month/hour-models" (here, we use the term "hour" instead of "time of day" for brevity; please note that "hour" does not refer to "hourly mean," but to instantaneous time of day, as defined above). This way, the calibration data set from AWS (March 2004 to May 2006) is split up into 48 subsamples (corresponding to the 48 month/hour-models) of sample sizes n, each of them including approximately 30-70 observations (data gaps excluded).
Empirical Orthogonal Function (EOF) Analysis and Predictor Preprocessing
[20] Empirical orthogonal function (EOF) analysis is a convenient multivariate technique used in earth sciences to identify dominant variation patterns of random variables [e.g., Hannachi et al., 2008; von Storch and Zwiers, 2001] . Various forms of EOFs are commonly applied in ESD for dimension reduction and to eliminate colinearity in the predictors [e.g., Benestad et al., 2008] . The suitability of ESD techniques based on EOF analysis and related techniques (such as canonical correlation analysis for multivariate predictands [see von Storch and Zwiers, 2001] ) has been reported in several studies [e.g., Benestad, 2001; Hertig and Jacobeit, 2008] . In this study, we use the common terminology EOFs for the spatial and principal components (PCs) for the temporal patterns, e.g., as proposed by Hannachi et al. [2008] .
[21] We employ EOF analysis for dimensionality reduction in the predictors (the definite predictor fields used are presented later, section 4.1). The predictors' time series over the entire forecasting period (here, 1960-2008) are divided into 48 subsamples corresponding to the 48 month/times of day (as defined before). The 48 subsamples are transformed individually into single-field and mixed-field EOFs [Kutzbach, 1967] . By applying EOF analysis separately for different months and times of day, the corresponding PCs do not contain annual or diurnal cycles any more but anomalies thereof. Mixed-field EOFs are applied for the predictors containing multiple variable fields (because colinearity appears not only spatially but also amongst the different variable types). Before the calculation of EOFs, the variables are converted into dimensionless z scores. The z transformation is a step of data preprocessing especially important in the case of mixed-field EOFs in order to remove the different physical units of the variables. In this study, the variables at each grid point are normalized individually (there is also the option of removing the field variance for each variable type). Geographical weighting is applied to the horizontal fields to account for increasing grid point density with latitude.
PC Screening Based on Cross Validation
[22] Once the selected predictors are prepared and transformed into EOFs and PCs, respectively, the number of PCs to be finally included as predictors for the month/hour models need to be determined (i.e., PC truncation and screening [e.g., Wilks, 2006] ). In many studies a priori screening (or prescreening) is applied, according to the percentage of explained variance of PCs in the predictor data (i.e., an a priori determined number of leading PCs are selected). However, such choices are subjective. In this study, the PC selection is based on cross-validatory estimates of model error variances.
[23] The procedure applied in this study is moving blocks cross validation [e.g., Wilks, 1997; . The subsamples for each month/hour model are further divided into m = n − L + 1 subsamples of consecutive observations of length L (n is the number of observations of each month/hour model). Ordinary least squares regression is then repeated m times to derive the predictor-predictand relationships by omitting each subsample once. The number of omitted observations L is determined for each month/hour model based on the autocorrelation functions of the predictand time series, such that L = 2(dct − 1) + 1, where dct (decorrelation time) is the number of lags for which the serial correlation in the data is close to zero. Note that L has to be determined individually for each month/hour model, because dct varies for the different subsamples.
[24] We define the mean square of the m differences between the m developed models and corresponding central withheld data points as forecast mean square error, mse f . By repeating the cross-validation procedure for different numbers of included PCs (k) and computing mse f as a function of k, the optimum k can be determined. As model selection criterion, we use the Akaike Information Criterion (AIC) [Akaike, 1973] , given by:
where n is the number of observations. The optimum number k of PCs to be included (k opt ) is found at the minimum of AIC(k). k opt is determined individually for each month/hour model. The use of AIC(k) rather than mse f (k) for model selection has the advantage that, for a given value of mse f , the more parsimonious model is selected (i.e., the model with less predictors).
[25] The ESD model (cf. equation (1)) can be expressed now in terms of the month/hour (md) transfer functions, such that
where y is the predictand (air temperature or specific humidity) as a function of time t, a and b are intercept and coefficients of the linear multiple fit for each PC of the respective predictors (single field or mixed-field), and npc is the order of included PCs, reaching from 1 to k opt .
Model Calibration and Double Cross Validation
[26] The transfer functions (equation (3)) are derived by least squares regression. We use cross validation to estimate the forecast skill of the regression equations. The data are resampled as described in section 3.5. The model fitting procedure, including the determination of k opt based on cross validation, is then repeated for each sample, i.e., by double cross validation [e.g., Michaelsen, 1987] . The regression coefficients (and uncertainties) are determined as the means (and variances) of coefficients from each repetition of the model fitting procedure in the double crossvalidation experiment.
[27] Again, as independent goodness-of-fit measure, for each month/hour model, mse f is calculated based on data withheld from the entire modeling procedure (including the cross-validatory PC screening). We define the skill score (SS) as
where mse rf is the mse obtained by fitting the mean of each month/time of day to the values. The subscript f (forecast) in mse rf refers to the estimation of mean values using the same cross-validation procedure as for mse f . SS can be interpreted as the added value over fitting the values to a reference model and used to evaluate the month/hour-models in this study, with the reference model being the mean value of the respective month/time of day estimated by cross validation. SS is also known as reduction of error [e.g., Wilks, 2006] .
Results and Discussion

Predictor Analysis
[28] We use correlation maps to identify regions with high correlation between predictors and predictands (introduced in section 3.2). The results reveal maximum values above the Bolivian Altiplano of the reanalysis model, the southernmost parts of the selected domain, and Brazil (results not shown). The Bolivian Altiplano, because of its larger horizontal extent, is represented in the NCEP topography more realistically than the Cordillera Blanca (in terms of surface elevation). Consequently, the model climate above the Bolivian Altiplano also fits better to the conditions in the Cordillera Blanca, even if located about 10°farther south. We reduce the preliminary downscaling domain (as defined in section 3.2) to cover an area from 80°W to 50°W and 0 to 20°S (black rectangle in Figure 4 ). The rectangular domain is not symmetric around the study area but shifted upstream, toward the east. This way, the area covers the significant synoptical patterns around and upstream of the study site (section 3.2): the Bolivian High and the Intertropical Convergence Zone [e.g., Garreaud et al., 2003; Kaser and Osmaston, 2002] .
[29] Figure 5 shows the correlation of the examined predictor fields a, s, h, u, and v in the vertical levels 1000, 800, 600, and 400hPa, with the target variables air temperature and specific humidity. r 2 is the adjusted coefficient of determination obtained by multiple linear regression between the predictands and the first 10 PCs of each predictor field (X). On the basis of Figure 5 , the relative performances of the predictors can be evaluated. In the following discussion, a 1000 denotes the variable a (air temperature) in the 1000 hPa level, and so on. The predictand air temperature generally shows higher correlations to the large-scale predictors (>0.5) than specific humidity (<0.5). The best five predictors in terms of r 2 for air temperature are a 1000 , a 800 , s 1000 , u 1000 , and u 800 (in that order). The differences in r 2 of the predictor a 1000 and other bestperforming predictors (e.g., s 1000 ) are small, which indicates considerable covariability amongst these predictor fields. The variable fields in the lower troposphere generally show higher correlations than the predictors from the mid troposphere (possibly because of the larger diurnal variations in the lower troposphere that represent a major part in the predictand variances as well). For specific humidity, the predictor fields s 1000 and s 800 are the best predictors (out of the examined) with values of r 2 exceeding 0.4. Regression analyses performed to test all possible combinations of two and three predictors out of the examined fields (the 10 leading PCs of the mixed-field EOFs) reveal several variable combinations with comparable high correlations r 2 with the predictands.
[30] Synthesizing the exploratory analyses above and the climatological criteria discussed in section 3.2, the pool of most appropriate predictors is more constrained but the definitive choice remains ambiguous. In this study, we repeat the modeling procedure (sections 3.3-3.6) with two predictors for each predictand: a 1000 for the predictand air temperature, s 1000 for the predictand specific humidity, and the combined field of a 1000 , s 1000 and u 400 for both predictands. This way, we want to examine the relative merits, as far as possible, of using multiple predictors against single-field predictors in ESD. Even though it does not show to be an important single predictor in Figure 5 , u 400 shows the best performance as third predictor. The influence of mid and upper tropospheric zonal winds to the local scale variability in the Altiplano is described, e.g., by Garreaud et al. [2003] , who state that the winds trigger the lower tropospheric moisture transport by downward mixing of zonal momentum. Note that we do not use different predictor variable types or domains for the different month/hour models.
Discussion of the Month/Hour-Models
[31] In this study, autocorrelation is taken into account by defining the block length of withheld samples in the crossvalidation procedure, L, as described in section 3.5. Most of the month/hour subsamples (more than 90% of all cases) are serially uncorrelated for time lags (dct) of 1-4. The lag-1 autocorrelation is smaller than 0.5 (0.6) for air temperature (specific humidity) for more than 75% of the 48 month/hour subsamples. L is chosen to range from 1 to 7 in more than 90% of all cases. For L = 1, the time series is not serially correlated and the moving blocks cross validation reduces to leave-one-out cross validation. The resulting m, number of independent residuals in the double cross validation (for the mse f and mse rf statistics), ranges from 20 to 60 and is larger than 40 in more than 75% of all cases (data gaps considered).
[32] Figure 6 is an illustration of the PC screening procedure applied in this study. mse f and mse h (i.e., the hindcast mse, defined as mse derived from the developmental sample) are plotted against the number of included PCs, k. In the experimental set up of this study, the number of predictors (k) means that PCs of the orders 1 to k are included as predictors in the multiple regression. As an example, the case of December/13LT is shown, for both predictands air temperature and specific humidity and corresponding single-field predictors (a 1000 and s 1000 , respectively). While mse h generally decreases as k increases, minimum mse f is found at k = 4 (air temperature) and at k = 5 (specific humidity). In the example for air temperature, the minimum AIC is found at k = 1. Thus, in this case, AIC is the more parsimonious selection criterion than mse f and the PCs 1 (and 1-5) are included as predictors in the December/ 13LT transfer functions for air temperature (and specific humidity).
[33] The entire double cross-validation procedure, including the above-illustrated PC screening, is repeated 192 times for the determination of transfer functions for each of the 48 months/times of day of all four predictandpredictor combinations (single-field and mixed-field predictors for the two predictands, cf. equation (2)). Here, we want to give an overview about the resulting functional relationships. About 50% of all relationships include four or less PCs (k opt smaller than 4), and about 25% include seven PCs or more. In particular, the more parsimonious models are found for predictand air temperature and for the singlefield predictors than for specific humidity or mixed-field EOFs. We refer to the absolute values of regression coefficients for the standardized predictors as weights. The weights of selected PCs are smaller than 0.2 K in about 60% (single-field) and 90% (mixed-field predictors) of all month/ hour models of the predictand air temperature and smaller than 0.2 g/kg in about 60% (single-field) and 97% (mixedfield predictor) of all month/hour-models of specific humidity. Relative uncertainties of the regression coefficients are defined here as standard deviations divided by mean values of the coefficients estimated in the double cross-validation procedure (section 3.6). The resulting uncertainties of about 90% of all estimated coefficients are smaller than 0.1%. In more than 70% of all cases, the respective uncertainties of the estimated intercepts are smaller than 0.1% (for both predictands air temperature and specific humidity), and the uncertainties are slightly smaller in the case of mixed-field predictors than single-field predictors.
Cross Validation of the Month/Hour-Models
[34] The month/hour-models are tested by moving blocks cross validation to evaluate the forecast skill (i.e., based on data not used in the calibration process). Skill scores (SS) are calculated based on mse f as defined in section 3.6. As mentioned earlier, the SS can be interpreted as reduction of error against (in this experiment) the mean of the respective month/hour, estimated by cross validation. The resulting values are displayed in a normal probability plot (Figure 7 ) to facilitate the discussion of all 48 month/hour-models for each of the four predictor/predictand combinations.
[35] For the combination air temperature and single-field predictor (a 1000 ), more than 60% of the month/hour-models SS is smaller than 0.2 (with even slightly negative values), indicating no or only few added value of the respective transfer function over a constant value. Some regression functions also show high values of SS (larger than 0.6). For the mixed-field predictors, however, the respective values are clearly more positive (cf. Figure 7 ): 50% higher than 0.3, 25% higher than 0.5, and maximum values reaching up to 0.8. The combination specific humidity with mixed-field predictor also shows higher SSs than with the single-field predictor ( Figure 7) ; e.g., about 65% are higher than 0.2 for the single-field predictors and 75% for the mixed-field predictors. Generally, there are less SSs smaller than 0.2 for the predictand specific humidity than for air temperature.
[36] To summarize, the forecast skill of the developed transfer functions quantified by SS varies from 0 to 0.8 but is higher than 0.3 in more than 50% of the cases, and the mixed-field predictors show generally larger skill than the single-field predictors for both predictands. SS = 0 (as is the case for some month/hour-models) means that the deterministic part in equation (1) is 0. In this case, the resulting model reduces to the mean of the respective case. In section 4.4, we want to give a more comprehensive discussion on how the varying skills of the different month/ hour models affect the ESD model as complete time series.
Performance of the ESD Model Against Simpler Reference Models
[37] The modeled time series of the individual month/hour models are put together to form a complete time series over the entire forecasting period 1960-2008 (hereafter referred to as ESD model). Note that in this section, unlike the crossvalidation experiment in section 3.6, the performance of the ESD model is assessed based on data used in the calibration process (i.e., hindcast performance). We define reference model 1 (RM1) as the mean diurnal cycles of air temperature and specific humidity for each month of the year, calculated from the AWS observations. Since the predictor PCs in the month/hour-models are standardized, RM1 is equal to the respective intercepts of the month/hour transfer functions (equation (2)). Note that RM1 is not a climatology, given the short averaging period (2004) (2005) (2006) .
[38] Figure 8 shows a case study of 6-hourly observations, RM1, and the ESD model in April 2004. The example shows a period where melting at the glacier surface occurred [Mölg et al., 2009] . Within the first few days, nighttime air temperatures above 0°C and high values of specific humidity (up to 6 g/kg) indicate that increased longwave incoming radiation constrained the cooling of the ice surface and thus air temperature variability. In the second half of the case study, melt intervals were shorter and air temperature varied more strongly due to lower minima. The linkage between melt occurrence and atmospheric moisture in the tropics is well known: if humidity is low, sublimation consumes much energy and reduces or prevents melting [e.g., Kaser and Osmaston, 2002] . In fact, specific humidity is clearly lower in the second half of the case study period. The ESD model is able to simulate the small diurnal cycles of air temperature associated with high values of specific humidity in the first few days and the drop in humidity accompanied by larger diurnal cycles of air temperature in the second half of the case study. This case study also exemplifies how high-resolution air temperature and specific humidity are linked to glacier melt, which can be simulated in energy balance-based mass balance models [Mölg et al., 2009] . RM1, defined as constant diurnal cycle for each month, cannot show the drop in specific humidity on 16 April. In this context, it is important to see that the ESD model (which per definition reduces to RM1 when the SSs of all the month/hour-models are zero) captures the abovedescribed day-to-day variability that significantly affects glacier mass balance. [39] In order to quantify the added value of the ESD model versus the reference model over the entire calibration period, the hindcast skill score (SSh) is defined as:
where mse h,ESD and mse h,ref are the hindcast mean square errors of the ESD model and the reference model, respectively (i.e., the mean square differences to the observations over the entire calibration period). The values of SSh are shown in Table 1 . In the hourly time scale, values of SSh range from 0.2 to 0.4. SSh is higher for specific humidity than for air temperature and higher in the case of mixedfield predictors than for single-field predictors.
[40] To evaluate the hindcast performance of the ESD model for different temporal scales, daily and monthly means are built from the 6-hourly observations and ESD model in the calibration period. The respective reference models in the daily time scale is reduced to seasonal cycles represented by monthly means of the observations. Figure 9 shows observations, reference model, and ESD model daily means as a function of time over the entire calibration period. The added value of the ESD model over the reference model is most evident in the daily time scale, since, per definition, in the reference model, no day-to-day variations occur within 1 month. Values of SSh are higher than in the hourly time scale, ranging from about 0.45-0.55 (see Table 1 ).
[41] In the monthly time scale, the ESD model fits the observations almost perfectly (Figure 10 ). The resulting values of SSh show high variations for the four predictandpredictor combinations, ranging from 0.32 (for air temperature/single-field predictor) up to 0.93 (for specific humidity/ single-field predictor; please note that the values SSh for the single-field predictors are not shown in Table 1 ). SSh is a relative measure of skill and must be considered with care. In the monthly time scale in particular, both the ESD model and the reference model fit the observations very closely, because the calibration period is so short (12 transfer functions and monthly means based on about 24 months of data). Consequently, the values of mse are very low (<0.1) and minor changes in mse result in high variations of SSh. [42] Figure 10 also shows monthly means of NCEP/ NCAR reanalysis data from the nearby grid point at 500 hPa, 77.5°W and 10°S (note that this grid point is not the closest of the eight grid points surrounding the study site in three dimensions but the one that shows the highest correlation to the observations at AWS [Hofer, 2007] ). The curve representing the NCEP grid point values is shifted by its mean bias to the observations (given the 500 hPa level is located far from the NCEP model surface, temperature, and humidity values are systematically too low). NCEP grid point values are not shown in Figures 8 and 9 (6-hourly and daily values) in order to keep Figures 8 and 9 simple; however, there is much less agreement to the observations than in the monthly time scale. To evaluate the added value of the ESD model hindcast (using mixed-field predictors) against the simple use of grid point values, we define SSh similarly as in equation (5), but the reference model is represented by the NCEP grid point values (hereafter referred to as RM2). Hence, mse h,ref is the mse between RM2 and the observations. Since RM2 is defined with zero bias, mse h, ref is an estimate for the error variance. SSh amounts to 0.75 (6-hourly), 0.63 (daily), and 0.93 (monthly) for the predictand air temperature and to 0.67 (6-hourly), 0.71 (daily), and 0.79 (monthly) for specific humidity. Even if the NCEP grid point values fit the seasonal cycle already closely (cf. Figure 10 ), values of SSh in the monthly time scale are still very high because mse h,ESD is close to zero. Overall, SSh is higher than 0.6 for both predictands at all time scales.
ESD Model Forecasts 1960-2008
[43] The training period of the developed ESD model (calibration and validation) represents less than 3 years, about 5% of the reanalysis period. The question arises whether the ESD model is valid outside the training period. In particular, is the model able to reproduce variations that it has not experienced within the training period? If the deterministic part in equation (1) is zero, the ESD model is equal to the RM1 and consists of constant values for each month and time of day. In this case, the interannual variations are zero. If the random part in equation (1) is zero, the ESD model fits the observations perfectly. The double cross-validation procedure yields skill scores SS ranging from 0 to 0.8 (Figure 7) , indicating that the random part in equation (1) for some months/times of day is large and the resulting transfer functions are constant (or almost constant). Consequently, we can expect the ESD model to underestimate the variability at interannual time scales (similarly as it does in the time scale of model fit [see von Storch, 1999] ).
[44] Interannual atmospheric variability in the Cordillera Blanca is mainly governed by the El Niño Southern Oscillation (ENSO); positive temperature anomalies are connected with El Niño and negative ones are connected with La Niña events. Concerning atmospheric moisture, El Niño years often tend to be dry and La Niña years tend to be wet, but the reverse is not uncommon as well [e.g., Garreaud et al., 2003; Vuille et al., 2008] . Figure 11 (top) shows annual means of the ESD model forecast (single-field predictors) 1960-2008 for both predictands (air temperature and specific humidity). As a reference, annual means of the NCEP grid point values (77.5°W/10°S in 500h Pa of both air temperature and specific humidity) and the observational time series from Querococha (only air temperature from 1965 to 1994) are displayed (centered values). Note that these time series, even if expected to be similar, must not be identical (i.e., differences do not necessarily come from errors in the ESD model).
[45] For air temperature ( Figure 11 , top left) ESD model, NCEP grid point, and observational time series generally show similar patterns that clearly reflect ENSO. While the NCEP grid point time series shows a rising trend over the period, no such trend is evident in the Querococha time series and the ESD model. A comparison of ESD model forecast to the annual means in the calibration period (grayshaded area in Figure 11 ) shows larger variability in the forecast period than in the calibration period, supporting the stationarity of the ESD model. However, interannual variability is smaller in the ESD model than in the NCEP grid point and Querococha time series. As discussed above, the ESD model underestimates the real variability by construction. However, the permanent exchange of latent heat due to sublimation, melting, and refreezing smoothes air temperature variations above a glacier surface at all time scales and could add to the smaller variance in the ESD model. Specific humidity variances (Figure 11 , right top), by contrast, show similar magnitudes in both the ESD model and the NCEP grid point time series, but the temporal patterns over the years differ. Also, the relation of specific humidity to El Niño/La Niña events is less evident in both time series, and sometimes reverses.
[46] Figure 11 (bottom) again shows the ESD model forecast 1960-2008 for air temperature and specific humidity, but this time with two different predictors (single and mixed-field). We want to assess if the chosen model is sensitive to the variable fields used as predictors. In fact, the two time series show different patterns. For air temperature, the models are very similar in recent years, but prior to the late 1970s the two solutions diverge. Still, they show more or less the same pattern of maxima and minima. For specific humidity, the ESD model based on mixed-field predictors shows less interannual variability than the ESD model based on single-field predictors, but the general pattern over time is similar (e.g., both time series show an increasing trend until the early 1980s and a slight decrease thereafter).
Conclusions
[47] We have presented a computationally cheap method to transfer coarse scale NCEP/NCAR reanalysis data to local air temperature and specific humidity in a glacier environment at high temporal resolution. The developed nonparametric technique is appropriate for short time series and applicable wherever high-resolution observations are available. The modeling procedure includes an automated crossvalidation scheme, but appropriate choices need to be made concerning the exact definition of predictor domain and variable fields. So far, we have not assessed the performance of NCEP/NCAR reanalysis data against other reanalysis products [e.g., Kazutoshi et al., 2007; Uppala et al., 2005] . Also, EOF analysis is used in this study only for dimensionality reduction and not for pattern interpretation.
[48] The developed high-resolution ESD model shows added value over simpler techniques, such as the use of reanalysis grid point values or constant annual/diurnal cycles calculated from the calibration data set. We are therefore confident that this study represents an important progress for physically based mass balance studies on datasparse tropical glaciers. As a next step, we schedule case study simulations using a regional atmospheric model to increase the knowledge about significant dynamic processes above a tropical glacier surface. By combining statistical and dynamical techniques, we target for the complete set of atmospheric key variables (including spatial gradients) required for long-term, process-based glacier mass balance modeling in the Cordillera Blanca. (bottom) ESD model forecast of (left) annual mean air temperature and (right) specific humidity for the period 1960-2008, with two different predictor fields applied for each variable: the single-field predictors a 1000 for air temperature and s 1000 for specific humidity (solid red) and the mixed-field predictors including a 1000 , s 1000 , and u 400 (black). The model training period (2004) (2005) (2006) ) is gray shaded.
