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Let Γ be a rooted (and directed) tree, and let t be a positive
integer. The path ideal It(Γ ) is generated by monomials that
correspond to directed paths of length (t − 1) in Γ . In this paper,
we study algebraic properties and invariants of It(Γ ). We give a
recursive formula to compute the graded Betti numbers of It(Γ ) in
terms of path ideals of subtrees. We also give a general bound for
the regularity, explicitly compute the linear strand, and investigate
when It(Γ ) has a linear resolution.
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1. Introduction
The construction of edge ideals associated to (hyper)graphs (cf. [5,9]) provides a viewpoint com-
plementary to the Stanley–Reisner correspondence in the study of monomial ideals. Edge ideals also
provide a framework to study (hyper)graph theoretic questions from an algebraic perspective. Let
Γ = (V , E) be a ﬁnite, simple graph over the vertex set V = {x1, . . . , xn}. Let k be any ﬁeld and iden-
tify the vertices in V with the variables in the polynomial ring S = k[x1, . . . , xn]. The edge ideal of Γ
is generated by monomials of the form xix j , where e = {xi, x j} is an edge in Γ . Note that an edge
can be viewed as a path of length 1. Thus, for a given positive integer t , a more general construction
is obtained by considering monomials corresponding to paths of length (t − 1) in Γ . This is the path
ideal construction.
Path ideals were ﬁrst introduced by Conca and De Negri in [3], and their algebraic properties
have been investigated by various authors in the literature (cf. [2,3,6,7]). In this paper, we shall study
path ideals of rooted trees. Recall that a tree is a graph in which there exists a unique path between
every pair of distinct vertices; a rooted tree is a tree together with a ﬁxed vertex called the root. In
particular, in a rooted tree there exists a unique path from the root to any given vertex. We can also
view a rooted tree as a directed graph by assigning to each edge the direction that goes “away” from
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{xi, x j} is an edge in a rooted tree Γ , then we write (xi, x j) for the “directed” edge whose direction
is from xi to x j . The path ideal of a rooted tree is deﬁned in precise form as follows.
1.1. Deﬁnition. Let t  1 be a given integer, and let Γ be a rooted tree with vertex set V = {x1, . . . , xn}.
(1) A directed path of length (t − 1) is a sequence of distinct vertices xi1 , . . . , xit , in which (xi j , xi j+1)
is the directed edge from xi j to xi j+1 for any j = 1, . . . , t − 1.
(2) The path ideal of length (t − 1) associated to Γ is the monomial ideal
It(Γ ) := (xi1 · · · xit | xi1 , . . . , xit is a path in Γ ) ⊂ S = k[x1, . . . , xn].
In particular, when t = 1, I1(Γ ) = (x1, . . . , xn) is the maximal homogeneous ideal, which is well
understood. Hence, all our results in this paper will be for path ideals of length at least 1 (i.e.,
t  2).
Due to the correspondence between paths and monomials we shall often abuse notation and use
xi1 · · · xit to denote both the monomial xi1 · · · xit in k[x1, . . . , xn] and the path xi1 , . . . , xit in Γ .
A rooted forest is a disjoint union of rooted trees. For a rooted forest , we deﬁne the path ideal
It() to be the sum of the path ideals of the connected components of .
A path ideal It(Γ ) is a squarefree monomial ideal, so it can also be realized as the edge ideal of a
hypergraph or the Stanley–Reisner ideal of a simplicial complex. Given a path ideal, the corresponding
hypergraph and simplicial complex are in general very complicated. The goal of this paper is then to
investigate algebraic properties and invariants of a path ideal It(Γ ) via the combinatorial structures of
the rooted tree Γ . We are interested in invariants associated to the minimal free resolution of It(Γ ),
namely, the graded Betti numbers, the Castelnuovo–Mumford regularity, and the projective dimension.
We now provide an overview of the structure of the paper and our results. In Section 2, we recall
some useful notation and terminology, and prove our ﬁrst main result; here we give a recursive for-
mula to compute the graded Betti numbers of path ideals (Theorem 2.7 and Remark 2.9). Section 3 is
devoted to studying the Castelnuovo–Mumford regularity of path ideals. The main result of this sec-
tion, Theorem 3.4, provides a general bound for the regularity of a path ideal in terms of the number
of leaves and the number of pairwise disjoint paths of length t in the tree. In Section 4, we study
the linear strand of It(Γ ) and classify all rooted trees Γ for which It(Γ ) has a linear resolution. Our
ﬁrst result of this section, Theorem 4.2, gives a precise formula for graded Betti numbers βi,i+t(It(Γ ))
on the linear strand of It(Γ ). Our next result in this section, Theorem 4.5, shows that It(Γ ) has a
linear resolution if and only if it has linear ﬁrst syzygies; this is the case if any only if Γ belongs to a
special class of rooted trees, which we will call broom graphs. In Section 5, we restrict our attention
to rooted trees occurring as path graphs. For a path graph Γ , in Theorem 5.3, we characterize which
graded Betti numbers of It(Γ ) are nonzero. As a consequence, we compute the regularity of S/It(Γ )
explicitly in Corollary 5.4. We also recover He and Van Tuyl’s formula for the projective dimension of
S/It(Γ ) in this case (Corollary 5.1).
2. Path ideals and graded Betti numbers
From this point forward, Γ will denote a rooted tree (also viewed as a directed tree) with vertex
set V = {x1, . . . , xn}, k will denote a ﬁeld of arbitrary characteristic, and t will denote a given positive
integer. Then S = k[x1, . . . , xn] will denote the corresponding polynomial ring.
2.1. Induced subgraphs and examples
We will now introduce some combinatorial terminology and provide examples of path ideals.
2.1. Deﬁnition. Let Γ be a rooted tree with root x. For a given vertex y in Γ , the level of y, de-
noted level(y), is deﬁned to be the length of the unique path from x to y. The height of Γ , denoted
height(Γ ), is the maximal level of vertices in Γ .
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is deﬁned to be the level of y inside the connected component of  containing y. The height of a
rooted forest  is deﬁned to be the largest height of its connected components.
2.2. Example. Consider the following rooted tree Γ .
The edges in Γ are given directions that go “away” from the root, making Γ a directed tree. For
instance, there is a unique path x1, x2 going from the root x1 to the vertex x2, and a unique path
x1, x2, x6 going from the root x1 to the vertex x6; and so, the direction of the edge {x2, x6} is from x2
to x6. It can also be seen that the highest level in Γ is 4 (level(x13) = 4), so height(Γ ) = 4.
For t = 2,3,4, and 5, we have the following path ideals associated to Γ :
I2(Γ ) = (x1x2, x1x3, x1x4, x2x5, x2x6, x4x7, x4x8, x4x9, x5x10, x8x11, x8x12, x12x13),
I3(Γ ) = (x1x2x5, x1x2x6, x1x4x7, x1x4x8, x1x4x9, x2x5x10, x4x8x11, x4x8x12, x8x12x13),
I4(Γ ) = (x1x2x5x10, x1x4x8x11, x1x4x8x12, x4x8x12x13),
I5(Γ ) = (x1x4x8x12x13).
Notice that the path ideals of Γ depend on the choice of the root of Γ .
2.3. Deﬁnition. Let Γ be a rooted tree, and let x be a vertex in Γ .
(1) A vertex z in Γ is the parent of x if and only if (z, x) is a directed edge in Γ . A vertex y is called
a child of x if (x, y) is a directed edge in Γ .
(2) A vertex z = x is an ancestor of x if there is a path from z to x. A vertex y = x is a descendant of x
if there is a path from x to y.
(3) The vertex x is called a leaf of Γ if x has no descendants.
(4) The vertex x is called the root of Γ if x has no ancestors.
(5) The degree of a vertex x in Γ , denoted by degΓ (x), is the number of edges in Γ incident to x.
2.4. Deﬁnition.
(1) Let G be a ﬁnite simple graph. A subgraph H of G is called an induced subgraph if for every pair
of vertices x, y in H the following condition holds: if {x, y} is an edge in G , then it is also an
edge in H .
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also an induced subgraph of Γ .
(3) Let Γ be a rooted tree and let x be a vertex in Γ . The induced subtree rooted at x of Γ is the
induced subtree of Γ over the vertex set {x} ∪ {y | y is a descendant of x} (with x considered as
its root).
Notation. Let Γ be a rooted tree, and let P be a collection of vertices in Γ . We shall denote by Γ \P
the induced subforest of Γ obtained by removing the vertices in P and the edges incident to these
vertices. If P consists of a single element x, then we write Γ \x for Γ \{x}.
2.2. Minimal free resolutions
Let S = k[x1, . . . , xn], and let M be a ﬁnitely generated graded S-module. Associated to M is a
minimal free resolution, which is a ﬁnite complex of the form
0→
⊕
j
S(− j)βp, j(M) δp−→
⊕
j
S(− j)βp−1, j(M) δp−1−−→ · · · δ1−→
⊕
j
S(− j)β0, j(M) → M → 0
where the maps δi are exact and where S(− j) denotes the translation of S obtained by shifting the
degrees of elements of S by j. The numbers βi, j(M) are called the graded Betti numbers of M , and
they provide the number of minimal generators of degree j occurring in the ith-syzygy module of M .
If M is generated in degree t , then the linear strand of M is given by the Betti numbers βi,i+t(M),
for i > 0. In this case, M is said to have linear ﬁrst syzygies if β1, j(M) = 0 for all j = 1+ t; and more
generally, M is said to have a linear resolution if βi, j(M) = 0 for all i > 0 and j = i + t .
We are interested in the two following invariants that measure the “size” of the minimal free
resolution.
2.5. Deﬁnition. Let S and M be as above.
(1) The projective dimension of M , denoted by pd(M), is the length of the minimal free resolution
associated to M .
(2) The Castelnuovo–Mumford regularity (or simply, regularity), denoted by reg(M), is a measure of the
width of the minimal free resolution of M and is deﬁned as
reg(M) := max{ j − i ∣∣ βi, j(M) = 0}.
2.6. Lemma. Let S = k[x1, . . . , xn], and let M be a graded S-module. Let y1, . . . , ym be indeterminates, and
denote by R the polynomial ring k[x1, . . . , xn, y1, . . . , xm]. Then
reg(M) = reg(M ⊗S R),
where the second regularity is computed for the R-module M ⊗S R.
Proof. It is clear that the ring extension S → R is ﬂat. Thus, tensoring with R maps a minimal free
resolution to a minimal free resolution. The result now follows from the deﬁnition of regularity. 
Lemma 2.6 allows us to look at extensions of ideals in rings with more variables when discussing
regularity. For instance, if Γ is a rooted tree corresponding to the polynomial ring R and  is an
induced, rooted subtree of Γ corresponding to the polynomial ring S (i.e. the variables in R corre-
spond to the vertices in Γ , and the variables in S correspond to the vertices in ), then we can abuse
notation and write It() for both the path ideal of  in S and also for its extension in the bigger
ring R when discussing regularity.
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To study the minimal free resolutions of the quotient rings S/It(Γ ), we provide an inductive con-
struction of the path ideals via the mapping cone construction. This construction is a generalization
of the method provided for edge ideals in [1]. This method will allow the decomposition of a given
path ideal into a collection of simpler path ideals corresponding to smaller trees.
Given a short exact sequence
0 −→ M1 −→ M2 −→ M3 −→ 0
where M1, M2, and M3 are graded S-modules, the mapping cone is a method to construct a free
resolution for M3 knowing free resolutions of M1 and M2 (for more details on the mapping cone
construction we refer the reader to [10]). In general, given minimal free resolutions for M1 and M2,
the mapping cone construction does not necessarily give a minimal free resolution of M3. However,
in the case of path ideals, we shall show that the mapping cone construction does indeed provide a
minimal free resolution for a particular short exact sequence.
2.7. Theorem. Let Γ be a rooted tree with vertex set V = {x1, . . . , xn} and height h  t − 1. Let xit denote a
leaf of Γ of level at least (t − 1). Then by letting xi1 , . . . , xit denote the path terminating at xit , the mapping
cone procedure applied to the sequence
0 → (S/It(Γ \xit ) : (xi1 · · · xit ))(−t) xi1 ···xit−−−−→ S/It(Γ \xit ) −→ S/It(Γ ) → 0
provides a minimal free resolution of S/It(Γ ). In particular, for any i and j, we have
βi, j
(
S/It(Γ )
)= βi, j(S/It(Γ \xit ))+ βi−1, j−t(S/It(Γ \xit ) : (xi1 · · · xit )).
Proof. Since xit does not divide a minimal generator of It(Γ \xit ),
It(Γ \xit ) : (xi1 · · · xit ) = It(Γ \xit ) : (xi1 · · · xit−1).
However, this implies that the exact sequence
0 −→ (S/It(Γ \xit ) : (xi1 · · · xit ))(−t) xi1 ···xit−−−−→ S/It(Γ \xit ) −→ S/It(Γ ) → 0 (2.1)
factors as
0 (S/It(Γ \xit ) : (xi1 · · · xit ))(−t)
xi1 ···xit
xit
S/It(Γ \xit ) S/It(Γ ) 0.
(S/It(Γ \xit ) : ((xi1 · · · xit−1)))(−t + 1)
xi1 ···xit−1 (2.2)
Let
0 −→ · · · φ2−→ F1 φ1−→ F0 = S φ0−→ S/It(Γ \xit ) : (xi1 · · · xit ) −→ 0, and (2.3)
0 −→ · · · ψ2−→ G1 ψ1−→ G0 = S ψ0−→ S/It(Γ \xit ) −→ 0 (2.4)
be minimal free resolutions of (S/It(Γ \xit ) : (xi1 · · · xit )) and S/It(Γ \xit ) respectively. Then the map-
ping cone construction applied to the short exact sequence (2.1) provides a free resolution of S/It(Γ )
given by
0 −→ · · · σ3−→ G2 ⊕ F1(−t) σ2−→ G1 ⊕ S(−t) σ1−→ S σ0−→ S/It(Γ ) −→ 0,
where the maps σi are deﬁned by σ1 = [ψ1 − δ0] and
σi =
[
ψi (−1)iδi−1
0 φ
]
for i > 1 (2.5)i−1
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xi1 ···xit−−−−−→
S/It(Γ \xit )).
From the factorization given in (2.2), the entries of the matrix of δi are not units. Furthermore,
since (2.3) and (2.4) are minimal free resolutions, the matrix representation of σi in (2.5) cannot
contain units. Therefore, the mapping cone construction applied to (2.1) provides a minimal free res-
olution of S/It(Γ ). In particular, this implies that
βi, j
(
S/It(Γ )
)= βi, j(S/It(Γ \xit ))+ βi−1, j−t(S/It(Γ \xit ) : (xi1 · · · xit ))
for all i and j. 
Theorem 2.7 provides an inductive method to study algebraic properties of It(Γ ) as the colon ideal
It(Γ \xit ) : (xi1 · · · xit ) can be realized as a disjoint union of path ideals of varying lengths.
2.8. Lemma. Let Γ be a rooted tree of height h  t − 1, let xit be a leaf at the highest level in Γ , and let
xi1 , . . . , xit be the unique path of length (t − 1) terminating at xit . Let xi0 be the only parent of xi1 , if it exists.
For j = 0, . . . , t, let Γ j be the induced subtree of Γ rooted at xi j , and let  j = Γ j\Γ j+1 for j = 0, . . . , t − 1.
Then
It(Γ \xit ) : (xi1 · · · xit ) = It
(
Γ \{xi0 , . . . , xit }
)+ (xi0) +
t−1∑
j=0
It− j
(
 j\{xi0 , . . . , xit }
)
.
Proof. Let G be the set of minimal generators of It(Γ \xit ), i.e. elements in G corresponding to paths
of length (t − 1) in Γ \xit . Clearly,
It(Γ \xit ) : (xi1 · · · xit ) =
∑
Q ∈G
(Q ) : (xi1 · · · xit ).
Observe ﬁrst that Q 1 = xi0xi1 · · · xit−1 is a path of length (t − 1) in Γ \xit , and (Q 1) : (xi1 · · · xit−1) =
(xi0 ). Consider a path Q of length (t − 1) in Γ \xit that does not contain xi0 . There are three possibil-
ities for Q .
Case 1: Q contains none of the vertices in {xi0 , . . . , xit }, and Q is not a path in the induced subtree
rooted at xi0 . This is the case if and only if (Q ) : (xi1 · · · xit ) = (Q ) ⊆ It(Γ \{xi0 , . . . , xit }).
Case 2: Q contains none of the vertices in {xi0 , . . . , xit }, and Q is a path in the induced subtree rooted
at xi0 . This is the case if and only if Q is a path of length (t − 1) in the rooted forest Γ0\{xi0 , . . . , xit }.
Case 3: Q contains some but not all the vertices {xi1 , . . . , xit−1}, and Q does not contain xi0 . Let s be
the largest index such that xis is in Q . Since xit is a leaf of highest level in Γ , Q can contain at most
t − s descendants of xis . This implies that Q must contain all the vertices xi1 , . . . , xis . This is the case
only if Q \{xi1 , . . . , xis } is a path of length t − s − 1 in Γs\{xi0 , . . . , xit }. Furthermore, because xit is of
highest level in Γ , any path of length (t − s − 1) in Γs must be from a child of xis (other than xis+1 )
to a leaf in Γs . Thus, Case 3 appears if and only if (Q ) : (xi1 · · · xit ) ⊆ It−s(s\{xi0 , . . . , xit }). 
2.9. Remark. Note that in Lemma 2.8, It(Γ \{xi0 , . . . , xit }) = It(Γ \Γ0) (or It(Γ \Γ1) if xi0 does not exist)
since xit is a leaf at the highest level in Γ . Observe further that the minimal generators of the ideals
It(Γ \{xi0 , . . . , xit }), (xi0 ), and It− j( j\{xi0 , . . . , xit }) involve pairwise disjoint sets of vertices. Thus, the
minimal free resolution of S/[It(Γ \{xi0 , . . . , xit }) + (xi0 ) +
∑t−1
j=0 It− j( j\{xi0 , . . . , xit })] is obtained
by taking the tensor product of the minimal free resolutions of S/It(Γ \{xi0 , . . . , xit }), S/(xi0 ), and
S/It− j( j\{xi0 , . . . , xit }) for j = 0, . . . , t−1. Together with Theorem 2.7, this gives a recursive formula
to compute the graded Betti numbers of It(Γ ). In particular, the graded Betti numbers of It(Γ ) do
not depend on the characteristic of the ground ﬁeld k. This fact was proved in [6, Theorem 3.1]. It is
also a corollary of a more general recursive formula for the graded Betti numbers of simplicial forests
given in [4, Theorem 5.8].
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In this section, we give a bound for the regularity of It(Γ ). From the Alexander duality (cf. [8, The-
orem 5.59]), one obtains the following trivial bound reg(S/It(Γ )) = reg(It(Γ )) − 1 = pd(S/It(Γ )∨) −
1 n−1, where It(Γ )∨ is the Alexander dual of It(Γ ). We are seeking a bound for reg(S/It(Γ )) that
is, in general, better than n− 1. Our bound will be based on the number of leaves and the number of
pairwise disjoint paths of length t in Γ .
3.1. Deﬁnition. Let Γ be a rooted tree. We deﬁne lt(Γ ) to be the number of leaves in Γ whose level
is at least t − 1 and pt(Γ ) to be the maximal number of pairwise disjoint paths of length t in Γ (i.e.,
pt(Γ ) = max{|D| | D is a set of disjoint paths of length t in Γ }). Note that, in general, tlt(Γ )  n and
tpt(Γ )  n.
In the next few corollaries, Γ will denote a rooted tree of height h  t − 1, and xit will denote
a leaf of highest level in Γ . Let xi1 , . . . , xit be the unique path of length (t − 1) terminating at xit ,
and let xi0 be the parent of xi1 (if it exists). Set P = {xi0 , . . . , xit } (or {xi1 , . . . , xit } if xi0 does not
exist). Furthermore for j = 0, . . . , t − 1, let Γ j be the induced subtree of Γ rooted at xi j , and let
 j = Γ j\Γ j+1.
3.2. Corollary.We have
reg
(
S/
(
It(Γ \xit ) : (xi1 · · · xit )
))= reg(S/It(Γ \P ))+ t−1∑
j=0
reg
(
S/It− j( j\P )
)
.
Proof. It is easy to see that for j = 0, . . . , t − 1 the minimal generators of the ideals It(Γ \P ), (xi0),
and It− j( j\P ) involve pairwise disjoint sets of vertices. Thus, by Lemma 2.8, the minimal free res-
olution of S/(It(Γ \xit ) : (xi1 · · · xit )) is given by the tensor product of the minimal free resolution of
S/It(Γ \P ), S/(xi0 ), and S/It− j( j\P ) for j = 0, . . . , t − 1. This implies that
reg
(
S/
(
It(Γ \xit ) : (xi1 · · · xit )
))= reg(S/It(Γ \P ))+ reg(S/(xi0))+
t−1∑
j=0
reg
(
S/It− j( j\P )
)
.
The conclusion now follows from the fact that reg(S/(xi0 )) = 0. 
3.3. Corollary.We have
reg
(
S/It(Γ )
)= max
{
reg
(
S/It(Γ \xit )
)
, reg
(
S/It(Γ \P )
)
+
t−1∑
j=0
reg
(
S/It− j( j\P )
)+ (t − 1)
}
.
In particular, by considering Γ0 in place of Γ we have
reg
(
S/It(Γ0)
)=max
{
reg
(
S/It(Γ0\xit )
)
,
t−1∑
j=0
reg
(
S/It− j( j\P )
)+ (t − 1)
}
.
If xi0 does not exist, then
reg
(
S/It(Γ1)
)= max
{
reg
(
S/It(Γ1\xit )
)
,
t−1∑
j=1
reg
(
S/It− j( j\P )
)+ (t − 1)
}
.
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reg
(
S/It(Γ )
)=max{reg(S/It(Γ \xit )), reg(S/It(Γ \xit ) : (xi1 · · · xit ))+ (t − 1)}.
The ﬁrst conclusion follows by applying Corollary 3.2. The second conclusion follows by observing
that since xit is a leaf at the highest level, we have It(Γ0\P ) = (0) (or It(Γ1\P ) = (0) if xi0 does not
exist). 
We are ready to prove our next theorem.
3.4. Theorem. Let Γ be a rooted tree over the vertex set V = {x1, . . . , xn}. Then
reg
(
S/It(Γ )
)
 (t − 1)[lt(Γ ) + pt(Γ )].
Proof. We shall use induction on both t and n. For t = 1, the ideal It(Γ ) is the maximal homogeneous
ideal of S = k[x1, . . . , xn], and the assertion is clearly true. Assume that t  2. The assertion is also
true if n t , so we may assume that n > t .
Let h = height(Γ ). Observe that if h < t − 1 then It(Γ ) = (0), making the assertion vacuous. We
shall assume that h  t − 1. Consider ﬁrst the case when h = t − 1. In this case, any path of length
(t − 1) in Γ must be from the root to a leaf (at level (t − 1)) of Γ and so pt(Γ ) = 0. Without loss
of generality, assume that x1 is the root of Γ . Then It(Γ ) = x1 It−1(Γ \x1) and pt−1(Γ \x1) = 0. By the
induction hypothesis, we have
reg
(
S/It−1(Γ \x1)
)
 (t − 2)[lt−1(Γ \x1) + pt−1(Γ \x1)]= (t − 2)lt−1(Γ \x1).
Observe further that lt−1(Γ \x1) = lt(Γ )  1 (since h = t − 1, Γ must have at least a leaf at level
(t − 1)). Therefore, we have
reg
(
S/It(Γ )
)= reg(S/It−1(Γ \x1))+ 1 (t − 2)lt−1(Γ \x1) + 1 (t − 1)lt(Γ ),
and the assertion is true.
Consider now the case when h  t . Let xt be a leaf at the highest level, and let xi0 , . . . , xit be the
unique path of length t terminating at xit . Let P = {xi0 , . . . , xit }, let Γ j be the induced subtree of Γ
rooted at xi j , and let  j = Γ j\Γ j+1 for j = 0, . . . , t − 1. It follows from Corollary 3.3 that
reg
(
S/It(Γ )
)=max
{
reg
(
S/It(Γ \xit )
)
, reg
(
S/It(Γ \P )
)
+
t−1∑
j=0
reg
(
S/It− j( j\P )
)+ (t − 1)
}
. (3.1)
Observe that lt(Γ \xit ) lt(Γ ) and pt(Γ \xit ) pt(Γ ). Thus, by the induction hypothesis, we have
reg
(
S/It(Γ \xit )
)
 (t − 1)[lt(Γ \xit ) + pt(Γ \xit )] (t − 1)[lt(Γ ) + pt(Γ )].
It can also be seen that lt(Γ \P ) = lt(Γ \Γ0)  lt(Γ ) − lt(Γ0) + 1 and ∑t−1j=0 lt− j( j\P ) = lt(Γ0) − 1.
Thus, by the induction hypothesis, we have
reg
(
S/It(Γ \P )
)+ t−1∑
j=0
reg
(
S/It− j( j\P )
)+ t − 1
 (t − 1)
[
lt(Γ \Γ0) + pt(Γ \Γ0) +
t−1∑
j=0
(
lt− j( j\P ) + pt− j( j\P )
)]+ (t − 1)
= (t − 1)lt(Γ ) + (t − 1)
[
pt(Γ \Γ0) +
t−1∑
j=0
pt− j( j\P )
]
+ (t − 1).
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j − 1 for any j). Hence,
reg
(
S/It(Γ \P )
)+ t−1∑
j=0
reg
(
S/It− j(\P )
)+ t − 1
 (t − 1)lt(Γ ) + (t − 1)
[
pt(Γ ) − 1
]+ (t − 1)
 (t − 1)[lt(Γ ) + pt(Γ )].
The theorem is proved by the use of (3.1). 
3.5. Remark. The bound in Theorem 3.4 is sharp when Γ is a disjoint union of paths of length
(t − 1). For instance, if Γ is a directed path x1 → x2 → ·· · → xt of length (t − 1), then lt(Γ ) = 1 and
pt(Γ ) = 0. Hence, reg(S/It(Γ )) = reg(S/(x1 · · · xt)) = t − 1 = (t − 1)[lt(Γ ) + pt(Γ )].
4. Linear strand and linear resolution
In this section, we compute the linear strand of It(Γ ) for a rooted tree Γ , and classify all rooted
trees Γ for which It(Γ ) has a linear resolution.
We start by investigating the linear strand of It(Γ ). Note that β0,t(It(Γ )) is just the number of
paths of length (t − 1) in Γ . Therefore we will be interested in βi,i+t(It(Γ )) for i  1. Note also that
the path ideal It(Γ ) can be realized as the edge ideal of a hyper-tree. In [4], the second author and
Van Tuyl gave a formula for the linear strand of the edge ideal of any hyper-tree. However, the struc-
ture of the hyper-tree corresponding to It(Γ ) is quite complicated. We shall use the combinatorial
data of Γ to provide an explicit formula for the linear strand of It(Γ ).
4.1. Lemma. Let Γ be a rooted tree of height h  t − 1, let xit be a leaf at the highest level in Γ , and let
xi1 , . . . , xit be the unique path of length (t − 1) terminating at xit . Then for i > 0,
βi,i
(
S/
(
It(Γ \xit ) : (xi1 · · · xit )
))=
⎧⎨
⎩
(degΓ (xit−1 )−2
i
)
if h = t − 1 and t = 2,(degΓ (xit−1 )−1
i
)
if h > t − 1 or t = 2.
Proof. Let xi0 be the parent of xi1 if it exists; and let P = {xi0 , . . . , xit }. Furthermore, for j = 0, . . . ,
t − 1, let Γ j be the induced subtree of Γ rooted at xi j , and let  j = Γ j\Γ j+1. Observe, as before, that
the minimal generators of the ideals It(Γ \P ), (xi0), and It− j( j\P ) involve pairwise disjoint sets of
vertices. Thus, by Lemma 2.8, the minimal free resolution of S/(It(Γ \xit ) : (xi1 · · · xit )) is the tensor
product of the minimal free resolutions of S/It(Γ \P ), S/(xi0 ), and S/It− j( j\P ) for j = 0, . . . , t − 1.
Therefore, the contribution to βi,i(S/(It(Γ \xit ) : (xi1 · · · xit ))) comes from βi,i(S/xi0 ⊗ S/I1(t−1\P )) =
βi,i(S/((xi0 ) + I1(t−1\P ))).
Observe that the number of vertices of t−1\P is deg(xit−1 )−2 if t > 2 or t = 2 and h > t −1 (i.e.,
when xit−2 exists). If t = 2 and h = t − 1 (i.e., when xit−2 does not exist) then the number of vertices
of t−1\P is deg(xit−1) − 1. Observe further that xi0 exists if h > t − 1. Hence, the conclusion follows
from the fact that the minimal free resolution of S/(xi0 + I1(t−1\P )) is the Koszul complex. 
4.2. Theorem. Let Γ be a rooted tree over the vertex set V . Then for i  1,
βi,i+t
(
It(Γ )
)=
{∑
v∈V
(degΓ (v)
i+1
)
if t = 2,∑
level(v)t−1
(degΓ (v)
i+1
)+∑level(v)=t−2 (degΓ (v)−1i+1 ) if t > 2.
Proof. Let h = heightΓ . The assertion is vacuously true if h < t − 1 so we may assume that h t − 1.
We shall use induction on n, the number of vertices in Γ . Again, the assertion is vacuously true
if n = t . Assume that n > t . Let xit be a leaf at the highest level in Γ , and let xi1 , . . . , xit be the
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βi,i+t(It(Γ )) = βi+1,i+t(S/It(Γ )). By Theorem 2.7, we have
βi+1,i+t
(
S/It(Γ )
)= βi+1,i+t(S/It(Γ ′))+ βi,i(S/(It(Γ \xit ) : (xi1 · · · xit ))).
If t = 2 then by the induction hypothesis and Lemma 4.1, we have
βi+1,i+2
(
S/I2(Γ )
)= ∑
v∈V \xi2
(
degΓ ′(v)
i + 1
)
+
(
degΓ (xi1) − 1
i
)
.
Since degΓ ′ (v) = degΓ (v) for all v /∈ {xi1 , xi2 }, degΓ ′ (xi1 ) = degΓ (xi1 )− 1, and degΓ (xi2 ) = 1, we have
βi+1,i+2
(
S/I2(Γ )
)= ∑
v =xi1
v =xi2
(
degΓ ′(v)
i + 1
)
+
(
degΓ ′(xi1)
i + 1
)
+
(
degΓ (xi1) − 1
i
)
=
∑
v =xi1
v =xi2
(
degΓ (v)
i + 1
)
+
(
degΓ (xi1) − 1
i + 1
)
+
(
degΓ (xi1) − 1
i
)
=
∑
v =xi1
v =xi2
(
degΓ (v)
i + 1
)
+
(
degΓ (xi1)
i + 1
)
=
∑
v =xi1
(
degΓ (v)
i + 1
)
=
∑
v∈V
(
degΓ (v)
i + 1
)
.
Here, the last equality follows by adding 0= ( 1i+1).
Assume now that t > 2. Consider the case when h = t − 1. By the induction hypothesis and
Lemma 4.1, we have
βi+1,i+t
(
S/It(Γ )
)= βi+1,i+t(S/It(Γ ′))+
(
degΓ (xit−1) − 2
i
)
=
∑
v =xit
level(v)t−1
(
degΓ ′(v)
i + 1
)
+
∑
v =xit
level(v)=t−2
(
degΓ ′(v) − 1
i + 1
)
+
(
degΓ (xit−1) − 2
i
)
.
Since h = t − 1 and xit is at the highest level, we have level(xit−1) = t − 2. Also, degΓ ′ (v) = degΓ (v)
for all v /∈ {xit−1 , xit } and degΓ ′ (xit−1 ) = degΓ (xit−1 ) − 1. Thus,
βi+1,i+t
(
S/It(Γ )
) = ∑
v =xit
level(v)t−1
(
degΓ ′(v)
i + 1
)
+
∑
v =xit , v =xit−1
level(v)=t−2
(
degΓ ′(v) − 1
i + 1
)
+
(
degΓ ′(xit−1) − 1
i + 1
)
+
(
degΓ (xit−1) − 2
i
)
=
∑
v =xit
level(v)t−1
(
degΓ (v)
i + 1
)
+
∑
v =xit , v =xit−1
level(v)=t−2
(
degΓ (v) − 1
i + 1
)
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(
degΓ (xit−1) − 2
i + 1
)
+
(
degΓ (xit−1) − 2
i
)
=
∑
v =xit
level(v)t−1
(
degΓ (v)
i + 1
)
+
∑
v =xit , v =xit−1
level(v)=t−2
(
degΓ (v) − 1
i + 1
)
+
(
degΓ (xit−1) − 1
i + 1
)
.
As before, we can add 0= ( 1i+1) to the sum and the assertion follows.
Now we consider the case h > t − 1. By the induction hypothesis and Lemma 4.1, we have
βi+1,i+t
(
S/It(Γ )
)= βi+1,i+t(S/It(Γ ′))+
(
degΓ (xit−1) − 1
i
)
=
∑
v =xit
level(v)t−1
(
degΓ ′(v)
i + 1
)
+
∑
v =xit
level(v)=t−2
(
degΓ ′(v) − 1
i + 1
)
+
(
degΓ (xit−1) − 1
i
)
.
Since h > t − 1 and level(xit ) = h, we have level(xit−1) t − 1. As before, degΓ ′ (v) = degΓ (v) for all
v /∈ {xit−1 , xit } and degΓ ′ (xit−1 ) = degΓ (xit−1 ) − 1. Thus, using a similar computation as above, we get
βi+1,i+t
(
S/It(Γ )
)= ∑
v =xit , v =xit−1
level(v)t−1
(
degΓ ′(v)
i + 1
)
+
∑
level(v)=t−2
(
degΓ ′(v) − 1
i + 1
)
+
(
degΓ ′(xit−1)
i + 1
)
+
(
degΓ (xit−1) − 1
i
)
=
∑
level(v)t−1
(
degΓ (v)
i + 1
)
+
∑
level(v)=t−2
(
degΓ (v) − 1
i + 1
)
. 
The rest of the section is devoted to classifying all rooted trees Γ for which It(Γ ) has a linear
resolution. Recall that It(Γ ) has a linear resolution if and only if βi, j(It(Γ )) = 0 for all j = i + t . Our
characterization is based on the following special class of rooted trees.
4.3. Deﬁnition. A broom graph of type t consists of a handle, which is a directed path x0, . . . , xs , such
that every edge in Γ (not on the handle) has the form (xi, y) for some i  s − t .
Since t is usually ﬁxed in our context, we often omit the phrase “of type t” and refer to a broom
graph of type t simply as a broom graph. Note also that in a broom graph as deﬁned s is related to
the height of the graph.
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generators (in different polynomial rings). This implies that βi, j(It(Γ \x)) = βi, j(It(Γ )) for all i, j.
Thus we can successively remove leaves at level strictly less than (t − 1) from a rooted tree without
changing the graded Betti numbers of its path ideal. We call this process the cleaning process of Γ .
The rooted tree obtained after the cleaning process is called the clean form of Γ , denoted C(Γ ).
We are now ready to state our characterization.
4.5. Theorem. Let Γ be a rooted tree of height h  t − 1. Then the following are equivalent:
(1) It(Γ ) has linear ﬁrst syzygies.
(2) It(Γ ) has a linear resolution.
(3) C(Γ ) is a broom graph of height at most (2t − 1).
Proof. Without loss of generality, we may assume that Γ is already in its clean form, i.e., C(Γ ) = Γ .
In this case, all leaves of Γ have level at least (t − 1).
We shall use induction on n, the number of vertices in Γ . The statement is clearly true for n  t
(since in this case It(Γ ) is either (0) or (x1 · · · xt)). Assume that n > t . As before, let xit be a leaf at
the highest level in Γ , and let xi1 , . . . , xit be the unique path of length (t − 1) terminating at xit . Let
xi0 be the parent of xi1 if it exists; and let P = {xi0 , . . . , xit }. Furthermore, for j = 0, . . . , t − 1, let Γ j
be the induced subtree of Γ rooted at xi j , let  j = Γ j\Γ j+1, and let Γ ′ = Γ \xit . By Theorem 2.7, we
have
βi+1, j
(
S/It(Γ )
)= βi+1, j(S/It(Γ ′))+ βi, j−t(S/(It(Γ ′) : (xi1 · · · xit ))).
This implies that It(Γ ) has linear ﬁrst syzygies (respectively, has a linear resolution) if and only if
It(Γ ′) has linear ﬁrst syzygies (respectively, has a linear resolution), and It(Γ ′) : (xi1 · · · xit ) is gener-
ated in degree one (respectively, is generated in degree one and has a linear resolution).
By Lemma 2.8 the minimal free resolution of S/(It(Γ ′) : (xi1 · · · xit )) is the tensor product of the
minimal free resolutions of S/It(Γ \P ), S/(xi0 ), and S/It− j( j\P ). It follows that It(Γ ′) : (xi1 · · · xit )
is generated in degree one if and only if It(Γ \P ) = (0) and It− j( j\P ) = (0) for all j < t − 1. Note
that if this is the case then It(Γ ′) : (xi1 · · · xit ) has a linear resolution. Thus, (1) and (2) are equivalent.
Now we show that (2) ⇒ (3). Since Γ is in its clean form, if It(Γ \P ) = (0) then Γ \Γ0 must be a
directed path from the root of Γ to the parent of xi0 of length strictly less than (t − 1). To show that
Γ is a broom, it now suﬃces to show that for any j,  j\P consists of isolated vertices. Suppose for
some j < t − 1,  j\P contains a path of length at least 1. In this case, we can ﬁnd a path of length
at least 2 of the form xi j , y1, . . . , ys in  j terminating at a leaf ys for some 2 s  t − j. Here, the
second inequality is due to the fact that xit is of highest level. Recall that for It(Γ ) to have a linear
resolution, It(Γ ′) = It(Γ \xit ) must also have a linear resolution. Thus by induction and successively
removing vertices, we will reduce Γ to a rooted tree Γ ′′ in which xi j+s is a leaf at the highest level
and It(Γ ′′) has a linear resolution. Let ′′t−s be the graph rooted at xi j obtained from Γ ′′ in the same
fashion as how  j was obtained from Γ (with xi j+s replacing the role of xit ). Let P
′′ be the set of
vertices on the unique path of length (t −1) terminating at xi j+s (this path exists since the level of ys
is at least (t − 1)). By a similar argument as with  j , for It(Γ ′′) to have a linear resolution we must
have Is(′′t−s\P ′′) = (0). However, this is not true since y1 · · · ys ∈ Is(′′t−s\P ′′). We have now shown
that for each j < t − 1,  j\P consists of isolated vertices. Since xit is of highest level, t−1\P also
consists of isolated vertices. We can conclude that if It(Γ ) has a linear resolution, then Γ is a broom
of height at most (2t − 1).
Conversely, suppose that Γ is a broom of height at most (2t − 1) in its clean form. By deﬁnition,
it is easy to see that in this case, Γ \P consists of a path of length at most (t − 2) along with isolated
vertices, and  j\P consists of isolated vertices for any j. Thus, It(Γ \P ) = (0), It− j( j\P ) = (0) for
all j < t − 1, and I1(t−1\P ) has a linear resolution. Moreover, since Γ \xit is also a broom of height
at most (2t − 1), by the induction hypothesis, It(Γ \xit ) has a linear resolution. Thus, It(Γ ) has a
linear resolution. Therefore, (3) ⇒ (2). 
R.R. Bouchat et al. / Journal of Combinatorial Theory, Series A 118 (2011) 2411–2425 24234.6. Remark. For any rooted tree Γ , a cellular complex supporting the linear strand of It(Γ ) is de-
scribed by the minimal generators of It(Γ ); speciﬁcally, if M1, . . . ,Mu are minimal generators of
It(Γ ), then {M1, . . . ,Mu} form a cell if and only if it is maximal with respect to the property that
deg
(
gcd(M1, . . . ,Mu)
)= t − 1.
When Γ is a broom graph of height at most (2t − 1), this cellular complex also supports the minimal
free resolution of It(Γ ). In this case, set D = max{degΓ (x) | x ∈ Γ } and let v be a vertex of degree D
with highest level. Then it follows from Theorem 4.2 that this cellular complex supporting the min-
imal free resolution of It(Γ ) has dimension (equivalently, the projective dimension of It(Γ )) equal
to {
D − 2 if t > 2 and level(v) = (t − 2),
D − 1 otherwise.
5. Specialization to path graphs
In this last section of the paper, we restrict our attention to a simple class of rooted trees, namely
path graphs. The path graph over the vertex set V = {x1, . . . , xn} is the directed tree whose directed
edges (after a possible re-indexing) are ei = (xi, xi+1) for i = 1, . . . ,n− 1.
Let Ln denote the path graph over n vertices. Clearly,
It(Ln) = (x1x2 · · · xt , x2x3 · · · xt+1, . . . , xn−t+1xn−t+2 · · · xn).
It is also easy to see that
It(Ln−1) : (xn−t+1xn−t+2 · · · xn) =
{
(xn−t) + It(Ln−(t+1)) if n > t,
0 otherwise
where we take It(Ln−(t+1)) = (0) if n− (t + 1) < t .
Since the minimal resolution of S/((xn−t)+ It(Ln−(t+1))) is the tensor product of the minimal free
resolutions for S/(xn−t) and S/It(Ln−(t+1)), it follows from Theorem 2.7 that
βi, j
(
S/It(Ln)
)= βi, j(S/It(Ln−1))+ βi−1, j−t(S/It(Ln−1) : (xn−t+1xn−t+2 · · · xn))
= βi, j
(
S/It(Ln−1)
)+ βi−1, j−t(S/It(Ln−(t+1)))+ βi−2, j−t−1(S/It(Ln−(t+1))).
(5.1)
In [6] He and Van Tuyl computed the projective dimension of S/It(Ln). Using (5.1), we can easily
recover their formula.
5.1. Corollary. Let Ln be a path graph of over n t vertices. Then the projective dimension of S/It(Ln) is given
by
pd
(
S/It(Ln)
)=
{
2(n−d)
t+1 if n ≡ d mod (t + 1) for 0 d t − 1,
2n−(t−1)
t+1 if n ≡ t mod (t + 1).
Proof. The recursive formula (5.1) gives
pd
(
S/It(Ln)
)= max{pd(S/It(Ln−1)),pd(S/It(Ln−(t+1)))+ 2}.
We can now proceed by using inducting on n. Using the same line of arguments as in [6, Theorem 4.1],
the result follows. 
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pd
(
S/It(Ln)
)= pd(S/It(Ln−1))= pd(S/It(Ln−(t+1)))+ 2,
and for n ≡ 0, t mod (t + 1),
pd
(
S/It(Ln)
)= pd(S/It(Ln−1))+ 1 = pd(S/It(Ln−(t+1)))+ 2.
Our last result characterizes which graded Betti numbers of S/It(Ln) are nonzero.
5.3. Theorem. Let Ln be a path graph over n t vertices. Then the following are equivalent:
(1) βi, j(S/It(Ln)) = 0,
(2) j − i = s(t − 1) for some integer s satisfying 0 smin{i, n−t+1t+1 } and i min{2s,pd(S/It(Ln))}.
Proof. The statement can be easily veriﬁed for n = t . We shall assume that n > t and use induction
on n.
We shall ﬁrst show that (1) ⇒ (2). To have βi, j(S/It(Ln)) = 0, clearly i  pd(S/It(Ln)). It suf-
ﬁces to show that j − i = s(t − 1) for some s satisfying 0  s  min{i, n−t+1t+1 } and i  2s. By
the recursive formula (5.1), we have that at least one of the graded Betti numbers βi, j(S/It(Ln−1)),
βi−1, j−t(S/It(Ln−(t+1))) or βi−2, j−t−1(S/It(Ln−(t+1))) must be nonzero.
If βi, j(S/It(Ln−1)) = 0 then, by the induction hypothesis, we have j − i = s(t − 1) where 0 s 
min{i,  (n−1)−t+1t+1 }  min{i, n−t+1t+1 } and i  2s. And so (2) follows. If βi−1, j−t(S/It(Ln−(t+1))) = 0,
then by the induction hypothesis, we have ( j − i) − (t − 1) = ( j − t) − (i − 1) = s′(t − 1) for some
0  s′ min{i − 1, n−t+1t+1  − 1} and i − 1  2s′ . By taking s = s′ + 1, (2) again follows. In the case
where βi−2, j−t−1(S/It(Ln−(t+1))) = 0, a similar argument again implies that once again (2) follows.
We proceed to show that (2) ⇒ (1). Suppose that j − i = s(t − 1) where 0  s min{i, n−t+1t+1 }
and i min{2s,pd(S/It(Ln))}. Clearly, (1) holds if s = 0, so we may assume that s > 0.
If s i−1 (i.e., s−1 i−2), then set s′ = s−1. By Remark 5.2, we have i−2 pd(S/It(Ln−(t+1))).
Since ( j− t−1)− (i−2) = ( j− i)− (t−1) = s′(t−1) and i−2 2s−2 = 2s′ , the induction hypothesis
now implies that βi−2, j−t−1(S/It(Ln−(t+1))) = 0, and (1) follows from (5.1).
It remains to consider the case where s = i. This, in particular, implies that s = i  n−t+1t+1 . Ob-
serve that if n ≡ t mod (t + 1), n t + 1 implies that n−t+1t+1 + 1 = n+2t+1   2n−t+1t+1  = pd(S/It(Ln)).
On the other hand, if n ≡ d mod (t + 1) for some d  t − 1, then n  (t + 1) + d and we have
n−t+1t+1  + 1 = n+2t+1    2n−2dt+1  = pd(S/It(Ln)). Therefore we have i  n−t+1t+1   pd(S/It(Ln)) − 1 =
pd(S/It(Ln−(t+1))) + 1; that is, i − 1  pd(S/It(Ln−(t+1))). Also, i − 1 = s − 1  2(s − 1). Now,
set s′ = s − 1, and observe that ( j − t) − (i − 1) = ( j − i) − (t − 1) = s′(t − 1) and i − 1 
min{2s′,pd(S/It(Ln−(t+1)))}. The induction hypothesis implies that βi−1, j−t(S/It(Ln−(n+1))) = 0, and
(1) follows again from (5.1). 
As a consequence of Theorem 5.3, we can compute the regularity of S/It(Ln) and some graded
Betti numbers of It(Ln) explicitly.
5.4. Corollary. Let Ln be a path graph over n  t vertices. Then the Castelnuovo–Mumford regularity of
S/It(Ln) is given by
reg
(
S/It(Ln)
)= (t − 1)⌈n − t + 1
t + 1
⌉
.
Proof. The conclusion follows from Theorem 5.3 noticing, by Corollary 5.1, that n−t+1t+1  
pd(S/It(Ln)). 
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βi,it
(
S/It(Ln)
)= (n − it + 1
i
)
.
Proof. Observe ﬁrst that Theorem 5.3 implies that βi−2,it−t−1(S/It(Ln−(t+1))) = 0 since (it − t − 1) −
(i−2) = (i−1)(t −1) > (i−2)(t −1). Now, by induction, assume that the result holds for all Lm with
m < n. It then follows from (5.1) that
βi,it
(
S/It(Ln)
)= βi,it(S/It(Ln−1))+ βi−1,it−t(S/It(Ln−(t+1)))
=
(
(n − 1) − it + 1
i
)
+
(
(n− (t + 1)) − (i − 1)t + 1
i − 1
)
=
(
n − it
i
)
+
(
n− it
i − 1
)
=
(
n − it + 1
i
)
. 
5.6. Remark. As before, the linear strand of It(Ln) is supported by a cellular complex. It is not hard to
see that this complex is also a path graph, namely, the path graph Ln−t+1.
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