Convergence results for fixed point iterations in R  by Herceg, D. & Krejić, N.
Computers Math. Applic. Vol. 31, No. 2, pp. 7-10, 1996 
Pergamon Copyright©1996 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 
0898-1221/96 $15.00 q- 0.00 
0898-1221(95)00188-3 
Convergence Results for 
Fixed Point Iterations in 
D. HERCEG AND N. KREJ IC 
Universtity of Novi Sad, Institute of Mathematics 
Trg Dositeja Obradovida 4, 21000 Novi Sad, Serbia 
(Received December 199,~; revised and accepted September 1995) 
Abst ract - - In  this paper, we consider the extrapolated iteration and Mann's iteration scheme for 
computing the fixed point of a real Lipschitz function. Convergence of various types of fixed point 
iterations is well known for a self mapping which is a contraction. Here, we prove convergence o~ 
both methods without hese assumptions. 
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1. INTRODUCTION 
Let g:  [a, b] ~ 7~ be a Lipschitz function on [a, b], i.e., 
Ig(x) -g (Y ) l  <- LIx - yh x ,y  E [a,b]. (1) 
One can use various iteration schemes for computing the fixed point of the mapping . We will 
consider here the extrapolated scheme 
Xn+l'---- (1 - -  ,~)X n -[- )~g(Xn) , )~ e T~, (2) 
and Mann's iteration scheme 
z .+ l  = (1 - ~ . )  x. + ~.g (z.) ,  (3) 
for some real parameters an. 
For such iteration rules, convergence onditions usually include the assumption L _< 1 and the 
assumption that g is a self-mapping of [a, b]. 
So far, it is known that if L < 1, i.e., g is a contraction, then g need not be a self-mapping, as 
is shown in [1,2]. Also, various authors consider the case L ~ 1 but g : [a, b] -~ [a, b], see [3-5], 
etc. 
Here we obtain convergence onditions for (2) and (3) which do not include either of these two 
assumptions. 
2. CONVERGENCE THEOREMS 
In [5], the following convergence theorem for the iteration rule (2), is obtained. 
THEOREM 1. Let g : [a, b] --* [a, b] be a function which satisfies a Lipschitz condition with 
constant L. Let xl E [a, b] be arbitrary and define 
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Xn+ 1 "~ (1 -- )OXn -]- )~g(Xn) ,
where A -- (L + 1) -1 . I f{xn}  denotes the resulting sequence, then {xn} converges monotonically 
to a point z in [a, b], where z -- g(z). 
As a special case of the theorems from [1], as given in [2], we have the following theorem. 
THEOREM 2. Let g : [a, b] --* T£ be a contraction on [a, b]. I f  g(a) c D, g(b) E D, then there 
exists a unique fixed point z E D and z = limn-~oo Xn, Xn+I = g(xn), n = 1,2, . . . ,  with Xl = b 
if g(a) + g(b) > a + b, Xl = a, otherwise. 
We generalize these two theorems in the sense that the mapping g need not be a self-mapping 
of [a, b], nor a contraction. These improvements have great practical importance, because the 
convergence conditions axe easier to check. The self-mapping condition is replaced with the 
condition g(a) E [a, b], g(b) E [a, b], which is very easy to check, and the contraction condition is 
replaced by a Lipschitz continuity condition. This condition is easier to verify and also allows us 
to take a quite rough approximation of the quantity maxxe[a,b] [g'(x)[. In Theorem 1, Xl is an 
arbitrary point from [a, b] and in Theorem 2, xl is strictly determined. In our theorems, Xl can 
be both a or b, contrary to Theorem 2, but in the practical implementation f these methods the 
location of the starting point is irrelevant. 
In the case of self-mapping, convergence theorems for the Mann's iteration scheme can be 
obtained as a special case of [6, Theorem 3], which deals with Ishikawa iterations. See also [4,7]. 
THEOREM 3. Let g be a function which satisfies condition (1). Let {an} be a real sequence with 
the properties 
(a) 0<a,~<(L+l )  -1 , 
OO (b) E~=I a~ = c¢, 
and g(a) E [a, b], g(b) E [a, b]. Then, the sequence {xn} defined by 
Xl = {a, b}, 
Zn+l = (1 - ~ . )  x .  + .ng  (x.) 
is convergent and its limit point, say z, satisfies z = g(z). 
PROOF. As g(a) E [a, b] and g(b) E [a, b], the equation x = g(x) has at least one solution in [a, b]. 
We can suppose g(a) # a and take Xl = a. Then g(xl) > Xl and 
x2 = (1 - o~1) x 1 --[- O~lg (Xl) > (1 -- a l )  Xl + alXl  = Xl. 
Let p be the minimal point in [a, b] for which p = g(p). If we suppose that x2 > p, we have 
0 < p - Xl < x2 - xl = al  (g (X l )  - -  X l ) ,  
SO~ 
1 
- -  {zl -p l  < g(x l ) -  Zl, 
and 
1 
0 < - - Ix1  -P [  < [g (x l ) -g (p ) l+  Ip-xll, 
which implies (1) 
I g (X l ) -g (p ) l  > -~1-1  Ip -  xll >_L lx l -p l ,  
because of (a). This inequality is in contradiction to assumption (1), i.e., 
x2 E (x l ,p] .  
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Using the same argument, it is easy to prove that 
xn+l c (xn,p], 
so the sequence {xn} is monotonically increasing and bounded, which yields the conclusion that 
{xn} converges. Call the limit point z. To complete the proof, we have to show that z = g(z). 
As g(x,~) > xn, n = 1, 2 , . . . ,  and g is continuous, g(z) > z. Let us suppose that g(z) > z and 
take e = (g(z) - z) /2.  Then there exist an integer N such that for 
n > N, g(xn) - Xn > ¢. 
Also, 
N+m-1 
Zg+m--Xg= E a i (g (x~) - -Z i ) ,  fo rm_>l ,  
i=N 
which implies 
N+m-1 
lim (XN+m -- XN) >_ e E at, 
m--*oc  
i=N 
which is a contradiction to Condition (b), and we can conclude that g(z) = z. 
In the case xl = b the proof is completely analogous. | 
As the extrapolated scheme (2) is a special case of the Mann iteration scheme, the following 
theorem is valid. 
THEOREM 4. Let g be a function which satisfies condition (1). I f  
g(a) • [a, b], g(b) • [a, hi, 
then the sequence 
Xl = {a, b}, 
x~+l = (1 - A) x~ + Ag (x~), 
A = (L + 1) -1, 
converges monotonically to a point z and g(z) = z. 
Notice that these two theorems allow Xl = a and xl = b, which is not case in the Theorem 2. 
3. A NUMERICAL  EXAMPLE 
The equation 
x = 0.5x 2 - 3 sin(3x) 
will now be considered. Function g(x) = 0.5x 2 - 3 sin(3x) is Lipschitz continuous on D = 
[1.2, 2.2] with the constant L = tg'(1.2)[ = 9.27083 . . . .  Also g(1.2) -- 2.04756... • D, g(2.2) = 
1.48538..- • D and g is not a self-mapping of D. For example g(1.8) = 3.93829 . . . .  
Using the extrapolated iterative scheme with xl = 1.2, A = 1/11, a solution which satisfies the 
termination criterium (4) is obtained after 17 iterations, and for xl -- 2.2 after 12 iterations. 
The Mann iterative scheme was tested with an = 1/(10 + n). For xl = 1.2, 74 iterations were 
required, and for Xl = 2.2, 33 iterations. 
Termination criterium in both cases was 
g(x)l _< lO -6. (4) 
All the calculations were done using the package Mathematica. It seems interesting to mention 
that Mathematica's function 
FindRoot [x == g[x], x, xl] 
found the solution in D only for Xl • [1.72, 2.2]. For other values of xl E D some solutions were 
found, but they do not belong to D. 
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