A robust and adaptable model-based scheme for cell image interpretation is presented that can accommodate the wide natural variation in the appearance of cells. This is achieved using multiple models and an interpretation process that permits a smooth transition between the models. Boundaries are represented using trainable statistical models that are invariant to transformations of scaling, shift, rotation and contrast; a Gaussian and a circular autoregressive model (CAR) are investigated. The interpretation process optimises the match between models and data using a Bayesian distance measure. We demonstrate how objects that vary in both shape and grey-level pattern can be reliably segmented. The results presented show that the overall performance is comparable with that of manual segmentation; the area within the automatically detected and the manually selected cell boundaries that is not common to both is less than 5% in 96% of the cases tested. The results also show that the computationally simpler Gaussian boundary model is at least as effective as the CAR model.
Introduction
Many researchers have sought to automate the analysis of epithelial cell images for cancer screening and other diagnostic purposes. Whilst a number of advanced prototype systems have been announced that automate cell screening, the accurate location of the cell and nuclear boundary remains a challenging task. Like most natural objects the form of epithelial cells is highly variable. Even with a single preparation and staining protocol the grey-level contrast at the cytoplasm boundary varies from 30% to less than WJo. The pattern of grey-level values within the cytoplasm or nucleus of a cell is also highly variable. The cytoplasm of a stained cell may be uniformly dark, present a graduated shading and be finely or coarsely patterned. In addition the outline of cells may vary from being compact, to elongated, to rectangular and triangular (see Figure 5 ). Images of epithelial cells are further complicated by cells touching and overlapping one another (see Figure 6 ), by the presence of other small darkly stained cells, such as leucocytes, and by the presence of bacteria.
Many cell image analysis systems seek to overcome these problems by analysing nuclei only and using preparation protocols that give high levels of contrast [5] . Others use recognition strategies that.can accommodate image segmentation errors [9] . It is well recognised that most diagnostic information is contained in the interpretation of 'This work is supported by the EPSRC under grant No. GR/G59448. BMVC 1995 doi:10.5244/C.9.12 the nucleus. However, overall system performance is likely to be impaired when the presence of the cytoplasm or segmentation errors are ignored.
Relatively simple edge detection and boundary tracing methods do not work well with images of epithelial cells. Methods based on Mathematical Morphology [10] capture local structure and are often more effective but are seldom effective in processing complex scenes. More sophisticated approaches to boundary interpretation using Snakes and Active Contour methods [2, 8] have been shown to be effective in locating moderately complex boundaries. However it is often necessary to adjust their control parameters carefully to avoid inappropriate interpretations. It is also often difficult to avoid the selection of non-optimal, local minima of the energy function.
To reliably segment complex images, such as those of epithelial cells, robust adaptable models and interpretation strategies are required. Here we describe an approach based on the use of robust statistical boundary models that permits many forms of boundary to be described and provides strong mechanisms to control the process of interpretation. These models have the advantage that they can be acquired by training. In this paper we describe how object boundaries are characterised in terms of simple incremental shape and grey-level properties. We show that statistical models provide a robust representation for the variability in form of epithelial cells. We describe and compare two parametric models: a Gaussian and a circular autoregressive (CAR) model. The models developed are relatively simple in concept and their computational complexity is low so that it is feasible to compare alternative boundary interpretations. The models are deformable (not rigid) and are largely invariant to changes of scale, shift, rotation and contrast. In this work segmentation is formulated as a process that optimises the probabilistic match between a multi-facet model and data using a Bayesian distance measure.
The overall interpretation strategy is summarised in Section 2 and the statistical boundary models are defined in Section 3. Boundary selection is described in Section 4 and the results of extensive tests are presented in Section 5 with concluding comments in Section 6.
Overview of Interpretation Strategy
The proposed scheme of interpretation follows the sequence of progressive refinements described in Figure 1 . A simple adaptive threshold scheme is used for Step 1 of the algorithm. ii) Combine the evidence from each similarity measure and the grey-level edge strength. Figure 1 . Algorithm summary. method similar to that described in previously reported work [l] and is summarised in Figure 2 . The strategy adopted assumes that the boundary is not grossly convoluted, i.e., it is assumed that each radial path will cross the boundary once only. Steps 3 and 4 of the algorithm are described in detail in Sections 3 and 4. 
Figure 3. Definition of features for boundary representation.
To characterise the shape and grey-level properties of a boundary the following are used: i) radial distance from the "centre" to the boundary point, r,; ii) boundary curvature computed as the change in boundary direction, cv,; iii) the pattern of grey-level values, /"",, in a (5x5 pixel) rectangular region inside the boundary, as described by \i'"' and o'"'; iv) the pattern of grey-level values, /"',-, in a (5x5 pixel) rectangular region outside the boundary, as described by \i"' and a"' ; v) grey-level edge strength, mlr,; vi) grey-level edge direction, (J), . .
The scale invariant curvature measure used is:
v,-v ;il cv,. = where v { is the vector from £,_, to b t . From these basic measures a set of similarity measures are defined to provide invariance. Radial similarity is defined as:
For clarity /,. represents /"",• and f" respectively and the pattern of grey-level values are modelled by the Gaussian process, / f ~iV(p. f ,a f ). To achieve invariance the similarity measures for \i : and a, are defined as: m = -^-and:
as, = -' -Similarity measures are also defined for edge strength using a maximum likelihood ratio estimate [ 11] : 
Gaussian Boundary Model
It has been observed that distributions of the above similarity measures for a class of cells are approximately Gaussian. Therefore the boundaries are modelled in terms of the mean and variance for each similarity measure.
Circular Autoregressive Boundary Model
A circular autoregressive model [2] (CAR) allows the relationship between several successive states of a stochastic sequence to be expressed. CAR procedures can be used for prediction and classification and have been extensively used for shape recognition. The formulation used here is a simplified version of that reported previously [4, 7] . This simplification is possible due to the use of the invariant similarity measures defined in Section 3.1.
A CAR model of order M is a prediction of the current state using a linear combination of M previous states and an error term. Given the set of observations where e, is a random, uncorrelated sequence independent of x t with zero mean, 9 p..., 9 u and T| are model parameters to be estimated. These parameters can be estimated from observations, X={x{\, by minimising the expected value, r| , of the sequence error, i.e., solving, 3t|/39 f . =0 , for j=l, 2,..., M. The term T) , formulated as a mean squared error estimate, is:
The solution of this equation is: and for the CAR model (defined in Equation (1) 
.,L.
The best boundary is selected on the basis of the evidence provided by edge strength, the collection of similarity measures and the constraints of a statistical model, AC Let p(cij) be the probability that a boundary cue, a,, is a valid boundary point. We assume that the boundaries under consideration are relatively compact and that there can be only one true boundary point in each radial direction. Thus set of candidates on each radial path, {c u , c a ,..., c {j ,. .., c iL }, is mutually exclusive and collectively exhaustive. Therefore the probability that any one boundary cue is correct, p(cij), is constrained by ]T p(c ij ) = 1. j Given edge strength, le,jl, the conditional probability that c, is a valid boundary point is: j Let xf. be the similarity measure for parameter k of cue, c, 7 , on radial line, i, and / (a k ) be the pdf for model M w (Gaussian or CAR). Then the conditional probability that Cy is a true boundary point is:
Assuming that each source of evidence is independent then the nett probability that, c tj , is a true boundary point is computed as:
Boundary Selection
For each boundary model, M w , the best boundary, B h is determined from a set of candidate boundaries. A candidate boundary, B p is selected from the 
Selecting Best Boundary Interpretation
The best interpretation is obtained by selecting the best boundary (generated as above) for each model. A model, M w , comprises a set of pdfs, {/(oP)}, and the pdfs for a boundary, B p are estimated as {/(X/la/)}. The distance between a boundary and a model is computed, using a Bayesian metric, as:
J '
The best match, B s , is identified by :
Test Results

Parameters of the Gaussian Boundary Model
The cells shown in Figure 5 were used to illustrate the behaviour of selected boundary parameters for a Gaussian model. The mean and standard deviation for each similarity measure are given in Table 1 . In general: a smooth shape has a low value of mean curvature and a low standard deviation of curvature; a circular shape has a mean radial similarity value that is close to 1 and a low standard deviation of radial similarity. A uniform region of cytoplasm (and a uniform background) have a low standard deviation of grey-level similarity. Figure 5 . 
Similarity measure
Cell Segmentation
Extensive tests were conducted on images of undispersed cells stained with heamatoxylin at an objective magnification of x60. These images contain cells that vary greatly in shape: some are round or elongated and smooth; and others have boundaries with sharp corners. The grey-level patterns in the cytoplasm of these cells also vary considerably: some are uniformly grey, others are textured and some have a very low boundary contrast Two groups of cells are shown in Figure 6 with both the nuclei and the cytoplasm segmented. The performance of the algorithm described here was evaluated by segmenting the cytoplasm of 107 unfamiliar cells and comparing the results with those for manually segmentation. 
5.2.1
Evaluation of Manual Segmentation In this experiment 5 cells were manually segmented 20 times to identify the boundary between the cytoplasm and the background. In each case the average boundary was taken as the reference standard. Two "error" measures were computed. The first is the radial distance (in pixels) of each manually delimited boundary to the reference boundary, the radial distance difference. The second is a measure of the area within the reference boundary and each observation of the manual boundary that was not common to both. The measure used was the ratio of the area that is not common to both boundaries with respect to the reference boundary, the area difference ratio. The mean and standard deviation for each "error" measure are shown in Table 2 . Assuming that the errors follow a Gaussian distribution the data in Table 2 shows that the radial variation for manual segmentation is between 1 and 2 pixels 66% of the time and between 4 and 10 pixels 99% of the time. It is interesting to note that for manual segmentation it is significantly easier (by a factor of 3) to correctly identify the boundary of isolated high contrast cells than the boundary of overlapping cells.
5.2.2
Evaluation of Automated Segmentation In this evaluation the cytoplasm of 107 cells in 20 images taken at random from one slide were each segmented automatically and manually. In these images there were 27 overlapping cells and 80 isolated cells (most of which were of low contrast).
Each boundary was represented by approximately 24 points and 16 models were used. The difference between each manual and automatically segmented boundary was computed to give the results summarised in Figure 7 . The measures used are radial distance difference and area difference ratio. These plots show that there is little difference in the results obtained using Gaussian and CAR models. From the figures given in Table 1 we can observe that a reasonable expectation for manual segmentation is a radial distance difference of below 4 pixels and area difference ratios of below 0.05. Considering the results for automated segmentation compared to manual segmentation given in Figure 7 there are 114 boundary points with radial distance differences of more than 3.5 pixels, i.e. 4% and 5 boundaries with an area difference of greater than 0.05, i.e. 5%. This implies that the error in automated segmentation, affects, on average, 4% of the boundary of 5% of cells. Thus the precision of automated segmentation is shown to compare favourably with manual segmentation. In absolute terms Figure 7 also shows that there are very few cases of large errors in the automated segmentation procedure. Given the number of touching and overlapping cells included in the test set this indicates a high level of reliability for the automated segmentation procedure. However it is clear that the overall performance of the automated segmentation procedure is not perfect.
Conclusion
Gaussian models with a Bayesian distance metric have been shown to be an effective and robust adaptive model for describing cell boundaries. The Gaussian model and Bayesian distance metric is to be preferred as the computational cost of using this representation is less than that for the CAR model. The computational complexity of the boundary selection process was minimised using dynamic programming. It was found to take approximately 3 seconds to segment the cytoplasm of one cell on a SUN SPARCStation 10 with a single 40 MHz processor.
In the work described here the angular location of boundary points is fixed. This does not appear to cause a serious problem. An alternative strategy in which the density of boundary points is variable is described elsewhere [11] .
Further work is required to compare the performance of this algorithm with others for cell image segmentation, to evaluate performance on other biological images and to investigate ways of accelerating the process. Work is already in hand on high-level reasoning strategies to guide interpretation.
