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We present a new perturbative formulation of non-equilibrium thermal field theory, based upon
non-homogeneous free propagators and time-dependent vertices. Our approach to non-equilibrium
dynamics yields time-dependent diagrammatic perturbation series that are free of pinch singularities,
without the need to resort to quasi-particle approximation or effective resummations of finite widths.
In our formalism, the avoidance of pinch singularities is a consequence of the consistent inclusion
of finite-time effects and the proper consideration of the time of observation. After arriving at
a physically meaningful definition of particle number densities, we derive master time evolution
equations for statistical distribution functions, which are valid to all orders in perturbation theory.
The resulting equations do not rely upon a gradient expansion of Wigner transforms or involve
any separation of time scales. To illustrate the key features of our formalism, we study out-of-
equilibrium decay dynamics of unstable particles in a simple scalar model. In particular, we show
how finite-time effects remove the pinch singularities and lead to violation of energy conservation at
early times, giving rise to otherwise kinematically forbidden processes. The non-Markovian nature
of the memory effects as predicted in our formalism is explicitly demonstrated.
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3I. INTRODUCTION
As modern particle physics continues to advance at both the energy and intensity frontiers, we are increasingly
concerned with transport phenomena in dense systems of ultra-relativistic particles, the so-called density frontier.
One such system is the deconfined phase of quantum chromodynamics, known as the quark-gluon plasma [1], whose
existence has been inferred from the observation of jet quenching in Pb-Pb collisions by the ATLAS [2], CMS [3]
and ALICE [4] experiments at the CERN Large Hadron Collider (LHC). In addition to laboratory experiments, an
understanding of such ultra-relativistic many-body dynamics is of interest in theoretical astro-particle physics and
cosmology. Predictions about the evolution of the early Universe rely upon our understanding of the dynamics of
states at the end and shortly after the phase of cosmological inflation.
The Wilkinson Microwave Anisotropy Probe (WMAP) [5, 6] measured a baryon-to-photon ratio at the present
epoch of η = nB/nγ = 6.116
+0.197
−0.249 × 10−10, where nγ is the number density of photons and nB = nb − nb¯ is the
difference in number densities of baryons and anti-baryons. This observed Baryon Asymmetry of the Universe (BAU)
is also consistent with the predictions of Big Bang Nucleosynthesis (BBN) [7]. The generation of the BAU requires the
presence of out-of-equilibrium processes and the violation of baryon number (B), charge (C) and charge-parity (CP ),
according to the Sakharov conditions [8]. One such set of processes is prescribed by the scenarios of baryogenesis
via leptogenesis [9–11], in which an initial excess in lepton number (L), provided by the decay of heavy right-handed
Majorana neutrinos, is converted to a baryon number excess through the B + L-violating sphaleron interactions. The
description of such phenomena require a consistent approach to the non-equilibrium dynamics of particle number
densities. Further examples to which non-equilibrium approaches are relevant include, for instance, the phenomena
of reheating and preheating [12–15] and the generation of dark matter relic densities [16].
The classical evolution of particle number densities in the early Universe is described by Boltzmann transport
equations; see for instance [17–25]. A semi-classical improvement to these equations may be achieved by substituting
the classical Boltzmann distributions with quantum-statistical Bose–Einstein and Fermi–Dirac distribution functions
for bosons and fermions, respectively. However, such improved approaches take into account finite-width and off-shell
effects by means of effective field-theoretic methods. Hence, a complete and systematic field-theoretic description of
quantum transport phenomena would be desirable.
The first framework for calculating Ensemble Expectation Values (EEVs) of field operators was provided by Mat-
subara [26]. This so-called Imaginary Time Formalism (ITF) of thermal field theory is derived by interpreting the
canonical density operator as an evolution operator in negative imaginary time. Real-time Green’s functions may
then be obtained by subtle analytic continuation. Nevertheless, the applicability of the ITF remains limited to the
description of processes occurring in thermodynamic equilibrium.
The calculation of EEVs of operators in non-static systems is performed using the so-called Real Time Formalism
(RTF); see for example [27, 28]. In particular, for non-equilibrium systems, one uses the Closed Time Path (CTP)
formalism, or the in-in formalism, due to Schwinger and Keldysh [29, 30]. The correspondence of these results
with those obtained by the ITF in the equilibrium limit are discussed extensively in the literature [31–37]. A non-
perturbative loopwise expansion of the CTP generating functional is then provided by the Cornwall–Jackiw–Tomboulis
(CJT) effective action [38, 39], which was subsequently applied to the CTP formalism by Calzetta and Hu [40, 41].
The CJT effective action has been used extensively in applications to 1/N expansions far from equilibrium [42–46].
Recently, the computation of the out-of-equilibrium evolution of particle number densities has received much at-
tention, where several authors put forward quantum-corrected or quantum Boltzmann equations [1, 47–74]. Existing
approaches generally rely upon the Wigner transformation and gradient expansion [75, 76] of a system of Kadanoff–
Baym (KB) [77, 78] equations, originally applied in the non-relativistic regime [76, 79–81]. Often the truncation of the
gradient expansion is accompanied by quasi-particle ansaetze for the forms of the propagators. Similar approaches
have recently been applied to the glasma [82]. Dynamical equations have also been derived by expansion of the
Liouville-von Neumann equation [83, 84] and using functional renormalization techniques [85].
In this article, we present a new approach to non-equilibrium thermal field theory. Our approach is based upon a
diagrammatic perturbation series, constructed from non-homogeneous free propagators and time-dependent vertices,
which encode the absolute space-time dependence of the thermal background. In particular, we show how the sys-
tematic inclusion of finite-time effects and the proper consideration of the time of observation render our perturbative
expansion free of pinch singularities, thereby enabling a consistent treatment of non-equilibrium dynamics. Unlike
other methods, our approach does not require the use of quasi-particle approximation or other effective resummations
of finite-width effects.
A key element of our formalism has been to define physically meaningful particle number densities in terms of off-
shell Green’s functions. This definition is unambiguous, as it can be closely linked to Noether’s charge, associated with
a partially conserved current. Subsequently, we derive master time evolution equations for the statistical distribution
functions related to particle number densities. These time evolution equations do not rely on the truncation of a
gradient expansion of the so-called Wigner transforms; neither do they involve separation of various time scales.
4TABLE I: Glossary for clarifying polysemous notation.
T thermodynamic temperature
t macroscopic time
t˜ microscopic real time
τ microscopic negative imaginary time
t complex time
T(T¯) time-(anti-time-)ordering operator
TC path-ordering operator
Z wavefunction renormalization
Z partition function/ generating functional
f statistical distribution function
fβ Boltzmann distribution
fB Bose–Einstein distribution
f˜ ensemble function
ρ density operator/ density matrix
n number density
N total particle number
Instead, they are built of non-homogeneous free propagators, with modified time-dependent Feynman rules, which
enable us to analyze the pertinent kinematics fully. Our analysis shows that the systematic inclusion of finite-
time effects leads to the microscopic violation of energy conservation at early times. Aside from preventing the
appearance of pinch singularities, the effect of a finite time interval of evolution leads to contributions from processes
that would otherwise be kinematically disallowed on grounds of energy conservation. Applying this formalism to a
simple scalar model with unstable particles, we show that these evanescent processes contribute significantly to the
rapidly-oscillating transient evolution of these systems, inducing late-time memory effects. We find that the spectral
evolution of two-point correlation functions exhibits an oscillating pattern with time-varying frequencies. Such an
oscillating pattern signifies a non-Markovian evolution of memory effects, which is a distinctive feature governing truly
out-of-thermal-equilibrium dynamical systems. A summary of the main results detailed in this article can be found
in [86].
The outline of the paper is as follows. In Section II, we review the canonical quantization of a scalar field theory,
placing particular emphasis on the inclusion of a finite time of coincidence for the three equivalent pictures of quantum
mechanics, namely the Schro¨dinger, Heisenberg and Dirac (interaction) pictures. In Section III, we introduce the CTP
formalism, limiting ourselves initially to consider its application to quantum field theory at zero temperature and den-
sity. This is followed by a discussion of the constraints upon the form of the CTP propagator. With these prerequisites
reviewed, we proceed in Section IV to discuss the generalization of the CTP formalism to finite temperature and den-
sity in the presence of both spatially and temporally inhomogeneous backgrounds. In the same section, we derive the
most general form of the non-homogeneous free propagators for a scalar field theory. The thermodynamic equilibrium
limit is outlined in Section V. Subsequently, in Section VI, we define the concept of particle number density and
relate this to a perturbative loopwise expansion of the resummed CTP propagators. In Section VII, we derive new
master time evolution equations for statistical distribution functions, which go over to classical Boltzmann equations
in the appropriate limits. In Section VIII, we demonstrate the absence of pinch singularities in the perturbation series
arising in our approach at the one-loop level. Section IX studies the thermalization of unstable particles in a simple
scalar model, where particular emphasis is laid on the early-time behavior and the impact of the finite-time effects.
Finally, our conclusions and possible future directions are presented in Section X.
For clarity, a glossary that might be useful to the reader to clarify polysemous notation is given in Table I. Ap-
pendix A provides a summary of all important propagator definitions, along with their basic relations and properties.
In Appendix B, we describe the correspondence between the RTF and ITF in the equilibrium limit at the one-loop level
for a real scalar field theory with a cubic self-interaction. The generalization of our approach to complex scalar fields is
outlined in Appendix C. Appendix D contains a series expansion of the most general non-homogeneous Gaussian-like
density operator. In Appendix E, we summarize the derivation of the so-called Kadanoff–Baym equations and their
subsequent gradient expansion. Lastly, in Appendix F, we describe key technical details involved in the calculation
of loop integrals with non-homogeneous free propagators.
5II. CANONICAL QUANTIZATION
In this section, we review the basic results obtained within the canonical quantization formalism for a massive scalar
field theory. This discussion will serve as a precursor for our generalization to finite temperature and density, which
follows in subsequent sections.
As a starting point, we consider a simple self-interacting theory of a real scalar field Φ(x) with mass M , which is
described by the Lagrangian
L(x) = 12∂µΦ(x)∂µΦ(x) − 12M2Φ2(x) − 13!gΦ3(x) − 14!λΦ4(x) , (2.1)
where g and λ are dimensionful and dimensionless couplings, respectively. Throughout this article, we use the short-
hand notation: x ≡ xµ = (x0,x), for the four-dimensional space-time arguments of field operators, and adopt the
signature (+,−,−,−) for the Minkowski space-time metric ηµν .
It proves convenient to start our canonical quantization approach in the Schro¨dinger picture, where the state vectors
are time dependent, whilst basis vectors and operators are, in the absence of external sources, time independent.
Hence, the time-independent Schro¨dinger-picture field operator, denoted by a subscript S, may be written in the
familiar plane-wave decomposition
ΦS(x; t˜i) =
∫
dΠp
(
aS(p; t˜i)e
ip·x + a†S(p; t˜i)e
−ip·x
)
, (2.2)
where we have introduced the short-hand notation:∫
dΠp ≡
∫
d3p
(2pi)3
1
2E(p)
=
∫
d4p
(2pi)4
2piθ(p0)δ(p
2 −M2) , (2.3)
for the Lorentz-invariant phase space (LIPS). In (2.3), E(p) =
√
p2 +M2 is the energy of the single-particle mode
with three-momentum p and θ(p0) is the generalized unit step function, defined by the Fourier representation
θ(p0) ≡ i
∫ +∞
−∞
dξ
2pi
e−ip0ξ
ξ + i
=

1 , p0 > 0
1
2 , p0 = 0
0 , p0 < 0 ,
(2.4)
where  = 0+. It is essential to stress here that we define the Schro¨dinger-, Heisenberg- and Interaction (Dirac)-pictures
to be coincident at the finite microscopic boundary time t˜i, such that
ΦS(x; t˜i) = ΦH(t˜i,x; t˜i) = ΦI(t˜i,x; t˜i) , (2.5)
where implicit dependence upon the boundary time t˜i is marked by separation from explicit arguments by a semi-colon.
The time-independent Schro¨dinger-picture operators a†S(p; t˜i) and aS(p; t˜i) are the usual creation and annihilation
operators, which act on the stationary vacuum |0〉, respectively creating and destroying time-independent single-
particle momentum eigenstates. Their defining properties are:
a†S(p; t˜i)|0〉 = |p; t˜i〉 , (2.6a)
aS(p; t˜i)|p′; t˜i〉 = (2pi)32E(p)δ(3)(p − p′)|0〉 , (2.6b)
aS(p; t˜i)|0〉 = 0 . (2.6c)
Note that the momentum eigenstates |p; t˜i〉 respect the orthonormality condition
〈p′; t˜i|p; t˜i〉 = (2pi)32E(p)δ(3)(p − p′) . (2.7)
We then define the time-dependent interaction-picture field operator ΦI(x; t˜i) via
ΦI(x; t˜i) = e
iH0S(x0 − t˜i)ΦS(x; t˜i)e−iH
0
S(x0 − t˜i) , (2.8)
where H0S is the free part of the Hamiltonian in the Schro¨dinger picture. Using the commutators[
H0S , aS(p; t˜i)
]
= −E(p)aS(p; t˜i) , (2.9a)[
H0S , a
†
S(p; t˜i)
]
= +E(p)a†S(p; t˜i) , (2.9b)
6the interaction-picture field operator may be written
ΦI(x; t˜i) =
∫
dΠp
(
aS(p; t˜i)e
−iE(p)(x0 − t˜i)eip·x + a†S(p; t˜i)e
iE(p)(x0 − t˜i)e−ip·x
)
, (2.10)
or equivalently, in terms of interaction-picture operators only,
ΦI(x; t˜i) =
∫
dΠp
(
aI(p, 0; t˜i)e
−iE(p)x0eip·x + a†I (p, 0; t˜i)e
iE(p)x0e−ip·x
)
. (2.11)
Notice that in (2.11) the time-dependent interaction-picture creation and annihilation operators, a†I (p, t˜; t˜i) and
aI(p, t˜; t˜i), are evaluated at the microscopic time t˜ = 0, after employing a relation analogous to (2.8). We may
write the four-dimensional Fourier transform of the interaction-picture field operator as
ΦI(p; t˜i) =
∫
d4x eip·x ΦI(x; t˜i) = 2piδ(p2 −M2)
(
θ(p0)aI(p, 0; t˜i) + θ(−p0)a†I (−p, 0; t˜i)
)
. (2.12)
In the limit where the interactions are switched off adiabatically as t˜i → −∞, one may define the asymptotic in
creation and annihilation operators via
a
(†)
in (p) ' Z−1/2 lim
t˜i→−∞
a
(†)
I (p, 0; t˜i) = Z
−1/2 lim
t˜i→−∞
a
(†)
S (p; t˜i)e
+(−)iE(p)t˜i , (2.13)
where Z = 1 + O(~) is the wavefunction renormalization. Evidently, keeping track of the finite boundary time t˜i
plays an important role in ensuring that our forthcoming generalization to perturbative thermal field theory remains
consistent with asymptotic field theory in the limit t˜i → −∞. Hereafter, we will omit the subscript I on interaction-
picture operators and suppress the implicit dependence on the boundary time t˜i, except where it is necessary to do
otherwise for clarity.
We start our quantization procedure by defining the commutator of interaction-picture fields[
Φ(x), Φ(y)
] ≡ i∆0(x, y;M2) , (2.14)
where i∆0(x, y;M2) is the free Pauli-Jordan propagator. Herein, we denote free propagators by a superscript 0. The
condition of micro-causality requires that the interaction-picture fields commute for space-like separations (x−y)2 < 0.
This restricts i∆0(x, y;M2) to be invariant under spatial translations, having the Poincare´-invariant form
i∆0(x, y;M2) =
∫
dΠp
(
e−iE(p)(x
0 − y0)eip·(x− y) − (x ←→ y ) ) . (2.15)
Observe that i∆0(x, y;M2) represents the difference of two counter-propagating packets of plane waves and vanishes
for (x − y)2 < 0.
It proves useful for our forthcoming analysis to introduce the double Fourier transform
i∆0(p, p′;M2) =
∫∫
d4x d4y eip·xe−ip
′·y i∆0(x, y;M2) (2.16a)
= 2piε(p0)δ(p
2 −M2)(2pi)4δ(4)(p − p′) , (2.16b)
where ε(p0) ≡ θ(p0) − θ(−p0) is the generalized signum function. Note that we have defined the Fourier transforms
such that four-momentum p flows away from the point x and four-momentum p′ flows towards the point y.
From (2.14) and (2.15), we may derive the equal-time commutation relations
i∆0(x, y;M2)
∣∣
x0 = y0 = t˜
=
[
Φ(t˜,x), Φ(t˜,y)
]
= 0 , (2.17a)
∂x0i∆
0(x, y;M2)
∣∣
x0 = y0 = t˜
=
[
pi(t˜,x), Φ(t˜,y)
]
= −iδ(3)(x − y) , (2.17b)
∂x0∂y0i∆
0(x, y;M2)
∣∣
x0 = y0 = t˜
=
[
pi(t˜,x), pi(t˜,y)
]
= 0 , (2.17c)
where pi(x) = ∂x0Φ(x) is the conjugate-momentum operator. In order to satisfy the canonical quantization relations
(2.17), the creation and annihilation operators must respect the commutation relation[
a(p, t˜ ), a†(p′, t˜′ )
]
= (2pi)32E(p)δ(3)(p − p′)e−iE(p)(t˜− t˜′) , (2.18)
7with all other commutators vanishing. Here, we emphasize the appearance of an overall phase e−iE(p)(t˜− t˜
′) in (2.18)
for t˜ 6= t˜′ [cf. Section IV A].
The vacuum expectation value of the commutator of Heisenberg-picture field operators may be expressed as a
superposition of interaction-picture field commutators by means of the Ka¨lle´n–Lehmann spectral representation [87,
88]:
〈0|[ΦH(x), ΦH(y) ]|0〉 ≡ i∆(x, y) = ∫ ∞
0
ds σ(s) i∆0(x, y; s) , (2.19)
where i∆0(x, y; s) is the free Pauli–Jordan propagator in (2.15) with M2 replaced by s and i∆(x, y) is the dressed
or resummed propagator. The positive spectral density σ(s) contains all information about the spectrum of single-
and multi-particle states produced by the Heisenberg-picture field operators ΦH. Note that for a homogeneous and
stationary vacuum |0〉, σ(s) is independent of the space-time coordinates and the resummed Pauli–Jordan propagator
maintains its translational invariance. If σ(s) is normalized, such that∫ ∞
0
ds σ(s) = 1 , (2.20)
the equal-time commutation relations of Heisenberg-picture operators maintain exactly the form in (2.17). In this
case, the spectral function cannot depend upon any fluctuations in the background. Clearly, for non-trivial ‘vacua’,
or thermal backgrounds, the spectral density becomes a function also of the coordinates. The spectral representation
of the resummed propagators may then depend non-trivially on space-time coordinates, i.e. σ = σ(s;x, y); see for
instance [55]. In this case, the convenient factorization of the Ka¨lle´n–Lehmann representation breaks down.
The retarded and advanced causal propagators are defined as
i∆R(x, y) ≡ θ(x0 − y0)i∆(x, y) , i∆A(x, y) ≡ −θ(y0 − x0)i∆(x, y) . (2.21)
Using the Fourier representation of the unit step function in (2.4), we introduce a convenient representation of these
causal propagators in terms of the convolution
i∆R(A)(p, p
′) = i
∫
dk0
2pi
i∆(p0 − k0, p′0 − k0;p,p′)
k0 + (−) i . (2.22)
The absolutely-ordered Wightman propagators are defined as
i∆>(x, y) ≡ 〈Φ(x)Φ(y) 〉 , i∆<(x, y) ≡ 〈Φ(y)Φ(x) 〉 . (2.23)
We note that the two-point correlation functions ∆(x, y), ∆>,<(x, y) and ∆R,A(x, y) satisfy the causality relation:
∆(x, y) = ∆>(x, y) − ∆<(x, y) = ∆R(x, y) − ∆A(x, y) . (2.24)
Our next step is to define the non-causal Hadamard propagator, which is the vacuum expectation value of the field
anti-commutator
i∆1(x, y) ≡ 〈
{
Φ(x), Φ(y)
} 〉 . (2.25)
Correspondingly, the time-ordered Feynman and anti-time-ordered Dyson propagators are given by
i∆F(x, y) ≡ 〈T
[
Φ(x)Φ(y)
] 〉 , i∆D(x, y) ≡ 〈 T¯ [Φ(x)Φ(y) ] 〉 , (2.26)
where T and T¯ are the time- and anti-time-ordering operators, respectively. Explicitly, ∆F(x, y) and ∆D(x, y) may
be written in terms of the absolutely-ordered Wightman propagators ∆>(x, y) and ∆<(x, y) as
∆F(x, y) = θ(x0 − y0)∆>(x, y) + θ(y0 − x0)∆<(x, y) , (2.27a)
∆D(x, y) = θ(x0 − y0)∆<(x, y) + θ(y0 − x0)∆>(x, y) . (2.27b)
The propagators ∆1(x, y), ∆>,<(x, y) and ∆F,D(x, y) obey the unitarity relations:
∆1(x, y) = ∆F(x, y) + ∆D(x, y) = ∆>(x, y) + ∆<(x, y) = 2iIm ∆F(x, y) . (2.28)
Finally, for completeness, we define the principal-part propagator
∆P(x, y) =
1
2
(
∆R(x, y) + ∆A(x, y)
)
= Re ∆F(x, y) . (2.29)
8Here, we should bear in mind that
Re
(
Im
)
∆F(x, y) 6=
∫∫
d4p
(2pi)4
d4p′
(2pi)4
e−ip·xeip
′·y Re
(
Im
)
∆F(p, p
′) , (2.30)
implying that
∆P(p, p′) 6= Re ∆F(p, p′) , (2.31)
unless ∆F(p, p
′) = ∆F(−p,−p′), which is not generally true in non-equilibrium thermal field theory [cf. (A4f)].
The definitions and the relations discussed above are valid for both free and resummed propagators. In Appendix A,
we list the properties of these propagators in coordinate, momentum and Wigner (see Section IV B) representations,
as well as a number of useful identities, which we will refer to throughout this article. More detailed discussion
related to these propagators and their contour-integral representations may be found in [89]. In Appendix C, these
considerations and the analysis of the following sections are generalized to the complex scalar field.
III. THE CTP FORMALISM
In this section, we review the Closed Time Path (CTP) formalism, or the so-called in-in formalism, due to Schwinger
and Keldysh [29, 30]. As an illuminating exercise, we consider the CTP formalism in the context of zero-temperature
quantum field theory and derive the associated 2 × 2 matrix propagator, obeying basic field-theoretic constraints,
such as CPT invariance, Hermiticity, causality and unitarity. Finally, we discuss the properties of the resummed
propagator in the CTP formalism.
In the calculation of scattering-matrix elements, we are concerned with the transition amplitude between in and
out asymptotic states, where single-particle states are defined in the infinitely-distant past and future. On the other
hand, in quantum statistical mechanics, we are interested in the calculation of Ensemble Expectation Values (EEVs)
of operators at a fixed given time t. Specifically, the evaluation of EEVs of operators requires a field-theoretic approach
that allows us to determine the transition amplitude between states evolved to the same time. This approach is the
Schwinger–Keldysh CTP formalism, which we describe in detail below.
For illustration, let us consider the following observable O in the Schro¨dinger picture (suppressing the spatial
coordinates x and y):
O(S)(t˜f ; t˜i) =
∫
[dΦ(z)] S〈Φ(z), t˜f ; t˜i|ΦS(x; t˜i)ΦS(y; t˜i)|Φ(z), t˜f ; t˜i〉S , (3.1)
where [dΦ] represents the functional integral over all field configurations Φ(z). In (3.1), |Φ(z), t˜f ; t˜i〉S is a time-evolved
eigenstate of the time-independent Schro¨dinger-picture field operator ΦS(x; t˜i) with eigenvalue Φ(x) at time t˜f = t˜i,
where the implicit dependence upon the boundary time t˜i has been restored.
We should remark here that there are seven independent space-time coordinates involved in the observable (3.1).
These are the six spatial coordinates, x and y, plus the microscopic time t˜f . In addition, there is one implicit
coordinate: the boundary time t˜i. As we will see, exactly seven independent coordinates are required to construct
physical observables that are compatible with Heisenberg’s uncertainty principle. We choose the seven independent
coordinates to be
t = t˜f − t˜i , X = 1
2
(
x + y
)
, p , (3.2)
where t and X are the macroscopic time and central space coordinates and p is the Fourier-conjugate variable to the
relative spatial coordinate R = x − y.
In the interaction picture, the same observable O in (3.1) is given by
O(I)(t˜f ; t˜i) =
∫
[dΦ(z)] I〈Φ(z), t˜f ; t˜i|ΦI(t˜f ,x; t˜i)ΦI(t˜f ,y; t˜i)|Φ(z), t˜f ; t˜i〉I ; (3.3)
and, in the Heisenberg picture, by
O(H)(t˜f ; t˜i) =
∫
[dΦ(z)] H〈Φ(z); t˜i|ΦH(t˜f ,x; t˜i)ΦH(t˜f ,y; t˜i)|Φ(z); t˜i〉H . (3.4)
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b
b
Re t
Im t
z˜(0) = t˜i
z˜(1/2) = t˜f − iǫ/2
z˜(1) = t˜i − iǫ
C+
C−
macroscopic time t = Re z˜(u) − t˜i
initial conditions:
macroscopic time t = 0
observation:
macroscopic time t = t˜f − t˜i
FIG. 1: The closed-time path, C = C+ ∪ C−, running first along C+ from t˜i to t˜f − i/2 and then returning along
C− from t˜f − i/2 to t˜i − i. The relationship between the complex microscopic time z˜(u) and the macroscopic
time t is indicated by a dashed black arrow.
Notice that the prediction for the observable O does not depend on which picture we are using, i.e. O(S)(t˜f ; t˜i) =
O(I)(t˜f ; t˜i) = O(H)(t˜f ; t˜i). This picture independence of O is only possible because the time-dependent vectors and
operators in O are evaluated individually at equal times. Otherwise, any potential observable, built out of time-
dependent vectors and operators that are evaluated at different times, would be picture dependent and therefore
unphysical. Moreover, the prediction of the observable O should be invariant under simultaneous time translations of
the boundary and observation times, t˜i and t˜f , i.e.
O(t˜f ; t˜i) = O(t; 0) ≡ O(t), (3.5)
where t = t˜f − t˜i is the macroscopic time, as we will see below. Herein and throughout the remainder of this article,
the time arguments of quantities that are invariant under such simultaneous translations of the boundary times are
written in terms of the macroscopic time t only.
A. The CTP Contour
In order to evaluate equal-time observables of the form in (3.4), we first introduce the in vacuum state |0in; t˜i〉,
which is at time t˜i a time-independent eigenstate of the Heisenberg field operator ΦH(x; t˜i) with zero eigenvalue;
see [40, 41]. We then need a means of driving the amplitude 〈0in; t˜i|0in; t˜i〉, which can be achieved by the appropriate
introduction of external sources.
The procedure may be outlined with the aid of Figure 1 as follows. We imagine evolving our in state at time t˜i
forwards in time under the influence of a source J+(x) to some out state at time t˜f in the future, which will be a
superposition over all possible future states. We then evolve this superposition of states backwards again under the
influence of a second source J−(x), returning to the same initial time t˜i and the original in state. The sources J±(x)
are assumed to vanish adiabatically at the boundaries of the interval [t˜i, t˜f ]. We may interpret the path of this
evolution as defining a closed contour C = C+ ∪ C− in the complex-time plane (t-plane, t ∈ C), which is the union
of two anti-parallel branches: C+, running from t˜i to t˜f − i/2; and C−, running from t˜f − i/2 back to t˜i − i. We
refer to C+ and C− as the positive time-ordered and negative anti-time-ordered branches, respectively. As depicted in
Figure 1, the small imaginary part  = 0+ has been added to allow us to distinguish the two, essentially coincident,
branches. We parametrize the distance along the contour, starting from t˜i, by the real variable u ∈ [0, 1], which
increases monotonically along C. We may then define the contour by a path z˜(u) = t˜(u) − iτ˜(u) ∈ t, where
t˜(0) = t˜(1) = t˜i and t˜(1/2) = t˜f . Thus, the complex CTP contour z˜(u) may be written down explicitly as
z˜(u) = θ( 12 − u)
[
t˜i + 2u
(
t˜f − t˜i
) ]
+ θ(u− 12 )
[
t˜i + 2
(
1 − u ) ( t˜f − t˜i ) ] − iu , (3.6)
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with θ(0) = 1/2, as given in (2.4).
To derive a path-integral representation of the generating functional, we introduce the eigenstate |Φ(x), t˜; t˜i〉 of the
Heisenberg field operator ΦH(t˜,x; t˜i), satisfying the eigenvalue equation
ΦH(t˜,x; t˜i)|Φ(x), t˜; t˜i〉 = Φ(x)|Φ(x), t˜; t˜i〉 . (3.7)
The basis vectors |Φ(x), t˜; t˜i〉 form a complete orthonormal basis, respecting the orthonormality condition∫
[dΦ(x)] |Φ(x), t˜; t˜i〉 〈Φ(x), t˜; t˜i| = I . (3.8)
We may then write the CTP generating functional Z[J±, t] as
Z[J±, t] =
∫
[dΦ(x)] J−〈0in, t˜i; t˜i|Φ(x), t˜f ; t˜i〉 〈Φ(x), t˜f ; t˜i|0in, t˜i; t˜i〉J+
=
∫
[dΦ(x)] 〈0in, t˜i; t˜i| T¯
(
e
−i ∫ t˜f
t˜i
d4x J−(x)ΦH(x)
)
|Φ(x), t˜f ; t˜i〉
× 〈Φ(x), t˜f ; t˜i|T
(
e
i
∫ t˜f
t˜i
d4x J+(x)ΦH(x)
)
|0in, t˜i; t˜i〉 , (3.9)
where the x0 integrations run from t˜i to t˜f and the ‘latest’ time (with u = 1) appears furthest to the left.
In order to preserve the correspondence with the ordinary S-matrix theory in the asymptotic limit t˜i → −∞, we
take
t˜f = − t˜i . (3.10)
With this identification, the CTP generating functional Z[J±, t] becomes manifestly CPT invariant. This enables one
to easily verify that microscopic CPT invariance continues to hold, even when time translational invariance is broken
by thermal backgrounds, as we will see in Section IV. Given that t˜i is the microscopic time at which the three pictures
of quantum mechanics coincide and the interactions are switched on, it is also the point at which the boundary
conditions may be specified fully and instantaneously in terms of on-shell free particle states. The microscopic time
t˜i is therefore the natural origin for a macroscopic time
t = t˜f − t˜i = 2t˜f , (3.11)
where the last equality holds for the choice in (3.10). This macroscopic time is also the total interval of microscopic
time over which the system has evolved. This fact is illustrated graphically in Figure 1.
We denote by Φ±(x) ≡ Φ(x0 ∈ C±,x) fields with the microscopic time variable x0 confined to the positive and
negative branches of the contour, respectively. Following [40, 41], we define the doublets
Φa(x) =
(
Φ+(x) , Φ−(x)
)
, Φa(x) = ηabΦ
b(x) =
(
Φ+(x) , −Φ−(x)
)
, (3.12)
where the CTP indices a, b = 1, 2 and ηab = diag (1, −1) is an SO (1, 1) ‘metric.’ Inserting into (3.9) complete sets
of eigenstates of the Heisenberg field operator at intermediate times, we may derive a path-integral representation of
the CTP generating functional:
Z[Ja, t] = N
∫
[dΦa] exp
[
i
(
S[Φa, t] +
∫
Ωt
d4x Ja(x)Φ
a(x)
)]
, (3.13)
where N is some normalization and
Ωt ' [− t/2, t/2]× R3 (3.14)
is the Minkowski space-time volume bounded by the hypersurfaces x0 = ±t/2. In (3.13), the action is
S[Φa, t] =
∫
Ωt
d4x
[
1
2ηab∂µΦ
a(x)∂µΦb(x) − 12
(
M2ηab − iIab
)
Φa(x)Φb(x)
− 13!gηabcΦa(x)Φb(x)Φc(x) − 14!ληabcdΦa(x)Φb(x)Φc(x)Φd(x)
]
, (3.15)
11
where ηabc··· = +1 for a = b = c = · · · = 1, ηabc··· = −1 for a = b = c = · · · = 2, and ηabc··· = 0 otherwise.
In (3.15), the  = 0+ gives the usual Feynman prescription, ensuring convergence of the CTP path integral. We
note that the damping term is proportional to the identity matrix Iab and not to the ‘metric’ ηab. This prescription
requires the addition of a contour-dependent damping term, proportional to ε( 12 − u), which has the same sign on
both the positive and negative branches of the contour, C+ and C−, respectively.
In order to define properly a path-ordering operator TC , we introduce the contour-dependent step function
θC(x0 − y0) ≡ θ(ux − uy) , (3.16)
where x0 = z˜(ux) and y
0 = z˜(uy). By analogy, we introduce a contour-dependent delta function
δC(x0 − y0) = δ(ux − uy)∣∣ dz˜
du
∣∣ = δ(ux − uy)2|t˜f − t˜i| = δ(ux − uy)2t . (3.17)
As a consequence, a path-ordered propagator ∆C(x, y) may be defined as follows:
i∆C(x, y) ≡ 〈TC
[
Φ(x)Φ(y)
] 〉 . (3.18)
For x0 and y0 on the positive branch C+, the path-ordering TC is equivalent to the standard time-ordering T
and we obtain the time-ordered Feynman propagator i∆F(x, y). On the other hand, for x
0 and y0 on the negative
branch C−, the path-ordering TC is equivalent to anti-time-ordering T¯ and we obtain the anti-time-ordered Dyson
propagator i∆D(x, y). For x
0 on C+ and y0 on C−, x0 is always ‘earlier’ than y0 and we obtain the absolutely-ordered
negative-frequency Wightman propagator i∆<(x, y). Conversely, for y
0 on C+ and x0 on C−, we obtain the positive-
frequency Wightman propagator i∆>(x, y). In the SO (1, 1) notation, we write the CTP propagator as the 2 × 2
matrix
i∆ab(x, y) ≡ 〈TC
[
Φa(x)Φb(y) ] 〉 = i
[
∆F(x, y) ∆<(x, y)
∆>(x, y) ∆D(x, y)
]
. (3.19)
In this notation, the CTP indices a, b are raised and lowered by contraction with the ‘metric’ ηab, e.g.
i∆ab(x, y) = ηac i∆
cd(x, y) ηdb = i
[
∆F(x, y) −∆<(x, y)
−∆>(x, y) ∆D(x, y)
]
. (3.20)
Notice the difference in sign of the off-diagonal elements in (3.20) compared with (3.19). An alternative defini-
tion i∆˜ab(x, y) of the CTP propagator uses the so-called Keldysh basis [36] and is obtained by means of an orthogonal
transformation:
∆˜ab(x, y) ≡ OacObd ∆cd(x, y) =
[
0 ∆A(x, y)
∆R(x, y) ∆1(x, y)
]
, Oab =
1√
2
[
1 1
1 −1
]
. (3.21)
In Section IV, we will generalize these results to macroscopic ensembles by incorporating background effects in
terms of physical sources. In this case, the surface integral
∮
∂Ωt
dsµ Φ
a(x)∂µΦb(x) may not in general vanish on the
boundary hypersurface ∂Ωt of the volume Ωt. However, by requiring the ‘+’- and ‘−’-type fields to satisfy
Φ+(x)∂
µΦ+(x)
∣∣
xµ ∈ ∂Ωt = Φ−(x)∂
µΦ−(x)
∣∣
xµ ∈ ∂Ωt , (3.22)
we can ensure that surface terms cancel between the positive and negative branches, C+ and C−, respectively. In this
case, the free part of the action may be rewritten as
S0[Φa, t] =
∫∫
Ωt
d4x d4y 12Φ
a(x)∆0,−1ab (x, y)Φ
b(y) , (3.23)
where
∆0,−1ab (x, y) = δ
(4)(x − y)
[
− (2x + M2)ηab + iIab ] (3.24)
is the free inverse CTP propagator and 2x ≡ ∂∂xµ ∂∂xµ is the d’Alembertian operator. Note that the variational
principle remains well-defined irrespective of (3.22), since we are always free to choose the variation of the field δΦa(x)
to vanish for xµ on ∂Ωt.
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We may complete the square in the exponent of the CTP generating functional Z[Ja, t] in (3.13) by making the
following shift in the field:
Φa(x) ≡ Φ′a(x) −
∫
Ωt
d4y ∆0, ab(x, y)Jb(y) , (3.25)
where i∆0, ab(x, y) is the free CTP propagator. We may then rewrite Z[Ja, t] in the form
Z[Ja, t] = Z0[0, t] exp
[
i
∫
Ωt
d4x Lint
(
1
i
δ
δJa
)]
exp
[
− i
2
∫∫
Ωt
d4x d4y Ja(x)∆
0, ab(x, y)Jb(y)
]
, (3.26)
where Lint is the interaction part of the Lagrangian and Z0[0, t] is the free part of the generating functional
Z0[0, t] = N
∫
[dΦa] eiS
0[Φa, t] , (3.27)
with the free action S0[Φa, t] given by (3.23). We may then express the resummed CTP propagator i∆ab(x, y, t˜f ; t˜i)
as follows:
i∆ab(x, y, t˜f ; t˜i) =
1
Z[0, t]
1
i
δ
δJa(x)
1
i
δ
δJb(y)
Z[Ja, t]
∣∣∣∣
Ja = 0
, (3.28)
where Z[0, t] is the generating functional with the external sources Ja set to zero. The functional derivatives satisfy
δ
δJa(x)
∫
Ωt
d4y Jb(y) = ηabδ(4)(x − y) , (3.29)
with xµ, yµ ∈ Ωt. We will see in Section IV C that the resummed CTP propagator ∆ab(x, y, t˜f ; t˜i) is not in general
time translationally invariant.
In the absence of interactions, eigenstates of the free Hamiltonian will propagate uninterrupted from times infinitely
distant in the past to times infinitely far in the future. As such, we may extend the limits of integration in the free
part of the action to positive and negative infinity, since(
2x + M2
)
Φa(x)
∣∣
x0 /∈ [−t/2, t/2] = 0 , (3.30)
i.e. the sources Ja(x) vanish for x
0 /∈ [−t/2, t/2]. The free CTP propagator ∆0, ab(x, y) is then obtained by inverting
(3.24) subject to the inverse relation∫
d4z ∆0,−1ab (x, z)∆
0, bc(z, y) = η ca δ
(4)(x − y) , (3.31)
where the domain of integration over z0 is extended to infinity. We expect to recover the familiar propagators of the
in-out formalism of asymptotic field theory, which occur in S-matrix elements and in the reduction formalism due to
Lehmann, Symanzik and Zimmermann [90]. The propagators will also satisfy unitarity cutting rules [91–94], thereby
maintaining perturbative unitarity of the theory. Specifically, the free Feynman (Dyson) propagators i∆0F(D)(x, y)
satisfy the inhomogeneous Klein–Gordon equation
− (2x + M2)i∆0F(D)(x, y) = (−)iδ(4)(x − y) ; (3.32)
and the free Wightman propagators i∆0≷(x, y) satisfy the homogeneous equation
− (2x + M2)i∆0>(<)(x, y) = 0 . (3.33)
In the double momentum representation, the free part of the action (3.23) may be written as
S0[Φa] =
∫∫
d4p(
2pi
)4 d4p′(
2pi
)4 12Φa(p)∆0,−1ab (p, p′)Φb(−p′) , (3.34)
where
∆0,−1ab (p, p
′) =
[
p2 − m2 + i 0
0 −(p2 − m2 − i)
]
(2pi)4δ(4)(p − p′) (3.35)
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is the double momentum representation of the free inverse CTP propagator, satisfying the inverse relation∫
d4q
(2pi)4
∆0,−1ab (p, q)∆
0, bc(q, p′) = η ca (2pi)
4δ(4)(p − p′) . (3.36)
Given that the free inverse CTP propagator is proportional to a four-dimensional delta function of the two momenta,
it may be written more conveniently in the single Fourier representation as
∆0,−1ab (p) =
[
p2 − m2 + i 0
0 −(p2 − m2 − i)
]
. (3.37)
Hence, for translationally invariant backgrounds, we may recast (3.35) in the form
∆0,−1ab (p)∆
0, bc(p) = η ca , (3.38)
where
∆0, ab(p) ≡
∫
d4p′
(2pi)4
∆0, ab(p, p′) (3.39)
is the single-momentum representation of the free CTP propagator.
B. The Free CTP Propagator
We proceed now to make the following ansatz for the most general translationally invariant form of the free CTP
propagator, without evaluating the correlation functions directly:
∆0, ab(p) =
[(
p2 − M2 + i)−1 + c˜1(p)δ(p2 − M2) c˜3(p)δ(p2 − M2)
c˜2(p)δ(p
2 − M2) −(p2 − M2 − i)−1 + c˜4(p)δ(p2 − M2)
]
. (3.40)
The c˜i(p) ≡ θ(p0)ci(p) + θ(−p0)c′i(p) are as yet undetermined analytic functions of the four-momentum p, which may
in general be complex. The diagonal elements are the Fourier transforms of the most general translationally invariant
solutions to the inhomogeneous Klein–Gordon equation (3.32), whilst the off-diagonal elements are the most general
translationally invariant solutions to the homogeneous Klein–Gordon equation (3.33).
The remaining freedom in the matrix elements of ∆0, ab(p) is determined by the following field-theoretic require-
ments:
(i) CPT Invariance. Since the action should be invariant under CPT , the real scalar field Φ should be even under
CPT . From the definitions of the propagators in (A1), we obtain the CPT relations in (A3). Consequently, the
momentum representation of these relations in (A4) imply that
c˜1(4)(p) = c˜1(4)(−p) , c˜2(p) = c˜3(−p) . (3.41)
(ii) Hermiticity. The Hermiticity properties of the correlation functions defined in (A1) give rise to the Hermiticity
relations outlined in (A4). These imply that
c˜4(p) = −c˜∗1(p) , c˜2(p) = −c˜∗3(−p) . (3.42)
In conjunction with (3.41), we conclude that c˜2(p) and c˜3(p) must be purely imaginary-valued functions of the four-
momentum p.
(iii) Causality. The free Pauli–Jordan propagator ∆0(x, y) is proportional only to the real part of the free Feynman
propagator Re ∆0F(x, y) [cf. (A6b)]. The addition of an even-parity on-shell dispersive part to the Fourier transform of
the free Feynman propagator ∆0F(p) will contribute to the free Pauli–Jordan propagator terms that are non-vanishing
for space-like separations (x − y)2 < 0, thus violating the micro-causality condition outlined in Section II. It follows
then that c˜1(p) and c˜4(p) are also purely imaginary-valued functions. We shall therefore replace the c˜i(p) by the
real-valued functions f˜i(p) through c˜i(p) ≡ −2piif˜i(p), where the minus sign and factor of 2pi have been included for
later convenience. The explicit form of the free Pauli–Jordan propagator in (2.16b), along with the causality relation
(2.24), give rise to the constraint
f˜2(p) − f˜3(p) = ε(p0) . (3.43)
14
(iv) Unitarity. Finally, the unitarity relations in (2.28) require that
f˜2(p) + f˜3(p) = 1 + f˜1(p) + f˜4(p) . (3.44)
Solving the system of the above four constraints for f˜1,2,3,4(p), we arrive at the following expression for the most
general translationally invariant free CTP propagator:
∆0, ab(p) =
[ (
p2 − M2 + i)−1 −2pii θ(−p0)δ(p2 − M2)
−2pii θ(p0)δ(p2 − M2) −
(
p2 − M2 − i)−1
]
− 2piif˜(p)δ(p2 − M2)
[
1 1
1 1
]
. (3.45)
All elements of ∆0, ab(p) contain terms dependent upon the same function
f˜(p) ≡ f˜1(p) = θ(p0)f(p) + θ(−p0)f(−p) . (3.46)
These terms correspond to the vacuum expectation of the normal-ordered product of fields 〈:Φ(x)Φ(y):〉, which
vanishes for the trivial vacuum |0〉. Therefore, we must conclude that f˜(p) also vanishes in this case. We then obtain
the free vacuum CTP propagator ∆̂0, ab(p), which contains the set of propagators familiar from the unitarity cutting
rules of absorptive part theory [91, 94]:
∆̂0, ab(p) =
[ (
p2 − M2 + i)−1 −2pii θ(−p0)δ(p2 − M2)
−2pii θ(p0)δ(p2 − M2) −
(
p2 − M2 − i)−1
]
. (3.47)
We may similarly arrive at (3.45) by considering the free CTP propagator in the Keldysh representation ∆˜0, ab(p)
from (3.21). The constraints outlined above allow us to add to the free Hadamard propagator ∆01(p) any purely-
imaginary even function of p proportional to δ(p2 − M2), that is
∆˜0, ab(p) =
[
0
[
(p0 − i)2 − p2 − M2
]−1[
(p0 + i)
2 − p2 − M2]−1 −2pii δ(p2 − M2)
]
− 2pii 2f˜(p)δ(p2 − M2)
[
0 0
0 1
]
. (3.48)
We note that there is no such freedom to add terms to the free retarded and advanced propagators, ∆0R(p) and ∆
0
A(p),
which is a consequence of the micro-causality constraints on the form of the free Pauli–Jordan propagator ∆0(p).
Employing the fact that
OT
[
0 0
0 1
]
O =
1
2
[
1 1
1 1
]
, O = {Oab} =
[
1 −1
1 1
]
, (3.49)
we recover (3.45), which serves as a self-consistency check for the correctness of our ansatz for the free CTP propagator.
C. The Resummed CTP Propagator
In order to obtain the resummed CTP propagator, we must invert the inverse resummed CTP propagator on the
restricted domain [−t/2, t/2] subject to the inverse relation∫
Ωt
d4z ∆−1ab (x, z, t˜f ; t˜i)∆
bc(z, y, t˜f ; t˜i) = η
c
a δ
(4)(x − y) , (3.50)
for xµ, yµ ∈ Ωt. We shall see in Section IV A that this restriction of the time domain implies that a closed
analytic form for the resummed CTP propagator ∆ab(x, y, t˜f ; t˜i) is in general not possible, for systems out of thermal
equilibrium (see also our discussion in Section V).
The double momentum representation of the inverse relation (3.50) takes on the form∫∫
d4q(
2pi
)4 d4q′(
2pi
)4 ∆−1ab (p, q, t˜f ; t˜i)(2pi)4δ(4)t (q − q′)∆bc(q′, p′, t˜f ; t˜i) = η ca (2pi)4δ(4)t (p − p′) , (3.51)
where we have defined
δ
(4)
t (p − p′) ≡ δt(p0 − p′0)δ(3)(p − p′) =
1
(2pi)4
∫∫
Ωt
d4x d4y eip·xe−ip
′·y δ(4)(x − y) . (3.52)
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FIG. 2: Comparison of δt(p0 − p′0) (black dotted) and δA(p0 − p′0) (blue dashed). The arbitrary mass M is
included so that axes are dimensionless.
The restriction of the domain of time integration has led to the introduction of the analytic weight function
δt(p0 − p′0) =
t
2pi
sinc
[(p0 − p′0
2
)
t
]
=
1
pi
sin
[(
p0 − p′0
)
t
2
]
p0 − p′0
, (3.53)
which has replaced the ordinary energy-conserving delta function. As expected, we have
lim
t→∞ δt(p0 − p
′
0) = δ(p0 − p′0) , (3.54)
so that the standard description of asymptotic quantum field theory is recovered in the limit t˜i = − t/2 → −∞.
Moreover, the weight function δt satisfies the convolution∫ +∞
−∞
dq0 δt(p0 − q0)δt(q0 − p′0) = δt(p0 − p′0) . (3.55)
The emergence of the function δt is a consequence of our requirement that the time evolution and the mapping
between quantum-mechanical pictures (see Section II) are governed by the standard interaction-picture evolution
operator
U(t˜f , t˜i) = T exp
(
− i
∫ t˜f
t˜i
dt˜ H int(t˜; t˜i )
)
. (3.56)
This evolution is defined for times greater than the boundary time t˜i, at which point the three pictures are coincident.
We stress here that the weight function δt in (3.53) is neither a prescription, nor is it an a priori regularization of the
Dirac delta function.
As we will see later, the oscillatory behavior of the sinc function in δt is fundamentally important to the dynamical
behavior of the system. Let us therefore convince ourselves that these oscillations persist, even if we smear the
switching on of the interactions, or equivalently, if we impose an adiabatic switching off of the interaction Hamiltonian
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for microscopic times outside the interval [− t/2, t/2]. To this end, we introduce to the interaction Hamiltonian H int
in (3.56) the Gaussian function
At(t˜) = exp
(
− t˜
2
2t2
)
, (3.57)
such that the evolution operator takes the form
U(t˜f , t˜i) = T exp
(
− i
∫ t˜f
t˜i
dt˜ At(t˜)H
int(t˜; t˜i)
)
. (3.58)
Clearly, for t˜  t, At(t˜) → 0, whereas for t˜  t, At(t˜) → 1. To account for the effect of At(t˜) in the action, the
following replacement needs to be made:
δt(p0 − p′0) → δA(p0 − p′0) ≡
1
2pi
∫ +t/2
−t/2
dt˜ e−i(p0 − p
′
0)t˜At(t˜)
=
t
2
√
2pi
e−
1
2 (p0 − p′0)2t2
[
Erf
(
1 − 2i(p0 − p′0)t
2
√
2
)
+ Erf
(
1 + 2i(p0 − p′0)t
2
√
2
)]
. (3.59)
Due to the error functions of complex arguments in (3.59), the oscillatory behavior remains. The analytic behavior
of both the functions δt(p0 − p′0) and δA(p0 − p′0) is shown in Figure 2 in which we see that the smooth smearing
by the Gaussian function At(t˜) has little effect on the central region of the sinc function, as one would expect.
IV. NON-HOMOGENEOUS BACKGROUNDS
Until now, we have considered the vacuum to be an ‘empty’ state with all quantum numbers zero. In this section,
we replace that ‘empty’ vacuum state with some macroscopic background, which may in general be inhomogeneous
and incoherent. This non-trivial ‘vacuum’ is described by the density operator ρ. Following a derivation of the CTP
Schwinger–Dyson equation, we show that it is not possible to obtain a closed analytic form for the resummed CTP
propagators in the presence of time-dependent backgrounds. Finally, we generalize the discussions in Section III B to
obtain non-homogeneous free propagators in which space-time translational invariance is explicitly broken.
The density operator ρ is necessarily Hermitian and, for an isolated system, evolves in the interaction picture
according to the von Neumann or quantum Liouville equation
dρ(t˜; t˜i)
d(t˜− t˜i)
= −i [H int(t˜; t˜i), ρ(t˜; t˜i) ] , (4.1)
where H int(t˜; t˜i) is the interaction part of the Hamiltonian in the interaction picture, which is time-dependent. Notice
that the time derivative appearing on the LHS of (4.1) is taken with respect to the time translationally invariant
quantity t˜ − t˜i. Developing the usual Neumann series, we find that
ρ(t˜; t˜i) = U(t˜, t˜i) ρ(t˜i; t˜i)U
−1(t˜, t˜i) , (4.2)
where U is the evolution operator in (3.56). Hence, in the absence of external sources and given the unitarity of the
evolution operator, the partition function Z = Tr ρ is time independent. On the other hand, the partition function
of an open or closed subsystem is in general time dependent due to the presence of external sources.
We are interested in evaluating time-dependent Ensemble Expectation Values (EEVs) of field operators 〈•〉t at the
macroscopic time t, which corresponds to the microscopic time t˜f = t/2, where the bra-ket now denotes the weighted
expectation
〈•〉t =
Tr
(
ρ(t˜f ; t˜i) •
)
Tr ρ(t˜f ; t˜i)
. (4.3)
In this case, EEVs of two-point products of field operators begin with a total of nine independent coordinates: the
microscopic time of the density operator and the two four-dimensional space-time coordinates of the field operators.
As discussed in the beginning of Section III [cf. (3.2)], this number is reduced to the required seven coordinates,
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i.e. one temporal and six spatial, after setting all microscopic times equal to t˜f = t/2. Hence, physical observables
in the interaction picture are, for instance, of the form
〈Φ(t˜f ,x; t˜i)Φ(t˜f ,y; t˜i)〉t =
Tr
(
ρ(t˜f ; t˜i)Φ(t˜f ,x; t˜i)Φ(t˜f ,y; t˜i)
)
Tr ρ(t˜f ; t˜i)
. (4.4)
In the presence of a non-trivial background, the out state of Section III is replaced by the density operator ρ at the
time of observation t˜f = t/2. Consequently, the starting point for the CTP generating functional of EEVs is
Z[ρ, J±, t] = Tr
[(
T¯e
−i∫
Ωt
d4x J−(x)ΦH(x)
)
ρH(t˜f ; t˜i)
(
Te
i
∫
Ωt
d4x J+(x)ΦH(x)
)]
. (4.5)
Within the generating functional Z in (4.5), the Heisenberg-picture density operator ρH has explicit time dependence,
as it is built out of state vectors that depend on time due to the presence of the external sources J±. In the absence of
such sources, however, the state vectors do not evolve in time, so ρH and the partition function Z[ρ, J± = 0, t] = Tr ρ
in (4.5) become time independent quantities.
It is important to emphasize that the explicit microscopic time t˜f = t/2 of the density operator ρH(t˜f ; t˜i) appearing
in the CTP generating functional (4.5) is the time of observation. This is in contrast to existing interpretations of
the CTP formalism, see for instance [59], in which the density operator replaces the in state and is therefore fixed
at the initial time t˜i = −t/2, encoding only the boundary conditions. As we shall see in Section VIII, this new
interpretation of the CTP formalism will lead to the absence of pinch singularities in the resulting perturbation series.
A. The Schwinger–Dyson Equation in the CTP Formalism
In order to generate a perturbation series of correlation functions in the presence of non-homogeneous backgrounds,
we must derive the Schwinger–Dyson equation in the CTP formalism. Of particular interest is the explicit form of the
Feynman–Dyson series for the expansion of the resummed CTP propagator. We will show that, in the time-dependent
case, this series does not collapse to the resummation known from zero-temperature field theory. In particular, we
find that a closed analytic form for the resummed CTP propagator is not attainable in general.
We proceed by inserting into the generating functional Z in (4.5) complete sets of eigenstates of the Heisenberg
field operator ΦH at intermediate times via (3.8). In this way, we obtain the path-integral representation
Z[ρ, Ja, t] =
∫
[dΦa(x)] 〈Φ−(x), t˜f ; t˜i| ρH(t˜f ; t˜i) |Φ+(x), t˜f ; t˜i〉 exp
[
i
(
S[Φa, t] +
∫
Ωt
d4x Ja(x)Φ
a(x)
)]
. (4.6)
As before, we may extend the limits of integration to infinity in the free part of the action and the J-dependent term,
due to the fact that the external sources vanish outside the time interval [−t/2, t/2]. It is only in the interaction part
of the action that the finite domain of integration must remain.
Following [41], we write the kernel 〈Φ−(x), t˜f ; t˜i| ρH(t˜f ; t˜i) |Φ+(x), t˜f ; t˜i〉 as an infinite series of poly-local sources:
〈Φ−(x), t˜f ; t˜i| ρH(t˜f ; t˜i) |Φ+(x), t˜f ; t˜i〉 = exp
(
iK[Φa, t ]
)
, (4.7)
where
K[Φa, t ] = K +
∫
Ωt
d4x Ka(x, t˜f ; t˜i)Φ
a(x) +
1
2
∫∫
Ωt
d4xd4x′ Kab(x, x′, t˜f ; t˜i)Φa(x)Φb(x′) + · · · (4.8)
is a time translationally invariant quantity and only depends on t = t˜f − t˜i. The poly-local sources Kab··· encode
the state of the system at the microscopic time of observation t˜f = t/2, i.e. the time at which the EEV is evaluated,
according to Figure 1. It follows that these sources must contribute only for x0 = x
′
0 = · · · = t˜f and therefore be
proportional to delta functions of the form δ(x0 − t˜f )δ(x′0 − t˜f ) · · · . For instance, the bi-local source Kab in the
double momentum representation must have the form
Kab(x, x
′, t˜f ; t˜i) =
∫∫
d4p
(2pi)4
d4p′
(2pi)4
e−ip·x eip
′·x′ ei(p0 − p
′
0)t˜fKab(p,p
′, t) , (4.9)
so that the p0 and p
′
0 integrations yield the required delta functions. Here, it is understood that the bi-local Kab
sources occurring on the LHS and RHS of (4.9) are distinguished by the form of their arguments. We emphasize that
Kab(x, x
′, t˜f ; t˜i) is not a time translationally invariant quantity due to the explicit dependence upon t˜f on the RHS
of (4.9). In contrast, Kab(p,p
′, t) is time translationally invariant.
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Notice that we could extend the limits of integration to infinity for the time integrals in the expansion of the
kernel given in (4.8) also. Nevertheless, for the following derivation, all space-time integrals are taken to run over the
hypervolume Ωt in (3.14) for consistency. We should reiterate here that the limits of time integration can be extended
to an infinite domain Ω∞ in all but the interaction part of the action. We will also suppress the time dependencies of
the action S and sources Kab··· for notational convenience.
We now absorb the constant K in (4.8) into the overall normalization of the CTP generating functional Z and the
local source Ka into a redefinition of the external source Ja. Then, Z may be written down as
Z[Ja,Kab, · · · ] =
∫
[dΦa(x)] exp
[
i
(
S[Φa] +
∫
d4x Ja(x)Φ
a(x) +
1
2
∫∫
d4xd4y Kab(x, x
′)Φa(x)Φb(x′)
+
1
6
∫∫∫
d4xd4x′ d4x′′ Kabc(x, x′, x′′)Φa(x)Φb(x′)Φc(x′′) + · · ·
)]
. (4.10)
The Cornwall–Jackiw–Tomboulis (CJT) effective action [38] is given by the following Legendre transform:
Γ[Φ̂a,Gab,Gabc, · · · ] = W[Ja,Kab,Kabc] −
∫
d4x Ja(x)Φ̂
a(x)
− 1
2
∫∫
d4xd4x′ Kab(x, x′)
(
Φ̂a(x)Φ̂b(x′) + i~Gab(x, x′)
)
− 1
6
∫∫∫
d4xd4x′ d4x′′ Kabc(x, x′, x′′)
(
Φ̂a(x)Φ̂b(x′)Φ̂c(x′′)
+ 3i~G(ab(x, x′)Φ̂c)(x′′) − ~2Gabc(x, x′, x′′)
)
+ · · · , (4.11)
where W[Ja,Kab,Kabc, · · · ] = −i~ lnZ[Ja,Kab,Kabc, · · · ] is the generating functional of connected ensemble Green’s
functions. We obtain an infinite system of equations:
Φ̂a(x) =
δW
δJa(x)
= 〈Φa(x)〉 , (4.12a)
i~Gab(x, x′) = 2 δW
δKab(x, x′)
− Φ̂a(x)Φ̂b(x′)
= −i~ δ
2W
δJa(x)δJb(x′)
= 〈TC
[
Φa(x)Φb(x′)
]〉 − 〈Φa(x)〉〈Φb(x′)〉 , (4.12b)
−~2Gabc(x, x′, x′′) = 6 δW
δKabc(x, x′, x′′)
− 3i~G(ab(x, x′)Φ̂c)(x′′) − Φ̂a(x)Φ̂b(x′)Φ̂c(x′′)
= −~2 δ
3W
δJa(x)δJb(x′)δJc(x′′)
, (4.12c)
and
δΓ
δΦ̂a(x)
= −Ja(x) −
∫
d4x′ Kab(x, x′)Φ̂b(x′)
− 1
2
∫∫
d4x′ d4x′′ Kabc(x, x′, x′′)
(
Φ̂b(x′)Φ̂c(x′′) + i~Gbc(x′, x′′)
)
− · · · , (4.13a)
δΓ
δGab(x, x′) = −
i~
2
Kab(x, x
′) − i~
2
∫
d4x′′ Kabc(x, x′, x′′)Φ̂c(x′′) − · · · , (4.13b)
δΓ
δGabc(x, x′, x′′) =
~2
6
Kabc(x, x
′, x′′) + · · · , (4.13c)
where the parentheses (abc) on the RHS of (4.12c) denote cyclic permutation with respect to the indices a, b, c.
The above infinite system of equations (4.12) and (4.13) may be simplified by assuming that the density operator
ρ is Gaussian, as we will do later in Section IV C. In this case, the tri-local and higher kernels (Kabc, Kabcd, · · · ) can
be set to zero in (4.13), neglecting contributions from thermally-corrected vertices [see (4.66)], which would otherwise
be present for non-Gaussian density operators. Within the Gaussian approximation, the three- and higher-point
connected Green’s functions (Gabc, Gabcd, · · · ) may be eliminated as dynamical variables by performing a second
Legendre transform
Γ[Φ̂a,Gab] ≡ Γ[Φ̂a,Gab, G˜abc, · · · ] , (4.14)
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where the G˜’s are functionals of Φ̂a and Gab given by
δΓ
δGabc··· [Φ̂
a,Gab, G˜abc, · · · ] = 0 . (4.15)
The effective action is evaluated by expanding around the constant background field Φa0(x) = Φ
a(x) − ~1/2φa(x),
defined at the saddle point
δS[Φa]
δΦa(x)
∣∣∣∣∣
Φ = Φ0
+ Ja(x) +
∫
d4x′ Kab(x, x′)Φb0(x
′) = 0 . (4.16)
The result of this expansion is well known [38, 39] and, truncating to order ~2, we obtain the two-particle-irreducible
(2PI) CJT effective action
Γ[Φ̂a,Gab] = S[Φ̂a] + i~
2
Trx
[
Lnx Detab G−1ab +
(
G−1ab − Kab
)
∗ Gab − η aa
]
+ ~2Γ2[Φ̂a,Gab] , (4.17)
where a subscript x and the ∗’s indicate that the trace, logarithm and products should be understood as functional
operations. The operator G−1ab is defined by
G−1ab (Φ̂
a;x, x′) =
δ2S[Φ̂a]
δΦ̂a(x)δΦ̂b(x′)
+ Kab(x, x
′) = ∆0,−1ab (x, x
′) +
δ2Sint[Φ̂a]
δΦ̂a(x)δΦ̂b(x′)
+ Kab(x, x
′) , (4.18)
where ∆0,−1ab (x, x
′) is the free inverse CTP propagator in (3.24) and Sint[Φ̂a] is the interaction part of the action.
Obviously, all Green’s functions depend upon the state of the system at the macroscopic time t through the bi-local
source Kab. For the Lagrangian in (2.1), we have
G−1ab (Φ̂
a;x, x′) = δ(4)(x − x′)
[
− (2x + M2)ηab + iIab − gηabcΦ̂c(x) − 12ληabcdΦ̂c(x)Φ̂d(x)] + Kab(x, x′) , (4.19)
where ηabc··· = +1 for all indices a = b = · · · = 1, ηabc··· = −1 for all indices a = b = · · · = 2 and ηabc··· = 0
otherwise.
The overall normalization (η aa ) of (4.17) has been chosen so that when Kab(x, x
′) = 0, we may recover the con-
ventional effective action [95] by making a further Legendre transform to eliminate Gab as a dynamical variable:
Γ[Φ̂a] ≡ Γ[Φ̂a, G˜ab] = S[Φ̂a] + i~
2
Trx Lnx DetabG
−1
ab + O(~2) . (4.20)
Here, G−1ab has been replaced by G−1ab and G˜ab is a functional of Φ̂a.
In the CJT effective action (4.17), Γ2[Φ̂
a,Gab] is the sum of all 2PI vacuum graphs:
Γ2[Φ̂
a,Gab] = −i
∑
a, b= 1, 2
[
1
8
a
δab +
1
12
a b
]
, (4.21)
where combinatorial factors have been written explicitly and we associate with each n-point vertex a factor of
iS(n)a (Φ̂
a;x) = i
δnS[Φ̂a]
δ
(
Φ̂a(x)
)n , (4.22)
and each line a factor of iGab(Φ̂a;x, y). The three- and four-point vertices are
iS(3)a (Φ̂
a;x) = −igηaaa − iληaaaaΦ̂a(x) , iS(4)a (Φ̂a;x) = −iληaaaa . (4.23)
Upon functional differentiation of the CJT effective action (4.17) with respect to Gab(x, y), we obtain by virtue of
(4.13b) the Schwinger–Dyson equation
G−1ab (Φ̂a;x, y) = G−1ab (Φ̂a;x, y) + Πab(Φ̂a,Gab;x, y) , (4.24)
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where
Πab(Φ̂
a,Gab;x, y) = −2i~δΓ2[Φ̂
a,Gab]
δGab(x, y) = −i~
[
a
δab +
a b ]
(4.25)
is the one-loop truncated CTP self-energy. A combinatorial factor of 12 has been absorbed into the diagrammatics.
Suppressing the Φ̂a and Gab arguments for notational convenience, the CTP self-energy Πab(x, y) may be written
in matrix form as
Πab(x, y) =
[
Π(x, y) −Π<(x, y)
−Π>(x, y) −Π∗(x, y)
]
, (4.26)
where Π(x, y) and −Π∗(x, y) are the time- and anti-time-ordered self-energies; and Π>(x, y) and Π<(x, y) are the
positive- and negative-frequency absolutely-ordered self-energies, respectively. In analogy to the propagator definitions
discussed in Section II and Appendix A, we also define the self-energy functions
Π1(x, y) = Π>(x, y) + Π<(x, y) = Π(x, y) − Π∗(x, y) = 2i Im Π(x, y) , (4.27a)
ΠP(x, y) =
1
2
(
ΠR(x, y) + ΠA(x, y)
)
= Re Π(x, y) , (4.27b)
2iMΓ(x, y) = Π>(x, y) − Π<(x, y) = ΠR(x, y) − ΠA(x, y) = 2i Im ΠR(x, y) , (4.27c)
which satisfy relations analogous to those described in Appendix A. Γ(x, y) in (4.27c) is related to the usual Breit–
Wigner width in the equilibrium and zero-temperature limits. The Keldysh representation [see (3.21)] Π˜ab(x, y) of
the CTP self-energy reads:
Π˜ab(x, y) =
[
Π1(x, y) ΠR(x, y)
ΠA(x, y) 0
]
. (4.28)
In the limit Φ̂a(x) → 0, the Schwinger–Dyson equation (4.24) reduces to
∆−1ab (x, y, t˜f ; t˜i) = ∆
0,−1
ab (x, y) + Kab(x, y, t˜f ; t˜i) + Πab(x, y, t˜f ; t˜i) , (4.29)
in which ∆−1ab (x, y, t˜f ; t˜i) ≡ G−1ab (Φ̂a = 0;x, y, t˜f ; t˜i) and ∆0,−1ab (x, y) is the free inverse CTP propagator defined in
(3.24). We have re-introduced the dependence upon t˜f and t˜i for clarity. Notice that due to the explicit t˜f dependence
of the bi-local source Kab(x, y, t˜f ; t˜i) in (4.9), the inverse resummed CTP propagator ∆
−1
ab (x, y, t˜f ; t˜i) and the CTP
self-energy Πab(x, y, t˜f ; t˜i) are not time translationally invariant quantities.
In order to develop a self-consistent inversion of the Schwinger–Dyson equation in (4.29), the bi-local source
Kab(x, y, t˜f ; t˜i) is absorbed into an inverse non-homogeneous CTP propagator
D0,−1ab (x, y, t˜f ; t˜i) = ∆
0,−1
ab (x, y) + Kab(x, y, t˜f ; t˜i), (4.30)
whose inverse, to leading order in Kab, is the free CTP propagator ∆
0, ab(x, y, t˜f ; t˜i), i.e.
D0, ab(x, y, t˜f ; t˜i) ≡ ∆0, ab(x, y, t˜f ; t˜i) + O(K2) , (4.31)
as we will illustrate in Sections IV C and V. The contribution of the bi-local source Kab is now absorbed into the free
CTP propagator ∆0, ab(x, y, t˜f ; t˜i), whose time translational invariance is broken as a result. The Schwinger–Dyson
equation (4.29) may then be written in the double momentum representation as
∆−1ab (p, p
′, t˜f ; t˜i) = ∆
0,−1
ab (p, p
′) + Πab(p, p′, t˜f ; t˜i) . (4.32)
Since the stationary vacuum |0〉 has been replaced by the density operator ρ at the microscopic time t˜f = t/2, we
must consider the following field-particle duality relation in the Wick contraction of interaction-picture fields:
〈0|Φ(x; t˜i)a†(k, t˜f ; t˜i)|0〉 = e−ik·xeiE(k)t˜f . (4.33)
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Here, the extra phase eiE(k)t˜f arises from the fact that the creation and annihilation operators of the interaction-picture
field Φ(x; t˜i) are evaluated at the microscopic time t˜ = 0 [cf. (2.12) and (2.18)], whereas the operator a
†(k, t˜f ; t˜i),
resulting from the expansion of the density operator ρ (see Section IV C), is evaluated at the microscopic time t˜f = t/2.
Analytically continuing this extra phase to off-shell energies and in consistency with (4.9), we associate with each
external vertex of the self-energy Πab(p, p
′, t˜f ; t˜i) in (4.32) a phase:
eip0 t˜f , (4.34)
where p0 is the energy flowing into the vertex. This amounts to the absorption of an overall phase
ei(p0 − p
′
0)t˜f (4.35)
into the definition of the self-energy Πab(p, p
′, t˜f ; t˜i).
Convoluting from left and right on both sides of (4.32) first with the weight function (2pi)4δ
(4)
t (p − p′) from (3.53)
and then with ∆0, ab(p, p′, t˜f ; t˜i) and ∆ab(p, p′, t˜f ; t˜i), respectively, we obtain the Feynman–Dyson series
∆ab(p, p′, t˜f ; t˜i) = ∆0, ab(p, p′, t˜f ; t˜i) −
∫
· · ·
∫
d4q
(2pi)4
d4q′
(2pi)4
d4q′′
(2pi)4
d4q′′′
(2pi)4
× ∆0, ac(p, q, t˜f ; t˜i)(2pi)4δ(4)t (q − q′)Πcd(q′, q′′, t˜f ; t˜i)(2pi)4δ(4)t (q′′ − q′′′)∆db(q′′′, p′, t˜f ; t˜i) ,
(4.36)
where δ
(4)
t (p − p′) is defined in (3.52). Because of the form of δt(p0 − p′0) in (3.53), we see that this series does
not collapse to an algebraic equation of resummation, as known from zero-temperature field theory. As we will see
in Section IV B, one cannot write down a closed analytic form for the resummed CTP propagator ∆ab(p, p′, t˜f ; t˜i),
except in the thermodynamic equilibrium limit, see Section V.
Given that δt satisfies the convolution in (3.55), the weight functions may be absorbed into the external vertices of
the self-energy Πab(p, p
′, t˜f ; t˜i); see Section IX. The Feynman–Dyson series may then be written in the more concise
form
∆ab(p, p′, t˜f ; t˜i) = ∆0, ab(p, p′, t˜f ; t˜i) −
∫∫
d4q
(2pi)4
d4q′
(2pi)4
∆0, ac(p, q, t˜f ; t˜i)Πcd(q, q
′, t˜f ; t˜i)∆db(q′, p′, t˜f ; t˜i) . (4.37)
Note that for finite t, δt(p0−p′0) is analytic for all p0, including p0 = p′0. As we shall see in Section VIII, the systematic
incorporation of these finite-time effects ensures that the perturbation expansion is free of pinch singularities.
B. Applicability of the Gradient Expansion
Here, we will look more closely at the inverse relation (3.50) that determines the resummed CTP propagator. We
will show that a full matrix inversion may only be performed in the thermodynamic equilibrium limit. Hence, the
application of truncated gradient expansions and the use of partially resummed quasi-particle propagators, particularly
for early times, become questionable in out-of-equilibrium systems.
We define the relative and central coordinates
Rµxy = x
µ − yµ , Xµxy =
xµ + yµ
2
, (4.38)
such that
xµ = Xµxy +
1
2
Rµxy , y
µ = Xµxy −
1
2
Rµxy . (4.39)
We then introduce the Wigner transform (see [75]), namely the Fourier transform with respect to the relative coor-
dinate Rµxy only. Explicitly, the Wigner transform of a function F (R,X) is
F (p,X) =
∫
d4R eip·R F (R,X) . (4.40)
The resummed CTP propagator ∆ab(x, y) respects the inverse relation in (3.50). Here, we suppress the t˜f and
t˜i dependence of the propagators for notational convenience. Inserting into (3.50), the Wigner transforms of the
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resummed and inverse resummed CTP propagators, the inverse relation takes the form∫
Ωt
d4z
∫∫
d4p
(2pi)4
d4p′
(2pi)4
e−ip·Rxz e−ip
′·Rzy ∆−1ab (p,Xxz)∆
bc(p′, Xzy) =
∫∫
d4p
(2pi)4
d4p′
(2pi)4
e−ip·x eip
′·y η ca (2pi)
4δ
(4)
t (p−p′) ,
(4.41)
where the z0 domain of integration is restricted to be in the range [−t/2, t/2].
In the case where deviations from homogeneity are small, i.e. when the characteristic scale of macroscopic variations
in the background is large in comparison to that of the microscopic single-particle excitations, we may perform a
gradient expansion of the inverse relation in terms of the soft derivative ∂µXxy ≡ ∂/∂Xxy, µ. Writing Xxz = Xxy+Rzy/2
and Xzy = Xxy − Rxz/2 and after integrating by parts, we obtain∫∫
d4p
(2pi)4
d4p′
(2pi)4
e−ip·x eip
′·y (2pi)4δ(4)t (p− p′)
{
∆−1ab (p,X) exp
[
− i
2
(←−
∂p · −→∂X − ←−∂X · −→∂p′
)]
∆bc(p′, X)
}
=
∫∫
d4p
(2pi)4
d4p′
(2pi)4
e−ip·x eip
′·y η ca (2pi)
4δ
(4)
t (p − p′) , (4.42)
where X ≡ Xxy and the derivatives act only within the curly brackets.
We now define the central and relative momenta
qµ =
pµ + p′µ
2
, Qµ = pµ − p′µ , (4.43)
which are the Fourier conjugates to the relative and central coordinates, Rµ and Xµ, respectively. It follows that
pµ = qµ +
1
2
Qµ , p′µ = qµ − 1
2
Qµ . (4.44)
We may then Fourier transform (4.42) with respect to Rxy to obtain∫
d4Q
(2pi)4
e−iQ·X (2pi)4δ(4)t (Q) exp
[
− i
(
♦−q,X + 2♦+Q,X
)]
{∆−1ab (q + Q2 , X)}{∆bc(q − Q2 , X)}
=
∫
d4Q
(2pi)4
e−iQ·X η ca (2pi)
4δ
(4)
t (Q) , (4.45)
where, following [50, 57, 58], we have introduced the diamond operator
♦±p,X{A}{B} =
1
2
{A, B}±p,X (4.46)
and {A, B}±p,X denote the symmetric and anti-symmetric Poisson brackets
{A, B}±p,X ≡
∂A
∂pµ
∂B
∂Xµ
± ∂A
∂Xµ
∂B
∂pµ
. (4.47)
For t > 0, we may perform the integral on the RHS of (4.45), yielding∫
d4Q
(2pi)4
e−iQ·X (2pi)4δ(4)t (Q) exp
[
− i
(
♦−q,X + 2♦+Q,X
)]
{∆−1ab (q+ Q2 , X)}{∆bc(q− Q2 , X)} = η ca θ(t−2|X0|) , (4.48)
In the above expressions, of particular concern is the ♦+Q,X operator, where the relative momentum Q and the
central coordinate X are conjugate to one another. Thus, if the derivatives with respect to X are assumed to be
small, then the derivatives with respect to Q must be large. In this case, all orders of the gradient expansion may be
significant, so it is inappropriate to truncate to a given order in the soft derivative ∂µX .
As t → ∞, we have the transition δ(4)t (Q) → δ(4)(Q) and (4.48) reduces to
e−i♦
−
q,X{∆−1ab (q,X)}{∆bc(q,X)} = η ca . (4.49)
Even for these late times, we can perform the matrix inversion exactly only if we truncate the gradient expansion
in (4.49) to zeroth order. However, such a truncation appears valid only for time-independent and spatially homoge-
neous systems. Employing a suitable quasi-particle approximation to the Wigner representation of the propagators,
it can be shown [76] that this inversion may be performed at first order in the gradient expansion. However, off-shell
contributions are not fully accounted for in such an approximation.
In conclusion, a closed analytic form for the resummed CTP propagator may only be obtained in the time-
independent thermodynamic equilibrium limit. The truncation of the gradient expansion may be justifiable only
to the late-time evolution of systems very close to equilibrium, even for spatially homogeneous thermal backgrounds.
A similar conclusion is drawn from different arguments in [96].
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C. Non-Homogeneous Free Propagators
Unlike the resummed CTP propagator, the free CTP propagator can be derived analytically, even in the presence
of a time-dependent and spatially inhomogeneous background. The non-homogeneous free propagator will account
explicitly for the violation of space-time translational invariance. Our derivation relies on the algebra of the canonical
quantization commutators of creation and annihilation operators described in Section II. Subsequently, we make
connection of our results with the path-integral representation of the CTP generating functional in (4.10). Finally,
we introduce a diagrammatic representation for the non-homogeneous free CTP propagator.
We note that the derived propagators are ‘free’ in the sense that their spectral structure is that of single-particle
states, corresponding to the free part of the action (see Section III). Their statistical structure, on the other hand,
will turn out to contain a summation over contributions from all possible multi-particle states. The time-dependent
statistical distribution function appearing in these propagators is therefore a statistically-dressed object. This subtle
point is significant for the consistent definition of the number density in Section VI, the derivation of the master time
evolution equations in Section VII and the absence of pinch singularities, described in Section VIII.
The starting point of our canonical derivation is the explicit form of the density operator ρ. We relax any as-
sumptions about the form of the density operator and take it to be in general non-diagonal but Hermitian within
the general Fock space. We may write the most general interaction-picture density operator at the microscopic time
t˜f = t/2 as
ρ(t˜f ; t˜i) = C exp
[
−
∫
dΠk1 W10(k1 : 0)a
†(k1, t˜f ) −
∫
dΠk′1 W01(0 : k
′
1)a(k
′
1, t˜f )
−
∫∫
dΠk1 dΠk′1 W11(k1 : k
′
1)a
†(k1, t˜f )a(k′1, t˜f ) − · · ·
− 1
n!
1
m!
∫
· · ·
∫ ( n∏
i=1
dΠki
)( m∏
j=1
dΠk′j
)
Wnm({ki} : {k′j})
n∏
i=1
a†(ki, t˜f )
m∏
j=1
a(k′j , t˜f )
]
, (4.50)
where the constant C can be set to unity without loss of generality. The complex-valued weights Wnm({k}n; {k′}m)
depend on the state of the system at time t˜f = t/2 and satisfy the Hermiticity constraint:
Wnm({k}n : {k′}m) = W ∗mn({k′}m : {k}n) . (4.51)
The density operator ρ may be written in the basis of momentum eigenstates by multiplying the exponential form in
(4.50) by the completeness relation of the basis of Fock states at time t˜f = t/2:
I = |0〉〈0| +
∞∑
`= 1
1
`!
( ∏`
k=1
∫
dΠpk
)
|{p}`, t˜f 〉〈{p}`, t˜f | , (4.52)
where |{p}`, t˜f 〉 is the multi-mode Fock state |p1, t˜f 〉 ⊗ |p2, t˜f 〉 ⊗ · · · ⊗ |p`, t˜f 〉. This usually gives an intractable
infinite series of n-to-m-particle correlations. Taking all weights Wnm({k}n : {k}m) to be zero if n + m > 2,
i.e. taking a Gaussian-like density operator, it is still possible to generate all possible n-to-m-particle correlations.
In Appendix D, we give the expansion of the general Gaussian-like density operator, where only sufficient terms are
included to help us visualize its analytic form.
We may account for our ignorance of the series expansion of the density operator by defining the following bilinear
EEVs of interaction-picture creation and annihilation operators as
〈a†(p′, t˜f ; t˜i)a(p, t˜f ; t˜i)〉t = 2E (p,p′)f0(p,p′, t) , (4.53a)
〈a(p′, t˜f ; t˜i)a(p, t˜f ; t˜i)〉t = 2E (p,p′)g0(p,p′, t) , (4.53b)
consistent with the commutation relations in (2.18). The energy factor 2E (p,p′), having dimensions E1, arises from
the fact that the ‘number operator’ a†(p, t˜; t˜i)a(p, t˜; t˜i) of quantum field theory has dimensions E−2, i.e. it does not
have the dimensions of a number. Bearing in mind that the density operator is constructed from on-shell Fock states,
a natural ansatz for this energy factor is
E (p,p′) =
√
E(p)E(p′) . (4.54)
The complex-valued distributions f0 and g0 have dimensions E−3 and satisfy the identities:
f0(p,p′, t) = f0∗(p′,p, t) , (4.55a)
g0(p,p′, t) = g0(p′,p, t) . (4.55b)
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We refer to f and g as statistical distribution functions. In particular, we interpret the Wigner transform
n0(q,X, t) =
∫
d3Q
(2pi)3
eiQ·Xf0(q+ Q2 ,q− Q2 , t) (4.56)
as the number density of spectrally-free particles at macroscopic time t in the phase-space hypervolume between q and
q + dq and X and X + dX. Notice that n0(q,X, t) is real thanks to the Hermiticity constraint (4.55a). Hereafter,
except where it is necessary to make the distinction, we will omit the superscript 0 on the spectrally-free statistical
distribution functions for notational convenience.
The EEV of the two-point product 〈a(p, t˜f ; t˜i)a†(p′, t˜f ; t˜i)〉t follows from the definition (4.53a) and the canonical
commutation relation in (2.18), giving
〈a(p, t˜f ; t˜i)a†(p′, t˜f ; t˜i)〉t = (2pi)32E(p)δ(3)(p − p′) + 2E (p,p′)f(p,p′, t) . (4.57)
Hermitian conjugation of (4.53b) yields
〈a†(p, t˜f ; t˜i)a†(p′, t˜f ; t˜i)〉t = 2E (p,p′)g∗(p,p′, t) . (4.58)
Note that (4.53), (4.57) and (4.58) are consistent with the canonical quantization rules in (2.14) and (2.17).
When the linear terms in the exponent of the density operator ρ in (4.50) are non-zero, we may consider the EEVs
of single creation or annihilation operators
〈a(p, t˜f ; t˜i)〉t =
√
2E(p)w(p, t) . (4.59)
In this case, we may define the connected distribution functions
fcon(p,p
′, t) ≡ f(p,p′, t) − w(p, t)w(p′, t) , (4.60a)
gcon(p,p
′, t) ≡ g(p,p′, t) − w(p, t)w(p′, t) , (4.60b)
which obey the same symmetry properties given in (4.55).
We are now in a position to derive the most general form of the double momentum representation of the non-
homogeneous free CTP propagator, satisfying the inverse relation (3.36). Proceeding as in Section III B, we make the
following ansatz for the most general solution of the Klein–Gordon equation in the double momentum representation:
∆0, ab(p, p′, t˜f ; t˜i) =
[ (
p2 − M2 + i)−1 −i2piθ(−p0)δ(p2 − M2)
−i2piθ(p0)δ(p2 − M2) −
(
p2 − M2 − i)−1
]
(2pi)4δ(4)(p − p′)
− i2pi|2p0|1/2δ(p2 − M2)f˜(p, p′, t)ei(p0 − p′0)t˜f 2pi|2p′0|1/2δ(p′2 − M2)
[
1 1
1 1
]
, (4.61)
which we confirm by evaluating the EEVs directly, using the algebra of (4.53).
In (4.61) the phase factor ei(p0 − p
′
0)t˜f arises from the fact that the creation and annihilation operators appearing in
the Fourier transform of the field operator given in (2.12) are evaluated at the time t˜ = 0. The density operator, on
the other hand, is evaluated at the time t˜f . As a consequence, in the evaluation of the EEV, we have, for instance,
〈a†(p′, 0; t˜i)a(p, 0; t˜i)〉t = 2E (p,p′)f(p,p′, t)ei[E(p)− E(p
′)]t˜f , (4.62)
which directly results from (4.53a).
The form of the function f˜(p, p′, t) is
f˜(p, p′, t) = θ(p0)θ(p′0)f(p,p
′, t) +θ(−p0)θ(−p′0)f∗(−p,−p′, t) +θ(p0)θ(−p′0)g(p,−p′, t) +θ(−p0)θ(p′0)g∗(−p,p′, t) .
(4.63)
The function f˜ satisfies the relations: f˜(p, p′, t) = f˜(−p′,−p, t) = f˜∗(−p,−p′, t), consistent with the properties in
(A4). It also contains all information about the state of the ensemble at the macroscopic time t. For this reason, we
refer to f˜ as the ensemble function.
In the double momentum representation, the retarded and advanced propagators are
∆0R(A)(p, p
′) =
1
(p0 + (−) i)2 − p2 − M2 (2pi)
4δ(4)(p − p′) . (4.64)
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TABLE II: The full complement of non-homogeneous free propagators, where f˜(p, p′, t) is the ensemble function
defined in (4.63) and P denotes the Cauchy principal value.
Propagator Double Momentum Representation
Feynman (Dyson)
i∆0F(D)(p, p
′, t˜f ; t˜i) =
(−)i
p2 − M2 + (−) i (2pi)
4δ(4)(p − p′)
+ 2pi|2p0|1/2δ(p2 − M2)f˜(p, p′, t)ei(p0 − p′0)t˜f 2pi|2p′0|1/2δ(p′2 − M2)
+(−)ve-freq. Wightman
i∆0>(<)(p, p
′, t˜f ; t˜i) = 2piθ(+(−)p0)δ(p2 − M2)(2pi)4δ(4)(p − p′)
+ 2pi|2p0|1/2δ(p2 − M2)f˜(p, p′, t)ei(p0 − p′0)t˜f 2pi|2p′0|1/2δ(p′2 − M2)
Retarded (Advanced) i∆0R(A)(p, p
′) =
i
(p0 + (−) i)2 − p2 − M2 (2pi)
4δ(4)(p − p′)
Pauli–Jordan i∆0(p, p′) = 2piε(p0)δ(p2 − M2)(2pi)4δ(4)(p − p′)
Hadamard
i∆01(p, p
′, t˜f ; t˜i) = 2piδ(p2 − M2)(2pi)4δ(4)(p − p′)
+ 2pi|2p0|1/2δ(p2 − M2)2f˜(p, p′, t)ei(p0 − p′0)t˜f 2pi|2p′0|1/2δ(p′2 − M2)
Principal-part i∆0P(p, p
′) = P i
p2 − M2 (2pi)
4δ(4)(p − p′)
The Pauli–Jordan ∆0(p, p′), Hadamard ∆01(p, p
′, t˜f ; t˜i) and principal-part ∆0P(p, p
′) propagators become
∆0(p, p′) = − i2piε(p0)δ(p2 − M2)(2pi)4δ(4)(p − p′) , (4.65a)
∆01(p, p
′, t˜f ; t˜i) = − i2piδ(p2 − M2)(2pi)4δ(4)(p − p′)
− i2pi|2p0|1/2δ(p2 − M2)2f˜(p, p′, t)ei(p0 − p′0)t˜f 2pi|2p′0|1/2δ(p′2 − M2) , (4.65b)
∆0P(p, p
′) = P 1
p2 − M2 (2pi)
4δ(4)(p − p′) . (4.65c)
Thus, at the tree level, only the Hadamard correlation function ∆01(p, p
′, t˜f ; t˜i) depends explicitly on the background
and macroscopic time t, through the ensemble function f˜(p, p′, t) in (4.63). This is a consequence of the causality
of the theory, as we would expect from the spectral decomposition (2.22) of the retarded and advanced propagators
∆0R(A)(x, y) in terms of the canonical commutation relation (2.14). Notice that the complex phase factor e
i(p0 − p′0)t˜f
has only appeared in the Hadamard propagator (4.65b) and so it does not spoil causality. Beyond the tree level,
the background contributions are expected to modify the structure of the Pauli–Jordan and causal propagators,
according to our discussion of the Ka¨lle´n–Lehmann spectral representation in Section II. The full complement of
non-homogeneous free propagators is listed in Table II.
For the most general non-Gaussian density operator, we must account for all n-linear EEVs of creation and anni-
hilation operators. We will then obtain n-point thermally-corrected vertex functions, given by
Γn(p1, p2, · · · , pn, t˜f ; t˜i) ≡ 〈Φ(p1; t˜i)Φ(p2; t˜i) · · ·Φ(pn; t˜i)〉t
=
( n∏
i= 1
2pi|2p0i |1/2δ(p2i −M2)eip
0
i t˜f
)
f˜n(p1, p2, · · · , pn, t) , (4.66)
where the interaction-picture field operator Φ(p; t˜i) is defined in (2.12). The n-point ensemble function
f˜n(p1, p2, · · · , pn, t) generalizes (4.63). In the remainder of this article, we will work only with Gaussian density
operators, as discussed in Section IV A, for which all but W11(k : k
′) in (4.50) are zero.
It would be interesting to establish a connection between these canonically derived non-homogeneous free propaga-
tors and those derived by the path-integral representation of the CTP generating functional Z. This will be achieved
through the bi-local source Kab via the tree-level Schwinger–Dyson equation in (4.30). The role of the bi-local source
Kab will be illustrated further, when discussing the thermodynamic equilibrium limit in Section V.
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p p′
a b
FIG. 3: The Feynman–diagrammatic interpretation of the non-homogeneous free CTP propagator i∆0, ab(p, p′, t˜f ; t˜i)
for the real scalar Φ, where the double line represents momentum-violating coupling to the thermal background
through the bi-local source Kab(p, p
′, t˜f ; t˜i).
We proceed by replacing the exponent of the CTP generating functional Z in (4.10) by its double momentum
representation. Subsequently, we may complete the square in this exponent by making the following shift in the field:
Φa(p) = Φ′a(p) − ∆̂0, ab(p)Jb(−p) , (4.67)
where ∆̂0, ab(p) is the free vacuum CTP propagator in (3.47) in which the ensemble function f˜ of (4.61) is set to zero.
Notice that the normal-ordered contribution does not appear in ∆̂0, ab(p), as it is sourced from the bi-local term Kab.
Upon substitution of (4.67) into the momentum representation of (4.10), the CTP generating functional Z takes on
the form
Z[J,K, t] = Z0[0,K, t] exp
{
iSint
[
1
i
δ
δJa
, t
]}∫
[dΦ′a] exp
{
− i
2
∫∫
d4p
(2pi)4
d4p′
(2pi)4[
Ja(p)∆̂0, ca (p)Kcb(p, p
′, t)Φ′b(−p′) + Φ′a(p)Kac(p, p′, t)∆̂0, cb(p′)Jb(−p′)
+ Ja(p)
(
∆̂0ab(p)(2pi)
4δ(4)(p − p′) − ∆̂0, ca (p)Kcd(p, p′, t)∆̂0, db(p′)
)
Jb(−p′)
]}
. (4.68)
For the Lagrangian in (2.1), the cubic self-interaction part (−gΦ3) of the action may be written down explicitly as
−ig
3!
∫∫∫
d4p1
(2pi)4
d4p2
(2pi)4
d4p3
(2pi)4
ηabc(2pi)
4δ
(4)
t (p1 + p2 + p3)
1
i
δ
δJa(p1)
1
i
δ
δJb(p2)
1
i
δ
δJc(p3)
⊂ iSint
[
1
i
δ
δJa
, t
]
. (4.69)
Hence, in the three-point vertex, the usual energy-conserving delta function has been replaced by δt, defined in (3.53),
as a result of the systematic inclusion of finite-time effects. This time-dependent modification of the Feynman rules
is fundamental to our perturbative approach to non-equilibrium thermal field theory and will be discussed further in
Section IX in the context of a simple scalar model.
In (4.68), the remaining terms linear in the external source J yield contributions to the free propagator proportional
to K2 upon double functional differentiation with respect to J . As we shall see in Section V, these contributions may
be neglected. Employing (3.28), we find that the non-homogeneous free CTP propagator ∆0, ab(p, p′, t˜f ; t˜i) may be
expressed in terms of the free vacuum CTP propagator ∆̂0, ab(p) and the bi-local source Kab(p, p
′, t˜f ; t˜i) as follows:
i∆0, ab(p, p′, t˜f ; t˜i) = i∆̂0, ab(p)(2pi)4δ(4)(p − p′) + i∆̂0, ac(p)iKcd(p, p′, t˜f ; t˜i)i∆̂0, db(p′) , (4.70)
where
Kab(p, p
′, t˜f ; t˜i) = ei(p0 − p
′
0)t˜f Kab(p,p
′, t) . (4.71)
The form of the free CTP propagator ∆0, ab(p, p′, t˜f ; t˜i) in (4.70) is consistent with a perturbative inversion of (4.30) to
leading order in the bi-local source Kab. It is also consistent with the canonically derived form of the non-homogeneous
free propagators in (4.61).
The result in (4.70) may be interpreted diagrammatically, where the non-homogeneous free CTP propagator
i∆0, ab(p, p′, t˜f ; t˜i) for the real scalar Φ is associated with the Feynman diagram displayed in Figure 3. The bi-
local source Kab(p, p
′, t˜f ; t˜i) plays the role of a three-momentum-violating vertex that gives rise to the violation of
translational invariance, thus encoding the spatial inhomogeneity of the background.
V. THE THERMODYNAMIC EQUILIBRIUM LIMIT
In this section, we derive the analytical forms of the free and resummed CTP propagators in the limit of thermal
equilibrium. The results of this section are of particular importance for the discussion of pinch singularities in
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Section VIII. We also show the connection between the equilibrium Bose–Einstein distribution function and the
bi-local source Kab introduced in Section IV C.
In the limit of thermal equilibrium, the density operator ρ is diagonal in particle number, so all amplitudes except
W11 vanish in (4.50). In this limit, the general density operator ρ, given explicitly in (D1), reduces to the series
ρ = |0〉〈0| +
∫∫
dΠk1 dΠk′1
(
(2pi)32E(k1)δ
(3)(k1 − k′1) − W11(k1 : k′1)
+
1
2
∫
dΠq1 W11(k1 : q1)W11(q1 : k
′
1) + · · ·
)
|k1〉〈k′1|
+
1
2
∫
· · ·
∫
dΠk1 dΠk2 dΠk′1 dΠk′2
(
(2pi)32E(k1)δ
(3)(k1 − k′1) − W11(k1 : k′1)
+
1
2
∫
dΠq1 W11(k1 : q1)W11(q1 : k
′
1) + · · ·
)(
(2pi)32E(k2)δ
(3)(k2 − k′2)
− W11(k2 : k′2) +
1
2
∫
dΠq2 W11(k2 : q2)W11(q2 : k
′
2) + · · ·
)
|k1,k2〉〈k′1,k′2| + · · · , (5.1)
where the time arguments in the multi-mode Fock states have been omitted for notational convenience. In the
equilibrium limit, the statistical distribution function g(p,p′, t) is trivially zero. Instead, f(p,p′, t) is calculated
from (4.53) and takes the form of the series
2E(p,p′)f(p,p′, t) = (2pi)32E(p)δ(3)(p − p′) − W11(p : p′) + 1
2
∫
dΠq W11(p : q)W11(q : p
′) + · · ·
+
∫
dΠq
(
(2pi)32E(p)δ(3)(p − q) − W11(p : q) + · · ·
)
×
(
(2pi)32E(q)δ(3)(q − p′) − W11(q : p′) + · · ·
)
+ · · · , (5.2)
where disconnected parts have been canceled order-by-order in the expansion by the normalization Tr ρ in (4.3). The
factor E(p,p′) is defined in (4.54).
The equilibrium density operator ρeq must also be diagonal in the momenta and is thus obtained by making the
replacement:
W11(k : k
′) → βE(k)(2pi)32E(k)δ(3)(k − k′) (5.3)
in (5.1), where β = 1/T is the inverse thermodynamic temperature. In detail, we find
ρeq = |0〉〈0| +
∞∑
n=1
1
n!
∫
· · ·
∫ n∏
i=1
(
dΠki fβ(ki)
) n⊗
i=1
|ki〉
n⊗
i=1
〈ki| , (5.4)
where the amplitudes are the Boltzmann distributions fβ(k) = e
−βE(k) [cf. (5.7)]. This last expression of ρeq can be
shown to be fully equivalent to the Gaussian form
ρeq = exp
(
− β
∫
dΠkE(k)a
†(k)a(k)
)
, (5.5)
which corresponds to the standard Boltzmann density operator
ρeq = e
−βH0 , (5.6)
where H0 is the free part of the interaction-picture Hamiltonian. Note that our convention for the normalization of
the density operator ρ, including ρeq, is chosen so that the canonical partition function Z(β) = Tr e−βH0 appears
explicitly in the definition of the EEV in (4.3).
We may now substitute the limit (5.3) into the series expansion of the statistical distribution function f in (5.2).
Using the identities of summation
∞∑
n=0
(−x)n
n!
= e−x ,
∞∑
n=1
xn =
x
1− x , (5.7)
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we find the following correspondence in the equilibrium limit:
f(p,p′, t) −→
eq.
feq(p,p
′) = (2pi)3δ(3)(p − p′)fB
(
E(p)
)
, (5.8a)
g(p,p′, t) −→
eq.
geq(p,p
′) = 0 , (5.8b)
where
fB(p0) =
1
eβp0 − 1 (5.9)
is the Bose–Einstein distribution function. The equilibrium statistical distribution functions in (5.8) depend only on
the magnitude of the three-momentum p via the on-shell energy E(p). This is a consequence of the homogeneity and
isotropy implied by thermodynamic equilibrium. Moreover, the multiplying factor δ(3)(p − p′) on the RHS of (5.8)
necessarily restores translational and rotational invariance.
It is well-known that the pinch singularities present in perturbative expansions cancel in the equilibrium limit [28]
(see Section VIII) and we can safely take the limit t → ∞ throughout the CTP generating functional, as we should
expect for a system with static macroscopic properties. Working then in the single momentum representation, we
obtain from (3.45) and (3.46) the free equilibrium CTP propagators
i∆0F(p) =
(
i∆0D(p)
)∗
= i
(
p2 − M2 + iε
)−1
+ 2pifB(|p0|)δ(p2 − M2) , (5.10a)
i∆0>(p) = 2pi
(
θ(p0) + fB(|p0|)
)
δ(p2 − M2) ≡ 2piε(p0)
(
1 + fB(p0)
)
δ(p2 − M2) , (5.10b)
i∆0<(p) = 2pi
(
θ(−p0) + fB(|p0|)
)
δ(p2 −M2) ≡ 2piε(p0)fB(p0)δ(p2 − M2) . (5.10c)
The form of the Wightman propagators written in terms of the signum function ε(p0) prove very useful in the
calculation of loop diagrams, as detailed in Appendix B.
Returning to the free CTP generating functional Z in (4.68), it follows from the results above that in equilibrium
the bi-local source Kab(p, p
′, t˜f ; t˜i) must be proportional to a four-dimensional delta function of the momenta, i.e.
Kab(p, p
′, t˜f ; t˜i) −→
eq.
Keqab(p, p
′) = (2pi)4δ(4)(p − p′)Keqab(p) . (5.11)
In addition, Keqab(p) must satisfy
∆̂0, ac(p)Keqcd (p)∆̂
0, db(p) = 2pii δ(p2 − M2)fB
(
E(p)
)[1 1
1 1
]
. (5.12)
Solving the resulting system of equations, keeping terms to leading order in , and noting that Keqab(p) should be
written in terms of the three-momentum only, we find
Keqab(p) = 2ifB
(
E(p)
)[ 1 −1
−1 1
]
. (5.13)
By virtue of the limit representation of the delta function
δ(x) = lim
→ 0
1
pi

x2 + 2
, (5.14)
we can verify that we do indeed recover (5.12) and the correct free CTP propagator by means of (4.70). We also
confirm that the terms linear in J remaining in (4.68) may safely be ignored, since they yield contributions to the
free propagator proportional to K2 ∼ 2 upon double functional differentiation with respect to J .
Alternatively, interpreting the Boltzmann density operator in (5.6) as an evolution operator in negative imaginary
time and using the cyclicity of the trace in the EEV, we derive the Kubo–Martin–Schwinger (KMS) relation (see for
instance [97])
∆>(x
0 − y0,x− y) = ∆<(x0 − y0 + iβ,x− y) . (5.15)
In the momentum representation, the KMS relation reads:
∆>(p) = e
βp0∆<(p) , (5.16)
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which offers the final constraint on f˜(p) in (3.46):
f˜(p) = θ(p0)fB(p0) + θ(−p0)fB(−p0) = fB(|p0|) . (5.17)
Furthermore, the KMS relation also leads to the fluctuation-dissipation theorem
∆1(p) =
(
1 + 2fB(p0)
)
∆(p) , (5.18)
relating the causality and unitarity relations in (2.24) and (2.28). Subsequently, by means of the KMS relation, we
may write all propagators in terms of the retarded propagator ∆R(p):
Re ∆F(p) = Re ∆R(p) , (5.19a)
Im ∆F(p) = ε(p0)
(
1 + 2fB(|p0|)
)
Im ∆R(p) , (5.19b)
∆>(p) = 2iε(p0)
(
θ(p0) + fB(|p0|)
)
Im ∆R(p) , (5.19c)
∆<(p) = 2iε(p0)
(
θ(−p0) + fB(|p0|)
)
Im ∆R(p) . (5.19d)
In the homogeneous equilibrium limit of the Schwinger–Dyson equation in (4.29), the inverse resummed CTP
propagator is given by
∆−1ab (p) = ∆
0,−1
ab (p) + Πab(p) . (5.20)
In the absence of self-energy effects, the free equilibrium CTP propagator is obtained by inverting the equilbrium
limit of (4.30):
D0,−1ab (p) = ∆
0,−1
ab (p) + K
eq
ab(p) . (5.21)
Knowing that Keqab ∼  from (5.13), the inversion of (5.21) can be done perturbatively to leading order in Keqab(p), in
which case the expression (4.70) gets reproduced. Beyond the tree-level, however, the contribution from the bi-local
source Keqab(p) may be neglected next to the self-energy term Πab(p) and the inverse resummed CTP propagator is
explicitly given by
∆−1ab (p) =
[
p2 − M2 + Π(p) −Π<(p)
−Π>(p) −p2 + M2 − Π∗(p)
]
. (5.22)
In this equilibrium limit, (5.22) may be inverted exactly, yielding the equilibrium resummed CTP propagator
∆ab(p) =
[ (
p2 − M2 + Re ΠR(p)
)2
+
(
Im ΠR(p)
)2 ]−1 [p2 − M2 + Π∗(p) −Π<(p)
−Π>(p) −p2 + M2 − Π(p)
]
. (5.23)
The results obtained above in (5.23) may only be compared with existing resummations, see for instance [98, 99], in
the thermodynamic equilibrium limit, as we have discussed in Sections IV A and IV B.
In this single momentum representation, the self-energies satisfy the unitarity and causality relations
Π1(p) = Π>(p) + Π<(p) = Π(p) − Π∗(p) = 2iIm Π(p) , (5.24a)
2iMΓ(p) = Π>(p) − Π<(p) = ΠR(p) − ΠA(p) = 2iIm ΠR(p) , (5.24b)
where Γ(p) is the Breit–Wigner width, relating the absorptive part of the retarded self-energy ΠR(p) to physical
reaction rates [100, 101]. Notice that the KMS relation (5.15) leads also to the detailed balance condition
Π>(p) = e
βp0 Π<(p) . (5.25)
Given the relations in (5.24), we find, in compliance with (5.19), an analogous set of relations for the elements of the
CTP self-energy:
Re Π(p) = Re ΠR(p) , (5.26a)
Im Π(p) = ε(p0)
(
1 + 2fB(|p0|)
)
Im ΠR(p) , (5.26b)
Π>(p) = 2iε(p0)
(
θ(p0) + fB(|p0|)
)
Im ΠR(p) , (5.26c)
Π<(p) = 2iε(p0)
(
θ(−p0) + fB(|p0|)
)
Im ΠR(p) . (5.26d)
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Ignoring the dispersive parts of the self-energy, we expect to recover the free CTP propagators given in (5.10) in
the limit Im Π(p) →  = 0+. This limit is equivalent to
Im ΠR(p) → R ≡ ε(p0)  . (5.27)
Expressing the equilibrium resummed CTP propagator in (5.23) in terms of the retarded absorptive self-energy
Im ΠR(p), we can convince ourselves that we do indeed reproduce the free equilibrium CTP propagators (5.10) in the
limit (5.27).
In Appendix B, we discuss the correspondence of the results of this section with the Imaginary Time Formalsim
(ITF), clarifying the analytic continuation of the imaginary-time propagator and self-energy.
VI. THE PARTICLE NUMBER DENSITY
It is important to establish a direct connection between off-shell Green’s functions and physical observables. Such
observables include the particle number density for which various interpretations have been reported in the litera-
ture [55–59, 62, 64, 65, 67–70]. In this section, we derive a physically meaningful definition of the particle number
density in terms of the resummed CTP propagators.
In order to count off-shell contributions systematically, we suggest to ‘measure’ the particle number density in
terms of charges, rather than by quanta of energy. The latter approach would necessitate the use of a quasi-particle
approximation to identify ‘single-particle’ energies, which we do not follow here. Instead, we analytically continue the
real scalar field to a pair of complex scalar fields (Φ, Φ†). We may then introduce the Noether charge Q(x0; t˜i) of the
global U(1) symmetry for the Heisenberg-picture field ΦH(x; t˜i) operator:
Q(x0; t˜i) = i
∫
d3x
(
Φ†H(x; t˜i)pi
†
H(x; t˜i) − piH(x; t˜i)ΦH(x; t˜i)
)
. (6.1)
Here, piH(x; t˜i) = ∂x0Φ
†
H(x; t˜i) is the conjugate momentum operator and we include all time dependencies explicitly
for clarity. In the absence of derivative interactions, the Noether charge depends only on the quadratic form of the
kinetic term in the Lagrangian. Hence, this analytic continuation may be employed even for real scalar theories with
interaction terms that break the Z2 symmetry. Up to the infinite T = 0 vacuum contribution, the EEV of the operator
Q(x0; t˜i) in (6.1) is zero on analytically continuing back to the original real scalar field Φ, since the identical particle
and anti-particle contributions cancel. Therefore, we need to devise a method by which to separate the particle from
the anti-particle degrees of freedom in the EEV of (6.1).
We note that the Noether charge of the local U(1) symmetry of the complex scalar theory is gauge-dependent
and therefore unphysical. The physical conserved matter charge remains that of the global U(1) symmetry and is
recovered in the temporal gauge A0 = 0. In this case, the conserved charge in (6.1) would be written in terms of the
fields and their time derivatives and not the conjugate momenta of the full Lagrangian.
For the general case of a spatially and temporally inhomogeneous background, we need to generalize the Noether
charge operator Q(x0; t˜i) by writing it in terms of a charge density operator Q(p,X, X0; t˜i) as
Q(X0; t˜i) =
∫
d3X
∫
d3p
(2pi)3
Q(p,X, X0; t˜i) . (6.2)
In the above, the three-momentum p is conjugate to the spatial part of the relative space-time coordinate Rµ = xµ−yµ
and Xµ = (X0,X) = (xµ + yµ)/2 is the central space-time coordinate [cf. (3.2)]. To this end, we proceed by
inserting into (6.1) unity in the following form:
1 =
∫
d4y δ(4)(x − y) =
∫
d4y
∫
d3p
(2pi)3
e−ip·(x− y)δ(x0 − y0) . (6.3)
Observe that in what follows, x0 = y0 = X0 thanks to δ(x0 − y0). Subsequently, symmetrizing the integrand in x
and y, we may write the charge operator as
Q(X0; t˜i) = i
2
∫
d3x
∫
d4y
∫
d3p
(2pi)3
e−ip·(x− y)δ(x0 − y0)
(
Φ†H(y; t˜i)pi
†
H(x; t˜i)− piH(y; t˜i)ΦH(x; t˜i) + (x ↔ y)
)
. (6.4)
In terms of the central and relative coordinates, Xµ and Rµ, the charge density operator Q(p,X, X0; t˜i) may be
appropriately identified from (6.4) as
Q(p,X, X0; t˜i) = i
2
∫
d4R e−ip·R δ(R0)
(
Φ†H(X− R2 ; t˜i)pi†H(X+ R2 ; t˜i) − piH(X− R2 ; t˜i)ΦH(X+ R2 ; t˜i) + (R ↔ −R)
)
.
(6.5)
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Substituting for the definitions of the conjugate-momentum operators piH and pi
†
H, we may rewrite Q(p,X, X0; t˜i) in
the following form:
Q(p,X, X0; t˜i) = i
∫
d4R e−ip·R δ(R0)∂R0
(
Φ†H(X − R2 ; t˜i)ΦH(X + R2 ; t˜i) − Φ†H(X + R2 ; t˜i)ΦH(X − R2 ; t˜i)
)
. (6.6)
The EEV ofQ(p,X, X0; t˜i) at the macroscopic time t is then obtained by taking the trace with the density operator ρ
as given in (4.3) in the equal-time limit X0 = t˜f . We have seen in Section III that the equal-time limit is necessary
to ensure that the observable charge density is picture independent and that the number of independent coordinates
is reduced to seven as required. Thus, we have
〈Q(p,X, t˜f ; t˜i)〉t = lim
X0→ t˜f
i
∫
d4R e−ip·R δ(R0)∂R0
(
i∆<(R,X, t˜f ; t˜i) − i∆<(−R,X, t˜f ; t˜i)
)
, (6.7)
where we use the notation
i∆<(R,X, t˜f ; t˜i) = 〈Φ†H(X − R2 ; t˜i)ΦH(X + R2 ; t˜i)〉t (6.8)
for the resummed CTP Wightman propagator.
Let us comment on the two terms i∆<(R,X, t˜f ; t˜i) and i∆<(−R,X, t˜f ; t˜i) that occur on the RHS of (6.7). The
first term i∆<(R,X, t˜f ; t˜i) comprises ensemble positive-frequency particle modes and ensemble plus vacuum negative-
frequency anti-particle modes. The second one i∆<(−R,X, t˜f ; t˜i) comprises ensemble plus vacuum positive-frequency
anti-particle modes and ensemble negative-frequency particle modes. Hence, we may extract the number density of
particles by taking the sum of the positive-frequency contribution from i∆<(R,X, t˜f ; t˜i) and the negative-frequency
contribution from i∆<(−R,X, t˜f ; t˜i).
We separate the positive- and negative-frequency parts of (6.7) by decomposing the equal-time delta function δ(R0)
via the limit representation
δ(R0) =
i
2pi
(
1
R0 + i
− 1
R0 − i
)
, (6.9)
with  = 0+. Thus, a physically meaningful definition of the number density of particles at the macroscopic time t is
given by
n(p,X, t˜f ; t˜i) = − lim
X0→ t˜f
∫
d3R e−ip·R
∫
dR0
2pi
(
1
R0 + i
∂R0i∆<(R,X, t˜f ; t˜i) +
1
R0 − i ∂R0i∆<(−R,X, t˜f ; t˜i)
)
.
(6.10)
Using time translational invariance of the CTP contour, this observable may be recast in terms of the Wigner transform
of the Wightman propagators as
n(p,X, t) ≡ n(p,X, t; 0) = lim
X0→ t
∫
dp0
2pi
p0
(
θ(p0)i∆<(p,X, t; 0) − θ(−p0)i∆<(−p,X, t; 0)
)
. (6.11)
Note that the number density of anti-particles nC(p,X, t) is obtained by C-conjugating the two negative-frequency
Wightman propagators in (6.11). Useful relations between correlation functions and their C-conjugated counterparts
are given in Appendices A and C.
We reiterate from (4.56) that the n(p,X, t) d3pd3X is interpreted as the number of particles at macroscopic time
t in the volume of phase space between p and p + dp and X and X + dX. The particle number per unit volume is
obtained by integrating over all momentum modes, i.e.
n(X, t) =
∫
d3p
(2pi)3
n(p,X, t) , (6.12)
and finally the total particle number, by integrating over all space, i.e.
N(t) =
∫
d3X n(X, t) . (6.13)
By inserting the inverse Wigner transform
i∆<(p,X, t; 0) =
∫
d4P
(2pi)4
e−iP ·X i∆<(p+ P2 , p− P2 , t; 0) , (6.14)
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into (6.11), the particle number per unit volume n(X, t) may be expressed in terms of the double momentum rep-
resentation of the Wightman propagators via (6.12). After making the coordinate transformation p → − p in the
negative-frequency contribution, we then obtain
n(X, t) = lim
X0→ t
2
∫∫
d4p
(2pi)4
d4P
(2pi)4
e−iP ·X θ(p0)p0i∆<(p+ P2 , p− P2 , t; 0) , (6.15)
The particle number per unit volume n(X, t) in (6.15) is related to the statistical distribution function f , through
n(X, t) =
∫
d3p
(2pi)3
∫
d3P
(2pi)3
eiP·X f(p+ P2 ,p− P2 , t) , (6.16)
cf. (4.56). Here, we must emphasize that (6.16) is understood in the Heisenberg picture. Working instead in the
interaction picture, (6.15) and (6.16) define the statistical distribution function at a given order in perturbation
theory. Explicitly, the n-loop statistical distribution function is defined in terms of the n-loop negative-frequency
Wightman propagator via
f (n)(p+ P2 ,p− P2 , t) = limX0→ t 2
∫∫
dp0
2pi
dP0
2pi
e−iP0X0 θ(p0)p0i∆
(n)
< (p+
P
2 , p− P2 , t; 0) . (6.17)
It is instructive to check that our definitions for the number density lead to the expected results for the free and
quasi-particle equilibrium cases. Substituting the free equilibrium Wightman propagator (5.10c) of the real scalar
field into (6.11), we obtain
n0eq(p,X, t) = fB
(
E(p)
)
, (6.18)
exactly as we would expect for the number density of spectrally-free particles in thermodynamic equilibrium. Inserting
instead the resummed equilibrium Wightman propagator given in (5.23) in the narrow width limit, we get
nqp(p,X, t) = fB
(E(p)) , (6.19)
where E(p) is the solution to the gap equation,
E2(p) = p2 + M2 − Re ΠR(E(p) + i,p) , (6.20)
and nqp(p,X, t) then represents the number density of quasi-particles.
VII. MASTER TIME EVOLUTION EQUATIONS FOR PARTICLE NUMBER DENSITIES
Having established a direct relationship between the non-homogeneous CTP propagators and the particle number
density in Section VI, we are now in a position to derive in this section master time evolution equations for the
particle number density n(X, t) and the statistical distribution function f(p,p′, t). This is achieved in analogy to
the derivation of the well-known Kadanoff–Baym equations [77, 78] by partially inverting the CTP Schwinger–Dyson
equation obtained in Section IV A. Our approach, however, differs significantly from other methods in that we do
not rely on a truncation of a gradient expansion of the resulting expressions. More details of the gradient expansion
can be found in Section IV B and Appendix E. In the next section, we will employ a loopwise truncation of the time
evolution equations in terms of non-homogeneous free CTP propagators. As we will see, these dynamical equations
are nonetheless resummed to all orders in a gradient expansion.
We begin our derivation of the time evolution equations with the double momentum representation of the
Schwinger–Dyson equation in (4.32). We convolute (4.32) consecutively from the right with the weight function
(2pi)4δ
(4)
t (q1 − q2) defined in (3.52) and then with the resummed CTP propagator ∆ab(q2, p2, t˜f ; t˜i). By making use
of the inverse relation (3.51), we obtain the following expression:∫∫
d4q1
(2pi)4
d4q2
(2pi)4
∆0,−1ac (p1, q1)(2pi)
4δ
(4)
t (q1 − q2)∆cb(q2, p2, t˜f ; t˜i)
= ηab(2pi)
4δ
(4)
t (p1 − p2) −
∫∫
d4q1
(2pi)4
d4q2
(2pi)4
Πac(p1, q1, t˜f ; t˜i)(2pi)
4δ
(4)
t (q1 − q2)∆cb(q2, p2, t˜f ; t˜i) , (7.1)
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where the contribution of the bi-local source Kab is neglected next to the self-energies. It is essential to remark that
the LHS of (7.1) has the following coordinate-space representation:∫
Ωt
d4z ∆0,−1ab (x, z)∆
b
c(z, y, t˜f ; t˜i) . (7.2)
Substituting for the free inverse CTP propagator ∆0,−1ab (x, y) given in (3.24), we may then confirm via (7.2) that
evaluating the q1 and q2 integrals on the LHS of (7.1) yields∫∫
d4q1
(2pi)4
d4q2
(2pi)4
∆0,−1ac (p1, q1)(2pi)
4δ
(4)
t (q1 − q2)∆cb(q2, p2, t˜f ; t˜i) =
(
p21 − M2
)
∆ab(p1, p2, t˜f ; t˜i) . (7.3)
Recalling that the self-energy Πab(p, p
′, t˜f ; t˜i) contains δ
(4)
t (p − p′) functions in the vertices, we may perform the
q1 integral on the RHS of (7.1) by making use of (3.55). Consequently, (7.1) may be written down in the following
concise form:(
p21 − M2
)
∆ab(p1, p2, t˜f ; t˜i) = ηab(2pi)
4δ
(4)
t (p1 − p2) −
∫
d4q
(2pi)4
Πac(p1, q, t˜f ; t˜i)∆
c
b(q, p2, t˜f ; t˜i) . (7.4)
At this point, it is essential to remark that, in any loopwise truncation of (7.4), the external propagator
∆ab(p, p
′, t˜f ; t˜i), appearing on both the left- and right-hand sides, must be evaluated at the same order. This
constraint ensures that the delta function on the RHS of (7.4) is present order-by-order in such an expansion and
that the convolution in (7.1) remains self-consistent.
With the definition of the particle number per unit volume n(X, t) from (6.12) in mind, we equate the element
(a, b) = (1, 2) of each side of (7.4) to extract the interacting Klein–Gordon equation of the negative-frequency
resummed Wightman propagator:(
p21 − M2
)
∆<(p1, p2, t˜f ; t˜i) = −
∫
d4q
(2pi)4
(
Π(p1, q, t˜f ; t˜i)∆<(q, p2, t˜f ; t˜i) − Π<(p1, q, t˜f ; t˜i)∆D(q, p2, t˜f ; t˜i)
)
. (7.5)
Using the decomposition of ∆D(p, p
′, t˜f ; t˜i) from (A6e) and an analogous identity for Π(p, p′, t˜f ; t˜i), we may rewrite
(7.5) as(
p21 − M2
)
∆<(p1, p2, t˜f ; t˜i) +
∫
d4q
(2pi)4
ΠP(p1, q, t˜f ; t˜i)∆<(q, p2, t˜f ; t˜i)
= −1
2
∫
d4q
(2pi)4
[
Π>(p1, q, t˜f ; t˜i)∆<(q, p2, t˜f ; t˜i) − Π<(p1, q, t˜f ; t˜i)
(
∆>(q, p2, t˜f ; t˜i) − 2∆P(q, p2, t˜f ; t˜i)
) ]
,
(7.6)
where the subscript P denotes principal-part evaluation of the functions given in (2.29) and (4.27b).
Introducing the central and relative momenta, p = (p1 + p2)/2 and P = p1 − p2, respectively, we write (7.6) in
the following form:[ (
p0 +
P0
2
)2 − E2(p + P2 ) ]∆<(p+ P2 , p− P2 , t˜f ; t˜i) + F (p+ P2 , p− P2 , t˜f ; t˜i) = C (p+ P2 , p− P2 , t˜f ; t˜i) , (7.7)
where we have defined
F (p+ P2 , p− P2 , t˜f ; t˜i) ≡ −
∫
d4q
(2pi)4
iΠP(p+ P2 , q, t˜f ; t˜i) i∆<(q, p− P2 , t˜f ; t˜i), (7.8a)
C (p+ P2 , p− P2 , t˜f ; t˜i) ≡
1
2
∫
d4q
(2pi)4
[
iΠ>(p+
P
2 , q, t˜f ; t˜i) i∆<(q, p− P2 , t˜f ; t˜i)
− iΠ<(p+ P2 , q, t˜f ; t˜i)
(
i∆>(q, p− P2 , t˜f ; t˜i) − 2i∆P(q, p− P2 , t˜f ; t˜i)
) ]
. (7.8b)
With the aim of finding a master time evolution equation for the particle number density n(X, t) in (6.12), we
integrate both sides of (7.7) with the measure∫∫
d4p
(2pi)4
d4P
(2pi)4
e−iP ·X θ(p0) . (7.9)
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Explicitly, this gives∫∫
d4p
(2pi)4
d4P
(2pi)4
e−iP ·X θ(p0)
[ (
p0 +
P0
2
)2 − E2(p+ P2 ) ]∆<(p+ P2 , p− P2 , t˜f ; t˜i)
+
∫∫
d4p
(2pi)4
d4P
(2pi)4
e−iP ·X θ(p0)F (p+ P2 , p− P2 , t˜f ; t˜i) =
∫∫
d4p
(2pi)4
d4P
(2pi)4
e−iP ·X θ(p0)C (p+ P2 , p− P2 , t˜f ; t˜i) .
(7.10)
Adding to (7.10) the complex conjugate of the same expression with P → −P and using the identities in (A4), we
may extract the terms proportional to p · P on the LHS of (7.10). In this way, we obtain
2
∫∫
d4p
(2pi)4
d4P
(2pi)4
e−iP ·X θ(p0) p · P ∆<(p+ P2 , p− P2 , t˜f ; t˜i)
+
∫∫
d4p
(2pi)4
d4P
(2pi)4
e−iP ·X θ(p0)
(
F (p+ P2 , p− P2 , t˜f ; t˜i) + F ∗(p− P2 , p+ P2 , t˜f ; t˜i)
)
=
∫∫
d4p
(2pi)4
d4P
(2pi)4
e−iP ·X θ(p0)
(
C (p+ P2 , p− P2 , t˜f ; t˜i) + C ∗(p− P2 , p+ P2 , t˜f ; t˜i)
)
. (7.11)
The first term on the LHS of (7.11) may be rewritten as
2
∫∫
d4p
(2pi)4
d4P
(2pi)4
θ(p0)
(
ip0∂X0 − p ·P
)
e−iP ·X ∆<(p+ P2 , p− P2 , t˜f ; t˜i) . (7.12)
Using time translational invariance of the CTP contour and taking the limit X0 → t in (7.12), we recognize that
the derivative term with respect to t is precisely the time derivative of the particle number density n(X, t) in (6.12).
Hence, from (7.11) and (7.12), we arrive at our master time evolution equation for n(X, t):
∂tn(X, t) − 2
∫∫
d4p
(2pi)4
d4P
(2pi)4
e−iP ·X p ·P θ(p0)∆<(p+ P2 , p− P2 , t; 0)
+
∫∫
d4p
(2pi)4
d4P
(2pi)4
e−iP ·X θ(p0)
(
F (p+ P2 , p− P2 , t; 0) + F ∗(p− P2 , p+ P2 , t; 0)
)
=
∫∫
d4p
(2pi)4
d4P
(2pi)4
e−iP ·Xθ(p0)
(
C (p+ P2 , p− P2 , t; 0) + C ∗(p− P2 , p+ P2 , t; 0)
)
, (7.13)
with X0 = t, where F and C are defined in (7.8a) and (7.8b). Comparing with the full non-truncated form of the
Kadanoff–Baym kinetic equation in (E4b), the series of nested Poisson brackets in (E4b) has been replaced by a single
convolution integral over the central momentum P in (7.13).
In addition to the master time evolution equation for the particle number density n(X, t) in (7.13), we may respec-
tively find a time evolution equation for the statistical distribution function f(p + P2 ,p − P2 , t). Specifically, given
the relation (6.16) and the differential equation (7.13), the following time evolution equation may be derived for the
resummed statistical distribution function f :
∂tf(p+
P
2 ,p− P2 , t) − 2
∫∫
dp0
2pi
dP0
2pi
e−iP0t p ·P θ(p0)∆<(p+ P2 , p− P2 , t; 0)
+
∫∫
dp0
2pi
dP0
2pi
e−iP0t θ(p0)
(
F (p+ P2 , p− P2 , t; 0) + F ∗(p− P2 , p+ P2 , t; 0)
)
=
∫∫
dp0
2pi
dP0
2pi
e−iP0t θ(p0)
(
C (p+ P2 , p− P2 , t; 0) + C ∗(p− P2 , p+ P2 , t; 0)
)
. (7.14)
It is important to stress here that (7.14) provides a self-consistent time evolution equation for f valid to all orders in
perturbation theory and to all orders in gradient expansion.
We note that a physical interpretation may be attributed to the different terms contributing to (7.14). Specifically,
all terms on the LHS of (7.14) may be associated with the total derivative in the phase space (X, p), appearing in
the classical Boltzmann transport equation [102]:
Dt = ∂t + v · ∇X + F · ∇p , (7.15)
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where v is the average non-relativistic velocity of the particle distribution and F is the force acting on this distribution.
In particular, the F terms on the LHS of (7.14) are the force terms, generated by the potential due to the dispersive
part of the self-energy. On the RHS of (7.14), the C terms represent the collision terms.
It would be interesting to discuss the spatially homogeneous limit of (7.14) at late times. In this case, energy con-
servation holds to a good approximation, so the time-dependent weight functions δt may be replaced by the standard
Dirac delta functions, even in the vertices of the self-energies contained in the force F and collision C terms of (7.14).
Moreover, as a consequence of the assumed spatial homogeneity, all propagators and self-energies, which in general
depend on two momenta p1 and p2, will now be proportional to the four-dimensional delta function (2pi)
4δ(4)(p1 − p2).
Likewise, the statistical distribution function f takes on the form
f(p+ P2 ,p− P2 , t) = (2pi)3δ(3)(P)f(|p|, t) . (7.16)
Because of the above simplifications, one can then work in the single momentum representation, by integrating over
the three-momentum P. Thus, we find the following time evolution equation for f(|p|, t):
∂tf(|p|, t) =
∫
dp0
2pi
θ(p0)
(
iΠ>(p, t)i∆<(p, t) − iΠ<(p, t)i∆>(p, t)
)
, (7.17)
where the purely-imaginary force term F and off-shell effects from ∆P have vanished for Pµ = (0,0). This result
corresponds to the semi-classical Boltzmann transport equation or, equivalently, to the zeroth-order truncation of the
gradient-expanded Kadanoff–Baym kinetic equation in (E5b) with X0 = t.
It is a formidable task to provide an evaluation of (7.14) to all orders in perturbation theory. For this reason, let
us now consider the perturbative loopwise truncation of (7.14). Notice however that this truncation will remain valid
to all orders in a gradient expansion.
As identified immediately below (7.4), in any perturbative loopwise truncation, the external propagators must be
evaluated at the same order. At lowest order, we insert the free propagators of Section IV C for the external legs in
(7.14). By (6.17), the LHS of (7.14) must depend on the tree-level statistical distribution function f0, where we have
written the superscript 0 explicitly for clarity. For the homogeneous limit in (7.17), we would then obtain
∂tf
0(|p|, t) =
∫
dp0
2pi
θ(p0)
(
iΠ>(p, t)i∆
0
<(p, t) − iΠ<(p, t)i∆0>(p, t)
)
. (7.18)
Hereafter, the choice of order of the external legs i∆≷,P in (7.14) is referred to as spectral truncation.
Notice that the external self-energies iΠ≷,P may be truncated independently at a different order to the external
legs i∆≷,P . Inserting a given loop order of external self-energy in (7.14), we restrict the set of processes contributing
to the statistical evolution. The choice of external self-energy is therefore referred to as statistical truncation. As
was the case for the external legs, the set of external self-energies must be truncated to the same order amongst
themselves. This ensures that the master time evolution equations vanish in the equilibrium limit by virtue of the
KMS relation (5.16) and detailed balance condition (5.25).
The origin of these two independent perturbative truncations can be understood by recalling that, in the interaction
picture, the relevant objects of quantum statistical mechanics are EEVs of operators of the form
Tr ρ(t˜f ; t˜i)O(t˜f ; t˜i) . (7.19)
In (7.19), there are two distinct objects: the density operator ρ, describing the background ensemble, and the op-
erator O, corresponding to our chosen observable. The time evolution of ρ is determined by the quantum Liouville
equation (4.1) and O, by the interaction-picture analogue of the Heisenberg equation of motion. In the context of the
master time evolution equations, the perturbative truncation of the former corresponds to the statistical truncation,
restricting the set of processes driving the background evolution. The truncation of the latter corresponds to the
spectral truncation, determining what we have chosen to observe through O. Thus, with the external insertion of free
propagators, (7.14) describes the statistical evolution of the number density of spectrally-free particles, due to a given
set of processes.
Inserting instead one-loop propagators in the external legs, the LHS of (7.14) depends on the one-loop statistical
distribution function f (1) by (6.17). In the homogeneous limit, we then obtain
∂tf
(1)(|p|, t) =
∫
dp0
2pi
θ(p0)
(
iΠ>(p, t)i∆
(1)
< (p, t) − iΠ<(p, t)i∆(1)> (p, t)
)
. (7.20)
The evolution equation now describes the statistical evolution of one-loop spectrally-dressed particles. Again, we are
free to insert any order of self-energy.
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In summary, there are two independent perturbative loopwise truncations of (7.14): (i) the spectral truncation
of the external leg determines what we have chosen to count as a “particle” and (ii) the statistical truncation of
the external self-energy restricts the set of processes contributing to the statistical evolution. In the next section,
we describe this perturbative loopwise expansion explicitly at the one-loop spectral and n-loop statistical level, with
reference to the absence of pinch singularities and the approach to equilibrium at late times.
VIII. PERTURBATIVE ONE-LOOP SPECTRAL EXPANSION WITHOUT PINCH SINGULARITIES
Pinch singularities, or so-called secular terms, normally spoil the perturbative expansion of non-equilibrium Green’s
functions [98, 103–105]. These mathematical pathologies arise from ill-defined products of delta functions with iden-
tical arguments. In this section, we demonstrate explicitly, in contrast to [59, 106], that such pinch singularities do
not occur in our perturbative approach.
The absence of pinch singularities is ensured by (a) the systematic inclusion of finite-time effects, as shown in
Figure 1, and (b) the proper consideration of the dependence upon the time of observation t. The finite-time effects
in (a) result in finite upper and lower bounds on interaction-dependent time integrals, leading to the microscopic
violation of energy conservation. We emphasize that these finite-time effects are not included a priori and that the
removal of pinch singularities is achieved without any ad hoc regularization or obscure resummation. In addition, we
note that our treatment differs from the semi-infinite time domains employed in the existing literature [51, 107]. As a
result of (b), the statistical distribution functions appearing in the non-homogeneous free propagators are evaluated
at the macroscopic time t, as noted in Section IV C. In this case, the role of the Feynman–Dyson series is to dress the
spectral structure of the propagators only. The evolution of the statistical distribution functions is determined by the
master time evolution equations, derived in Section VII.
For early times, the microscopic violation of energy conservation prevents the appearance of pinch singularities.
On the other hand, at infinitely-late times, the system thermalizes and the time-dependent statistical distribution
functions are replaced by the equilibrium Bose–Einstein distributions. In this equilibrium limit, pinch singularities
are known to cancel by virtue of the KMS relation (5.15) [28]. In this section, we demonstrate the absence of pinch
singularities explicitly at the one-loop level. In addition, we illustrate how the perturbative loopwise truncation,
used in our approach, successfully captures the dynamics on all time scales. To this end, we calculate the one-loop
non-equilibrium CTP propagator in the late-time limit.
Proceeding perturbatively, we truncate the Feynman–Dyson series in (4.37) to leading order in the couplings and set
the bi-local source Kab to zero. This corresponds to keeping free CTP propagators ∆
0, ab(p, p′, t˜f ; t˜i) and one-loop CTP
self-energies Π
(1)
ab (p, p
′, t˜f ; t˜i), containing free propagators, on the RHS of (4.37). We then have the one-loop-inserted
CTP propagator
∆(1), ab(p, p′, t˜f ; t˜i) = ∆0, ab(p, p′, t˜f ; t˜i) −
∫∫
d4q
(2pi)4
d4q′
(2pi)4
∆0, ac(p, q, t˜f ; t˜i)Π
(1)
cd (q, q
′, t˜f ; t˜i)∆0, db(q′, p′, t˜f ; t˜i) . (8.1)
It will prove convenient to work in a mixed CTP–Keldysh basis by inserting the transformation outlined in (3.21)
between the external legs and self-energies on the RHS of (8.1). In this mixed CTP–Keldysh basis, we have
∆(1), ab(p, p′, t˜f ; t˜i) = ∆0, ab(p, p′, t˜f ; t˜i)−1
2
∫∫
d4q
(2pi)4
d4q′
(2pi)4
∆0, acret (p, q, t˜f ; t˜i)Π˜
(1)
cd (q, q
′, t˜f ; t˜i)∆
0, db
adv (q
′, p′, t˜f ; t˜i) , (8.2)
where, making use of the relations in (A6),
∆acret(p, q, t˜f ; t˜i) =
[
∆F(p, q, t˜f ; t˜i) ∆<(p, q, t˜f ; t˜i)
∆>(p, q, t˜f ; t˜i) −∆∗F(p, q, t˜f ; t˜i)
][
1 1
−1 1
]
=
[
∆R(p, q, t˜f ; t˜i) ∆R(p, q, t˜f ; t˜i) + 2∆<(p, q, t˜f ; t˜i)
∆R(p, q, t˜f ; t˜i) −∆R(p, q, t˜f ; t˜i) + 2∆>(p, q, t˜f ; t˜i)
]
, (8.3)
and
∆acadv(p, q, t˜f ; t˜i) =
[
1 −1
1 1
][
∆F(p, q, t˜f ; t˜i) ∆<(p, q, t˜f ; t˜i)
∆>(p, q, t˜f ; t˜i) −∆∗F(p, q, t˜f ; t˜i)
]
=
[
∆A(p, q, t˜f ; t˜i) ∆A(p, q, t˜f ; t˜i)
∆A(p, q, t˜f ; t˜i) + 2∆>(p, q, t˜f ; t˜i) −∆A(p, q, t˜f ; t˜i) + 2∆<(p, q, t˜f ; t˜i)
]
. (8.4)
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In the same mixed CTP–Keldysh basis, the one-loop-inserted Feynman ∆
(1)
F (p, p
′, t˜f ; t˜i) and Wightman ∆
(1)
≷ (p, p
′, t˜f ; t˜i)
propagators may be written in the following forms:
∆
(1)
F (p, p
′, t˜f ; t˜i) = ∆0F(p, p
′, t˜f ; t˜i) −
∫∫
d4q
(2pi)4
d4q′
(2pi)4
(
∆0R(p, q)Π
(1)(q, q′, t˜f ; t˜i)∆0A(q
′, p′)
+ ∆0R(p, q)Π
(1)
R (q, q
′, t˜f ; t˜i)∆0>(q
′, p′, t˜f ; t˜i) + ∆0<(p, q, t˜f ; t˜i)Π
(1)
A (q, q
′, t˜f ; t˜i)∆0A(q
′, p′)
)
, (8.5a)
∆
(1)
≷ (p, p
′, t˜f ; t˜i) = ∆0≷(p, p
′, t˜f ; t˜i) −
∫∫
d4q
(2pi)4
d4q′
(2pi)4
(
∆0R(p, q)Π
(1)
≷ (q, q
′, t˜f ; t˜i)∆0A(q
′, p′)
+ ∆0R(p, q)Π
(1)
R (q, q
′, t˜f ; t˜i)∆0≷(q
′, p′, t˜f ; t˜i) + ∆0≷(p, q, t˜f ; t˜i)Π
(1)
A (q, q
′, t˜f ; t˜i)∆0A(q
′, p′)
)
, (8.5b)
where we have used the identities
Π1(p, p
′, t˜f ; t˜i) + ΠR(p, p′, t˜f ; t˜i) + ΠA(p, p′, t˜f ; t˜i) = 2Π(p, p′, t˜f ; t˜i) , (8.6a)
Π1(p, p
′, t˜f ; t˜i) ± ΠR(p, p′, t˜f ; t˜i) ∓ ΠA(p, p′, t˜f ; t˜i) = 2Π≷(p, p′, t˜f ; t˜i) , (8.6b)
which can be derived from relations between the self-energies analogous to those in (A6).
At late times or, equivalently, infinitesimal departures from equilibrium, the free CTP propagator is spatially
homogeneous and may be written as
∆0, ab(p, p′, t˜f ; t˜i) ' ∆0, ab(p, t)(2pi)4δ(4)(p− p′) . (8.7)
In addition, the one-loop self-energy may be written as
Π
(1)
ab (p, p
′, t˜f ; t˜i) ' Π(1)ab (p, t)(2pi)4δ(4)t (p− p′)ei(p0−p
′
0)t˜f . (8.8)
We note that the one-loop CTP self-energy iΠ
(1)
ab (p, p
′, t˜f ; t˜i) is manifestly free of pinch singularities for all times (see
Appendices B and F). Using (8.7) and (8.8), the one-loop expansions in (8.5a) and (8.5b) become
∆
(1)
F (p, p
′, t˜f ; t˜i) = ei(p0−p
′
0)t˜f
[
∆0F(p, t)(2pi)
4δ(4)(p− p′) −
(
∆0R(p)Π
(1)(p, t)∆0A(p
′)
+ ∆0R(p)Π
(1)
R (p, t)∆
0
>(p
′, t) + ∆0<(p, t)Π
(1)
A (p, t)∆
0
A(p
′)
)
(2pi)4δ
(4)
t (p− p′)
]
, (8.9a)
∆
(1)
≷ (p, p
′, t˜f ; t˜i) = ei(p0−p
′
0)t˜f
[
∆0≷(p, t)(2pi)
4δ(4)(p− p′) −
(
∆0R(p)Π
(1)
≷ (p, t)∆
0
A(p
′)
+ ∆0R(p)Π
(1)
R (p, t)∆
0
≷(p
′, t) + ∆0≷(p, t)Π
(1)
A (p, t)∆
0
A(p
′)
)
(2pi)4δ(4)(p− p′)
]
, (8.9b)
We note the appearance of the overall phase ei(p0−p
′
0)t˜f in (8.9a) and (8.9b). This free phase ensures that the inverse
Fourier transform of ∆(1), ab(p, p′, t˜f ; t˜i) with respect to p0 and p′0 depends only on the macroscopic time t = t˜f − t˜i
in the equal-time limit, i.e.
∆(1), ab(x,y, t) ≡ ∆(1), ab(x, y, t˜f ; t˜i)
∣∣
x0 = y0= t˜f
= lim
x0, y0→ t˜f
∫∫
d4p
(2pi)4
d4p′
(2pi)4
e−ip·xeip
′·y∆(1), ab(p, p′, t˜f ; t˜i) . (8.10)
Expanding around the equilibrium Bose–Einstein distribution fB, we write the spectrally-free statistical distribution
function
f0(|p|, t) = fB
(
E(p)
)
+ δf0(|p|, t) . (8.11)
Using the expansion in (8.11), the single-momentum representation of the spatially-homogeneous free CTP propagator
i∆0, ab(p, t) in (8.7) may be decomposed as
i∆0, ab(p, t) = i∆0, abeq (p) + 2piδ(p
2 −M2) δf0(|p|, t)
[
1 1
1 1
]
, (8.12)
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where i∆0, abeq (p) is the free equilibrium CTP propagator discussed in Section V. Analogously, we may introduce the
following decomposition of the homogeneous one-loop self-energy Π
(1)
ab (p, t):
iΠ
(1)
ab (p, t) = iΠ
(1)
eq, ab(p) + iδΠ
(1)
ab (p, t) , (8.13)
where δΠ
(1)
ab (p, t) contains terms of order δf
0 and higher. Substituting the expansions (8.12) and (8.13) into (8.9a),
we obtain, for the one-loop Feynman propagator,
i∆
(1)
F (p, p
′, t˜f ; t˜i) =
(
i∆
(1)
F, eq(p) + 2piδ(p
2 −M2)δf0(|p|, t)
)
(2pi)4δ(4)(p− p′)
+ ei(p0−p
′
0)t˜f
(
i∆0R(p)iΠ
(1)
R (p, t)2piδ(p
′2 −M2)δf0(|p′|, t) + 2piδ(p2 −M2)δf0(|p|, t)iΠ(1)A (p, t)i∆0A(p′)
+ i∆0R(p)iδΠ
(1)(p, t)i∆0A(p
′) + i∆0R(p)iδΠ
(1)
R (p, t)i∆
0
>, eq(p
′) + i∆0<, eq(p)iδΠ
(1)
A (p, t)i∆
0
A(p
′)
)
× (2pi)4δ(4)t (p− p′) . (8.14)
Potential pinch singularities arise only from the δf0 and δΠ dependent terms in (8.14), since pinch singularities cancel
in the equilibrium contribution i∆
(1)
F, eq(p), as we will see below.
Let us first consider the terms
i∆0R(p)iΠ
(1)
R (p, t)(2pi)
4δ
(4)
t (p− p′)2piδf0(|p′|, t)δ(p′2 −M2)
+ 2piδf0(|p|, t)δ(p2 −M2)iΠ(1)A (p, t)(2pi)4δ(4)t (p− p′)i∆0A(p′) . (8.15)
The real and imaginary parts of the free retarded propagator ∆0R(p) are given by
Re ∆0R(p) = P
1
p2 − M2 , (8.16)
where P denotes the principal value integral, and
Im ∆0R(p) = −piε(p0)δ(p2 − M2) . (8.17)
By considering the limit representation of the Cauchy principal value
P 1
x
= lim
→ 0
x
x2 + 2
(8.18)
and the limit representation of the delta function in (5.14), we may then show that the product
Re ∆0R(p) Im ∆
0
R(p) =
pi
2
ε(p0)δ
′(p2 − M2) , (8.19)
where δ′(x) is the derivative of the delta function, satisfying∫ +∞
−∞
dx δ′(x)y(x) = −y′(0) , (8.20)
provided the function y(x) is analytically well-behaved at x = 0. Hence, for late times, in which only the potential
pinching regime p0 = p
′
0 survives, the terms in (8.15) yield
2pi
(
Re Π
(1)
R (p, t)δ
′(p2 −M2) − t
E(p)
ε(p0)Im Π
(1)
R (p, t)δ(p
2 −M2)
)
δf0(|p|, t)(2pi)4δ(4)(p− p′) , (8.21)
where we have used the fact that
2piδt(p0 − p′0)
∣∣
p0 = p′0
= t , (8.22)
by l’Hoˆpital’s rule.
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Proceeding similarly for the δΠ dependent terms in (8.14), we obtain the contribution[
− (∆ˆ0(p))2iδΠ(1)(p, t) + 2pifB(|p0|)δ′(p2 −M2)δΠˆ∗(1)(p, t) + pi( t
E(p)
δ(p2 −M2) − iδ′(p2 −M2)
)
×
(
Im Π(1)(p, t) − ε(p0)
(
1 + 2fB(|p0|)
)
Im Π
(1)
R (p, t)
)]
(2pi)4δ(4)(p− p′) . (8.23)
Putting everything back together, we obtain the one-loop Feynman propagator
i∆
(1)
F (p, t) =
i
(
p2 −M2 + i−Π(1)(p, t))(
p2 −M2 + i)2
+ 2piδ(p2 −M2)
[
f0(|p|, t) − t
2E(p)
(
ε(p0)
(
1 + 2f0(|p|, t))Im Π(1)R (p, t) − Im Π(1)(p, t))]
+ 2piδ′(p2 −M2)
[
f0(|p|, t)Πˆ∗(1)(p, t) + i
2
(
ε(p0)
(
1 + 2f0(|p|, t))Im Π(1)R (p, t) − Im Π(1)(p, t))] , (8.24)
where
Π̂(p) = Re ΠR(p) + iε(p0)Im ΠR(p) (8.25)
is a self-energy-like function, bearing by itself no direct physical meaning. In the thermodynamic equilibrium limit,
the fluctuation-dissipation theorem in (5.18) is restored and the term linear in t in (8.24) vanishes by virtue of (5.26).
We then obtain the equilibrium one-loop Feynman propagator, which is free of pinch singularities. Notice that in the
zero-temperature limit, only the first term in (8.24) survives, as we would expect.
For the one-loop Wightman propagators, we obtain
i∆
(1)
≷ (p, t) =
− iΠ(1)≷ (p, t)(
p2 −M2 + i)2
+ 2piδ(p2 −M2)
[(
θ(±p0) + f0(|p|, t)
)
− t
2E(p)
(
2ε(p0)
(
θ(±p0) + f0(|p|, t)
)
Im Π
(1)
R (p, t) + iΠ
(1)
≷ (p, t)
)]
+ 2piδ′(p2 −M2)
[(
θ(±p0) + f0(|p|, t)
)
Πˆ∗(1)(p, t) +
i
2
(
2ε(p0)
(
θ(±p0) + f0(|p|, t)
)
Im Π
(1)
R (p, t) + iΠ
(1)
≷ (p, t)
)]
(8.26)
in which the potential pinch singularity again cancels in the equilibrium limit by virtue of (5.26). The one-loop
propagators in (8.24) and (8.26) are consistent with the properties and relations in Appendix A.
From (8.21), we see that these potential pinch singularities are controlled by tδf0(|p|, t). In addition, the potential
pinch singularities are proportional to the Breit–Wigner width Γ(1)(p, t) = Im Π
(1)
R (p, t)/M , illustrating that the
origin of these dangerous terms lies in the resummation of absorptive effects. This is consistent with conclusions in
existing approaches that pinch singularities arise as a result of Fermi’s Golden Rule [106].
In order to show that pinch singularities do not appear in this one-loop spectral expansion for late, but nonetheless
finite times, we must show that f0 approaches equilibrium more rapidly than a power law in t. Moreover, in order to
demonstrate that we capture the late-time dynamics correctly, the approach to equilibrium of f0 must be such that
the appearance of terms linear in t does not lead to time-sensitivity in the perturbative truncation. For instance, one
might be concerned that if δf0(|p|, t) ∼ e−Γ(p)t, the n-th order truncation would contain terms controlled by tne−Γ(p)t,
delaying the thermalization of the system to later and later times. In order to show that this is not the case, we will
now consider the master time evolution equation of the one-loop spectrally-dressed statistical distribution function
f (1) for late times.
By inserting the one-loop negative frequency Wightman propagator from (8.26) into (6.17), we obtain the one-loop
spectrally-dressed statistical distribution f (1):
f (1)(|p|, t) = f0(|p|, t)
(
1− 1
2E(p)
∂
∂p0
p0
E(p)
Re Π
(1)
R (p, t) −
t
E(p)
Im Π
(1)
R (p, t)
)∣∣∣∣
p0 = E(p)
− t
2E(p)
iΠ
(1)
< (p, t)
∣∣∣∣
p0 = E(p)
+
1
4E(p)
∂
∂p0
p0
E(p)
Π
(1)
< (p, t) −
∫
dp0
2pi
2θ(p0)p0
iΠ
(1)
< (p, t)(
p2 −M2 + i)2 , (8.27)
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where we reiterate that the one-loop self-energy Π(1) contains free propagators. Using the fact that
1(
p2 −M2 + i)2 = P 1(p2 −M2)2 + ipi δ′(p2 −M2) , (8.28)
the imaginary parts of the last two terms on the RHS of (8.27) cancel and we obtain
f (1)(|p|, t) = f0(|p|, t)
(
1− 1
2E(p)
∂
∂p0
p0
E(p)
Re Π
(1)
R (p, t) −
t
E(p)
Im Π
(1)
R (p, t)
)∣∣∣∣
p0 = E(p)
− t
2E(p)
iΠ
(1)
< (p, t)
∣∣∣∣
p0 = E(p)
−
∫ +∞
0
dp20
2pi
θ(p0)P iΠ
(1)
< (p, t)(
p2 −M2)2 . (8.29)
In (8.29), the final term on the RHS counts all off-shell contributions with p0 6= E(p) > 0. Notice that the terms
linear in t in f (1) cancel in equilibrium by virtue of (5.26).
We truncate the Markovian approximation of the master time evolution equation in (7.20) spectrally and statistically
at the one- and n-loop levels, respectively. Hereafter, we neglect the off-shell and dispersive contributions in (8.29).
With this simplification, we have
df (1)(|p|, t)
dt
' − M
E(p)
Γ
(n)
> (p, t)f
(1)(|p|, t) + M
E(p)
Γ
(n)
< (p, t)
(
1 + f (1)(|p|, t)
)
. (8.30)
where the partial widths Γ
(n)
≷ (p, t) = −iΠ(n)≷ (p, t)/2M relate to the absorptive part of the respective n-loop self-
energies. In (8.30), the four-momentum p is understood to be on-shell with p0 = E(p). Substituting (8.29) into
(8.30) and approximating the partial widths by their equilibrium values, we obtain the following evolution equation
for f0(|p|, t):
df0(|p|, t)
dt
' − M
E(p)
(
Γ(n)eq (p)f
0(|p|, t) − Γ(n)<, eq(p)
) 1
1− ME(p) tΓ(1)eq (p)
+
M
E(p)
(
Γ(1)eq (p)f
0(|p|, t) − Γ(1)<, eq(p)
) 1 + ME(p) tΓ(n)eq (p)
1− ME(p) tΓ(1)eq (p)
. (8.31)
Using the expansion in (8.11), the terms proportional to fB
(
E(p)
)
cancel by virtue of the identities in (5.26) and we
find that the deviation from equilibrium is
δf0(|p|, t) = e
− M
E(p) Γ
(n)
eq (p)t
1− ME(p)Γ(1)eq (p)t
δf0(|p|, t0) , (8.32)
valid for
t > t0  1
M
E(p)Γ
(1)
eq (p)
. (8.33)
Note that the factor (1− ME(p)Γ(1)eq (p)t)−1 in (8.32) originates from threshold effects, see e.g. [108], and becomes singular
at t = ( ME(p)Γ
(1)
eq (p))−1. However, this singularity is cancelled in the one-loop spectrally-corrected distribution function
f (1). Returning then to (8.21), we see that for times t > t0, the potential pinch singularity goes like
− 2pi t
E(p)
ε(p0)Im Π
(1)
R (p, t)δ(p
2−M2)δf0(|p|, t) −→ 2piε(p0)δ(p2−M2) Γ
(1)(p, t)
Γ
(1)
eq (p)
e−
M
E(p) Γ
(n)
eq (p)tδf0(|p|, t0) . (8.34)
We conclude therefore that the terms linear in t appearing in (8.24) and (8.26) do not lead to time-sensitivity in the
perturbative loopwise truncation of the master time evolution equations and that the late-time dynamics is correctly
captured.
In summary, for early times, the analytic t-dependent vertices lead to microscopic violation of energy conservation.
This energy non-conservation regularizes potential pinch singularities. For intermediate times, the free time-dependent
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statistical distribution functions evolve towards equilibrium. For times t & 1/Γ, the approach to equilibrium occurs
faster than energy conservation is restored and such that the perturbative truncation does not induce time-sensitivity.
In the limit t → ∞, the time-dependent statistical distribution functions appearing in the non-homogeneous free
propagators are replaced by their equilibrium forms via the correspondence in (5.8). We then obtain the well-known
equilibrium thermal field theory in which energy conservation is fully restored and pinch singularities cancel exactly
by virtue of the KMS relation. In conclusion, we have demonstrated explicitly at the one-loop level how pinch
singularities do not arise in our perturbative approach.
IX. THERMALIZATION IN A SCALAR MODEL
We now apply the formalism developed in the proceeding sections to a simple scalar model. In particular, we
introduce the modified Feynman rules that result from the systematic inclusion of finite-time effects and the violation
of both energy conservation and space-time translational invariance. As a playground for studying the kinematics
in the early-time energy-non-conserving regime, we calculate the time-dependent thermal width of a heavy scalar Φ.
We show that processes, which would normally be kinematically disallowed, contribute significantly to the prompt
shock regime of the initial evolution. We also show that the subsequent dynamics exhibit non-Markovian behavior,
acquiring oscillations with time-dependent frequencies. This evolution signifies the occurrence of memory effects, as
are expected in truly out-of-equilibrium systems. Finally, we look in more detail at the time evolution equations of
this simple model and demonstrate the importance of the violation of energy conservation to the statistical dynamics.
We consider a simple scalar theory, which comprises one heavy real scalar field Φ and one light pair of complex
scalar fields (χ†, χ), described by the Lagrangian
L(x) = 12∂µΦ(x)∂µΦ(x)− 12M2Φ2(x) + ∂µχ†(x)∂µχ(x)−m2χ†(x)χ(x)− gΦ(x)χ†(x)χ(x)− 14λ
[
χ†(x)χ(x)
]2
, (9.1)
where M  m. Appendix C describes the generalization of our approach to the complex scalar field χ.
We formulate a perturbative approach based upon the following modified Feynman rules:
• sum over all topologically distinct diagrams at a given order in perturbation theory.
• assign to each Φ-propagator line a factor of
p p′
a b
= i∆0, abΦ (p, p
′, t˜f ; t˜i) .
• assign to each χ-propagator line a factor of
p p′
a b
= i∆0, abχ (p, p
′, t˜f ; t˜i) .
• assign to each three-point Φ vertex a factor of
p3
p2
p1
c
b
a = −igηabc (2pi)4δt
(∑3
i=1 p0,i
)
δ(3)
(∑3
i=1 pi
)
,
where δt is defined in (3.53) and the pre-factors ηabc... are given after (3.15).
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• assign to each four-point χ vertex a factor of
p3
p2
p4
p1
c
b
d
a
= −iληabcd (2pi)4δt
(∑4
i=1 p0,i
)
δ(3)
(∑4
i=1 pi
)
.
• associate with each external vertex a phase
eip0 t˜f ,
where p0 is the energy flowing into the vertex.
• contract all internal CTP indices.
• integrate with the measure ∫
d4p
(2pi)4
over the four-momentum associated with each contracted pair of CTP indices.
• consider the combinatorial symmetry factors, where appropriate.
Notice that there are a number of modifications with respect to the standard Feynman rules. In particular, the
familiar energy-conserving delta function has been replaced by δt in the vertices. This is indicated diagrammatically
by the dotted line terminated in a cross, representing the violation of energy conservation. This loss of energy
conservation is a consequence of Heisenberg’s uncertainty principle, due to the finite macroscopic time of observation
t, over which the interactions have been switched on. The time-dependent vertices vanish in the limit t → 0, as we
should expect. The loss of space-time translational invariance leads to a doubling of the number of integrations with
respect to the zero-temperature and equilibrium cases.
At the one-loop level, we have three diagrams. The local χ self-energy shown in Figure 4:
iΠ
loc(1)
χ, ab (q, q
′, t˜f ; t˜i) =
−iλ
2!
(2piµ)2ei(q0 − q
′
0)t˜f
∫∫
ddk
(2pi)d
d4k′
(2pi)4
(2pi)4δ
(4)
t (q− q′−k+k′)ηabcdi∆0, cdχ (k, k′, t˜f ; t˜i) , (9.2)
and the two non-local diagrams for the Φ and χ self-energies shown in Figure 5:
iΠ
(1)
Φ, ab(q, q
′, t˜f ; t˜i) =
(−ig)2
2!
(2piµ)2ei(q0 − q
′
0)t˜f
∫
· · ·
∫
ddk1
(2pi)d
d4k′1
(2pi)4
d4k2
(2pi)4
d4k′2
(2pi)4
× (2pi)4δ(4)t (q − k1 − k2)(2pi)4δ(4)t (q′ − k′1 − k′2)ηacdi∆0, ceχ (k1, k′1, t˜f ; t˜i)i∆C, 0, dfχ (k2, k′2, t˜f ; t˜i)ηefb , (9.3a)
iΠ
(1)
χ, ab(q, q
′, t˜f ; t˜i) =
(−ig)2
2!
(2piµ)2ei(q0 − q
′
0)t˜f
∫
· · ·
∫
ddk1
(2pi)d
d4k′1
(2pi)4
d4k2
(2pi)4
d4k′2
(2pi)4
× (2pi)4δ(4)t (q − k1 − k2)(2pi)4δ(4)t (q′ − k′1 − k′2)ηacdi∆0, ceχ (k1, k′1, t˜f ; t˜i)i∆0, dfΦ (k2, k′2, t˜f ; t˜i)ηefb . (9.3b)
A detailed description of the techniques required to perform these loop integrals is provided in Appendix F.
A. Time-Dependent Width
In this section, we study the time-dependent width of the heavy scalar Φ. In particular, we investigate the spectral
evolution that results from the restoration of energy conservation, without solving explicitly the system of evolution
equations for the statistical dynamics.
We consider the following situation. We prepare two isolated but coincident subsystemsSΦ andSχ, both separately
in thermodynamic equilibrium and at the same temperature T , with all interactions turned off. The subsystem SΦ
43
k k′
q q′
χ± χ±a
FIG. 4: One-loop local χ self-energy: iΠ
loc(1)
χ, ab (q, q
′, t˜f ; t˜i) ∝ ηab.
k1
χ+
k′1
k2
χ−
k′2
q q′
Φ Φ
a b
(a) iΠ
(1)
Φ, ab(q, q
′, t˜f ; t˜i)
k1 k
′
1
k2 k′2
Φ
q q′
χ± χ±
a b
(b) iΠ
(1)
χ, ab(q, q
′, t˜f ; t˜i)
FIG. 5: Non-local one-loop Φ (a) and χ (b) self-energies.
contains only the real scalar field Φ, whilst Sχ contains only the complex scalar χ. At macroscopic time t = 0, we
turn on the interactions and allow the system S = SΦ ∪ Sχ to re-thermalize. For our numerical analysis, we take
for definiteness the thermodynamic temperature to be T = 10 GeV, the mass of the heavy Φ-scalar M = 1 GeV,
the mass of the complex χ-scalar m = 0.01 GeV, and their trilinear coupling g = 0.1 GeV.
The free propagators of the fields Φ and χ at time t = 0 are the equilibrium propagators in (5.10) and (C25),
containing the Bose–Einstein distributions at temperature T . We take the chemical potential of the complex scalar to
be vanishingly small in comparison to the temperature, i.e. µ/T  1, such that fχ(|p|, 0) = fCχ (|p|, 0) = fB
(
Eχ(p)
)
.
Without solving the system of time evolution equations, the form of the the statistical distribution functions of the
Φ and χ scalars is unknown for t 6= 0. We assume that the heat bath of χ’s is sufficiently large so as to remain
unperturbed by the addition of the real scalar Φ. Specifically, we may consider the number density of χ’s to remain
unchanged and the free equilibrium χ propagators in (C25) to persist for all times.
By the optical theorem, the width ΓΦ of the scalar Φ is defined in terms of the absorptive part of the retarded Φ
self-energy Im ΠΦ,R via
ΓΦ(q1, q2, t˜f ; t˜i) =
1
M
Im ΠΦ,R(q1, q2, t˜f ; t˜i) , (9.4)
where
Im ΠΦ,R(q1, q2, t˜f ; t˜i) =
1
2i
(
ΠΦ, >(q1, q2, t˜f ; t˜i) − ΠΦ, <(q1, q2, t˜f ; t˜i)
)
. (9.5)
At the one-loop level, the self-energies Π
(1)
Φ,≷(q1, q2, t˜f ; t˜i) are given by (9.3a).
Employing the relative and central momenta, Q = q1− q2 and q = (q1 + q2)/2, and using the results of Appendix F,
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the Laplace transform with respect to the macroscopic time t of the one-loop Φ width is
Γ
(1)
Φ (q +Q/2, q −Q/2, s) = (2pi)4
1
pi
s
Q20 + 4s
2
eiQ0 t˜f δ(3)(Q)
× g
2
32pi2M
∑
{α}
∫
d3k
1
pi
α1α2
E1E2
1 + fB
(
α1E1
)
+ fB
(
α2E2
)(
q20 − α1E1 − α2E2
)2
+ s2
, (9.6)
where we use the short-hand notation {α} for the summation over α1, α2 = ±1. For the sake of generality, we
distinguish the χ+ and χ− decay products by assigning them different masses m1 and m2, respectively, so that
E1 ≡ E1(k) =
√
|k|2 + m21 , (9.7a)
E2 ≡ E2(q− k) =
√
|k|2 − 2|k||q| cos θ + |q|2 + m22 . (9.7b)
In our numerical analysis, however, we take m1 = m2 = m.
Performing the inverse Wigner transform with respect to Q of (9.6) in the equal-time limit X0 = t˜f and subsequently
the inverse Laplace transform with respect to s, we obtain the time-dependent Φ width
Γ
(1)
Φ (q, t) =
g2
64pi2M
∑
{α}
∫
d3k
α1α2
E1E2
t
pi
sinc
[(
q0 − α1E1 − α2E2
)
t
](
1 + fB
(
α1E1
)
+ fB
(
α2E2
) )
. (9.8)
In the limit t → ∞, the sinc function on the RHS of (9.8) yields the standard energy-conserving delta function:
lim
t→∞
t
pi
sinc
[(
q0 − α1E1 − α2E2
)
t
]
= δ
(
q0 − α1E1 − α2E2
)
, (9.9)
thereby recovering the known equilibrium result.
Figure 6 contains a series of contour plots of the differential one-loop Φ width d2Γ
(1)
Φ evaluated over the dominant
region of the |k|-θ phase space, where the four-momentum qµ of the Φ scalar is on-shell, i.e. q2 = M2. For late times,
the integrand is highly oscillatory and we expect the dominant peak of the sinc function to approach the region of
phase space permitted in the limit t → ∞ [cf. (9.9)], for which
|k| =
M2|q| cos θ +
√(|q|2 + M2)[M4 − 4m2(M2 + |q|2 sin2θ)]
2
(
M2 + |q|2 sin2θ) . (9.10)
For early times, the admissible phase space is greatly expanded. For later times, the frequency of oscillation increases
and the width of the central peak of the sinc function narrows, lying along a curve in the phase space. To proceed
further, we need to develop a method for dealing with the kinematics in the absence of exact energy conservation.
B. Generalized Two-Body Decay Kinematics
At zero temperature and density, it is convenient to analyze the two-body decay kinematics by performing a Lorentz
boost to the rest frame of the decaying particle. However, at finite temperature, the dependence on the thermodynamic
temperature of the heat bath breaks the Lorentz covariance of the integral. As such, we cannot eliminate dependence
upon the the three-momentum of the decaying particle by any such Lorentz boost; the dependence will reappear in
the ‘boosted’ temperature:
T ′ = γ T , (9.11)
where
γ =
(
1 +
|q|2
M2
)1/2
(9.12)
is the usual Lorentz boost factor for the heavy scalar field Φ. As a result, we are compelled to analyze the kinematics
of the two-body decay in the rest frame of the heat bath, which we define to be the frame in which the EEV of the
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FIG. 6: Contour plots of |k| versus θ for d2Γ(1)Φ for discrete values of Mt, with q2 = M2 and |q| = 10 GeV. The
region of phase space permitted in the t → ∞ limit is shown by the blue dashed line, corresponding to the delta
function in (9.9).
three-momentum operator 〈P̂〉 is minimized. For an isotropic heat bath, this is the frame in which 〈P̂〉 = 0, that is
the comoving frame. In this section, we look more closely at the kinematics in the absence of energy conservation.
For this purpose, let us introduce the variable
u ≡ (q0 − α1E1 − α2E2)t , (9.13)
which may be interpreted in terms of energy borrowed from or lent to the heat bath. We shall hereafter refer to the
variable u as the evanescent action of the process, since it has the correct dimensions and quantifies the extended
kinematically allowed phase-space configurations. We also define the evanescent energy
qu(t) ≡ q0 − u
t
, (9.14)
which satisfies
lim
u/t→ 0
qu(t) = q0 . (9.15)
With this substitution, we obtain the kinematic constraint
qu(t) − α1E1 − α2E2 = 0 . (9.16)
Since u can take large positive values, qu(t) is not necessarily restricted to positive values for early times, even when
q0 =
√|q|2 + M2 > 0 is on-shell. Processes with u/t 6= 0 are referred to as evanescent.
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In order to make the coordinate transformation |k| → u in (9.8), we must solve (9.16) for the magnitude of the
three-momentum |k(t)|, which becomes implicitly time dependent. Specifically, we find
|k(b)(t)| = 1
2
(
q2u(t) − |q|2 cos2θ
)[ (q2u(t) − |q|2 + m21 − m22)|q| cos θ
+ b qu(t)
√
λ
(
q2u(t) − |q|2,m21,m22
) − 4m21|q|2 sin2θ ] , (9.17)
with b = ±1 and
λ(x, y, z) = (x− y − z)2 − 4yz . (9.18)
After a little algebra, we obtain the energies
E
(b)
1 (t) = α1
1
2
(
q2u(t) − |q|2 cos2θ
)[ (q2u(t) − |q|2 + m21 − m22)qu(t)
+ b |q| cos θ
√
λ
(
q2u(t) − |q|2,m21,m22
) − 4m21|q|2 sin2θ ] , (9.19)
E
(b)
2 (t) = α2
1
2
(
q2u(t) − |q|2 cos2θ
)[ (q2u(t) − |q|2 cos 2θ − m21 + m22)qu(t)
− b |q| cos θ
√
λ
(
q2u(t) − |q|2,m21,m22
) − 4m21|q|2 sin2θ ] , (9.20)
where the overall factors of α1 and α2 are necessary to satisfy the initial constraint (9.16). It is clear that these results
collapse to the kinematics of equilibrium field theory in the limit u/t → 0.
Keeping m1 and m2 distinct, the Φ width for t > 0 is given by
Γ
(1)
Φ (q, t) =
g2
64pi2M
∑
{α}, b=±1
∫ pi
0
dθ
∫ u+(t)
u−(t)
du sinc(u)
sin θ(
q2u(t) − |q|2 cos2θ
)2
×
[
λ
(
q2u(t) − |q|2,m21,m22
) − 4m21|q|2 sin2θ ]−1/2
×
[ (
q2u(t) − |q|2 + m21 − m22
)|q| cos θ + b qu(t)√λ(q2u(t) − |q|2,m21,m22) − 4m21|q|2 sin2θ ]2
× α1α2
(
1 + fB
(
α1E
(b)
1 (t)
)
+ fB
(
α2E
(b)
2 (t)
) )
. (9.21)
The reality of the loop momentum |k(t)| in (9.17) requires that the discriminant
λ
(
q2u(t) − |q|2,m21,m22
) − 4m21|q|2 sin2θ ≥ 0 , (9.22)
which is now a time-dependent kinematic constraint. Furthermore, we require |k(b)(t)| ≥ 0, E(b)1 (t) ≥ m1 and
E
(b)
2 (t) ≥ m2. For t > 0, the limits of integration u±(t) are given in Table III, where we have defined
ω0(q, α1, α2) ≡ q0 −
(
α1m1 + α2m2
)(
1 +
|q|2(
m1 + m2
)2
)1/2
, (9.23)
which is the angular frequency of the sine-integral-like oscillations of the integral. For t = 0, u±(t) = 0 and the
domain of integration over u collapses to zero. Given the analytic behavior of the integrand in the limit t → 0, the
integral vanishes, as we expect.
For on-shell decay modes with q2 = M2, the angular frequency ω0(q, 1, 1) in (9.23) becomes
ω0(|q|, 1, 1) ≡ ω0(q, 1, 1)
∣∣
q2 =M2
=
√
|q|2 + M2 −
√
|q|2 + (m1 + m2)2 . (9.24)
Thus, the evolution of the phase space for on-threshold decays with M2 = (m1 + m2)
2 is critically damped. We note
that in the large momentum limit |q|  M ,
ω0(|q|, 1, 1)
∣∣
|q| M '
M2 − (m1 + m2)2
2|q| , (9.25)
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TABLE III: Limits of integration of the evanescent action u for each of the four processes contributing to the
non-equilibrium thermal Φ width of our specific model for t > 0, where the angular frequency ω0(q, α1, α2) is
defined in (9.23).
α1 = α2 = +1 α1 = −α2 α1 = α2 = −1
u+(t) ω0(q, α1, α2)t ω0(q, α1, α2)t +∞
u−(t) −∞ 0 ω0(q, α1, α2)t
FIG. 7: The dependence of ω0(|q|, α1, α2)/M on |q|/M for processes related to 1 → 2 decay (solid black), Landau
damping (blue dotted) and 3 → 0 total annihilation (red dashed), where q2 = M2 and
m1 = m2 = m = 0.01 GeV. The latter two of these processes become highly oscillatory for large |q|/M .
q
E1
E2
u/t
χ−
χ+
Φ
(a) 1→ 2 decay
q
E1
E2
u/t
χ
Φ
χ+
E2
q
E1
u/t
χ+
χ−
Φ
(b) 2→ 1 Landau damping
E2
q
E1
u/t
χ−
Φ
χ+
(c) 3→ 0 total annihilation
FIG. 8: Processes contributing to the time-dependent Φ width: (a) the familiar 1 → 2 decay; (b) 2 → 1 Landau
damping; and (c) 3 → 0 total annihilation.
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FIG. 9: Contour plots of u versus θ for the 1 → 2 decay contribution to d2Γ(1)Φ for discrete values of Mt, with
q2 = M2 and |q| = 10 GeV. The solid excluded regions to the right of the red dotted line lie exterior to the limits
of integration over u.
such that the evolution of the phase space for high-momentum modes is similarly damped. The momentum dependence
of ω0(|q|, α1, α2) is shown in Figure 7.
The summation over α1 and α2 yields four distinct contributions to the decay width [45, 59]. For α1 = α2 = +1,
we obtain the contribution from the familiar 1 → 2 decay process presented in Figure 8a. For α1 = −α2 = ±1, we
obtain the two 2 → 1 Landau–damping contributions displayed in Figure 8b. For α1 = α2 = −1, we obtain the 3 → 0
total annihilation process shown in Figure 8c. In the latter, the decay ‘products’ appear in the initial state along
with the decaying particle. For late times, the Landau–damping and total annihilation processes are kinematically
disallowed, as we would expect. They are only permitted in the evanescent regime at early times.
Figures 9–11 contain contour plots of u versus θ for the four contributions to the on-shell differential width d2Γ
(1)
Φ .
The equilibrium kinematics are obtained in the large-time limit t → ∞ as follows. As can be seen from the (u, θ)
contour plots in Figure 9, for the 1 → 2 decay process, the limits of integration grow to encompass the full range of
the sinc function. At the same time, the u dependence of the phase-space pre-factors vanishes, since qu(t) → q0 as
t → ∞. For the 3 → 0 total annihilation process, the domain of integration vanishes in the large-time limit t → ∞.
Given that the integrand is finite in the same limit, the contribution therefore vanishes as expected, which is confirmed
by our (u, θ) contour plots in Figure 10. For the two Landau–damping contributions, the large-time behavior becomes
more subtle. As t → ∞, the domain of integration covers approximately all positive u. However, the kinematically
allowed phase space cannot be attained with any values of u and θ, so that the two Landau–damping contributions
also vanish in the large-time limit. This behavior is reflected in our (u, θ) contour plots of Figure 11. Thus, only the
usual 1 → 2 energy-conserving decay remains for late times.
In order to reduce the statistical error in our Monte Carlo integration over the (u, θ) phase space, we use a Gaussian
sampling bias to ensure that the majority of sampling points fall over the dominant region of the sinc function of u
in (9.21). We define the weight function
$(u) =
du
dr
≡ exp
(
− (u − u0)
2
2σ2u
)
(9.26)
where
r(u) ≡
Erf
(
1√
2
u− u0
σu
)
− Erf
(
1√
2
u− − u0
σu
)
Erf
(
1√
2
u+ − u0
σu
)
− Erf
(
1√
2
u− − u0
σu
) ∈ [0, 1] . (9.27)
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FIG. 10: Contour plots of u versus θ for the 3 → 0 total annihilation contribution to d2Γ(1)Φ for discrete values of
Mt, where q2 = M2 and |q| = 10 GeV. The regions to the left of the red dotted line are exterior to the domain of
integration over u.
After performing the change of the variable u → r in (9.21) for u0 = 0, the limits of integration become time-
independent and are identical for the decay, total-annihilation and Landau–damping contributions. The dependence
upon the limits u+(t) and u−(t) appears instead within the transformed integrand of (9.21) in the new variables (r, θ).
The width of the dominant region of the u phase-space is taken to be the distance between the central maximum
and the maximum at which the amplitude of the sinc function has fallen to 0.1% with respect to the central maximum.
Hence, we require for the distant maximum to be at the location where sincun ∼ 0.001. The extrema un of the sinc
function satisfy the transcendental equation
un = tanun , (9.28)
whose solutions for n ≥ 1 may be expressed as [109]
un = ±npi exp
{
1
pi
∫ 1
0
dξ
1
ξ
arg
[(
1 +
1
2
ξ ln
1 − ξ
1 + ξ
± 1
2
piiξ
)2
+ n2pi2ξ2
]}
. (9.29)
The required extremum is then given by n = 318, the 159th maximum of the sinc function, with u318 = 1000. The
Gaussian weight function $(u) in (9.26) is then taken to have a variance of σ2u = (u318/2)
2, such that 95% of the
sampling points fall within this dominant region.
Our interest is in the deviation of the one-loop Φ width Γ
(1)
Φ from the known equilibrium result. It is therefore
convenient to define the ratio Γ¯
(1)
Φ (|q|, t) of the time-dependent width to its late-time equilibrium value for q2 = M2:
Γ¯
(1)
Φ (|q|, t) =
Γ
(1)
Φ (|q|, t)
Γ
(1)
Φ (|q|, t → ∞)
=
Γ
(1)1→2
Φ (|q|, t) + 2Γ(1)LandauΦ (|q|, t) + Γ(1)3→0Φ (|q|, t)
Γ
(1)
Φ (|q|, t→∞)
. (9.30)
In Figure 12, we plot separately the four contributions from Figure 8 to this ratio as a function of Mt for a series of
discrete momenta. The evanescent Landau–damping processes yield a prompt contribution, which can be as high as
10–20% at early times. The evanescent total annihilation process contributes similarly at the level of about 5%.
In Figure 13, we plot the total ratio Γ¯
(1)
Φ (|q|, t) as a function of Mt. The total Φ width Γ(1)Φ (|q|, t) is vanishing for
Mt = 0, as we would expect. This is followed promptly by a sharp rise, which is particularly pronounced in the infra-
red modes, resulting from the sudden switching on of the interactions. This so-called shock regime is followed by the
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(a) α1 = −α2 = +1
(b) α1 = −α2 = −1
FIG. 11: Contour plots of u versus θ for the two Landau–damping contributions (a) α1 = −α2 = +1 and (b)
α1 = −α2 = −1 to d2Γ(1)Φ for discrete values of Mt, assuming q2 = M2 and |q| = 10 GeV. The regions to the
right of the red dotted line are exterior to the domain of integration over u. The contour plots differ between the
two contributions due to the asymmetry of the integrands in the Φ three-momentum.
51
FIG. 12: The four separate contributions to the ratio Γ¯
(1)
Φ in (9.30) versus Mt, for on-shell decays with|q| = 1 GeV, 10 GeV and 100 GeV. The two Landau–damping contributions are identical up to numerical errors.
superposition of transient oscillations of angular frequency ω0 with short time scales and non-Markovian oscillations
of longer time scales. The latter of these oscillations exhibit time-dependent frequencies, the origin of which will be
discussed in the next section.
C. Non-Markovian Oscillations
As we have seen in Figures 12 and 13, the time-dependent Φ width contains a superposition of damped oscilla-
tory contributions. The longer lived of these oscillations exhibit time-dependent frequencies. These non-Markovian
oscillations are illustrated more clearly in Figure 14 for the |q| = 1 GeV mode in which a moving time average is
carried out to eliminate the higher-frequency Markovian oscillations. In this section, we describe the origin of the
time-dependent oscillations and show that they are not a numerical artefact, but are instead an intrinsic feature
inherent to the dynamics of truly out-of-equilibrium systems. To this end, we consider the high-temperature limit
T  M of the time-dependent Φ width.
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FIG. 13: The ratio Γ¯
(1)
Φ in (9.30) versus Mt, for on-shell decays with |q| = 1 GeV (solid black), 10 GeV (blue
dotted) and 100 GeV (red dashed).
FIG. 14: Non-Markovian oscillations of the 1 → 2 decay contribution to the ratio Γ¯(1)Φ in (9.30) against Mt, by
performing a moving average over bins of 150 in Mt.
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In this high-temperature limit T  M , the Bose–Einstein distribution may be approximated as follows:
fB(E) ≈ T
E
, (9.31)
Returning to the Φ width Γ
(1)
Φ in (9.8) and substituting for (9.31), we may perform the angular integration by making
the following change of variables:
cos θ =
|k|2 + |q|2 + m22
2|k||q| (1 − x
2) . (9.32)
Then, the high-temperature limit T  M of the time-dependent width of the heavy scalar Φ becomes
Γ
(1), T M
Φ (q, t) =
g2
32pi2M
∑
{α}
α1αθ
∫ ∞
0
d|k| |k||q|
1
E1
×
[(
1 +
T
α1E1
+
T
q0 − α1E1
)
Si
[(
q0 − α1E1 − α2E2
)
t
]
− T
q0 − α1E1
(
sin
[(
q0 − α1E1
)
t
]
Ci
(
α2E2t
) − cos[(q0 − α1E1)t]Si(α2E2t))] , (9.33)
where Si(x) and Ci(x) are respectively the sine integral and cosine integral functions. We have introduced the short-
hand notations: {α} for the summation over α1, α2, αθ = ±1; and
E1 =
√
|k|2 + m21 , (9.34)
E2 =
√
|k|2 − 2αθ|k||q| + |q|2 + m22 . (9.35)
In terms of the evanescent action u given in (9.13), the high-temperature limit of the one-loop Φ width reads:
Γ
(1), T M
Φ (q, t) =
g2
32pi2Mt
∑
{α}, b=±1
α1α2
∫ u+(t)
u−(t)
du
×
{
qu(t)
λ1/2
(
q2u(t) − |q|2,m21,m22
)[ m21 + m22
q2u(t) − |q|2
−
(
m21 − m22
q2u(t) − |q|2
)2 ]
+
bαθ
2|q|
(
1 −
(
q2u(t) + |q|2
)(
m21 − m22
)(
q2u(t) − |q|2
)2
)}[(
1 +
T
ω
(b)
1 (q, u, t)
+
T
qu(t) − ω(b)2 (q, u, t)
)
Si(u)
− T
ω
(b)
1 (q, u, t)
(
sin
(
ω
(b)
1 (q, u, t)t
)
Ci
(
ω
(b)
2 (q, u, t)t
) − cos(ω(b)1 (q, u, t)t)Si(ω(b)2 (q, u, t)t)
)]
, (9.36)
where ω
(b)
1 (q, u, t) and ω
(b)
2 (q, u, t) are time-dependent non-Markovian frequencies defined as
ω
(b)
1 (q, u, t) = q0 −
(
q2u(t) − |q|2 + m21 − m22
)
qu(t) + bαθ|q|λ1/2
(
q2u(t)− |q|2,m21,m22
)
2
(
q2u(t) − |q|2
) , (9.37a)
ω
(b)
2 (q, u, t) =
(
q2u(t) − |q|2 − m21 + m22
)
qu(t) − bαθ|q|λ1/2
(
q2u(t)− |q|2,m21,m22
)
2
(
q2u(t) − |q|2
) . (9.37b)
The time dependence of the frequency ω
(b)
1 (q, u, t) is shown in Figure 15 for αθ = +1, with the on-shell constraint
q2 = M2. The b = 1 contribution persists for late times, at which point the frequency of the modulations have decayed
to zero. The b = −1 contribution is disallowed for late times, such that the amplitude of this constant-frequency
modulation is damped to zero. For αθ = −1, the b = +1 and b = −1 contributions are interchanged, such that the
frequency of the b = −1 contribution reduces to zero for late times. Thus, we obtain the expected kinematics and
equilibrium behavior in the late-time limit. We have not plotted ω
(b)
2 , as its behavior is indistinguishable from ω
(b)
1 ,
for m1 = m2 = m.
Looking again at (9.36), we observe that these non-Markovian oscillations occur only for T 6= 0. We conclude
therefore that this behavior signifies a genuine non-equilibrium statistical effect.
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FIG. 15: ω
(b)
1 (q, u, t)/M versus Mt for the first three extrema of sinc(u): u1 = 4.49 (left-most black lines),
u2 = 7.73 (central blue lines) and u3 = 10.90 (right-most red lines), obtained by (9.29), for q
2 = M2,
|q| = 10 GeV and αθ = +1. Solid lines correspond to b = 1 and dashed lines, b = −1 in (9.37a). The dotted lines
mark the upper limit of the kinematically disallowed region.
D. Perturbative Time Evolution Equations
In this section, we carry out a loopwise expansion of the time evolution equations derived in Section VII to leading
order in the coupling g, evaluating their one-loop structure for our simple scalar model. For perturbatively small
couplings, such a loopwise expansion is expected to accurately capture the early-time dynamics of non-equilibrium
systems. This is a regime, in which the applicability of truncated gradient expansions becomes questionable, according
to our discussion in Section IV B. Given the closed analytic form of the free CTP propagators, both the amplitudes of
contributing processes and the resulting phase space integrals describing the kinematics can be analytically determined.
The systematic treatment of these kinematic effects is essential to understand the consequences on the early-time
dynamics. In particular, we illustrate the significance of contributions from the energy-non-conserving evanescent
regime to the dynamics of the system.
Let us first return to the Boltzmann–like equation in (7.17), in which we artificially imposed energy conservation.
The collision terms for the real scalar Φ are
ΠΦ, >(p, t)∆Φ, <(p, t) − ΠΦ, <(p, t)∆Φ, >(p, t) . (9.38)
Since we have assumed that the two subsystems SΦ and Sχ are separately in thermodynamic equilibrium at the same
temperature T at the initial time t = 0, the Φ propagators and self-energies will initially satisfy the KMS relation,
i.e.
∆Φ, >(p, 0) = e
βp0∆Φ, <(p, 0) , ΠΦ, >(p, 0) = e
βp0ΠΦ, <(p, 0) . (9.39)
As a consequence of the KMS relation, the collision terms in (9.38) are identical to zero. This is true also in the collision
terms of the truncated gradient expansion of the Kadanoff–Baym kinetic equation in (E5b). With no external sources
present to perturb the combined system S from this non-interacting equilibrium, we are faced with the problem that
the statistical distribution functions will not evolve from their initial forms. In reality, after the quantum quench,
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we anticipate that the system should evolve to some new interacting thermodynamic equilibrium for late times. We
conclude therefore that the energy-non-conserving evanescent regime described by our approach is entirely necessary
to account correctly for the evolution of this system.
We now turn our attention to the master time evolution equation (7.14). Truncating to leading order in the coupling
g, the RHS of this time evolution equation contains free propagators and one-loop self-energies. For instance, the
one-loop collision terms in (7.14) are obtained from
C (1)(p+ P2 , p− P2 , t; 0) ≡
1
2
∫
d4q
(2pi)4
[
iΠ
(1)
> (p+
P
2 , q, t; 0)i∆
0
<(q, p− P2 , t; 0)
− iΠ(1)< (p+ P2 , q, t)
(
i∆0>(q, p− P2 , t; 0) − 2i∆0P(q, p− P2 , t; 0)
)]
. (9.40)
We insert the one-loop integrals (9.3a) and (9.3b), containing the homogeneous and spectrally-free Φ and χ distribution
functions, fΦ(|p|, t) and f (C)χ (|p|, t), into the full time evolution equation (7.14) for the Φ and χ fields. Note that
the f distribution functions are real in this spatially homogeneous limit. We tacitly assume that a system initially
prepared in a spatially homogeneous state remains spatially homogeneous throughout its evolution. This assumption
is reasonable if the system has infinite spatial extent.
We may perform the loop and convolution integrals using the techniques and results of Appendix F. After carrying
out the p0 and P0 integrals in (7.14), we obtain the following one-loop time evolution equation for the spatially
homogeneous statistical distribution function fΦ(|p|, t) of the real scalar field:
∂tfΦ(|p|, t) = −g
2
2
∑
{α}
∫
d3k
(2pi)3
1
2EΦ(p)
1
2Eχ(k)
1
2Eχ(p− k)
× t
2pi
sinc
[(
αEΦ(p) − α1Eχ(k) − α2Eχ(p− k)
)
t/2
]
×
{
pi + 2Si
[(
αEΦ(p) + α1Eχ(k) + α2Eχ(p− k)
)
t/2
] }
×
{(
θ(−α) + fΦ(|p|, t)
)[
θ(α1)
(
1 + fχ(|k|, t)
)
+ θ(−α1)fCχ (|k|, t)
]
×
[
θ(α2)
(
1 + fCχ (|p− k|, t)
)
+ θ(−α2)fχ(|p− k|, t)
]
−
(
θ(α) + fΦ(|p|, t)
)[
θ(α1)fχ(|k|, t) + θ(−α1)
(
1 + fCχ (|k|, t)
)]
×
[
θ(α2)f
C
χ (|p− k|, t) + θ(−α2)
(
1 + fχ(|p− k|, t)
)]}
. (9.41)
where Si(x) is the sine integral function and {α} is the short-hand notation for the summation over α, α1, α2 = ±1.
With the summation over {α}, the statistical factors in the braces of the last four lines of (9.41) contain the difference
of contributions from the four processes shown in Figure 8 and their inverse processes. For early times, all of these
evanescent processes and inverse processes contribute, as can be seen from Figure 12. The presence of Si(x) ensures
that the correct late-time limit and kinematics are obtained on restoration of energy conservation. This factor is
missing in the existing descriptions, see e.g. [48, 64]. The dispersive force term and off-shell collision term vanish in
the spatially homogeneous case, thanks to the symmetry of the self-energy under P → −P .
In the large-time limit t → ∞, we have
t
2pi
sinc
[(
αEΦ(p) − α1Eχ(k) − α2Eχ(p− k)
)
t/2
]{
pi + 2Si
[(
αEΦ(p) + α1Eχ(k) + α2Eχ(p− k)
)
t/2
] }
−→
t→∞ 2piθ(α)δ
(
EΦ(p) − α1Eχ(k) − α2Eχ(p− k)
)
. (9.42)
The kinematic constraints then force α = α1 = α2 = +1 and we obtain
∂tfΦ(|p|, t) = −g
2
2
∫
d3k
(2pi)3
1
2EΦ(p)
1
2Eχ(k)
1
2Eχ(p− k) 2piδ
(
EΦ(p) − Eχ(k) − Eχ(p− k)
)
×
[
fΦ(|p|, t)
(
1 + fχ(|k|, t)
)(
1 + fCχ (|p− k|, t)
)
−
(
1 + fΦ(|p|, t)
)
fχ(|k|, t)fCχ (|p− k|, t)
]
. (9.43)
Equation (9.43) corresponds to the semi-classical Boltzmann equation [cf. (7.17)].
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By analogy, the one-loop time evolution equation for the spatially homogeneous statistical distribution function
fχ(|p|, t) of the complex scalar field χ is given by
∂tfχ(|p|, t) = −g
2
2
∑
{α}
∫
d3k
(2pi)3
1
2EΦ(p)
1
2Eχ(k)
1
2Eχ(p− k)
× t
2pi
sinc
[(
αEχ(p) − α1EΦ(k) − α2Eχ(p− k)
)
t/2
]
×
{
pi + 2Si
[(
αEχ(p) + α1EΦ(k) + α2Eχ(p− k)
)
t/2
] }
×
{[
θ(α)fχ(|p|, t) + θ(−α)
(
1 + fCχ (|p|, t)
)](
θ(α1) + fΦ(|k|, t)
)
×
[
θ(α2)
(
1 + fχ(|p− k|, t)
)
+ θ(−α2)fCχ (|p− k|, t)
]
−
[
θ(α)
(
1 + fχ(|p|, t)
)
+ θ(−α)fCχ (|p|, t)
](
θ(−α1) + fΦ(|p|, t)
)
×
[
θ(α2)fχ(|p− k|, t) + θ(−α2)
(
1 + fCχ (|p− k|, t)
)]}
. (9.44)
In the large-time limit t → ∞, the kinematics restrict α = α1 = −α2 = +1, giving
∂tfχ(|p|, t) = −g
2
2
∫
d3k
(2pi)3
1
2EΦ(p)
1
2Eχ(k)
1
2Eχ(p− k) 2piδ
(
EΦ(k) − Eχ(p) − Eχ(p− k)
)
×
[ (
1 + fΦ(|k|, t)
)
fχ(|p|, t)fCχ (|p− k|, t) − fΦ(|k|, t)
(
1 + fχ(|p|, t)
)(
1 + fCχ (|p− k|, t)
)]
. (9.45)
This result is consistent with (9.43), differing by an overall sign, as one should expect.
At t = 0, the semi-classical Boltzmann transport equation in (9.43) becomes
∂tfΦ(|p|, t)
∣∣
t= 0
= −g
2
2
∫
d3k
(2pi)3
1
2EΦ(p)
1
2Eχ(k)
1
2Eχ(p− k) 2piδ
(
EΦ(p) − Eχ(k) − Eχ(p− k)
)
×
[
fB
(
EΦ(p)
)(
1 + fB
(
Eχ(k)
)
+ fCB
(
Eχ(p− k)
)) − fB(Eχ(k))fCB (Eχ(p− k))] , (9.46)
where we remind the reader that energy conservation is artificially imposed. By virtue of this energy conservation,
the first product of statistical factors in (9.46) satisfies the identity
fB
(
EΦ(p)
)(
1 + fB
(
Eχ(k)
)
+ fCB
(
Eχ(p− k)
))
= fB
(
Eχ(k)
)
fCB
(
Eχ(p− k)
)
. (9.47)
As a result, the RHS of (9.43) is exactly zero at t = 0. Consequently, the energy-non-conserving evanescent regime
plays a fundamental role in the description of the evolution of the system S .
We now wish to show that the master time evolution equations (9.41) and (9.44) of our perturbative approach
describe a non-trivial evolution of the system S . For this purpose, we consider the time evolution equation of the
heavy scalar Φ in (9.41) and assume that the χ statistical distribution functions f
(C)
χ (|p|, t) of the RHS remain in
their initial equilibrium forms for all times, i.e. f
(C)
χ (|p|, t) = fB
(
Eχ(p)
)
(µ/T  1). With this assumption, we see
from Figure 16 that the RHS of (9.41) is non-zero for early times. Thus, the system S is indeed perturbed from its
non-interacting equilibrium by the evanescent processes described by our perturbative time evolution equations (9.41)
and (9.44).
Let us finally have a closer look at the early-time behavior that immediately follows after the switching on of the
interactions. We expect that this prompt behavior is dominated by the ultra-violet contribution to the phase-space
integral on the RHS of (9.41) due to the Heisenberg uncertainty principle. From Figure 13, we see that this shock
regime contributes dominantly to the prompt evolution of the infra-red modes of fΦ(|p|, t). In this regime, we take
|p| = 0 and m = 0 in (9.41) and introduce the ultra-violet cut-off Λ in the limits of the phase-space integrals of the
RHS. Assuming that the χ distribution functions are tempered, vanishing faster than a power law for large momenta,
we may ignore their contribution in the ultra-violet limit. Hence, ∂tfΦ(|p| = 0, t) can be approximated by
∂tfΦ(|p| = 0, t) ∼ − g
2
32pi3M
(
1 + 2fΦ(|p| = 0, t)
)
lim
Λ→∞
Si2(Λt) . (9.48)
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FIG. 16: Numerical estimates of ∂tfΦ(|p|, t), as a function of Mt, assuming that the χ statistical distribution
functions f
(C)
χ (|p|, t) on the RHS of the time evolution equation (9.41) maintain their equilibrium Bose–Einstein
form for all times.
Clearly, ∂tfΦ(|p| = 0, t) vanishes in the limit t  1/Λ → 0, as we expect. Expanding Si (Λt) about Λt = 0, i.e. for
times infinitesimally close to zero, we obtain
∂tfΦ(|p| = 0, t) ∼ − g
2
32pi3M
(
1 + 2fΦ(|p| = 0, 0)
)
lim
Λ→∞
(Λt)2 . (9.49)
For small but finite times, ultra-violet contributions are rapidly varying. It is apparent from this discussion and
Figures 13 and 16 that the effect of the transient behavior of the system upon its subsequent dynamics is significant,
since the quantum memories persist on long time scales Mt  1. We may therefore conclude that as opposed to
other methods relying on a truncated gradient expansion, our approach consistently describes this highly-oscillatory
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and rapidly-evolving early-time behavior of the system.
E. Inclusion of Thermal Masses
In this section, we describe how local thermal-mass corrections may be incorporated consistently into our approach.
The local part of the one-loop χ self-energy shown in Figure 4 has the explicit form
Πloc(1)χ (p, p
′, t˜f ; t˜i) = −λ
2
(2pi)4δ
(4)
t (p − p′)(2piµ)2ei(p0 − p
′
0)t˜f
×
∫∫
ddk
(2pi)d
d4k′
(2pi)4
(
i
k2 − m2 + i (2pi)
4δ(4)(k − k′)
+ 2piδ(k2 − m2)|2k0|1/2f˜χ(k, k′, t)ei(k0 − k′0)t˜f |2k′0|1/22piδ(k′2 − m2)
)
, (9.50)
with d = 4 − 2 (cf. Appendix F). The first term yields the standard zero-temperature UV divergence, which is
usually removed by mass renormalization. The second term yields
Πloc(1)χ (p, p
′, t˜f ; t˜i) = −(2pi)4δ(4)t (p − p′)ei(p0 − p
′
0)t˜fm2th(t˜f ; t˜i) , (9.51)
where the time-dependent thermal mass mth(t˜f ; t˜i), given by
m2th(t˜f ; t˜i) =
λ
2
∫
d3k
(2pi)3
1√
2Eχ(k)
∫
d3k′
(2pi)3
1√
2Eχ(k′)
×
(
fχ(k,k
′, t)ei[E(k)− E(k
′)]t˜f + fC∗χ (−k,−k′, t)e−i[E(k)− E(k
′)]t˜f
)
, (9.52)
is UV finite. Notice that a unique thermal mass may not be defined in the spatially inhomogeneous case due to the
explicit dependence on t˜f .
From the Schwinger–Dyson equation in (4.32), the inverse quasi-particle CTP propagator ∆−1χ, ab(p, p
′, t˜f ; t˜i) of the
complex scalar field χ takes the form
∆−1χ, ab(p, p
′, t˜f ; t˜i) = (2pi)4δ
(4)
t (p − p′)ei(p0 − p
′
0)t˜f
[(
p′2 − m2th(t˜f ; t˜i)
)
ηab + iIab
]
, (9.53)
in which we have assumed mth(t)  m. If the quartic χ self-interaction is switched on sufficiently long before t = 0,
then for t ≥ 0, we may replace the δt function in the inverse quasi-particle propagator (9.53) by an exact energy-
conserving delta function. This imposition of energy conservation constitutes a quasi-particle approximation, allowing
us to invert (9.53) exactly, using the arguments of Sections III B and IV C, to obtain the following quasi-particle χ
propagators:
∆0, abχ (p, p
′, t˜f ; t˜i) =
[ (
p2 − m2th(t˜f ; t˜i) + i)−1 −i2piθ(−p0)δ
(
p2 − m2th(t˜f ; t˜i)
)
−i2piθ(p0)δ
(
p2 − m2th(t˜f ; t˜i)
) −(p2 − m2th(t˜f ; t˜i) − i)−1
]
(2pi)4δ(4)(p − p′)
− i2pi|2p0|1/2δ
(
p2 − m2th(t˜f ; t˜i)
)
f˜χ(p, p
′, t)ei(p0− p
′
0)t˜f 2pi|2p′0|1/2δ
(
p′2 − m2th(t˜f ; t˜i)
)[1 1
1 1
]
.
(9.54)
If the subsystem Sχ is in a state of thermodynamic equilibrium at the initial time t = 0, the thermal mass reduces
to the known result
m2th(t = 0) =
λT 2
24
, (9.55)
for m = 0 and µ  T . In order to describe completely the dynamics of the combined system S = SΦ ∪ Sχ, we
couple the evolution of the thermal mass mth(t) to the perturbative time evolution equations (9.41) and (9.44) for
the Φ and χ statistical distribution functions. This is achieved by differentiating (9.52) with respect to t, such that
∂tmth(t) =
λ
2mth(t)
∫
d3k
(2pi)3
1
2Eχ(k)
1
2
(
∂tfχ(|k|, t) + ∂tfCχ (|k|, t)
)
. (9.56)
59
Here, ∂tfχ(|k|, t) and ∂tfCχ (|k|, t) depend implicitly upon mth(t) via the coupled first-order differential equations
(9.41) and (9.44), derived using the quasi-particle χ propagators in (9.54). On dimensional grounds, we may estimate
that the leading contribution to ∂tmth(t) is of order λ
1/2gT . The latter estimate provides firm support that our time
evolution equations may consistently incorporate thermal masses and so describe the main non-perturbative dynamics
of the system.
X. CONCLUSIONS
We have developed a new perturbative approach to non-equilibrium thermal quantum field theory. Our perturbative
approach is based upon non-homogeneous free propagators and time-dependent vertices, which explicitly break space-
time translational invariance and properly encode the dependence of the system on the time of observation. The forms
of these propagators are constrained by fundamental field-theoretic requirements, such as CPT invariance of the action,
Hermiticity properties of correlation functions, causality and unitarity. We have shown that our perturbative approach
gives rise to time-dependent diagrammatic perturbation series, which are free of pinch singularities. The absence of
these pinch singularities results from the systematic inclusion of finite-time effects and the proper consideration
of the time of observation. We emphasize that this is achieved without invoking ad hoc prescriptions or effective
resummations of finite widths. In our formalism, we have derived the new master time evolution equations (7.13) and
(7.14) for particle number densities and statistical distribution functions, which are valid to all orders in perturbation
theory and to all orders in gradient expansion. Furthermore, the master time evolution equations (7.13) and (7.14)
respect CPT invariance and are also invariant under time translations of the CTP contour. As opposed to other
methods, in our perturbative approach, we do not need to employ quasi-particle approximation and no assumption is
necessary about the separation of time scales.
We have shown how the effect of a finite time interval since the start of evolution of the system leads to violation
of energy conservation, as dictated by the Heisenberg uncertainty principle. Our approach permits the systematic
treatment of the pertinent generalized kinematics in this evanescent regime. We have found that the available phase
space of 1 → 2 decays increases and would-be kinematically disallowed processes can still take place at early times,
contributing significantly to our time evolution equations. Within a simple scalar model, we have illustrated that these
kinematically forbidden evanescent processes are the 2 → 1 processes of Landau damping, as well as 3→ 0 processes
of total annihilation into the thermal bath. The processes of Landau damping and total annihilation have been shown
to contribute promptly to the particle width, to a level as high as 20%. The switching on of the interactions leads to
a quantum quench in the system, which manifests itself as a rapid change in both the particle width and the collision
terms of the time evolution equations. These early-time effects give rise to an oscillating pattern, which persists
even at later times. We have demonstrated that these late-time memory effects exhibit a non-Markovian evolution
characterized by oscillations with time-dependent frequencies. The latter constitutes a distinctive feature of proper
non-equilibrium dynamics, which is consistently predicted by our perturbative approach.
We note that the rapid transient behavior of the system makes the method of gradient expansion unsuitable for early
times. We emphasize that in our approach no assumption was made as to the relative rate of thermalization of either
the statistical or spectral behavior of the system. For the considered initial conditions of thermal equilibrium, we
have found that the spectral evolution resulting from evanescent contributions is critical to the early-time statistical
dynamics of the system. Consequently, it would have been inappropriate to assume a separation of time scales at
early times. A more accurate numerical solution to our time evolution equations turns out to be computationally
intensive and may be presented elsewhere.
Finite-time effects, which are systematically incorporated in our perturbative approach, are also relevant to many-
body systems whenever a natural characteristic time scale for perturbations arises in such systems. Thus, in addition
to possible applications to reheating and preheating, of particular interest are first-order phase transitions. For
instance, such characteristic time scales result from the bubble wall velocity of nucleation in the electroweak phase
transition, e.g. see [110, 111]. In the vicinity of the bubble wall, evanescent contributions may weaken the constraints
of decay and inverse decay thresholds and so affect the washout phenomena and the generation of relic densities.
This evanescent regime is particularly relevant to prethermalization [112] and isotropization [61] time scales, which
are known to be shorter than the time scale of thermalization.
It is straightforward to generalize our perturbative approach to theories that include fermions and gauge fields.
Thus, it would be very interesting to extend the classical approaches [83, 113] to kinetic equations of particle mixing to
non-homogeneous backgrounds, by including finite-time evanescent effects in line with the non-equilibrium formalism
presented in this paper.
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Appendix A: Propagator Properties and Identities
In this appendix, we give a detailed summary of the transformation properties and identities that relate the various
propagators defined in Section II. In detail, the pertinent two-point correlation functions for the complex scalar field
χ are given by
i∆(x, y) ≡ 〈[χ(x), χ†(y) ]〉 , (A1a)
i∆1(x, y) ≡ 〈{χ(x), χ†(y) }〉 , (A1b)
i∆R(x, y) ≡ θ(x0 − y0)i∆(x, y) , (A1c)
i∆A(x, y) ≡ −θ(y0 − x0)i∆(x, y) , (A1d)
i∆P(x, y) ≡ 12ε(x0 − y0) 〈[χ(x), χ†(y) ]〉 , (A1e)
i∆>(x, y) ≡ 〈χ(x)χ†(y)〉 , (A1f)
i∆<(x, y) ≡ 〈χ†(y)χ(x)〉 , (A1g)
i∆F(x, y) ≡ 〈T [χ(x)χ†(y) ]〉 , (A1h)
i∆D(x, y) ≡ 〈 T¯ [χ(x)χ†(y) ]〉 . (A1i)
The definitions of the charge-conjugate propagators follow from the unitary transformation
U†Cχ(x)UC = χ
C(x) = ηχ†(x) , (A2a)
U†Cχ
†(x)UC = χC†(x) = η∗χ(x) , (A2b)
where the complex phase η satisfies |η|2 = 1.
It follows from the definitions that the propagators satisfy the transformations listed below under charge- and
Hermitian-conjugation:
∆(x, y) = −∆∗(y, x) = −∆C(y, x) , (A3a)
∆1(x, y) = −∆∗1(y, x) = ∆C1 (y, x) , (A3b)
∆P(x, y) = ∆∗P(y, x) = ∆
C
P(y, x) , (A3c)
∆R(x, y) = ∆
C∗
R (x, y) = ∆
∗
A(y, x) = ∆
C
A(y, x) , (A3d)
∆>(x, y) = −∆∗>(y, x) = ∆C<(y, x) = −∆C∗< (x, y) , (A3e)
∆F(x, y) = ∆
C
F (y, x) = −∆∗D(y, x) = −∆C∗D (x, y) , (A3f)
where the action of charge-conjugation is trivial in the case of a real scalar field. In the double momentum represen-
tation, these identities take the form:
∆(p, p′) = −∆∗(p′, p) = −∆C(−p′,−p) , (A4a)
∆1(p, p
′) = −∆∗1(p′, p) = ∆C1 (−p′,−p) , (A4b)
∆P(p, p′) = ∆∗P(p
′, p) = ∆CP(−p′,−p) , (A4c)
∆R(p, p
′) = ∆C∗R (−p,−p′) = ∆∗A(p′, p) = ∆CA(−p′,−p) , (A4d)
∆>(p, p
′) = −∆∗>(p′, p) = ∆C<(−p′,−p) = −∆C∗< (−p,−p′) , (A4e)
∆F(p, p
′) = ∆CF (−p′,−p) = −∆∗D(p′, p) = −∆C∗D (−p,−p′) . (A4f)
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Finally, in the Wigner representation, the propagators satisfy the following properties:
∆(q,X) = −∆∗(q,X) = −∆C(−q,X) , (A5a)
∆1(q,X) = −∆∗1(q,X) = ∆C1 (−q,X) , (A5b)
∆P(q,X) = ∆∗P(q,X) = ∆
C
P(−q,X) , (A5c)
∆R(q,X) = ∆
C∗
R (−q,X) = ∆∗A(q,X) = ∆CA(−q,X) , (A5d)
∆>(q,X) = −∆∗>(q,X) = ∆C<(−q,X) = −∆C∗< (−q,X) , (A5e)
∆F(q,X) = ∆
C
F (−q,X) = −∆∗D(q,X) = −∆C∗D (−q,X) . (A5f)
We also list the following set of useful identities:
∆(x, y) = ∆>(x, y) − ∆<(x, y) = ∆R(x, y) − ∆A(x, y) , (A6a)
= ε(x0 − y0)
(
∆F(x, y) − ∆D(x, y)
)
, (A6b)
∆1(x, y) = ∆>(x, y) + ∆<(x, y) = ∆F(x, y) + ∆D(x, y) , (A6c)
∆R(A)(x, y) = ∆F(x, y) − ∆<(>)(x, y) = −∆D(x, y) + ∆>(<)(x, y) , (A6d)
∆F(D)(x, y) =
1
2
(
(−)2∆P(x, y) + ∆>(x, y) + ∆<(x, y)
)
, (A6e)
∆P(x, y) =
1
2
(
∆R(x, y) + ∆A(x, y)
)
=
1
2
(
∆F(x, y) − ∆D(x, y)
)
. (A6f)
We note that analogous relations hold for the corresponding self-energies and that these identities and relations are
true for free and resummed propagators.
Appendix B: Correspondence between Imaginary and Real Time Formalisms
In this appendix, we briefly outline a number of relevant details of the Imaginary Time Formalism (ITF) of thermal
field theory. These details are discussed in the context of the real scalar field theory introduced in Section II.
Subsequently, we identify the correspondence of the ITF Φ-scalar propagator and its one-loop non-local self-energy
with results calculated explicitly in real time, using the CTP formalism of Section III in the equilibrium limit discussed
in Section V.
The equilibrium density operator ρeq in (5.6) permits a path-integral representation in negative imaginary time.
The ITF generating functional is
Z[J ] =
∫
[dΦ] exp
(
− S¯[Φ] +
∫ β
0
dτx
∫
d3x J(x¯)Φ(x¯)
)
, (B1)
with action
S¯[Φ] =
∫ β
0
dτx
∫
d3x
(
1
2∂µΦ(x¯)∂µΦ(x¯) +
1
2M
2Φ2(x¯) + 13!gΦ
3(x¯) + 14!λΦ
4(x¯)
)
. (B2)
We emphasize the restricted domain of integration over the imaginary time τx ∈ [0, β]. Four-dimensional Euclidean
space-time coordinates are denoted by a horizontal bar, i.e. x¯µ ≡ (τx,x). In the limit β → ∞, (B1) is precisely
the Wick rotation to Euclidean space-time of the Minkowski-space generating functional via the analytic continuation
x0 → −iτx.
The free imaginary-time propagator ∆¯0 may be written as follows:
∆¯0(x¯− y¯) = 1
β
+∞∑
`=−∞
∫
d3p
(2pi)3
ei[ω`(τx − τy) + p·(x− y)]∆¯0(iω`,p) , (B3)
where
∆¯0(iω`,p) =
1
ω2` + p
2 + M2
(B4)
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is the so-called Matsubara propagator. The discrete Matsubara frequencies ω` = 2pi`/β, ` ∈ Z, arise from the
periodicity of the imaginary time direction in order to satisfy the KMS relation [cf. (5.15)]
∆¯0(x¯− y¯) = ∆¯0(x¯− y¯ + β) . (B5)
The resummed Matsubara propagator is given by the imaginary-time Schwinger–Dyson equation
∆¯−1(iω`,p) = ∆¯0,−1(iω`,p) + Π¯(iω`,p) , (B6)
where Π¯(ω`,p) is the imaginary-time self-energy. Equation (B6) may be inverted directly to obtain
∆¯(iω`,p) =
1
ω2` + p
2 + M2 + Π¯(iω`,p)
. (B7)
The free Matsubara propagator in (B4) may also be written in the following spectral representation:
∆¯0(iω`,p) = −i
∫
dk0
2pi
∆0(k0,p)
iω` − k0 , (B8)
where
i∆0(k0,p) = 2piε(k0)δ(k
2
0 − p2 − M2) (B9)
is the single-momentum representation of the free Pauli–Jordan propagator, consistent with (2.16a). Making the
analytic continuation iω` → p0 + i to real frequencies and comparing with the spectral representation of the
retarded propagator ∆R in (2.22), we may establish the correspondence
∆¯0(iω` → p0 + i,p) = −∆0R(p) . (B10)
This correspondence must also hold for the resummed Matsubara propagator ∆¯ via (B6). As such, the analytic
continuation of the ITF self-energy Π¯,
Π¯(iω` → p0 + i,p) = −ΠR(p) , (B11)
yields the equilibrium retarded self-energy ΠR.
Thus, in thermodynamic equilibrium, an exact correspondence can be established between the ITF and the real-
time approach of the CTP formalism, by means of retarded propagators and self-energies. The full complement of
propagators exhibited in Table II and the corresponding self-energies may be obtained using the constraints of causality
(2.24) and unitarity (2.28) in combination with the KMS relation (5.16) and the condition of detailed balance (5.25).
The relationships between the retarded and CTP propagators and self-energies are listed explicitly in (5.19) and
(5.26).
To illustrate the correspondence in (B11), we consider the one-loop bubble diagram of the real scalar theory in
(2.1). The real and imaginary parts of the retarded self-energy ΠR may be calculated in the CTP formalism from the
time-ordered Π and positive-frequency Wightman Π> self-energies, respectively, using the relations in (5.26).
The real part of the one-loop retarded self-energy Π
(1)
R is given by
Re Π
(1)
R (p) = Re
[
− i (−ig)
2
2
∫
d4k
(2pi)4
i∆0F(k)i∆
0
F(p− k)
]
, (B12)
where i∆0F(k) is the equilibrium CTP Feynman propagator in (5.10a). Explicitly, we have
Re Π
(1)
R (p) = −
g2
2
∫
d3k
(2pi)3
1
4E1E2
[ ∑
α1 =±1
∫
(p−k)2 6=M2
dk0
2E2
(p− k)2 −M2 δ
(
k0 − α1E1
)(
1
2 + fB(k0)
)
+
∑
α2 =±1
∫
k2 6=M2
dk0
2E1
k2 −M2 δ
(
p0 − k0 − α2E2
)(
1
2 + fB(p0 − k0)
)]
, (B13)
where E1 ≡ E(k) and E2 ≡ E(p − k). The integral subscripts remind us that the integration around the on-shell
poles is understood in the Cauchy principal value sense. Integration over k0 yields the result
Re Π
(1)
R (p) = −
g2
2
∑
{α}
∫
d3k
(2pi)3
α1α2
4E1E2
1 + fB(α1E1) + fB(α2E2)
p0 − α1E1 − α2E2 , (B14)
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where we have used the short-hand notation {α} to denote summation over α1, α2 = ±1.
The one-loop positive-frequency Wightman self-energy is given by
iΠ
(1)
> (p) =
(−ig)2
2
∫
d4k
(2pi)4
i∆0>(k)i∆
0
>(p− k) . (B15)
Using the signum form of the equilibrium positive-frequency Wightman propagator i∆0>(k) in (5.10b), we obtain
Π
(1)
> (p) = ipig
2
∑
{α}
∫
d3k
(2pi)3
∫
dk0
α1α2
4E1E2
δ(k0 − α1E1)δ(p0 − k0 − α2E2)
(
1 + fB(k0)
)(
1 + fB(p0−k0)
)
. (B16)
The product of Bose–Einstein distributions in (B16) satisfies the following relation:
fB(k0)fB(p0 − k0) = fB(p0)
(
1 + fB(k0) + fB(p0 − k0)
)
. (B17)
Thus, upon integration over k0, we find
Π
(1)
> (p) = ipig
2
(
1 + fB(p0)
)∑
{α}
∫
d3k
(2pi)3
α1α2
4E1E2
δ(p0 − α1E1 − α2E2)
(
1 + fB(α1E1) + fB(α2E2)
)
. (B18)
Using the relation in (5.26c), the imaginary part of the one-loop retarded self-energy may then be written down as
Im Π
(1)
R (p) =
pig2
2
∑
{α}
∫
d3k
(2pi)3
α1α2
4E1E2
δ(p0 − α1E1 − α2E2)
(
1 + fB(α1E1) + fB(α2E2)
)
. (B19)
In the ITF, the one-loop self-energy is given by
− Π¯(1)(iω`,p) = (−g)
2
2β
+∞∑
n=−∞
∫
d3k
(2pi)3
∆¯(iωn,k)∆¯(i(ω` − ωn),p− k) . (B20)
After performing the summation over n (see for instance [97]), we obtain
Π¯(1)(iω`,p) =
g2
2
∑
{α}
∫
d3k
(2pi)3
α1α2
4E1E2
1 + fB(α1E1) + fB(α2E2)
iω` − α1E1 − α2E2 . (B21)
Making the analytic continuation iω` → p0 + i and subsequently extracting the real and imaginary parts, the result
in (B21) agrees with (B14) and (B19) via the correspondence in (B11).
Appendix C: The Complex Scalar Field
This appendix describes the generalization of the results in Sections IV C and V to the case of a complex scalar
field χ. In particular, we derive the full complement of non-homogeneous free propagators and expand upon the ITF
correspondence identified in Appendix B.
Our starting point is the complex-scalar Lagrangian
L(x) = ∂µχ†(x)∂µχ(x) − m2χ†(x)χ(x) − 14λ
[
χ†(x)χ(x)
]2
. (C1)
In analogy to (2.11), the complex scalar field χ(x) may be written in the interaction picture as
χ(x; t˜i) =
∫
dΠp
(
a(p, 0; t˜i)e
−iE(p)x0eip·x + b†(p, 0; t˜i)eiE(p)x0e−ip·x
)
, (C2)
where a†(p, 0; t˜i) and a(p, 0; t˜i) (b†(p, 0; t˜i) and b(p, 0; t˜i)) are the interaction-picture particle (anti-particle) creation
and annihilation operators, respectively. Under C-conjugation [cf. (A2a)] these creation and annihilation operators
satisfy the transformations
U†C a(p, t˜; t˜i)UC = ηb(p, t˜; t˜i) , U
†
C b
†(p, t˜; t˜i)UC = ηa†(p, t˜; t˜i) . (C3)
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Introducing the four-dimensional LIPS measure from (2.3), the field operator (C2) and its Hermitian conjugate may
be recast in the form
χ(x; t˜i) =
∫
d4p
(2pi)4
e−ip·x χ(p; t˜i) , χ†(x; t˜i) =
∫
d4p
(2pi)4
e−ip·x χ†(−p; t˜i) , (C4)
where the Fourier amplitudes are given by
χ(p; t˜i) = 2piδ(p
2 − m2)
(
θ(p0)a(p, 0; t˜i) + θ(−p0)b†(−p, 0; t˜i)
)
. (C5)
For the real scalar field, the quantization scheme was only dependent on the restriction placed upon the form of
the field commutator. In the case of the complex scalar field, we have two degrees of freedom to fix. Thus, we begin
with the following two commutators of interaction-picture fields:[
χ(x), χ(y)
]
= 0 ,
[
χ(x), χ†(y)
]
= i∆0(x, y;m2) , (C6)
where the Pauli–Jordan propagator has precisely the form in (2.15). In analogy to the real scalar field, we may derive
from (C6) the equal-time commutation relations
i∆0(x, y;m2)
∣∣
x0 = y0 = t˜
=
[
χ(t˜,x), χ†(t˜,y)
]
= 0 , (C7a)
∂x0i∆
0(x, y;m2)
∣∣
x0 = y0 = t˜
=
[
pi†(t˜,x), χ†(t˜,y)
]
= −iδ(3)(x − y) , (C7b)
∂y0i∆
0(x, y;m2)
∣∣
x0 = y0 = t˜
=
[
χ(t˜,x), pi(t˜,y)
]
= iδ(3)(x − y) , (C7c)
∂x0∂y0i∆
0(x, y;m2)
∣∣
x0 = y0 = t˜
=
[
pi†(t˜,x), pi(t˜,y)
]
= 0 , (C7d)
where pi(x) = ∂x0χ
†(x) is the conjugate momentum operator. The particle and anti-particle creation and annihilation
operators necessarily satisfy the algebra[
a(p, t˜), a†(p′, t˜′)
]
=
[
b(p, t˜), b†(p′, t˜′)
]
= (2pi)32E(p)δ(3)(p − p′)e−iE(p)(t˜− t˜′) , (C8)
with all other commutators vanishing. We stress again that the phase factor e−iE(p)(t˜− t˜
′) on the RHS of (C8) has
appeared due to the difference in microscopic times of the interaction-picture creation and annihilation operators.
In addition to the C-conserving propagators listed in Appendix A, we may also define C-violating propagators. As
an example, the C-violating Hadamard propagator ∆1/C(x, y) would read:
i∆1/C(x, y) = 〈 {χ(x), χ(y) } 〉 , (C9)
which satisfies
∆1/C(x, y) = ∆1/C(y, x) = −η2∆C∗1/C(x, y) . (C10)
This Hadamard correlation function may, in general, be non-zero for early times, thus permitting extra C-violating
evanescent processes in addition to those described in Section IX.
In analogy to (4.53), we write the following set of EEVs of two-point products of particle and anti-particle creation
and annihilation operators:
〈a†(p′, t˜f ; t˜i)a(p, t˜f ; t˜i)〉t = 2E (p,p′)f(p,p′, t) , (C11a)
〈b(p′, t˜f ; t˜i)a(p, t˜f ; t˜i)〉t = 2E (p,p′)g(p,p′, t) , (C11b)
〈a(p′, t˜f ; t˜i)a(p, t˜f ; t˜i)〉t = 2E (p,p′)h(p,p′, t) , (C11c)
〈b†(p′, t˜f ; t˜i)a(p, t˜f ; t˜i)〉t = 2E (p,p′)d(p,p′, t) , (C11d)
where the remaining EEVs are obtained by Hermitian and charge conjugation. The four statistical distribution
functions f, g, h, d satisfy the following identities:
f(p,p′, t) = f∗(p′,p, t) , (C12a)
g(p,p′, t) = gC(p′,p, t) , (C12b)
h(p,p′, t) = h(p′,p, t) , (C12c)
d(p,p′, t) = η2dC∗(p′,p, t) . (C12d)
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The non-homogeneous free propagators of the complex scalar field χ may be written as listed in Table II with the
substitution of the following ensemble function:
f˜(p, p′, t) = θ(p0)θ(p′0)f(p,p
′, t) + θ(−p0)θ(−p′0)fC∗(−p,−p′, t)
+ θ(p0)θ(−p′0)g(p,−p′, t) + θ(−p0)θ(p′0)gC∗(−p,p′, t) , (C13)
satisfying the relations: f˜(p, p′, t) = f˜C(−p′,−p, t) = f˜C∗(−p,−p′, t) in accordance with (A4). The free C-violating
Hadamard propagator ∆0
1/C
(p, p′, t˜f ; t˜i), defined in (C9), may be written down as
∆1/C(p, p
′, t˜f ; t˜i) = −i2piδ(p2 − m2)|2p0|1/22d˜(p, p′, t)ei(p0 − p′0)t˜f |2p′0|1/22piδ(p′2 − m2) , (C14)
where we have defined the C-violating ensemble function d˜(p, p′, t). Evaluating the EEVs directly, we find
d˜(p, p′, t) = θ(p0)θ(p′0)d(p,p
′, t) + θ(−p0)θ(−p′0)η2dC∗(−p,−p′, t)
+ θ(p0)θ(−p′0)h(p,−p′, t) + θ(−p0)θ(p′0)η2hC∗(−p,p′, t) . (C15)
satisfying the relations: d˜(p, p′, t) = d˜C(−p′,−p, t) = η2d˜C∗(−p,−p′, t).
The inclusion of the C-violating distribution functions requires the addition of the C-violating source lab to the
expansion of the kernel of the density operator in the CTP generating functional, according to our discussion in
Section IV A. Omitting the t dependence of the sources for notational convenience, the CTP generating functional for
the complex scalar field χ takes the form
W[ja, kab, lab] = −i~ ln
∫∫
[d(χa†, χa)] exp
{
i
~
[
S
[
χa†, χa
]
+
∫
Ωt
d4x
(
j†a(x)χ
a(x) + χ†a(x)j
a(x)
)
+
∫∫
Ωt
d4xd4x′
(
χa†(x)kab(x, x′)χb(x′)
+
1
2
χa(x)l†ab(x, x
′)χb(x′) +
1
2
χa†(x)lab(x, x′)χb†(x′)
)
+ · · ·
]}
. (C16)
The bi-local sources kab and lab necessarily satisfy the identities
kab(x, x
′) = k†ba(x
′, x) , lab(x, x′) = lba(x′, x) , (C17)
to ensure that the exponent of the generating functional is CPT -invariant. The subsequent derivation of the effective
action then follows analogously to Section IV.
The Lagrangian in (C1) is invariant under the global U(1) transformation
χ(x) → χ′(x) = e−iα χ(x) , χ†(x) → χ′†(x) = eiα χ†(x) , (C18)
entailing the conserved Noether current
jµ(x) = i
(
χ†(x)∂µχ(x) −
(
∂µχ
†(x)
)
χ(x)
)
, (C19)
with corresponding conserved charge
: Q(x0) : =
∫
d3x : j0(x) : =
∫
dΠp
(
a†(p, 0)a(p, 0) − b†(p, 0)b(p, 0)
)
, (C20)
where : : denotes normal ordering. The existence of this conserved charge necessitates the introduction of a chemical
potential µ and, as such, the equilibrium density operator is of the grand-canonical form
ρ(β, µ) = e−β(H−µQ) . (C21)
In the presence of this chemical potential, the KMS relation in (5.15) generalizes to
∆>(x
0 − y0,x− y) = e−βµ∆<(x0 − y0 + iβ,x− y) (C22)
or, in the momentum representation,
∆>(p) = e
β(p0−µ)∆<(p) . (C23)
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Proceeding as in Section III, we find that the final constraint on f˜(p), generalizing (5.17), is
f˜(p) = θ(p0)fB(p0) + θ(−p0)fCB (−p0) , (C24)
where f
(C)
B (p0) = (e
β[p0−(+)µ] − 1)−1 is the particle (anti-particle) Bose–Einstein distribution function. In equilib-
rium, translational invariance is restored and the elements of the free CTP propagator may be written in the single
momentum representations
i∆0F(p) = i
(
p2 − m2 + i
)−1
+ 2pi
(
θ(p0)fB(p0) + θ(−p0)fCB (−p0)
)
δ(p2 − m2) , (C25a)
i∆0>(p) = 2pi
[
θ(p0)
(
1 + fB(p0)
)
+ θ(−p0)fCB (−p0)
]
δ(p2 − m2) , (C25b)
i∆0<(p) = 2pi
[
θ(p0)fB(p0) + θ(−p0)
(
1 + fCB (−p0)
)]
δ(p2 − m2) . (C25c)
In order to define the ITF generating functional for the grand canonical partition function in (C21), one may
consider the Hamiltonian form of the path integral directly (see for instance [97]). We may write
Z[j] =
∫∫
[d(pi†, pi)] [d(χ†, χ)] exp
{
−
∫ β
0
dτx
∫
d3x
[
H(pi(†), χ(†)) − i
(
pi(x¯)∂τxχ(x¯)
+ pi†(x¯)∂τxχ
†(x¯)
)
− iµ
(
pi†(x¯)χ†(x¯) − pi(x¯)χ(x¯)
)
− j†(x¯)χ(x¯) − χ†(x¯)j(x¯)
]}
, (C26)
where
H(pi(†), χ(†)) = pi†(x¯)pi(x¯) + ∇χ†(x¯) · ∇χ(x¯) + m2χ†(x¯)χ(x¯) + Hint(χ†, χ) (C27)
is the Hamiltonian density and Hint is the interaction part. Expanding the fields and conjugate momenta in terms of
two real degrees of freedom χ1,2(x¯) and pi1,2(x¯) as
χ(x¯) =
1√
2
(
χ1(x¯) + iχ2(x¯)
)
, pi(x¯) =
1√
2
(
pi1(x¯) − ipi2(x¯)
)
, (C28)
we may analytically calculate the Gaussian integrals over pi1,2(x¯), yielding
Z[j] =
∫
[d(χ†, χ)] exp
[
−
∫ β
0
dτx
∫
d3x
(
(∂τx + µ)χ
†(x¯)(∂τx − µ)χ(x¯) + ∇χ†(x¯) · ∇χ(x¯)
+ m2χ†(x¯)χ(x¯) + Hint(χ†, χ) − j†(x¯)χ(x¯) − χ†(x¯)j(x¯)
)]
. (C29)
In order to derive the form of the ITF χ-propagator, we insert into (C29) the Fourier transform
χ(x¯) =
1
β
+∞∑
`=−∞
∫
d3p
(2pi)3
ei[ω`τx + p·x]χ(iω`,p) , (C30)
where ω` are the discrete Matsubara frequencies described in Appendix B. The effect of the chemical potential is to
shift the poles of the Matsubara propagator, which becomes
∆¯0(iω` − µ,p) = 1
(ω` + iµ)2 + p2 + m2
. (C31)
In generalization of the correspondence in (B10), the equilibrium retarded propagator ∆R is obtained by the analytic
continuation iω` − µ → p0 + i via
∆¯0(iω` − µ→ p0 + i,p) = −∆0R(p) . (C32)
Correspondingly, the equilibrium retarded self-energy ΠR is given by
Π¯(iω` − µ→ p0 + i) = −ΠR(p) , (C33)
thereby generalizing (B11).
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Appendix D: Non-Homogeneous Density Operator
In (D1), we highlight the full form of the series expansion of the general Gaussian-like density operator described in
Section IV C. Symmetric and asymmetric multi-particle states are built up by summing over all possible convolutions
of the W amplitudes. To facilitate our presentation task, the time dependence and phase-space integrals have been
omitted. In fact, all momenta are integrated with the LIPS measure given in (2.3).
ρ =
(
1 +
1
2
W10(p1 : 0)W01(0 : p1) +
1
4
W20(p1,p2 : 0)W02(0 : p2,p1) + · · ·
){
|0〉〈0|
+
(
−W10(k1 : 0) + 1
2
W11(k1 : q1)W10(q1 : 0)
+
1
2
W20(k1,q1 : 0)W01(0 : q1) + · · ·
)
|k1〉〈0|
+
(
−W01(0 : k′1) +
1
2
W01(0 : q1)W11(q1 : k
′
1)
+
1
2
W02(0 : k
′
1,q1)W10(q1 : 0) + · · ·
)
|0〉〈k′1|
+
(
(2pi)32E(k1)δ
(3)(k1 − k′1) − W11(k1 : k′1) + W10(k1 : 0)W01(0 : k′1)
+
1
2
W11(k1 : q1)W11(q1 : k
′
1) +
1
4
W20(k1,q1 : 0)W02(0 : q1,k
′
1) + · · ·
)
|k1〉〈k′1|
+
1
2
(
−W20(k1,k2 : 0) + W10(k1 : 0)W10(k2 : 0) + 1
2
W11(k1 : q1)W20(q1,k2 : 0)
+
1
2
W11(k2 : q1)W20(q1,k1 : 0) + · · ·
)
|k1,k2〉〈0|
+
1
2
(
−W02(0 : k′1,k′2) + W01(0 : k′1)W01(0 : k′2) +
1
2
W02(0 : k
′
1,q1)W11(q1 : k
′
2)
+
1
2
W02(0 : k
′
2,q1)W11(q1 : k
′
1) + · · ·
)
|0〉〈k′1,k′2|
+
1
2
(
W11(k1 : k
′
1)W10(k2 : 0) + W11(k2 : k
′
1)W10(k1 : 0)
+ W20(k1,k2 : 0)W01(0 : k
′
1) + · · ·
)
|k1,k2〉〈k′1|
+
1
2
(
W11(k1 : k
′
1)W01(0 : k
′
2) + W11(k1 : k
′
2)W01(0 : k
′
1)
+ W02(0 : k
′
1,k
′
2)W10(k1 : 0) + · · ·
)
|k1〉〈k′1,k′2|
+
1
2
(
W20(k1,k2 : 0)W10(k3 : 0) + · · ·
)
|k1,k2,k3〉〈0|
+
1
2
(
W02(0 : k
′
1,k
′
2)W01(0 : k
′
3) + · · ·
)
|0〉〈k′1,k′2,k′3|
+
[ 1
2
(
(2pi)32E(k1)δ
(3)(k1 − k′1) − W11(k1 : k′1) + W10(k1 : 0)W01(0 : k′1)
+
1
2
W11(k1 : q1)W11(q1 : k
′
1) +
1
4
W20(k1,q1 : 0)W02(0 : q1,k
′
1) + · · ·
)
×
(
(2pi)32E(k2)δ
(3)(k2 − k′2) − W11(k2 : k′2) + W10(k2 : 0)W01(0 : k′2)
+
1
2
W11(k2 : q2)W11(q2 : k
′
2) +
1
4
W20(k2,q2 : 0)W02(0 : q2,k
′
2) + · · ·
)
+
1
4
(
−W20(k1,k2 : 0) + W10(k1 : 0)W10(k2 : 0) + 1
2
W11(k1 : q1)W20(q1,k2 : 0)
+
1
2
W11(k2 : q1)W20(q1,k1 : 0) + · · ·
)
×
(
−W02(0 : k′1,k′2) + W01(0 : k′1)W01(0 : k′2) +
1
2
W02(0 : k
′
1,q1)W11(q1 : k
′
2)
+
1
2
W02(0 : k
′
2,q1)W11(q1 : k
′
1) + · · ·
)]
|k1,k2〉〈k′1,k′2| + · · ·
}
. (D1)
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Appendix E: Gradient Expansion of Kadanoff–Baym Equations
In this appendix, we outline the derivation and gradient expansion of the Kadanoff–Baym equations [77, 78]. The
resulting time evolution equations are included here for comparison with the new results described in Sections VII and
IX. The Kadanoff–Baym equations are obtained by the partial inversion of the Schwinger–Dyson equation derived in
Section IV A. Herein, we omit the t˜f and t˜i dependence of all propagators and self-energies for notational convenience.
Inverse Fourier transforming (7.5), we obtain the coordinate-space representation of the partially inverted Schwinger–
Dyson equation
−
(
2x + M2
)
∆≷(x, y) +
∫
Ωt
d4z
(
Π≷(x, z)∆P(z, y) + ΠP(x, z)∆≷(z, y)
)
=
1
2
∫
Ωt
d4z
(
Π<(x, z)∆>(z, y) − Π>(x, z)∆<(z, y)
)
, (E1)
where we have also included the positive-frequency contribution for completeness. Introducing the relative and central
coordinates Rµ and Xµ via (4.38), we may show that the d’Alembertian operator may be rewritten as
2x = 2R + ∂R,µ∂µX +
1
4
2X . (E2)
Performing a gradient expansion of the Wigner transform of (E1), as described in Section IV B, we obtain
(
q2 − M2 + iq ·∂X − 1
4
2X
)
∆≷(q,X) +
∫
d4Q
(2pi)4
(2pi)4δ
(4)
t (Q) exp
[
− i
(
Q ·X + ♦−q,X + 2♦+Q,X
)]
(
{Π≷(q + Q2 , X)}{∆P(q − Q2 , X)} + {ΠP(q + Q2 , X)}{∆≷(q − Q2 , X)}
)
=
1
2
∫
d4Q
(2pi)4
(2pi)4δ
(4)
t (Q) exp
[
− i
(
Q ·X + ♦−q,X + 2♦+Q,X
)]
(
{Π<(q + Q2 , X)}{∆>(q − Q2 , X)} − {Π>(q + Q2 , X)}{∆<(q − Q2 , X)}
)
. (E3)
The diamond operators ♦±{•}{•} are defined in (4.46) and (4.47) of Section IV B. Subsequently separating the
Hermitian and anti-Hermitian parts of (E3), we find the so-called constraint and kinetic equations
(
q2 − M2 − 1
4
2X
)
∆≷(q,X) +
∫
d4Q
(2pi)4
(2pi)4δ
(4)
t (Q) cos
(
Q ·X + ♦−q,X + 2♦+Q,X
)
(
{Π≷(q + Q2 , X)}{∆P(q − Q2 , X)} + {ΠP(q + Q2 , X)}{∆≷(q − Q2 , X)}
)
=
i
2
∫
d4Q
(2pi)4
(2pi)4δ
(4)
t (Q) sin
(
Q ·X + ♦−q,X + 2♦+Q,X
)
(
{Π>(q + Q2 , X)}{∆<(q − Q2 , X)} + {Π<(q + Q2 , X)}{∆>(q − Q2 , X)}
)
, (E4a)
q · ∂X∆≷(q,X) −
∫
d4Q
(2pi)4
(2pi)4δ
(4)
t (Q) sin
(
Q ·X + ♦−q,X + 2♦+Q,X
)
(
{Π≷(q + Q2 , X)}{∆P(q − Q2 , X)} + {ΠP(q + Q2 , X)}{∆≷(q − Q2 , X)}
)
=
i
2
∫
d4Q
(2pi)4
(2pi)4δ
(4)
t (Q) cos
(
Q ·X + ♦−q,X + 2♦+Q,X
)
(
{Π>(q + Q2 , X)}{∆<(q − Q2 , X)} − {Π<(q + Q2 , X)}{∆>(q − Q2 , X)}
)
, (E4b)
respectively.
In the late-time limit t → ∞, the Q dependence is removed and the microscopic violation of energy conservation
resulting from the uncertainty principle is neglected. As was established in Section IX, this microscopic violation
of energy conservation is significant to the early-time dynamics of the system Subsequently, keeping terms to zeroth
order in the gradient expansion, the above expressions reduce to the following differential equations [1, 57, 58, 77, 78]:
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FIG. 17: The non-homogeneous Bab0 function.
(
q2 − M2
)
∆≷(q,X) = −
(
Π≷(q,X)∆P(q,X) + ΠP(q,X)∆≷(q,X)
)
, (E5a)
q · ∂X∆≷(q,X) = i
2
(
Π>(q,X)∆<(q,X) − Π<(q,X)∆>(q,X)
)
. (E5b)
The kinetic equation (E5b) is to be compared with the semi-classical Boltzmann transport equation and the energy-
conserving limit of our time evolution equations in (7.17).
Appendix F: Non-Homogeneous Loop Integrals
In this final appendix, we outline the techniques we have been using to perform the loop integrals that occur with
the modified time-dependent Feynman rules of this new perturbative approach. In particular, we develop a method
for dealing with the energy-non-conserving vertices that utilizes the Laplace transform. Lastly, we summarize the
time-independent equilibrium and time-dependent spatially homogeneous limits of these integrals.
We begin by defining a generalization of the zero-temperature B0 function [114]
BT = 00 (q,m1,m2) = (2piµ)
4−d
∫
ddk
ipi2
1
k2 − m21 + i
1
(k − q)2 − m21 + i
. (F1)
To this end, we define the non-homogeneous CTP B0 function, shown in Figure 17, which may be written in the 2×2
matrix form as
Bab0 =
[
B0 B
<
0
B>0 −B∗0
]
, (F2)
consistent with the propagators and self-energies of the CTP formalism in Sections III and IV. The elements of Bab0
are given by the following integral:
Bab0 (q1, q2,m1,m2, t˜f ; t˜i) ≡ (2piµ)4−dei(q
0
1 − q02)t˜f
∫
· · ·
∫
ddk1
ipi2
d4k′1
(2pi)4
d4k2
(2pi)4
d4k′2
(2pi)4
× (2pi)4δ(4)t (q1 − k1 − k2)(2pi)4δ(4)t (q2 − k′1 − k′2)ηacd∆0ce(k1, k′1,m1, t˜f ; t˜i)∆C, 0df (k2, k′2,m2, t˜f ; t˜i)ηefb, (F3)
where δ
(4)
t is defined in (3.52) and (3.53), ∆
0, ab(p, p′, t) is the free CTP propagator derived in Section IV C and
the upper-case Roman C denotes charge-conjugate free CTP propagator. We reiterate that lower-case Roman CTP
indices are raised and lowered by contraction with the SO (1, 1) ‘metric’ ηab = diag (1, −1) and that ηabc = +1 is
for a = b = c = 1, ηabc = −1 for a = b = c = 2 and ηabc = 0 otherwise.
In the definition (F3), we have assumed that the statistical distribution functions are cut off in the ultra-violet.
Thus, any ultra-violet divergences anticipated from the superficial degree of divergence of the integral will be those
that result from the homogeneous zero-temperature contribution. As a result, the dimensional regularization of the
integral has been restricted to the k1 dependence only.
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In order to deal with the product of time-dependent energy-non-conserving vertices, we make the following replace-
ment:
δt(x)δt(y) =
∫ σ+i∞
σ−i∞
ds
2pii
est
2
pi2
4s
(x − y)2 + 4s2
1
(x + y)2 + 4s2
, (F4)
where the RHS is the inverse Laplace transform and s ∈ C is a complex variable. The Bromwich contour is chosen
so that σ ∈ R is larger than the real part of the right-most pole in the integrand, in order to ensure convergence. We
then introduce the representation Bab0 (q1, q2,m1,m2, s) of the non-homogeneous CTP B0 function through
Bab(q1, q2,m1,m2, t˜f ; t˜i) =
∫ σ+i∞
σ−i∞
ds
2pii
estBab0 (q1, q2,m1,m2, s) . (F5)
Note that Bab0 (q1, q2,m1,m2, s) is not the exact Laplace transform of B
ab
0 (q1, q2,m1,m2, t), since we have not trans-
formed the t dependence of the distribution functions. We suppress the dependence of Bab0 (q1, q2,m1,m2, s) on t˜f
and t˜i for notational convenience.
After making the replacement (F4) in (F3), we obtain the integral
Bab0 (q1, q2,m1,m2, s) = 8(2piµ)
4−dei(q
0
1 − q02)t˜f
∫
· · ·
∫
ddk1
ipi2
d4k′1
(2pi)4
d4k2
(2pi)4
d4k′2
(2pi)4
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
× 4s
[(
q01 − q02 − k01 + k′10 − k02 + k′20
)2
+ 4s2
]−1[(
q01 + q
0
2 − k01 − k′10 − k02 − k′20
)2
+ 4s2
]−1
× ηacd∆0ce(k1, k′1,m1, t˜f ; t˜i)∆0, Cdf (k2, k′2,m2, t˜f ; t˜i)ηefb , (F6)
in which the analytic structure of the product of formerly t-dependent vertex functions is now manifest.
For conciseness, throughout this appendix we use the short-hand notation:∑
{α}
(F7)
for summation over only the αi = ±1 and α′i = ±1 that appear explicitly in an expression. On-shell energies are
denoted by
Ei ≡ Ei(ki) =
√
k2i +m
2
i , E
′
i ≡ E′i(k′i) =
√
k′i
2 +m2i , (F8)
and on-shell four-momenta by
kˆi ≡ kˆµi = (αiEi(ki),ki) , kˆ′i ≡ kˆ′iµ = (α′iE′i(k′i),k′i) . (F9)
For the energy factor in (4.54), we use the notation
Ei ≡ Ei(ki,k′i) =
√
Ei(ki)Ei(k′i) . (F10)
Products of unit-step functions are denoted by
θ(x, y, · · · , z) ≡ θ(x)θ(y) · · · θ(z) . (F11)
Time-Ordered Functions
The (a, b) = (1, 1) element of (F3) coincides with the time-ordered function B0, which we may separate into four
contributions (suppressing all arguments):
B0 = I
(i) + I(ii) + I(iiia) + I(iiib) . (F12)
These four contributions are the zero temperature limit (I(i)), the purely thermal term (I(ii)) and the cross terms
(I(iiia) and I(iiib)).
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(i) The zero-temperature part may be extracted from the product of terms that remain in the limit of vanishing
statistical distribution functions. This part is
I(i)(q1, q2,m1,m2, s) = 8(2piµ)
4−dei(q
0
1 − q02)t˜f
∫
· · ·
∫
ddk1
ipi2
d4k′1
(2pi)4
d4k2
(2pi)4
d4k′2
(2pi)4
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
× 4s
[(
q01 − q02 − k01 + k′10 − k02 + k′20
)2
+ 4s2
]−1[(
q01 + q
0
2 − k01 − k′10 − k02 − k′20
)2
+ 4s2
]−1
× 1
k21 − m21 + i
(2pi)4δ(4)(k1 − k′1)
1
k22 − m22 + i
(2pi)4δ(4)(k2 − k′2) . (F13)
The k′1
0
and k′2
0
integrations are performed by means of the delta functions, giving
I(i)(q1, q2,m1,m2, s) = (2piµ)
4−dei(q
0
1 − q02)t˜f
∫
· · ·
∫
dd−1k1
ipi2
d3k′1
(2pi)3
d3k2
(2pi)3
d3k′2
(2pi)3
dk01 dk
0
2
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
× 4s
pi
[(
q01 − q02
)2
+ 4s2
]−1[(
q01 + q
0
2
2 − k01 − k02
)2
+ s2
]−1
× 1
(k01)
2 − E21 + i
1
(k02)
2 − E22 + i
(2pi)3δ(3)(k1 − k′1)(2pi)3δ(3)(k2 − k′2) . (F14)
By virtue of the residue theorem, we may perform the k01 and k
0
2 integrations by closing contours in the lower halves
of the k01 and k
0
2 complex planes. After collecting together the resulting terms, we find
I(i)(q1, q2,m1,m2, s) = −2(2pi)3µ4−dei(q01 − q02)t˜f
∑
{α}
∫
· · ·
∫
dd−1k1
(2pi)d−1
d3k′1
(2pi)3
d3k2
(2pi)3
d3k′2
(2pi)3
× 1
E1E2
(2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
× 1
pi
[(
q01 − q02
)2
+ 4s2
]−1
α1
[
q01 + q
0
2
2 − α1
(
E1 + E2 − is
)]−1
× (2pi)3δ(3)(k1 − k′1)(2pi)3δ(3)(k2 − k′2) , (F15)
or, in terms of the Lorentz-invariant phase-space measures in (2.3),
I(i)(q1, q2,m1,m2, s) = −8(2pi)3µ4−dei(q01 − q02)t˜f
∑
{α}
∫
· · ·
∫
dΠd−1k1 dΠk′1 dΠk2 dΠk′2
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
× 1
pi
[(
q01 − q02
)2
+ 4s2
]−1
α1
[
q01 + q
0
2
2 − α1
(
E1 + E2 − is
)]−1
× (2pi)32E′1δ(3)(k1 − k′1)(2pi)32E′2δ(3)(k2 − k′2) , (F16)
where the superscript d− 1 indicates that the k1 integration is to be taken over a (d− 1)-dimensional phase space.
The Laplace transform F(s) of a complex-valued function F (t) has the following properties:
Lt[ReF ](s) = 1
2
[
F(s) +
(
F(s∗)
)∗ ]
, (F17a)
Lt[ImF ](s) = 1
2i
[
F(s) −
(
F(s∗)
)∗ ]
. (F17b)
We may then identify the dispersive and absorptive parts of the t-dependent B0 function with the parts symmetric
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and anti-symmetric in s, respectively. With this separation, (F16) becomes
I(i)(q1, q2,m1,m2, s) = 8(2pi)
3µ4−dei(q
0
1 − q02)t˜f
∑
{α}
∫
· · ·
∫
dΠd−1k1 dΠk′1 dΠk2 dΠk′2
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
× 1
pi
[(
q01 − q02
)2
+ 4s2
]−1 {[
q01 + q
0
2
2 − α1
(
E1 + E2
)]2
+ s2
}−1
×
{
− α1
[
q01 + q
0
2
2 − α1
(
E1 + E2
)]
+ is
}
(2pi)32E′1δ
(3)(k1 − k′1)(2pi)32E′2δ(3)(k2 − k′2) , (F18)
where the delineation between dispersive and absorptive parts is identified in the second set of curly brackets.
Isolating the dispersive part of this result and performing all but one of the remaining phase-space integrals, we
find
Disp I(i)(q1, q2,m1,m2, s) = (2pi)
4 1
pi
1(
q01 − q02
)2
+ 4s2
δ(3)(q1 − q2)ei(q01 − q02)t˜f
×
∑
{α}
{
− (2piµ)4−d
∫
dd−1k1
E1 + E2
E1E2
1
pi
[(
q01+q
0
2
2 − iαs
)2
−
(
E1 + E2
)2 ]−1}
, (F19)
where Disp stands for the dispersive part. We compare this result to the form of the zero-temperature B0 function
(F1) after the k0 integration has been performed:
BT = 00 (q,m1,m2) = −(2piµ)4−d
∫
dd−1k1
E1 + E2
E1E2
1
pi
[
q20 −
(
E1 + E2
)2 ]−1
. (F20)
Hence, we may write
Disp I(i)(q1, q2,m1,m2, s) = (2pi)
4 1
pi
1(
q01 − q02
)2
+ 4s2
δ(3)(q1 − q2)ei(q01 − q02)t˜f
×
∑
{α}
BT = 00
(
q01+q
0
2
2 − iαs, q1+q22 ,m1,m2
)
, (F21)
where, for d = 4 − 2 dimensions,
BT=00 (q
0 − iαs,q,m1,m2) = 1

− γE + ln 4piµ
2
m1m2
+
1(
q0 − iαs)2 − q2
[ (
m22 − m21
)
ln
m21
m22
+ λ1/2
(
(q0 − iαs)2 − q2,m21,m22
)
cosh−1
(
m21 + m
2
2 − (q0 − iαs)2 + q2
2m1m2
)]
,
(F22)
containing the zero-temperature UV divergence [114]. In (F22), γE is the Euler constant and µ is the ’t Hooft mass
scale.
(ii) The purely thermal part is more straightforward to analyze:
I(ii)(q1, q2,m1,m2, s) = −8(2piµ)4−dei(q01 − q02)t˜f
∫
· · ·
∫
ddk1
ipi2
d4k′1
(2pi)4
d4k2
(2pi)4
d4k′2
(2pi)4
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
× 4s
[(
q01 − q02 − k01 + k′10 − k02 + k′20
)2
+ 4s2
]−1[(
q01 + q
0
2 − k01 − k′10 − k02 − k′20
)2
+ 4s2
]−1
× 2piδ(k21 − m21)|2k01|1/2f˜1(k1, k′1, t)ei(k
0
1 − k′10)t˜f |2k′10|1/22piδ(k′12 − m21)
× 2piδ(k22 − m22)|2k02|1/2f˜C2 (k2, k′2, t)ei(k
0
2 − k′20)t˜f |2k′20|1/22piδ(k′22 − m22) . (F23)
Performing the four zeroth-component momentum integrations by virtue of the on-shell delta functions δ(k2i − m2i )
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and δ(k′i
2 − m2i ) in (F23), we find
I(ii)(q1, q2,m1,m2, s) = 8(2pi)
3µ4−dei(q
0
1 − q02)t˜f
∑
{α}
∫
· · ·
∫
dΠd−1k1 dΠk′1 dΠk2 dΠk′2
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
×
[(
q01 − q02 − α1E1 + α′1E′1 − α2E2 + α′2E′2
)2
+ 4s2
]−1
×
[(
q01 + q
0
2
2 − α1E1 + α
′
1E
′
1
2 − α2E2 + α
′
2E
′
2
2
)2
+ s2
]−1
2is
× 2E1f˜1(kˆ1, kˆ′1, t)ei(α1E1 − α
′
1E
′
1)t˜f 2E2f˜
C
2 (kˆ2, kˆ
′
2, t)e
i(α2E2 − α′2E′2)t˜f . (F24)
Note that the purely thermal part in (F24) contains only absorptive contributions.
(iii) The cross-terms yield both dispersive and absorptive contributions. The first of the cross terms yields
I(iiia)(q1, q2,m1,m2, s) = −8i(2piµ)4−dei(q01 − q02)t˜f
∫
· · ·
∫
ddk1
ipi2
d4k′1
(2pi)4
d4k2
(2pi)4
d4k′2
(2pi)4
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
× 4s
[(
q01 − q02 − k01 + k′10 − k02 + k′20
)2
+ 4s2
]−1[(
q01 + q
0
2 − k01 − k′10 − k02 − k′20
)2
+ 4s2
]−1
× 1
k21 − m21 + i
(2pi)4δ(4)(k1 − k′1)
× 2piδ(k22 − m22)|2k02|1/2f˜C2 (k2, k′2, t)ei(k
0
2 − k′20)t˜f |2k′20|1/22piδ(k′22 − m22) . (F25)
After evaluating the k′1
0
, k02 and k
′
2
0
integrals by virtue of the delta functions, we perform the k01 integral by closing
a contour in the lower half of the k01 complex plane. Equation (F25) may then be written in the more compact form
I(iiia)(q1, q2,m1,m2, s) = −8(2pi)3µ4−dei(q01 − q02)t˜f
∑
{α}
∫
· · ·
∫
dΠd−1k1 dΠk′1 dΠk2 dΠk′2
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
× 1
pi
[(
q01 − q02 − α2E2 + α′2E′2
)2
+ 4s2
]−1
α1
[
q01 + q
0
2
2 − α2E2 + α
′
2E
′
2
2 − α1
(
E1 − is
)]−1
× (2pi)32E′1δ(3)(k1 − k′1)2E2f˜C2 (kˆ2, kˆ′2, t)ei(α2E2 − α
′
2E
′
2)t˜f . (F26)
Separating again into dispersive and absorptive parts as in (F18), I(iiia) may be written as
I(iiia)(q1, q2,m1,m2, s) = 8(2pi)
3µ4−dei(q
0
1 − q02)t˜f
∑
{α}
∫
· · ·
∫
dΠd−1k1 dΠk′1 dΠk2 dΠk′2
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
× 1
pi
[(
q01 − q02 − α2E2 + α′2E′2
)2
+ 4s2
]−1[(
q01 + q
0
2
2 − α1E1 − α2E2 + α
′
2E
′
2
2
)2
+ s2
]−1
×
{
− α1
(
q01 + q
0
2
2 − α1E1 − α2E2 + α
′
2E
′
2
2
)
+ is
}
× (2pi)32E′1δ(3)(k1 − k′1)2E1f˜C2 (kˆ2, kˆ′2, t)ei(α2E2 − α
′
2E
′
2)t˜f . (F27)
Similarly, for the second cross term I(iiib) in (F12) , we obtain
I(iiib)(q1, q2,m1,m2, s) = 8(2pi)
3µ4−dei(q
0
1 − q02)t˜f
∑
{α}
∫
· · ·
∫
dΠd−1k1 dΠk′1 dΠk2 dΠk′2
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
× 1
pi
[(
q01 − q02 − α1E1 + α′1E′1
)2
+ 4s2
]−1[(
q01 + q
0
2
2 − α1E1 + α
′
1E
′
1
2 − α2E2
)2
+ s2
]−1
×
{
− α2
(
q01 + q
0
2
2 − α1E1 + α
′
1E
′
1
2 − α2E2
)
+ is
}
× (2pi)32E′2δ(3)(k2 − k′2)2E1f˜1(kˆ1, kˆ′1, t)ei(α1E1 − α
′
1E
′
1)t˜f . (F28)
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Collecting the four contributions from (F18), (F24), (F27) and (F28) together, we find the full time-ordered function
B0(q1, q2,m1,m2, s) = 8(2pi)
3µ4−dei(q
0
1 − q02)t˜f
∑
{α}
∫
· · ·
∫
dΠd−1k1 dΠk′1 dΠk2 dΠk′2
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)2E1ei(α1E1 − α
′
1E
′
1)t˜f 2E2e
i(α2E2 − α′2E′2)t˜f
× 1
pi
[(
q01 − q02 − α1E1 + α′1E′1 − α2E2 + α′2E′2
)2
+ 4s2
]−1
×
[(
q01 + q
0
2
2 − α1E1 + α
′
1E
′
1
2 − α2E2 + α
′
2E
′
2
2
)2
+ s2
]−1
×
{
−
(
q01 + q
0
2
2 − α1E1 + α
′
1E
′
1
2 − α2E2 + α
′
2E
′
2
2
)
FR({kˆ}, t) + isF 1({kˆ}, t)
}
, (F29)
where {kˆ} ≡ {kˆ1, kˆ′1, kˆ2, kˆ′2} is the set of on-shell four momenta. The statistical structure is contained within the
distributions FR({kˆ}, t) and F 1({kˆ}, t) defined as follows:
FR({kˆ}, t) = (2pi)3δ(3)(k1 − k′1)(2pi)3δ(3)(k2 − k′2)
(
θ(α1, α
′
1, α2, α
′
2) − θ(−α1,−α′1,−α2,−α′2)
)
+ (2pi)3δ(3)(k1 − k′1)
(
θ(α1, α
′
1) − θ(−α1,−α′1)
)
f˜C2 (kˆ2, kˆ
′
2, t)
+ f˜1(kˆ1, kˆ
′
1, t)(2pi)
3δ(3)(k2 − k′2)
(
θ(α2, α
′
2) − θ(−α2,−α′2)
)
, (F30a)
F 1({kˆ}, t) = (2pi)3δ(3)(k1 − k′1)(2pi)3δ(3)(k2 − k′2)
(
θ(α1, α
′
1, α2, α
′
2) + θ(−α1,−α′1,−α2,−α′2)
)
+ (2pi)3δ(3)(k1 − k′1)
(
θ(α1, α
′
1) + θ(−α1,−α′1)
)
f˜C2 (kˆ2, kˆ
′
2, t)
+ f˜1(kˆ1, kˆ
′
1, t)(2pi)
3δ(3)(k2 − k′2)
(
θ(α2, α
′
2) + θ(−α2,−α′2)
)
+ 2f˜1(kˆ1, kˆ
′
1, t)f˜
C
2 (kˆ2, kˆ
′
2, t) .
(F30b)
For completeness, the anti-time-ordered function, obtained from the RHS of (F29) by taking s→ −s and multiplying
by an overall minus sign, is given by
−B∗0(q1, q2,m1,m2, s) = 8(2pi)3µ4−dei(q
0
1 − q02)t˜f
∑
{α}
∫
· · ·
∫
dΠd−1k1 dΠk′1 dΠk2 dΠk′2
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)2E1ei(α1E1 − α
′
1E
′
1)t˜f 2E2e
i(α2E2 − α′2E′2)t˜f
× 1
pi
[(
q01 − q02 − α1E1 + α′1E′1 − α2E2 + α′2E′2
)2
+ 4s2
]−1
×
[(
q01 + q
0
2
2 − α1E1 + α
′
1E
′
1
2 − α2E2 + α
′
2E
′
2
2
)2
+ s2
]−1
×
{(
q01 + q
0
2
2 − α1E1 + α
′
1E
′
1
2 − α2E2 + α
′
2E
′
2
2
)
FR({kˆ}, t) + isF 1({kˆ}, t)
}
, (F31)
Finally, from (4.27a), the ‘Hadamard’ function B10 is given by
B10(q1, q2,m1,m2, s) = 16(2pi)
3µ4−dei(q
0
1 − q02)t˜f
∑
{α}
∫
· · ·
∫
dΠd−1k1 dΠk′1 dΠk2 dΠk′2
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)2E1ei(α1E1 − α
′
1E
′
1)t˜f 2E2e
i(α2E2 − α′2E′2)t˜f
× 1
pi
[(
q01 − q02 − α1E1 + α′1E′1 − α2E2 + α′2E′2
)2
+ 4s2
]−1
×
[(
q01 + q
0
2
2 − α1E1 + α
′
1E
′
1
2 − α2E2 + α
′
2E
′
2
2
)2
+ s2
]−1
isF 1({kˆ}, t) , (F32)
which depends only on F 1({kˆ}, t), as one should expect.
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Absolutely-Ordered Functions
We turn our attention now to the (a, b) = (2, 1) and (a, b) = (1, 2) elements of (F2). These are the positive- and
negative-frequency absolutely-ordered functions, respectively:
B
>(<)
0 (q1, q2,m1,m2, s) = −8(2piµ)4−dei(q
0
1 − q02)t˜f
∫
· · ·
∫
ddk1
ipi2
d4k′1
(2pi)4
d4k2
(2pi)4
d4k′2
(2pi)4
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)
× 4s
[(
q01 − q02 − k01 + k′10 − k02 + k′20
)2
+ 4s2
]−1[(
q01 + q
0
2 − k01 − k′10 − k02 − k′20
)2
+ 4s2
]−1
× 2piδ(k21 − m21)|2k01|1/2
(
θ((−)k01, (−)k′10)(2pi)3δ(3)(k1 − k′1) + f˜1(k1, k′1, t)
)
× ei(k01 − k′10)t˜f |2k′10|1/22piδ(k′12 − m21)
× 2piδ(k22 − m22)|2k02|1/2
(
θ((−)k02, (−)k′20)(2pi)3δ(3)(k2 − k′2) + f˜C2 (k2, k′2, t)
)
× ei(k02 − k′20)t˜f |2k′20|1/22piδ(k′22 − m22) , (F33)
where θ(x, y) is defined in (F11).
After carrying out the zeroth-component momentum integrals, we obtain
B
>(<)
0 (q1, q2,m1,m2, s) = 16(2pi)
3µ4−dei(q
0
1 − q02)t˜f
∑
{α}
∫
· · ·
∫
dΠd−1k1 dΠk′1 dΠk2 dΠk′2
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)2E1ei(α1E1 − α
′
1E
′
1)t˜f 2E2e
i(α2E2 − α′2E′2)t˜f
× 1
pi
[(
q01 − q02 − α1E1 + α′1E′1 − α2E2 + α′2E′2
)2
+ 4s2
]−1
×
[(
q01 + q
0
2
2 − α1E1 + α
′
1E
′
1
2 − α2E2 + α
′
2E
′
2
2
)2
+ s2
]−1
isF>(<)({kˆ}, t) , (F34)
where
F>(<)({kˆ}, t) =
(
θ((−)α1, (−)α′1)(2pi)3δ(3)(k1 − k′1) + f˜1(kˆ1, kˆ′1, t)
)
×
(
θ((−)α2, (−)α′2)(2pi)3δ(3)(k2 − k′2) + f˜C2 (kˆ2, kˆ′2, t)
)
. (F35)
We may confirm the following relations between the F ’s:
FR({kˆ}, t) = F>({kˆ}, t) − F<({kˆ}, t) , (F36a)
F 1({kˆ}, t) = F>({kˆ}, t) + F<({kˆ}, t) , (F36b)
which are in line with our notation for the propagators and the self-energies.
Causal Functions
We are now in a position to obtain the causal counterparts. Given the relations in (A6d), the retarded and advanced
functions B
R(A)
0 are given by
B
R(A)
0 (q1, q2,m1,m2, s) = −8(2pi)3µ4−dei(q
0
1 − q02)t˜f
∑
{α}
∫
· · ·
∫
dΠd−1k1 dΠk′1 dΠk2 dΠk′2
× (2pi)3δ(3)(q1 − k1 − k2)(2pi)3δ(3)(q2 − k′1 − k′2)2E1ei(α1E1 − α
′
1E
′
1)t˜f 2E2e
i(α2E2 − α′2E′2)t˜f
× 1
pi
[(
q01 − q02 − α1E1 + α′1E′1 − α2E2 + α′2E′2
)2
+ 4s2
]−1
×
(
q01 + q
0
2
2 − α1E1 + α
′
1E
′
1
2 − α2E2 + α
′
2E
′
2
2 + (−) is
)−1
FR(A)({kˆ}, t) , (F37)
where FR({kˆ}, t) = FA({kˆ}, t).
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The Thermodynamic Equilibrium Limit
In the thermodynamic equilibrium limit, we expect to be able to recover the results from the discussions of Section V,
using the correspondence identified in (5.8). It follows that the various distribution functions satisfy the following
factorization:
F ({kˆ}, t) → (2pi)3δ(3)(k1 − k′1)
(
θ(α1, α
′
1) + θ(−α1,−α′1)
)
× (2pi)3δ(3)(k2 − k′2)
(
θ(α2, α
′
2) + θ(−α2,−α′2)
)
α1α2Feq(α1E1, α2E2) , (F38)
where
F>eq(α1E1, α2E2) =
(
1 + fB(α1E1)
)(
1 + fCB (α2E2 )
)
, (F39a)
F<eq(α1E1, α2E2) = fB(α1E1)f
C
B (α2E2) . (F39b)
Using the above expressions, we may perform all but one of the three-dimensional phase-space integrations and both
of the ‘primed’ summations in the various B0 functions. We then obtain the following set of ‘equilibrium’ results:
B0(−B∗0)(q1, q2,m1,m2, s) = (2pi)4
1
pi
1(
q01 − q02
)2
+ 4s2
ei(q
0
1 − q02)t˜f δ(3)(q1 − q2)
× (2piµ)4−d
∑
{α}
∫
dd−1k1
1
pi
α1α2
E1E2
[(
q01 + q
0
2
2 − α1E1 − α2E2
)2
+ s2
]−1
×
[
− (+)
(
q01 + q
0
2
2 − α1E1 − α2E2
)
FReq(α1E1, α2E2) + isF
1
eq(α1E1, α2E2)
]
, (F40a)
B>,<,10 (q1, q2,m1,m2, s) = (2pi)
4 1
pi
1(
q01 − q02
)2
+ 4s2
ei(q
0
1 − q02)t˜f δ(3)(q1 − q2)
× (2piµ)4−d
∑
{α}
∫
dd−1k1
1
pi
α1α2
E1E2
[(
q01 + q
0
2
2 − α1E1 − α2E2
)2
+ s2
]−1
2isF>,<,1eq (α1E1, α2E2) , (F40b)
B
R(A)
0 (q1, q2,m1,m2, s) = −(2pi)4
1
pi
1(
q01 − q02
)2
+ 4s2
ei(q
0
1 − q02)t˜f δ(3)(q1 − q2)
× (2piµ)4−d
∑
{α}
∫
dd−1k1
1
pi
α1α2
E1E2
(
q01 + q
0
2
2 − α1E1 − α2E2 + (−) is
)−1
FR (A)eq (α1E1, α2E2) , (F40c)
with FReq(α1E1, α2E2) = F
A
eq(α1E1, α2E2).
At this point, we caution the reader that (F40a)–(F40c) are not the exact equilibrium B0 functions. For late times,
we may use the final value theorem
lim
t→∞ F (t) = lims→ 0
sLt
[
F
]
(s) (F41)
to obtain the true time-invariant equilibrium functions:
B0(−B∗0)(q1, q2,m1,m2) = (2pi)4δ(4)(q1 − q2)(2piµ)4−d
∑
{α}
∫
dd−1k1
α1α2
E1E2
×
(
− (+) 1
2pi
1
q01 − α1E1 − α2E2
FReq(α1E1, α2E2) +
i
2
δ(q01 − α1E1 − α2E2)F 1eq(α1E1, α2E2)
)
, (F42a)
B>,<,10 (q1, q2,m1,m2) = i(2pi)
4δ(4)(q1 − q2)(2piµ)4−d
∑
{α}
∫
dd−1k1
α1α2
E1E2
× δ(q01 − α1E1 − α2E2)F>,<,1eq (α1E1, α2E2) , (F42b)
B
R(A)
0 (q1, q2,m1,m2) = −(2pi)4δ(4)(q1 − q2)(2piµ)4−d
∑
{α}
∫
dd−1k1
α1α2
E1E2
× 1
2pi
1
q01 − α1E1 − α2E2 + (−) i
FReq(α1E1, α2E2) . (F42c)
The above expressions are consistent with known results calculated in the ITF or equilibrium CTP formalism (see
Appendix B).
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The Homogeneous Limit
Lastly, we summarize the time-dependent homogeneous limit of the B0 functions. In the spatially homogeneous
case, the F ’s satisfy the following factorization
F ({kˆ}, t) → (2pi)3δ(3)(k1 − k′1)
(
θ(α1, α
′
1) + θ(−α1,−α′1)
)
× (2pi)3δ(3)(k2 − k′2)
(
θ(α2, α
′
2) + θ(−α2,−α′2)
)
Fhom(α1, α2,k1,k2) . (F43)
The set of homogeneous distributions Fhom can be obtained from
F
>(<)
hom (α1, α2,k1,k2, t) =
(
θ((−)α1) + θ(α1)f
(|k1|, t) + θ(−α1)fC(|k1|, t) )
×
(
θ((−)α2) + θ(α2)fC
(|k2|, t) + θ(−α2)f(|k2|, t) ) , (F44)
using the relations in (F36). Substituting these distributions into the non-homogeneous B0 functions, we perform all
but one of the three-dimensional phase-space integrals and both ‘primed’ summations. Subsequently, with the aid of
an inverse Laplace transformation with respect to s, the following set of t-dependent homogeneous B0 functions are
obtained:
B0(−B∗0)(q1, q2,m1,m2, t˜f ; t˜i) = (2pi)4δ(3)(q1 − q2)(2piµ)4−dei(q
0
1 − q02)t˜f
×
∑
{α}
∫
dd−1k1
1
E1E2
[
− (+) 1
2pi
q01 + q
0
2
2 − α1E1 − α2E2(
q01 − α1E1 − α2E2
)(
q02 − α1E1 − α2E2
)
×
(
δt(q
0
1 − q02) − δt
(
q01 + q
0
2 − 2α1E1 − 2α2E2
) )
FRhom(α1, α2,k1,q1 − k1, t)
+
i
2
δt
(
q01 − α1E1 − α2E2
)
δt
(
q02 − α1E1 − α2E2
)
F 1hom(α1, α2,k1,q1 − k1, t)
]
, (F45a)
B>,<,10 (q1, q2,m1,m2, t˜f ; t˜i) = i(2pi)
4δ(3)(q1 − q2)(2piµ)4−dei(q01 − q02)t˜f
×
∑
{α}
∫
dd−1k1
1
E1E2
δt
(
q01 − α1E1 − α2E2
)
δt
(
q02 − α1E1 − α2E2
)
F>,<,1hom (α1, α2,k1,q1 − k1, t) , (F45b)
B
R(A)
0 (q1, q2,m1,m2, t˜f ; t˜i) = (2pi)
4δ(3)(q1 − q2)(2piµ)4−dei(q01 − q02)t˜f
×
∑
{α}
∫
dd−1k1
1
E1E2
[
− 1
2pi
q01 + q
0
2
2 − α1E1 − α2E2(
q01 − α1E1 − α2E2
)(
q02 − α1E1 − α2E2
)
×
(
δt(q
0
1 − q02) − δt
(
q01 + q
0
2 − 2α1E1 − 2α2E2
) )
+ (−) i
2
δt
(
q01 − α1E1 − α2E2
)
δt
(
q02 − α1E1 − α2E2
) ]
F
R(A)
hom (α1, α2,k1,q1 − k1, t) . (F45c)
In the limit t → ∞, using (3.54) and making the replacement
Fhom(α1, α2,k1,q1 − k1, t) → α1α2Feq(α1, α2,k1,q1 − k1) , (F46)
we recover the time-independent equilibrium results in (F42).
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