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Abstract
This paper considers different facets of the interplay between repro-
ducing kernel Hilbert spaces (RKHS) and stable analysis/synthesis
processes: First, we analyze the structure of the reproducing kernel
of a RKHS using frames and reproducing pairs. Second, we present a
new approach to prove the result that finite redundancy of a contin-
uous frame implies atomic structure of the underlying measure space.
Our proof uses the RKHS structure of the range of the analysis oper-
ator. This in turn implies that all the attempts to extend the notion
of Riesz basis to general measure spaces are fruitless since every such
family can be identified with a discrete Riesz basis. Finally, we show
how the range of the analysis operators of a reproducing pair can be
equipped with a RKHS structure.
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Keywords: continuous frames, reproducing pairs, reproducing kernel Hil-
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1 Introduction
Reproducing kernel Hilbert spaces (RKHS) were introduced by Zaremba [34]
and Mercer [25] and systematically studied by Aronszajn [8] in 1950. These
spaces play an important role in many diverse branches of mathematics
such as complex analysis [19], and learning theory [29]. Another field with
manifold connections to RKHS, which is the main focus of this paper, is
frame theory and related concepts.
∗speckbacher@kfs.oeaw.ac.at
†peter.balazs@oeaw.ac.at
1
A mapping x 7→ Ψx ∈ H is called a continuous frame if there exist
constants m,M > 0 such that
m‖f‖2 ≤
∫
X
|〈f,Ψx〉|2dµ(x) ≤M‖f‖2, ∀f ∈ H. (1)
Frames have proven to be a viable tool in many different fields such as signal
processing [12] acoustics [13] or mathematical physics [2, 11]. It is however
not always possible to satisfy both inequalities, which is why new concepts
like semi-frames [3, 4] and reproducing pairs [5, 32, 33] were introduced
recently. An upper (resp. lower) semi-frame is a complete system that only
satisfies the upper (resp. lower) frame inequality in (1). A reproducing
pair is a pair of mappings (Ψ,Φ) that generates a bounded and boundedly
invertible analysis/synthesis process, i.e.,
SΨ,Φf =
∫
X
〈f,Ψx〉Φxdµ(x) ∈ GL(H),
without assuming any frame inequality for neither Ψ nor Φ.
This paper is divided into three main parts, portraying different facets
of the interplay between frames, reproducing pairs, and RKHS.
In Section 3, we study systems taking values in RKHS. In particular, we
give an explicit expression for the reproducing kernel in terms of a reproduc-
ing pair in Theorem 4 that extends the results from [26, 28] and introduce a
necessary condition for a family of vectors to form a frame, see Proposition 6.
In Section 4 we study the dependence of the redundancy of (semi-)frames
on the structure of the measure space. In the discrete case, the redundancy
of a frame measures, loosely speaking, how much a Hilbert space is oversam-
pled by that frame, see for example [15, 16]. It is however impossible to di-
rectly translate this concept to continuous (semi-)frames. In [9] the authors
therefore used a property of Riesz bases to define redundancy. A Riesz basis
is a discrete, non-redundant frame, i.e., its analysis operator CΨ : H → ℓ2 is
surjective. We therefore define redundancy of a (semi-)frame Ψ by
R(Ψ) := dim(RanCΨ
⊥).
It has been observed in several articles [9, 23, 24] that R(Ψ) depends on
the underlying measure space (X,µ). In particular, if a (lower semi-)frame
has finite redundancy, then it follows that (X,µ) is atomic. The proofs in
the aforementioned papers all rely in one way or the other on the following
argument: If the redundancy of a frame is zero (finite), then
inf
{
µ(A) : A measurable and µ(A) > 0
}
= C > 0,
which implies that (X,µ) is atomic. We present a new proof in Section 4.1
using that RanCΨ is a RKHS, which, in our opinion, better explains the
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underlying structure of the problem. This result also shows that all efforts to
generalize the notion of Riesz bases (R(Ψ) = 0), see [7, 20], to the setting of
measure spaces that are not atomic, are essentially an attempt to square the
circle. The measure space of a continuous Riesz basis is always atomic and
every such system can therefore be written as a discrete family of vectors,
see Corollary 19.
For upper semi-frames on the other hand, there is no connection between
the structure of the measure space and the redundancy. In particular, we
give a sufficient condition for the existence of upper semi-frames indexed by
a non-atomic measure space with redundancy zero, see Proposition 20.
Finally, Section 5 is concerned with characterizing the ranges of the anal-
ysis operators of a reproducing pair. The omission of the frame inequalities
causes the inconvenience that RanCΨ and RanCΦ need no longer be con-
tained in L2(X,µ). Therefore, in [5] a pair of Hilbert spaces, intrinsically
generated by a reproducing pair, was introduced to study this problem. We
demonstrate that these spaces are actually RKHS and calculate the repro-
ducing kernels.
2 Preliminaries
2.1 Atomic and non-atomic measures
Throughout this paper we assume that (X,µ) is a measure space, where µ
is a non-trivial, σ-finite, and positive measure. A measurable set A ⊂ X is
called an atom if µ(A) > 0, and for any measurable subset B ⊂ A, with
µ(B) < µ(A), it holds µ(B) = 0. A measure space is called atomic if there
exists a partition {An}n∈N of X consisting of atoms and null sets. The
space (X,µ) is called non-atomic if there are no atoms in (X,µ). To our
knowledge there is no term to denote a measure space that is not atomic.
In order to avoid any confusion with non-atomic spaces, we therefore call a
measure space an-atomic if it is not atomic.
A well-known result by Sierpin´ski states that non-atomic measures take
a continuity of values.
Theorem 1 (Sierpin´ski [30]) Let (X,µ) be non-atomic and let A ⊂ X be
measurable with µ(A) > 0. For every 0 ≤ b ≤ µ(A), there exists B ⊂ A
such that µ(B) = b.
Since we could not find any reference for the second part of the following
lemma, we provide a proof in the appendix.
Lemma 2 Let (X,µ) be a σ-finite measure space.
(i) There exists µa atomic and µc non-atomic such that
µ = µa + µc. (2)
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(ii) If (X,µ) is an-atomic, then there exists A ⊂ X with µ(A) > 0 and
(A,µ) non-atomic.
2.2 Continuous frames, semi-frames and reproducing pairs
Let H be a separable Hilbert space. We denote by GL(H) the space of
bounded linear operators on H with bounded inverse.
Definition 1 A mapping Ψ : X →H is called a continuous frame if
(i) Ψ is weakly measurable, that is, x 7→ 〈f,Ψx〉 is a measurable function
for every f ∈ H,
(ii) there exist positive constants m,M > 0 such that
m ‖f‖2 ≤
∫
X
|〈f,Ψx〉|2 dµ(x) ≤M ‖f‖2 , ∀f ∈ H. (3)
The mapping Ψ is called complete, if for every f ∈ H\{0}
0 <
∫
X
|〈f,Ψx〉|2 dµ(x).
The constants m,M are called the frame bounds and Ψ is called Bessel if
the second inequality in (3) is satisfied. If m = M = 1, then Ψ is called
a Parseval frame. If (X,µ) is a countable set equipped with the counting
measure, then one recovers the classical definition of a discrete frame, see
for example [17]. For a self-contained introduction to continuous frames, we
refer the reader to [27].
The fundamental operators in frame theory are given by the analysis
operator CΨ : H → L2(X,µ), CΨf(x) := 〈f,Ψx〉, and the synthesis operator
DΨ : L
2(X,µ)→H, DΨF :=
∫
X
F (x)Ψxdµ(x),
where the integral is defined weakly. The frame operator SΨ ∈ GL(H) is
defined as the composition of CΨ and DΨ
SΨ : H → H, SΨf := DΨCΨf =
∫
X
〈f,Ψx〉Ψxdµ(x).
Every frame Φ satisfying
f := DΨCΦf = DΦCΨf, ∀f ∈ H,
is called a dual frame for Ψ.
There exists a variety of interesting complete systems that do not meet
both frame conditions. Several concepts to generalize the frame property
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were thus introduced and studied. An upper semi-frame is a complete Bessel
system, i.e.,
0 <
∫
X
|〈f,Ψx〉|2 dµ(x) ≤M‖f‖2, ∀f ∈ H\{0},
whereas a lower semi-frame satisfies
m‖f‖2 ≤
∫
X
|〈f,Ψx〉|2 dµ(x),
see [3, 4].
Another generalization is the concept of reproducing pairs, defined in [32]
and further investigated in [5, 6, 33]. Here, one considers a pair of mappings
instead of a single one without any assumption on frame inequalities.
Definition 2 Let Ψ,Φ : X → H be weakly measurable. The pair (Ψ,Φ) is
called a reproducing pair for H if the operator SΨ,Φ : H → H, defined by
〈SΨ,Φf, g〉 :=
∫
X
〈f,Ψx〉〈Φx, g〉dµ(x), (4)
is an element of GL(H).
2.3 Reproducing kernel Hilbert spaces (RKHS)
Let F(Ω,C) denote the vector space of all functions f : Ω→ C.
Definition 3 A Hilbert space HK ⊂ F(Ω,C) is called a reproducing kernel
Hilbert space (RKHS), if the point evaluation functional δz : HK → C,
δz(f) := f(z) is bounded for every z ∈ Ω, that is, if there exists Cz > 0 such
that |δz(f)| ≤ Cz‖f‖, for every f ∈ HK .
As δz is bounded, there exists a unique vector kz ∈ HK such that f(z) =
〈f, kz〉, for every f ∈ HK . The function K(z, w) := kw(z) = 〈kw, kz〉 is
called the reproducing kernel for HK . The reproducing kernel is unique,
K(z, w) = K(w, z) and its diagonal reads
K(z, z) = 〈kz , kz〉 = ‖kz‖2 = sup
{|f(z)|2 : f ∈ HK , ‖f‖ = 1}.
The following result can be found in [1, Theorem 3.1 and 3.2].
Theorem 3 If HK is a RKHS and {φi}i∈I ⊂ HK an orthonormal basis,
then
K(z, w) =
∑
i∈I
φi(z)φi(w), (5)
with pointwise convergence of the series. In particular,
0 <
∑
i∈I
|φi(z)|2 = K(z, z) <∞, ∀z ∈ Ω. (6)
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Conversely, if there exists an orthonormal basis for a Hilbert space HK ⊂
F(Ω,C) that satisfies (6), then HK can be identified with a RKHS consisting
of functions f : Ω→ C.
For a thorough introduction to RKHS we refer the reader to [8, 26].
3 Frames and reproducing pairs taking values in
a RKHS
In this section, we investigate the pointwise behavior of frames in RKHS,
characterize the reproducing kernel and introduce sufficient conditions on a
frame that ensures the existence of a reproducing kernel.
The following result adapts the arguments of [26, Theorem 3.12] to repro-
ducing pairs.
Theorem 4 Let HK be a RKHS and Ψ = {φi}i∈I , Φ = {ψi}i∈I ⊂ HK .
The pair (Ψ,Φ) is a reproducing pair for HK if and only if there exists
A ∈ GL(HK) such that
K(z, w) =
∑
i∈I
(Aφi)(z)ψi(w) =
∑
i∈I
(A∗ψi)(z)φi(w), ∀z, w ∈ Ω, (7)
where the series converges pointwise. In particular, A is uniquely given by
S−1Ψ,Φ.
Proof: If (Ψ,Φ) is a reproducing pair, then
K(z, w) = 〈kw, kz〉 =
∑
i∈I
〈kw, ψi〉〈S−1Ψ,Φφi, kz〉 =
∑
i∈I
ψi(w)(S
−1
Ψ,Φφi)(z).
Conversely, assume that K is given by (7). If f, g ∈ span{kz : z ∈ Ω}, that
is, there exist αn, βm ∈ C, and zn, wm ∈ Ω, such that f =
∑N
n αnkzn and
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g =
∑N
m βmkwm , then
〈f, g〉 =
N∑
n,m=1
αnβm〈kzn , kwm〉 =
N∑
n,m=1
αnβmK(wm, zn)
=
N∑
n,m=1
αnβm
∑
i∈I
(Aφi)(wm)ψi(zn)
=
N∑
n,m=1
αnβm
∑
i∈I
〈kzn , ψi〉〈Aφi, kwm〉
=
∑
i∈I
〈 N∑
n=1
αnkzn , ψi
〉〈
Aφi,
N∑
m=1
βmkwm
〉
=
∑
i∈I
〈f, ψi〉〈Aφi, g〉 = 〈ASΨ,Φf, g〉.
In [26, Proposition 3.1] it is shown that span{kz : z ∈ Ω} is dense in HK .
Therefore, it follows that ASΨ,Φ = I. As A ∈ GL(HK) we may conclude
that SΨ,Φ ∈ GL(HK), that is, (Ψ,Φ) is a reproducing pair. 
Remark 5 For certain special cases, Theorem 4 is already known. In par-
ticular, the result can be found in [28, Theorem 7] if Ψ and Φ are dual
frames, and in [26, Theorem 3.12] if Ψ = Φ is a Parseval frame.
Proposition 6 Let HK be a RKHS and {ψi}i∈I ⊂ HK .
(i) If the family {ψi}i∈I is Bessel, then∑
i∈I |ψi(z)|2
K(z, z)
≤M, ∀ z ∈ Ω. (8)
(ii) If {ψi}i∈I satisfies the lower frame inequality, then
0 < m ≤
∑
i∈I |ψi(z)|2
K(z, z)
, ∀ z ∈ Ω. (9)
Proof: If {ψi}i∈I is Bessel, then, for every z ∈ Ω, it holds∑
i∈I
|ψi(z)|2 =
∑
i∈I
|〈kz , ψi〉|2 ≤M‖kz‖2 =MK(z, z).
The same argument shows the lower bound in (9) if {ψi}i∈I is a lower semi-
frame. 
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Remark 7 (i) The converse statements of Proposition 6 are in general
false. First, consider the sequence ψ1 = (1, 0, . . .), ψ2 = (0, 1, 1, 0, . . .), ψ3 =
(0, 0, 0, 1, 1, 1, 0 . . .), . . . ∈ HK = ℓ(N), i.e. ψn(l) = 1, if l ∈ n(n − 1)/2 +
1, . . . , n(n+1)/2, and zero otherwise. This system satisfies (8) with M = 1
but {ψn}n∈N is not Bessel. To see this, recall that a sequence is Bessel if and
only if its synthesis operator DΨ is bounded. Taking a = {1/n}n∈N gives
‖DΨa‖2ℓ2(N) =
∥∥∥∥(1, 12 , 12 , 13 , 13 , 13 , . . .
)∥∥∥∥2
ℓ2(N)
=
∑
k∈N
1
k
=∞.
To see that the reverse of (9) is false, consider HK = C2, Ω = {1, 2}
and ψ = (1, 1). Then K(z, z) = 1 and |ψ(1)|2 = |ψ(2)|2 = 1, but ψ is not
spanning.
The reverse statement remains false if one additionally assumes that
{ψi}i∈I is complete. Let us construct a counterexample from the system of
integer time-frequency shifts of the Gaussian window ϕ(t) = 21/4e−πt
2
, which
is a complete Bessel sequence (i.e. an upper semi-frame) but not a frame
in L2(R), see [21, 33]. Let z = (x, ω) ∈ R2, and π(z)f(t) := f(t− x)e2πiωt.
The short-time Fourier transform with window ϕ is defined as Vϕf(z) =
〈f, π(z)ϕ〉, and the space
HK := {Vϕf : f ∈ L2(R)} ⊂ L2(R2),
forms a RKHS with kernel K(z, w) = 〈π(w)ϕ, π(z)ϕ〉. If F = Vϕf ∈ HK
for some f ∈ L2(R), then∑
λ∈Z
|〈F,K(·, λ)〉|2 =
∑
λ∈Z
|〈f, π(λ)ϕ〉|2,
and the isometry property ‖F‖ = ‖f‖ implies that {ψλ}λ∈Z2 = {K( · , λ)}λ∈Z2
is a complete Bessel sequence for HK , but not a frame. Moreover, we have
|K(z, w)| = e−π|z−w|2/2 by [21, Lemma 1.5.2], which gives that
z 7→
∑
λ∈Z2
|ψλ(z)|2 =
∑
λ∈Z2
e−π|z−λ|
2
> e−π/2,
is a strictly positive, continuous, and Z2-periodic function. Therefore, as
|K(z, z)| = 1, (9) is satisfied with m ≥ e−π/2.
(ii) Another consequence of Proposition 6 is that, if {ψi}i∈I ⊂ HK is a
Bessel sequence, then∥∥∥∑
i∈I
ψi(z)ψi
∥∥∥ ≤√M ·K(z, z) <∞, ∀ z ∈ Ω. (10)
Let us now consider the converse part of Theorem 3, which gives a sufficient
condition on orthonormal bases that ensures that the space is a RKHS. We
generalize the result to a condition on discrete frames.
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Theorem 8 Let HK ⊂ F(X,C) be a Hilbert space. If there exists a discrete
frame Ψ for HK such that
0 <
∑
i∈I
|ψi(z)|2 = Cz <∞, ∀ z ∈ Ω, (11)
then HK is a RKHS.
Proof: If Ψ is a frame such that (11) holds, then∑
i∈I
ψi(z)S
−1
Ψ ψi (12)
is well-defined in HK for every z ∈ Ω. Moreover, for f ∈ HK , we have
|f(z)| =
∣∣∣∑
i∈I
〈f, S−1Ψ ψi〉ψi(z)
∣∣∣ = ∣∣∣〈f,∑
i∈I
ψi(z)S
−1
Ψ ψi
〉∣∣∣
≤ ‖f‖
∥∥∥∑
i∈I
ψi(z)S
−1
Ψ ψi
∥∥∥ ≤ 1
m
‖f‖
∥∥∥∑
i∈I
ψi(z)ψi
∥∥∥
≤
√
M
m
(∑
i∈I
|ψi(z)|2
)1/2
‖f‖ =
√
CzM
m
‖f‖.
Hence, point evaluation is continuous. 
Note that all results of this section can be reformulated for continuous frames
and reproducing pairs, if one replaces the index set I by (X,µ).
4 Continuous (semi-)frames and their redundancy
Redundancy of a discrete frame measures, roughly speaking, how much the
frame is oversampling the Hilbert space H. A non-redundant discrete frame
is in fact a Riesz basis, that is, a frame with the additional property that
RanCΨ = (KerDΨ)
⊥ = ℓ2(I). This justifies to define redundancy for general
families Ψ by
R(Ψ) := dim(RanCΨ
⊥). (13)
Note that CΨ is a Fredholm operator if Ψ is Bessel and has finite redundancy.
In that case, R(Ψ) = −ind(CΨ) = ind(DΨ), where ind(A) denotes the
Fredholm index of a bounded operator A.
Example 1 Let {en}n∈N be an orthonormal basis. If we define Ψ = {e1} ∪
{en}n∈N, and Φ = {en}n∈N ∪ {en}n∈N, then R(Ψ) = 1 and R(Φ) =∞.
If Ψ = {fn}Nn=1 is a finite frame for Cd, then R(Ψ) = N − d, whereas
the classical definition of redundancy for finite frames gives N/d.
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4.1 Frames and lower semi-frames
The main goal of this section is to give a new proof for Theorem 9, which
connects finite redundancy with the structure of the measure space, a result
that has already been stated in [23, Theorem 2], [9, Theorem 2.2] and [24,
Proposition 3.3]. We thereby use the property that RanCΨ forms a RKHS.
In our opinion, this proof does a better job explaining the inherent structure
of continuous frames.
Theorem 9 If a (lower semi-)frame Ψ has finite redundancy R(Ψ) < ∞,
then the measure space (X,µ) is atomic.
The converse is obviously not true, take for example the discrete family Φ
in Example 1.
Corollary 10 If (X,µ) is an-atomic and Ψ a frame, then R(Ψ) = ∞ and
there exist infinitely many dual frames for Ψ.
Proof: Take an arbitrary pointwise defined function θ ∈ RanC⊥Ψ , an arbi-
trary vector g ∈ H and define φ(x) = θ(x)g. Then S−1Ψ Ψ+Φ is a dual frame
for Ψ. 
We need to collect some auxiliary results in order to prove Theorem 9.
Proposition 11 ([20], Corollary 2.9) Let HK be a subspace of L2(X,µ).
If Ψ satisfies the lower frame inequality, then (RanCΨ, ‖·‖2) is a RKHS.
Moreover, the following are equivalent:
(i) There exists a continuous frame Ψ such that Ran (CΨ) = HK ,
(ii) HK is a RKHS.
In the following, we prove that L2(X,µ) is not a RKHS if (X,µ) is an-
atomic. This statement needs some elaboration to be precise. By definition,
L2(X,µ) is a space of equivalence classes of functions and does therefore not
allow for pointwise evaluation. However, if we take an orthonormal basis
{φi}i∈I for L2(X,µ) and fix one particular representative for every basis
element, then every vector F ∈ L2(X,µ) can formally be written as
F (x) =
∑
i∈I
〈F, φi〉φi(x), (14)
where the series converges for almost every x ∈ X.
Proposition 12 If (X,µ) is a an-atomic measure space, then L2(X,µ) is
not a reproducing kernel Hilbert space.
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Proof: Every an-atomic measure space contains a non-atomic subspace by
Lemma 2 (ii). Without loss of generality we may therefore assume that
(X,µ) is non-atomic. Take A ⊂ X with µ(A) > 0. We may assume without
loss of generality that µ(A) = 1 as (X,µ) is σ-finite. Let {Am}nm=1 be
a partition of A satisfying µ(Am) = 1/n, for every m = 1, ..., n. Such a
partition exists by Theorem 1. Define Bn ⊂ A by
Bn :=
{
x ∈ A : χAm(x) = 1, for some m ∈ {1, ..., n}
}
.
Clearly, µ(Bn) = µ(A) for every n ∈ N. If we assume that L2(X,µ) is a
RKHS, then, for every x ∈ Bn, and some m ∈ {1, ..., n}, one has
|χAm(x)|2 = 1 = |〈χAm , kx〉|2 ≤ ‖kx‖2/n.
In particular, ‖kx‖2 ≥ n for every x ∈ Bn. Setting B :=
⋂
n∈NB
n, one gets
that µ(B) = µ(A). Consequently, ‖kx‖2 = K(x, x) = ∞ for almost every
x ∈ A, a contradiction to (6). 
Corollary 13 Let (X,µ) be an-atomic. There is no orthonormal basis
{φi}i∈I ⊂ L2(X,µ), such that∑
i∈I
|φi(x)|2 <∞, ∀ x ∈ X.
In particular, for every orthonormal basis {φi}i∈I ⊂ L2(X,µ), there exists
a set A ⊂ X of positive measure, such that∑
i∈I
|φi(x)|2 =∞, ∀x ∈ A.
Proposition 14 If (X,µ) is an-atomic and HK ⊂ L2(X,µ) is a RKHS,
then dim(HK⊥) =∞.
Proof: If we assume that dim(HK⊥) = N <∞, then any orthonormal basis
{φi}i∈I ofHK can be complemented to a orthonormal basis of L2(X,µ) using
N vectors {un}Nn=1. In particular, we have by Theorem 3 that
∑
i∈I
|φi(x)|2 +
N∑
n=1
|un(x)|2 <∞, ∀ x ∈ X,
a contradiction to Corollary 13. 
Proof of Theorem 9: The range of CΨ is a RKHS by Propositions 11. By
Proposition 14 it thus follows that either R(Ψ) =∞ or (X,µ) is atomic. 
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Remark 15 The results of this section lead to interesting consequences in
the context of quantum mechanics. Let us assume that Ψ : X →H is a sys-
tem of coherent states, see [2]. The probabilistic interpretation of quantum
mechanics then states that the probability distribution of finding a system
f in the state Ψx is given by |〈f,Ψx〉|2. Hence, in light of Theorem 9, it
follows that there is always a infinite dimensional subspace of probability
distributions that does not correspond to any physically feasible system.
4.2 Strictly continuous mappings
In the following, we show that the discrete components of a continuous frame
can be separated and we call the remaining remaining mapping a strictly
continuous mapping.
Definition 4 A mapping Ψ : X → H is called strictly continuous if (X,µ)
is non-atomic and there exists no set A ⊂ X, µ(A) > 0, such that CΨf |A is
constant for every f ∈ H.
Example 2 Let G be a locally compact group, π : G → U(H) a square-
integrable group representations for G, and ψ ∈ H an admissible vector, see
e.g. [22] for more information. If the left Haar measure of G is non-atomic,
then Ψ = {π(g)ψ}g∈G is a strictly continuous frame, as 〈f, π(g1)ψ〉 =
〈f, π(g2)ψ〉 for every ∀f ∈ H, implies g1 = g2. Short-time Fourier sys-
tems or continuous wavelet systems, see [21], are just two instances from
this large class of strictly continuous mappings.
Throughout the rest of this section we show that every continuous frame
can be decomposed into a discrete and a strictly continuous Bessel system.
Lemma 16 ([31], Theorem 3.8.1) If A ⊂ X is an atom, and F : X → C
is measurable, then F is constant almost everywhere on A.
Lemma 17 If Ψ is Bessel, A ⊂ X such that µ(A) > 0, and 〈f,Ψ(·)〉 is
constant on A for every f ∈ H, then there exists a unique ψ ∈ H such that
‖CΨf‖22 = ‖CΨf |X\A‖22 + |〈f, ψ〉|2, ∀ f ∈ H.
In particular, ψ is weakly given by
〈f, ψ〉 := µ(A)−1/2
∫
A
〈f,Ψx〉dµ(x), ∀ f ∈ H. (15)
Proof: First, observe that ψ defined by (15) is unique for every n ∈ N by
Riesz representation theorem
|〈f, ψ〉| ≤ µ(A)−1/2
∫
A
|〈f,Ψx〉|dµ(x) ≤
(∫
A
|〈f,Ψx〉|2dµ(x)
) 1
2
≤
√
M‖f‖,
12
where M is the upper frame bound of Ψ. Moreover,∫
X
|〈f,Ψx〉|2dµ(x) =
∫
X\A
|〈f,Ψx〉|2dµ(x) +
∫
A
|〈f,Ψx〉|2dµ(x)
=
∫
X\A
|〈f,Ψx〉|2dµ(x) + |〈f, ψ〉|2
where we used (15) and the fact that 〈f,Ψ(·)〉 is almost everywhere constant
on A. 
Theorem 18 Every frame Ψ can be written as Ψ = Ψd∪Ψc, where Ψd is a
discrete Bessel system and Ψc : (Xc, µc)→H is a strictly continuous Bessel
mapping with Xc ⊂ X. In particular, if (X,µ) is atomic, then Ψ can be
written as a discrete frame.
Proof: By Lemma 2 (i), every measure µ can be written as µ = µa + µc,
where µa is atomic and µc is non-atomic. By Lemma 16 and 17 we deduce
that Ψ defined on (X,µa) can be identified with a discrete Bessel system
Ψa. Let Xd =
⋃
Xi ⊂ X be the disjoint union of all sets Xi ⊂ X, such that
µc(Xi) > 0, and CΨf |Xi is constant for all f ∈ H. Setting A = Xi in (15),
then defines a family of vectors {ψi}i∈I . By definition Ψc := Ψ|X\Xd is a
strictly continuous Bessel mapping. It therefore remains to show that I is
countable. This, however, is a direct consequence from the fact that σ-finite
measure spaces can only be partitioned into countably many sets of positive
measure. Hence, Ψd := Ψa ∪ {ψi}i∈I is a discrete Bessel sequence the result
follows. 
In an attempt to generalize the concept of Riesz bases, continuous Riesz
bases [7] and Riesz-type mappings [20] were introduced. It turns out that the
these notions are equivalent and characterized as frames with redundancy
zero [7, Proposition 2.5 & Theorem 2.6].
Corollary 19 Every continuous Riesz basis (Riesz-type mapping) can be
written as a discrete Riesz basis.
Proof: If Ψ is a continuous Riesz basis, then R(Ψ) = 0 by definition. By
Theorem 9, (X,µ) is atomic. Consequently, Ψ corresponds to a discrete
Riesz basis by Theorem 18. 
4.3 Upper semi-frames
Let us now illustrate how upper semi-frames behave fundamentally different
than (lower semi-)frames. In particular, the closure of the range of the anal-
ysis operator is not necessarily a reproducing kernel Hilbert space and there
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exist upper semi-frames on non-atomic measure spaces with redundancy zero
(compare to Proposition 11 and Theorem 9).
Example 3 In [3, 5] the following upper semi-frame has been studied. Take
Hn := L2(R+, rn−1dr), where n ∈ N, and (X,µ) = (R, dx). We use the
following convention to denote the Fourier transform
f̂(ω) =
∫
R
f(x)e−2πixωdx.
For ψ ∈ Hn, we define the affine coherent state Ψx by
Ψx(r) := e
−2πixrψ(r), r ∈ R+, x ∈ R.
The mapping Ψ forms an upper semi-frame if ess supr∈R+ r
n−1|ψ(r)|2 <∞,
and |ψ(r)| 6= 0 for a.e. r ∈ R+. The frame operator is then given by a
multiplication operator on Hn
(SΨf)(r) = r
n−1|ψ(r)|2f(r).
It is thus easy to see that Ψ cannot form a frame since for every ψ ∈ Hn,
ess infr∈R+ r
n−1|ψ(r)|2 = 0. In [5, Section 5.2] it is shown that KerDΨ =
F+, where
F+ := {f ∈ L2(R) : f̂(ω) = 0 for a.e. ω ≥ 0}.
Clearly, RanCΨ = (KerDΨ)
⊥ = F+⊥ = F−, where
F− := {f ∈ L2(R) : f̂(ω) = 0 for a.e. ω ≤ 0}.
Therefore, Ψ has infinite redundancy and a short argument shows that F−
is not a RKHS:
The dilation operator Da, defined by Daf(x) := a
−1/2f(x/a), a ∈ R+,
acts isometrically on F−. Take f ∈ F− with ‖f‖ = 1 and f(0) 6= 0, then
|Daf(0)| = |a−1/2f(0)| → ∞, as a → 0. Consequently, point evaluation
cannot be continuous and RanCΨ = F− is not a RKHS.
The mapping Ψ possesses several other interesting properties, see [5].
For instance, it forms a total Bessel system with no dual, i.e., there is no
mapping Φ such that (Ψ,Φ) generates a reproducing pair.
Proposition 20 If (X,µ) is a measure space, such that there exists an
orthonormal basis {ψn}n∈N of L2(X,µ) satisfying
sup
n∈N
sup
x∈X
|ψn(x)| = C <∞, (16)
then there exists an upper semi-frame Ψ for H such that RanCΨ = L2(X,µ).
In particular, R(Ψ) = 0.
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Proof: Take an arbitrary orthonormal basis {en}n∈N of H, and define
Ψx :=
∑
n∈N
n−1enψn(x).
The series converges absolutely in every point, and Ψ is an upper semi-frame
with the desired properties. To see this, we first observe that Ψ : X →H is
well-defined as, for x ∈ X fixed,
|〈f,Ψx〉| ≤
∑
n∈N
|〈f, en〉n−1ψn(x)| ≤ ‖f‖
(∑
n∈N
n−2|ψn(x)|2
)1/2
≤ C ‖f‖
(∑
n∈N
n−2
)1/2
=
π√
6
C ‖f‖ ,
where we used (16) and Cauchy-Schwarz inequality. Moreover,∫
X
|〈f,Ψx〉|2dµ(x) ≤
∫
X
‖f‖2
∑
n∈N
n−2|ψn(x)|2dµ(x)
= ‖f‖2
∑
n∈N
n−2
∫
X
|ψn(x)|2dµ(x) = ‖f‖2
∑
n∈N
n−2 =
π2
6
‖f‖2 .
Since {ψn}n∈N is an orthonormal basis of L2(X,µ), it follows that Ψ is total
in H, as∫
X
|〈f,Ψx〉|2dµ(x) =
∫
X
∑
n,k∈N
〈f, en〉〈ek, f〉(nk)−1ψn(x)ψk(x)dµ(x)
=
∑
n,k∈N
〈f, en〉〈ek, f〉(nk)−1δn,k =
∑
n∈N
|〈f, en〉|2n−2 > 0,
for every f 6= 0. Finally, the range of the analysis operator of the sys-
tem {n−1en}n∈N is dense in l2(N), which implies that RanCΨ is dense in
L2(X,µ). 
Example 4 Take the non-atomic measure space (X,µ) = (T, dx), where T
denotes the torus, and the orthonormal Fourier basis ψn(x) = e
2πixn, n ∈ Z,
then
sup
n∈Z
sup
x∈T
|ψn(x)| = 1.
Hence, there exists an upper semi-frame Ψ with the closure of RanCΨ being
L2(T, dx), i.e., R(Ψ) = 0.
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4.4 Existence of duals for lower semi-frames
In this section, we fill a gap in the arguments of the proof of [3, Proposition
2.6], which states that for every lower semi-frame Ψ there exists a dual Bessel
mapping Φ such that SΨ,Φ = I on DomCΨ. While the result itself is correct,
the construction of the dual system Φ in [3] is in general not well-defined.
In particular, Φ is defined there by
Φx :=
∑
n∈N
φn(x)V φn = V
(∑
n∈N
φn(x)φn
)
,
where V : L2(X,µ) → H is a bounded operator depending on Ψ only and
{φn}n∈N is an orthonormal basis for L2(X,µ). However, if (X,µ) is an-
atomic, then by Corollary 13 there exists a set of positive measure A such
that
∑ |φn(x)|2 = ∞, for all x ∈ A. Thus, Φ may be not well-defined on a
set of positive measure.
Proposition 21 ([3], Proposition 2.6) If Ψ is a lower semi-frame in H,
then there exists an upper semi-frame Φ such that
f =
∫
X
〈f,Ψx〉Φxdµ(x), ∀ f ∈ DomCΨ.
Moreover, if DomCΨ is dense in H, then
f =
∫
X
〈f,Φx〉Ψxdµ(x), ∀ f ∈ H.
Proof: If Ψ is a lower semi-frame, then RanCΨ is a RKHS in L
2(X,µ)
by Proposition 11. Moreover, let P denote the orthogonal projection from
L2(X,µ) onto RanCΨ, and {en}n∈N be an orthonormal basis for H. Define
the linear operator V : L2(X,µ) → H by V := C−1Ψ on RanCΨ and V := 0
on (RanCΨ)
⊥. Then V is bounded and for all f ∈ DomCΨ, g ∈ H, it holds
〈f, g〉 = 〈V CΨf , g〉 = 〈CΨf, V ∗g〉2
=
〈
CΨf, V
∗
(∑
n∈N
〈g, en〉en
)〉
2
=
〈
CΨf,
∑
n∈N
〈g, en〉V ∗en
〉
2
=
〈
CΨf,
∑
n∈N
〈g, en〉PV ∗en
〉
2
= 〈CΨf ,CΦg〉2,
where Φx :=
∑
n∈N (PV
∗en)(x)en. It remains to show that Φx is well-defined
for every x ∈ X. Since {en}n∈N is an orthonormal basis, if follows that Φx
is well-defined if and only if∑
n∈N
|(PV ∗en)(x)|2 <∞, ∀ x ∈ X.
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By Proposition 6, it is sufficient to show that {PV ∗en}n∈N is a Bessel se-
quence on RanCΨ. If F ∈ RanCΨ, then∑
n∈N
|〈F,PV ∗en〉2|2 =
∑
n∈N
|〈V PF , en〉|2 = ‖V F‖2 ≤ C‖F‖22,
as PF = F and V is bounded. Finally, it remains to show that Φ is Bessel.
If f ∈ H, then∫
X
|〈f,Φx〉|2dµ(x) =
∫
X
∣∣∣∑
n∈N
〈f, en〉PV ∗en(x)
∣∣∣2dµ(x)
=
∥∥DPV ∗en({〈f, en〉}n∈N)∥∥22 ≤ C∑
n∈N
|〈f, en〉|2 = C‖f‖2,
as {PV ∗en}n∈N is Bessel. 
Remark 22 There is no analogue result of Proposition 21 if Ψ is an upper
semi-frame. In [5] it is shown that the affine coherent state system presented
in Section 4.3 is a complete Bessel mapping with no dual.
5 Reproducing pairs and RKHSs
The absence of frame bounds causes trouble analyzing RanCΨ and RanCΦ
of a reproducing pair (Ψ,Φ). Without an upper frame bound it is no longer
guaranteed that RanCΨ is a subspace of L
2(X,µ). The lower frame inequal-
ity, on the other hand, ensures that RanCΨ is a RKHS. In [5], a construction
of two mutually dual Hilbert spaces that are intrinsically generated by the
pair (Ψ,Φ) is given. Let us first recall some of the results before explaining
how RKHS enter the picture.
Let VΦ(X,µ) be the space of all measurable functions F : X → C such
that ∣∣∣∣∫
X
F (x)〈Φx, g〉dµ(x)
∣∣∣∣ ≤M ‖g‖ , ∀ g ∈ H.
Note that in general neither VΦ(X,µ) ⊂ L2(X,µ) nor L2(X,µ) ⊂ VΦ(X,µ).
The linear map TΦ : VΦ(X,µ)→H given weakly by
〈TΦF, g〉 =
∫
X
F (x)〈Φx, g〉dµ(x), g ∈ H, (17)
is thus well-defined by Riesz representation theorem, and can be seen as
the natural extension of the synthesis operator DΦ (defined on DomDΦ ⊆
L2(X,µ)) to VΦ(X,µ).
Let (Ψ,Φ) be a reproducing pair. According to [5], it then holds that
VΦ(X,µ) = RanCΨ ⊕ Ker TΦ. (18)
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This observation, together with the fact that TΦ is general not one-to-one,
motivates to define the redundancy for arbitrary complete mappings via
R(Φ) := dim(Ker TΦ). (19)
We expect that similar results as in Section 4.1 hold for this definition.
Conjecture 1 If R(Φ) <∞, then (X,µ) is atomic.
The main difficulty is that there is no characterization of VΦ(X,µ) that
would allow to treat the problem in a similar manner than in Section 4.1
using (18). It is in particular not even clear if VΦ(X,µ) is normable.
Let us introduce the following vector space
VΦ(X,µ) = VΦ(X,µ)/Ker TΦ,
equipped with the inner product
〈F,G〉Φ := 〈TφF, TφG〉, F,G ∈ VΦ(X,µ).
This is indeed an inner product as 〈F,F 〉Φ = 0 if and only if F ∈ Ker TΦ.
Hence, VΦ(X,µ) forms a pre-Hilbert space and TΦ : VΦ(X,µ) → H is an
isometry. By (17) 〈·, ·〉Φ can be written explicitly as
〈F,G〉Φ =
∫
X
∫
X
F (x)〈Φx,Φy〉G(y)dµ(x)dµ(y). (20)
The following result answers the question if, given a mapping Φ, there exist
another mapping Ψ such that (Ψ,Φ) forms a reproducing pair.
Theorem 23 ([5], Theorem 4.1) Let Φ : X →H be a weakly measurable
mapping and {ei}i∈I an orthonormal basis of H. There exists another family
Ψ, such that (Ψ,Φ) is a reproducing pair if and only if
(i) RanTφ = H,
(ii) there exists {Ei}i∈I ⊂ VΦ(X,µ) satisfying TΦEi = ei, ∀ i ∈ I, and∑
i∈I
|Ei(x)|2 <∞, ∀ x ∈ X. (21)
A reproducing partner Ψ is then given by
Ψx :=
∑
i∈I
Ei(x)ei. (22)
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Theorem 23 is a powerful tool for the study of complete systems. It has
for example been used to construct a reproducing partner for the Gabor
system of integer time-frequency shifts of the Gaussian window [33] and to
prove the non-existence of a dual for the system of affine coherent states in
Example 3.
Let us briefly discuss the conditions (i) and (ii) and some conceptual
interpretations. For a complete system one can show that (under mild con-
ditions [3, Lemma 2.2]) RanDΦ = H. It might therefore seem that (i) is
trivially satisfied for complete systems since TΦ extends DΦ to its domain
VΦ(X,µ). The complete upper semi-frame from Example 3 however does
not satisfy (i), see [5, Section 6.2.3].
Coefficient map interpretation: Property (i) ensures the existence of a
linear coefficient map A : H → VΦ(X,µ) satisfying f = TΦA(f) for every
f ∈ H. Property (ii) then guarantees that A(f) can be calculated taking
inner products of f with a second mapping Ψ : X →H.
RKHS interpretation: If (i) and (ii) are satisfied, then it follows that
{Ei}i∈I forms an orthonormal family with respect to 〈·, ·〉Φ, since (ii) implies
〈Ei, Ek〉Φ = 〈TΦEi, TΦEk〉 = 〈ei, ek〉 = δi,k.
Hence, {Ei}i∈I forms an orthonormal basis for
HΦK := span{Ei : i ∈ I}
‖·‖Φ
.
Theorem 3 together with (21) thus ensure that HΦK is a RKHS. Moreover,
the definition of the reproducing partner Ψ in (22) yields that
HΦK ≃ VΦ(X,µ) ≃ (RanCΨ, ‖ · ‖Φ). (23)
To put it another way, (i) and (ii) guarantee the existence of a RKHS
HΦK ⊂ VΦ(X,µ) reproducing H in the sense that TΦ(HΦK) = H.
Let us assume that (Ψ,Φ) is a reproducing pair. There is a natural way
to generate frames on H and HΦK via the analysis and synthesis operators.
Proposition 24 Let (Ψ,Φ) be a reproducing pair for H, {gi}i∈I a frame
for H, and {Gi}i∈I a frame for HΦK . If Hi(x) := 〈gi,Ψx〉 and hi := TΦGi,
then {Hi}i∈I is a frame for HΦK and {hi}i∈I is a frame for H.
Proof: If F ∈ HΦK , then∑
i∈I
|〈F,Hi〉Φ|2 =
∑
i∈I
|〈TΦF, TΦHi〉|2 =
∑
i∈I
|〈TΦF, SΨ,Φgi〉|2
=
∑
i∈I
|〈(SΨ,Φ)∗TΦF, gi〉|2 ≤M‖(SΨ,Φ)∗TΦF‖2
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≤M‖SΨ,Φ‖2‖TΦF‖2 = M˜‖F‖2Φ.
The lower bound follows from the same argument as (SΨ,Φ)
∗ is boundedly
invertible. Hence, {Hi}i∈I is a frame for HΦK .
For f ∈ H, we have
‖f‖ = ‖TΦCΨS−1Ψ,Φf‖ = ‖CΨS−1Ψ,Φf‖Φ,
which, together with∑
i∈I
|〈f, hi〉|2 =
∑
i∈I
|〈TΦCΨS−1Ψ,Φf, TΦGi〉|2 =
∑
i∈I
|〈CΨS−1Ψ,Φf,Gi〉Φ|2,
yields that {hi}i∈I is a frame for H. 
The rest of this section is concerned with the explicit calculation of the
reproducing kernel for HΦK . For a reproducing pair (Ψ,Φ), there exists a
similar characterization of the range of the analysis operators as for frames.
In particular, if RΨ,Φ(x, y) := 〈S−1Ψ,ΦΦy,Ψx〉 defines the integral operator
RΨ,Φ(F )(x) :=
∫
X
F (y)RΨ,Φ(x, y)dµ(y), F ∈ VΦ(X,µ),
then by [32, Proposition 2] RΨ,Φ(F )(x) = F (x) if and only if there exists
f ∈ H such that F (x) = 〈f,Ψx〉, for all x ∈ X. However, RΨ,Φ is not the
reproducing kernel for HΦK since the reproducing formula is based on the
inner product of L2(X,µ) and not on 〈·, ·〉Φ.
If F ∈ RanCΨ, then (20) and the identity f = TΦCΨS−1Ψ,Φf yield
F (x) = RΨ,Φ(F )(x) =
∫
X
F (y)〈Φy, (S−1Ψ,Φ)∗Ψx〉dµ(y)
=
∫
X
∫
X
F (y)〈Φy,Φz〉〈Ψz, S−1Ψ,Φ(S−1Ψ,Φ)∗Ψx〉dµ(z)dµ(y)
=
〈
F,
〈
(S−1Ψ,Φ)
∗Ψx, (S
−1
Ψ,Φ)
∗Ψ·
〉〉
Φ
Hence, using (S−1Ψ,Φ)
∗ = S−1Φ,Ψ, we finally obtain that
KΦ(x, y) =
〈
S−1Φ,ΨΨx, S
−1
Φ,ΨΨy
〉
is the reproducing kernel for HΦK .
6 Conclusion
With the results of Section 4 in mind, we suggest to use the term continuous
frame only in the case of a strictly continuous frame, and semi-continuous
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or semi-discrete frame if it can be decomposed into nontrivial strictly con-
tinuous and discrete parts. Moreover, the notion of a continuous Riesz basis
(Riesz type mapping) should not be used any further as every such system
can be written as a discrete Riesz basis.
An interesting topic for future research is to find and study alternative
notions of redundancy for continuous frames. A promising approach that
may be adapted can be found in [10]. Exploring the dependence of any
notion of redundancy on the underlying measure space should remain a key
task.
Appendix
Proof of Lemma 2: Ad (i): See [18].
Ad (ii): Let (X,µ) be an-atomic. Let us assume to the contrary that
for every measurable set A ⊂ X with µ(A) > 0 there exists an atom B ⊂ A,
and take {An}n∈N ⊂ X to be a countable partition of X by sets of finite
measure. We show that each An can be partitioned into atoms and null
sets, a contradiction. Assume without loss of generality that µ(A1) > 0. By
assumption, there exists an atom B1 ⊂ A1. If µ(B1) = µ(A1), then A1 is
an atom. If 0 < µ(B1) < µ(A1), then µ(A1\B1) > 0. Hence, there exists an
atom B2 ⊂ A1\B1 and the preceding argument can be repeated. If one has
µ
(
A1\
(⋃K
k=1Bk
))
> 0 for all iteration steps K, then µK := µ
(⋃K
k=1Bk
)
defines a strictly increasing sequence, bounded by µ(A1). Hence, µK is
convergent to some µ∗ and the limit equals µ(A1). Indeed, if µ
∗ < µ(A1)
then, by assumption, there exists an atom B∗ ⊂ A1\
⋃
k∈NBk and
µ
( ⋃
k∈N
Bk ∪B∗
)
> µ∗,
a contradiction. Consequently, A1 =
⋃
k∈NBk∪N, where N = A1\
⋃
k∈NBk
is of measure zero. In particular, we constructed a partition of A1 consisting
of atoms and null sets. Repeating this argument for every An, n ∈ I, with
µ(An) > 0 shows that (X,µ) is atomic, a contradiction. 
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