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Implicitization of Nested Circular Curves
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A nested circular curve is a real plane curve traced by a point on a circle that rotates
around another circle that again rotates around still another circle, and so on. In this
paper, we give an e–cient method for obtaining an implicit equation of a nested circular
curve.
c° 1997 Academic Press Limited
1. Introduction
Suppose that you are standing on the surface of the moon. The moon rotates around
its axis, and so you turn also. But the moon also rotates around the earth, which again
rotates around the sun. To simplify, assume that all the orbits are circular and lie on the
same plane. Now picture your trajectory when looked at from the sun. This is what we
call in this paper a nested circular curve.
In general, a nested circular curve is a real plane curve traced by a point on a circle
that rotates around another circle that again rotates around still another circle, and so
on, where the ratios of the angular speeds of the rotations are rational. It can be also
interpreted as the trajectory of the superposition of several rotating vectors (often called
phasers).
The class of nested circular curves includes numerous classical curves such as Limacon
of Pascal, Cardioid, Trifolium, Epi-cyloid, Hypo-cyloid, etc, as special cases. They also
arise naturally in numerous areas such as linear difierential equations, Fourier analysis,
almost periodic functions (under the name of generalized trigonometric polynomials),
representation of groups (utilizing its periodicity), electrical circuit analysis (as often
shown on oscilloscopes), fracture mechanics (as the caustic pattern appearing when a
fractured material is shone by a laser beam), etc.
In general, a nested circular curve can be given parametrically by
x =
nX
k=1
ak cos(kµ + `k)
y =
nX
k=1
ak sin(kµ + `k) :
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a = (5=2;¡1; 0; 0; 0; 0) a = (3; 0; 0; 0; 0; 1=3) a = (3; 0; 1; 0; 0; 1=2)
` = (0; 0; 0; 0; 0; 0) ` = (0; 0; 0; 0; 0; 0) ` = (0; 0; 0; 0; 0; 0)
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a = (1; 1; 1; 1; 1; 1) a = (1; 1; 1; 1; 1; 1) a = (1; 1; 1; 1; 1; 1)
` = (0; 0; 0; 0; 0; 0) ` = (0; 0; 0; 0; 0; 1) ` = (1; 0; 0; 0; 0; 0)
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a = (1;¡1; 1; 1; 1; 1) a = (1;¡1; 1; 1; 1; 1) a = (1;¡1; 1; 1; 1; 1)
` = (0; 0; 0; 0; 0; 0) ` = (0; 0; 0; 0; 0; 1) ` = (1; 0; 0; 0; 0; 0)
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a = (1;¡1;¡1;¡1;¡1;¡1) a = (1;¡1;¡1;¡1;¡1;¡1) a = (1;¡1;¡1;¡1;¡1;¡1)
` = (0; 0; 0; 0; 0; 0) ` = (0; 0; 0; 0; 0; 1) ` = (0; 0; 1; 1; 0; 0)
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Figure 1. Nested circular curves for a = (a1; : : : ; a6) and ` = (`1; : : : ; `6).
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where ak and `k are real numbers and µ is the parameter ranging over real numbers. See
Figure 1 for several example curves.
In this paper, we give an e–cient method for obtaining an implicit equation of a nested
circular curve, that is, an equation in x and y which captures all the real points on the
curve and, if any, only flnitely many more points. This is an inverse problem to that of
parameterization which has been studied extensively in algebraic geometry [see .Sendra
and Winkler (1991); .Schicho (1992) for some modern methods].
One could tackle the implicitization problem as follows: (1) Rewrite cos(kµ + `k) and
sin(kµ+`k) as polynomials in cos µ and sin µ. (2) Parameterize cos µ and sin µ by the usual
rational parameterization of a circle, obtaining a rational parameterization of the curve.
(3) Implicitize the rational parameterization by using general methods in computational
algebraic geometry such as Buchberger’s Gro˜bner basis method .(Buchberger, 1965; Buch-
berger, 1985; Gao and Chou, 1992; Kalkbrener, 1990; Hofimann, 1989; Winkler, 1988),
Collins’ cylindrical algebraic decomposition method .(Collins, 1975; Hong, 1990; Collins
and Hong, 1991), Ritt{Wu’s characteristic set method .(Wu, 1986), and the Macaulay
resultants .(Macaulay, 1916; Canny and Manocha, 1992; Manocha, 1993) etc.
However one can often devise a more e–cient/simpler method for a particular problem
class by taking advantage of its special structure. This is what we do in this paper. In
essence, we show that the resultant of the following two polynomials with respect to z
gives an implicitization of the curve:
F = ¡(x+ i y) +
nX
k=1
fikz
k
G = ¡(x¡ i y)zn +
nX
k=1
fikz
n¡k
where fik = akei `k . There is no magic about this form, since the flrst polynomial can
be obtained by simply naming cos µ + i sin µ with z, and the second polynomial can be
obtained by conjugating the flrst one, replacing „z by 1=z and multiplying out the common
denominator. Further, it is straightforward to show that the resultant captures all the
points on the curve.
Non-triviality lied in showing that it captures only flnitely many more points, if any.
The standard techniques of algebraic geometry do not seem to help in proving this
because they are for complex varieties, not for real varieties. So we had to devise a
special proof technique and this is the main contribution of the paper. We also show that
the resultant is a real polynomial, even though its deflnition involves complex numbers.
This paper is a reflnement and a generalization of the preliminary report .(Hong, 1995).
It generalizes the result of the previous report, in that there we required that `k = 0.
2. Review of Resultants
In this section, we review some well known facts about resultants. For a nice summary
on the subject, see .Collins (1971). For e–cient methods for computing resultants, see
.Collins (1971); .Buchberger et al. (1982); .Llovet et al. (1992). Consider two polynomials
A;B 2 C[x1; : : : ; x” ] such that
A =
mX
k=0
Ak(x1; : : : ; x”¡1)xk”
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B =
nX
k=0
Bk(x1; : : : ; x”¡1)xk”
where Am and Bn are non-zero polynomials and m;n ‚ 0.
Definition 2.1. (Resultant) The resultant of A and B with respect to x” , written as
resx” (A;B), is the determinant of the (Sylvester) matrix:266666666664
Am Am¡1 ¢ ¢ ¢ A0
Am Am¡1 ¢ ¢ ¢ A0
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
Am Am¡1 ¢ ¢ ¢ A0
Bn Bn¡1 ¢ ¢ ¢ B0
Bn Bn¡1 ¢ ¢ ¢ B0
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
Bn Bn¡1 ¢ ¢ ¢ B0
377777777775
in which there are n rows of A coe–cients, m rows of B coe–cients, and all elements
not shown are zero.
The following classical theorems will be used in the subsequent sections. In all these
theorems, let C 2 C[x1; : : : ; x”¡1] denote resx” (A;B).
Theorem 2.1. (Projection) Let (p1; : : : ; p”) 2 C” be a complex point such that
A(p1; : : : ; p”) = 0 and B(p1; : : : ; p”) = 0. Then we have
C(p1; : : : ; p”¡1) = 0 :
Theorem 2.2. (Extension) Let (p1; : : : ; p”¡1) 2 C”¡1 be a complex point such that
C(p1; : : : ; p”¡1) = 0. Then one of the following holds:
(a) Am(p1; : : : ; p”¡1) = 0 and Bn(p1; : : : ; p”¡1) = 0.
(b) Ai(p1; : : : ; p”¡1) = 0 for m ‚ i ‚ 0.
(c) Bi(p1; : : : ; p”¡1) = 0 for n ‚ i ‚ 0.
(d) There exists a p” 2 C such that A(p1; : : : ; p”) = 0 and B(p1; : : : ; p”) = 0.
Theorem 2.3. (Commutativity of Evaluation) Let (p1; : : : ; p”¡1) 2 C”¡1 be a
complex point such that Am(p1; : : : ; p”¡1) 6= 0 and Bn(p1; : : : ; p”¡1) 6= 0. Let A⁄ =
A(p1; : : : ; p”¡1; x”), B⁄ = B(p1; : : : ; p”¡1; x”) and C⁄ = resx” (A
⁄; B⁄). Then we have
C⁄ = C(p1; : : : ; p”¡1) :
3. Implicitization
Consider a curve given parametrically by
x=
Pn
k=1 ak cos(kµ + `k)
y=
Pn
k=1 ak sin(kµ + `k)
(3.1)
where a1; : : : ; an; `1; : : : ; `n; µ 2 R and an 6= 0. Let F;G 2 C[x; y; z] be deflned by
F = ¡(x+ i y) +
nX
k=1
fikz
k
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G = ¡(x¡ i y)zn +
nX
k=1
fikz
n¡k
where fik = akei `k : Let H 2 C[x; y] be deflned by
H = resz(F;G);
that is, H is the determinant of the matrix:266666666664
fin fin¡1 ¢ ¢ ¢ fi1 fi0
fin fin¡1 ¢ ¢ ¢ fi1 fi0
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
fin fin¡1 ¢ ¢ ¢ fi1 fi0
fi0 fi1 ¢ ¢ ¢ fin¡1 fin
fi0 fi1 ¢ ¢ ¢ fin¡1 fin
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
fi0 fi1 ¢ ¢ ¢ fin¡1 fin
377777777775
where fi0 = ¡(x + i y) and fi0 = ¡(x ¡ i y). We claim that the polynomial H gives an
implicitization of the curve deflned by the equations (3.1). More in detail, we claim
Theorem 3.1. (Implicitization)
(a) H = 0 captures all the points on the curve.
(b) H = 0 captures, if any, only flnitely many more points.
(c) H is a real polynomial, that is H 2 R[x; y].
The next section is devoted to proving the claims.
4. Proof
First we show that H captures all the points on the curve. More precisely, let
S =
n
(x; y) 2 R2 j (9µ 2 R) x =
Pn
k=1 ak cos(kµ + `k)
y =
Pn
k=1 ak sin(kµ + `k)
o
T = f(x; y) 2 R2 j H(x; y) = 0g :
Theorem 4.1. (Containment) S µ T .
Proof. Let (p; q) 2 S. We need to show that (p; q) 2 T . First note that from the
deflnition of S, there must exist t 2 R such that
p =
nX
k=1
ak cos(kt+ `k);
q =
nX
k=1
ak sin(kt+ `k) :
By using the elementary fact: cosˆ + i sinˆ = ei ˆ, we obtain
p+ i q =
nX
k=1
fike
i kt
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p¡ i q =
nX
k=1
fike
¡i kt :
where fik = akei `k . By moving the left-hand sides to the right and by multiplying ei nt
to the second equation, we obtain
0 = ¡(p+ i q) +
nX
k=1
fike
i kt;
0 = ¡(p¡ i q)ei nt +
nX
k=1
fike
i(n¡k)t:
Note that the right-hand sides are the polynomials F and G evaluated at p; q; ei t. Let r
denote ei t. Then, we have F (p; q; r) = 0 and G(p; q; r) = 0. By Theorem 2.1, we imme-
diately have H(p; q) = 0: Thus, (p; q) 2 T . 2
Now one might wonder whether S = T . Unfortunately this is not true in general, as
illustrated by the following counter example.
Example 4.1. (Exceptions) Consider the following curve.
x = 5=2 cos µ ¡ cos 2µ;
y = 5=2 sin µ ¡ sin 2µ :
The associated polynomial H is
¡21
4
¡ 33
4
x2 ¡ 33
4
y2 + x4 + 2x2y2 + y4 +
25
2
x :
A simple calculation shows that the point (1; 0) is on the curve T given by H = 0, but it
is not on the curve S given by the parametric equations (the top left curve in Figure 1).
In fact, in this particular case, we have T ¡ S = f(1; 0)g.
Observe that in the above example, the set f(1; 0)g is flnite. Thus one naturally wonders
whether T ¡ S is always a flnite set. We will show in the following that it is the case.
First we begin with a lemma which will be essentially used in proving this.
Lemma 4.1. (Finite Solution) Let fi1; : : : ; fin 2 C and fin 6= 0. Let
P (z) =
nX
k=1
fik
µ
zk ¡ 1
zk
¶
Then the equation P (z) = 0 has only flnitely many solutions in C such that jzj 6= 1.
Proof. So far, we have found two difierent proofs: one based on the theory of polynomial
decomposition, and the other based on the theory of resultants. In this paper, we present
the one based on the theory of resultants since it is more elementary and self-contained.
For the other proof (based on theory of polynomial decomposition), see .Hong and Schicho
(1995).
First we rewrite P as follows:
P =
nX
k=1
fik
µ
zk ¡ 1
zk
¶
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=
1
zn
nX
k=1
fik(zkzn ¡ zn¡k)
=
1
zn
nX
k=1
fik((zz)kzn¡k ¡ zn¡k)
=
1
zn
nX
k=1
fik((zz)k ¡ 1)zn¡k
=
zz ¡ 1
zn
Q
where
Q =
nX
k=1
fik((zz)k¡1 + ¢ ¢ ¢+ 1)zn¡k :
Since we are only interested in the zeros such that jzj 6= 1, it is su–cient to show that Q
has flnitely many solutions. We will show this by proving the following two claims:
C1: There are only flnitely many solutions on any circle centered at the origin of the
complex plane. Precisely, for all ‰ 2 R, the set
fz 2 C j Q(z) = 0; ‰ = zzg
is flnite.
C2: There are only flnitely many circles (centered at the origin) containing a solution.
Precisely, the set
fzz j Q(z) = 0g
is flnite.
From these two, one immediately sees that there can be only flnite many solutions for
Q(z) = 0.
Now we begin by proving the claim C1. Let ‰ = zz. Then
Q(z) =
nX
k=1
fik(‰k¡1 + ¢ ¢ ¢+ 1)zn¡k : (4.1)
Note that the trailing coe–cient of Q is
fin(‰n¡1 + ¢ ¢ ¢+ 1) :
This is non-zero since fin 6= 0 and ‰ ‚ 0. So for every value of ‰, Q(z) is a non-zero
polynomial in z, and thus it has only flnitely many solutions. Hence we have proved the
claim C1.
Next we will prove the claim C2. Conjugating the equation Q(z) = 0, we obtain
0 =
nX
k=1
fik(‰k¡1 + ¢ ¢ ¢+ 1)zn¡k :
Multiplying by zn¡1, we obtain
0 =
nX
k=1
fik(‰k¡1 + ¢ ¢ ¢+ 1)zn¡kzn¡1 =
nX
k=1
fik(‰k¡1 + ¢ ¢ ¢+ 1)‰n¡kzk¡1 : (4.2)
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Summarizing, we have obtained two equations:
0 = A(‰; z) =
nX
k=1
fik(‰k¡1 + ¢ ¢ ¢+ 1)‰n¡kzk¡1 :
0 = B(‰; z) =
nX
k=1
fik(‰k¡1 + ¢ ¢ ¢+ 1)zn¡k :
Now we will show that the resultant of the two polynomials A;B with respect to z is
a non-zero polynomial in ‰. We will do so by showing that it is non-zero when evaluated
at ‰ = 0. For this, we need to be careful about the possibility that some of fik’s might
be zero. Thus let us assume, without losing any generality, that
fi1 = fi2 = ¢ ¢ ¢ = fi„¡1 = 0; fi„ 6= 0
for some „ such that 1 • „ • n.
Now we will apply Theorem 2.3 by evaluating ‰ to be 0. Let LA; LB 2 C[‰] be the
leading coe–cients of A and B in z respectively. Then we have
LA = fin(‰n¡1 + ¢ ¢ ¢+ 1);
LB = fi„(‰„¡1 + ¢ ¢ ¢+ 1) :
Since fin 6= 0 and fi„ 6= 0, we see that 0 6= LA(0) and 0 6= LB(0). Let A⁄ = A(0; z) and
B⁄ = B(0; z). Let C = resz(A;B) and C⁄ = resz(A⁄; B⁄). By Theorem 2.3, we have
C⁄ = C(0) : (4.3)
Now we will show that C⁄ is non-zero (and thus that C is a non-zero polynomial). By
the deflnition of resultant, we see that C⁄ is the determinant of the matrix:266666666664
fin
fin
¢ ¢ ¢
fin
fi„ ¢ ¢ ¢ ¢ ¢ ¢ fin¡1 fin
fi„ ¢ ¢ ¢ ¢ ¢ ¢ fin¡1 fin
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
fi„ ¢ ¢ ¢ ¢ ¢ ¢ fin¡1 fin
377777777775
:
Note that it is a lower triangular matrix, and thus its determinant is the product of
the diagonal elements, that is, a certain power of jfinj in this case. Since fin 6= 0, the
determinant C⁄ is also non-zero.
Recalling the relation (4.3), we conclude that C is a non-zero polynomial. Therefore,
there can be only flnitely many values for ‰. Thus, we have proved the claim C2. 2
Using this lemma, we now prove that the resultant H captures only flnitely many more
points, if any.
Theorem 4.2. (Finite Exceptions) T ¡ S is a flnite set.
Proof. Let (p; q) 2 T ¡ S. Since (p; q) 2 T , we have H(p; q) = 0. Now we recall
Theorem 2.2. Since an 6= 0, we have Fn(p; q) = fin 6= 0 and G0(p; q) = fin 6= 0. Thus only
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the case (d) applies, and we conclude that there exists r 2 C such that F (p; q; r) = 0 and
G(p; q; r) = 0. From the deflnition of F and G, we have
p+ i q =
nX
k=1
fikr
k (4.4)
(p¡ i q)rn =
nX
k=1
fikr
n¡k :
Claim: jrj 6= 1. Assume otherwise. Then there exists t 2 R such that r = ei t. From the
equation (4.4), we have p+ i q =
Pn
k=1 fike
i kt. So, we should have p =
Pn
k=1 cos(kt+`k)
and q =
Pn
k=1 sin(kt+ `k). Thus, (p; q) 2 S. But this contradicts the initial assumption
that (p; q) 2 T ¡ S. Thus, we have proved the claim that jrj 6= 1.
Recalling the equations 4.4 and dividing the second equation there by rn, we obtain
(p+ i q) =
nX
k=1
fikr
k
(p¡ i q) =
nX
k=1
fikr
¡k :
By conjugating the second equation, we obtain
(p+ i q) =
nX
k=1
fik
1
rk
:
Thus, we have
nX
k=1
fikr
k =
nX
k=1
fik
1
rk
which can be rewritten as
nX
k=1
fik(rk ¡ 1
rk
) :
Now from Lemma 4.1, we see that only flnitely many values of r such that jrj 6= 1 can
satisfy the equation. Thus by the equation 4.4 there are only flnitely many values for
(p; q). So we have flnally proved that T ¡ S is a flnite set. 2
Now, we show that the polynomial H has only real coe–cients, that is, H 2 R[x; y],
in spite of the fact that its deflnition involves imaginary number unit i. In fact, we will
prove a more general result.
Let F and G be two polynomials in C[x1; : : : ; x” ] such that
F =
nX
k=0
Fkx
k
”
G =
nX
k=0
Fkx
n¡k
”
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where Fk 2 C[x1; : : : ; x”¡1] and Fk is the complex conjugate of Fk (in the sense that the
coe–cients of Fk are replaced by their complex conjugates). Let H = resx” (F;G).
Note that in this paper, we are interested only in a particular case where ” = 3, x1 = x,
x2 = y, x3 = z and
Fk =
‰
fik for k ‚ 1
¡(x+ i y) for k = 0.
But the following result holds in general.
Theorem 4.3. (Real) H 2 R[x1; : : : ; x”¡1].
Proof. We will show that H = H. From the deflnition of resultant, we have
H = det
26666664
Fn ¢ ¢ ¢ ¢ ¢ ¢ F0
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
Fn ¢ ¢ ¢ ¢ ¢ ¢ F0
F0 ¢ ¢ ¢ ¢ ¢ ¢ Fn
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
F0 ¢ ¢ ¢ ¢ ¢ ¢ Fn
37777775 :
By °ipping the matrix left{right (which can be done by n swapping of columns), we
obtain
H = det
26666664
F0 ¢ ¢ ¢ ¢ ¢ ¢ Fn
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
F0 ¢ ¢ ¢ ¢ ¢ ¢ Fn
Fn ¢ ¢ ¢ ¢ ¢ ¢ F0
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
Fn ¢ ¢ ¢ ¢ ¢ ¢ F0
37777775 (¡1)
n :
By °ipping the matrix top{down (which can be done by n swapping of rows), we obtain
H = det
26666664
Fn ¢ ¢ ¢ ¢ ¢ ¢ F0
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
Fn ¢ ¢ ¢ ¢ ¢ ¢ F0
F0 ¢ ¢ ¢ ¢ ¢ ¢ Fn
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
F0 ¢ ¢ ¢ ¢ ¢ ¢ Fn
37777775 (¡1)
2n :
Since the conjugate operation commutes with determinant operation, we have
H = det
26666664
Fn ¢ ¢ ¢ ¢ ¢ ¢ F0
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
Fn ¢ ¢ ¢ ¢ ¢ ¢ F0
F0 ¢ ¢ ¢ ¢ ¢ ¢ Fn
¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
F0 ¢ ¢ ¢ ¢ ¢ ¢ Fn
37777775 :
Thus we flnally have
H = H :
2
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5. Examples
In this section, we give a few examples illustrating the method described in the paper.
Example 5.1. (Caustics) The following curve arises from the theory of caustics in the
fracture mechanics.
x = cos 2µ + 2=3 cos 3µ
y = sin 2µ + 2=3 sin 3µ :
This curve appears as the caustic pattern when a fractured material is shown by a laser
beam, and often used to test whether a material has \invisible" fracture.
.Ioakimidis and Anastasselou (1994) tackled the problem of implicitizing this curve
by using Gro˜bner basis method (.Buchberger, 1965; 1985), obtaining a result in about
5 minutes using the computer algebra system Maple V .(Char et al., 1985) running on
80386 DX MS-DOS microcomputer at 20 MHz.
Using the method described in the present paper, this can be done by simply computing
the determinant of the following matrix:26666664
2=3 1 ¡(x+ i y)
2=3 1 ¡(x+ i y)
2=3 1 ¡(x+ i y)
¡(x¡ i y) 1 2=3
¡(x¡ i y) 1 2=3
¡(x¡ i y) 1 2=3
37777775 :
This is small enough for even hand calculation. However, just for comparison, we have
carried out the determinant computation using the same computer algebra system on
the same machine. We obtained the same polynomial (up to some constant factor) as in
.Ioakimidis and Anastasselou (1994):
¡ 80
729
+
8
9
x¡ 55
27
x2 ¡ 55
27
y2 +
10
3
x4 +
20
3
x2y2 +
10
3
y4 ¡ 3y2x4 ¡ 3x2y4 ¡ x6 ¡ y6
in about 300 ms.
Example 5.2. Consider the curve:
x = cos(µ) + cos(2µ) + cos(3µ) + cos(4µ) + cos(5µ) + cos(6µ)
y = sin(µ) + sin(2µ) + sin(3µ) + sin(4µ) + sin(5µ) + sin(6µ):
The flrst picture in the second row of Figure 1 gives the curve. We would like to flnd the
implicitization of the curves. For this, we only need to compute the determinant H of
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the following matrix:26666666666666666664
1 1 1 1 1 1 fi0
1 1 1 1 1 1 fi0
1 1 1 1 1 1 fi0
1 1 1 1 1 1 fi0
1 1 1 1 1 1 fi0
1 1 1 1 1 1 fi0
fi0 1 1 1 1 1 1
fi0 1 1 1 1 1 1
fi0 1 1 1 1 1 1
fi0 1 1 1 1 1 1
fi0 1 1 1 1 1 1
fi0 1 1 1 1 1 1
37777777777777777775
where fi0 = ¡(x+ iy) and fi0 = ¡(x¡ iy). Using Maple, we obtain, in a few seconds,
H = fi06fi60
¡21fi05fi50
+35fi05fi40 + 35fi0
4fi50
¡35fi05fi30 ¡ 35fi04fi40 ¡ 35fi03fi50
+21fi05fi20 + 21fi0
4fi30 + 21fi0
3fi40 + 21fi0
2fi50
¡7fi05fi0 ¡ 7fi04fi20 ¡ 7fi03fi30 ¡ 7fi02fi40 ¡ 7fi0fi50
+fi05 + fi04fi0 + fi03fi20 + fi0
2fi30 + fi0fi
4
0 + fi
5
0
which can be written as, after some simpliflcation,
H = r12 ¡ 21r10 ¡ 35(2x¡ 1)r8 ¡ 7(10x¡ 1)(2x¡ 1)r6
¡6x(28x2 ¡ 14x+ 1)r4 ¡ 16x3(7x¡ 2)r2 ¡ 32x5
where r2 = x2 + y2. 2.
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