INTRODUCTION
Recently human activity recognition is becoming a hot topic of research in computer vision [1] . A system that can recognize various human activities has a wide range of applications such as intelligent surveillance and smart home healthcare applications [2] . An important question in activity recognition is how to extract and represent useful information from raw video data. In general, human activities from video Sequences can be represented in two categories based on their features: one includes shape features and another is motion features such as optical flow. In this paper, we focus on shape features because they can be extracted robustly from videos and they are robust to appearance variations such as color and texture.
Two classes of shape-based features are often used [3] [4] : contour and silhouette. Since the contour methods are based on the boundary of a shape, they cannot capture the internal structure of a shape. The contour methods are limited to certain kinds of applications, because the boundary information is not always available. General contour-based descriptors include wavelets [5] , Fourier descriptors [6] and Hough transform [7] . The silhouette method takes into account all the pixels within a shape. Common silhouette-based shape descriptors are based on moment theory including geometric moment, invariant moment, Zernike moment, pseudo-Zernike and wavelet moment [8] [9] [10] [11] . Although silhouette-based methods are more suited to general applications, the moments are computationally intensive and sensitive for disjoint shapes or shapes with noise where the silhouette information is not accurate.
In a surveillance system, human activity recognition is often disturbed by noise because of complex background, and the size of a human varies with its distance to camera. In order to get a high recognition rate, we need features robust to noise and invariant to geometry transformation, which is in accordance with the performance of R transform [4] .Rtransform, a new silhouette -based feature representation, has low computational cost and is effective to recognize similar activity even in the case of disjoint silhouette, silhouette with holes or frame loss data. Moreover, rich experiments prove that it outperforms common shape descriptors in activity sequence recognition.
As for recognition, there are many methods for activity recognition, for example, Principal Component Analysis, Bayesian Networks, SVM, HMM and so on. These methods have their own advantages and disadvantages. In this paper, we choose Edit Distance as classifier. Since human activity is composed of a series of human postures consecutively taken at different time, this paper first presents a new posture classification scheme to classify different postures. Then, a clustering technique is proposed to generate a set of key postures. Human activity can be characterized by a set of symbols including posture types and their temporal information. Based on this representation, a novel string matching scheme is proposed to compare different human activities. With this scheme, even though activities have different time-scaling changes, most of the posture types can still be recognized.
The overall system architecture is illustrated in Figure 1 The remainder of this paper is organized as follows: in section 2 we will introduce R transform in details where in subsection 2.1 we will give a brief introduction to the Radon transform, the R transform will be presented in subsection 2.2. In section 3, we will demonstrate the recognition algorithm. In section 4, the experimental results will be presented to support our algorithm; and this paper will be ended with section 5 on conclusions and future work. 
II. FEATURE EXTRACTION

A. Radon transform
The Radon transform of an image is determined by a set of projections of the image along lines taken at different angles, which is roughly equivalent to finding the projection of a shape on any given line. Let I (x, y) be an image. Its Radon transform, ( , ) g ρ θ is defined by [13] :
where δ is the Dirac delta function which outputs 1 if the input is 0 and 0 elsewhere. ( , ) g ρ θ is the line integral through image I of the line with parameters ( , ρ θ ).For a discrete binary image, each image point is projected to a Radon matrix. Hence, the discrete Radon transform is defined as:
The Radon transform has several useful properties:
(1) Periodicity: ( , ) (3)- (5), we can see that Radon transform is sensitive to scaling, translation and rotation. To overcome this problem, we propose an adaptation of the Radon transform.
B. R transform
Let the following transform, called R-transform, be:
Where ( , ) g ρ θ is the Radon transform of I(x, y). The R transform extends the Radon transform by calculating the sum of the squared Radon transform values for all of the lines of the same angle, θ in an image, the discrete R-transform is defined by:
The R transform has several properties that make it particularly useful for posture recognition from a sequence of silhouettes.
(1)For translation of vector u =(x0, y0) ：
We can see that the transform is translation-invariant, which allows us to match images of actors performing the same activity regardless of their position in the image.
(2)The R transform is robust to noisy silhouettes (e.g., holes, disjoint silhouettes), which allows that the accurate segmentation of an actor from the background is not necessary [14] .
(3) For a scaling factor α:
When normalized, the R transform is scale-invariant. Scaling the silhouette image results in amplitude scaling of the R transform. 
III. ACTIVITY ANALYSIS USING EDIT DISTANCE
R transform can describe the spatial information of an activity sufficiently, but can't capture the temporal information. We can divide human beings' different activities into a set of standard image sequences [12] , such as walking, running and jumping etc. We use a set of continuous frame to express a cycle of canonical behavior, process every frame, distill people's silhouette, and establish libraries for them (Standard Behavior Library). Figure 2 shows a set of image sequence of a walking man. In this paper, we use a set of key postures to analyze different human activities. Each sequence of human activity is represented by a set of code symbols based on string representation. We can fist utilize R transform to recognize each posture. Then, the type of an activity can be recognized by measuring the edit distances between it and the standard human activities stored in database.
A. Key Posture Selection
In a sequence, the most distinctive frames of a human activity, the key frames, correspond to the less probable ones. That means, in an activity we can find quite a few repetitive frames. The less repetitive frames correspond to extreme motions, and they are those which distinguish between different activities. Our goal is to find these frames. We use a clustering technique to cluster a video to a set of key postures. We can model the activity using the key postures.
B. Edit Distance and String Matching
According to the set of key posture selection, we can convert an activity clip into a string. For example, there are two kinds of activities including walking and jumping. Let's' and 'e' denote the starting and ending points of an activity. After key posture selection, walking can be presented by "swwwe", jumping is "swwppwwe", where 'w' is for a walking posture, 'p' for a picking-up posture.
During a training phase a string representation of each activity to be recognized is learned. The task is now to compare each of the learned activities (strings) with the detected string. Since the learned strings and the detected strings (possibly including errors) will in general not have the same length, the standard pattern recognition methods will not suffice. We therefore apply the Edit Distance method [15] , which can handle matching of strings of different lengths.
The edit distance is a well known method for comparing words or text strings, e.g., for spell-checking and plagiarism detection. It operates by measuring the distance between two strings in terms of the number of operations needed in order to transform one to the other. There are three possible operations: insert a letter from the other string, delete a letter, and exchange a letter by one from the other string. Whenever one of these operations is required in order to make the strings more similar, the score or distance is increased by one.
Assume that W and J are two activities represented with the strings Sw and Sj, respectively. Their dissimilarity can be measured by calculating the minimum number of edit operations between Sw and Sj, the edit distance D (i, j) can be written as: ( ( 1, ) 1, ( , 1) 1, ( 1, 1) ( , ) ) i j Di j Di j Di j i j α = − + − + − − + (8) α (i,j) is 0 if Sw(i) = Sj(j) and 1if Sw(i) ≠ Sj(j).
IV. EXPERIMENTAL RESULTS
In order to verify the result of this method to recognize human activity, we validate the effectiveness of presented algorithm through movement analysis of walking, running, jumping and bending. Different human postures included in these four activities are detected from real human activity videos. Then we utilize the method of edit distance to recognize the four activities. The experiment was carried out on a PC running at 2.8GHz. Taking a speed of about 15 frames per second can be achieved, which is efficient for real time surveillance. Figure 3 shows an image, the derived silhouette showing the segmentation between the actor and the background, and the R transform. This figure shows that R transform can describe the spatial information sufficiently and characterize the different activity shape effectively.
For well comparing with other methods, the HMM method were also implemented. Table 1 lists the accuracy comparisons between our method and HMM. Experimental results show the superiority of our method in behavior analysis.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we employ the R transform as a shape descriptor to represent the activity in each frame of a surveillance video. Our shape descriptor captures both boundary and internal content of the shape, so they are more robust to noise, such as internal holes and separated shape. While in the case of silhouette with shadow, the performance of R transform is slightly worse than other cases. There are several directions towards which we are pursuing to improve the performance of the system. Aiming at the problems created by shadow which is too close to people, better results could be obtained if shadow is removed from the silhouette. We would like to extend this approach beyond silhouette-based activities and include appearance information to avoid the self-occlusion problem .Our method can also be extended to other tasks such as gait recognition, content-based image retrieval and face animation .
