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Abstract
Lie derivatives are often used in nonlinear control and system theory. In general, these Lie derivatives are computed symbolically
using computer algebra software. Although this approach is well-suited for small and medium-size problems, it is difﬁcult to apply
this technique to very complicated systems. We suggest an alternative method to compute the values of iterated and mixed Lie
derivatives by algorithmic differentiation.
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1. Introduction
Many methods in nonlinear control and system theory require Lie derivatives. The most well-known area of appli-
cation is controller design by feedback linearization [16,23]. For nonlinear systems of moderate complexity, Lie deriva-
tives can easily be computed symbolically using computer algebra packages such as Mathematica, Maple, MuPAD, or
Macsyma. In fact, several research groups developed toolboxes to solve problems in nonlinear control symbolically
using Lie derivatives [3,9,20,21]. Symbolically computed solutions provide insights into the structure of the solution,
parameter dependencies, and can easily be exported as source code of the programming languages C and Fortran.
With todays fast computer systems, symbolic computation can be applied to more complicated system as in the
past. However, the applicability of symbolic computation in nonlinear control is limited due to enormous increase
of the sizes of higher order derivatives [17,18]. Moreover, the models of complex systems are usually generated by
means of computer-aided methods. The resulting model is not an explicit formula but an algorithm that may contain
subprocedures, loops and conditional statements. It is often not possible to carry out symbolic computation for this
type of model.
The computation of Lie derivatives essentially means we have to calculate derivatives. For higher order derivatives, the
computational effort basically increases exponentially due to product and chain rule. In this case, numeric differentiation
by divided differences is not applicable due to cancellation and truncation errors.An alternative differentiation technique
called algorithmic or automatic differentiation avoids these disadvantages (see [2,10,6] and references cited there).
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Higher order Lie derivatives are deﬁned by certain ﬁnite recursions. This allows a very elegant implementation for
computer algebra systems. Unfortunately, this approach cannot directly be conferred to algorithmic differentiation,
i.e., one has to develop a completely different computation method. In fact, this has already been done for iterated Lie
derivatives, where all Lie derivatives are computed along the same vector ﬁeld [27,26]. The algorithmic differentiation
tools used there must provide Taylor arithmetic.With minor modiﬁcations, these approaches can also be used to calculate
certain (very special) types of mixed Lie derivatives. However, the computation of arbitrary mixed Lie derivatives by
algorithmic differentiation has not been addressed in the literature. In this paper, we propose an approach to overcome
this problem.
The paper is structured as follows. In Section 2 we recall the deﬁnition of Lie derivatives and discuss the relation with
dynamical systems. The differentiation technique used in this paper is explained in Section 3. In Section 4, algorithmic
differentiation is employed to compute iterated and mixed Lie derivatives. Our approach is applied to an example in
Section 5. Finally, the conclusions are given in Section 6.
2. Lie derivatives and dynamical systems
Consider a map h :M→ Rp and a vector ﬁeld f :M→ Rn deﬁned on an open subsetM ⊆ Rn. We assume that
all maps occurring in this paper are sufﬁciently smooth. Moreover, let ft denote the ﬂow of vector ﬁeld f at time t. The
Lie derivative of map h along the vector ﬁeld f at the point x ∈M is deﬁned by
Lfh(x) = ddt h(
f
t (x))
∣∣∣∣
t=0
. (1)
This deﬁnition is very similar to the classical Lie derivative of a scalar ﬁeld known from differential geometry [15].
Our deﬁnition can be regarded as a simultaneous Lie derivative of the p scalar ﬁelds h1, . . . , hp of which h consists of.
This notation is occasionally used in control theory and especially useful for software implementations [21,24]. Note
that the Lie derivative (2) of a vector-valued map h should not be confused with the Lie derivative of a vector ﬁeld.
By the chain rule, the Lie derivative (1) can equivalently be written as
Lfh(x) = h′(x)f(x), (2)
where h′ denotes the Jacobian matrix of h. The Lie derivative Lfh(x) has the same dimension as the map h itself.
Therefore, we repeat this process. If we compute multiple Lie derivatives along the same vector ﬁeld f, we get the
recursion
Lkf h(x) =
Lk−1f h(x)
x
f(x) with L0f h(x) = h(x). (3)
For a further vector ﬁeld g :M→ Rn we obtain mixed Lie derivatives such as
LgLfh(x) =
Lfh(x)
x
g(x). (4)
Denoting the ﬂow of the vector ﬁeld g at time s by gs , this Lie derivatives can be written as
LgLfh(x) = d
2
dt ds
h(ft (
g
s (x)))
∣∣∣∣
t=s=0
. (5)
Consider an autonomous state-space system
x˙ = f(x), y = h(x), x(0) = x0 ∈M, (6)
where we consider y as an output. The Lie derivative Lfh is the time derivative of the output curve along the dynamics
of (6), i.e.,
y˙(0)|(6) =
d
dt
h(ft (x0))
∣∣∣
t=0 = h
′(x0)f(x0) = Lfh(x0).
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Table 1
Simply Maple implementation of Lie derivative (2)
with(linalg);
LieDerivative: = proc(f,h,x);
multiply(jacobian(h,x),f)
end proc;
If f and h are analytic, the output curve of (6) can be written as
y(t) =
∞∑
k=0
Lkf h(x0)
tk
k! . (7)
This expansion is called Lie series [13].
Many real-world systems can be modelled by a control system of the form
x˙ = f(x) +
m∑
i=1
gi (x)ui, y = h(x), x(0) = x0 ∈M (8)
with additional vector ﬁelds g1, . . . , gm :M→ Rn and the control inputs u1, . . . , um. There are several approaches to
extend the concept of the Lie series (7) to control system (8). In addition to the autonomous system’s case, the output
of (8) depends also on the input. We set g0 : =f and u0 : =1, and deﬁne a sequence of integrals by
i0(t) =
∫ t
0
ui() d,
∫ t
0
di0 = i0
and ∫ t
0
dik · · · di0 =
∫ t
0
dik ()
∫ 
0
dik−1 · · · di0
with i0, . . . , ik = 0, . . . , m. If all maps are analytic, the output curve of (8) can expressed by
y(t) = h(x0) +
∞∑
k=0
m∑
i0,...,ik=0
Lgi0 · · ·Lgik h(x0)
∫ t
0
dik · · · di0 . (9)
Series (9) is called Fliess–Chen-Series [8,5]. In the series expansions (9) we require mixed Lie derivatives of the
form Lgi1 Lgi2 · · ·Lgik h(x). This arbitrarily mixed Lie derivatives also occur in other applications. For instance, in
telecommunications, signal processing and circuit design Volterra-Series [30,32] play an important role. In this case,
the output of system (8) can also be expanded in terms of mixed Lie derivatives [16]. Similarly, these Lie derivatives
are needed to determine the observation space of forced systems (8), see [23, Section 3.2].
For symbolic computation, Lie derivatives are computed according to (2). Table 1 shows a straightforward imple-
mentation in Maple using the linear algebra package linalg. For higher order Lie derivatives we simply apply the
function LieDerivative repeatedly. For this recurrence, from a programmer’s point of view it makes no difference
whether the Lie derivatives are computed along the same vector ﬁeld as in (3) or along different vector ﬁelds as in (4).
3. Algorithmic differentiation
In many areas of engineering and science one needs derivative values of given functions. Typical applications are
optimization and sensitivity analysis. The most common way to compute derivatives is symbolic differentiation using
computer algebra systems. The derivative of a composite function is calculated by a systematic application of elementary
differentiations rules together with the chain rule. As a result, one gets a symbolic expression.
For very complicated systems, symbolic differentiation might fail, e.g., if the function under consideration is not
given by an explicit expression but by an algorithm containing conditional statements, branches and subroutines.
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Furthermore, the sizes the resulting symbolic expressions often increase signiﬁcantly w.r.t. the order of the derivative.
On the other hand, numeric differentiation by ﬁnite differences is not reliable for higher order derivatives.
The disadvantages of symbolic and numeric differentiation can be circumvented with so-called algorithmic or
automatic differentiation [10]. Like symbolic differentiation, elementary differentiation rules are systematically applied
in connection with the chain rule. All intermediate values are evaluated instantaneously at the speciﬁc argument, i.e.,
we always deal with ﬂoating point numbers instead of symbolic expressions.
The most important area, where algorithmic differentiation is currently applied, is optimization. There, the code
describing the function is often very large, but one usually needs ﬁrst and occasionally second order derivatives only.
In nonlinear control, the situation is reciprocal. The functions describing the dynamical system are reasonable sized,
but modern control algorithms require higher order derivatives [16,23].
For the computation of higher order derivatives we introduce the concept of Taylor arithmetic. Consider a curve
x(t) = x0 + x1t + x2t2 + · · · + xd td + O(td+1) (10)
with x0 ∈M ⊆ Rn and x1, . . . , xd ∈ Rn. We map this curve via a smooth map F :M→ Rm into a curve
z(t) = F(x(t)) = z0 + z1t + z2t2 + · · · + zd td + O(td+1) (11)
with the Taylor coefﬁcients zk = (1/k!)(k/tk)z(t)|t=0 for k = 0, . . . , d. Clearly, each Taylor coefﬁcient zk depends
on the coefﬁcients x0, . . . , xk of the curve (10). The ﬁrst Taylor coefﬁcients of (11) are given by
z0 = F(x0) and z1 = F′(x0)x1. (12)
The next Taylor coefﬁcients cannot anymore be expressed in terms of matrix calculus. We will use the following tensor
notation [11,27]. Consider a sequence v1, . . . , vk ∈ Rn of k vectors with vj = (vj,1, . . . , vj,n)T for j = 1, . . . , k. With
Einstein’s summation convention we deﬁne
F(k)(x)v1v2 · · · vk := 
kFi(x)
xi1xi2 · · · xik
v1,j1v2,j2 · · · vk,jk , (13)
which is a multi-linear map. Using (13), the next Taylor coefﬁcients of (11) can be written as
z2 = F′(x0)x2 + 12 F′′(x0)x1x1,
z3 = F′(x0)x3 + F′′(x0)x1x2 + 16 F′′′(x0)x1x1x1,
z4 = F′(x0)x4 + F′′(x0)x1x3 + 12 F′′(x0)x2x2 + 12 F′′′(x0)x1x1x2 + 124 F(4)(x0)x1x1x1x1,
z5 = F′(x0)x5 + F′′(x0)x1x4 + F′′(x0)x2x3 + 12 F′′′(x0)x1x1x3
+ 12 F′′′(x0)x1x2x2 + 16 F(4)(x0)x1x1x1x2 + 1120 F(5)(x0)x1x1x1x1x1. (14)
In the scalar-valued case, the formula for the Taylor coefﬁcients goes back to Faa di Bruno [7]. Generalizations for
vector-valued functions are given in [22,14].
Algorithmic differentiation allows an direct calculation of the Taylor coefﬁcients zk for k=0, . . . , d. In particular, an
explicit computation of the high dimensional derivative tensors F(k)(x0) ∈ Rm×nk can be avoided. If the map F consists
of a sequence of some elementary operations (e.g., the functions and operations deﬁned in the C library math.h), we
can propagate the Taylor coefﬁcients through these operations. Some of the rules to compute the Taylor coefﬁcients
for elementary functions are given in Table 2, see [10,1]. Taylor arithmetic can easily be implemented using operator
overloading techniques. The computation of these Taylor coefﬁcients is supported by the algorithmic differentiation
packages ADOL-C [11], TADIFF [1] and FADBAD + + [31].
In Table 2, the coefﬁcients are basically computed recursively by certain convolutions. In some cases, the recurrence
depends on previous results. Therefore, to compute a Taylor coefﬁcient zk we have to compute the previous coefﬁcients
z0, . . . , zk−1. Hence, the computational effort to obtain all Taylor coefﬁcients increases at most quadratically compared
to the evaluation of the pure function value. Using fast convolution techniques, the number of operations can even be
reduced from O(d2) to O(d log d), see [10, p. 219]. The very moderate computational effort results from the restriction
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Table 2
Computation of Taylor coefﬁcients
Operations Taylor coefﬁcients
z = x ± y zk = xk + yk
z = xy zk =∑ki=0xiyk−i
z = x/y zk = (xk −∑ki=1yizk−i )/y0, y0 = 0
z = √x zk = (xk −∑k−1i=1 yizk−i )/2z0, k1, x0 > 0, z0 = √x0
z = exp(x) zk = (∑k−1i=0 (k − i)zixk−i )/k, k1, z0 = exp(x0)
z = ln(x) zk = (xk −∑k−1i=1 izixk−i /k)/z0 k1, x0 > 0, z0 = ln(x0)
to univariate Taylor series. The calculation of multivariate series expansion is signiﬁcantly more expensive, see [25].
In fact, some algorithmic differentiation tools use univariate Taylor series to compute multivariate derivatives [10,12].
4. Computation of Lie derivatives
We derive methods to compute multiple Lie derivatives by algorithmic differentiation. The calculation of iterated
Lie derivatives is straightforward. The computation of arbitrarily mixed Lie derivatives is more complicated.
4.1. Iterated Lie derivatives
We explain the computation of iterated Lie derivatives Lkf h(x) of a map h along the vector ﬁelds f. First, we calculate
the Taylor coefﬁcients x1, . . . , xd ∈ Rn of the solution (10) of the initial value problem
x˙(t) = f(x(t)), x(0) = x0 ∈M. (15)
To achieve this, we concurrently consider the mapping
z(t) = f(x(t)) = z0 + z1t + z2t2 + · · · + zd−1td−1 + O(td)
with the Taylor coefﬁcients z0, . . . , zd−1 ∈ Rn. Since x(t) = ft (x0) is a solution of (15), we have z = x˙. Comparing
the coefﬁcients of x˙ and z yields
xk+1 = 1
k + 1 zk for k = 0, . . . , d − 1. (16)
This relation can be used to compute the Taylor coefﬁcients of (10) step-by-step. More precisely, we start with the given
initial value x0 ∈M and compute the function value z0 = f(x0). Using (16) we calculate the Taylor coefﬁcient x1 = z0.
Knowing x0 and x1 we apply the Taylor arithmetic to obtain the coefﬁcient z1. Using (16) again, we get x2 = z1/2. We
proceed until the last step is reached, where zd−1 is calculated from x0, . . . , xd−1 by Taylor arithmetic and (16) yields
xd = zd−1/d .
Knowing the Taylor coefﬁcients x0, . . . , xd of the curve (10), we apply Taylor arithmetic to the map h in order to
calculate the Taylor coefﬁcients of system’s (6) output curve
y(t) = h(x(t)) = y0 + y1t + y2t2 + · · · + yd td + O(td+1). (17)
Matching the coefﬁcients of the series expansions (7) and (17) results in
Lkf h(x0) = k!yk for k = 0, . . . , d, (18)
by what we obtain the function values of the iterated Lie derivatives (3) at x0.
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4.2. Mixed Lie derivatives
In this part we compute mixed Lie derivatives of the map h such as (4). Consider k vector ﬁelds f1, . . . , fk :M→ Rn
with the associated ﬂows f1s1 , . . . ,
fk
sk . Repeating the limit (5) we get
Lf1 · · ·Lfkh(x0) =
k
s1 · · · sk h(
fk
sk ◦ · · · ◦ f1s1(x0))
∣∣∣∣
s1=···=sk=0
(19)
for x0 ∈M. For each independent variable si the expression on the right-hand side is differentiated only once. Hence,
limit (19) remains unchanged if we replace each ﬂow fisi by its ﬁrst order approximation
̂
fi
si (x) = x + fi (x)si . (20)
The concatenation of the approximate ﬂows deﬁnes a vector-valued function
w(s) ≡ w(s1, . . . , sk) = ̂fksk ◦ · · · ◦ ̂f1s1(x0) (21)
having the multivariate series expansion
w(s) = x0 +
k∑
i1=1
wi1si1 +
k∑
i1=1
k∑
i2=i1
wi1i2si1si2 + · · · (22)
with certain coefﬁcient vectors w1, . . . ,w11,w12, . . . ∈ Rn. Using the tensor notation introduced in Section 3, the ﬁrst
derivatives of h along (21) have the form

s1
h(w(s))
∣∣∣∣
s=0
= h′(x0)w1, (23a)
2
s1s2
h(w(s))
∣∣∣∣
s=0
= h′(x0)w12 + h′′(x0)w1w2, (23b)
3
s1s2s3
h(w(s))
∣∣∣∣
s=0
= h′(x0)w123 + h′′(x0)w1w23 + h′′(x0)w2w13 + h′′(x0)w3w12 + h′′′(x0)w1w2w3.
(23c)
These derivatives could directly be computed with multivariate Taylor arithmetic (see [25]). However, we want to
compute the derivatives in (23) using univariate Taylor series of a curve (17). The ﬁrst derivative (23a) is the directed
derivative of h in the direction w1. For k = 1, if we set s1 = t and x(t) = w(t), the ﬁrst Taylor coefﬁcients of (17) yield
the Lie derivative
y1 =

t
h(w(t))
∣∣∣∣
t=0
= h′(x0)w1 = h′(x0)f1(x0) = Lf1h(x0).
Now, we consider the second order derivative (23b). The expressions in (23b) are very similar to that of the univariate
Taylor series, namely
y2 = h′(x0)x2 + 12 h′′(x0)x1x1, (24)
see (14). Unfortunately, the derivative tensor h′′(x0) is combined with the same direction x1 twice instead of with two
different directions as in (23b). Therefore, the coefﬁcient of a second order univariate Taylor expansion cannot directly
be used to compute the mixed derivative (23b). In particular, if we simply set s1 = s2 = t and x(t) = w(t, t), we obtain
the Taylor coefﬁcient (24) of (17) with x1 = w1 + w2 and x2 = w11 + w12 + w22, which is not the desired derivative
(23b).
In theory, derivative (23b) could be calculated from linear combinations of the vector y2 for a set of appropriate
Taylor coefﬁcients of (22) as suggested in [10,12]. Unfortunately, this approach is not applicable because the Taylor
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Table 3
Exponents for the computation of mixed derivatives
k n1 n2 n3 n4 n5 d
1 1 1
2 2 3 5
3 4 6 7 17
4 8 12 14 15 49
5 16 24 28 30 31 129
coefﬁcients of (22) are deﬁned (indirect) by the concatenation of ﬂows, but are not given explicitly. However, if we set
s1 = t2 and s2 = t3, the curve x(t) = w(t2, t3) becomes
x(t) = x0 + w1t2 + w2t3 + w11t4 + w12t5 + w22t6 + · · ·
and the ﬁfth order Taylor coefﬁcient y5 of (17) yields the correct result (23b), see last line of (14). From (19) and (23b)
we conclude Lf1Lf2h(x0) = y5.
This approach can be generalized for arbitrary order k. Then, for appropriate positive integers n1, . . . , nk we have
k
s1 · · · sk h(w(s1, . . . , sk))
∣∣∣∣
s=0
= 1
d!
d
td
h(w(tn1 , . . . , tnk ))
∣∣∣∣
t=0
(25)
with d =∑ki=1 ni . The right-hand side is the dth Taylor coefﬁcient yd of (17) with x(t) = w(tn1 , . . . , tnk ). From (19)
we get the desired Lie derivative
Lf1 · · ·Lfkh(x0) = yd . (26)
The integers n1, . . . , nk can be found in advance. The ﬁrst exponents are listed in Table 3. We see a signiﬁcant increase
in the order d of the derivative. The 49th order Taylor coefﬁcient can still be computed with algorithmic differentiation.
In case of the 129th Taylor coefﬁcient we could expect accuracy problems.
We can summarize the computation of the kth mixed Lie derivative as follows:
(1) Initialization: x0 ∈M is given, set xi = 0 for i = 1, . . . , d.
(2) We compute a series expansion of the concatenation of approximate ﬂows (20). For i = 1, . . . , k we do:
(a) For given Taylor coefﬁcients x0, . . . , xd−ni we use algorithmic differentiation to compute the Taylor coefﬁ-
cients z0, . . . , zd−ni of z(t) = fi (x(t)).
(b) We update the Taylor coefﬁcients of x according to x(t) → ̂fi
tni
(x(t)) = x(t) + fi (x(t))tni :
xni = xni + z0,
xni+1 = xni+1 + z1,
...
xd = xd + zd−ni .
(3) For given Taylor coefﬁcients x0, . . . , xd we use algorithmic differentiation to compute the Taylor coefﬁcient yd
of (17). This is the mixed Lie derivative (26).
In the ﬁrst part we start with the constant curve x(t) ≡ x0. In each step of the second part we add the Taylor
coefﬁcients fi (x(t))tni . In part (a) we calculate the series expansion of fi (x(t)). The multiplication with tni in part (b)
corresponds to a shift of the Taylor coefﬁcients by ni positions. This implies that only the Taylor coefﬁcients up to
order d − ni are needed before the shift.
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Fig. 1. Chemical reactor.
5. Example
We consider the well-studied nonlinear benchmark problem of a chemical reactor with the van der Vusse scheme
A → B → C, 2A → D (see Fig. 1). The model
c˙A = rA(cA, T ) + (cin − cA)u1,
c˙B = rB(cA, cB, T ) − cBu1,
T˙ = h(cA, cB, T ) + (Tc − T ) + (Tin − T )u1,
T˙c = (T − Tc) + u2 (27)
has been studied in [19,4,29,28]. System (27) comprises material and enthalpy balances, where cA and cB denote the
concentrations of substance A and B, respectively. Moreover, T and Tc denote the temperatures in the reactor and in the
cooling jacket, respectively. The reaction rates rA and rB and the contribution to the enthalpy h are described by
rA(cA, T ) = −cAk1(T ) − c2Ak2(T ),
rB(cA, cB, T ) = (cA − cB)k1(T ),
h(cA, cB, T ) = −((cAHAB + cBHBC)k1(T ) + c2AHADk2(T ))
with Arrhenius type functions
ki(T ) = ki0 exp
( −Ei
T + T0
)
for i = 1, 2.
The ﬁrst control input u1 is the normalized ﬂow rate, whereas the second control input u2 is the cooling power. The
concentration and temperature of the inﬂow are denoted by cin and Tin, respectively. The quantities , , , , k10, k20,
E1, E2, HAB , HBC , HAD and T0 are real constants. As suggested in [29,28] we use the output
y = h(x) =
(
T
cin − cA
cB
)
, (28)
where the ﬁrst component is the measured temperature and the second component is the inverse selectivity.
If we set u1 = u2 = 0, system (27) deﬁnes a vector ﬁeld f. First, we want to compute iterated Lie derivatives Lkf h.
We computed these Lie derivatives with the computer algebra system Maple 10 (Maplesoft/Waterloo Maple Inc.). To
compare the run time with algorithmic differentiation, we converted the results into C code using the Maple package
CodeGeneration. Since output (28) is two-dimensional, each Lie derivative Lkf h yields two expressions. With the
option optimize Maple extracts common subexpressions and generates a longer list of relatively short expressions.
Table 4 shows the length of the generated C code. Without optimization, the expressions’ sizes increase exponentially.
However, the optimization for L7f h required several hours computation time.
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Table 4
Length of the C code of iterated Lie derivatives Lkf h
Order k optimize = false optimize = true
1 290 bytes 283 bytes
2 1.4 KB 872 bytes
3 9.0 KB 2.5 KB
4 75.5 KB 7.1 KB
5 756.4 KB 21.6 KB
6 8.5 MB 64.3 KB
7 – 187.3 KB
CP
U
 ti
m
e 
in
 m
s
ADOL C
FADBAD++
Maple with
optimization
Maple without
optimization
Order k
0.001
0.01
0.1
1
1 2 3 4 5 6 7 8 9 10
10
0.0001
Fig. 2. CPU time for the evaluation of iterated Lie derivatives Lkf h.
Next, we compare the run time of the generated C code with a direct computation of the Lie derivatives using the
algorithmic differentiation tools ADOL-C 1.10.1 [11] as well as FADBAD + + 1.4 [31] and the approach described
in Section 4.1. The tests were carried out on a Fedora Core 4 Linux system with an AMD Althon 64 3500+ processor.
We used the GNU C + + compiler GCC 4.0.2 with the code optimization option -O3. The results are shown in
Fig. 2. The calculation of lower order Lie derivatives is faster with symbolic differentiation. An optimization of the
code generation reduces the run time signiﬁcantly. We were not able to compile the 8.5 MB source of L6f h (even if
we disable the compiler optimization). For higher order Lie derivatives, algorithmic differentiation might be the better
choice. With FADBAD + + we have a speed-up factor of approximately 2.5 compared to ADOL-C. Lie derivatives of
order k8 can only be computed with algorithmic differentiation.
Finally, we consider the calculation of mixed Lie derivatives Lf1 · · ·Lfkh. System (27) is a multi-input multi-output
control system of form (8) with n=4 and m=p=2. We deﬁne the vector ﬁelds f1, . . . , fk by fi (x)= f(x)+g1(x)u1i +
g2(x)u2i with real numbers u1i , u2i ∈ R for i = 1, . . . , k. In other words, the different vector ﬁelds are generated from
(27) via a selection of different values for the input. The test was carried out under the same conditions as in case of
the iterated Lie derivatives. The measured evaluation time is shown in Fig. 3. Maple with optimized C code output
yields the best results. If Maple is used without optimization, the run time of the mixed Lie derivatives is of the same
order of magnitude as ADOL-C for k = 4, 5. To use FADBAD + + for k = 4, 5 we have to increase the length of the
arrays in which the Taylor coefﬁcients are stored. This can be achieved either by changing the macro MaxLength in
the header ﬁle tadiff.h or by the command line option -D MaxLength= ... of the C ++ compiler GCC. Due
to the already very high order of the required derivatives (d = 49 for k = 4 and d = 129 for k = 5), the computation of
mixed Lie derivatives of order k > 5 using univariate Taylor arithmetic is not feasible.
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Fig. 3. CPU time for the evaluation of mixed Lie derivatives Lf1 · · ·Lfk h.
6. Conclusions
We considered the computation of multiple Lie derivatives. For a symbolic computation, the used computed algebra
system must essentially be able to compute ﬁrst order derivatives. For multiple Lie derivatives one simply repeats the
computation procedure. Iterated Lie derivatives can easily be implemented by recursive programming. The underlying
procedure is the same both for iterated and for mixed Lie derivatives.
Using algorithmic differentiation tools that provide univariate Taylor arithmetic, the computation of iterated Lie
derivatives is straightforward. Although a symbolic computation might result in faster code for lower order derivatives,
the usage of algorithmic differentiation is advantageous for higher order Lie derivatives and very complicated systems.
In this paper, we extended existing results on algorithmic differentiation to the calculation of mixed Lie derivatives.
This computation required a completely different framework as iterated Lie derivatives. The speed of algorithmic
differentiation to compute Taylor coefﬁcients is basically compensated by the enormous increase w.r.t. the required
derivative order. The developed approach is only feasible up to order 4 and occasionally up to order 5. However, our
method can basically be applied to arbitrarily complicated systems. In particular, our approach is applicable if the
system is described by a computation procedure containing branches and loops.
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