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Abstract
We compare classical and quantum dynamics of a particle in the de Sitter
spacetimes with different topologies. The set of observables is inferred from
global symmetry of a given classical system. Results of quantization strongly
depend on the choice of spacetime topology. Quantization based on global






Recently1 we have found that classical and quantum dynamics of a free particle in a
curved spacetime seems to be sensitive to the topology of spacetime. The existence of such
a dependence is interesting not only in itself but may be important for quantum gravity
and quantum cosmology. The aim of the present paper is examination of this dependence
in more details to understand its essence.
For simplicity we restrict ourselves to the dynamics of a free particle in two-dimensional
spacetimes. Later on we make some comments concerning more general cases. The consid-
ered spacetimes, Vp and Vh, are of de Sitter’s type. They are dened to be
Vp = (R
1  R1, g^) and Vh = (R1  S1, g^). (1.1)
In both cases the metric gµν := (g^)µν (µ, ν = 0, 1) is dened by the line-element
ds2 = dt2 − exp(2t/r) dx2, (1.2)
where r is a real constant.
It is clear that (1.1) presents all possible topologies of de Sitter’s type spacetimes in two
dimensions. Vp is a plane with global (t, x) 2 R2 coordinates. Vh is dened to be a one-sheet
hyperboloid embedded in 3d Minkowski space. There exists an isometric immersion map2
of Vp into Vh
Vp 3 (t, x) −! (y0, y1, y2) 2 Vh, (1.3)
where
y0 := r sinh(t/r) +
x2
2r
exp(t/r), y1 := −r cosh(t/r) + x
2
2r
exp(t/r), y2 := −x exp(t/r),
and where
(y2)2 + (y1)2 − (y0)2 = r2. (1.4)
Eq.(1.3) denes a global map of Vp onto a simply connected noncompact region of Vh. One
can check that the induced metric on Vh coincides with the metric dened by (1.2).
It is known3 that Vp is geodesically incomplete. However, all incomplete geodesics in Vp
can be extended to complete ones in Vh, i.e. Vp has removable type singularities. Vp and Vh
are the simplest examples of spacetimes with noncompact and compact spaces, respectively,
and with constant curvatures R = −2r−2.
II. CLASSICAL DYNAMICS
The action integral, S, describing a free relativistic particle of mass m in gravitational
eld gµν (µ, ν = 0, 1) is proportional to the length of a particle world-line and is given by
S =
∫
L(τ) dτ, L(τ) := −m
√
gµν(x0(τ), x1(τ)) _xµ(τ) _xν(τ), (2.1)
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where τ is an evolution parameter, xµ are spacetime coordinates and _xµ := dxµ/dτ . It is
assumed that _x0 > 0, i.e. x0 has interpretation of time monotonically increasing with τ .
The Lagrangian (2.1) is invariant under the reparametrization τ ! f(τ). This gauge
symmetry leads to the constraint
G := gµνpµpν −m2 = 0, (2.2)
where gµν is an inverse of gµν and pµ := ∂L/∂ _x
µ are canonical momenta.
Since we assume that a free particle does not modify the geometry of spacetime, the local
symmetry of the system is dened by the set of all Killing vectors of de Sitter’s spacetime
(which is also the symmetry of the Lagrangian L). The corresponding dynamical integrals
have the form4
D = pµX
µ, µ = 0, 1 (2.3)
where Xµ is a Killing vector eld.
The physical phase-space Γ is dened to be the space of all particle trajectories consistent
with the dynamics and with the constraint (2.2).
A. Dynamics on hyperboloid
It is known that the hyperboloid (1.4) is invariant under the proper Lorentz transforma-
tions, i.e. SO(1, 2) is the symmetry group of Vh system. The innitesimal transformations
of SO(1, 2) group with parametrization of the hyperboloid (1.4) in the form








, ρ 2 ]0, pir[, θ 2 [0, 2pir[, (2.4)
read
(ρ, θ) −! (ρ, θ + a0r),
(ρ, θ) −! (ρ− a1r sin ρ/r sin θ/r, θ + a1r cos ρ/r cos θ/r),
(ρ, θ) −! (ρ+ a2r sin ρ/r cos θ/r, θ + a2r cos ρ/r sin θ/r), (2.5)
where (a0, a1, a2) 2 R3 are parameters and belong to the neighborhood of (0, 0, 0) 2 R3.
The corresponding dynamical integrals (2.3) are
J0 = pθ r, J1 = −pρ r sin ρ/r sin θ/r + pθ r cos ρ/r cos θ/r,
J2 = pρ r sin ρ/r cos θ/r + pθ r cos ρ/r sin θ/r, (2.6)
where pθ := ∂L/∂ _θ, pρ := ∂L/∂ _ρ are canonical momenta.
One can check that the dynamical integrals (2.6) satisfy the commutation relations of
sl(2, R) algebra
fJa, Jbg = εabcηcdJd, (2.7)
where εabc is the anti-symmetric tensor with ε012 = 1 and η
cd is the Minkowski metric tensor.
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The constraint (2.2), in terms of dynamical integrals, reads
J20 − J21 − J22 = −κ2, (2.8)
where κ = mr.
Eqs. (1.4), (2.4) and (2.6) dene particle trajectories
Jay
a = 0, J2y
1 − J1y2 = r2pρ, (2.9)
where pρ < 0 since we consider time-like trajectories (j _ρj > j _θj, _ρ > 0).
Each point (J0, J1, J2) of (2.8) denes uniquely a particle trajectory (2.9) on (1.4) ad-
missible by the dynamics and consistent with the constraint (2.2). Thus, the one-sheet
hyperboloid (2.8) denes the physical phase-space Γh and SO(1, 2) is the symmetry group
of Γh. Since sl(2, R) is the Lie algebra isomorphic to the Lie algebra of SO(1, 2) group, we
have a clear relationship between local and global symmetries of the Vh system.
B. Dynamics on plane
The Lagrangian (2.1) with the metric tensor dened by (1.2) reads
L = −m
√
_t2 − _x2 exp(2t/r), (2.10)
where t := x0, x := x1, _t = dt/dτ and _x = dx/dτ .
The local symmetry of L is dened by translations
(t, x) −! (t, x+ b0), (2.11)
space dilatations with time translations
(t, x) −! (t− rb1, x+ xb1), (2.12)
and by the transformations
(t, x) −! (t− 2rxb2, x+ (x2 + r2e−2t/r)b2), (2.13)
where (b0, b1, b2) 2 R3 are parameters and belong to the neighborhood of (0, 0, 0) 2 R3.
The Killing vector elds corresponding to the transformations (2.11), (2.12) and (2.13)
dene, respectively, the dynamical integrals (2.3)
P = px, K = −rpt + xpx, M = −2rxpt + (x2 + r2e−2t/r)px, (2.14)
where px = ∂L/∂ _x, pt = ∂L/∂ _t.
One can verify that the dynamical integrals (2.14) satisfy the commutation relations of
sl(2, R) algebra
fP,Kg = P, fK,Mg = M, fP,Mg = 2K. (2.15)
The mass-shell condition (2.2) takes the form
4
p2t − e−2t/rp2x = m2, (2.16)
which, due to (2.14), relates the dynamical integrals
K2 − PM = κ2, where κ = mr. (2.17)
Similarly to the case of Vh system, the dynamical integrals (2.14) satisfying (2.17) de-
termine particle trajectories. However, not all such trajectories are consistent with particle
dynamics:
For P = 0 there are two lines K = κ on the hyperboloid (2.17). Since by assumption
_t > 0, we have that pt = ∂L/∂ _t = −m _t ( _t − _x exp(2t/r))−1/2 < 0. According to (2.14)
K−xP = −rpt, thus K−xP > 0, i.e. K > 0 for P = 0. Therefore, the line (P = 0, K =
−κ) is not available for the dynamics. The hyperboloid (2.17) without this line denes the
physical phase-space Γp.
Excluding the momenta pt and px from (2.14) we nd the particle trajectories
(parametrized by Γp)
x = M/2K, for P = 0 (2.18)
and
xP = K −
√
κ2 + (rP )2 exp (−2t/r), for P 6= 0, (2.19)
where (2.19) takes into account that K − xP > 0.
It is clear that Γp is topologically equivalent to a plane R
1R1. We can parametrize Γp
by the coordinates (q, p) 2 R1  R1 as follows
P = p, K = pq − κ, M = pq2 − 2κq. (2.20)
The symplectic structure on Γp obtained from (2.20) gives fp, qg = 1.
The local symmetry of the system is dened by sl(2, R) algebra. However, the SO(1, 2)
group cannot be the global symmetry of the system because Vp is only a subspace of Vh
due to the isometric immersion map (1.3). In fact, the Killing vector eld generated by the
transformation (2.13) is not complete on Vp, whereas the vector elds generated by (2.11)
and (2.12) are well dened globally (see App. A). Therefore, the global symmetry of the
system is the Lie group with the Lie algebra dened by the commutation relation
fP,Kg = P. (2.21)
Eq.(2.21) denes a solvable subalgebra of sl(2, R) algebra.
In case of Vp system the Lie algebra corresponding to the global symmetry of Vp is
dierent from sl(2, R) algebra of all available Killing vector elds. This breaks the nice
relationship between local and global symmetries which occurs in Vh case.
C. Observables and phase-spaces coordinates
The classical observables are dened to satisfy the following conditions:
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(i) algebra of observables corresponds to local symmetry of Vp or Vh system;
(ii) observables specify particle trajectories admissible by dynamics (Vp and Vh are inte-
grable systems);
(iii) observables are gauge invariant, i.e., have vanishing Poisson’s brackets with the con-
straint G, Eq.(2.2).
We apply the canonical quantization method and we choose the coordinates on Γp and Γh
satisfying the two conditions: (a) symplectic structure on Γp or Γh has canonical form and
(b) classical observables are rst order polynomials in one of the canonical coordinates. Such
a choice enables, in the quantization procedure, solution of the operator-ordering problem
by symmetrization and simplies discussion of self-adjointness of quantum operators.
The analyses we have done so far show that the physical phase-space of each system
has the same symmetry as the corresponding spacetime. Since considered spacetimes are
globally isometric at the intersection of Vh with the range of the map (1.2), the dierence
between physical phase-spaces results from the dierence between spacetime topologies of
Vp and Vh systems.
III. QUANTIZATION
By quantization we mean (in this paper) nding an essentially self-adjoint representation
of the algebra of classical observables on a dense subspace of a Hilbert space (our quantum
observables are unbounded operators). Closure of each operator of such representation gives
a self-adjoint operator. One can further consider the eigenvalue problems for such operators.
One can also examine the integration of the algebra representation to the unitary represen-
tation of the corresponding symmetry group and construct the group representation. All
these problems, however, are outside the scope of the present paper and shall be considered
elsewhere.
A. Quantum dynamics on hyperboloid
We choose J0, J1 and J2 as the classical observables. One can easily verify that the
criteria (i)-(iii) of Sec. IIC are satised. To meet the conditions (a) and (b) of Sec. IIC we
parametrize the hyperboloid (2.8) as follows
J0 = J, J1 = J cos β − κ sin β, J2 = −J sin β − κ cos β, (3.1)
where J 2 R1 and β 2 S1.
One can check that the canonical commutation relations fβ, Jg = 1, fβ, βg = 0 = fJ, Jg
lead to (2.7).
Making use of the Schro¨dinger representation for the canonical coordinates β and J (see,






















where ψ 2 Ω  L2[0, 2pi].





The subspace Ω is dened to be
Ω := fψ 2 L2[0, 2pi] j ψ 2 C1[0, 2pi], ψ(n)(0) = ψ(n)(2pi), n = 0, 1, 2...g. (3.6)
It is clear that Ω is a common invariant dense domain for J^a (a = 0, 1, 2).




̂fJa, Jbgψ, ψ 2 Ω, (3.7)
and that the representation (3.2-3.6) is symmetric on Ω, if κ is real. We prove in the
Appendix C that the representation is essentially self-adjoint.
It is interesting to mention that presented representation of sl(2, R) algebra is essentially
self-adjoint despite of the fact that representation of the canonical commutation relations
can be at most symmetric (see, App. B).
The Casimir operator6 of sl(2, R) algebra, due to (2.8), reads
C = −J20 + J21 + J22 = κ2. (3.8)
The quantum Casimir operator corresponding to (3.8) is
C^ = −J^20 + J^21 + J^22 = (κ2 + h2/4) I^ . (3.9)
According to the Dirac canonical quantization rules, constants of classical theory should
be mapped into multiplication operators. Therefore, the quantum Casimir operator should
read
C^ = κ2I^ . (3.10)
To satisfy Dirac’s rule we replace κ in (3.2-3.4) by some parameter ~κ. It is clear that (3.2-3.6)
with κ replaced by ~κ denes another representation of sl(2, R) algebra, but now instead of
(3.9) we have
C^ = (~κ2 + h2/4)I^. (3.11)
The choice
~κ2 = κ2 − h2/4 (3.12)
denes the representation of sl(2, R) algebra satisfying (3.10). The solutions to (3.12) with
respect to ~κ is real or imaginary for κ  h/2 or 0  κ < h/2, respectively. Therefore
(3.2-3.6), with κ replaced by ~κ, dene an essentially self-adjoint representation of sl(2, R)
algebra only for κ  h/2. The representation is labeled by the parameter κ.
The case 0  κ < h/2 needs redenition of the scalar product (3.5) and shall be consid-
ered elsewhere in the context of dynamics of a massless particle obtained in the limit κ! 0
from the massive case.
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B. Quantum dynamics on plane
To be able to compare the dynamics of Vp and Vh systems at the quantum levels we
apply to the phase-space of Vp system the symplectic transformation (q, p) ! (σ, I) dened
by
q := − cot σ
2
, p := (1− cosσ)(I + κ cot σ
2
), (3.13)
where 0 < σ < 2pi and I 2 R1.








(M − P ) = I cosσ − κ sin σ, I2 := K = −I sin σ − κ cosσ. (3.14)
The commutation relations for Ia (a = 0, 1, 2) resulting from (2.15) have the form (2.7).
Comparing (3.14) with (3.1) we see that Ia and Ja have the same functional form. However,
they are dened on topologically dierent phase-spaces Γp and Γh, where
Γp = (0, 2pi) R1, Γh = S1 R1. (3.15)
The quantization of Vp system can be done by analogy to the Vh case. The only dierence is
that the quantum operators I^a (a = 0, 1, 2) corresponding to (3.14) have dierent domain.
One can check that now a dense invariant common domain of I^a can be taken to be
Ωα := fψ 2 L2[0, 2pi] j ψ 2 C1[0, 2pi], ψ(n)(0) = eiαψ(n)(2pi), n = 0, 1, 2, ...g, (3.16)
where 0  α < 2pi, i.e. the representation of (3.14) is parametrized by a continuous real
parameter α.
The case α = 0 corresponds to the representation of J^a (a = 0, 1, 2). In case of Vh system
the choice α = 0 results from the fact that (in parametrization (3.1)) β = 0 and β = 2pi for
xed J label the same point of the hyperboloid (2.8), and there is no reason to have double-
valued functions in Ω. We cannot see any reason, however, to choose any specic α in case
of Vp system. Each α denes an essentially self-adjoint representation of sl(2, R) algebra,
i.e. a new Vp quantum system. Therefore, there are innitely many quantum systems
corresponding to a single classical system. Apart from this ambiguity the integration of
sl(2, R) algebra to the unitary representation of the group does not make sense, since the
global symmetry group corresponds not to sl(2, R) but to the algebra dened by Eq. (2.21).
Presented quantization of Vp system is dicult to accept. We propose a new method by
replacement of the condition (i) of Sec. IIC by the following:
(i) algebra of observables corresponds to the symmetry group of Vp or Vh system;
This change brings nothing new for Vh case, since the Lie algebra of the symmetry group
SO(1, 2) is isomorphic to sl(2, R) algebra. There are substantial changes in Vp case. The set
of observables, due to (2.21,) consists now of only two observables P and K. It appears that
the condition (ii) of Sec. IIC is violated, since to specify a particle trajectory, Eqs.(2.18)
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and (2.19), we also need M integral. In fact M can be calculated from Eq.(2.17) because
P,K and M integrals are not independent.
The observables P and K, Eq.(2.20), are already linear in both canonical coordinates q
and p. To nd the quantum operators corresponding to P and K we use the Schro¨dinger
representation for the canonical coordinates q and p, and apply the symmetrization method.















where the common invariant dense domain, , for P^ and K^ is dened to be
 := f ψ 2 L2(R) j ψ 2 C10 (R) g. (3.18)
One can verify that




and that both P^ and K^ are symmetric on . In fact P^ and K^ are essentially self-adjoint on
 (see App. D). Eqs. (3.17) and (3.18) dene an essentially self-adjoint representation of the
algebra (2.21). Since M is not an observable we do not consider the condition corresponding
to (2.17) at the quantum level.
IV. CONCLUSIONS
Local properties of a given spacetime like metric tensor and Lie algebra of the Killing vec-
tor elds do not specify the system uniquely because systems with dierent transformation
groups may have isometric Lie algebras5,6. Also spacetimes with the same local properties
may have dierent topologies and such that algebras corresponding to the transformation
groups may dier from the algebras of all the Killing vector elds. Presented results show
that the topology of spacetime is a basic characteristic of a classical system. It codes global
and (indirectly) local symmetries, and also singularities of spacetime.
The results of quantization of Vp and Vh systems are drastically dierent despite of
the fact that at the classical level the systems are locally identical. The quantum Vp sys-
tem does not carry satisfactory the property corresponding to Eq. (2.17) which describes
reparametrization invariance of the Lagrangian. The incomplete geodesics of spacetime
create problems dicult to deal with at the quantum level. There are no problems when
quantizing the Vh system. There exists in this case a straightforward relationship between
local and global symmetries both at classical and quantum levels. Quantization seems to
favor spacetimes with complete geodesics.
Our recent analyze has shown10 that one can generalize presented results to the de Sitter
spacetimes with topologies (R1 R3, g^) and (R1  S3, g^), since there exists corresponding
to (1.3) isometric immersion map. It is clear that one can meet similar problems when
considering a particle dynamics in any spacetime with topology admitting removable type
singularities.
We expect that quantization of a particle dynamics in spacetimes with topologies admit-
ting essential type singularities11 may bring some new insight into the problem of consoli-
dation of quantum mechanics with general relativity.
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APPENDIX A: GLOBAL TRANSFORMATIONS ON PLANE
The transformations (2.11), (2.12) and (2.13) lead, respectively, to the following innites-
imal generators9
X1 = ∂/∂x, (A1)
X2 = −r∂/∂t + x∂/∂x, (A2)
X3 = −2rx∂/∂t + (x2 + r2 exp(−2t/r))∂/∂x. (A3)






= x2 + r2 exp(−2t/r), (A5)
tjb1=0=b2=b3 = t0 (A6)
xjb1=0=b2=b3 = x0. (A7)
(In what follows we use  := b3 to simplify notation.)





+ 4x3 = 0. (A8)




− 6xp+ 4x3 = 0. (A9)







Substitution z := ux into (A10) gives
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u3du




One more substitution v := u2 turns (A11) into
( 1








Solution to (A12) reads
v − 1
(v − 1)2 = Cx
2, (A13)
where R1 3 C > 0 is a constant.




)2 − (4x2 +D)dx
d
+ 4x4 +Dx2 = 0, (A14)
where D := 1/C.
Eq. (A14) splits into two rst-order real equations. One of them has the form (Analysis of




= 4x2 +D −
√
D(4x2 +D). (A15)









A− x−px2 + A2 +B, (A16)
where A =
p
D/2 and B are real constants.











Eq. (A17) represents one of the solutions of (A5). It is not dened for  = B because
lim
!B−
x() = +1, lim
!B+
x() = −1. (A18)
Since (A17) is not dened for all  2 R , we conclude that the vector eld X3 is not complete
on the plane.
One can easily solve the Lie equations corresponding to (A1) and (A2). The solutions,
respectively, read
(t, x) −! (t, x+ b0) (A19)
and
(t, x) −! (t− rb1, x exp b1). (A20)
Both (A19) and (A20) describe one-parameter global transformations on Vp well dened for
any b0, b1 2 R1. Therefore, the vector elds X1 and X2 are complete on the plane.
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APPENDIX B: REPRESENTATION OF CANONICAL COMMUTATION
RELATIONS
Let us consider the problem of existence of self-adjoint operators q^ and p^ satisfying the
relation
q^p^− p^q^ = ihI^ on Ω  L2[a, b], a, b 2 R1, (B1)




dqψ1(q)ψ2(q), ψ1, ψ2 2 L2[a, b]. (B2)
The dense domain Ω is dened to be
Ω = fϕ 2 L2[a, b] j ϕ 2 C1[a, b], ϕ(n)(a) = eiαϕ(n)(b), n = 0, 1, 2, ...g, (B3)
where 0  α < 2pi.
We apply the Schro¨dinger representation to the couple q^ and p^:
The ‘position’ operator q^ dened as
q^ϕ(q) = qϕ(q), a  q  b (B4)
is bounded, so it can be self-adjoint on L2[a, b], whereas the ‘momentum’ operator p^ (h is







is unbounded, so it cannot be dened on the entire L2[a, b]. It is clear that Ω is invariant
under q^, p^, q^p^ and p^q^. If p^ is to be a symmetric operator on Ω one should, for example, have
< ψjp^qϕ >=< p^ψjqϕ >, a  q  b, ψ, ϕ 2 Ω, (B6)
which by (B2) leads to
bψ(b)ϕ(b) = aψ(a)ϕ(a) for any a 6= b. (B7)
Eq. (B7) cannot be satised, if
ψ(a) = ψ(b)eiα and ϕ(a) = ϕ(b)eiα for any a 6= b. (B8)
It can be satised in case
ϕ(b) = 0 = ϕ(a). (B9)
However, if Ω includes functions obeying (B9) the deciency indices8 of the operator p^ on
Ω are in the relation n+ 6= n−, which means that the operator p^ cannot be self-adjoint on
such a domain.
Let us remind the reader that in case both q^ and p^ are bounded operators, the self-adjoint
representation of the commutation relations (B1) does not exist. In the opposite case, when
both q^ and p^ are unbounded (and the Weyl relations are satised) there exist only one (up
to unitary equivalence) self-adjoint representation of (B1) and it is unitarily equivalent to
the Schro¨dinger representation (see, [7] and references therein).
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APPENDIX C: REPRESENTATION OF COMMUTATION RELATIONS OF
OBSERVABLES ON HYPERBOLOID
Let L2[0, 2pi] denotes the Hilbert space of square integrable complex functions on [0, 2pi]




dβ ϕ(β)ψ(β), ϕ, ψ 2 L2[0, 2pi]. (C1)
In what follows we outlint the prove that representation of sl(2, R) algebra dened by






ψ(β), β 2 S1, ψ 2 Ω, (C2)
J^1ψ(β) :=
(













Ω := fψ 2 L2[0, 2pi] j ψ 2 C1[0, 2pi], ψ(n)(0) = ψ(n)(2pi), n = 0, 1, 2...g (C5)
is essentially self-adjoint.
It is clear that Ω is a dense invariant common domain for J^a and one can easily verify
that each J^a is symmetric on Ω (for a = 0, 1, 2). Direct calculations show that the domains
D(J^a) of the adjoint J^

a of J^a consists of functions φa which (apart from other properties)
satisfy the condition φa(0) = φa(2pi) (for a = 0, 1, 2).
The main idea of the proof is to show8 that the only solutions to the equations
J^afa = ifa, fa 2 D(Ja), a = 0, 1, 2 (C6)
are fa = 0, i.e. the deciency indices of J^a on Ω satisfy na+ = 0 = na− (for a = 0, 1, 2).





f0(β) = if0(β) (C7)
and its general solution is
f0(β) = C0 exp(β) (C8)
where C0 are complex constants.
The solutions (C8) satisfy f0(0) = f0(2pi) only for C0 = 0.





− r sin β + λ)f1(β) = 0 (C9)
where r = 1/2 + κi, κ 2 R, λ = 1 or −1 for f1+ or f1−, respectively.
One can verify that the general solution of (C9) reads






where C1 are complex constants.
The immediate calculations show that for C1 6= 0




lim<f1−(β) = 1 = lim=f1−(β) as β ! pi
2
 . (C12)
Therefore f1 are not square integrable and the only solutions of (C9) are f1 = 0.




+ r cos β − λ)f2(β) = 0 (C13)
where r and λ are the same as in (C9).
The general solution to (C13) is
f2(β) = C2j sin βj−rj tan β
2
jλ (C14)
where C2 are complex constants.
The standard calculations yield
lim<f2+(β) = 1 = lim=f2+(β) as β ! pi (C15)
and
lim<f2−(β) = 1 = lim=f2−(β) as β ! 0 + or β ! 2pi−, (C16)
therefore f2 are not square integrable unless C2 = 0.
This nishes the proof, the detailed verication of consecutive steps being left to the
reader.
One can also prove that presented representation of sl(2, R) algebra leads to self-adjoint
operators by making use of the Nelson12 and the Stone13 theorems. We outline the proof:
The Nelson operator  corresponding to the operators J^a (a = 0, 1, 2) reads











where the domain of  is dened to be Ω, Eq. (C5).
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Straightforward calculations show that  is symmetric on Ω and the functions φ of the
domain D() of the adjoint  of  satisfy the condition φ(0) = φ(2pi). In what follows
we prove that the only solutions to the equation
g(β) = ig(β), g 2 D() (C18)
are g+ = 0 = g−, i.e. the deciency indices of  on Ω satisfy n+() = 0 = n−().
One can check that the general solution to (C18) can be written as








where 2λ := κ2  i + 1/4.
It is clear that g(0) = g(2pi) for A = 0 = B only, i.e. the operator  is essentially
self-adjoint on Ω. Therefore, according to the Nelson theorem there exists on L2[0, 2pi] an
unique unitary representation U of the simply connected Lie group S˜L(2, R) having sl(2, R)
as its Lie algebra. Making use of the Stone theorem one can obtain from U the essentially
self-adjoint operators J^a (a = 0, 1, 2) on Ω which can be closed to self-adjoint operators.
APPENDIX D: REPRESENTATION OF COMMUTATION RELATIONS OF
OBSERVABLES ON PLANE
We give the proof that the representation of the Lie algebra
fP,Kg = P (D1)



















φ 2  := fφ 2 L2(R) j φ 2 C10 (R)g (D3)
is essentially self-adjoint.
It is easily seen that the representation (D2-D3) is symmetric on common invariant dense
domain .
Let us consider the equation
P^ f(q) = if(q), q 2 R1 (D4)
for f in the domain D(P^ ) of the adjoint P^  of P^ . One can check that the general solution
to (D4) reads
f(q) = A exp(q), (D5)
where Aare complex constants.
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Since f are not square integrable on R1 the functions f cannot be in D(P^ ) for A 6= 0.
Thus the deciency indices of P^ on  satisfy n+(P^ ) = 0 = n−(P^ ), which means8 that P^ is
essentially self-adjoint on .
In case of K^ operator the equations for nding the deciency indices n+(K^) and n−(K^)
read
K^g(q) = ig(q) (D6)




g(q) + ωg(q) = 0, ω :=
1
2
 1− κi. (D7)
The general solution to (D7) has the form
g(q) = B q−ω±, (D8)
where B are complex constants.
One can verify that g are in L2(R) only for B = 0, which means that n+(K^) = 0 = n−(K^).
16
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