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Abstract
Geodesics and hyperstreamlines are used to visualize second order tensors. We further look at
a new way of visualizing second order tensor fields. By using the direction of geodesic curves
in stead of eigenvectors, we make a different approach to so called integration methods. We
extend the concept to include tensors which are not necessarily the metric.
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Part I
Theory
1
1 Introduction
Currently, data produced from simulations and experiments is ever increasing in size and
complexity. As computers become faster and more (fast) memory becomes available, data
generation increases in tact with the technological advances. Scientists often produce tera-
bytes1 of data from ”simple” simulations. In order to process this data several approaches
can be made. The data can be stored on a hard disk drive and thereupon accessed from any
program. Users can either create their own software to process the data, or use prebuilt soft-
ware intended for post processing. Depending on the complexity of the data, such software
will have it’s limitations. Software engineers and computer scientists often require specific
features which suite their needs. A promising language like Python is becoming increasingly
popular. It is an object-oriented language which offers an almost mathematical stylistic code.
This makes code readability that much easier for someone with a natural science background.
Even though Python is an interpreted language, it is still possible to match languages such
as Fortran and C in computational speed. Cython2 provides the possibility to combine the
efficiency of C with the ease of readability of Python. This combination is quite potent, as
the computer scientist can possess the speed and still maintain few lines of code with math-
ematical tones.
Our goal for this thesis will be to study and employ methods specifically for visualization
of tensor fields. In general, this implies that given some data (regardless of it’s dimension
and order) how can we portray the data in such a way that the human mind can perceive it
logically with as little effort as possible? Perception of complex structured data is the driving
force behind this thesis. The challenge here lies in finding intuitive ways of visualizing data
when the order or rank of the tensor increases. However, as the order of the tensor increases so
does the difficulty in our ability to visualize and interpret the data. As such we have choosen
to limit ourselves to second order tensors in R2 and R3. Instead we focus on applying visu-
alization techniques on a variety of data structures (this is not a trivial task to accomplish!).
In order to visualize the results, we have created our own software.
There are three common data structures : scalar, vectorial, and tensorial. Scalar data
can often be visualized by employing color. For example, temperature and pressure can be
visualized where the red color entails high values, and blue color low values. Every other
value falls in between these colors; see for example Figure 1. As to the question : why exactly
these colors? The apparent use of these colors stem from psycological reasonings. If someone
desires to use an opposite color scheme, there are no restrictions to visualize high and low
values with the aforementioned color gambit. As a matter of fact, it simply comes down to
personal choices that an individual might find aesthetically pleasing. As such, technically
speaking, there are no limitations, but some standards do exist.
Often the scalar values are mapped to a color model. Given some data, we can assign
each value to a specific color through a mapping function between a color model and a refer-
1A house hold computer or desktop has a portion of this capacity as total storage.
2http://cython.org/
1Source : http://earthobservatory.nasa.gov/IOTD/view.php?id=3505
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Figure 1: Picture taken from NASA Earth Observatorium.1
ence color space. Among some well known color maps are Jet, Parula2, and Gray. Another
color map is Viridis. Viridis has been developed for Python and has recently been added to
Matplotlib as the default color map (intended for the release of version 2.0 3).
Some color models which are worth mentioning :
• Computer monitors employ the sRGB model. The three primary colors red, green, and
blue are used to reproduce an array of colors. Unlike the standard RGB model, sRGB
also defines a nonlinear transformation between the intensities of the three colors and
the number stored.
• The CMY is a subtractive model, which uses the three primary colors cyan, magneta
and yellow. This color model is often employed by printers.
• HSL and HSV are cylindrical coordinates representations of points in a RGB model.
HSL stands for hue, saturation, and lightness. While HSV stand for hue, saturation,
and value. Hue and saturation models are often used in image analysis. As such they
are important models to be aware of.
Other techniques for 2D scalar data include contour curves, which are often used in cartho-
graphy to display height differentials above for example sea level of similar values. For 3D
scalar data similar techniques are used, with planes cutting through equal values, called isosur-
faces.
For vectorial data in R2 and R3, an arrow entails to the length and direction of the data.
Such data can be velocity and rotation for fluid flow, direction and strength of a magnetic
field, or gradient of a scalar field (for a differentiable scalar function; e.g. temperature field).
This is also referred to as glyph-based technique. Depiciting such data with glyphs can quickly
lead to clutter or occlusion of the field view. As such, glyph-based techniques are best suited
for small datasets. We can also use field lines or path lines, to visualize the flow of a vector
2Which is the current default color map in Matlab.
3http://matplotlib.org/style_changes.html
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field. These flows often reveal the orientation of the field itself. Again, the amount of data
limits the use of such techniques. Another issue lies in guessing proper seed points to extract
important features. This is not an easy task if the properties of the field are unknown. One
way to circumvent the problem of seeding and clutter is to use the LIC method[CL93]. LIC
stands for line integral convolution. This technique involves convoluting the vector field onto
some noisy data. This generates dense visualization of the field lines along the vectors.
Tensorial data can be of any order. In fact, scalar values are considered zeroth-order
tensors, while vectors are considered to be first-order tensors (given that certain criterias are
met, which we will discuss later in Chapter 2). In this thesis we will focus on second-order
tensors in R2 and R3. Such data can include stress and strain tensors, diffusion tensor for
magnetic resonance (DT-MRI) in medical imaging, metric tensors in differential geometry,
Reynolds-stress tensor for modelling turbulence, and many other tensor fields. As such, we
have a diverse amount of physical problems we can visualize, even though we are limiting
ourselves to second rank tensors.
We provide a quick reference over some of these tensors in Chapter 3.
Before we start discussing and dwelling deeper in the field of visualization of tensor fields,
a review is required of basic theory underlying tensors. In order to understand tensors and
their visualization, the reader needs to be familiar with vector and matrix operations (see
Appendices A and B). In Chapter 2, we will focus on the underlying theory for tensor fields.
In Chapter 3 the current research in the field of visualization of tensor fields is explored. In
Chapter 4, we divert our attention to the implementation of software for various visualization
methods. The results are portrayed and discussed in Chapter 5. The final section, Chapter
6, contains various conclusions we draw based upon the findings from Chapter 3 and Chapter
5. All the relevant code listings are found in the Appendix C.
The source code has been made accessible on the following repository : https://github.
com/imranal/DiffTens.
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2 Tensor Fields
Our focus in this thesis is visualization of sceond order tensors in R2 and R3. However, the
theory we present in the following subsections will not be curtailed to second order tensors,
but will be applicable to any order tensor field. In order to achieve this, we require a general
notation. In this chapter, we first introduce the definition of a tensor of type (M,N). Using
this definition we show how tensors can be differentiated. We require this in order to introduce
the Riemann Christoffel tensor; also known as Riemann curvature tensor, which quantifies
the relative variation of initially parallel geodesics [Moo10]. Since such geodesics only variate
relative to each other in a curved space, the Riemann tensor will be zero everywhere in flat
space.
2.1 Notation
Here we provide a short introduction to Einstein notation, which we will employ throughout
this thesis.
In an orthogonal coordinate system we can write a vector A in component form
A = A1eˆ1 + A2eˆ2 + A3eˆ3,
where eˆi, i = 1, 2, 3 are the orthogonal unit vectors. The short hand notation we just employed
for the orthogonal vectors uses a dummy subscript i. Using this subscript, we can achieve a
shorter notation, also called the index notation :
Ai, i = 1, 2, 3.
Here Ai refers to all the components of the vector
1 A.
To avoid confusion, a system of any order when raised to a power will be enclosed in
paranthesis
(B2)3, (y 11 )
2, (T klij )
1/2.
Hence, the component B2 is raised to the power of 3, the component y 11 is raised to the power
of 2, and for the tensor T klij we take the square root
2.
When a system has indices that occur unrepeated, it is implicitly understood that each of
the subscripts and superscripts can take any of the integer values 1, . . . , N . For example the
1As a single subscript/superscript denotes the components of a vector, we can extend this to higher(or
lower) order systems. No subscript or superscript denote scalars, which we refer to as zeroth-order systems.
While two indices imply a second order system, which in the language of linear algebra is called a matrix (if
the indices are not mixed). We will, however, refer to such systems as tensors. In fact, nomenclature tensor
is the unified reference to all such systems, and those of higher order.
2Which is not as simple or straight forward as it sounds. In order for any mathematical operation to be
performed on a tensor, the resulting tensor must obey the transformation law. We will discuss this later when
we introduce the general definition of tensors.
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Kronecker delta symbol δij, defined by
δij =
{
1 for i = j
0 for i 6= j, (1)
with i, j = 1, 2, 3, represents nine values. The indices i and j are called free indices and can
take on any of the values specified by a given range.
The summation convention states that when an index which is repeated twice on the same
side of an equation, it is understood to represent a summation of the repeated indices. Hence,
a repeated index is called a summation index, while an unrepeated index is called a free index.
To sum the diagonal entries of the Kroncker delta1, we simply repeat the indices
δii = δ11 + δ22 + δ33 = 3.
Note that we implicitely understand, when we write δii, to mean that we are performing the
summation
3∑
i
δii.
Often when performing certain operations, the alternating tensor becomes a handy tool to
possess. It is a short-hand notation, just like the Kronecker delta.
Definition. The e-permutation sysmbol is defined as
eijk =

1 if ijk is an even permutation,
−1 if ijk is an odd permutation,
0 when indices overlap.
The definition is also applicable for larger sets as well. Another identity which is useful, is
the e-δ identity. Given eijk the e-permutation symbol, and δij the Kronecker delta, then for
i, j, k,m, n = 1, 2, 3,
eijkeimn = δjmδkn − δjnδkm,
where i is the summation index and j, k, m, n are the free indices. A mixed superscript and
subscript identity, is defined as
eijkeimn = δ
j
mδ
k
n − δjnδkm
Using the e-permutation symbol we can describe the determinant of a tensor A with the
components aij, where i, j = 1, . . . , n. Writing the determinant in index notation, it becomes
detA = ‖A‖ = ei1...ina1i1 . . . anin
For a 3× 3 matrix,
detA = eijka1ia1ja1k
= e1jka11a1ja1k + e2jka12a1ja1k + e3jka13a1ja1k
= e123a11a12a13 + e132a11a13a12 + e213a12a11a13 + e231a12a13a11 + e312a13a11a12 + e321a13a12a11
= a11a12a13 − a11a13a12 − a12a11a13 + a12a13a11 + a13a11a12 − a13a12a11
This is a simple illustration for the need of using short hand notation.
1In linear algebra this is referred to as taking the trace of an n× n square matrix.
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2.2 A General Definition of Tensor
We now introduce a definition of a tensor field, evaluated at a point xj = xj(x¯j). The bar
quantity are coordinates in different coordinate system. We assume that a mapping exists,
such that x¯j = x¯j(xj). We define the transformation between the barred coordinate system
and the barless coordinates as
x¯j = x¯j(xj). (2)
Definition. A tensor of rank (M+N), T j1...jNi1...iM (xj), defined on a point P of a differential
manifold Xn exists, if, under the coordinate transformation (2), the components transform
according to the law
T n1...nNm1...mM =
∂xi1
∂x¯m1
· . . . · ∂x
iM
∂x¯mM
· ∂x¯
n1
∂xj1
· . . . · ∂x¯
nN
∂xjN
T j1...jNi1...iM . (3)
The tensor is said to be covariant of order M and contravariant of order N, if it obeys the
transformation law.
Example. Let φ = φ(x1, . . . , xN) denote a tensor of type (0, 0). Then from Equation (3) it
follows that
φ¯(x¯1, . . . , x¯N) = φ(x1, . . . , xN).
This is simply a scalar. Hence scalars are zero order tensors. The gradient of the scalar is
another tensorial quantity. By chain rule,
∂φ¯
∂x¯j
=
∂xi
∂x¯j
∂φ
∂xi
which we see is a covariant vector of type (1,0).
In general, we can write such vectors by the transformation law.
A¯j =
∂xi
∂x¯j
Ai.
Similarly, a contravariant vector is a type (0,1) tensor, and by the transformation law given
as
A¯j =
∂x¯j
∂xi
Ai.
The importance of tensors is made clear due to the fact that they are invariant under
coordinate transformations. Hence, if all the components of the tensor vanish in one coordinate
system, they will do so in any other system. Similarly, if the tensor is symmetric in one
coordinate system, the property will perpetuate on to another coordinate system.
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Proof. Given the tensor Rijk, it is said to be symmetric in two of its indices if the components
are unchanged when the indices are interchanged. For example, the third order tensor Rijk is
symmetric in the indices i and k, if
Rijk = Rkji (4)
for all values of i, j and k. By the transformation law (3),
Rlmn =
∂xi
∂x¯l
∂xj
∂x¯m
∂xk
∂x¯n
Rijk, (5)
and
Rnml =
∂xk
∂x¯n
∂xj
∂x¯m
∂xi
∂x¯l
Rkji.
By Equation (4) and (5) it follows that
Rnml =
∂xk
∂x¯n
∂xj
∂x¯m
∂xi
∂x¯l
(
∂x¯l
∂xi
∂x¯m
∂xj
∂x¯n
∂xk
Rlmn
)
= Rlmn,
where we used the inverse relation of Equation (5).
A tensor is skew-symmetric in two of its indices if the components are transformed to their
negative values when the indices are interchanged. Using Rijk again to illustrate this,
Rijk = −Rkji
for all values of i, j and k. Using the proof above, we can readily show for a skew-symmetric
tensor the property of invariance from one coordinate system to another.
2.3 Tensor Operations
In order for an operation to make sense when performed on a tensor, the resulting tensor must
satisfy the transformation law (3).
Example. We can add or subtract similar components for different tensors. The following
operation is permitted only when the indices match
Cijk = A
i
jk +B
i
jk. (6)
This is invalid
Ai +Bj. (7)
For (7), the system B is a covariant of order 1, while system A is contravariant of order 1.
We can show that the operation performed in (6) is correct by employing the transform-
ation law. It is a good way to show that a certain tensor operation is valid. Let A and B be
expressed by the transformation law (3)
A¯lmn =
∂x¯l
∂xi
∂xj
∂x¯m
∂xk
∂x¯n
Aijk, (8)
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and,
B
l
mn =
∂x¯l
∂xi
∂xj
∂x¯m
∂xk
∂x¯n
Bijk. (9)
Then,
C
l
mn = A
l
mn +B
l
mn =
∂x¯l
∂xi
∂xj
∂x¯m
∂xk
∂x¯n
(
Aijk +B
i
jk
)
=
∂x¯l
∂xi
∂xj
∂x¯m
∂xk
∂x¯n
Cijk.
Which clearly satisfies the transformation law.
For the case in (7), we can use same procedure to demonstrate that the quantity is not
tensorial. In general, we can say that only tensors of same type (r, s) can be added together.
Multiplication (outer product) on the other hand does not require tensors have the exact
same type. For example the outer product of the systems A im and B
jkl result in the new
system C ijklm ,
C ijklm = A
i
m B
jkl.
The newly constructed system from the outer product is a fifth order system, consisting of all
the possible products from the components of A im with B
jkl.
The operation of contraction occurs when the lower and upper index are set equal to each
other and the summation convention is thereby applied. Using the system C ijklm from the
previous example, we can perform contraction on the lower index n with the upper index i as
following
C mjklm = C
1jkl
1 + · · ·+ C NjklN = Djkl
where we have summed the same indices through the summation convention. As a result of
contracting the system C, the resulting system is now a third order system. In fact, perform-
ing contraction on a system always lowers the order of the system by two.
An inner product between two tensors is performed as following. Firstly, take the outer
product of the tensor, thereafter perform a contraction on two of the indices. As contraction
requires both super and sub-script, the tensors involved in such an operation must be at least
of rank 1. Given two vectors Ai and Bj, their inner product is found by first performing an
outer product
Cij = A
iBj.
Thereupon, we perform a contraction by setting the indices equal to each other, and sum all
the terms. Using the transformation law for the contravariant tensor Ai and covariant tensor
Bj, they take the form
A¯i =
∂x¯j
∂xm
Am,
Bj =
∂xn
∂x¯j
Bn.
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There upon we perform the product
A¯iBj =
(
∂x¯j
∂xm
Am
)(
∂xn
∂x¯j
Bn
)
,
A¯iBj =
∂x¯j
∂xm
∂xn
∂x¯j
AmBn.
Let C = A¯iBi, then the contraction by setting i = j and summing all the terms, becomes
C = A¯iBi,
= δnmA
mBn,
= AnBn = C.
As we observe, the end result becomes a scalar (as implied by the terminology - scalar product).
2.4 Reciprocal Basis and the Metric Tensor
Definition. Two bases (E1,E2,E3) and (E
1,E2,E3) are said to be reciprocral if they satisfy
the condition
EiE
j = δ ji =
{
1 for i = j
0 for i 6= j
One such basis that satisfies this is
Ei =
∂r
∂ui
where r = x(u, v, w)e1 + y(u, v, w)e2 + z(u, v, w)e3. The unit vectors ei are defined as
Ei
|Ei| .
Given the basis (E1,E2,E3), we can always determine (E
1,E2,E3) by the following triple
scalar products
Ei =
eijkEjEk
eijkEiEjEk
.
Given these new basis vectors, we can now represent any vector, A, by either of the baseis.
Given the basis (E1,E2,E3), we can represent A in the form
AiEi.
The components of A, Ai, relative to basis Ei are called contravariant components of A.
Similarly, the components Ai relative to the basis E
i are called covariant components of A :
AiE
i.
The contra and co-variant are different ways of representing A with respect to a set of recip-
rocal basis vectors. The inter-relationship between these components is given by the metric
and the cojugate metric of space
gij = EiEj =
∂r
∂ui
· ∂r
∂uj
,
gij = EiEj = (gij)
−1,
10
where the last identity follows from the reciprocity. In index notation, the relationship ex-
pressed with the metric becomes
Ai = gijA
j,
Ai = gijAj.
Hence, we can both raise the indices, and lower them, by applying either the conjugate metric
gij or the metric gij. This is an useful operation (e.g. when applied to higher-order tensors
like the Riemann curvature tensor.)
Let x = x(u, v, w), y = y(u, v, w), z = z(u, v, w), then the curve element ds is given as
ds2 = gijduiduj.
An example of this is illustrated by transforming the Cartesian coordinates (x, y, z) to
cylindrical (r, θ, z). The relationship between these coordinate systems is as following
x = r cos(θ),
y = r sin(θ),
z = z.
Hence, x, y, and z are functions of ui = (r, θ, z), and the line vector r is given as r =
x(r, θ, z)e1 + y(r, θ, z)e2 + z(r, θ, z)e3. The the non-zero entries of the metric are the diagonal
entries
g11 =
∂r
∂r
· ∂r
∂r
, g22 =
∂r
∂θ
· ∂r
∂θ
, g33 =
∂r
∂z
· ∂r
∂z
.
The non-zero calcuated entries of the metric are given as
g11 = [cos(θ)e1 + sin(θ)e2] · [cos(θ)e1 + sin(θ)e2] = 1,
g22 = [−r sin(θ)e1 + r cos(θ)e2] · [−r sin(θ)e1 + r cos(θ)e2] = r2,
g33 = e3 · e3 = 1.
The line element ds thus becomes
ds2 = dr2 + r2dθ2 + dz2.
2.5 Tensor Differentiation
Say that we want to differentiate a tensor field Tij(x
k), where xk = xk(x¯k), as following
∂Tij
∂xk
.
We know now that this quantity has to satisfy the transformation law (3). The second order
tensor of type (2, 0) satisfies the following transformation law
T pq =
∂xi
∂x¯p
∂xj
∂x¯q
Tij
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If we now perform differentiation on this expression, we get
∂T pq
∂xk
=
∂2xi
∂xk∂x¯p
∂xj
∂x¯q
Tij +
∂xi
∂x¯p
∂2xj
∂xk∂x¯q
Tij +
∂xi
∂x¯p
∂xj
∂x¯q
∂Tij
∂xk
.
This quantity is certainly not a tensor. In order to derivate a tensor, we need to introduce
the Christoffel symbols.
Consider the metric tensor gab which satifies the transformation law
gkl = gab
∂xa
∂x¯k
∂xb
∂x¯l
. (10)
We define a quantity,
(k, l,m) =
∂gkl
∂x¯m
. (11)
We insert (10) in (11), and simply apply chain rule
(k, l,m) =
∂gab
∂xc
∂xc
∂xm
∂xa
∂x¯k
∂xb
∂x¯l
+ gab
∂2xa
∂xm∂x¯k
∂xb
∂x¯l
+ gab
∂xa
∂x¯k
∂2xb
∂xm∂x¯l
.
By combining the terms, [Hei01],
1
2
[(k, l,m) + (l,m, k)− (m, k, l)]
we can extract Christoffel symbol of first kind, which is defined as
1
2
[
∂gab
∂xc
+
∂gbc
∂xa
− ∂gac
∂xb
]
. (12)
By introducing a shorter notation [Hei01], we can write (12) as
[ac, b] = [ca, b].
This implies that we have symmetry about the variables a and c. This new quantity is not a
tensor, as it does not satisfy the transformation law.
Christoffel symbol of second kind is defined as
gmb [ac, b] =
1
2
gmb
[
∂gab
∂xc
+
∂gbc
∂xa
− ∂gac
∂xb
]
.
We can write this in a shorter notation by using brackets{
m
b c
}
=
{
m
c b
}
= gmb [ac, b] , (13)
where we have symmetry between b and c. This quantity is not a tensor either; agian, it does
not obey the transformation law. We can interchange between the second kind and first kind,
by multiplying (13) with the metric gmb. As gmb g
mb = δ bm (see Section 2.4), we end up with
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the Christoffel symbol of first kind, (12).
So far we have introduced new notation for derivating tensors, yet the operators themselves
are not tensors1. The purpose of Christoffel symbols becomes quite apparent, when we use
these operators to define a covariant derivative of a tensor.
The covariant derivative of a covariant tensor, Am, is given as
Ab,c =
∂Ab
∂xc
−
{
m
b c
}
Am.
which becomes a second order tensor, satisfying the transformation law
A¯i,j = Ab,c
∂xb
∂x¯i
∂xc
∂x¯j
.
We have sucessfully managed to derivate a tensor, and the resulting operation adheres to the
transformation law. In other words, the derivative of the tensor results in a another tensor.
Similary, we can show that the covariant derivative of the contravariant tensor Am,
Am,n =
∂Am
∂xn
+
{
m
l n
}
Al
obeys the transformation law. Here, the first term on the right hand side of the equation is
the rate of the tensor field as we move along a coordinate curve, while the second term is the
change in local basis vectors as we move along the coordinate curves, [Hei01].
For second order tensors Aij, A
i
j, A
ij, their covariant derivatives are given as
Aij,k =
∂Aij
∂xk
− Amj
{
m
i k
}
− Aim
{
m
j k
}
,
Aij,k =
∂Aij
∂xk
+ Amj
{
i
m k
}
− Aim
{
m
j k
}
,
Aij,k =
∂Aij
∂xk
+ Amj
{
i
m k
}
+ Aim
{
j
m k
}
.
Given two tensors, say Aij and Bij, the covariant derivation is same as ordinary derivation,
where
1. (Aij +Bij),k = Aij,k +Bij,k (derivative of sum is the sum of derivatives)
2. (AijBij),k = Aij,kBij + AijBij,k (product rule)
3. (Aij,k),l = Aij,kl (higher-order derivatives are defined as derivatives)
2
1[Hei01] purposely introduced the above notation as to clearly avoid any confusion between a tensor and
Christoffel symbols. Another oft-used symbols for Christoffel symbol of second kind is
{
i
j k
}
= Γijk. This
notation is used for instance by [LR89], and many other authors.
2It is worth noting that unlike partial derivatives, where for example the second order derivative of a
function f, ∂
2f
∂xi∂xj =
∂2f
∂xj∂xi . This does not necessarily apply for higher-order covariate derivatives of tensors,
where in general Ai,jk 6= Ai,kj .
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We can now finally introduce the Riemann-Christoffel Tensor. The tensor is found by the
following identity
Ai,jk − Ai,kj = AmRmijk, (14)
where the fourth-order tensor
Rmijk =
∂
∂xj
{
m
i k
}
− ∂
∂xk
{
m
i j
}
+
{
n
i k
}{
m
n j
}
−
{
n
i j
}{
m
n k
}
, (15)
is called the Riemann-Christoffel tensor1,2, Riemann curvature tensor, or simply Riemann
tensor. The covariant form of the tensor can be found by multiplying the Riemann curvature
tensor with the metric gpm
Rpijk = gpmR
m
ijk.
This tensor is skew-symmetric in two of it’s indices
Rpijk = −Rpikj
Rjkpi = −Rjkip
From the covariant Riemann-Christoffel tensor it follows that there are N = 1
12
n2(n2 − 1)
independent components. For two-dimensions there is only one independent component, while
for three-dimensions there are 6 independent components
The tensor therefore provides a way for determining if the space is flat or curved. If the
Riemann tensor for a given spacetime is zero every where, initially any parallel geodesics re-
main parallel (the spacetime is flat, otherwise the spacetime is curved).
We may also define the Ricci tensor Rjk by contracting the curvature tensor (15),
Rjk = R
m
mjk = g
piRpijk.
When expressed with Christoffel symbols, we can show that the Ricci tensor is symmetric.
Performing another contraction, we get the scalar curvature
R = Rjk = g
kjRjk.
Since this quantity is invariant in any coordinate system, it gives a coordinate independent
measure of a space curvature. However, even though both the Ricci tensor and the scalar
curvature can be zero in curved space, a non-zero value clearly indicates that the space is
curved. Which in it self is useful. Only by evaluating the Riemann tensor can one conclusively
distinguish flat and curved space [Moo10].
1Named after Bernhard Riemann and Elwin Bruno Christoffel.
2Another way to introduce the Riemann curvature tensor is by using the geodesic differential equations.
We will later introduce these when we discuss techniques for visualization of second order tensor fields.
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2.6 Example: Riemann Curvature Tensor for Toroidal Coordinates
This coordinate system (η, θ, ψ) results from rotating a two-dimensional bipolar coordinate
system about the axis that separates it’s two foci. The coordinate relationship between toroidal
and cartesian coordinate system is given as
x =
a sinh(η) cos(ψ)
cosh(η)− cos(θ) (16)
y =
a sinh(η) sin(ψ)
cosh(η)− cos(θ) (17)
z =
a sin(θ)
cosh(η)− cos(θ) (18)
where θ coordinate of a point P equals the angle F1PF2, where F1 and F2 are the two foci as
displayed below.
F1 F2
P
d1 d2θ
η
Figure 2: Reference circle on a toroid.
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Figure 3: Coordinate surfaces for toriodal coordinates. Picture scanned from [MS71].
In the xy-plane the focal ring(also known as the reference circle) has radius a. The η coordin-
ate is given as the following ratio
η = ln
d1
d2
.
The coordinates vary as following :
−pi < θ < pi,
0 ≤ ψ < 2pi,
η ≥ 0.
Our first task is to determine the metric (found from the transformation between cartesian
and toroidal coordinates), which is given as
gij =
∂r
∂ui
· ∂r
∂uj
,
16
where ui = (η, θ, ψ), for i = 1, 2, 3, and r is the vector
r = xeˆ1 + yeˆ2 + zeˆ3 = x(η, θ, ψ)eˆ1 + y(η, θ, ψ)eˆ2 + z(η, θ, ψ)eˆ3
spanned by cartesian orthogonal basis1. We can find all the components of the metric by hand
calculations, or through Python using the symbolic package SymPy (see Appendix C.3).
The entries of the metric gij are found from change of coordinates when applying the
equations (16)-(18). The only non-zero entries are found to be the diagonal entries, i.e i = j.
Which are given as
g11 =
∂r
∂u1
· ∂r
∂u1
=
∂r
∂η
· ∂r
∂η
=
∂(xeˆ1 + yeˆ2 + zeˆ3)
∂η
· ∂(xeˆ1 + yeˆ2 + zeˆ3)
∂η
=
[
∂x
∂η
]2
+
[
∂y
∂η
]2
+
[
∂z
∂η
]2
.
Similarly, the other non-zero entries of the metric are
g22 =
[
∂x
∂θ
]2
+
[
∂y
∂θ
]2
+
[
∂z
∂θ
]2
,
g33 =
[
∂x
∂ψ
]2
+
[
∂y
∂ψ
]2
+
[
∂z
∂ψ
]2
.
Here we list the calculations necessary to find g11. The other entries of gij are found by using
the same techniques as demonstrated here.
∂x
∂η
=
a cos(ψ)[1− cosh(η) cos(θ)]
[cosh(η)− cos(θ)]2
⇓[
∂x
∂η
]2
=
a2 cos2(ψ)[1− cosh(η) cos(θ)]2
[cosh(η)− cos(θ)]4
Similary, we find the other expressions
[
∂y
∂η
]2
=
a2 sin2(ψ)[1− cosh(η) cos(θ)]2
[cosh(η)− cos(θ)]4 ,[
∂z
∂η
]2
=
a2 sinh2(η) sin2(θ)
[cosh(η)− cos(θ)]4 .
1Which has the property eˆi · eˆj = δij , and any derivation of the basis is identically zero. Which becomes
quite practical when attempting to find the metric.
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Adding all the terms together,
g11 =
a2 cos2(ψ)[1− cosh(η) cos(θ)]2 + a2 sin2(ψ)[1− cosh(η) cos(θ)]2 + a2 sinh2(η) sin2(θ)
[cosh(η)− cos(θ)]4
= a2
(
1− 2 cosh(η) cos(θ) + cosh2(η) cos2(θ) + [1− cos2(θ)] sinh2(η)
[cosh(η)− cos(θ)]4
)
= a2
(
cosh2(η)− 2 cosh(η) cos(θ) + cos2(θ)
[cosh(η)− cos(θ)]4
)
where we have used the trignometric identities sin2(ψ) + cos2(ψ) = sin2(θ) + cos2(θ) = 1, and
cosh2(η) − sinh2(η) = 1. We can simplify this expression further, by expanding the factor
[cosh(η) − cos(θ)]2 = cosh2(η) − 2 cosh(η) cos(θ) + cos2(θ). Hence, we end up with the first
entry of the metric,
g11 =
a2
[cosh(η)− cos(θ)]2 . (19)
The other diagonal entries (i.e the non-zero entries of gij) are found to be
g22 = g11 =
a2
[cosh(η)− cos(θ)]2 , (20)
g33 =
a2 sinh2(η)
[cosh(η)− cos(θ)]2 . (21)
Now we can find the Christoffel symbols for our metric gij, and thereby be able to determine
the Riemann curvature tensor. The process is as following :
1. Determine the non-zero contributions from Equation (12)
2. Determine the non-zero contributions from Equation (13)1
3. Finally determine all the derivatives in Equation (15)
Here are points (1) and (2) : In order determine all the terms of the Riemann curvature
tensor we must determine the Christoffel symbols of second kind, which again implies that we
must determine the corresponding Christoffel symbols of first kind. For the sake of clarity, we
restate the Riemann curvature tensor
Rmijk =
∂
∂xj
{
m
i k
}
− ∂
∂xk
{
m
i j
}
+
{
n
i k
}{
m
n j
}
−
{
n
i j
}{
m
n k
}
, (22)
Let us initially focus on the first term here
∂
∂xj
{
m
i k
}
. (23)
1Notice that the conjugate metric gij is relatively easy to determine when the metric is diagonal. The
entries of the conjugate metric become the inverse of the entries of gij .
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Using the definition for Christoffel symbol of second kind (13), and inserting for the first kind
(12), we get the following expression
∂
∂xj
{
m
i k
}
=
∂
∂xj
gmk [ai, k] (24)
=
1
2
∂
∂xj
gmk
(
∂gak
∂xi
+
∂gki
∂xa
− ∂gai
∂xk
)
(25)
for a, i, k,m = 1, 2, 3, and where the coordinates are xi = η, θ, ψ, for i = 1, 2, 3.
There are three cases where we get contribution from the Equation (25).
• Case 1, where m = k, and a = k,
• Case 2, where m = k, and i = k,
• Case 3, where m = k, and i = a.
For every case we require that m = k. This is because the conjugate metric gmk is zero every
where except on the diagonal. As gmk = (gmk)
−1, we find conjugate metric by inverting the
entries of gmk.
For Case 1, we get the following expression
1
2
∂
∂xj
gmk
(
∂gak
∂xi
+
∂gki
∂xa
− ∂gai
∂xk
)
=
1
2
∂
∂xj
gkk
(
∂gkk
∂xi
+
∂gki
∂xk
− ∂gki
∂xk
)
=
1
2
∂
∂xj
(
gkk
∂gkk
∂xi
)
Similarly, for the other two cases we get the expressions
Case 2 : m = k, i = k
1
2
∂
∂xj
gmk
(
∂gak
∂xi
+
∂gki
∂xa
− ∂gai
∂xk
)
=
1
2
∂
∂xj
gkk
(
∂gak
∂xk
+
∂gkk
∂xa
− ∂gak
∂xk
)
=
1
2
∂
∂xj
(
gkk
∂gkk
∂xa
)
Case 3 : m = k, i = a
1
2
∂
∂xj
gmk
(
∂gak
∂xi
+
∂gki
∂xa
− ∂gai
∂xk
)
=
1
2
∂
∂xj
gkk
(
∂gik
∂xi
+
∂gki
∂xi
− ∂gii
∂xk
)
=
1
2
∂
∂xj
(
gkk
∂gkk
∂xi
)
Adding the results from all three of the cases, we get the result
∂
∂xj
{
m
i k
}
=
∂
∂xj
(
gkk
∂gkk
∂xi
+
1
2
gkk
∂gkk
∂xa
)
(26)
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The other terms of the Riemann tensor (22) give corresponding terms
− ∂
∂xk
{
m
i j
}
= − ∂
∂xk
(
gjj
∂gjj
∂xi
− 1
2
gjj
∂gjj
∂xa
)
(27){
n
i k
}{
m
n j
}
=
(
gkk
∂gkk
∂xi
+
1
2
gkk
∂gkk
∂xa
)(
gjj
∂gjj
∂xa
+
1
2
gjj
∂gjj
∂xi
)
(28)
−
{
n
i j
}{
m
n k
}
= −
(
gjj
∂gjj
∂xi
+
1
2
gjj
∂gjj
∂xa
)(
gkk
∂gkk
∂xa
+
1
2
gkk
∂gkk
∂xj
)
(29)
We see that, for i = j = k = a = 3, every term becomes zero (as the respective derivatives
are zero). For every other permutation, each term cancels the other, resulting in that every
element of the Riemann curvature tensor is zero for the toroidal coordinates. Implying that
this is a flat space.
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Part II
Method & Results
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3 Visualization of Tensor Fields : Current State
Techniques for tensor field visualization can be viewed as two distinct methods : indirect and
direct visualization methods. Direct visualization of tensor fields is accomplished with tensor
glyphs; ellipsoids that are formed by the eigenvalues of the tensor field, or by drawing integral
lines or surfaces. The purpose is to depict full information contained in the field [BH06],
[KMW+05], [HFHH04], [FA15]. Indirect methods usually entail the extraction of of spesific
structural features from the tensor field, like for example topological features [TS03], [TSH01],
[TZP06]. In this thesis, our main focus will be direct visualization methods, with emphasis
on integration methods.
3.1 Direct Visualization Methods
3.1.1 Hyperstreamlines
A second order symmetric tensor in R3 has six independent elements or components. We
can reduce this number down to three by performing an eigendecomposition of the tensor,
resulting in three real eigenvalues. Selecting one of these (usually either the major or the
minor eigenvalue), we can use it’s corresponding eigenvector as the direction for the so-called
hyperstreamline trajectories, which in R3 are tube like structures where the other eigenvalues
determine the thickness of the trajectories. They show, for example how forces are transmitted
in a stress-tensor field and how momentum is transferred in a momentum-flux-density tensor
field. Delmarcelle and Hesselberg, [DH92], were first to introduce the notion of hyperstream-
lines. The issue with hyperstreamlines are the same as we find with streamlines for depiction
of vector fields, or isosurfaces for scalar fields; occlusion and seeding. In addition, we need to
handle degenerate points (similar to the notion of critical points in a vector field, where in the
case of tensors, the degenerate points occur when at least two of the eigenvalues are equal.).
In [DH93], Delmarcelle and Hessellink suggest a simply way of handling degenerate points
(by simply ignoring them). By assuming that the tensor field is smooth, we can then assume
that the direction of the eigenvector is not likely to vary abruptly (i.e vary more than some
user defined angle) in between grid points. If, however, the direction changes abruptly, then it
is reasonable to assume that the hyperstreamline has crossed a degeneracy. To handle this, we
can simply jump over this point and continue integrating along the direction of the eigenvector.
Further, we can also keep a track over the transverse eigenvalues to make sure that, where
they vanish, we can still include the singularities of the cross-section of the hyperstreamline.
3.1.2 Tensor Glyphs
The traditional approach to direct visualization of symmetric second order tensor fields in
R2 and R3 have been so-called tensor glyphs. This technique has been employed heavily
for medical imaging, depicting e.g. diffusion tensor. Diffusion tensor imaging (DTI) provides
information about the diffusion properties of water molecules in brain tissue (which differs
for gray matter and white matter). Within white matter the motion of water molecules is
restricted in directions that are perpendicular to the fiber tracts. Because of the physical
properties of white matter, DTI can be used to investigate white matter in the brain. It’s
main clinical application has been in the study and treatment of neurological disorders, such
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as schizophrenia. DTI makes it possible to evaluate the connectivity and coherence of white
matter fiber tract, which are tought to be abnormal in schizophrenia [KMW+05]. The diffusion
tensor is a second order symmetric tensor in R3. The tensor is visualized as an ellipsoid, with
the longest axis pointing toward the principal direction, i.e the major eigenvector. The shape
of the tensor depends upon the strength of the diffusion along the three eigenvectors.
(a) Three basic diffusion tensor shapes. (b) Linear, planar and iso-
tropic shapes defined by ei-
genvalues.
Figure 4: Linear, planar and isotropic shapes defined by eigenvalues. Picture taken from
[Kin04].
3.1.3 Asymmetric tensors fields
We can always describe any (of either covariant or contravariant type) second order tensor
by the sum of their symmetric and anti-symmetric components. For a second-order tensor of
type (2,0), we can write it as
Sij =
1
2
(Sij + Sji) +
1
2
(Sij − Sji) (30)
A physical example for this case is the gradient of a velocity field, ∇v. If we denote the
components of v as (vi), then we can write the gradient as
∇v =

∂v1
∂x1
∂v2
∂x1
∂v3
∂x1
∂v1
∂x2
∂v2
∂x2
∂v3
∂x2
∂v1
∂x3
∂v1
∂x3
∂v3
∂x3
 , (31)
or using index form we can write the components as ∂vi/∂x
j. Using the above notation (30),
we can decompose (31) as
∂vi
∂xj
=
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
+
1
2
(
∂vi
∂xj
− ∂vj
∂xi
)
The symmetric part is the sum of the Jacobian and transpose of the Jacobian, also refered
to as the rate of strain tensor. The diagonal entries are the normal strain rates and the
off-diagonal entries are the shear strain rates.
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We can associate a vector ωi,
ω =
ω1ω2
ω3
 =
 ∂v3∂x2 − ∂v2∂x3∂v1
∂x3
− ∂v3
∂x1
∂v2
∂x1
− ∂v1
∂x2

with an anti-symmetric tensor defined by
R ≡
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0

where they are related as
Rij = −eijkωk,
ωk = −1
2
eijkRij.
R is called the Rotation tensor.
We can therefore represent the anti-symmetric part as a vector and thereby employ tech-
niques from vector field visualization. For the symmetric part of the tensor, we can perform
an eigendecomposition. Which permits us to represent the tensor by it’s eigenvectors and
their corresponding eigenvalues. Delmarcelle and Hesselberg [DH92] were first to decompose
2D symmetric tensors of type (2,0) in such a manner.
3.1.4 The Geodesic Differential Equations
In Euclidean space, R3, the distance between two points (x1, x2, x3) and (y1, y2, y3) is given
as d2 = |xi − yi|2. In other words, a straight line that connects the two points. According to
general relativity, particles in a gravitation field move along geodesics of space-time described
by the metric gij. This is the shortest path between two points on curved space(e.g space-time
continuum). In Eucleadian geometry, initially parallel straight lines remain parallel. Initially
parallel geodesics in spacetime do not necessarliy remain parallel (as they follow the spacetime
curvature).
In order to determine the geodesics, one must solve the following set of differential equations
d2xj
ds2
+
{
j
h k
}
dxh
ds
dxk
ds
= 0, (32)
where
{
j
h k
}
is the Christoffel symbol of second kind. The geodesic solution xj(s) is a curve
defined on the interval s ∈ [s0, s1]. Often, these equations can not be solved analytically, and
we can only solve them numerically.
The solution is a way of depicting the metric tensor. We can extend this method to include
any tensor Tij. However, when solving the geodesic differential equations, one of main issues
with this method is that the conjugate metric gij has to exist. If the metric gij is singular,
then we can not solve the differential equations (32). So, if we are to extend the method of
visualization of tensor fields Tij to the concept of a metric, then a singular tensor will not work.
The momentum flux density tensor ρvivj is an important tensor which is singular. Hence, for
such a tensor, we can not determine the geodesics.
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3.2 Indirect Visualization Methods
[Del94] was first to introduce a topological approach for visualization of tensor fields, as noted
by [Tri02]. Delmarcelle introduced the notion of degenerate points, which correspond to
critical points in vector fields. The following (based on [Del94]) describes an algorithm for
tracking degenerate points.
Given the symmetric second rank tensor
T =
[
T11 T12
T12 T22
]
,
For this tensor field, degenerate points satisfy the condition{
T11−T22
2
= 0
T12 = 0
(33)
Assume that the tensor components can be expressed in the vicinity of degenerate point
~x0 = (x0, y0) as Taylor expansions that start with homogeneous polynomials for m > 0{
T11−T22
2
≈ Pm(x− x0, y − y0) + · · ·
T12 ≈ Qm(x− x0, y − y0) + · · ·
In tensor fields different types of degenerate points can occur that correspond to different
local patterns of neighboring hyperstreamlines. These patterns are determined by the tensor
gradients at degenerate point positions.
Let ~x0 = (x0, y0) be an isolated degenerate point. Assuming that the functions T11(~x)−T22(~x)
and T12(~x) are analytic, we can expand tensor components in Taylor series around ~x0. After
some simplifications, we end up with the following expression{
T11−T22
2
≈ a(x− x0) + b(y − y0) + · · ·
T12 ≈ c(x− x0) + d(y − y0) + · · ·
where
a ≡ 1
2
∂(T11 − T22)
∂x
∣∣∣∣
x0
b ≡ 1
2
∂(T11 − T22)
∂y
∣∣∣∣
y0
c ≡ 1
2
∂T12
∂x
∣∣∣∣
x0
d ≡ 1
2
∂T12
∂y
∣∣∣∣
y0
An important quantity for characterizing degenerate points is
δ = ad− bc
which is invariant under rotation.
Definition (Simple and Multiple Degenerate Points). Let ~x0 be an isolated degenerate point
of a tensor field T ∈ C1(E), where E is an open subset of R2, and let δ = ad − bc be the
corresponding third-order invariant. Then, ~x0 is
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• a simple degenerate point iff δ 6= 0, or
• a multiple degenerate point iff δ = 0.
Theorem. The angle θk between the x-axis and the sepratrices sk are obtained by computing
the real roots zk of the cubic equation
dz3 + (c+ 2b)z2 + (2a− d)z − c = 0, (34)
by inverting the relation zk = tanθk, and by keeping only those angles that lie along the
boundary of a hyperbolic sector.
The following algorithm handles simple degenerate points only :
1. locate degenerate points by searching for solutions to (33) in every grid cell;
2. classify each degenerate point as a trisector (δ < 0) or a wedge point (δ > 0) by
evaluating a,b,c,d and computing δ = ad− bc;
3. select an eigenvector field;
4. solve (34) to find the directions of the three sepratrices (s1, s2, s3) at each trisector point;
likewise, extract sepratrices (s1, s2) at wedge points where (34) admits three real roots
and extract the unique sepratrix at wedge points where (34) has only one real root;
5. integrate hyperstreamlines along the sepratrices; terminate the trajectories wherever
they leave the domain, or impinge on the parabolic sector of a wedge point.
3.3 Tensor Overview
Here we provide an overview of second order tensors.
The momentum flux density tensor, stems from the Navier Stokes equations, which we can
split into three components
• advection of the i-th component in the j-th direction : ρvivj
• pressure : pδij
• stress tensor : σij
The stress at a point can completely be specified [KC08] by nine components,
τ =
σ11 τ12 τ13τ21 σ22 τ23
τ31 τ32 σ33
 .
Here, we differentiate between the diagonal components; which are normal stresses, and the
off-diagonal components; which are shear stresses. The stress tensor describes stresses that
act as reaction to external forces. Similarly, the strain tensor is related to the deformation of
a body due to stress.
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Second order tensor overview
Tensor Symmetric Hyperstremlines Tensor Glyphs Geodesics Application
Velocity gradient No Fluid mechanics
Strain rate tensor Yes X X Fluid mechanics
Stress tensor Yes X X Continuum mechanics
Diffusion tensor Yes X X X Medical imaging
Reynolds stress Yes X X Computational fluid
mechanics
Metric tensor Yes X X X Differential geometry/
General relativety
Momentum flux density Yes X X Fluid mechanics
Table 1: Tensor visualization options
The strain rate tensor is related to the velocity field v by
Sij =
1
2
(
∂vi
∂xi
+
∂vj
∂xi
)
Stress and strain along the eigenvectors are called principal stress and principal strain.
Another important tensor can be derived from the convective term of Reynolds averaged
Navier Stokes equations, (the derivative of) the average of the products of the fluctuation
velocity components, a second order tensor, with components −ρuiuj−ρu1u1 −ρu1u2 −ρu1u3−ρu2u1 −ρu2u2 −ρu2u3
−ρu3u1 −ρu3u2 −ρu3u3
 .
This is an important tensor in turbulence modeling. It is called the Reynolds stress tensor1.
The Reynolds stress tensor is symmetric. The diagonal components are normal stresses,
and the off-diagonal components are shear stresses. It is a stress exerted by the turbulenct
fluctuations on the mean flow. Another way to interpret Reynolds stress is that it is the rate
of mean momentum transfer by turbulent fluctuations [KC08].
In the Table 1 we have listed an overview of different tensors. Note that in order to
determine geodesics for a tensor, the Christoffel symbol of second kind has to be invertibel.
If a tensor is singular, then this method can not we applied. Similarly, hyperstreamlines
are found for symmetric tensors. By decomposing a tensor in symmetric and anti-symmetric
components, we can find hyperstreamlines. For the anti-symmetric part of the tensor, we can
apply common vector field visualization techniques.
1Strictly speaking, the Reynolds stresses are not stresses, but the averaged effect of turbulent convection.
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4 Implementation
Currently there are quite limited options when it comes to software which can visualize second
order (or higher order) tensor fields. This problem is further exacerbated when it comes to
free software. MayaVi1 offers the possibilty to display hyperstreamlines, and VisIt2 allows
visualization by tensor ellipsoids. Both MayaVi and VisIt have a Python module, and they
also permit users to have the (optional) interface to interact with data. However, both of
these software offer visualization methods which require a symmetric tensor field. This in
turn limits data a user can visualize; asymmetric tensor fields can have complex eigenvalues,
which can not be handeled by either methods [CPL+11].
As such we have created our own software, where we include features such as hyperstream-
lines and hybrid geodesic-streamline visualization.
4.1 Geodesic Differential Equations
The geodesic differential equations in two-dimensions3 are given as
u′′ +
{
0
0 0
}
(u′)2 + 2
{
0
0 1
}
u′v′ +
{
0
1 1
}
(v′)2 = 0,
u′′ +
{
1
0 0
}
(u′)2 + 2
{
1
0 1
}
u′v′ +
{
1
1 1
}
(v′)2 = 0.
where
{
m
i j
}
=
{
m
i j
}
(u(s), v(s)) is the Christoffel symbol of second kind evaluated at (u, v).
The geodesic solution u = u(s), v = v(s) is a curve defined over the interval s ∈ [s0, s1].
We can rewrite these equations as a system of first order differential equations by defining p
and q, such that p = u′, and q = v′
p′ +
{
0
0 0
}
p2 + 2
{
0
0 1
}
pq +
{
0
1 1
}
q2 = 0,
q′ +
{
1
0 0
}
p2 + 2
{
1
0 1
}
pq +
{
1
1 1
}
q2 = 0.
Given the initial conditions u(s0) = u0, v(s0) = v0, u
′(s0) = p0, v′(s0) = q0, we can solve
the boundary value problem numerically. A solver from scipy.integrate4 is used to solve the
following system of second order differential equations. Here is a code snippet for the numerical
solver.
1 def f(y,s,C,u,v):
2 y0 = y[0] # u
3 y1 = y[1] # u’
4 y2 = y[2] # v
1http://docs.enthought.com/mayavi/mayavi/overview.html
2http://www.visitusers.org/index.php?title=Main_Page
3We can readily extend this problem to N-dimensions.
4http://docs.scipy.org/doc/scipy/reference/integrate.html
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5 y3 = y[3] # v’
6 dy = np.zeros_like(y)
7 dy[0] = y1
8 dy[2] = y3
9
10 C = C.subs({u:y0,v:y2}) # Evaluate C for u,v = (u0,v0)
11
12 dy[1] = -C[0,0][0]*dy[0]**2 - 2*C[0,0][1]*dy[0]*dy[2] - C[0,1][1]*dy[2]**2
13 dy[3] = -C[1,0][0]*dy[0]**2 - 2*C[1,0][1]*dy[0]*dy[2] - C[1,1][1]*dy[2]**2
14 return dy
15
16 def solve(C,u0,s0,s1,ds):
17 s = np.arange(s0,s1+ds,ds)
18 # The Christoffel symbol of 2nd kind, C, is a symbolic function of (u,v)
19 from sympy.abc import u,v
20 return sc.odeint(f,u0,s,args=(C,u,v)) # integration method : LSODA
To determine the Christoffel symbol of second kind, we use the symbolic Python package
SymPy1. The following script demonstrates how a user can create Christoffel symbols of both
first and second kind.
from sympy import symbols, sin
from sympy.diffgeom import Manifold, Patch, CoordSystem, TensorProduct
from sympy.diffgeom import metric_to_Christoffel_1st, metric_to_Christoffel_2nd
dim = 2
m = Manifold("M",dim)
patch = Patch("P",m)
flat_sphere = CoordSystem("flat_sphere", patch, ["theta", "phi"])
theta, phi = flat_sphere.coord_functions()
dtheta,dphi = flat_sphere.base_oneforms()
r = sympy.symbols(’r’)
metric_diff_form = r**2*TensorProduct(dtheta, dtheta) + r**2*sin(theta)**2*TensorProduct(dphi, dphi)
C1 = metric_to_Christoffel_1st(metric_diff_form)
C2 = metric_to_Christoffel_2nd(metric_diff_form)
We have implemented a tensor module which allows the user to state a metric, gij, which can
then be used to generate the corresponding Christoffel symbols. The module permits the user
to also find the Riemann-Christoffel tensor, the Ricci tensor, and the scalar-curvature. The
module is found in the appendix C.4.
4.2 The 3D Kerr Metric
Several metric examples are stored in file find metric.py C.3. This module contains other
convenient functions as well; for instance the ability to specify a curve element to generate
the corresponding metric tensor.
Consider the Kerr solution2 expressed in terms of polar coordinates r, θ, φ, such that x =
1http://docs.sympy.org/dev/modules/diffgeom.html
2The Kerr metric is useful for many calculations regarding objects near to rotating planets and ordinary
stars (it even applies to objects with strong fields, such as black holes or neutron stars)[Moo10].
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r sin(θ) cos(φ), y = r sin(θ) sin(φ), z = r cos(θ). Then the Kerr metric is given as
ds2 =−
(
1− 2GMr
r2 + a2 cos2(θ)
)
dt2 +
(
r2 + a2 cos2(θ)
r2 − 2GMr + a2
)
dr2 +
(
r2 + a2 cos(θ)
)
dθ2
+
(
r2 + a2 +
2GMra2
r2 + a2 cos2(θ)
)
sin2(θ)dφ2 −
(
4GMra sin2(θ)
r2 + a2 cos2(θ)
)
dφ dt
where a ≡ S/M is the object’s angular momentum1 per unit mass, and G is the gravitational
constant. This is an exact solution for the empty-space Einstein equation. Therefore, this
solution is very important in astrophysics. The Kerr solution describes the unique geometry
of spacetime outside of of any2 axially symmetric object (which includes blackholes!).
Here is an implementation for defining a Kerr metric by it’s curve element.
from sympy import symbols, simplify, cos, sin
from sympy.abc import G,M,l,u,v,w,c
import find_metric as fm
ds2 = ’-(1 - us*u/p)*dt**2 + (p/l)*du**2 + p*dv**2 \
+ (u**2 + a**2 + (us*u*a**2*sin(v)**2/p**2))*sin(v)**2*dw**2\
- (2*us*u*a*sin(v)**2/p)*dt*dw’
g = fm.curve_to_metric(ds2,dim=4)
us,p,a,l = symbols(’us,p,a,l’)
g = g.subs({p:u**2 + a**2*cos(v)})
g = g.subs({l:u**2 - us*u + a**2})
g = g.subs({us:2*G*M})
# perform any possible simplifications on the metric
g = simplify(g)
We can display geodesics for this tensor, if we consider the three-dimensional case, where
we keep the time frame constant, or one of the space coordinates.
1 def 3D_kerr_constant_space(a=0,G=1,M=0.5):
2 from sympy.diffgeom import CoordSystem, Manifold, Patch, TensorProduct
3
4 manifold = Manifold("M",3)
5 patch = Patch("P",manifold)
6 kerr = CoordSystem("kerr", patch, ["u","v","w"])
7 u,v,w = kerr.coord_functions()
8 du,dv,dw = kerr.base_oneforms()
9
10 g11 = (a**2*sym.cos(v) + u**2)/(-2*G*M*u + a**2 + u**2)
11 g22 = a**2*sym.cos(v) + u**2
12 g33 = 2*G*M*a**2*sym.sin(v)**4*u/(a**2*sym.cos(v) + u**2)**2 + a**2*sym.sin(v)**2 + sym.sin(v)**2*u
**2
13 metric = g11*TensorProduct(du, du) + g22*TensorProduct(dv, dv) + g33*TensorProduct(dw, dw)
14 C = Christoffel_2nd(metric=metric)
15 return C
16
17 def 3D_kerr_constant_time(a=0,G=1,M=0.5):
18 from sympy.diffgeom import CoordSystem, Manifold, Patch, TensorProduct
19
20 manifold = Manifold("M",3)
21 patch = Patch("P",manifold)
22 kerr = CoordSystem("kerr", patch, ["u","v","w"])
23 u,v,w = kerr.coord_functions()
24 du,dv,dw = kerr.base_oneforms()
25
26 g11 = (a**2*sym.cos(v) + u**2)/(-2*G*M*u + a**2 + u**2)
1If a = 0, the solution reduces to the Schwarzchild solution(this is also included in the find metric.py
module).
2With some limitations attached. See [Moo10].
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27 g22 = a**2*sym.cos(v) + u**2
28 g33 = -(1 - 2*G*M*u/(u**2 + a**2*sym.cos(v)))
29 metric = g11*TensorProduct(du, du) + g22*TensorProduct(dv, dv) + g33*TensorProduct(dw, dw)
30 C = Christoffel_2nd(metric=metric)
31 return C
We have implemented a function which can handle 3D cases, just like we have demonstrated
2D above.
4.3 Hyperstreamlines
We have implemented a hyperstreamline module which can determine hyperstreamlines for a
user provided seed point, and a predefined direction (either major or minor eigenvector). Here
is an example, where we find the hyperstreamlines for a metric of a sphere on a 2D surface
1 def run_example_flat_sphere(xstart,xend,N,direction=’major’,solver=None):
2 """
3 A test example, using the metric of a flat sphere, to calculate hyperstreamlines
4 for a 2D grid.
5 """
6 x0,y0 = xstart
7 xN,yN = xend
8 Nx,Ny = N
9 x,y = np.mgrid[x0:xN:Nx*1j,y0:yN:Ny*1j]
10
11 # Initialize the metric for the flat sphere
12 g = np.array([[1,0],[0,1]],dtype=np.float32)
13 T = np.zeros([2,2,Nx,Ny],dtype=np.float32) # The tensor field
14 eig_field = np.zeros([3,2,Nx,Ny],dtype=np.float32) # The "eigen" field
15
16 print "Determining eigenvectors for the flat metric of a sphere over the mesh..."
17 for i in range(Nx):
18 for j in range(Ny):
19 g[1,1]= np.sin(y[i,j])**2
20 T[:,:,i,j] = g[:,:]
21 eig_field[:,:,i,j] = find_eigen(T[:,:,i,j])
22
23 INITIAL_POINT = (1.,1.)
24 t0 = 0
25 t1 = 2*np.pi
26 dt = 0.01
27 t = np.arange(t0,t1+dt,dt)
28 U = extract_eigen(eig_field)
29 p,p_ = integrate([x,y],U,INITIAL_POINT,t,direction=direction,solver=solver)
30 return p,p_
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5 Results & Interpretation
5.1 Geodesic Solver
5.1.1 Sphere
The transformation from spherical to cartesian coordinates is given as
x = u sin(v) cos(w)
y = u sin(v) sin(w)
z = u cos(v)
(a) u′ = 0, v′ = 0.2. (b) u′ = 0.2, v′ = 0.
Figure 5: Geodesic curves on a sphere
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(a) u′ = 0, v′ = 0.2. (b) u′ = 0.1, v′ = 0.1.
Figure 6: Geodesic curves on a sphere.
5.1.2 Torus
The transformation from toridal to cartesian coordinates is given as
x = (c+ a cos(u)) cos(v)
y = (c+ a cos(u)) sin(v)
z = sin(u)
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(a) u′ = 0.1, v′ = .0. (b) u′ = 0, v′ = 0.1.
(c) u′ = 0.2, v′ = 0.2.
Figure 7: Geodesic curves on a torus.
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(a) u′ = 0.1, v′ = 0.1. (b) u′ = 0.1, v′ = 0.
Figure 8: Geodesic curves on a torus.
5.1.3 Cylindrical Catenoid
x = cos(u)− v sin(u)
y = sin(u) + v cos(u)
z = v
Figure 9: Geodesic curves on a cylindrical catenoid.
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5.1.4 Egg Carton Surface
x = u
y = v
z = sin(u) cos(v)
(a) u′ = 0.1, v′ = 0.1. (b) u′ = 0.1, v′ = 0.1.
Figure 10: Geodesic curves on an egg carton surface.
5.1.5 Mobius Strip
x =
[
1 +
v
2
cos
(u
2
)]
cos (u)
y =
[
1 +
v
2
cos
(u
2
)]
sin (u)
z =
v
2
sin
(u
2
)
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Figure 11: Geodesic curve on a Mobius strip.
5.1.6 3D Kerr Metric
The Kerr metric is given as
ds2 =−
(
1− 2GMr
r2 + a2 cos2(θ)
)
dt2 +
(
r2 + a2 cos2(θ)
r2 − 2GMr + a2
)
dr2 +
(
r2 + a2 cos(θ)
)
dθ2
+
(
r2 + a2 +
2GMra2
r2 + a2 cos2(θ)
)
sin2(θ)dφ2 −
(
4GMra sin2(θ)
r2 + a2 cos2(θ)
)
dφ dt
For a = 0, this reduces to the Schwarzchild metric. We have run the geodesic solver for this
case, and used the Schwarzchild radius to determine a relationship between the coeffiencts G
and M, which amounts to determining the geodesics near a black hole.
Figure 12: Geodesic curves near a black hole.
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6 Conclusion
The software we have developed so far has room for much improvement. Firstly, the hyper-
streamline module does not handle closed-hyperstreamlines. This is an important case to
handle, as to prevent infinite cycling during hyperstreamline calculation [WM06].Topological
features such as degenerate points are also important cases that must be handeled. The topo-
logy of a tensor field is the topology of its eigenvectors. In the case of two or more eigenvalues
being equal, at least one eigenvector is linearly dependent. As a consequence, hyperstreamlines
at such points, can branch out through multiple paths. Finally, perhaps the most important
physical characteristic of any tensor field is its time dependency. Handling an unsteady tensor
field is important as many physical processes are unsteady.
One of the main challenges of tensor field visualization is the difficulty there lies in adapting
same techniques across datasets with different physical attributes. Examples of such fields
include stress and strain tensors, rate of deformation tensor, and the diffusion tensor. The
physical meaning of tensors can greatly impact how they should be visualized, even when the
mathematical representations of these tensors are the same (as we have shown in 2) [HHK+14].
Using differntial geometry, we have demonstrated a new method, where we solve the geodesic
differential equations and apply similar techniques as hyperstreamlines. The method itself
was applied on metric tensor. It can easily be extended to any other second order tensor.
Though, there are limitation, such as the Christoffel symbol of second kind exists only if the
metric is non-singular. We showed that the momentum flux density is one such tensor which
can not be applied.
We can take the geodesics one step further, if we can manage to combine hyperstream-
lines techniques using geodesics to determine the pricipal direction. This hybrid geodesic-
hyperstreamline method requires further investigation.
The important finding of this thesis are as following : There is a gaping disparity for readily
available free software which permit the user multiple visualization methods for second order
(or higher order) tensor fields. As such, we set ourselves upon the daunting task of creating
our own tensor module (even though we limited ourselves to a few methods). However, the
process it self was quite revelatory. To create a module from almost scratch is an exiciting
task, but still quite difficult. As such, much of the focus has been in the implementation
process itself.
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A Visualization of Vector Fields
A.1 Notation
Vectors are a set of objects that exist in a vector space V . On the vector space, there are
defined two operations; addition and multiplication1. The entire vector space is spanned by
the orthogonal basis vectors.
Definition. Let the orthoganal basis {eˆ1, eˆ2, eˆ3} span vector space V, then a linear combination
of the bases represent a vector v in R3. In component form, the vector is given as
v = v1eˆ1 + v2eˆ2 + v3eˆ3. (35)
The components of the vector v can be, for the sake of brevity, written as a tuple (v1, v2, v3)
with the understanding[Hei01] that we are refering to the component form (35). Likewise,
we can define a vector in RN , where the N components in component form, are given as
(v1, . . . , vN). Dots imply the remaining components of the vector, instead of listing them all
up. The vector space is spanned by the basis {eˆ1, . . . , eˆN}.
The length of an N-dimensional vector is given by the Euclidean norm ‖v‖
‖v‖ =
√
v21 + . . .+ v
2
N . (36)
Given a vector v, we can normalize it by dividing it by it’s own length v/‖v‖. Such a nor-
malized vector is called a unit vector. If a set of unit vectors are orthogonal to each other,
then they are called orthonormal. If a set of orthonormal vectors span the entire vector space
V , then such a set is called orthonormal basis. Unless we specify otherwise, all bases herein
will be assumed to be orthonormal.
Assigning a vector to each point in a subset of space generates a vector field. This requires
a slightly different notation than Equation(35). In order to assign a location for a vector
(v1, v2, v3), we consider the components of the vector as a function of x, where x = (x1, x2, x3).
v = v1(x)eˆ1 + v2(x)eˆ2 + v3(x)eˆ3.
As with Equation(35), we can extend this to N-dimensional vector spaces. The vector com-
ponents would then be functions of x = (x1, . . . , xN). A simple vector field (x, y, z) is displayed
in Figure 13. Here, the magnitude of the vectors is displayed by color. As we would expect,
for a cartesian coordinate system, the ”intensity” of the field increases the further we get away
from the origo.
1Along with the axioms that must hold for all vectors in V .
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Figure 13: Vector field (x,y,z) displayed using a simple graphical tool in OS X.
A.2 Streamlines
Besides using vectors to display vector fields, another useful method is the displaying of
streamlines.
Definition. A Streamline is a curve where the vectors in a vector field are always tangent to
the curve.
For a vector field we can display the movement of a given particle at any location in the
vector field. If the vector field changes with time, i.e vector field is unsteady, then we freeze
the time at an instaneous moment, and draw the streamlines. The streamline is the path
which the particle takes, or rather the path it must take as determined by the vector field
at an instantaneous moment1. Mathematically, we can determine the path by solving the
differential equations
dx1
v1(x)
∣∣∣∣
t=t0
=
dx2
v2(x)
∣∣∣∣
t=t0
=
dx3
v3(x)
∣∣∣∣
t=t0
(37)
By integrating separably, these equations can be solved at any position x and a given time
t = t0.
Numerically, this is accomplished by creating a grid for the vector field. Thereupon,
numerical integration is performed on the computational grid. Using for example the forward
Euler scheme, we can advance the path which the particle takes by a user-defined step size.
The process of solving the system of ODE (ordinary differential equations) by a finite difference
method is as following.
1For a steady field, the vector field never changes. Hence the streamlines will thus remain constant.
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We start at a given point in the domain and allow the vector field to dictate in which
direction and to where we are to progress along. Hence, the path becomes the unknown
quantity which we must determine. For v ∈ R2, we can list the whole process :
1. Discretize the domain x∈[0,xmax]×[0, ymax] where the vector field exists.
2. Use a start point (x0,y0) to initiate the integration.
3. Perform forward and backward integration (depending on where you start in the do-
main).
To perform the numerical integration, there are several numerical methods that can be em-
ployed.
A.3 Numerical Integration
The following algorithm lists all the necessary steps involved when performing numerical
integration
Algorithm 1 Integration by forward Euler scheme
1: Load vector field data into arrays
2: Create a grid over a domain for which the vector field exists upon
3: Create arrays for storage of the streamline data
4: Perform numerical integration by the forward Euler method
5: Repeat process for backwards integration
6: Stitch together all the entries for forward and backwards integration
The computational grid, defined at postion (xi, yj), can be drawn as following
i− 1, j + 1 i, j + 1 i+ 1, j + 1
i− 1, j i, j i+ 1, j
i− 1, j − 1 i, j − 1 i+ 1, j − 1
where i, j ∈ N. As a streamline is integrated in between grid points, we have to use interpol-
ation of the surrounding gridpoints, where the values that are interpolated are the vectors.
We can accomplish this by performing a bilinear interpolation, or an even higher order inter-
polation.
B Eigendecomposition
A vector v in RN (where N ≥ 2) is an eigenvector of a square (NtimesN) matrix T , if
Tv = λv,
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where λ is called the eigenvalue. In order to determine the eigenvalue, we can solve the
eigenvalue equation
det(T − λI) = 0,
where I is the identity matrix, with the same dimension as the matrix T. For each unique
eigenvalue λi, we can solve the eigenvalue equation
(T − λiI)vi = ~0.
The eigenvectors vi are mutually orthogonal. For the stress tensor τij, the eigenvector of τ
are called pricipal axes.
We can always factorize a diagonalizable1 square (N ×N) matrix with N eigenvectors
T = P−1LU−1,
where the column i of U is the eigenvector vi, and L is a diagonal matrix, with the eigenvalues
Lii = λi.
C Code Listings
C.1 Locate Degenerate Points
degeneracies.py
1 import numpy as np
2
3 def T1(x_):
4 x = x_[0]
5 y = x_[1]
6 return np.array([[.5*x**2 + 2*x*y + .5*y**2, -x**2 + y**2],
7 [ -x**2 + y**2, -.5*x**2 - 2*x*y - 5*y**2]])
8 def T2(x_):
9 x = x_[0]
10 y = x_[1]
11 return np.array([[x**2 - y**2, 2*x*y],
12 [2*x*y, x**2 - y**2]])
13 def T3(x_):
14 x = x_[0]
15 y = x_[1]
16 return np.array([[x**2 - 3*y**2, -5*x*y + 4*y**2],
17 [-5*x*y + 4*y**2, x**2 - 3*y**2]])
18 def T4(x_):
19 x = x_[0]
20 y = x_[1]
21 return np.array([[x**4 - .5*x**2*y**2, 2*x**4 - 5*x**3*y - 9*x*y**3],
22 [2*x**4 - 5*x**3*y - 9*x*y**3, x**4 - .5*x**2*y**2]])
23
24 def T5(x_):
25 x = x_[0]
26 y = x_[1]
27 return np.array([[-x**2 + y**2, -x**2 - 2*x*y + y**2],
28 [-x**2 - 2*x*y + y**2, -x**2 + y**2]])
29
30 def degenerate(T,tol=1e-12):
1A non diagonalizable matrix, is a defective matrix that does not have a complete basis of eigenvectors.
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31 """
32 Function assumes that the tensor is given with the following form :
33
34 If the tensor values are distributed over a 100x100 grid, then for 2D,
35 (100,100,2,2) is the shape of the tensor T. Meaning, each grid point
36 contains a 2 dimensional second rank tensor. We assume that all such
37 tensors are symmetric. For a 3D tensor defined over a 16x50x16 grid,
38 T is of the shape (16,50,16,3,3). Here too we assume that all grid
39 tensors are symmetric.
40 """
41 if T.shape[-2:] == (2,2):
42 if len(T.shape[:-2]) == 2:
43 deg_points = _find_all_degen_points(T,dim=2,tol=tol)
44 return deg_points
45 elif T.shape[-2:] == (3,3):
46 if len(T.shape[:-2]) == 3:
47 deg_points = _find_all_degen_points(T,dim=3,tol=tol)
48 return deg_points
49 msg = "Tensor has wrong shape.\n"
50 msg += "Tensor shape must be either in 3D\n"
51 msg += "(data x, data y, data z, gridx, gridy, gridz)\n"
52 msg += "or in 2D\n(data x, data y, gridx, gridy)"
53 raise IndexError(msg)
54
55 def _find_all_degen_points(T,dim,tol):
56 if tol>1e-6:
57 print "Warning : Tolerance value provided is too large."
58 xdata = T.shape[0]
59 ydata = T.shape[1]
60 if dim == 3:
61 zdata = T.shape[2]
62 fdp = 0 # counter for the amount of times we find a degenerate point
63
64 class SparseMatrix:
65 def __init__(self):
66 self.entries = {}
67
68 def __call__(self, tuple, value=0):
69 self.entries[tuple] = value
70
71 def value(self, tuple):
72 try:
73 value = self.entries[tuple]
74 except KeyError:
75 value = 0
76 return value
77
78 deg_points = SparseMatrix()
79 if dim == 2:
80 """
81 Solve following system of equations for a 2D tensor :
82 T[i,j,0,0] - T[i,j,1,1] == 0
83 T[i,j,0,1] == 0
84 """
85 found = np.zeros(2)
86 for i in range(xdata):
87 for j in range(ydata):
88 found[0] = np.fabs(T[i,j,0,0] - T[i,j,1,1]) <= tol
89 found[1] = np.fabs(T[i,j,0,1]) <= tol
90
91 if np.all(found):
92 deg_points((i,j,k),1)
93 fdp = fdp + 1
94 elif dim == 3:
95 """
96 Solve following system of equations for a 3D tensor :
97 T[i,j,k,0,0] - T[i,j,1,1] == 0
98 T[i,j,k,1,1] - T[i,j,2,2] == 0
43
99 T[i,j,k,0,1] == 0
100 T[i,j,k,0,2] == 0
101 T[i,j,k,1,2] == 0
102 """
103 found = np.zeros(5)
104 for i in range(xdata):
105 for j in range(ydata):
106 for k in range(zdata):
107 found[0] = np.fabs(T[i,j,k,0,0] - T[i,j,k,1,1]) <= tol
108 found[1] = np.fabs(T[i,j,k,1,1] - T[i,j,k,2,2]) <= tol
109 found[2] = np.fabs(T[i,j,k,0,1]) <= tol
110 found[3] = np.fabs(T[i,j,k,0,2]) <= tol
111 found[4] = np.fabs(T[i,j,k,1,2]) <= tol
112
113 if np.all(found):
114 deg_points((i,j,k),1)
115 fdp = fdp + 1
116
117 print "Found %d degenerate points in the tensor data." %(fdp)
118 return deg_points, fdp
C.2 Invariance
invariance.py
1 import sympy
2 from sympy import diff
3 import numpy
4
5 def msg(case,T,x):
6 dim = len(x)
7 T = numpy.array(T)
8 if case:
9 print "\nThe tensor"
10 print T
11 if dim==2:
12 print "has a degenerate point at (%d,%d)" %(x[0],x[1])
13 if dim==3:
14 print "has a degenerate point at (%d,%d,%d)" %(x[0],x[1],x[2])
15 else:
16 print "\nThe Tensor"
17 print T
18 if dim==2:
19 print "does not have a degenerate point at (%d,%d)" %(x[0],x[1])
20 if dim==3:
21 print "does not have a degenerate point at (%d,%d,%d)" %(x[0],x[1],x[2])
22
23 def invariant2D(T,coords,info=False):
24 """
25 Function assumes that the tensor is given in analytical form as a
26 sympy matrix. Further it only considers 2D second rank symmetric
27 tensors, i.e of the form
28
29 T = [T11 T12; T12 T22]
30
31 The invariant of the tensor is determined :
32 delta = ad - bc
33 where a = d/dx(T11 - T22), d = d/dy(T12), b = d/dy(T11 - T22),
34 and c = d/dx(T12). If the invariant is found to be zero, the
35 tensor has two equal eigenvalues, i.e the tensor is degenerate.
36
37 This technique is based on PhD thesis of Delmarcelle - see Del94
38 """
39 x0 , y0 = coords[0], coords[1]
40
41 T11 = 0.5*T[0,0]
42 T12 = 0.5*T[0,1]
44
43 T22 = 0.5*T[1,1]
44
45 x, y = sympy.symbols(’x y’)
46
47 delta =\
48 diff(T11-T22,x).evalf(subs={x:x0, y:y0})*diff(T12,y).evalf(subs={x:x0, y:y0})
49 -\
50 diff(T11-T22,y).evalf(subs={x:x0, y:y0})*diff(T12,x).evalf(subs={x:x0, y:y0})
51
52 eps = 1e-12
53 if abs(delta) <= eps :
54 if info:
55 msg(1,T,coords)
56 return 1
57 else:
58 if info:
59 msg(0,T,coords)
60 return 0
61
62 def invariant3D_discriminant(T,coords,info=True):
63 """
64 Function assumes that the tensor is given in analytical form as a
65 sympy matrix. Further it only considers 3D second rank symmetric
66 tensors, i.e of the formd
67
68 T = [T00 T01 T02;
69 T01 T11 T12;
70 T02 T12 T22]
71
72 The discriminant of the tensor is evaluated. If it equals zero, this implies
73 that the tensor has at least two equal eigenvalues, i.e the tensor is
74 degenerate.
75
76 This technique is based on the article by Zheng et. al. - see ZTP06
77 """
78 x0, y0, z0 = coords[0], coords[1], coords[2]
79 x,y,z = sympy.symbols(’x y z’)
80
81 P = T[0,0] + T[1,1] + T[2,2]
82 Q = sympy.det(T[:2,:2]) + sympy.det(T[1:,1:]) + T[2,2]*T[0,0] - T[0,2]*T[0,2]
83 R = sympy.det(T)
84
85 D = Q**2*P**2 - 4*R*P**3 - 4*Q**3 - 4*Q**3 + 18*P*Q*R - 27*R**2
86
87 D_value = D.evalf(subs={x:x0,y:y0,z:z0})
88 eps = 1e-12
89 if abs(D_value) <= eps :
90 if info:
91 msg(1,T,coords)
92 return 1
93 else:
94 if info:
95 msg(0,T,coords)
96 return 0
97
98 def invariant3D_constraint_functions(T,coords,info=True):
99 """
100 This function is another representation of the discriminant :
101 see invariant3D_discriminant().
102
103 Function assumes that the tensor is given in analytical form as a
104 sympy matrix. Further it only considers 3D second rank symmetric
105 tensors, i.e of the formd
106
107 T = [T00 T01 T02;
108 T01 T11 T12;
109 T02 T12 T22]
110
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111 The constaint function of the tensor is evaluated. If it equals zero,
112 this implies that the tensor has at least two equal eigenvalues, i.e
113 the tensor is degenerate.
114
115 This technique is based on the article by Zheng et. al. - see ZTP06
116 """
117 x0, y0, z0 = coords[0], coords[1], coords[2]
118 x,y,z = sympy.symbols(’x y z’)
119
120 fx = T[0,0]*(T[1,1]**2 - T[2,2]**2) + T[0,0]*(T[0,1]**2 - T[0,2]**2)\
121 + T[1,1]*(T[2,2]**2 - T[0,0]**2) + T[1,1]*(T[1,2]**2 - T[0,1]**2)\
122 + T[2,2]*(T[0,0]**2 - T[1,1]**2) + T[2,2]*(T[0,2]**2 - T[1,2]**2)
123
124 fy1 = T[1,2]*(2*(T[1,2]**2 - T[0,0]**2) - (T[0,2]**2 + T[0,1]**2)\
125 + 2*(T[1,1]*T[0,0] + T[2,2]*T[0,0] - T[1,1]*T[2,2]))\
126 + T[0,1]*T[0,2]*(2*T[0,0] - T[2,2] - T[1,1])
127
128 fy2 = T[0,2]*(2*(T[0,2]**2 - T[1,1]**2) - (T[0,1]**2 + T[1,2]**2)\
129 + 2*(T[2,2]*T[1,1] + T[0,0]*T[1,1] - T[2,2]*T[0,0]))\
130 + T[1,2]*T[0,1]*(2*T[1,1] - T[0,0] - T[2,2])
131
132 fy3 = T[0,1]*(2*(T[0,1]**2 - T[2,2]**2) - (T[1,2]**2 + T[0,2]**2)\
133 + 2*(T[0,0]*T[2,2] + T[1,1]*T[2,2] - T[0,0]*T[1,1]))\
134 + T[0,2]*T[1,2]*(2*T[2,2] - T[1,1] - T[0,0])
135
136 fz1 = T[1,2]*(T[0,2]**2 - T[0,1]**2) + T[0,1]*T[0,2]*(T[1,1] - T[2,2])
137
138 fz2 = T[0,2]*(T[0,1]**2 - T[1,2]**2) + T[1,2]*T[0,1]*(T[2,2] - T[0,0])
139
140 fz3 = T[0,1]*(T[1,2]**2 - T[0,2]**2) + T[0,2]*T[1,2]*(T[0,0] - T[1,1])
141
142 D = fx**2 + fy1**2 + fy2**2 + fy3**2 + 15*fz1**2 + 15*fz2**2 + 15*fz3**2
143
144 D_value = D.evalf(subs={x:x0,y:y0,z:z0})
145 eps = 1e-12
146 if abs(D_value) <= eps :
147 if info:
148 msg(1,T,coords)
149 return 1
150 else:
151 if info:
152 msg(0,T,coords)
153 return 0
154
155 if __name__ == "__main__":
156 x,y,z = sympy.symbols(’x y z’)
157
158 T1 = sympy.Matrix([[ 0.5*x**2, -x**2+y**2 ],
159 [-x**2+y**2, -0.5*x**2 - 2*x*y - 0.5*y**2]])
160 x0 = 0
161 y0 = 0
162 coords = (x0,y0)
163 invariant2D(T1,coords,info=True)
164
165 x0 = 1
166 y0 = 1
167 z0 = 1
168 coords = (x0,y0,z0)
169 T2 = sympy.Matrix([[x**2,x*y,y**2],
170 [x*y,y**2,y*z],
171 [x**2,y*z,z**2]])
172 discrim = invariant3D_discriminant(T2,coords,info=True)
173 constrain = invariant3D_constraint_functions(T2,coords,info=True)
174
175 if discrim == constrain:
176 print "Both functions give same result!"
46
C.3 Find the Metric gij
find metric.py
1 import sympy as sym
2
3 def curve_to_metric(ds2,dim,diff_=None):
4 if dim < 2:
5 raise ValueError("The metric is implemented for at least dim = 2.")
6 ds2 = str(ds2)
7 ds2 = ds2.replace(’ ’,’’)
8 differentials = []
9 if diff_ is None:
10 if dim >= 2:
11 differentials = [’du’,’dv’]
12 if dim >= 3:
13 differentials.append(’dw’)
14 if dim == 4:
15 differentials.append(’dt’)
16 else:
17 M = sym.Matrix(diff_)
18 for i in range(0,M.shape[0]):
19 n = str(M[i,i]).find(’*’)
20 diff = str(M[i,i])[0:n]
21 differentials.append(diff)
22
23 for diff in differentials:
24 ds2 = ds2.replace(diff+’**2’,diff+’*’+diff)
25
26 def split_elements(expr,tmp_list,side=’right’):
27 new_list = []
28 if type(tmp_list) is list:
29 for term in tmp_list:
30 split_terms = term.split(expr)
31 if type(split_terms) is list:
32 for sterms in split_terms:
33 new_list.append(sterms)
34 else:
35 new_list.append(split_terms)
36 else:
37 split_terms = tmp_list.split(expr) # split at found expression
38 if type(split_terms) is list:
39 for sterms in split_terms:
40 new_list.append(sterms)
41 else:
42 new_list.append(split_terms)
43
44 lost = expr[:-1]
45 sign = ’-’ # special case to be handeled
46 if side==’left’:
47 lost = expr[1:]
48 for i in range(len(new_list)):
49 term = new_list[i]
50 if side==’left’:
51 first = 0
52 if term[first] == ’*’:
53 new_list[i] = lost+new_list[i]
54 else:
55 last = len(term) - 1
56 if term[last] == ’*’:
57 new_list[i] = new_list[i]+lost
58 if expr[-1] == sign: # if expression contains ’-’ at end
59 # for next in list add ’-’
60 new_list[i+1] = ’-’+new_list[i+1]
61 return new_list
62
63 n = ds2
64 L=’left’
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65 R=’right’
66 p = ’+’
67 m = ’-’
68 for diff in differentials: # for each differential : dx_i = du,dv,dw,dt
69 expr = diff+p # ’dx_i+’
70 n = split_elements(expr,n,R)
71 expr = diff+m # ’dx_i-’
72 n = split_elements(expr,n,R)
73 expr = p+diff # ’+dx_i’
74 n = split_elements(expr,n,L)
75 expr = m+diff # ’-dx_i’
76 n = split_elements(expr,n,L)
77
78 # define the matrix structure of the metric components for mapping the
79 if dim == 2: # curve elements to their corresponding location
80 if diff_ is None:
81 diff = [[’du*du’,’du*dv’],
82 [’dv*du’,’dv*dv’]]
83 else:
84 diff = diff_
85 if dim == 3:
86 if diff_ is None:
87 diff = [[’du*du’,’du*dv’,’du*dw’],
88 [’dv*du’,’dv*dv’,’dv*dw’],
89 [’dw*du’,’dw*dv’,’dw*dw’]]
90 else:
91 diff = diff_
92 if dim == 4:
93 if diff_ is None:
94 diff = [[’du*du’,’du*dv’,’du*dw’,’dt*du’],
95 [’dv*du’,’dv*dv’,’dv*dw’,’dv*dt’],
96 [’dw*du’,’dv*dw’,’dw*dw’,’dw*dt’],
97 [’dt*du’,’dt*dv’,’dt*dw’,’dt*dt’]]
98 else:
99 diff = diff_
100 # add the elements in g without the above differentials
101 elements = n
102 g = [[’0’ for _ in range(dim)] for _ in range(dim)]
103 for element in elements:
104 for i in range(dim):
105 for j in range(dim):
106 if (element.find(diff[i][j]) != -1):
107 if (element.find(’*’ + diff[i][j]) != -1):
108 g[i][j] = element.replace(’*’+ diff[i][j],’’)
109 else:
110 g[i][j] = element.replace(diff[i][j],’1’)
111 g[j][i] = g[i][j]
112 from sympy import Matrix, sin, cos, exp, log, cosh, sinh, sqrt, tan, tanh
113 from sympy.abc import u,v,w,t
114 return Matrix(g)
115
116
117 def metric(coord1,coord2,form="simplified",write_to_file=False):
118 """
119 Calculates the metric for the coordinate transformation
120 between cartesian coordinates to another orthogonal
121 coordinate system.
122 """
123 from sympy import diff
124 x,y = coord1[0], coord1[1]
125 u,v = coord2[0], coord2[1]
126 dim = len(coord1)
127 if len(coord2) != dim:
128 import sys
129 sys.exit("Coordinate systems must have same dimensions.")
130 if dim >= 3:
131 z = coord1[2]
132 w = coord2[2]
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133 if dim == 4:
134 t1 = coord1[3]
135 t2 = coord2[3]
136 dxdu = diff(x,u)
137 dxdv = diff(x,v)
138 dydu = diff(y,u)
139 dydv = diff(y,v)
140 if dim >= 3:
141 dxdw = diff(x,w)
142 dydw = diff(y,w)
143 dzdu = diff(z,u)
144 dzdv = diff(z,v)
145 dzdw = diff(z,w)
146 if dim == 4:
147 dxdt = diff(x,t2)
148 dydt = diff(y,t2)
149 dzdt = diff(z,t2)
150 dtdu = diff(t1,u)
151 dtdv = diff(t1,v)
152 dtdw = diff(t1,w)
153 dtdt = diff(t1,t2)
154
155
156 import numpy as np
157 from sympy import Matrix
158 g = Matrix(np.zeros([dim,dim]))
159 g[0,0] = dxdu*dxdu + dydu*dydu
160 g[0,1] = dxdu*dxdv + dydu*dydv
161 g[1,1] = dxdv*dxdv + dydv*dydv
162 g[1,0] = g[0,1]
163 if dim >= 3:
164 g[0,0] += dzdu*dzdu
165 g[0,1] += dzdu*dzdv; g[1,0] = g[0,1]
166 g[0,2] = dxdu*dxdw + dydu*dydw + dzdu*dzdw; g[2,0] = g[0,2]
167 g[1,1] += dzdv*dzdv
168 g[1,2] = dxdv*dxdw + dydv*dydw + dzdv*dzdw; g[2,1] = g[1,2]
169 g[2,2] = dxdw*dxdw + dydw*dydw + dzdw*dzdw
170 if dim == 4:
171 g[0,0] += dtdu*dtdu
172 g[0,1] += dtdu*dtdv; g[1,0] = g[0,1]
173 g[0,2] += dtdu*dtdw; g[2,0] = g[0,2]
174 g[0,3] = dxdu*dxdt + dydu*dydt + dzdu*dzdt + dtdu*dtdt; g[3,0] = g[0,3]
175 g[1,1] += dtdv*dtdv
176 g[1,2] += dtdv*dtdw; g[2,1] = g[1,2]
177 g[1,3] = dxdv*dxdt + dydv*dydt + dzdv*dzdt + dtdv*dtdt; g[3,1] = g[1,3]
178 g[2,2] += dtdw*dtdw
179 g[2,3] = dxdw*dxdt + dydw*dydt + dzdw*dzdt + dtdw*dtdt; g[3,2] = g[2,3]
180 g[3,3] = dxdt*dtdt + dydt*dtdt + dzdt*dtdt + dtdt*dtdt
181
182 if form=="simplified":
183 def symplify_expr(expr):
184 new_expr = sym.trigsimp(expr)
185 new_expr = sym.simplify(new_expr)
186 return new_expr
187 print "Performing simplification on the metric. This may take some time ...."
188 for i in range(0,dim):
189 for j in range(0,dim):
190 g[i,j] = symplify_expr(g[i,j])
191
192 if write_to_file:
193 f = open("metric.txt","w")
194 f.write(str(g))
195 f.close()
196 return g
197
198 def toroidal_coordinates(form="simplified"):
199 from sympy.abc import u, v, w, a
200 from sympy import sin,cos,sinh,cosh
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201
202 x = (a*sinh(u)*cos(w))/(cosh(u) - cos(v))
203 y = (a*sinh(u)*sin(w))/(cosh(u) - cos(v))
204 z = (a*sin(v))/(cosh(u) - cos(v))
205 coord1 = (x,y,z)
206 coord2 = (u,v,w)
207 g = metric(coord1,coord2,form)
208 diff_form = [[’du*du’,’du*dv’,’du*dw’],
209 [’dv*du’,’dv*dv’,’dv*dw’],
210 [’dw*du’,’dv*dw’,’dw*dw’]]
211 return g, diff_form
212
213 def cylindrical_coordinates(form="simplified"):
214 from sympy.abc import u, v, w, x, y, z
215 from sympy import sin,cos
216
217 x = u*cos(v)
218 y = u*sin(v)
219 z = w
220 coord1 = (x,y,z)
221 coord2 = (u,v,w)
222 g = metric(coord1,coord2,form)
223 diff_form = [[’du*du’,’du*dv’,’du*dw’],
224 [’dv*du’,’dv*dv’,’dv*dw’],
225 [’dw*du’,’dv*dw’,’dw*dw’]]
226 return g, diff_form
227
228 def spherical_coordinates(form="simplified"):
229 from sympy.abc import u, v, w, x, y, z
230 from sympy import sin,cos
231
232 x = u*sin(v)*cos(w)
233 y = u*sin(v)*sin(w)
234 z = u*cos(v)
235 coord1 = (x,y,z)
236 coord2 = (u,v,w)
237 g = metric(coord1,coord2,form)
238 diff_form = [[’du*du’,’du*dv’,’du*dw’],
239 [’dv*du’,’dv*dv’,’dv*dw’],
240 [’dw*du’,’dv*dw’,’dw*dw’]]
241 return g, diff_form
242
243 def inverse_prolate_spheroidal_coordinates(form="usimp",write_to_file=True):
244 from sympy.abc import u, v, w, a
245 from sympy import sin,cos,sinh,cosh
246
247 x = (a*sinh(u)*sin(v)*cos(w))/(cosh(u)**2 - sin(v)**2)
248 y = (a*sinh(u)*sin(v)*sin(w))/(cosh(u)**2 - sin(v)**2)
249 z = (a*cosh(u)*cos(v))/(cosh(u)**2 - sin(v)**2)
250 coord1 = (x,y,z)
251 coord2 = (u,v,w)
252 g = metric(coord1,coord2,form,write_to_file)
253 diff_form = [[’du*du’,’du*dv’,’du*dw’],
254 [’dv*du’,’dv*dv’,’dv*dw’],
255 [’dw*du’,’dv*dw’,’dw*dw’]]
256 return g, diff_form
257
258 def cylindrical_catenoid_coordinates(form=’simplified’):
259 from sympy.abc import u, v, w
260 from sympy import sin,cos
261 x = cos(u) - v*sin(u)
262 y = sin(u) + v*cos(u)
263 z = v
264 coord1 = (x,y,z)
265 coord2 = (u,v,w)
266 g = metric(coord1,coord2,form)
267 g = g[:2,:2] # 2-dimensional
268 diff_form = [[’du*du’,’du*dv’],
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269 [’dv*du’,’dv*dv’]]
270 return g, diff_form
271
272 def egg_carton_coordinates(form=’simplified’):
273 from sympy.abc import u, v, w
274 from sympy import sin,cos
275 x = u
276 y = v
277 z = sin(u)*cos(v)
278 coord1 = (x,y,z)
279 coord2 = (u,v,w)
280 g = metric(coord1,coord2,form)
281 g = g[:2,:2] # 2-dimensional
282 diff_form = [[’du*du’,’du*dv’],
283 [’dv*du’,’dv*dv’]]
284 return g, diff_form
285
286 def analytical(k_value=0,form="simplified"): # k=0 gives flat space
287 from sympy import sin
288 from sympy.abc import u,v,k
289 ds2 = ’(1/(1 - k*u**2))*du**2 + u**2*dv**2 + u**2*sin(v)**2*dw**2’
290 g = curve_to_metric(ds2,3)
291 g = g.subs(k,k_value)
292 diff_form = [[’du*du’,’du*dv’,’du*dw’],
293 [’dv*du’,’dv*dv’,’dv*dw’],
294 [’dw*du’,’dv*dw’,’dw*dw’]]
295 return g, diff_form
296
297 def kerr_metric(): #in polar coordinates u,v,w, and t
298 from sympy import symbols, simplify, cos, sin
299 from sympy.abc import G,M,l,u,v,w #,c,J
300 # from wikipedia :
301 """
302 ds2 = ’(1 - us*u/p)*c**2*dt**2 - (p/l)*du**2 - p*dv**2 -\
303 (u**2 + a**2 + (us*u*a**2/p**2)*sin(v)**2)*sin(v)**2*dw**2\
304 + (2*us*u*a*sin(v)**2/p)*c*dt*dw’
305 g = curve_to_metric(ds2,dim=4)
306
307 us,p,a,l = symbols(’us,p,a,l’)
308 g = g.subs({p:u**2 + a**2*cos(v)})
309 g = g.subs({l:u**2 - us*u + a**2})
310 g = g.subs({us:2*G*M/c**2})
311 g = g.subs({a:J/(M*c)})
312 """
313 # from Thomas A. Moore (if a=0 ds2 reduces to Schwarzchild solution)
314 ds2 = ’-(1 - us*u/p)*dt**2 + (p/l)*du**2 + p*dv**2 \
315 + (u**2 + a**2 + (us*u*a**2*sin(v)**2/p**2))*sin(v)**2*dw**2\
316 - (2*us*u*a*sin(v)**2/p)*dt*dw’
317 g = curve_to_metric(ds2,dim=4)
318 us,p,a,l = symbols(’us,p,a,l’)
319 g = g.subs({p:u**2 + a**2*cos(v)})
320 g = g.subs({l:u**2 - us*u + a**2})
321 g = g.subs({us:2*G*M})
322 print "Performing simplification on the metric. This may take some time ...."
323 g = simplify(g)
324 diff_form = [[’du*du’,’du*dv’,’du*dw’,’dt*du’],
325 [’dv*du’,’dv*dv’,’dv*dw’,’dv*dt’],
326 [’dw*du’,’dv*dw’,’dw*dw’,’dw*dt’],
327 [’dt*du’,’dt*dv’,’dt*dw’,’dt*dt’]]
328 return g, diff_form
329
330 def kerr_3D_metric_time_independent(): # unphysical ?
331 from sympy import symbols, simplify, cos, sin
332 from sympy.abc import G,M,l,u,v,w
333 ds2 = ’(p/l)*du**2 + p*dv**2 \
334 + (u**2 + a**2 + (us*u*a**2*sin(v)**2/p**2))*sin(v)**2*dw**2’
335 g = curve_to_metric(ds2,dim=3)
336 us,p,a,l = symbols(’us,p,a,l’)
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337 g = g.subs({p:u**2 + a**2*cos(v)})
338 g = g.subs({l:u**2 - us*u + a**2})
339 g = g.subs({us:2*G*M})
340 print "Performing simplification on the metric. This may take some time ...."
341 g = simplify(g)
342 diff_form = [[’du*du’,’du*dv’,’du*dw’],
343 [’dv*du’,’dv*dv’,’dv*dw’],
344 [’dw*du’,’dv*dw’,’dw*dw’]]
345 return g, diff_form
346
347 def kerr_3D_metric(): # one space component dropped : phi
348 from sympy import symbols, simplify, cos, sin
349 from sympy.abc import G,M,l,u,v,t
350 ds2 = ’-(1 - us*u/p)*dw**2 + (p/l)*du**2 + p*dv**2’
351 g = curve_to_metric(ds2,dim=3)
352 us,p,a,l = symbols(’us,p,a,l’)
353 g = g.subs({p:u**2 + a**2*cos(v)})
354 g = g.subs({l:u**2 - us*u + a**2})
355 g = g.subs({us:2*G*M})
356 print "Performing simplification on the metric. This may take some time ...."
357 g = simplify(g)
358 diff_form = [[’du*du’,’du*dv’,’du*dw’],
359 [’dv*du’,’dv*dv’,’dv*dw’],
360 [’dw*du’,’dv*dw’,’dw*dw’]]
361 return g, diff_form
362
363 def torus_metric(a=1,c=2,form=’simplified’):
364 from sympy.abc import u, v, w
365 from sympy import sin,cos
366 x = (c + a*cos(u))*cos(v)
367 y = (c + a*cos(u))*sin(v)
368 z = sin(u)
369 coord1 = (x,y,z)
370 coord2 = (u,v,w)
371 g = metric(coord1,coord2,form)
372 g = g[:2,:2]
373 diff_form = [[’du*du’,’du*dv’],
374 [’dv*du’,’dv*dv’]]
375 return g, diff_form
376
377 def flat_sphere():
378 ds2 = ’dv**2 + sin(v)**2*dw**2’
379 diff_form = [[’dv*dv’,’dv*dw’],[’dw*dv’,’dw*dw’]]
380 g = curve_to_metric(ds2,dim=2,diff_=diff_form)
381 return g, diff_form
382
383 def mobius_strip(form=’simplified’):
384 from sympy.abc import u, v, w
385 from sympy import sin,cos
386 x = (1 + cos(u/2)*v/2)*cos(u)
387 y = (1 + cos(u/2)*v/2)*sin(u)
388 z = sin(u/2)*v/2
389 coord1 = (x,y,z)
390 coord2 = (u,v,w)
391 g = metric(coord1,coord2,form)
392 g = g[:2,:2]
393 diff_form = [[’du*du’,’du*dv’],[’dv*du’,’dv*dv’]]
394 return g, diff_form
395
396 if __name__ == "__main__":
397 g1,diff_form = toroidal_coordinates()
398 print "The toroidal metric"
399 print g1
400 print ’with the corresponding differentials’
401 print diff_form
402
403 """
404 g2,diff_form = cylindrical_coordinates()
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405 print "\nCylindrical"
406 print g2
407
408 g3, diff_form = spherical_coordinates()
409 print "\nSpherical"
410 print g3
411
412 g4, diff_form = inverse_prolate_spheroidal_coordinates("usimp",1)
413 print "\nInverse prolate spheroidal coordinates - without simplified form"
414 print g4
415 """
C.4 Riemann Curvature, Ricci tensor, Scalar curvature
tensor.py
1 from __future__ import division
2 import sympy as sympy
3
4 class Riemann:
5 """
6 Used for defining a Riemann curvature tensor or Ricci tensor
7 for a given metric between cartesian coordinates and another
8 orthognal coordinate system.
9 """
10 def __init__(self, g, dim, sys_title="coordinate_system", user_coord = None,
11 flat_diff = None):
12 """
13 Contructor __init__ initializes the object for a given
14 metric g (symbolic matrix). The metric must be defined
15 with sympy variables u and v for the orthoganl basis in
16 the Cartesian coordinate system.
17
18 g : metric defined as nxn Sympy.Matrix object
19 sys_titles : descriptive information about the coordinate system
20 besides Cartesian coordinates
21 dim : R^2, R^3, or R^4
22 user_coord : User supplies their own set of coordinate symbols
23 flat_diff : Matrix with differentials if g is a flat metric
24 """
25 from sympy.diffgeom import Manifold, Patch
26 self.dim = dim
27 self.g = g
28 if flat_diff is not None:
29 self._set_flat_coordinates(sys_title,flat_diff)
30 elif user_coord is None:
31 self._set_coordinates(sys_title)
32 else:
33 self._set_user_coordinates(sys_title,user_coord)
34 self.metric = self._metric_to_twoform(g)
35
36 def _set_flat_coordinates(self,sys_title,flat_diff):
37 from sympy.diffgeom import CoordSystem, Manifold, Patch
38 manifold = Manifold("M",self.dim)
39 patch = Patch("P",manifold)
40 flat_diff = sympy.Matrix(flat_diff)
41 N = flat_diff.shape[0]
42 coords = []
43 for i in range(0,N):
44 n = str(flat_diff[i,i]).find(’*’)
45 coord_i = str(flat_diff[i,i])[1:n]
46 coords.append(coord_i)
47 if self.dim==4:
48 system = CoordSystem(sys_title, patch, [str(coords[0]),str(coords[1]),\
49 str(coords[2]),str(coords[3])])
50 u, v, w, t = system.coord_functions()
51 self.w = w
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52 self.t = t
53
54 if self.dim==3:
55 system = CoordSystem(sys_title, patch, [str(coords[0]),str(coords[1]),\
56 str(coords[2])])
57 u, v, w = system.coord_functions()
58 self.w = w
59
60 if self.dim==2:
61 system = CoordSystem(sys_title, patch, [str(coords[0]),str(coords[1])])
62 u, v = system.coord_functions()
63
64 self.u, self.v = u, v
65 self.system = system
66
67 def _set_user_coordinates(self,sys_title,user_coord):
68 from sympy.diffgeom import CoordSystem, Manifold, Patch
69 manifold = Manifold("M",self.dim)
70 patch = Patch("P",manifold)
71 if self.dim==4:
72 system = CoordSystem(sys_title, patch, [str(user_coord[0]),str(user_coord[1]),\
73 str(user_coord[2]),str(user_coord[3])])
74 u, v, w, t = system.coord_functions()
75 self.w = w
76 self.t = t
77
78 if self.dim==3:
79 system = CoordSystem(sys_title, patch, [str(user_coord[0]),str(user_coord[1]),
80 str(user_coord[2])])
81 u, v, w = system.coord_functions()
82 self.w = w
83
84 if self.dim==2:
85 system = CoordSystem(sys_title, patch, [str(user_coord[0]),str(user_coord[1])])
86 u, v = system.coord_functions()
87
88 self.u, self.v = u, v
89 self.system = system
90
91 def _set_coordinates(self,sys_title):
92 from sympy.diffgeom import CoordSystem, Manifold, Patch
93 manifold = Manifold("M",self.dim)
94 patch = Patch("P",manifold)
95 if self.dim==4:
96 system = CoordSystem(sys_title, patch, ["u", "v", "w","t"])
97 u, v, w, t = system.coord_functions()
98 self.w = w
99 self.t = t
100
101 if self.dim==3:
102 system = CoordSystem(sys_title, patch, ["u", "v", "w"])
103 u, v, w = system.coord_functions()
104 self.w = w
105
106 if self.dim==2:
107 system = CoordSystem(sys_title, patch, ["u", "v"])
108 u, v = system.coord_functions()
109
110 self.u, self.v = u, v
111 self.system = system
112
113 def _metric_to_twoform(self,g):
114 dim = self.dim
115 system = self.system
116 diff_forms = system.base_oneforms()
117 u_, v_ = self.u, self.v
118 u = u_
119 v = v_
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120 if dim >= 3:
121 w_ = self.w
122 w = w_
123 if dim == 4:
124 t_ = self.t
125 t = t_
126
127 from sympy import asin, acos, atan, cos, log, ln, exp, cosh, sin, sinh, sqrt, tan, tanh
128 import sympy.abc as abc
129 self._abc = abc
130 self._symbols = [’*’,’/’,’(’,’)’,"’",’"’]
131 self._letters = []
132 g_ = sympy.Matrix(dim*[dim*[0]])
133 # re-evaluate the metric for (u,v,w,t if 4D) which are Basescalar objects
134 for i in range(dim):
135 for j in range(dim):
136 expr = str(g[i,j])
137 self._try_expr(expr) # evaluate expr in a safe environment
138 for letter in self._letters:
139 exec(’from sympy.abc import %s’%letter)
140 g_[i,j] = eval(expr) # this will now work for any variables defined in sympy.abc
141 g_[i,j] = g_[i,j].subs(u,u_)
142 g_[i,j] = g_[i,j].subs(v,v_)
143 if dim >= 3:
144 g_[i,j] = g_[i,j].subs(w,w_)
145 if dim == 4:
146 g_[i,j] = g_[i,j].subs(t,t_)
147 from sympy.diffgeom import TensorProduct
148 metric_diff_form = sum([TensorProduct(di, dj)*g_[i, j]
149 for i, di in enumerate(diff_forms)
150 for j, dj in enumerate(diff_forms)])
151 return metric_diff_form
152
153 def _try_expr(self,expr):
154 """
155 This is a help function used initially to evaluate the user-defined metric
156 elements as a sympy expression : expr. The purpose of this method is to
157 prevent the namespace of the user from being polluted by the command
158 ’from sympy.abc import *’.
159
160 expr : a string object to be evaluated as a sympy expression
161 """
162 from sympy import asin, acos, atan, cos, log, ln, exp, cosh, sin, sinh, sqrt, tan, tanh
163 letters = self._letters
164 abc = self._abc
165 try:
166 for letter in letters:
167 exec(’from sympy.abc import %s’%letter) # re-execute after finding each unknown variable
168 l_ = expr.count(’(’)
169 r_ = expr.count(’)’)
170 if l_ == r_:
171 eval(expr)
172 elif l_ < r_:
173 eval((r_-l_)*’(’+expr)
174 except NameError as err:
175 msg = str(err)
176 pos = msg.find("’")
177 letter = msg[pos+1]
178 pos = pos +1
179 found = False
180 symbols = self._symbols
181 while (pos+1 < len(msg)) and (not found):
182 more = msg[pos+1]
183 for symb in symbols:
184 if more==symb or more.isdigit():
185 found = True
186 break
187 if found is False:
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188 letter = letter+more
189 pos = pos + 1
190 for alphabet in abc.__dict__:
191 if letter == alphabet:
192 letters.append(alphabet)
193 self._try_expr(expr[expr.find(alphabet):]) # search for the next unknown variable
194
195 def _tuple_to_list(self,t):
196 """
197 Recoursively turn a tuple to a list.
198 """
199 return list(map(self._tuple_to_list, t)) if isinstance(t, (list, tuple)) else t
200
201 def _symplify_expr(self,expr): # this is a costly stage for complex expressions
202 """
203 Perform simplification of the provided expression.
204 Method returns a SymPy expression.
205 """
206 expr = sympy.trigsimp(expr)
207 expr = sympy.simplify(expr)
208 return expr
209
210 def metric_to_Christoffel_1st(self):
211 from sympy.diffgeom import metric_to_Christoffel_1st
212 return metric_to_Christoffel_1st(self.metric)
213
214 def metric_to_Christoffel_2nd(self):
215 from sympy.diffgeom import metric_to_Christoffel_2nd
216 return metric_to_Christoffel_2nd(self.metric)
217
218 def find_Christoffel_tensor(self,form="simplified"):
219 """
220 Method determines the Riemann-Christoffel tensor
221 for a given metric(which must be in two-form).
222
223 form : default value - "simplified"
224 If desired, a simplified form is returned.
225
226 The returned value is a SymPy Matrix.
227 """
228 from sympy.diffgeom import metric_to_Riemann_components
229 metric = self.metric
230 R = metric_to_Riemann_components(metric)
231 simpR = self._tuple_to_list(R)
232 dim = self.dim
233 if form=="simplified":
234 print ’Performing simplifications on each component....’
235 for m in range(dim):
236 for i in range(dim):
237 for j in range(dim):
238 for k in range(dim):
239 expr = str(R[m][i][j][k])
240 expr = self._symplify_expr(expr)
241 simpR[m][i][j][k] = expr
242 self.Christoffel = sympy.Matrix(simpR)
243 return self.Christoffel
244
245 def find_Ricci_tensor(self,form="simplified"):
246 """
247 Method determines the Ricci curvature tensor for
248 a given metric(which must be in two-form).
249
250 form : default value - "simplified"
251 If desired, a simplified form is returned.
252
253 The returned value is a SymPy Matrix.
254 """
255 from sympy.diffgeom import metric_to_Ricci_components
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256 metric = self.metric
257 RR = metric_to_Ricci_components(metric)
258 simpRR = self._tuple_to_list(RR)
259 dim = self.dim
260 if form=="simplified":
261 print ’Performing simplifications on each component....’
262 for m in range(dim):
263 for i in range(dim):
264 expr = str(RR[m][i])
265 expr = self._symplify_expr(expr)
266 simpRR[m][i] = expr
267 self.Ricci = sympy.Matrix(simpRR)
268 return self.Ricci
269
270 def find_scalar_curvature(self):
271 """
272 Method performs scalar contraction on the Ricci tensor.
273 """
274 try:
275 Ricci = self.Ricci
276 except AttributeError:
277 print "Ricci tensor must be determined first."
278 return None
279 g = self.g
280 g_inv = self.g.inv()
281 scalar_curv = sympy.simplify(g_inv*Ricci)
282 scalar_curv = sympy.trace(scalar_curv)
283 self.scalar_curv = scalar_curv
284 return self.scalar_curv
285
286
287 if __name__ == "__main__":
288 import find_metric
289 k = -1
290 g,diff_form = find_metric.analytical(k) # k=0 gives flat space
291 R = Riemann(g,dim=3,sys_title="analytical")
292 print R.metric
293 from sympy import srepr
294 print srepr(R.system)
295 RC = R.find_Christoffel_tensor()
296 RR = R.find_Ricci_tensor()
297 scalarRR = R.find_scalar_curvature()
298
299 print "\nThe analytical curve element has the following metric for k=%.1f"%k
300 print g
301 print "\nThe Ricci tensor is given as"
302 print RR
303 print "\nand the scalar curvature is"
304 print scalarRR
305
306 """
307 from sympy.abc import r,theta, phi, u,v
308 g,diff_form = find_metric.flat_sphere()
309 diff = [[’dv*dv’,’dv*dw’],[’dw*dv’,’dw*dw’]]
310 R = Riemann(g, dim=2, sys_title="flat_sphere",\
311 flat_metric = True, flat_diff = diff)
312 C = R.metric_to_Christoffel_2nd(R.metric)
313 RC = R.find_Christoffel_tensor()
314 RR = R.find_Ricci_tensor()
315 scalarRR = R.find_scalar_curvature()
316
317 print "\nThe 2D sphere has the following metric"
318 print g
319 print "\nThe Christoffel tensor is given as"
320 for m in range(dim):
321 for i in range(dim):
322 print RC[m,i]
323 print "\nThe Ricci tensor is given as"
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324 print RR
325 print "\nand the scalar curvature is"
326 print scalarRR
327
328
329 g,diff_form = find_metric.toroidal_coordinates()
330 R = Riemann(g,dim=3,sys_title="toroidal")
331 RC = R.find_Christoffel_tensor()
332 RR = R.find_Ricci_tensor()
333 print RC,"\n",RR
334
335 g,diff_form = find_metric.spherical_coordinates()
336 R = Riemann(g,dim=3,sys_title="spherical")
337 RC = R.find_Christoffel_tensor()
338 RR = R.find_Ricci_tensor()
339 print RC,"\n",RR
340
341 g,diff_form = find_metric.cylindrical_coordinates()
342 R = Riemann(g=g,dim=3,sys_title="cylindrical")
343 RC = R.find_Christoffel_tensor()
344 RR = R.find_Ricci_tensor()
345 print RC,"\n",RR
346
347 # Warning : This takes very long time (just to find g)!
348 g,diff_form = find_metric.inverse_prolate_spheroidal_coordinates()
349 R = Riemann(g,dim=3,sys_title="inv_prolate_sphere")
350 RC = R.find_Christoffel_tensor()
351 RR = R.find_Ricci_tensor()
352 print RC,"\n",RR
353 """
C.5 Geodesic Differential Equations Solver
gde.py
1 import numpy as np
2 import scipy.integrate as sc
3 import sympy as sym
4
5 def f3D(y,s,*args):
6 C,u,v,w = args
7 y0 = y[0] # u
8 y1 = y[1] # u’
9 y2 = y[2] # v
10 y3 = y[3] # v’
11 y4 = y[4] # w
12 y5 = y[5] # w’
13 C = C.subs({u:y0,v:y2,w:y4})
14
15 dy = np.zeros_like(y)
16 dy[0] = y1
17 dy[2] = y3
18 dy[4] = y5
19 dy[1] = -C[0,0][0]*dy[0]**2\
20 -2*C[0,0][1]*dy[0]*dy[2]\
21 -2*C[0,0][2]*dy[0]*dy[4]\
22 -2*C[0,1][2]*dy[2]*dy[4]\
23 -C[0,1][1]*dy[2]**2\
24 -C[0,2][2]*dy[4]**2
25 dy[3] = -C[1,0][0]*dy[0]**2\
26 -2*C[1,0][1]*dy[0]*dy[2]\
27 -2*C[1,0][2]*dy[0]*dy[4]\
28 -2*C[1,1][2]*dy[2]*dy[4]\
29 -C[1,1][1]*dy[2]**2\
30 -C[1,2][2]*dy[4]**2
31 dy[5] = -C[2,0][0]*dy[0]**2\
32 -2*C[2,0][1]*dy[0]*dy[2]\
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33 -2*C[2,0][2]*dy[0]*dy[4]\
34 -2*C[2,1][2]*dy[2]*dy[4]\
35 -C[2,1][1]*dy[2]**2\
36 -C[2,2][2]*dy[4]**2
37 return dy
38
39 def f(y,s,*args):
40 """
41 The geodesic differential equations are solved.
42 Described as a system of first order differential-
43 equations :
44
45 y0 = u
46 y1 = u’
47 y2 = v
48 y3 = v’
49
50 dy0 = y1
51 dy1 = u’’
52 dy2 = y2
53 dy3 = v’’
54
55 Input :
56 C is the Christoffel symbol of second kind
57 u and v are symbolic expressions.
58
59 Output :
60 dy = [dy0,dy1,dy2,dy3]
61 """
62 C,u,v = args
63 y0 = y[0] # u
64 y1 = y[1] # u’
65 y2 = y[2] # v
66 y3 = y[3] # v’
67 dy = np.zeros_like(y)
68 dy[0] = y1
69 dy[2] = y3
70
71 C = C.subs({u:y0,v:y2})
72 dy[1] = -C[0,0][0]*dy[0]**2\
73 -2*C[0,0][1]*dy[0]*dy[2]\
74 -C[0,1][1]*dy[2]**2
75 dy[3] = -C[1,0][0]*dy[0]**2\
76 -2*C[1,0][1]*dy[0]*dy[2]\
77 -C[1,1][1]*dy[2]**2
78 return dy
79
80 def solve(C,u0,s0,s1,ds,solver=None):
81 from sympy.abc import u,v
82 global f
83 if len(u0) == 6: # 3D problem
84 from sympy.abc import w
85 args = (C,u,v,w)
86 f = f3D
87 else:
88 args = (C,u,v)
89
90 if solver == None: # use lsoda from scipy.integrate.odeint
91 s = np.arange(s0,s1+ds,ds)
92 print ’Running solver ...’
93 return sc.odeint(f,u0,s,args=args)
94 else: # use any other solver from scipy.integrate.ode
95 # vode,zvode,lsoda,dopri5,dop853
96 r = sc.ode(lambda t,x,args: f(x,t,*args)).set_integrator(solver)
97 r.set_f_params(args)
98 r.set_initial_value(u0)
99 y = []
100 print ’Running solver ...’
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101 while r.successful() and r.t <= s1:
102 r.integrate(r.t + ds)
103 y.append(r.y)
104 return np.array(y)
105
106 def two_points(p1,p2,s0,s1,ds,C,tol=1e-6,surface=None):
107 """
108 The function attempts to find the geodesic between two points p1 and p2.
109 """
110 p1 = np.array(p1)
111 p2 = np.array(p2)
112 if (np.fabs(p1-p2) <= tol).all() == 1:
113 raise ValueError(’Point 1 and point 2 are the same point : (%.1f,%.1f)’%(p2[0],p2[1]))
114 found = False
115 X_ = []
116 u_ = 4*[0]; u_[0] = p1[0]; u_[2] = p1[1]
117 du = np.arange(-.2,.2,ds)
118 N = du.shape[0]
119 i = 0
120 while (i < N) and (not found):
121 u_[1] = du[i]
122 j = 0
123 while (j < N) and (not found):
124 u_[3] = du[j]
125 print ’Testing initial conditions :’
126 print u_
127 X = solve(C,u_,s0,s1,ds)
128 u__ = np.where(np.fabs(X[:,0]-p2[0]) <= tol)[0]
129 v__ = np.where(np.fabs(X[:,2]-p2[1]) <= tol)[0]
130 if (u__ == v__).any() == True:
131 found = True
132 X_ = X
133 print ’Following initial conditions connect the two provided points ’
134 print ’(%.6f,%.6f)’%(u_[0],u_[2]), ’, (%.6f,%.6f)’%(p2[0],p2[1])
135 print "u’ = %f , v’ = %f"%(u_[1],u_[3])
136 j = j + 1
137 i = i + 1
138 if (len(X_) > 0) and (surface is not None):
139 print ’Plotting the geodesics for provided surface...’,surface
140 if surface == ’catenoid’:
141 display_catenoid(u_,s0,s1,ds,show=True)
142 elif surface == ’torus’:
143 display_torus(u_,s0,s1,ds,show=True)
144 elif surface == ’sphere’:
145 display_sphere(u_,s0,s1,ds,show=True)
146 elif surface == ’egg_carton’:
147 display_egg_carton(u_,s0,s1,ds,show=True)
148 return X
149
150 def Christoffel_2nd(g=None,metric=None): # either g is supplied as arugment or the two-form
151 from sympy.abc import u,v
152 from sympy.diffgeom import metric_to_Christoffel_2nd
153 from sympy import asin, acos, atan, cos, log, ln, exp, cosh, sin, sinh, sqrt, tan, tanh
154 if metric is None: # if metric is not specified as two_form
155 import tensor as t
156 R = t.Riemann(g,g.shape[0])
157 metric = R.metric
158 C = sym.Matrix(eval(str(metric_to_Christoffel_2nd(metric))))
159 return C
160
161 def catenoid():
162 import find_metric
163 g = find_metric.cylindrical_catenoid_coordinates()
164 C = Christoffel_2nd(g)
165 return C
166
167 def torus(a=1,c=2):
168 import find_metric
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169 g = find_metric.torus_metric(a,c)
170 C = Christoffel_2nd(g)
171 return C
172
173 def toroid(u=1,v=None,a=1):
174 import find_metric as fm
175 g, diff = fm.toroidal_coordinates()
176 if v is None:
177 g = g.subs(’u’,u)[:2,:2]
178 else:
179 g = g.subs(’v’,v)[1:,1:]
180 g = g.subs(’a’,a)
181
182 import tensor as t
183 R = t.Riemann(g,dim=2,sys_title=’toroid’)
184 C = Christoffel_2nd(metric=R.metric)
185 return C
186
187
188 def egg_carton():
189 import tensor as t
190 import find_metric as fm
191 g,diff = find_metric.egg_carton_metric()
192 R = t.Riemann(g,dim=2,sys_title=’egg_carton’,flat_diff=diff)
193 """
194 # this works :
195 from sympy.abc import u,v
196 u_,v_ = R.system.coord_functions()
197 du,dv = R.system.base_oneforms()
198 metric = R.metric.subs({u:u_,v:v_,’dv’:dv,’du’:du})
199 """
200 C = Christoffel_2nd(metric=R.metric)
201 return C
202
203 def flat_kerr(a=0,G=1,M=0.5):
204 import find_metric as fm
205 from sympy.diffgeom import CoordSystem, Manifold, Patch, TensorProduct
206
207 manifold = Manifold("M",3)
208 patch = Patch("P",manifold)
209 kerr = CoordSystem("kerr", patch, ["u","v","w"])
210 u,v,w = kerr.coord_functions()
211 du,dv,dw = kerr.base_oneforms()
212
213 g11 = (a**2*sym.cos(v) + u**2)/(-2*G*M*u + a**2 + u**2)
214 g22 = a**2*sym.cos(v) + u**2
215 g33 = -(1 - 2*G*M*u/(u**2 + a**2*sym.cos(v)))
216 # time independent : unphysical ?
217 #g33 = 2*G*M*a**2*sym.sin(v)**4*u/(a**2*sym.cos(v) + u**2)**2 + a**2*sym.sin(v)**2 + sym.sin(v)**2*u
**2
218 metric = g11*TensorProduct(du, du) + g22*TensorProduct(dv, dv) + g33*TensorProduct(dw, dw)
219 C = Christoffel_2nd(metric=metric)
220 return C
221
222 def flat_sphere():
223 import find_metric as fm
224 import tensor as t
225 g,diff = find_metric.flat_sphere()
226 R = t.Riemann(g,dim=2,sys_title=’flat_sphere’,flat_diff=diff)
227 C = Christoffel_2nd(metric=R.metric)
228 return C
229
230 def sphere():
231 from sympy.abc import u,v
232 from sympy import tan, cos ,sin
233 """
234 return flat_sphere() # in correct entries in Christoffel symbol of 2nd kind
235 """
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236 return sym.Matrix([[(0,-tan(v)), (0, 0)],[(sin(v)*cos(v), 0), (0, 0)]])
237
238 def mobius_strip():
239 import find_metric as fm
240 import tensor as t
241 g,diff = fm.mobius_strip()
242 R = t.Riemann(g,dim=2,sys_title=’mobius_strip’,flat_diff = diff)
243 #metric=R.metric
244 from sympy.diffgeom import TensorProduct, Manifold, Patch, CoordSystem
245 manifold = Manifold("M",2)
246 patch = Patch("P",manifold)
247 system = CoordSystem(’mobius_strip’, patch, ["u", "v"])
248 u, v = system.coord_functions()
249 du,dv = system.base_oneforms()
250 from sympy import cos
251 metric = (cos(u/2)**2*v**2/4 + cos(u/2)*v + v**2/16 + 1)*TensorProduct(du, du) + 0.25*TensorProduct(
dv, dv)
252 C = Christoffel_2nd(metric=metric)
253 return C
254
255 def display_mobius_strip(u0,s0,s1,ds,solver=None,show=False):
256 C = mobius_strip() # Find the Christoffel tensor for mobius strip
257 X = solve(C,u0,s0,s1,ds,solver)
258
259 import matplotlib.pylab as plt
260 from mpl_toolkits.mplot3d import Axes3D
261 u,v = plt.meshgrid(np.linspace(-2*np.pi,np.pi,250),np.linspace(-np.pi,np.pi,250))
262 x = (1 + np.cos(u/2.)*v/2.)*np.cos(u)
263 y = (1 + np.cos(u/2.)*v/2.)*np.sin(u)
264 z = np.sin(u/2.)*v/2.
265
266 fig = plt.figure()
267 ax = fig.add_subplot(111, projection=’3d’)
268 ax.view_init(elev=10, azim=81)
269 # use transparent colormap
270 import matplotlib.cm as cm
271 theCM = cm.get_cmap()
272 theCM._init()
273 alphas = -.5*np.ones(theCM.N)
274 theCM._lut[:-3,-1] = alphas
275 ax.plot_surface(x,y,z,linewidth=0,cmap=theCM)
276 ax.set_xlabel(’x’)
277 ax.set_ylabel(’y’)
278 ax.set_zlabel(’z’)
279 plt.hold(’on’)
280
281 # plot the parametrized data on to the catenoid
282 u,v = X[:,0], X[:,2]
283 x = (1 + np.cos(u/2.)*v/2.)*np.cos(u)
284 y = (1 + np.cos(u/2.)*v/2.)*np.sin(u)
285 z = np.sin(u/2.)*v/2.
286
287 ax.plot(x,y,z,’--r’)
288 s0_ = s0/np.pi
289 s1_ = s1/np.pi
290 fig.suptitle("$s\in[%1.f,%1.f\pi]$ , $u = %.1f$ , $u’ = %.1f$, $v = %.1f$ , $v’ = %.1f$"%(s0,s1_,u0
[0],u0[1],u0[2],u0[3]))
291 if show == True:
292 plt.show()
293 return X,plt
294
295 def display_catenoid(u0,s0,s1,ds,solver=None,show=False):
296 C = catenoid() # Find the Christoffel tensor for cylindrical catenoid
297 X = solve(C,u0,s0,s1,ds,solver)
298
299 import matplotlib.pylab as plt
300 from mpl_toolkits.mplot3d import Axes3D
301 N = X[:,0].shape[0]
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302 u,v = plt.meshgrid(np.linspace(-np.pi,np.pi,150),np.linspace(-np.pi,np.pi,150))
303 x = np.cos(u) - v*np.sin(u)
304 y = np.sin(u) + v*np.cos(u)
305 z = v
306
307 fig = plt.figure()
308 ax = fig.add_subplot(111, projection=’3d’)
309 ax.view_init(elev=20, azim=-163)
310 # use transparent colormap
311 import matplotlib.cm as cm
312 theCM = cm.get_cmap()
313 theCM._init()
314 alphas = -.5*np.ones(theCM.N)
315 theCM._lut[:-3,-1] = alphas
316 ax.plot_surface(x,y,z,linewidth=0,cmap=theCM)
317 plt.hold(’on’)
318
319 # plot the parametrized data on to the catenoid
320 u,v = X[:,0], X[:,2]
321 x = np.cos(u) - v*np.sin(u)
322 y = np.sin(u) + v*np.cos(u)
323 z = v
324
325 ax.plot(x,y,z,’--r’)
326 s0_ = s0/np.pi
327 s1_ = s1/np.pi
328 fig.suptitle("$s\in[%.1f\pi,%.1f\pi]$ , $u’ = %.1f$ , $v’ = %.2f$"%(s0_,s1_,u0[1],u0[3]))
329 if show == True:
330 plt.show()
331 return X,plt
332
333 def display_sphere(u0,s0,s1,ds,solver=None,metric=None,show=False):
334 if metric == ’flat’:
335 C = flat_sphere()
336 if u0[0] == 0 or u0[2] == 0:
337 print ’Division by zero may occur for provided values of u(s0) and v(s0)’
338 else:
339 C = sphere()
340 X = solve(C,u0,s0,s1,ds,solver)
341 import matplotlib.pylab as plt
342 from mpl_toolkits.mplot3d import Axes3D
343 u,v = plt.meshgrid(np.linspace(0,2*np.pi,250),np.linspace(0,2*np.pi,250))
344 x = np.cos(u)*np.cos(v)
345 y = np.sin(u)*np.cos(v)
346 z = np.sin(v)
347
348 fig = plt.figure()
349 ax = fig.add_subplot(111, projection=’3d’)
350 if metric == ’flat’:
351 ax.view_init(elev=90., azim=0)
352 else:
353 ax.view_init(elev=0., azim=13)
354 ax.plot_surface(x,y,z,linewidth=0,cmap=’Pastel1’)
355 plt.hold(’on’)
356 # plot the parametrized data on to the sphere
357 u,v = X[:,0], X[:,2]
358 x = np.cos(u)*np.cos(v)
359 y = np.sin(u)*np.cos(v)
360 z = np.sin(v)
361
362 ax.plot(x,y,z,’--r’)
363 from math import pi
364 s1_ = s1/pi
365 fig.suptitle("$s\in[%1.f,%1.f\pi]$ , $u’ = %.1f$ , $v’ = %.1f$"%(s0,s1_,u0[1],u0[3]))
366 if show == True:
367 plt.show()
368 return X,plt
369
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370 def display_torus(u0,s0,s1,ds,a=1,c=2,solver=None,show=False):
371 C = torus(a,c) # Find the Christoffel tensor for the torus
372 X = solve(C,u0,s0,s1,ds,solver)
373
374 import matplotlib.pylab as plt
375 from mpl_toolkits.mplot3d import Axes3D
376 N = X[:,0].shape[0]
377 u,v = plt.meshgrid(np.linspace(0,2*np.pi,250),np.linspace(0,2*np.pi,250))
378 x = (c + a*np.cos(v))*np.cos(u)
379 y = (c + a*np.cos(v))*np.sin(u)
380 z = np.sin(v)
381
382 fig = plt.figure()
383 ax = fig.add_subplot(111, projection=’3d’)
384 ax.view_init(elev=-60, azim=100)
385 # use transparent colormap -> negative
386 import matplotlib.cm as cm
387 theCM = cm.get_cmap()
388 theCM._init()
389 alphas = 2*np.ones(theCM.N)
390 theCM._lut[:-3,-1] = alphas
391 ax.plot_surface(x,y,z,linewidth=0,cmap=theCM)
392 plt.hold(’on’)
393
394 # plot the parametrized data on to the torus
395 u,v = X[:,0], X[:,2]
396 x = (c + a*np.cos(v))*np.cos(u)
397 y = (c + a*np.cos(v))*np.sin(u)
398 z = np.sin(v)
399
400 ax.plot(x,y,z,’--r’)
401 s1_ = s1/pi
402 fig.suptitle("$s\in[%1.f,%1.f\pi]$ , $u = %.1f$ , $u’ = %.1f$, $v = %.1f$ , $v’ = %.1f$"%(s0,s1_,u0
[0],u0[1],u0[2],u0[3]))
403 if show == True:
404 plt.show()
405 return X,plt
406
407 def display_toroid(u0,s0,s1,ds,u_val=1,v_val=None,a=1,solver=None,show=False):
408 C = toroid(u_val,v_val,a) # Find the Christoffel tensor for toroid
409 X = solve(C,u0,s0,s1,ds,solver)
410
411 import matplotlib.pylab as plt
412 from mpl_toolkits.mplot3d import Axes3D
413 from math import pi
414 if v_val is None:
415 u = u_val # toroids
416 v,w = plt.meshgrid(np.linspace(-pi,pi,250),np.linspace(0,2*pi,250))
417 else:
418 v = v_val # spherical bowls
419 u,w = plt.meshgrid(np.linspace(0,2,250),np.linspace(0,2*pi,250))
420
421 x = (a*np.sinh(u)*np.cos(w))/(np.cosh(u) - np.cos(v))
422 y = (a*np.sinh(u)*np.sin(w))/(np.cosh(u) - np.cos(v))
423 z = (a*np.sin(v))/(np.cosh(u) - np.cos(v))
424
425 fig = plt.figure()
426 ax = fig.add_subplot(111, projection=’3d’)
427 ax.view_init(elev=90., azim=0)
428 # use transparent colormap
429 import matplotlib.cm as cm
430 theCM = cm.get_cmap()
431 theCM._init()
432 alphas = -.5*np.ones(theCM.N)
433 theCM._lut[:-3,-1] = alphas
434 ax.plot_surface(x,y,z,linewidth=0,cmap=theCM)
435 plt.hold(’on’)
436
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437 # plot the parametrized data on to the toroid
438 if v_val is None:
439 w,v = X[:,0], X[:,2]
440 else:
441 w,u = X[:,0], X[:,2]
442 x = (a*np.sinh(u)*np.cos(w))/(np.cosh(u) - np.cos(v))
443 y = (a*np.sinh(u)*np.sin(w))/(np.cosh(u) - np.cos(v))
444 z = (a*np.sin(v))/(np.cosh(u) - np.cos(v))
445
446 s1_ = s1/pi
447 ax.plot(x,y,z,’--r’)
448 fig.suptitle(’$s\in[%.1f\pi \, , \,%2.1f\pi]$’%(s0,s1_))
449 if show == True:
450 plt.show()
451 return X,plt
452
453 def display_egg_carton(u0,s0,s1,ds,solver=None,show=False):
454 C = egg_carton() # Find the Christoffel tensor for egg carton surface
455 X = solve(C,u0,s0,s1,ds,solver)
456
457 import matplotlib.pylab as plt
458 from mpl_toolkits.mplot3d import Axes3D
459 from math import pi
460 N = X[:,0].shape[0]
461 u,v = plt.meshgrid(np.linspace(s0,s1,N),np.linspace(s0,s1,N))
462 x = u
463 y = v
464 z = np.sin(u)*np.cos(v)
465
466 fig = plt.figure()
467 ax = fig.add_subplot(111, projection=’3d’)
468 ax.view_init(elev=90., azim=0)
469 # use transparent colormap
470 import matplotlib.cm as cm
471 theCM = cm.get_cmap()
472 theCM._init()
473 alphas = -.5*np.ones(theCM.N)
474 theCM._lut[:-3,-1] = alphas
475 ax.plot_surface(x,y,z,linewidth=0,cmap=theCM)
476 plt.hold(’on’)
477
478 # plot the parametrized data on to the egg carton
479 u,v = X[:,0], X[:,2]
480 x = u
481 y = v
482 z = np.sin(u)*np.cos(v)
483
484 s0_ = s0/pi
485 s1_ = s1/pi
486 ax.plot(x,y,z,’--r’)
487 fig.suptitle(’$s\in[%.1f\pi \, , \,%2.1f\pi]$’%(s0_,s1_))
488 if show == True:
489 plt.show()
490 return X,plt
491
492 def display_3D_Kerr(u0,s0,s1,ds,solver=None,show=True,args=None,multiple=True):
493 if args == None:
494 C = flat_kerr() # use default values
495 else:
496 a = args[0]
497 G = args[1]
498 M = args[2]
499 C = flat_kerr(a,G,M) # Find the Christoffel tensor for 3D Kerr metric on 4D manifold
500
501 import matplotlib.pyplot as plt
502 from mpl_toolkits.mplot3d import Axes3D
503 fig = plt.figure()
504 ax = fig.add_subplot(111, projection=’3d’)
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505 if multiple is not True:
506 X = solve(C,u0,s0,s1,ds,solver)
507 r = X[:,0]
508 theta = X[:,2]
509 # for time independent kerr metric use :
510 #phi = X[:,4]
511 #x = r*np.sin(theta)*np.cos(phi)
512 #y = r*np.sin(theta)*np.sin(phi)
513 #z = r*np.cos(theta)
514 #ax.plot(x,y,z,’b’)
515 t = X[:,4]
516 x = r*np.sin(theta)
517 y = r*np.cos(theta)
518 z = t
519 ax.plot(x,y,z,’b’)
520
521 if multiple is True:
522 plt.hold(’on’)
523 N = 50
524 t = np.linspace(0.01,np.pi-.01,N)
525 for i in range(N):
526 u0[0] = np.sin(t[i])
527 u0[2] = np.cos(t[i])
528 if u0[0] < 0:
529 u0[0] = -.71+u0[0]
530 else:
531 u0[0] = .71+u0[0]
532 print ’i=%d’%i, u0
533 X = solve(C,u0,s0,s1,ds,solver)
534 r = X[:,0]
535 theta = X[:,2]
536 #phi = X[:,4]
537 #x = r*np.sin(theta)*np.cos(phi)
538 #y = r*np.sin(theta)*np.sin(phi)
539 #z = r*np.cos(theta)
540 #ax.plot(x,y,z,’b’)
541 t = X[:,4]
542 x = r*np.sin(theta)
543 y = r*np.cos(theta)
544 z = t
545 ax.plot(x,y,z,’b’)
546
547 ax.set_xlabel(’x’)
548 ax.set_ylabel(’y’)
549 ax.set_zlabel(’z’)
550 plt.show()
551
552 return X,plt
553
554 def display_multiple_geodesics(u0,s0,s1,ds,surface,with_object=True):
555 import matplotlib.pylab as plt
556 from mpl_toolkits.mplot3d import Axes3D
557 def solve_multiple(C,u0,s0,s1,ds,s):
558 from sympy.abc import u,v
559 print ’Running solver...’
560 return sc.odeint(f,u0,s,args=(C,u,v))
561
562 def display_multiple_catenoid(u0,s0,s1,ds,C,s):
563 X = solve_multiple(C,u0,s0,s1,ds,s)
564 plt.hold(’on’)
565 # plot the parametrized data on to the catenoid
566 u,v = X[:,0], X[:,2]
567 x = np.cos(u) - v*np.sin(u)
568 y = np.sin(u) + v*np.cos(u)
569 z = v
570 ax.plot(x,y,z,’--r’)
571 return plt
572
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573 def display_multiple_egg_carton(u0,s0,s1,ds,C,s):
574 X = solve_multiple(C,u0,s0,s1,ds,s)
575 plt.hold(’on’)
576 # plot the parametrized data on to the egg carton
577 u,v = X[:,0], X[:,2]
578 x = u
579 y = v
580 z = np.sin(u)*np.cos(v)
581 ax.plot(x,y,z,’--r’)
582 return plt
583
584 def display_multiple_sphere(u0,s0,s1,ds,C,s):
585 X = solve_multiple(C,u0,s0,s1,ds,s)
586 plt.hold(’on’)
587 # plot the parametrized data on to the sphere
588 u,v = X[:,0], X[:,2]
589 x = np.cos(u)*np.cos(v)
590 y = np.sin(u)*np.cos(v)
591 z = np.sin(v)
592 ax.plot(x,y,z,’--r’)
593 return plt
594
595 def display_multiple_torus(u0,s0,s1,ds,C,s):
596 X = solve_multiple(C,u0,s0,s1,ds,s)
597 plt.hold(’on’)
598 # plot the parametrized data on to the sphere
599 u,v = X[:,0], X[:,2]
600 x = (2 + 1*np.cos(v))*np.cos(u)
601 y = (2 + 1*np.cos(v))*np.sin(u)
602 z = np.sin(v)
603 ax.plot(x,y,z,’--r’)
604 return plt
605
606 u0_range = np.arange(s0,s1+ds,ds)
607 N = u0_range.shape[0]
608
609 fig = plt.figure()
610 if surface == ’catenoid’:
611 if with_object:
612 u,v = plt.meshgrid(np.linspace(-np.pi,np.pi,150),np.linspace(-np.pi,np.pi,150))
613 x = np.cos(u) - v*np.sin(u)
614 y = np.sin(u) + v*np.cos(u)
615 z = v
616 C = catenoid()
617 elif surface == ’egg_carton’:
618 if with_object:
619 u,v = plt.meshgrid(np.linspace(-4,4,250),np.linspace(-4,4,250))
620 x = u
621 y = v
622 z = np.sin(u)*np.cos(v)
623 C = egg_carton()
624 elif surface == ’sphere’:
625 if with_object:
626 u,v = plt.meshgrid(np.linspace(0,2*np.pi,250),np.linspace(0,2*np.pi,250))
627 x = np.cos(u)*np.cos(v)
628 y = np.sin(u)*np.cos(v)
629 z = np.sin(v)
630 C = sphere()
631 elif surface == ’torus’:
632 if with_object:
633 u,v = plt.meshgrid(np.linspace(0,2*np.pi,150),np.linspace(0,2*np.pi,150))
634 x = (2 + 1*np.cos(v))*np.cos(u)
635 y = (2 + 1*np.cos(v))*np.sin(u)
636 z = np.sin(v)
637 C = torus()
638 ax = fig.add_subplot(111, projection=’3d’)
639 ax.view_init(azim=65, elev=67)
640 if with_object:
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641 theCM = ’Pastel1’
642 ax.plot_surface(x,y,z,linewidth=0,cmap=theCM)
643 plt.hold(’on’)
644
645 if surface == ’catenoid’:
646 for u_val in u0_range:
647 u0[3] = u_val
648 plt = display_multiple_catenoid(u0,s0,s1,ds,C,u0_range)
649 elif surface == ’egg_carton’:
650 for u_val in u0_range:
651 u0[0] = u_val
652 plt = display_multiple_egg_carton(u0,s0,s1,ds,C,u0_range)
653 elif surface == ’sphere’:
654 for u_val in u0_range:
655 u0[0] = u_val
656 plt = display_multiple_sphere(u0,s0,s1,ds,C,u0_range)
657 elif surface == ’torus’:
658 for u_val in u0_range:
659 u0[0] = u_val # alternate v0 values
660 plt = display_multiple_torus(u0,s0,s1,ds,C,u0_range)
661
662
663 from math import pi
664 s0_ = s0#/pi
665 s1_ = s1/pi
666 fig.suptitle("$s\in[%1.f,%1.f\pi]$ , $u’ = %.1f$ , $v = %.1f$ , $v’ = %.1f$"%(s0_,s1_,u0[1],u0[2],u0
[3]))
667 plt.show()
668
669 if __name__ == ’__main__’:
670 import sys
671 from math import pi, sqrt
672 if len(sys.argv) > 1:
673 u0 = eval(sys.argv[1]) # evaluate the input for a list [u(0), u’(0), v(0), v’(0)]
674 if type(u0) is not list:
675 raise TypeError("The first argument must be a list : [u(0),v(0),u’(0),v’(0)]")
676 s0 = float(eval(sys.argv[2])) # evaluate math expressions such as pi, ’*’, sqrt
677 s1 = float(eval(sys.argv[3]))
678 ds = float(eval(sys.argv[4]))
679 display = sys.argv[5]
680 if display == ’catenoid’:
681 display_catenoid(u0,s0,s1,ds)
682 if display == ’sphere’:
683 display_sphere(u0,s0,s1,ds)
684 if display == ’torus’:
685 display_torus(u0,s0,s1,ds)
686 if display == ’egg_carton’:
687 display_egg_carton(u0,s0,s1,ds)
688 else:
689 """
690 u0 = [0,-.5,.5,0] # u(0), u’(0), v(0), v’(0)
691 s0 = -pi/2
692 s1 = 3*pi
693 ds = 0.1
694 display_catenoid(u0,s0,s1,ds,show=True)
695 #display_multiple_geodesics(u0,s0,s1,ds,’catenoid’,with_object=False)
696
697 u0 = [0.75,0.1,.75,0.1]
698 s0 = 0
699 s1 = 18*pi
700 ds = 2
701 #display_sphere(u0,s0,s1,ds,show=True)
702 display_multiple_geodesics(u0,s0,s1,ds,’sphere’,with_object=False)
703
704 u0 = [0,.2,0,.2] # u(s0), u’(s0), v(s0), v’(s0)
705 s0 = 0
706 s1 = 25*pi
707 ds = .1
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708 a = 1
709 c = -2
710 display_torus(u0,s0,s1,ds,a=a,c=c,show=True)
711 #display_multiple_geodesics(u0,s0,s1,ds,’torus’,with_object=False)
712
713 u0 = [0,.5,0.5,sqrt(3)/2] # u(0), u’(0), v(0), v’(0)
714 s0 = -pi
715 s1 = pi
716 ds = 0.05
717 display_egg_carton(u0,s0,s1,ds,show=True)
718 #display_multiple_geodesics(u0,s0,s1,ds,’egg_carton’)
719
720 u0 = [1.5,.1,-1,0] # u(0), u’(0), v(0), v’(0)
721 s0 = 0
722 s1 = 80
723 ds = 0.1
724 display_mobius_strip(u0,s0,s1,ds,show=True,solver=None)
725
726
727 u0 = [0,0,0,.1] # u(s0), u’(s0), v(s0), v’(s0)
728 s0 = 0
729 s1 = 10*pi
730 ds = 0.5
731 display_toroid(u0,s0,s1,ds,u_val=1,show=True)
732
733 # check if two points are connected on great circle
734 p1 = (1,1) # taken from a sphere simulation for u’ = .2, v’ = 0
735 p2 = (0.16242917238268037, 0.80611950949349132) # entry 200 in X
736 s0 = 0
737 s1 = 18*pi
738 ds = 0.05
739 C = sphere()
740 two_points(p1,p2,s0,s1,ds,C,tol=1e-6,surface=’sphere’)
741 """
742 u0 = [.7,.1,.1,.1,0,.1] # u(s0), u’(s0), v(s0), v’(s0), w(s0), w’(s0)
743 s0 = 0
744 s1 = 18
745 ds = 0.01
746 # A singularity near origo : a = 0, G = 1, M = 0.5
747 a = 0
748 G = 1
749 M = 0.35
750 display_3D_Kerr(u0,s0,s1,ds,show=True,solver=None,args = (a,G,M))
C.6 Hyperstreamlines
hyperstreamlines.py
1 from __future__ import division
2 import scipy.integrate as sc
3 import numpy as np
4 import numpy.linalg as nplin
5
6 def find_eigen(T):
7 """
8 Returns the eigenvalues and eigenvectors for a second order tensor T.
9 """
10 dim = T.shape[0]
11 eig_data = nplin.eig(T)
12 eig_values = eig_data[0]
13 v1 = eig_data[1][:,0]
14 v2 = eig_data[1][:,1]
15 if dim == 3:
16 v3 = eig_data[1][:,2]
17 return eig_values,v1,v2,v3
18 else:
19 return eig_values,v1,v2
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20
21 from scipy.interpolate import griddata
22 def integrate(grid_points,U,p0,s,direction=’major’,solver=None):
23 dim = 2
24 if len(U) == 12:
25 dim = 3
26 U_x, U_y, U_z, U_x_, U_y_, U_z_, U_x__, U_y__, U_z__,l_minor, l_major, l_medium = U
27
28 if direction == ’major’:
29 U__x = U_x.flatten(); U__y = U_y.flatten(); U__z = U_z.flatten();
30 else:
31 U__x = U_x_.flatten(); U__y = U_y_.flatten(); U__z = U_z_.flatten();
32 points = zip(grid_points[0].flatten(),grid_points[1].flatten(),grid_points[2].flatten())
33 def f_3D(x,t):
34 return [griddata(points,U__x,x)[0], griddata(points,U__y,x)[0], griddata(points,U__z,x)[0]]
35 f = f_3D
36 else:
37 U_x, U_y, U_x_, U_y_, l_minor, l_major = U
38 if direction == ’major’:
39 U__x = U_x.flatten(); U__y = U_y.flatten();
40 else:
41 U__x = U_x_.flatten(); U__y = U_y_.flatten();
42 points = zip(grid_points[0].flatten(),grid_points[1].flatten())
43 def f_2D(x,t):
44 return [griddata(points,U__x,x)[0], griddata(points,U__y,x)[0]]
45 f = f_2D
46
47 if solver == None: # use lsoda from scipy.integrate.odeint
48 print ’Running solver ...’
49 p = sc.odeint(f,p0,s)
50 else: # use any other solver from scipy.integrate.ode
51 # vode,zvode,lsoda,dopri5,dop853
52 r = sc.ode(lambda t,x: f(x,t)).set_integrator(solver)
53 r.set_initial_value(p0)
54 y = []
55 t_end = s[-1]
56 dt = s[1]-s[0]
57 print ’Running solver ...’
58 while r.successful() and r.t <= t_end:
59 r.integrate(r.t + dt)
60 y.append(r.y)
61 p = np.array(y)
62 if direction == ’major’:
63 if dim == 2:
64 p_ = _expand_hyperstreamline(p,U_x_,U_y_,l_minor,points)
65 else:
66 p_ = _expand_hyperstreamline3D(p,U_x_,U_y_,U_z_,U_x__,U_y__,U_z__,l_minor,l_medium,points)
67 else:
68 if dim == 2:
69 p_ = _expand_hyperstreamline(p,U_x,U_y,l_major,points)
70 else:
71 p_ = _expand_hyperstreamline3D(p,U_x,U_y,U_z,U_x__,U_y__,U_z__,l_major,l_medium,points)
72 return p,p_
73
74 def _expand_hyperstreamline(p,Ux,Uy,l,points):
75 p_ = np.zeros_like(p)
76 def f(x):
77 return [griddata(points,Ux,x)[0], griddata(points,Uy,x)[0]]
78 i = 0
79 for p_val in p:
80 print p_val
81 p_[i] = f(p_val)*l[p_val]
82 i = i + 1
83 return p_
84
85
86 def _expand_hyperstreamline3D(p,Ux,Uy,Uz,Ux_,Uy_,Uz_,l,l_,points):
87 p_ = np.zeros_like(p)
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88 def f1(x):
89 return [griddata(points,Ux,x)[0], griddata(points,Uy,x)[0],griddata(points,Uz,x)[0]]
90 def f2(x):
91 return [griddata(points,Ux_,x)[0], griddata(points,Uy_,x)[0],griddata(points,Uz_,x)[0]]
92 return p_
93
94 def extract_eigen(eigen_field):
95 """
96 Performs a sorting of minor, major, and (if 3D) medium eigenvectors and eigenvalues.
97 The ’eigen_field’ is assumed to be of the form
98
99 [[ l1, l2],
100 [v1x, v1y],
101 [v2x, v2y]]
102 and for 3D
103 [[ l1, l2, l3],
104 [v1x, v1y, v1z],
105 [v2x, v2y, v2z],
106 [v3x, v3y, v3z]]
107 Finally, the corresponding eigenvalues are returned as well.
108 """
109 return _sort_eig(eigen_field)
110
111 def _sort_eig(U):
112 dim = U.shape[1]
113 Nx = U.shape[2]
114 Ny = U.shape[3]
115 if dim == 3:
116 Nz = U.shape[4]
117 return _sort_eig_3D(U,Nx,Ny,Nz)
118
119 U_x = np.zeros([Nx,Ny]); U_y = np.zeros_like(U_x); # major eigenvectors
120 U_x_ = np.zeros_like(U_x); U_y_ = np.zeros_like(U_x); # minor eigenvectors
121 l_major = np.zeros_like(U_x); l_minor = np.zeros_like(U_x)
122 print ’Sorting eigenvalues and eigenvectors ...’
123 for i in range(Nx):
124 for j in range(Ny):
125 if U[0,0,i,j] <= U[0,1,i,j]: # if lambda_1 < lambda_2
126 l_minor[i,j] = U[0,0,i,j]
127 l_major[i,j] = U[0,1,i,j]
128 U_x[i,j] = U[2,0,i,j]
129 U_y[i,j] = U[2,1,i,j]
130 U_x_[i,j] = U[1,0,i,j]
131 U_y_[i,j] = U[1,1,i,j]
132 else:
133 l_major[i,j] = U[0,1,i,j]
134 l_minor[i,j] = U[0,0,i,j]
135 U_x[i,j] = U[1,0,i,j]
136 U_y[i,j] = U[1,1,i,j]
137 U_x_[i,j] = U[2,0,i,j]
138 U_y_[i,j] = U[2,1,i,j]
139 return U_x_, U_y_, U_x, U_y, l_minor, l_major
140
141 def _sort_eig_3D(U,Nx,Ny,Nz):
142 U_x = np.zeros([Nx,Ny,Nz]); U_y = np.zeros_like(U_x); U_z = np.zeros_like(U_x); # major
143 U_x_ = np.zeros_like(U_x); U_y_ = np.zeros_like(U_x); U_z_ = np.zeros_like(U_x); # minor
144 U_x__ = np.zeros_like(U_x); U_y__ = np.zeros_like(U_x); U_z__ = np.zeros_like(U_x); # medium
145 l_major = np.zeros_like(U_x); l_minor = np.zeros_like(U_x); l_medium = np.zeros_like(U_x);
146 print ’Sorting eigenvalues and eigenvectors ...’
147 for i in range(Nx):
148 for j in range(Ny):
149 for k in range(Nz):
150 if (U[0,0,i,j,k] >= U[0,1,i,j,k]) and (U[0,0,i,j,k] >= U[0,2,i,j,k]):
151 l_major[i,j,k] = U[0,0,i,j,k]
152 if U[0,1,i,j,k] >= U[0,2,i,j,k]:
153 l_minor[i,j,k] = U[0,2,i,j,k]
154 l_medium[i,j,k] = U[0,1,i,j,k]
155 U_x_[i,j,k] = U[2,0,i,j,k]
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156 U_y_[i,j,k] = U[2,1,i,j,k]
157 U_z_[i,j,k] = U[2,2,i,j,k]
158 U_x__[i,j,k] = U[3,0,i,j,k]
159 U_y__[i,j,k] = U[3,1,i,j,k]
160 U_z__[i,j,k] = U[3,2,i,j,k]
161 else:
162 l_minor[i,j,k] = U[0,1,i,j,k]
163 l_medium[i,j,k] = U[0,2,i,j,k]
164 U_x_[i,j,k] = U[3,0,i,j,k]
165 U_y_[i,j,k] = U[3,1,i,j,k]
166 U_z_[i,j,k] = U[3,2,i,j,k]
167 U_x__[i,j,k] = U[2,0,i,j,k]
168 U_y__[i,j,k] = U[2,1,i,j,k]
169 U_z__[i,j,k] = U[2,2,i,j,k]
170 U_x[i,j,k] = U[1,0,i,j,k]
171 U_y[i,j,k] = U[1,1,i,j,k]
172 U_z[i,j,k] = U[1,2,i,j,k]
173 elif (U[0,1,i,j,k] >= U[0,0,i,j,k]) and (U[0,1,i,j,k] >= U[0,2,i,j,k]):
174 l_major[i,j,k] = U[0,1,i,j,k]
175 if U[0,0,i,j,k] >= U[0,2,i,j,k]:
176 l_minor[i,j,k] = U[0,2,i,j,k]
177 l_medium[i,j,k] = U[0,0,i,j,k]
178 U_x_[i,j,k] = U[3,0,i,j,k]
179 U_y_[i,j,k] = U[3,1,i,j,k]
180 U_z_[i,j,k] = U[3,2,i,j,k]
181 U_x__[i,j,k] = U[1,0,i,j,k]
182 U_y__[i,j,k] = U[1,1,i,j,k]
183 U_z__[i,j,k] = U[1,2,i,j,k]
184 else:
185 l_minor[i,j,k] = U[0,0,i,j,k]
186 l_medium[i,j,k] = U[0,2,i,j,k]
187 U_x_[i,j,k] = U[1,0,i,j,k]
188 U_y_[i,j,k] = U[1,1,i,j,k]
189 U_z_[i,j,k] = U[1,2,i,j,k]
190 U_x__[i,j,k] = U[3,0,i,j,k]
191 U_y__[i,j,k] = U[3,1,i,j,k]
192 U_z__[i,j,k] = U[3,2,i,j,k]
193 U_x[i,j,k] = U[2,0,i,j,k]
194 U_y[i,j,k] = U[2,1,i,j,k]
195 U_z[i,j,k] = U[2,2,i,j,k]
196 else:
197 l_major[i,j,k] = U[0,2,i,j,k]
198 if U[0,0,i,j,k] >= U[0,1,i,j,k]:
199 l_minor[i,j,k] = U[0,1,i,j,k]
200 l_medium[i,j,k] = U[0,0,i,j,k]
201 U_x_[i,j,k] = U[2,0,i,j,k]
202 U_y_[i,j,k] = U[2,1,i,j,k]
203 U_z_[i,j,k] = U[2,2,i,j,k]
204 U_x__[i,j,k] = U[1,0,i,j,k]
205 U_y__[i,j,k] = U[1,1,i,j,k]
206 U_z__[i,j,k] = U[1,2,i,j,k]
207 else:
208 l_minor[i,j,k] = U[0,0,i,j,k]
209 l_medium[i,j,k] = U[0,1,i,j,k]
210 U_x_[i,j,k] = U[1,0,i,j,k]
211 U_y_[i,j,k] = U[1,1,i,j,k]
212 U_z_[i,j,k] = U[1,2,i,j,k]
213 U_x__[i,j,k] = U[2,0,i,j,k]
214 U_y__[i,j,k] = U[2,1,i,j,k]
215 U_z__[i,j,k] = U[2,2,i,j,k]
216 U_x[i,j,k] = U[3,0,i,j,k]
217 U_y[i,j,k] = U[3,1,i,j,k]
218 U_z[i,j,k] = U[3,2,i,j,k]
219 return U_x, U_y, U_z, U_x_, U_y_, U_z_, U_x__, U_y__, U_z__,l_minor, l_major, l_medium
220
221 def _run_example_flat_sphere(xstart,xend,N,direction=’major’,solver=None):
222 """
223 A test example, using the metric of a flat sphere, to calculate hyperstreamlines
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224 for a 2D grid.
225 """
226 x0,y0 = xstart
227 xN,yN = xend
228 Nx,Ny = N
229 x,y = np.mgrid[x0:xN:Nx*1j,y0:yN:Ny*1j]
230 # Initialize the metric for the flat sphere
231 g = np.array([[1,0],[0,1]],dtype=np.float32)
232 T = np.zeros([2,2,Nx,Ny],dtype=np.float32) # The tensor field
233 eig_field = np.zeros([3,2,Nx,Ny],dtype=np.float32) # The "eigen" field
234
235 print "Determining eigenvectors for the flat metric of a sphere over the mesh..."
236 for i in range(Nx):
237 for j in range(Ny):
238 g[1,1]= np.sin(y[i,j])**2
239 T[:,:,i,j] = g[:,:]
240 eig_field[:,:,i,j] = find_eigen(T[:,:,i,j])
241
242 INITIAL_POINT = (1.,1.)
243 t0 = 0
244 t1 = 2*np.pi
245 dt = 0.01
246 t = np.arange(t0,t1+dt,dt)
247 U = extract_eigen(eig_field)
248 p,p_ = integrate([x,y],U,INITIAL_POINT,t,direction=direction,solver=solver)
249 return p,p_
250
251 def _run_example_3D(xstart,xend,N,direction=’major’,solver=None):
252 """
253 A 3D test example
254 """
255 x0,y0,z0 = xstart
256 xN,yN,yN = xend
257 Nx,Ny,Nz = N
258 x,y,z = np.mgrid[x0:xN:Nx*1j,y0:yN:Ny*1j,z0:zN:Nz*1j]
259 # Initialize the metric for the flat sphere
260 g = np.array([[1,0,0],[0,.5,0],[0,0,1]],dtype=np.float32)
261 T = np.zeros([3,3,Nx,Ny,Nz],dtype=np.float32) # The tensor field
262 eig_field = np.zeros([4,3,Nx,Ny,Nz],dtype=np.float32) # The "eigen" field
263
264 print "Determining eigenvectors for the flat metric of a sphere over the mesh..."
265 for i in range(Nx):
266 for j in range(Ny):
267 for k in range(Nz):
268 g[2,2]= np.sin(y[i,j,k])**2 + np.cos(x[i,j,k])**2
269 T[:,:,i,j,k] = g[:,:]
270 eig_field[:,:,i,j,k] = find_eigen(T[:,:,i,j,k])
271
272 INITIAL_POINT = (1.,1.,1.)
273 t0 = 0
274 t1 = 2*np.pi
275 dt = 0.01
276 t = np.arange(t0,t1+dt,dt)
277 U = extract_eigen(eig_field)
278 p,p_ = integrate([x,y,z],U,INITIAL_POINT,t,direction=direction,solver=solver)
279 return p,p_
280
281 if __name__ == "__main__":
282 import sys
283 x0 = 0; y0 = 0; z0 = 0
284 xN = np.pi/2; yN = np.pi; zN = 1
285 Nx = 22; Ny = 22; Nz = 22
286 N = (Nx,Ny,Nz)#N = (Nx,Ny)
287 xstart = (x0,y0,z0); xend = (xN,yN,zN)
288 #xstart = (x0,y0); xend = (xN,yN)
289 solver = None # solvers: lsoda (default), vode,zvode,lsoda,dopri5,dop853
290
291 if len(sys.argv) > 1:
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292 if sys.argv[1] == "major":
293 p,p_= _run_example_flat_sphere(xstart,xend,N,’major’,solver=solver)
294 else:
295 p,p_= _run_example_flat_sphere(xstart,xend,N,’minor’,solver=solver)
296 else:
297 #p,p_= _run_example_flat_sphere(xstart,xend,N,’major’,solver=solver)
298 p,p_= _run_example_3D(xstart,xend,N,’major’,solver=solver)
299
300 import matplotlib.pylab as plt
301 from mpl_toolkits.mplot3d import Axes3D
302 fig = plt.figure()
303 ax = fig.add_subplot(111, projection=’3d’)
304 plt.plot(p[:,0],p[:,1],p[:,2])
305 plt.show()
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