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The introduction of urban land-cover changes the hydrological characteristics
of catchments. So there is a need to develop new methods to account for this
change in land-use. Whilst a large number of hydrological models exist, each are
designed for different purposes. However numerous sources of literature highlights
the shortcomings of urban rainfall-runoff models. The aim of this thesis is to
create a generic framework for modelling the impact of urbanisation on catchment
runoff using lumped conceptual rainfall-runoff models.
A number of urban runoff generation frameworks are designed and tested
within this thesis. The best performing framework uses a newly developed scaling
term which can account for the variability of infiltration in urban areas, when
combined with an urban routing framework produces the URMOD model.
The URMOD model is extensively tested on multiple urban catchments us-
ing both daily and sub-daily data. The model performance was gauged using
the model comparison tools developed within this thesis, a jackknife calibration/
validation method, paired Z-test and a binomial hypothesis test. The compar-
isons took place on a number of catchments in the Thames catchment and the
Gyeongan-Cheon catchment. Whilst some performance issues are raised for UR-
MOD, results show that URMOD was able to better represent the urban effects
on catchments than a rural model and an existing semi-distributed model when
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The Royal Meteorological Society’s president Sir Bernard Augustus Keen gave
an address in 1939 entitled “What happens to the rain?” Pereira (1982). Despite
this being a simple question, the answer is incredibly complex due to the dynamic
nature of hydrology. Whilst hydrological knowledge has advanced since 1939,
both in practice and theory, this question is still relevant today.
Estimating stream flow has been attempted for over 100 years, dating back
to 1850 with Mulvany, who used a rational method to attempt to estimate storm
runoff (Mulvaney, 1951). In the 1930s the concept of using a simple unit hydro
graph to investigate runoff was presented (Sherman, 1932). From then numerous
different methods were developed in an attempt to quantify the relationship be-
tween rainfall and runoff, and to predict future runoff. One method to capture
the effects of rainfall on stream flow is rainfall-runoff modelling. A rainfall-runoff
model is a mathematical model which attempts to describe the relationship be-
tween rainfall and runoff within a specified region. More specifically Devia et al.
(2015) defines a rainfall-runoff model as a set of equations that help estimate
runoff as a function of various parameters used for describing catchment char-
acteristics. These regions are primarily catchments, defined as the area of land
in which water drains from before flowing into a water system, e.g. rivers and
lakes. The general components that make up a mathematical model are a set of
model processes or governing equations, coupled with a set of inputs which gen-
erates a set of output data (Singh et al., 1995). Typical inputs of rainfall-runoff
models are hydrological data such as observed rainfall, observed river runoff and
climate data such as evaporation, with typical outputs simulated river flow for a
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catchment outlet. As outlined in Salvadore et al. (2015) and Beven (2011), there
are various types of rainfall-runoff models, each designed for a different purpose,
such as developing or testing hydrological theories, attempting to understand the
hydrology of a catchment or prediction for water management. As outlined by
Devia et al. (2015), there is a wide range of rainfall-runoff models, from very
detailed distributed models that can capture the spatial distribution of inputs
to model the flow throughout the catchment to lumped models attempting to
generalise the entire catchment as a single entity. Thus, care has to be taken in
order to select the correct model for the task at hand.
Some of the most significant impacts on the environment are due to humans,
and one such influence is urbanisation since currently more than 50% of the
world’s population are living in urban areas (WHO, 2014), with projections show-
ing an increase to 60% by 2030. Urbanisation typically leads to an increase of im-
pervious surfaces as previously pervious surfaces such as soil and grass are paved
over to make streets and houses. This drastic change in environment has signifi-
cant consequences on the hydrology of the area. As outlined by Niemczynowicz
(1999), Fletcher et al. (2013), Miller et al. (2014), DeFries and Eshleman (2004),
Rosso and Rulli (2002), Jones et al. (2000) and Shuster et al. (2005) urbanisation
and the process of sealing previously pervious surfaces leads to a reduction of
infiltration of the pre-existing soil and an increase in surface runoff. Not only
is there an increase in surface runoff but transportation of runoff to the rivers
is much faster due to pipe networks and precipitation travelling faster over im-
pervious surfaces. All of these factors brings a new layer of complexity to the
initial question “what happens to the rain?”. A method to capture these changes
is rainfall-runoff modelling, but with models that can account for urbanisation
by simulating urban processes such as pipe networks or transpiration over sealed
surfaces. There are a wide range of models considering urban impacts on the
hydrological cycle, ranging from detailed hydrologic models that attempt to sim-
ulate flow in every single pipe in a network, up to conceptual catchment models
that try to generalise the hydrology of the entire impervious areas. One prob-
lem with every rainfall-runoff model is that they take generalisations of catchment
processes, such as lumping topographical features together. As such they are only
an approximate representation of the true hydrological processes of a catchment.
This problem will be explored in more detail in Section 1.1.
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1.1 Problems with Models
The observed values of river flow (qobs) differs from the notationally true value
(µ) by some observational error (1) (Beven, 2011), as expressed in Equation 1.1:
qobs = µ+ 1. (1.1)
Hydrological models can be used in an attempt to simulate catchment runoff
qsim. Consider a mathematical model M with input data I and estimated pa-
rameters θˆ which simulates catchment runoff as:
qsim = M(θˆ|I). (1.2)
Since θˆ is estimated through calibration of the models based on an observed
sample of finite duration there will be some error due to differences between the
optimum parameters θ and the estimated parameters θˆ. There will be circum-
stances when θ is not a unique set, due to optimum parameters not being able
to be obtained because M is an approximate representation of the hydrological
processes within the catchment. Since M is a representation of the catchment,
when the optimum parameters (θ) are known the simulated runoff will still have
model structure error 2, as shown in Equation 1.3:
µ = M(θ|I) + 2. (1.3)
By combining Equation 1.1 and Equation 1.3 the observed runoff can be
expressed as Equation 1.4:
qobs = µ+ 1 = M(θ|I) + 1 + 2. (1.4)
The observed riverflow is therefore a sum of the model plus two error terms,
the model error 2 and the initial observation error 1. Taking the residuals as
the difference between the observed and simulated, Equation 1.5 is obtained:
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(qobs − qsim) = M(θ|I) + 1 + 2 −M(θˆ|I) (1.5)
= M(θ)−M(θˆ) + 1 + 2 (1.6)
= 1 + 2 + 3. (1.7)
The problem looking at this result is that a comparison of the residuals will
include uncontrollable observed 1 and model 2 errors. Alongside these two
errors a third error is present, due to the most optimal set of parameters not
being known 3,
3 = M(θ)−M(θˆ). (1.8)
Whilst not addressed in this thesis, input I can be uncertain i.e. the true
value is not known. When this is the case the previous formulation will still
be true except a new error 4 will have to be introduced to account for the
input uncertainty. 1 will not be considered in this thesis, due to this thesis being
concerned with reducing model error not reducing data observational error. Data
quality will be checked but observation error 1 will be ignored and the assumption
that the data is the best quality it can be will be taken. As such the two errors
considered in this thesis are 2 and 3. Details of how these errors are considered
are highlighted in Section 1.2.
1.2 Research questions
Following from Section 1.1 the overall aim of the research is to develop a more
accurate rainfall-runoff model structure M that better represents urban effects,
which will reduce the model error 2. The model created will be a conceptual
model which try to take a generalised approximate representation of the true
hydrological system. The model designed and created is called URMOD. To
answer the overall aim of the research a number of research questions are formed
and answered throughout the thesis.
Research question 1: Can rainfall-runoff modelling in urban catchments be
improved via implementation of a conceptual urban framework onto an already
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existing rural based model ?
The first research question will attempt to reduce model error 2 via developing
a simple, but generic, urban framework extension in order to better represent the
urban processes within urban catchments. This will be explored in Chapter 3.
Research question 2: What is the loss of information when moving from
lumped to spatially distributed rainfall-runoff models on a varying time scale for
urban catchments ?
The second research question will explore model performance between two
different models, in order to explore the differences for each 2 created by the
models. The focus will be exploring how changing time scales and level of spatial
detail impacts model performance and subsequent model error 2.
Research question 3: Can simple statistical-based techniques be used to
improve validation of rainfall-runoff models.
The third research question attempts to fill the gap that either very basic or
more advanced techniques are used to validate rainfall runoff models. The third
research question will be achieved via the development of a more robust model
calibration and validation which will attempt to reduce the error obtained from
model parameters not being the optimal set 3.
1.3 Thesis structure
The thesis consists of seven chapters. Chapters 4 to 6 are presented in the form
of papers. The list below summarises the content in each chapter.
Chapter 1 is an introduction to the thesis, presenting the general context and
themes addressed throughout the thesis. With an outline of the overall aim
and research questions of the thesis.
Chapter 2 is a literature review, considering the main approaches to urban
rainfall-runoff modelling, highlighting the gaps in knowledge. The short
comings on model performance techniques will be reviewed.
Chapter 3 describes in detail the urban model structure designed for this thesis
(URMOD). This model structure is the foundation of the subsequent model
development chapters, alongside the model that will be used to answer
research questions 1 and 2.
17
Chapter 4 describes the model calibration method and performance techniques
designed for this thesis. With a case study showcasing these techniques,
through a comparison of an urban model presented in Chapter 3 and a
rural rainfall-runoff model. This chapter will focus on answering research
question 3.
Chapter 5 presents a comparison between an urban rainfall-runoff model UR-
MOD and a rural rainfall-runoff model described in Chapter 3. Utilising
the techniques developed in Chapter 4 the models are applied to two urban
catchments in the River Thames Basin using sub-daily data. This chapter
will focus on research question 1.
Chapter 6 presents a comparison of two urban models, the first URMOD
described in Chapter 3, the second the existing Catchment Assessment Tool
(CAT model). Using the techniques developed in Chapter 4, the models
are applied to two urban catchments. The first located in South Korea,
the second located within England within the River Thames Basin. Both
comparisons are taken place using sub-daily data. This chapter will focus
on research question 2.
Chapter 7 is a conclusion to the thesis, with a discussion and conclusions





2.1 Part 1: Background and introduction to hy-
drological modelling
2.1.1 Human impact on catchment hydrology
As of 2015 54% of the total global population was living in urban areas (WHO,
2014), with projections showing an increase to 60% by 2030. The resultant in-
creases to impervious surfaces leads to a reduction in infiltration which can have
considerable impacts on the hydrology of catchments, (Niemczynowicz, 1999),
typically leading to a higher percentage of precipitation becoming surface runoff
(Shaw, 1994). One important problem with increasing urban catchment runoff is
this can lead larger flood returns (Houston et al., 2011).
Alongside a reduction in infiltration into the soil, urbanisation brings changes
to river flow. As reported by Ahn and Merwade (2014), who use a collection of
methods such as trend analysis, hydrological modelling and impact quantification
in order to conclude that human activates have a larger impact on increasing flow
change than that of climate change. Yang et al. (2010) suggested that impervious
surface area as low as 3%-5% in catchments is the threshold, over which urbani-
sation starts to have a detectable influence on river flow. The review by Fletcher
et al. (2013) on urban hydrology highlighted that increasing urbanisation leads to
higher runoff rates in catchments. This is supported by Jones et al. (2000) who
reported the impacts of the increasing number of roads on peak flows of streams,
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concluding roads lead to an increase in flood peaks. Similarly Miller et al. (2014)
concluded that increases in impervious land cover for rural catchments can have a
much greater impact on peak flows for catchments. These conclusions are shared
by Rose and Peters (2001) who found that peak flows were increased due to
urbanisation in Atlanta USA. Hawley and Bledsoe (2011) investigated urbani-
sation in southern California, and found that catchments with 20% impervious
land cover experience five times as many days of mean daily flows on the order
of 100 m3/s and three times as many days on the order of 1000 m3/s relative to
rural catchments.
Alongside this increase in river flow it has also been shown that the urban area
of a catchments runoff leads to the river quicker than that of rural catchments.
For example Shaw (1994) concluded that a consequence of increasing urbanisation
in a catchment is that the lag time between precipitation and river runoff is
decreased. This is further backed up by Shuster et al. (2005) who stated that
increases in impervious surfaces can result in a shorter lag time between initial
rainfall and runoff resulting in higher runoff peaks. In addition to more runoff and
higher flows being generated, urbanisation can bring changes to other parts of the
stream dynamics. Low flows in urban catchments are decreased due to reduced
contributions from groundwater storage; due to reduced infiltration. Brun and
Band (2000) explored the impact of increasing urban land cover in upper Gwynns
Falls in USA found a 20% decline in base flow in a 17-year period between 1973
and 1990. This decline in base flow is further explored in Bhaskar et al. (2015),
who concluded that impervious surface cover only led to a 0.56% increase in
subsurface storage which resulted in decreased groundwater discharge as base
flow. Rosso and Rulli (2002) concluded that land-use change did not have an
important impact on the Bisagno river, reporting only a negligible impact on the
upper section of the river, and a moderate impact on the lower river, but a more
severe impact on the tributaries that drains the urban areas.
Diem et al. (2018) highlighted the diverse impacts that urbanisation can have
on stream flow. The study explored eight catchments in Atlanta in which all
catchments had experienced increased urban land cover over the past 30 years.
They concluded that urbanisation had different impacts on the catchment. For
six catchments high-flow events were increased when no increase in annual rainfall
was recorded for the same period of time. Large increases in stream flow occurred
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in two watersheds, which transitioned from forested land to developed urban land.
In a few catchments stream flow actually declined despite urbanisation.
From the literature, it is evident that urbanisation is generally found to have
an impact on stream flow, by reducing infiltration rates, which lead to more
runoff or simply changing the stream by a reduction in base flow. Alongside the
reduction in baseflow a decrease in lag-time between rainfall and runoff events for
urban areas has been observed in a number of studies. All of these changes have
important impacts to not only the river hydrology but the surrounding catch-
ments, for example increasing runoff can lead to larger occurrence and volume
of floods which can lead to large repair costs. Whilst this will not be addressed
in the thesis, chemical and quality impacts are also associated with urbanisa-
tion as runoff can transport harmful materials into river systems. Methods are
needed in order to attempt to explain the changes within the catchments due to
urbanisation.
2.2 Part 2: Review of models
2.2.1 Introduction to hydrological modelling
A rainfall-runoff model is a mathematical model which attempts to describe the
relationship between rainfall and runoff for a specified region. Rainfall-runoff
modelling plays a key role in water management, as these models can be used to
expand stream flow records, predict future flows and predict flows in ungauged
catchments (Beven, 2011). Hydrological models vary in complexity, each with a
different purpose and answering different hydrological questions e.g. Shoemaker
(1997), Salvadore et al. (2015). Consequently models can be divided into different
types as will be further explored and reviewed in Section 2.2.
As discussed by Dzˇuba´kova´ (2010), Beck (1991) and Beven (2011), the major-
ity of rainfall-runoff models can be split into three types with alternative names
in brackets: (i) metric (data-based, empirical or black box), (ii) conceptual (para-
metric, soil moisture accounting or grey box) and (iii) physical-based (white box
or mechanistic). Alongside these three types, models can be split again based
on how much spatial data they can accommodate, these classifications being:
(i) lumped, (ii) semi-distributed, and (iii) distributed models. Section 2.2.2 will
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provide definitions to the different types of rainfall-runoff models focusing on
advantages and disadvantages. Section 2.2.3 will provide definitions for the dif-
ferent types of spatial models, again providing advantages and disadvantages of
each type. Finally Section 2.2.4 will present a comparison between the types
of models, discussing existing literature on the comparison of spatially varying
models.
2.2.2 Classification of rainfall-runoff models
The complexity of a rainfall-runoff’s model structure determines how runoff can
be calculated. This section will briefly describe the three main types of model
structures; Metric, conceptual and Physically-based. Each description will outline
the data requirements and present some example models.
Metric models
Wagener et al. (2004) define metric models as those that are observation based
and that create system response by utilising information from existing data.
These type of models are primarily designed with little or no consideration of
hydrological system processes. Metric models typically do not have any spatially
varying hydrological processes, thus treating the catchment as a single lumped
entity. One advantage of the Metric model is they do not require many different
types of data, but do require access to long and reliable runoff data. However one
drawback of Metric models as outlined by M and J (2004) is that because these
models rely on certain climate conditions under which the data is collected, these
models cannot easily be generalised for use on other catchments. One of the earli-
est form of Metric models is the unit hydrograph theory (Sherman, 1932); a linear
model which can be used to obtain the hydrograph from excess rainfall in a catch-
ment. More recently artificial neural network models have been used, originally
presented by McCulloch and Pitts (1943). Artificial neural networks have been
applied for problems such as: river flow prediction (Wright et al., 2002), (Riad




Conceptual (also named as parametric) models are designed prior to use to at-
tempt to represent hydrological processes through simplified conceptualisations
of hydrological processes Beven (2011). For example, by using a number of con-
nected reservoirs that represent physical characteristics of a catchment such as
the semi-distributed parallel surface rainfall-runoff conceptual model (Hsieh and
Wang, 1999). These reservoirs are filled through rainfall, infiltration and emptied
via evaporation, drainage etc. As such, more observed catchment data is needed
than for metric models such as catchment area or land-use data but, due to the
existence of a model structure, conceptual models can more easily be generalised
for multiple catchments. Conceptual models require meteorological and hydro-
logical data for model parameter calibration. However, one issue with this type
of modelling is that an increase in model processes can lead to an increasing num-
ber of model parameters which can lead to overparameterisation (Perrin et al.,
2001). One of the first conceptual models was the Stanford watershed model
(SWM) developed by Crawford and Linsley (1966). More recently developments
include models such as MODHYDROLOG (Chiew and McMahon, 1994), Hy-
drologiska Byr˚ans Vattenbalansavdelning (HBV) model (Bergstrom, 1976) and
TOPMODEL (Beven et al., 1984).
Physically-based model
Physically-based models, attempt to represent hydrological processes through the
understanding of the physical laws governing the hydrology processes (Pechlivani-
dis et al., 2011). Governing equations derived from first principles are applied
in order to represent multiple parts of the hydrological cycle. These equations
typically include conservation of mass and energy, kinematics and water balance
equations. The parameters for physically-based models do not normally require
calibration but instead represent the physical characteristics of a catchment, for
example soil properties, elevation and dimensions of a river. Hence, these mod-
els do not ideally require more hydrological/meteorological data than conceptual
models but require physical measurements from catchments, which can lead to
extra data demand, scale issues and over-parameterisation. Models such as the
MIKE SHE (Abbott et al., 1986), Water and Energy Transfer between Soil, Plants
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and Atmosphere (WetSpa) (Wang et al., 1996) and United the Soil and Water
Assessment Tool (SWAT) (Arnold et al., 1998) are considered physically based.
2.2.3 Classification of spatial representation by models
Alongside the three classifications of models presented in Section 2.2.2, models
can represent spatially varying hydrological processes in different ways. Thus
creating three new classifications, lumped, semi-distributed and fully distributed
models.
Lumped models
A lumped model assumes the entire catchment as a singular unit and as such
takes no spatial variation of the hydrological processes into account. These types
of models use averaged values for parameters across the entire catchment, and
consequently only a singular river flow value at the catchment outlet is calcu-
lated. As lumped models require averaged values limited amounts of input data
are needed, but this is at the expense of model resolution as detailed spatial vari-
ations cannot be represented by this type of models. One important limitation of
this assumption is that lumped models cannot easily represent large catchments
accurately, especially if the catchment is diverse with elevation changes and mul-
tiple different soil types as outlined by Moradkhani and Sorooshian (2009) and
Uhlenbrook et al. (2004). However, one advantage of lumped models is that com-
putation time can be less due to hydrological processes from a singular area being
considered. Previous published lumped models include the Identification of unit
Hydrographs And Component flows from Rainfall, Evaporation and Streamflow
(IHACRES) model (Jakeman and Hornberger, 1993), Australian Water Balance
Model (AWBM) (Boughton and Chiew, 2007) and Ge´nie Rural a` 4 parame`tres
Journalier (GR4J) (Perrin et al., 2003).
Semi-distributed models
Semi-distributed models as defined by Beven (2011) are the set of model that
do not make simulations throughout the entire catchment but rather for a dis-
tribution function of characteristics. Therefore semi-distributed models tend to
have more parameters than lumped models as each sub-catchment has its own
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set of parameters. A clear advantage of semi-distributed models is that the sub-
catchments can represent spatial variation of: (i) climate, (ii) soil types, (iii)
elevations or (iv) land-use. However one potential disadvantage is that semi-
distributed models require access to more data than lumped models. Examples
of semi-distributed models include TOPMODEL (Kirkby and Beven, 1979), The
Soil and Water Assessment Tool (SWAT) (Arnold et al., 1998), RAFTS (Goyen
et al., 1991) and the Catchment Assessment Tool (CAT) (Kim et al., 2012).
Fully distributed models
Fully distributed models, split the catchment into a grid of smaller cells which can
be square cells (rasters), triangular irregular networks (TIN) or irregular shaped
objects and then model the flow of water through each cell. Examples of appli-
cation where the use of distributed models is considered useful are highlighted
by Kampf and Burges (2007) and include: (i) pollutant transport, (ii) hydrologic
responses to land-use changes and (iii) sediment transport. One advantage of
this type of model is that flow can be modelled at the outflow of each grid cell
throughout the entire catchment as opposed to the other methods of modelling
which take snapshots at certain outlets. However, one major disadvantage of
these models is the extensive data requirements in order to model every grid cell.
However if data is available this type of model can provide the most detailed
hydrological description of catchments. Available distributed models include the
MIKE SHE (Abbott et al., 1986), Water and Energy Transfer between Soil, Plants
and Atmosphere (WetSpa) (Wang et al., 1996), distributed object-based rainfall-
runoff simulation model (DORS) (Zhou et al., 2010) and geomorphology-based
hydrological model (GB) (Yang et al., 2000).
2.2.4 Comparison of spatial representation models
The choice between a lumped, semi-distributed or fully distributed model is
prevalent thought-out the hydrological literature, with conflicting conclusions.
Comparing the different model structures is important in order to determine op-
timal model structure from the large array of existing models (Clark et al., 2011).
As stated by Smith et al. (2004) whilst comparisons of hydrological models on
river flow have been conducted, no comprehensive comparison of lumped and
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distributed modelling methodology had been published by 2004. As such the dis-
tributed model intercomparison project (DMIP) (Smith et al., 2004) was designed
primarily to offer guidance to the US National Weather Service on future mod-
elling strategies alongside attempting to explore the spatial variability of rainfall
and its effects on catchments. The DIMP project was a comparison of a large
number of distributed models and a single lumped model in order compare mul-
tiple model frameworks in order to determine which model structure performed
the best. The results of the DIMP project were presented in Reed et al. (2004),
showing that the lumped model outperformed the distributed model in more in-
stances than the reverse. However the distributed models performed better on
larger catchments than the lumped model.
Summary
The main conclusion that can be drawn from Section 2.2 is that selecting an
optimal model structure depends on the specific hydrological question that needs
to be answered and the amount of data available. For example, if flow within
a catchment needs to be explored then a lumped model should not be chosen.
Results from Table 2.1 and results from the DIMP project indicate that if detailed
spatially varying data is available then distributed models are preferred to lumped
models. But when a singular lumped data set is available then semi-distributed
or lumped models can match and even perform better than distributed models.
One issue apparent from the literature is that it is not generally possible to
fully parameterise distributed and physically based models due to the large data
requirements, resulting in the need for accurate lumped models for catchments
when the aforementioned models cannot be fully parameterised.
2.3 Part 3: Modelling urban hydrological pro-
cesses
As outlined in Section 2.1.1 sealing of impervious areas has considerable impact
on the hydrology of an area. A method to capture these effects is a rainfall-runoff
model which can account for urban processes. However, there are conflicting



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































and how to rout urban runoff to the catchment outlet. Consequently multiple
methods have been proposed and this section will review them.
2.3.1 Urban runoff generation methods
Packman (1980) outlined four challenges involved in modelling the effect of urban-
isation on flood magnitude, and these challenges also represent generic challenges
of modelling urban hydrology: (i) An increase in the complexity of the hydrolog-
ical cycle. Effects such as the pattern of development, how much change there
is due to urbanisation and the type drainage systems all impact the increasingly
complex hydrological cycle. (ii) The problems of parametric description of ur-
ban development. (iii) A general lack of reliable data from urban catchments.
(iv) Difficulty in generalising the results. Such as estimation in ungauged catch-
ments or future conditions in gauged catchments, alongside how best to apply the
method across multiple catchments. The focus of this literature review and thesis
will primarily address problem: (i), (ii) and (iv). The issue of increased complex-
ity in the hydrological cycle due to urbanisation is still present throughout the
literature today over 30 years since Packman (1980) addressed this. A review by
Salvadore et al. (2015) concluded that there is still much work needed in order to
improve modelling of urban systems, and presented a list of shortcomings such
as: the complexity of physical systems leading to a high uncertainty, limited data
and inconsistent levels of detail.
All of these factors have led to a large number of hydrological models, propos-
ing different methods for representing hydrological processes in urban areas.
Shields and Tague (2012) highlight that currently no universally accepted char-
acterisation of urban surfaces exists for hydrological modelling. Fletcher et al.
(2013) and Jacobson (2011) further highlight this claim, stating that most rainfall-
runoff models are rarely parametrised to fully account for urban processes other
than applying an impervious surface extension to account for an increase in runoff
from impervious areas. In the extensive review presented by Salvadore et al.
(2015) 30% of the models reviewed accounted for only the impact of impervious
cover. This issue is increasingly complex when determining which of the urban
processes have the largest impact on the hydrological response, as explored in
Section 2.1.1, and raises the issue of how to generalise these urban processes for
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rainfall-runoff modelling between catchments. Alongside this, currently no single
best method exists in order to model the runoff from urban areas as reviewed
below.
There are multiple different methods to model the hydrological behaviour of
urban surfaces. A common approach is to assume a constant percentage runoff
(or infiltration) from urban areas, such as 70% runoff generation, (Packman,
1980) and (Kjeldsen, 2009), or assuming zero infiltration e.g. (Wiles and Sharp,
2008). Rather than using a lumped value for the entire catchment, spatially
varying values can be obtained in order to have different runoff values at different
parts of the catchment (Valeo and Moin, 2000). Simiraly, Zhou et al. (2010)
uses a distributed object-based rainfall-runoff simulation model (DORS) which
uses multiple spatial runoff values in order model the urban flow throughout the
catchment. Verbeiren et al. (2013) also use spatially-distributed runoff maps,
in order to estimate runoff in the Tolka River catchment in east Ireland using
the WetSpa model. Another technique outlined by Franczyk and Chang (2009)
involves estimating hydrological characteristics of urban areas as a function of
proximity to streams.
Whilst there are a number of methods to model urban runoff generation, the
fundamental question still remains, how much runoff is generated from impervi-
ous surfaces? This question has been highly debated within the literature with
conflicting conclusions on the answer. Ragab et al. (2003) stated that lack of
accurate data has meant that hydrologists typically assume urban infiltration
to be zero and runoff to be 100%. Their study explored runoff values from as-
phalt roads and concluded the ratio of runoff to rainfall was 70% annually, 90%
for winter months (October-March) and 50% for the summer (April-September).
The study conducted by Stephenson (1994) indicated that runoff from a subur-
ban catchment in Johannesburg could be as low as 15% of rainfall, with results
showing that in the undeveloped areas runoff was as low as 4%. Wiles and Sharp
(2008) conducted runoff experiments on asphalt roads which showed that runoff
was approximately 79%. Similarly the review by Redfern et al. (2016) presented
observational evidence from a range of studies that infiltration through urban
surfaces vary depending on the surface type, with values ranging from 16% (de-
teriorated Asphalt concrete) runoff to 93% (Inclined concrete slab). Redfern et al.
(2016) concluded that soil moisture in urban areas can behave differently than
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rural areas such that the retention of soil moisture is decreased. However, as
indicated by Redfern et al. (2016) there is little literature on how best to model
urban soil moisture.
This conclusion is echoed by a number of studies, for example Law et al.
(2009) highlighted that in modelling literature was limited on characterisation
of distributed soils in urban areas. Concluding that the existing research states
that the properties of urban soils are significantly different than rural soil proper-
ties. Due to the fact that urban soils are compacted more than that of the rural
soils which can result in higher runoff values. Similarly Gregory et al. (2006)
concluded that soil compaction had a negative impact on infiltration rates in
north central Florida. However they highlighted the importance of soil infiltra-
tion rates as over or under estimation can lead to under or over estimation in
predicted runoff. Lastly, the authors concluded that measuring soil compaction
was very time consuming and suggested that if multiple catchment soil infiltration
rates were needed the cone index should be used. However one problem with this
conclusion as outlined by Ossola et al. (2015) is that even less literature have ex-
plored the variability of urban soil properties with empirical measurements. The
study conducted by Ossola et al. (2015) explored soil permeability for three dif-
ferent habitat types, low-complexity parks which are minimally disturbed, high-
complexity parks which were not actively managed and high-complexity remnants
which represented the natural vegetation of the area. They concluded that soil
permeability differed depending on the habitat type.
It is clear from the literature that simply assuming a flat percentage of runoff
across catchments is wrong because different urban areas generate different values.
Even within a singular catchment runoff values can vary. Alongside the fact that
urban soil properties can differ from catchment to catchment and very depending
on the soil type.
2.3.2 Hydrological urban routing methods
Similar to runoff generation, the process of routing in a catchment is influenced
by urbanisation through the introduction of storm water drainage systems to
transport runoff out of the built-up areas faster than natural processes. Similar
to urban runoff generation, no one routing method has so far been proven to
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be the best. The two main methods of routing can be defined as a hydrologi-
cal or hydraulic approach (Guo, 2006, p. 437). Hydrological routing uses simple
methods such as continuity equations or storage relationships, to establish a rela-
tionship between inflow and outflow at specific points (Guo, 2006, p. 437). Hydro-
logical routing methods include: linear/nonlinear Muskingum method (Linsley
et al., 1949), kinematic wave routing (Lighthill and Whitham, 1955), and the
Muskingum-Cunge (Cunge, 1969).
In contrast the hydraulic routing approach are based on the Saint-Venant
equations, in which flow is determined as an inflow outflow response through
numerical integration of flow equations across space and time (Mays and Tung,
2002, p. 411). This method is more data intensive than the hydrological rout-
ing, requiring data such as cross-sectional channel geometry, river bed and bank
characteristics (Saint-Venant, 1871).
Price et al. (1980) applied a Muskingum-Cunge equation to urban routing by
applying the equation as an alternative simpler method to the existing lumped
pipe routing method in the Wallingford model (Kidd and Lowing, 1979). The
Wallingford model package contains four various models, (i) a peak flow model,
(ii) a peak flow model incorporating pipe-slope optimisation, (iii) a hydrograph
model for design and simulation, (iv) a hydrograph simulation model including
full solution for surcharged flow. The existing semi-distributed routing method
was a below-ground hydraulic model incorporating both Muskingum-Cunge and
solutions to simultaneous differential equations, to model the full pipe network
of catchments. The simpler lumped methodology applied assumes the routing
as a singular pipeline lumping a complex pipe system into a single ”branch”
splitting the pipe up along the way into n smaller pipe sections. As pointed
out by Price et al. (1980) the simpler lumped method does not require access to
detailed data, just measurements of pipe systems. Results show that the lumped
method generated good results, but needed further research into generalisations.
The Muskingum-Cunge methodology is implemented into the CITY DRAIN
model (Achleitner et al., 2007) which can model different parts of the urban
drainage system, (catchment, sewer system, storage devises, receiving water etc).
The Muskingum approach is used in the model for either a combined (lumped) or
separate system (semi-distributed) in order to model the flow of water through
the catchment to the outlet. Another model which uses Muskingum-Cunge is
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the Watershed Bounded Network Model WBNM (Boyd et al., 1996); a semi-
distributed model which can be used for flood studies, runoff from impervious
and pervious catchment surfaces and flood routing through storage reservoir.
This model can use three different methods to model flood routing in urban
catchments: (i) a nonlinear lag routing method (Askew, 1970), (ii) Muskingum
routing, or (iii) a simple time delay method (which lags the flow at the outlet by
an arbitrary value).
The study conducted by Basnayaka and Sarukkalige (2011) used two mod-
elling approaches to simulate runoff from an urban catchment utilising sub-daily
data. The catchment was split into sub-catchments and each assigned manhole
covers, which were modelled through linking the stormwater pipe network, ap-
plying the Laurenson method for surface runoff routing. The Laurenson method
splits catchments into sub-catchments then uses the Muskingum procedure to
rout through each sub-catchment through a non-linear storage (Laurenson, 1964).
The second method was a hydraulic approach, modelling surface runoff using the
fully-distributed XPSWMM model. The XPSWMM uses a 2 dimensional ap-
proach which splits the catchment into a 6m x 6m grid and models flow between
each grid. Results showed that both models were capable of representing the
urban catchment, but it was noted that the poor topographical data reduced the
accuracy of the hydraulic approach. The results also showed that once calibrated
the hydrological model improved more than the hydraulic model. Rehman et al.
(2003) explored the difference between two different models when utilising sub-
daily data. The first model used RAFTS (Goyen et al., 1991) a semi-distributed
model which splits the catchment into smaller sub-catchments in order to model
and then combines each flow through a simple routing method. The second
model SOBEK (Hydraulics, 2005) is a fully distributed grid-based 2-dimensional
hydraulic model commonly used in floodplain modelling. The comparison was
based on data from two catchments. The results showed whilst model perfor-
mance was similar, if detailed catchment data was available for calibration, and
then the SOBEK model was preferred. The conclusion by Rehman et al. (2003)
was that even if detailed hydrological data was not available the SOBEK model
was still preferred due to the various information within the catchment it could
provide. Whilst this conclusion is true for exploring flow within a catchment
Rehman et al. (2003) do not discus if no spatially varying data is available which
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model is preferred for lumped catchment outlet modelling. They noted that
catchment response is very complex and difficult to model even with fully dis-
tributed models. It is argued in the literature that urban routing on a daily time
step is potentially ineffective. For example Mitchell et al. (2001) concluded that
excess rainfall will have left most catchments in a matter of hours. Hence flow
routing in urban areas is unlikely to be effective on a daily time scale. Conversely,
Figure 3 in Salvadore et al. (2015) showed the spatial and temporal scales of hy-
drological processes from a number of various studies, indicating that sewers and
storm drainage lag-time are over a day long for catchments over 100 km2.
Summary of Section
Similar to Section 2.3.1 a review of the literature show that there is no consensus
on how best to route runoff through urban areas as all of the methods are con-
strained by data availability or require detailed urban pipeline characteristics/
measurements. It is generally acknowledged that with sufficiently detailed catch-
ment data a distributed hydraulic model performs the best. However questions
are raised concerning generalisation of the techniques as advanced data may not
be readily available for every catchment. Hence simpler methods can be applied
to catchments where only very little data is present. The next section will explore
the issue of when complexity within models become redundant.
2.3.3 Complexity of models
An important issue with modelling, in general, is the complexity of models, such
as how many model processes are needed before adding more become redundant.
As outlined by Jacobson (2011) applying more detailed data to a model will lead
to better performance, but there is a limitation to the level of detail of data
that can be applied to every model, such that additional data will not improve
model performance. For example, a complex model may require spatial data and
fractional land-use data. If this data is not available, then model performance is
expected to be lower and in some cases the model cannot be applied. However
a simpler model cannot apply complex data and the detailed data would not
improve model performance. This is a conclusion which is shared with Grayson
et al. (2002) such that applying simple data to a complex model does not gen-
33
erate as good results than if more detailed data is applied. This conclusion is
supported by Jakeman and Hornberger (1993) who found that the accuracy of
model parameters can even be limited dependent on the amount and type of data
present.
One methodology in order to reduce the impact of varying amounts of data
for multiple catchments is by applying a multi-model structure. For example
Butts et al. (2004) compared ten different model structures of the MIKE SHE and
MIKE 11 models. Their results showed large variations in model performance and
suggest that using a combination of model results rather than a single version of
any one model would be preferable. The results also showed that increasing model
complexity by adding additional processes did not improve model performance
in some instances. They stated that future research is needed in evaluating the
performance of model structure ensembles and advocate the use of a multiple
model structure.
There is currently no definitive answer to the question of what constitutes op-
timal model complexity. One methodology is the multi model approach presented
above. Another approach can be taken by considering a nested model structure.
A nested model is a model which is a subset of another more complex model. For
example, all of model A’s parameters and processes are included into model B,
but model B has more processes. In this case model A is a nested model. The
advantage of this methodology is that if certain data is not available then the
simpler nested model can be applied. Dominion (1999) states that for ecological
system, simple models are a starting point and should be built upon into a more
detailed model. These two idea (multi-model and nested model structure) will
be combined for this thesis, creating a simple nested model structure, which can
account for urban runoff and routing processes, but can be built upon. This
creates research question 1 from Section 1.2
Research question 1: Can rainfall-runoff modelling in urban catchments be
improved via implementation of a conceptual urban framework onto an already
existing rural based model?
This research question will be explored further in Chapter 5: Impact of time-
steps on rainfall runoff models performance in urban catchments.
Whilst the conclusion from Section 2.2.4 indicated that no particular model
structure (lumped, semi-distributed and fully distributed) was the best, the stud-
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ies presented compared models on predominately rural catchments. The analysis
presented in Section 2.3.2 again indicated that no particular routing structure
(lumped or semi-distributed) was preferred. Coupled with the analysis presented
by Atkinson et al. (2003) who compared eight versions of a similar model struc-
ture when applied using both daily and sub-daily data, on a catchment in New
Zealand. They concluded that the most advanced fully distributed version of the
model performed the best. However, it was noted that some of the less detailed
models did produce results of similar accuracy of the most detailed model. Con-
versely Dotto et al. (2011) compared two models: (i) a semi-distributed model
(MUSIC) and (ii) a lumped model (KAREN), in order to explore parameter
sensitivity. The study was conducted on five urban catchments in Melbourne,
Australia with sub-daily data. With the conclusion that both models performed
similarly and were able to reproduce the observed data. So Hypothesis 2 from
Chapter 1.2 will explore these arguments further utilising the model created from
research question 1.
Research question 2: What is the loss of information between lumped
and spatially distributed rainfall-runoff models on a varying time scale for urban
catchments.
This research question will be explored further in Chapter 6: A compari-
son between lumped and semi-distributed models utilising sub-daily data on the
Gyeongancheon and Rodbourne catchments..
2.4 Part 4: Model calibration and Validation
This section will review current methods for calibration and validation of rainfall-
runoff models. Model parameter calibration is defined as the process of adjusting
a set of model parameters to ensure the best possible reproduction response of
reality between observed data and model prediction within an acceptable range
of specified accuracy Refsgaard and Henriksen (2004). Model parameter calibra-
tion is important, so that a model can appropriately represent the conditions of a
catchment in order to generate accurate simulations. Model validation as defined
by Sargent (2013), is “substantiation that a model within its domain of appli-
cability possesses a satisfactory range of accuracy consistent with the intended
application of the model.”
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There are two main approaches to parameter calibration for hydrological mod-
els. The first is conducting physical field experiments in order to estimate the
parameters. The second approach is through use of an automatic global search
algorithm to identify the set of parameters resulting in the closest fit between ob-
served and simulated runoff. In order to apply such method a suitable calibration
and validation period needs to be selected. Klemesˇ (1986) proposed four methods
of model calibration and validation: (i) Split-sample test, (ii) Proxy-basin test,
(iii) Differential split-sample test and (iv) Proxy-basin differential split-sample
test.
The split-sample test is conducted by splitting the available data into two
non-overlapping periods; data from the first period is then used for calibration,
and data from the other period used for validation. This method is widely used by
the hydrological community, e.g. Refsgaard (1997), Ewen (2011), and Donnelly-
Makowecki and Moore (1999). However, all four methods have been scrutinised by
a number of authors over the recent years. Mroczkowski et al. (1997) stated that
simply applying the split sample-test should be the minimum requirement when
testing model performance, and that the split-sample test is not an adequate test
of comparing model structures. This study used a hypothesis style approach, with
multi response data in the form of stream flow, stream chloride and groundwater
levels data. The conclusion was that simply applying a split-sample test using
stream flow data has limited explanatory power and that, whilst more advanced
methods can reject models, the more advanced methods are needed to further
model comparison tools. Andre´assian et al. (2009) reviewed the four methods by
Klemesˇ, presenting results from Le Moine (2008) which indicate that applying
the proxy-basin, differential split-sample and proxy-basin differential methods can
create a drop in model performance compared to the split-sample test. Hence,
Andre´assian et al. (2009) concluded that hydrological modellers prefer to just use
the simpler split-sample method rather than the other three methods, arguing
that due to this modellers may not fully consider what could be learnt from
applying the other three calibration methods and just see the drop in model
performance. This position was echoed by Seibert (2003) who concluded that
models are typically not calibrated using Klemesˇ proxy-basin, differential split-
sample, and proxy-basin differential methods to avoid having to deal with a
decrease in model performance. Seibert (2003) argued the differential method
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presented by Klemesˇ (1986) such that models should be calibrated on time periods
with dissimilar hydrological conditions, was a more powerful method but noted
that only a few studies actually use it. Similarly Kirchner (2006) state that
simply applying the split-sample test is inadequate because the calibration and
validation time periods could have similar hydrological conditions, suggesting the
split-sample tests conducted when hydrological conditions are different. Kirchner
(2006) concluded that whilst better models need to be developed better analytical
tools are also needed.
All of these studies agree that in addition to a simple split-sample test,
method (ii)-(iv) of Klemesˇ (1986) list or more advanced method should be ap-
plied when assessing the performance of rainfall-runoff models. Whilst the split-
sample method remains popular and generally accepted the literature suggests
that more advanced methods can be employed to gain additional insight into
model performance. As highlighted by a number of studies these methods are
not being routinely used in the hydrological literature, hence simpler and more
operational methods may need to be devised. But as stated in Refsgaard et al.
(2005) developing new model calibration and validation tests has been neglected
since Klemesˇ (1986). They argue that further development on testing schemes
should be a major future challenge. Recently, advancements have been made in
order to improve upon calibration and validation tests. For example, Ewen and
O’Donnell (2012) explored the split-sample test further by splitting the period
into three sections instead of two: a first calibration period, a second calibration
period, and a validation period. The second calibration period is for calibrating
the interval in which the model parameters perform the best. They acknowledge
that while the method was successful in calibrating and validating a model on
the 260 km2 river Hodder catchment, further extensive testing is needed for a
wide variety of catchments and storm responses in order for the method to be
recommended for more general use. Gharari et al. (2013) also further explored
model calibration by splitting the calibration period into multiple shorter cali-
bration periods in order to obtain multiple parameter sets from which the single
best set can be selected. Whilst this method is arguably a more robust calibra-
tion method due to more parameter sets being generated it does not attempt
further model validation which is more important than simply generating multi-
ple parameter sets. In summary the literature indicates that there are multiple
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methods to calibrate and validate models however these appear not to have found
wide spread acceptance and use by the hydrological community. Hence, there is
a need to develop new calibration and validation methodologies which can be
easily applied to any model that requires parameter calibration. This concept
of creating a new simple calibration and validation methodology forms part of
research question 3 from Chapter 1.2.
Research question 3: Can simple statistically based techniques be used to
improve validation of rainfall-runoff models. The idea of creating a new calibra-
tion and validation method will be explored further in Chapter 4: Operational
model comparison techniques for rainfall-runoff models. This method is designed
in order for the statistical based techniques from research question 3 can be ap-
plied.
2.5 Part 5: Model verification and selection tech-
niques
Once suitable calibration and validation periods have been selected, model per-
formance needs to be evaluated. Krause et al. (2005) outlined three key reasons
as to why evaluating model performance is important: (i) To provide a quanti-
tative estimate of the model’s ability to reproduce historic and future watershed
behaviour. (ii) To provide a means for evaluating improvements to the mod-
elling approach through adjustment of model parameter values, model structural
modifications, the inclusion of additional observational information, and repre-
sentation of important spatial and temporal characteristics of the watershed. (iii)
To compare current modelling efforts with previous study results. Current meth-
ods typically rely on comparing observed and simulated data via a performance



















For each of the three equations presented and the rest to be presented within
Section 2.5, qobs(t) is observed flow, qsim(t) is model simulated flow, ˆqsim(t) is pre-
dicted values from a statistical model and q¯obs(t) is the mean of the observed flow.
A performance criteria is defined by Beven (2011) as a mathematical measures
of how well a model simulation fits available observations. An alternative name
to performance criteria used within the literature is efficiency criteria. These two
terms can be used interchangeably but, for the purposes of this thesis the term
performance criteria will be used.
However there are a number of issues associated with performance criteria that
need to be addressed. The first problem is which performance criteria to choose
Krause et al. (2005) compared nine different performance criteria, concluding
that no single performance criteria can be considered the best. Each criteria has
advantages and disadvantages associated with them, highlighting that different
criteria are sensitive to different parts of river flow, and that selection of criteria
should be based upon the intended use of the model. Similarly Weglarczyk (1998)
concluded that using multiple performance criteria can be misleading due to the
inter-dependence between them, warning that if multiple criteria are to be used
then care needs to be taken not to draw contradictory conclusions.
The second problem associated with performance criteria is that performance
criteria can be inaccurate. Willmott and Matsuura (2005) highlight problems
with RMSE as it is a function of three steps: (i) the total square error, (ii) division
by n number of data points, and (iii) square root. This has the implication that
large errors introduced in the first step will only become increasingly large through
the other steps, resulting in a larger negative impact. Whilst an absolute value
method such as the mean absolute error (MAE), shown in Equation 2.4 does not




t=1 |qobs − qsim|
n
. (2.4)
Gupta et al. (2009) argued that the Nash-Sutcliffe efficiency (NSE) is sen-
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sitive to periods of larger observed runoff values. This is because evaluation of
NSE involves squaring the differences, and thus larger runoff values create larger
differences if the model under or over predicts observed runoff. This conclusion
is also supported by Legates and McCabe (1999) and Krause et al. (2005). Mc-
Cuen et al. (2006) also evaluated the NSE concluding the criteria is sensitive to
a number of factors, such as sample size and outliers due to the NSE being a
singular value which can be inaccurate over longer periods of time.
In order to overcome some of these problems alternative performance criteria
have been developed such as the Kling-Gupta efficiency (KGE), which is an equal
weighting of three components: (i)correlation, (ii) bias, (iii) and variability mea-





















t=1 (qsimxqobs)− ¯qobs. ¯qsim
σqobs .σqsim
. (2.6)
Whilst results indicate this is a better measure than the NSE, the main con-
clusion by Gupta et al. (2009) is that no matter which performance criteria is
used one of the most important parts of modelling remains model calibration.
Whilst new performance criteria can be designed to overcome the inaccuracies
of performance criteria, the issue of how to interpret performance criteria still
remains. This issue was raised by Criss and Winston (2008) who highlighted
that the problem with NSE is that the lower bound is negative infinity but a
negate value of the NSE does not necessarily indicate poor model performance.
As the NSE is based on the mean of the observed flow, so if the flow is steady
then the denominator of the NSE is small, resulting in a larger negative value. In
order to solve the issue of large negative values Criss and Winston (2008) propose
a new efficiency criteria called the volumetric efficiency (VE), which similar to the
KGE, does not involve squaring of differences between observed and simulated
runoff. But unlike the KGE, the VE has a lower bound of zero.
McCuen et al. (2006) argue that a problem with performance criteria is that
it is just a singular value and therefore cannot adequately capture variation in
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simulations. Jain and Sudheer (2008) argue that one of the most important prob-
lems with analysing performance criteria is that 5% over estimation of observed
flow will likely have different implications from a 5% under estimation, which
could indicate zero flow. Thus, simply reporting a performance criteria value
does not indicate over or under estimation as it is a singular lumped value. Sim-
ilarly Legates and McCabe (1999) compare a number of performance criteria,
concluding that performance criteria can be misleading due to its sensitivity to
extreme values, and thus simply applying and stating performance criteria is too
simple and as a minimum the reasoning behind the choice of criteria needs to
be made clear. Kirchner et al. (1996) state that, as a minimum, model perfor-
mance evaluation should have three key elements: (i) a performance criterion,
(ii) a benchmark model, in which the tested model is being tested against, and
(iii) an outcome, detailed by how much better or worse the tested model does
against the benchmark model. Similarly Jain and Sudheer (2008) discusses the
disadvantages of using the NSE and show that a poor model was able to obtain a
high NSE value, so the use of other tools when examining model performance is
needed. This result is shared by a number of studies such as Schaefli and Gupta
(2007) who concluded that simply relying on the Nash-Sutcliffe efficiency alone
is not sufficient to validate a model. They suggest when applying performance
criteria to determine model performance a simple benchmark model should also
be applied such that this benchmark model fits the basic requirement for the
case study in order to provide evidence that the model being tested is sufficiently
good.
Whilst performance criteria are the more commonly used method of model
evaluation, alternative methods are applied which do not take performance crite-
ria into account. For example, Hooper (2001) argued that applying performance
criteria is not sufficient to validate a model, and instead a hypothesis style ap-
proach should be adopted, in which the model is tested multiple times using
different criteria to obtain its limitations. However, the main problem with this
approach is that whilst it does provide a method to critique a model, catchments
are unique and the conclusions drawn from one catchment will not necessarily
apply to other catchments. Krause et al. (2005) criticise performance criteria
arguing that it is too simple to analyse models and in their argument state that
using observed and simulated stream flow hydro graphs in order to strengthen
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the comparison argument.
A method proposed by Vogel and Sankarasubramanian (2003) using the idea
that model performance should be performed prior to and independently of pa-
rameter calibration, therefore removing calibration error. The methodology pre-
sented is a generalized sensitivity analysis which is employed to analyse the per-
formance of models on certain key hydrological characteristics of observed and
simulated data. The authors also state that when applying performance tech-
niques they should reflect on the goals of the modelling excise and purpose of the
hydrological model.
Studies have incorporated the aforementioned methods into their analysis,
such as Bouffard (2014) who compared two models and used both performance
criteria and uncertainty analysis. Anh et al. (2010) compared three models using
three different performance criteria and graphical analysis on a single catchment,
with conclusions that each of the models performance was good and that the
choice of model would be dependent on the purpose of the study. Similarly Refs-
gaard and Knudsen (1996) used a combination of graphical and performance crite-
ria to compare three models of varying complexity on three different catchments.
Boyle et al. (2001) compared two models, one lumped and one semi-distributed
on a Blue river watershed located in Oklahoma, in which hydrographs of observed
and model simulations are used to analyse specific river flow events. Whilst all
of these studies have applied various techniques in order to strengthen results,
they all still apply Performance criteria. Thus, methods need to be developed in
order to better incorporate Performance criteria into analysis. One such method
is presented in Ewen (2011) who present a dynamic programming algorithm in
order to create visual performance criteria which measure differences in amplitude
and timing errors between simulated and observed hydrographs. This method is
described by the authors as an extension to performance criteria.
In summary, it is clear from the literature that performance criteria are widely
used in operational and procedural hydrology but used unconditionally can be a
misleading tool. There are already more advanced methodologies used in order
to compare hydrological models but these methods are rarely used. As such
simple methods need to be developed in order to incorporate these techniques
into hydrological modelling. Which results in hypothesis 3 from Chapter 1.2:
Hypothesis 3: Can simple statistical based techniques be used to improve
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validation of rainfall-runoff models.
This hypothesis will be explored further in Chapter 4: Operational model





This chapter details the development process of the URMOD model, starting
with a description and derivations of the underlying model (DAYMOD) repre-
senting the non-urban (or rural) catchment hydrology. Next, details of the new
urban infiltration models (Section 3.2.1) and routing extensions (Section 3.2.5)
are presented followed by details of model calibration and validation (Section
3.2.6). These sections are followed by a comparison between the three proposed
urban infiltration models (Section 3.3), with a final best framework presented.
3.1 Rural Model processes- DAYMOD
As outlined in Chapter 1, research question 1 was to investigate if an urban
framework can be implemented onto an existing model which does not account
for urban processes, thus creating a nested model structure. The rural model
selected as the base for the nested urban model structure is the rural model
DAYMOD, which was first developed for the Antecedent Rainfall Project with
the aim to improve the Flood Estimation Handbook (FEH) rainfall-runoff models.
The original description of DAYMOD in Packman (2004) featured a comparison
between eight lumped soil moisture accounting models, coupled with a singular
baseflow and surface flow routing method. The DAYMOD model featured in this
thesis is the best performing soil moisture model from the report alongside the
routing methodology presented in the report.
DAYMOD is a lumped conceptual parameter-parsimonious model with seven
calibrated parameters representing two main processes: (i) infiltration and runoff
45
generation and (ii) baseflow and channel routing which is represented in Figure
3-1. Infiltration and runoff generation occurs when precipitation that falls onto
the ground either infiltrates into the soil (left-hand-side of Figure 3-1) or becomes
direct runoff (right-hand-side of Figure 3-1). Direct runoff (or excess rainfall) is
the rainfall that does not infiltrate into the ground and thus is transferred into
runoff. The precipitation that infiltrates into the soil is handled by a conceptual
soil column based approach, with the contribution lost to evaporation or drainage
out of the column conditional on soil moisture levels. The soil moisture is calcu-
lated as a result of infiltration, evaporation and drainage. Whilst the remaining
infiltrated precipitation is retained in the soil column as soil moisture.
The precipitation that does not infiltrate into the soil becomes runoff, which
is then split again with a portion contributing to the baseflow whilst the remain-
ing runoff contributes to the surface flow. Baseflow is the section of flow that
sustains the river between rainfall events, the baseflow is led to the river via de-
layed pathways. Whilst in real world processes baseflow has a contribution from
infiltrated precipitation, DAYMOD does not take this into account and baseflow
is only made up of non infiltrated precipitation. The drainage as shown on Figure
3-1 drains out of the soil column and the precipitation is lost. The surface flow is
defined as the contribution of the river from overland flow. The routing model in
DAYMOD, routs the baseflow through two linear reservoirs, a baseflow reservoir
with a time delay constant (BL) and then the channel reservoir with a shorter
delay (SL). Whilst the surface flow is only routed through the channel reservoir.
DAYMOD has a number of parameters which need to be to be calibrated,
requiring the following observed data: (i) observed rainfall, (ii) potential evap-
oration and (iii) observed river flow. Originally DAYMOD was calibrated using
a simplex method for function minimisation as outlined in Nelder and Mead
(1965). However the shuﬄed evolution complex algorithm of Duan et al. (1993)
was adapted in this thesis. Further details on how model calibration is per-
formed is outlined in Section 3.2.6. Once DAYMOD has been calibrated and a
set of parameters is obtained, then a time series of rainfall (qobs) and potential
evaporation (Ep) data can be used as input to obtain DAYMODs outputs which
are catchment average soil moisture, baseflow (bt), surface flow (st) and actual
evaporation (Ea). Figure 3-1 is a visual representation of the hydrological water
cycle that DAYMOD represents.
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Figure 3-1: Full model diagram of DAYMOD, with conceptual soil column and
zones on the left hand side. Routing system with time delay boxes on the right.
For reference, Table 3.1 and 3.2 has a list of all input, output and parameter
notation for DAYMOD, and the urban model URMOD. The following subsections
will describe how infiltration and runoff is handled for the original DAYMOD,
with the final section detailing the routing method used.
Parameter Description Unit
S Average Soil moisture capacity mm
F Field capacity mm
R Rooting Depth mm
k Drainage coefficient -
Φ Proportion of runoff split -
BL Baseflow lag day
SL Channel lag day
UL Urban lag day
γ Scaling term -
Table 3.1: URMOD model parameters, description and units
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Input abbreviation Unit
Observed rainfall i mm
Observed riverflow qobs m
3/s
Potential evaporation Ep mm
Ouput abbreviation Unit
Simulated riverflow qsim m
3/s
Simulated baseflow bt m
3/s
Average soil moisture - mm
Actual evaporation Ea mm
Table 3.2: URMOD inputs and outputs
3.1.1 Infiltration and runoff generation
Infiltration and runoff generation in DAYMOD is based on a conceptual soil
column approach such that soil moisture level (m) of the column for a time
step (t) is made up of three contributions: (i) infiltration, (ii) drainage and (iii)
evaporation. The model is based on the premise that precipitation that does not
infiltrate into the ground becomes runoff. The percentage of infiltration is handled
by a infiltration factor denoted (f) which can be written as a contribution of the
runoff (κ). Similarly the runoff factor denoted (q) can be written as a contribution
of the infiltration (η), due to a simple mass-balance rain (i) = infiltration (η) +
runoff (κ) as shown in Equation 3.1:
κ = i(1− f) or η = i(1− q). (3.1)
To determine the infiltration (η) it is first necessary to determine the runoff
factor (q). The runoff model used in DAYMOD is based on the uniform Prob-
ability Distributed Model, (PDM), Moore (1985). The PDM assumes that the
catchment is split into a number of individual storages. The soil moisture capac-
ity of these storages is (C) and the size varies uniformly over the entire catchment
between a value of zero and Cmax. The distribution of C values are random over
the catchment, but is assumed to be statistically uniform, hence each capacity
occurs with equal frequency. This approach is commonly used within hydrology
(Moore and Bell (2002) and Moore (1985)) and within other models such as the
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Xinanjiang model (Ren-Jun, 1992) and the Arno model (Todini, 1996). The as-
sumption is shown in (Sivapalan and Woods, 1995) who within the paper explore
the cumulative frequency of soil depths. If all the soil capacities of the catchment
are ordered in size a geometrical representation would form a triangle as shown
in Figure 3-2. The probability of a storage being smaller than or equal to Cmax
is 1, as shown in Equation 3.4
Figure 3-2: Geometric representation of cumulative catchment soil column ca-
pacity




, 0 ≤ C ≤ Cmax 0 elsewhere, (3.2)















If an initial level of soil moisture is assumed (C0), then any areas with a
capacity less than C0 are saturated while areas with soil moisture capacity excess
of C0 are unsaturated with a deficit (C − C0). Next, consider a precipitation
event (i). This added water will further reduce the deficit in the unsaturated
areas to (C − C0 − i), while 100% runoff is assumed from the saturated areas.
This is depicted in Figure 3-3.
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Figure 3-3: Representation of catchment runoff generation and soil saturation.
C0 denotes the amount of soil moisture that is saturated, C is the soil moisture
capacity and excess is the rainfall that did not infiltrate into the soil.
Since DAYMOD is a continuous model after (t = 0) the soil moisture content
(m) will vary through out time, dependent on rainfall. Due to DAYMOD being
a lumped representation of a catchment in order to model the change in soil
moisture a average soil moisture capacity across the entire catchment (S) needs to
be defined. From Figure 3-3 the average soil moisture capacity (S) in a catchment





From geometrical consideration of Figure 3-3, initially at time t = 0, the
proportion of the catchment that is unsaturated is (Cmax−C0)
Cmax
and the unsatu-
rated ranges uniformly from zero to Cmax − C0. The unsaturated volume of the




(Cmax − C0)(Cmax − C0)
Cmax
. (3.6)
The mean actual moisture content m0 at t = 0 can be defined as the mean soil
moisture capacity minus the mean unsaturated volume. Hence the mean actual










So the average catchment moisture content can be defined as m0
S
, which is a
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From Figure 3-3 the proportion of precipitation that is turned into runoff is
C0
Cmax
. As outlined in Equation 3.1 rainfall i = η + κ, precipitation that has not





is the corresponding catch-





































2 is the catchment average percentage infiltration. Dropping
the suffix gives the general soil moisture content such that the infiltration factor








Figure 3-4 shows varying values of f (black line) as a percentage as a function
of relative soil moisture m.
As can be seen from Figure 3-4 the ratio m
S
is defined between zero and
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one, zero indicating that the soil column is completely dry where as a value
of one indicates that the soil column is completely saturated. As outlined in
the introduction of this chapter, alongside the infiltration factor, drainage and
evaporation govern the amount of moisture in the soil column.
In order to determine the drainage and evaporation terms, the structure of the
soil column is analysed. The soil column for DAYMOD takes two soil restrictions
into account: (i) field capacity and (ii) rooting depth. Field capacity (F ) is
defined as the amount of soil moisture retained in the soil column after drainage.
When soil moisture is above field capacity, drainage and evaporation remove
water from the soil column. Below field capacity drainage ceases, but evaporation
still occurs. Whereas in some models field capacity is a physically measured
parameter, DAYMOD is a conceptual model so a direct physical interpretation is
not possible, hence F is a calibrated parameter. Rooting depth (R) is defined as
the soil moisture level at which the roots of vegetation reach. When soil moisture
is above rooting depth but below field capacity there is evaporation, but below
rooting depth evaporation is reduced linearly with depth. Whilst rooting depths
can vary depending on the vegetation (i.e large trees and small plants have very
different length roots), only a single calibrated general parameter is used in the
model. Figure 3-5 shows the soil column from Figure 3-1. As can be seen from
Figure 3-5 there are three zones split by the two half lines representing rooting
depth and field capacity.
In order to determine how the soil moisture is affected in each zone, a soil
moisture equation needs to be constructed. Since the soil moisture behaves dif-
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Figure 3-5: Conceptual soil column from DAYMOD Figure 3-1, with rainfall,
evaporation, and soil column processes.
ferently in each of the three zones, three different soil moisture equations are
needed. Zone one is when moisture content is above field capacity (m > F ). As
such drainage and evaporation happens, with evaporation loss assumed to hap-
pen at the potential rate (Ep), whilst drainage depends upon moisture content
(m) and a calibrated drainage coefficient (k) so drainage out of the soil column
takes place at a rate of k(m − F ). Combining the infiltration factor, drainage
and evaporation gives the change in soil moisture equation at a given time t as















Zone 2 is when the soil moisture is between the field capacity and the rooting
depth (R < m < F ). As stated previously drainage ceases, whereas evaporation
loss happens at the potential rate (Ep), so the soil moisture equation at a given














Zone 3 is when soil moisture is below the rooting depth (m < R). In zone


















Equation 3.16, 3.17 and 3.18 are solved so the direct runoff value can be deter-
mined. Simple analytical solutions for Equations 3.16, 3.17 and 3.18 do not exist
hence a finite difference method has to be applied. The finite difference method
is a numerical method used to solve differential equations through approximation
of differentials over a time step ∆t. Whilst alternative numerical methods can
be applied to solve the equations, the finite difference method will be used as it
is the same method used originally by Packman (2004). For the full derivations



























, k∗ = 1 +
k∆t
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Equation 3.17 solution is;
Mt = G− (i∗)2 + (i∗)
√

















G = M0 − E∗. (3.24)
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In order to determine the soil moisture at a certain time step the mean over





But when the moisture m crosses a zone mid timestep, the timestep is divided
and the remaining period uses the new zone. The next section describes how
runoff is treated.
3.1.2 Routing, baseflow and surface flow generation
As described in Equation 3.1 precipitation that does not infiltrate into the soil
becomes runoff. So runoff κ can be defined as one minus the infiltration factor
as presented in Equation 3.29:










As can be seen from Equation 3.29 runoff generation is not assumed to be a
linear process and depends upon soil saturation (m/s). If the soil is completely
saturated (m/s = 1) runoff generation is equal to the amount of rainfall i. In
contrast, if the soil is completely dry (m/s = 0) then the runoff generation equals
zero. Figure 3-6 below shows the routing section from Figure 3-1.
The precipitation designated as runoff is split into slow responding baseflow
and fast responding surface flow. These two distinct flow components are then
combined at the outlet to form total runoff. The proportion split between the
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Figure 3-6: Representation of routing in DAYMOD, with 2 linear reservoirs and
combined flow outlet.
two types of flow is controlled by a calibrated parameter denoted φ, such that φ is
the proportion for baseflow, whereas (1− φ) is the proportion of the surface flow
contribution. As shown in Figure 3-6 the runoff that is designated as baseflow
is first routed through a local linear reservoir (local baseflow reservoir) with a
time constant of BL before it emerges into the river channel where it is subse-
quently routed to the catchment outlet via a linear reservoir (local surface flow
reservoir) with time constant SL. The surface flow is only routed through the
channel reservoir i.e, bypassing the local linear reservoir. The routing method for
DAYMOD is based on the linear reservoir concept, with a characteristic recession
defined as an exponential decay. The baseflow recharge (r) that feeds the local
baseflow reservoir, with storage σB is given as BL times the outflow b. As shown
in Equation 3.30
σB = BLb. (3.30)
The change in storage for a timestep t can be determined as:
dσB
dt
= r − b. (3.31)
The continuity equation Equation 3.31 can be combined with Equation 3.30




+ b = r. (3.32)
56
The linear reservoir equation can then be multiplied by e
t

















Equation 3.33 can be integrated over a time step ∆t = t− t0 between 0 and








The mean baseflow for a time step t can then be obtained by averaging flow
over the time step (b0 + bt)/2, this is then routed though the channel routing
model. The average of bt is taken if the observed data is averaged, where as if
instantaneous data is obtained then averaging is not needed. The derivation for
the channel routing model uses the same methodology as for the baseflow model.
The surface flow recharge is denoted z, the storage σS is given as SL times the
outflow s, as shown in Equation 3.35
σS = SLs. (3.35)
Following a similar method method for Equation 3.34 the channel routing








Once the mean baseflow is routed through the channel routing model (Equa-
tion 3.36), the mean is then obtained again which results in the baseflow at the
catchment outlet for a time step t. Unlike the baseflow, the direct surface flow
is the runoff designated to be surface flow is only routed through Eq 3.36, such
that (s0 + st)/2 is the average surface flow at the catchment outlet. Combining
the baseflow and surface flow gives the total flow at the catchment outlet (qsim).
In summary, this section has presented the two main processes of the rural model
DAYMOD. The next section will detail the urban frameworks which were imple-
mented onto the rural sections of the model, Section 3.2.1 will detail the urban
runoff frameworks, whereas Section 3.2.5 will detail the urban routing framework.
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3.2 Urban Model processes- URMOD
Five urban frameworks are presented in this section, three urban runoff generation
frameworks are presented in Section 3.2.1 and two urban routing frameworks are
presented in Section 3.2.5.
3.2.1 Urban infiltration generation
This section will detail the new urban infiltration and runoff generation frame-
work developed in this thesis. In the default rural model (DAYMOD) the in-
filtration factor (f) is described by a single lumped term Equation 3.15. For
the urban extension the infiltration has been split into two distinct sources: one
representing infiltration in urban areas, whilst the other represents infiltration in
the rural areas of the catchment. Note that urban areas are a combination of
impervious (e.g. streets) and pervious areas (e.g. parks). Due to this infiltration
occurs within the pervious areas of urban areas. The resulting model is shown in
Equation 3.37;
f = i(1− u)frur + iufurb, (3.37)
where frur represents infiltration in the rural areas, furb denotes infiltration
in urban areas, and u represents the fraction of the catchment covered by urban
surfaces. So if u = 0 then the infiltration factor would default back to Equation
3.15 and describing an entirely rural catchment. The infiltration factor for rural








Whereas if u = 1 this would imply that the area was completely urbanised
and so only the urban infiltration factor would be used. Next, the infiltration
and runoff generation across the urban areas will be considered. Three urban
extension methods are proposed in order to account for impervious surfaces in
catchments. The first method assumes a fixed percentage of rainfall infiltrates
and is turned into runoff for urban areas decoupled from soil moisture. Review of
the literature in Section 2.3.1 indicated that the value changes depending on the
type of impervious surface. The value chosen for this thesis is 70% as suggested
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in Kjeldsen (2009). The second method attempts to account for the infiltration of
the pervious sections of the urban areas, rather than assuming a fixed percentage
runoff as presented in the first method. In contrast to the fixed percentage in this
method the infiltration depends on soil moisture, and at a certain threshold of soil
moisture, 100% of rainfall is translated into runoff from impervious areas. This
method attempts to incorporate conceptual hydrological processes into the runoff
generation, such that urban areas do not generate a fixed amount of runoff but do
generate more runoff than rural areas. The third method assumes that runoff and
infiltration generation in the urban areas are dependent on a calibrated scaling
term denoted γ, such that runoff generation from the urban and rural areas are
similar but γ denotes the percentage reduction in infiltration across the urban
areas. This method attempts to account for the variability in infiltration in the
urban areas. If γ = 0 then infiltration for the urban area is the same as the rural
area and whilst γ = 1 assumes that the urban area is completely sealed as such
no infiltration would be present.
3.2.2 Urban infiltration framework 1: Fixed percentage
runoff
Urban framework 1 assumes a fixed percentage runoff from the urban area of a
catchment, which is independent of the soil moisture and rainfall until a certain
m/S value. This fixed percentage runoff will be denoted ωimp. Comparing ωimp
to the runoff generated for the rural parts, it is clear that if ωimp is less than 100
% there will be a soil moisture threshold when the percentage runoff generated







> ωurb ⇒ m0
S
> 1− (1− ωimp)2. (3.39)
For example, if ωimp = 70% then the threshold value of soil moisture is 1−(1−
0.70)2) = 0.91. Therefore infiltration from the urban areas has to be considered
for soil moisture levels both above and below this threshold level. If the soil
moisture level exceeds this threshold then the urban areas will revert to a function
like the rural areas, i.e:
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furb =






> 1− (1− ωimp)2.
(3.40)
Figure 3-7 shows the urban infiltration furb, alongside the rural infiltration,
for the case when ωimp = 0.7
Figure 3-7: Percentage infiltration versus soil saturation. Urban framework 1:
Urban infiltration (Red), Rural infiltration (Black)
By substituting Equation 3.40 into Equation 3.37 the total infiltration factors
accounting for both the pervious and impervious areas can be defined as
f =
(1− u)(1− mS )
1







> 1− (1− ωimp)2.
(3.41)
The consequence of introducing the infiltration model in Equation 3.41 is that
when soil moisture is high (m/S > 1 − (1 − ωimp)2) the soil moisture equation
defaults to the rural model DAYMOD. This is due to the rural areas soil being
saturated, so the runoff generated is more than that of the urban areas. Which
results in the effect of urbanisation begin reduced. The soil moisture account-
ing equations and derivations for high soil moisture are the same as DAYMOD
(Equation 3.16, 3.17 and 3.18) and will not be derived again. However the soil
moisture levels below (m/S ≤ 1 − (1 − ωimp)2) a set of three new soil moisture
equations need to be constructed to account for the change in infiltration across
urban areas; one for each of three zones of the soil moisture column described in
Section 3.1.1. The consequence of changing the δt would be rather than a daily
time step it would be sub-daily. This will mean the soil moisture will change
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zones less often due to the number of time steps increasing. First, Equation 3.42




















Equation 3.43 is for zone 2 when moisture is between field capacity and the


















Zone 3, when soil moisture is below the rooting depth (m < R), Equation



















Similar to DAYMOD a finite difference method is needed in order to solve
Equation 3.42, 3.43 and 3.44. Unlike the rural derivations, the full derivation for
Equation 3.42 will be presented whereas condensed derivations will be presented
for Equation 3.43 and 3.44. Taking a finite difference for Equation 3.42 gives:
mt −m0



































































, k∗ = 1 +
k∆t
2
, E∗ = ∆t




































(1− u)2 = (Mt −Gu)2 . (3.51)




















































The same method is applied to Equations 3.43 and 3.44 in order to deter-
mine there respective solutions. The full derivations are not presented only the
solutions.
Equation 3.43 has solution:
Mt = Gu−(1−u)2(i∗)2+(1−u)(i∗)
√













, E∗ = ∆t
Ep − iu(1− ωimp)
S
, Gu = M0 + E∗. (3.55)






























, k∗ = 1 +
∆tEp
R







Whilst this is the same solution as Equation 3.53, the Gu and Ep terms are
different. Such that there is no evaporation in Equation 3.57. As stated in the
introduction of Section 3.2.1, a default value of 70% is chosen for ωimp. Alterations
can be made such that ωimp could be a calibrated term, whilst this would make
the urban model more flexible and in-line with current literature as outlined
in Chapter 2.3.1 such that runoff from impervious surfaces is not a fixed value
and changes depending on the urban surfaces. However the purpose of Urban
framework 1 was to test a fixed value and a calibrated term for urban infiltration
is presented in the third framework.
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3.2.3 Urban infiltration framework 2: Combined increas-
ing and fixed urban runoff
Unlike urban framework 1, runoff generation in urban framework 2 depends on
soil moisture, such that due to urban areas having less pervious surfaces than
rural areas, the soil column will fill up faster and reach saturation quicker than
that of rural areas. Upon reaching saturation runoff from urban areas will be
100%, hence 0% infiltration. When the soil column is completely dry, the runoff
generation from the urban areas will still be larger than that of the rural areas.
This value will be denoted ωimp and similar to urban framework 1 will be chosen
as 70%. The amount of runoff generated will increase until 100% runoff is reached
and will continue until soil moisture drops below the threshold value. This process
is shown in Figure 3-8.
Figure 3-8: Percentage infiltration versus soil saturation. Urban framework 2:
Urban infiltration (Dark green), Rural infiltration (Black)












For the low soil moisture (m/S∈ [0, 1− ω2imp]) the infiltration equation is:
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f = i(1− u)frur + iufurb (3.59)


































2 − iuωimp. (3.62)
Whereas for the high soil moisture (m/S ∈ [1 − ω2imp, 1)) the infiltration
consists solely of infiltration from the rural area, i.e the infiltration equation
becomes:
f = i(1− u)frur + iufurb (3.63)




















There are three soil moisture equations depending on the zone location of
the moisture in the soil column, however for urban framework 2, there are two
cases for each zone, when soil moisture is high or low. For low soil moisture
(m/S ≤ 1 − ω2imp) the moisture equation for moisture above field capacity is










− k(m− F )− Ep. (3.66)
The second case is high soil moisture when (m/S > 1− ω2imp). The equation








2 − k(m− F )− Ep. (3.67)
Similar to the previous derivation only the final solutions and substitutions
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will be presented. Hence the solution to Equation 3.66 is:























, i∗ = i∆t2S , k∗ = 1 +
k∆t
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, k∗ = 1+
k∆t
2
, E∗ = ∆t
Ep − kF
S







The soil moisture equation’s and solutions for when the soil moisture is be-
tween rooting depth and field capacity (R < m < F ), are now presented for both



















2 − Ep (3.72)
The solution to the low soil moisture equation (Equation 3.72) will now be
presented:
Mt = Gu − (i∗)2 + (i∗)
√














, E∗ = ∆t
Ep + iuωimp
S
, Gu = M0 − Ep (3.74)
The final solution to the high soil moisture equation (Equation 3.73) is
Mt = Gu−(1−u)2(i∗)2 +(1−u)(i∗)
√













, E∗ = ∆t
Ep
S
, Gu = M0 − E∗ (3.76)
The final two equations to be solved are the low and high soil moisture for
when soil moisture is below the rooting depth (m < R). Equation 3.78 is the
























The solution to 3.79 is:
























, k∗ = 1 +
∆tEp
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This methodology is more flexible than urban framework 1 as runoff gener-
ation is not fixed and is dependent on the soil moisture from the soil column.
Alongside the fact, urban framework 2 attempts to incorporate real world ideas
into the model, such that increasing runoff during wetter periods due to urban
surfaces sealing from precipitation.
3.2.4 Urban infiltration framework 3- Soil moisture de-
pendent increasing urban runoff
Urban framework 3 assumes infiltration across the urban areas is dependent on
soil moisture, but is reduced by a factor γ.







The γ term attempts to account for the variability in infiltration in different
urban areas as outlined in Section 2.3.1, such that a large γ indicates that the
urban area is mostly impervious and more runoff is generated, whilst a smaller
value indicates that the urban area has more pervious surfaces and more runoff is
generated. If γ is zero then infiltration for the impervious area is the same as the
infiltration for the rural area, whereas if γ is one then the impervious area would
be sealed and there would be no infiltration. Figure 3-9 shows the infiltration for
the urban framework 3 furb, this is the case when γ = 0.7
The total infiltration factor is expressed below,
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Figure 3-9: Percentage infiltration versus soil saturation. Urban framework 3:
Urban infiltration (purple), Rural infiltration (Black)





























2 − k(m− F )− Ep. (3.86)
The soil moisture equation for moisture between field capacity and rooting








2 − Ep. (3.87)











Similar to the two previous sections the full derivation for the soil moisture
equation will be omitted and only the solutions and substitutions are shown. The
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The solution to Equation 3.88 is presented:
Mt = Gu − (1− uγ)2(i∗)2 + (1− uγ)(i∗)
√

















, Gu = M0 + E∗ (3.92)
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This method is the most flexible due to the scaling term γ being calibrated.
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3.2.5 Urban routing methods
Once the direct runoff from the urban areas is calculated, it needs to be routed
in order to determine the flow at the catchment outlet. Two routing methods
have been developed for the urban models. The first is an extension of the
routing method presented in Section 3.1.2 via a single linear reservoir, in which
more surface flow is generated but the flow from the urban and rural areas are
routed through the main channel with the same lag-time. The second method is
a storm-drain pipe system approach, with an overflow like approach, such that
if the storm-drain pipe system reaches full capacity, then excess direct runoff
spill onto the rural part of the catchment and thus gets routed through the rural
section. Similarly to the first method, more surface flow is routed but the urban
runoff is routed faster than runoff from the rural areas. Unlike the routing model
used in the rural model section which had only one contribution of direct runoff
q, the urban model runoff is made up of two contributions the rural runoff qrur
and the urban runoff qurb, such that q = qrur + qurb.
Urban routing method 1 - Single linear reservoir
The first urban routing method is an extension of the method presented in Section
3.1.2. Similar to the rural routing, the direct runoff from the rural model is split,
with a contribution going to the baseflow, and the remaining contributing to the
surface flow. The split in rural runoff is done via the φ parameter which was
introduced in Section 3.1.2. The local baseflow equation is the same as in Section
3.1.2 as displayed in Equation 3.96:
bt = b0e
−t
BL + r(1− e −tBL ), (3.95)
where r is the rural runoff designated to be baseflow. Whereas in the rural
channel routing model (Equation 3.36) there is one contribution (z) for surface
runoff, for the urban extension there is two, the rural runoff contribution (zr) and
the urban runoff contribution(zu). The urban runoff (zu) does not contribute to
the baseflow and is therefore considered to contribute directly to the surface flow.
Due to two runoff contributions a new linear reservoir equation is needed for the
surface flow, with storage denoted σ3 such that the lag SL times the total outflow
u:
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σu = SLs. (3.96)
The change in storage can therefore be defined as
dσu
dt
= zr + zu − s. (3.97)




+ s = zr + zu. (3.98)

























Using the same integration method presented in Section 3.1.2, over the time












The mean surface flow can be obtained by averaging over the time step ((s0 +
st)/2). As shown in Equation 3.101 both zr and zu get routed at the same speed,
so the only difference from the routing method presented in Section 3.1.2 is a
reduction in baseflow. Similar to Section 3.1.2 the baseflow and surface flow is
combined to determine the outflow at the catchment outlet.
Urban routing method 2 - parallel linear reservoir
The second urban routing method is a bounded pipe-based approach, which has
a overflow system such that if the pipe system reaches capacity then the excess
flow contributes to the rural surface routing. The surface routing for the runoff









In contrast to method 1, here the urban runoff zu is routed via a parallel linear
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reservoir in the form of a bounded pipe-flow. The method is taken from (Motiee
et al., 1997) which uses a hydraulic method to simulate a drainage network. A
separate linear storage σp similar to Section 3.2.5 can be defined as Equation
3.103 noting that UL is a calibrated urban lag-term and v is the outflow
.σp = ULv (3.102)
The change in storage σp can be defined as the difference between zu and v
dσp
dt
= zu − v. (3.103)





+ v = zu. (3.104)
Equation 3.105 can be solved using a finite difference method similar to the
methodology used to solve the soil moisture equations in Section 3.2.4. For the






− vt + v0
2
. (3.105)
Rearranging to isolate the outflow term vt
UL(vt − v0) = ∆t(zt + z0)
2





































This can be simplified to
vt =
2ULv0 + ∆t(zt − v0 + z0)
2(UL + ∆t)
. (3.110)
As stated previously the pipe system is bounded such that if the capacity is
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reached the excess runoff contributes towards the rural model. Through testing
which will not be presented within the thesis, it was shown that the upper bound
and overflow did not have any significant impact on model performance due to
the small amount of rainfall passing through the model system for catchments
with limited rain. However when tested on a catchment with more rain (See
Section 6) the overflow did have a slight impact on performance. As such the
upper bound will be left in the model and set at 1 m3/s, so further testing can
be applied.
3.2.6 Model calibration
In order to determine the optimal model parameter set θ, a number of model
parameters need to be calibrated. For the rural model, DAYMOD, seven param-
eters are in need of calibration: (S, F,R, k, φ,BL, SL) = θr. For the urban model
frameworks two extra parameters need calibration: UL, for the third urban model
the soil-moisture scaling term γ.
Whilst Jakeman and Hornberger (1993) argue that a rainfall-runoff record
can only detect 4-5 parameters, this model will keep all 7 rural and 2 urban
parameters. This is because no changes to the initial model structure (DAYMOD)
will be undertaken as this is a existing model and so changing the structure could
hinder model performance. The purpose of this thesis is too develop a urban
extension for existing rural models and not change them. Whilst the structure of
the model will not be changed constraints are applied to the parameters in order
to not obtain unreasonable values.
The set of URMOD parameters is denoted θu. Calibration of the model pa-
rameters is achieved via optimisation by finding the optimal set of model param-
eters θ minimising the value of an objective function using the shuﬄed complex
evolution algorithm (SCE) Duan et al. (1993). The shuﬄed complex evolution al-
gorithm samples from across the multidimensional space in order to determine the
minimum of the objective function. However the SCE method does not converge
initially, but rather samples from across the entire space in order to determine the
parameters. The maximum number of iterations for the SCE method is chosen
as 10000. This is because upon testing the model with less and more iterations it
was found that no improvement in performance was obtained by increasing the
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number of iterations past 10000, whilst not as much time (less than 5 minutes for
a 5 year calibration) was saved by decreasing the number of iterations. The model
is run with an initial set of parameter values and observed calibration input data
(rainfall, potential evaporation) to simulate the runoff at the catchment outlet.
An initial set of parameters was chosen, the rural parameters were chosen from
advice of the previous model user. For the UL parameter, this value was chosen
as half the initial value of the SL, due to conceptually UL should be smaller than
SL. The γ parameter was selected as 0.7, which would represent 70% similar
to framework 1 and 2. The initial soil moisture is a fixed value dependent on
the S parameter, whilst a calibrated initial soil moisture value was tested it was
determined not to be implemented into the final model structure due to over
parametrisation. Initial flow values are taken from observed data:
qsim = M(θˆ|I). (3.111)
The simulated runoff qsim is then compared to the observed runoff for the







Whilst for this section the residual sum of squares was chosen as the measure of
performance, alternative measures can be chosen such as MAE or NSE. However,
choosing a measure that has a squared value was preferred as outlined in Chapter
2 squared measures prioritise peak flows. The model then seeks to reduce the
error (Equation 3.113) by optimising the parameters. This process continues for a
maximum of 10000 iterations or Equation 3.113 reaches 0 i.e simulation perfectly
matches the observation. Due to M being an approximate representation of the
true catchment, Equation 3.113= 0 will never happen. Whilst the calibration
process is running a set of constraints are enforced on the algorithm, this is so
unrealistic parameters are not obtained such as a negative soil column size or
a negative lag. The constraints applied to URMOD and DAYMOD are (i) No
negative parameter values, i.e θ > 0, (ii) the field capacity ratio must be greater
than the routing depth ratio, but must remain less than 1. i.e R ≤ F ≤ 1, (iii) the
drainage coefficient k must be greater than 0.1 but less than 1. 0.1 < k < 1, (iv)
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the baseflow lag is larger than the channel lag and the channel lag is greater than
zero. BL > SL, (v) the urban lag is smaller than that of the surface lag. SL > UL
and (vi) the urban scaling term γ must be greater than zero and less than one.
0 ≤ γ ≤ 1. Once the parameter set obtained can then be used with rainfall
and evaporation data to create simulated river runoff values and soil moisture for
other periods of time.
The software all of the models was developed and coded in was R, R is a freely
available open source program environment. The original DAYMOD code was
checked to make sure no bugs were present by recreating older simulations of the
model. Similarly when the urban models were designed and coded, at every step
care was taken to ensure no bugs or coding errors were present. Currently the
model takes approximately 15-20 minutes to perform a full calibration (5 years
worth of data and 10000 iterations). This can change depending on the length of
calibration period or if the number of iterations are increased or decreased.
3.3 Case Study- Comparison of urban runoff
frameworks
All three urban infiltration model structures presented in Section 3.2, were ap-
plied to five catchments in order to compare their respective performance. The
three urban infiltration models were then combined with the single linear reser-
voir routing method presented in Section 3.2.5. Five catchment were selected for
initial model testing, these are summarised in Table 3.3, and based on the per-
centage of urbanisation catchment descriptor URBEXT2000 Bayliss et al. (2006).
The National River Flow Archive (NRFA) classifies each of their gauging stations
with a value. These values will be used as the name of the respective catchments.
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NRFA Name of catchment Area (KM2) URBEXT2000(%)
39033 Bagnor 49.2 0.12
39052 Binfield 50.2 23.71
39094 Marsh farm 96.67 49.17
39096 Wembley 21.8 50.8
39131 Costons Lane Greenford 146.2 52.82
Table 3.3: Table of catchments, NRFA gauging station values and name with size
and percentage of urbanisation.
Figure 3-10: Map of Thames river basin in white and five catchments in grey
selected for analysis in white.
All five of the catchments are shown on Figure 3-10 in grey. Three heavily
urbanised catchments were selected (NRFA: 39094, 39096, 39131), one catchment
was selected with very little urbanisation (NRFA: 39033) and the final catchment
was selected as it is a built up town and will be used for more analysis in Chapter
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5 (Bracknell, NRFA: 39052). The three largely urbanised catchments were then
selected based on area in order to obtain a variety of catchments, ranging from a
smaller catchment 21.8 km2 to a larger catchment 146 km2.
3.3.1 Hydro-meteorological data
The hydro-meteorological daily observed data consisted of: (i) catchment average
precipitation i, (ii) average river flow (qobs) and (iii) potential evaporation data
(Ep). The daily observed precipitation data were obtained from the CEH-GEAR
data set spanning a 50 year period (1961-2012) Keller et al. (2015). The daily
potential evaporation data was obtained from the Climate, Hydrology and Ecol-
ogy research Support System (CHESS) spanning a 50 year period (1961-2012).
The daily river flow data were acquired from the National River Flow Archive
(NRFA) spanning a 38 year period (1975-2013). The daily rainfall and evapora-
tion data had no missing observations. However three river flow data sets (39094,
39096, 39131) did have missing observations. But none of the data was missing
for the period 1995-2004, this period was subsequently chosen as the test period,
as continuous data was needed. Each model structure can calibrated run with
missing flow observations, by either removing the missing time steps, or having
the objective function ignore the time period. If the data is missing rainfall ob-
servations a value of zero can be taken for this period, but it will reduce model
accuracy.
The URBEXT2000 catchment descriptor Bayliss et al. (2006) was used for
this chapter, the subscript 2000 denoting that the 50m × 50m land-cover data
that was used to construct the index refers to the period between the years of
1998-2000. URBEXT2000 uses a contribution of both urban and sub-urban land-
cover classes, with the urban land-cover consisting of roofs, roads and man-made
structures, whereas the sub-urban section is a mix of vegetation and semi-built up
areas. For a catchment URBEXT2000 is defined as the fraction of the catchment
covered in urban land-use, with half of the sub-urban area counted as urban land-
cover as it is assumed that half of the sub-urban area is made up of vegetation
e.g (gardens or parks) Bayliss et al. (2006).
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3.3.2 Model Calibration
All three of the model structures are calibrated using the SCE optimisation al-
gorithm outlined in Chapter 3.2.6. A Klemesˇ split-sample test was used for this
study, splitting the 10 years of data (1995-2004) into a five year calibration period
(1995-1999) and a five year validation period (2000-2004). The years 1995-1999
were used to calibrate each model on each catchment in order to obtain a pa-
rameter set. This parameter set for each respective catchment and model is then
applied to the validation period of years 2000-2004 in order to obtain simulated
data (qsim). Performance criteria can then be obtained for each catchment and
model by comparing the simulated and observed data .
3.3.3 Performance criteria
Two performance criteria were chosen to assess model performance. The first
criteria, the well-known Nash-Sutcliffe efficiency statistic NSE Nash and Sutcliffe






with q¯obs denoting the mean of the observed river flow. Values of NSE lie
between one and −∞, with a value of one indicating perfect fit, i.e qobs = qsim.
The second criterion to be used will be the mean absolute error MAE defined as
MAE =
∑n
t=1 |qobs − qsim|
n
(3.114)
Whereas for NSE, one is the perfect fit, MAE’s perfect fit is a value of zero,
with MAE’s values ranging from 0 to ∞.
3.3.4 Results
Performance of the models using Nash-Sutcliffe efficiency
Figure 3-11 shows the NSE values obtained for both calibration (a) and validation
(b) periods across all five test catchments. The purple triangles are urban Frame-
work 1, the red circles are urban Framework 2 and the black squares are urban
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Framework 3. Only one red circle is present due to Framework 2 having large
negative values for both calibration and validation periods for all catchments.
Figure 3-11: Performance of all three model frameworks on the five selected
catchments applying the NSE, Framework 1 (purple triangles), Framework 2
(red circle), Framework 3 (black squares).The left hand figure (a) is calibration
and right hand figure (b) is validation period.
The results from Figure 3-11 show that for the rural catchment (39033) the
performance of Framework 1 and 3 is similar for the validation period. The
performance of Framework 1 is both consistent and acceptable for all of the
validation periods. The difference between the largest and the smallest NSE was
0.15. The performance of Framework 3 exceeds the performance of Framework
1 for all of the catchments. Calibration for Framework 1 is inconsistent with
values ranging from 0.28 (39094) to 0.63 (39052), whereas the validation results
were consistent. This indicates that the framework is inconsistent but performs
adequately. However the performance of Framework 3 for the calibration periods
except for 39033 is consistent, difference between the largest and smallest NSE
was 0.08.
Performance of the models using Mean Absolute Error criteria
Next, the model performance as measured by MAE is discussed. Figure 3-12
shows the MAE values obtained for both calibration (left) and validation (right)
periods for all five test catchments. Similar to Figure 3-11 the purple triangles
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are urban Framework 1, the red circles are urban Framework 2 and the black
squares are urban Framework 3.
Figure 3-12: Performance of all three model frameworks on the five selected
catchments applying the MAE, framework 1 (purple triangles), framework 2
(red circle), framework 3 (black squares). The left hand figure is calibration and
right hand figure is validation period.
Since the MAE, is the difference in flow values this criteria still has units
unlike the NSE which is dimensionless. As such comparing across catchments
can be undertaken with the MAE. Figure 3-12 shows that for three catchments
(39033, 39052, 39096) results how that they have very similar calibration and
validation performance. For, both Framework 1 and 3 the conclusion that can
be drawn is that whilst Framework 3 does perform better than Framework 1 the
MAE performance is very similar so a conclusion of which model performs better
can not be drawn.
Comparison of simulated and observed data
Figure 3-13 shows the simulated river flow of both Framework 1 and 3 in the
catchment 39131 for the validation year 2002. Figure 3-13 shows that both frame-
work 1 and 3 are capable of simulating the base flow. Framework 1 does over
estimate during the middle of the year (month April-September), whilst Frame-
work 3 under estimates slightly. During the other days both models are capable
of estimating the peaks, with slight under estimation from both models. The
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simulation results presented and the conclusions drawn are similar to the results
in the other two heavily urbanised catchments (39094, 39096).
3.3.5 Conclusion
The results presented in Section 3.3.4 indicate that while urban framework 1 per-
formed acceptable across all catchments, it was not as good as urban framework
3. But Framework 1, assumes that runoff generation of urban areas is indepen-
dent of soil moisture, however this interaction has been found to be quantitative
Redfern et al. (2016). Hence Framework 1 will not be taken forward for fur-
ther testing in this thesis. Urban Framework 2 was built from the literature
assumption that urban runoff is not a flat percentage and scales with the pervi-
ous sections of the urban area. Whilst this framework was taking elements from
the literature, it’s performance was found to be poor, with negative NSE values
and very large MAE values. There are two potential reasons for framework 2
performing so poorly. Firstly a software error, such that there is a bug in the
code meaning more runoff is generated than the true model values. Secondly,
the concept of framework 2 could be wrong. Such that taking 100% runoff at
50% soil moisture generates too much runoff and so bad NSE values are obtained
due to squaring these larger values. As such this framework will not be tested
further. Finally urban framework 3 performed the best out of all three of the ur-
ban frameworks, with consistent performance across all catchments for the NSE.
When analysing the hydrographs this framework was able to match the base flow
with slight under-estimation in the peaks. As such this urban framework will be
selected for future testing.
The next chapter (4) will compare Urban Framework 3 with the single linear
reservoir detailed in Section 3.2.5 and the rural model (DAYMOD) on 27 ur-
ban catchments in the Thames catchment. The urban model will henceforth be
known as the URMOD model. In order to compare the models, two hydrological
model comparison tools are developed and analysed. The table below outlines the
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Comparing the performance of hydrological models is an important and much de-
bated issue in operational hydrology. Multiple methods exist to compare model
performance, mainly by focusing on selected performance criteria, which is ar-
guably too simple (Vogel and Sankarasubramanian, 2003). Two new hydrological
model comparison tools are proposed in this paper, comparing model performance
both for a single catchment and across a group of catchments. The first method
is in the form of a significance Z-test using the output of a jackknife split-sample
calibration method (Quenouille, 1956) on a single catchment. The second method
is a binomial hypothesis test approach considering model performance across a
range of catchments. Model performance is assessed for two nested models across
a range of urban catchments in the river Thames basin.
4.2 Introduction
Hydrological modelling plays a key role in water management, with many prac-
tical applications such as extending stream flow records, predicting future river
85
flows, and simulating river flows in ungauged catchments e.g (Beven, 2011). De-
ciding if a particular model can adequately represent observed data is typically
based on a performance criterion such as the Nash-Sutcliffe efficiency (NSE), Root
Mean Square Error (RMSE) or the coefficient of determination (R2) to compare
the observed and simulated runoff. However, Legates and McCabe (1999) argued
that simply applying and presenting these criteria is too simple and potentially
misleading basis for model selection. They compared a number of performance
criteria and concluded that performance criteria can be misleading due to sensi-
tivity to extremal values and insensitivity to additive and proportional differences
between model simulation and observed data. They concluded that performance
criteria should be used in conjunction with other methods to evaluate model per-
formance. Issues arising when comparing model performance using performance
criteria where also explored by Schaefli and Gupta (2007), who concluded that
simply relying on the Nash-Sutcliffe efficiency alone is not sufficient to validate a
model, as difference in performance at low flows and peaks are lumped together
and the performance can not be captured within a singular value.
Similarly Krause et al. (2005) argue that no single performance criterion can
be considered singularly ‘best’ as advantages and disadvantages are evident for all
criteria, for example the Nash-Sutcliffe efficiency and the coefficient of determi-
nation being sensitive to peak flows. Weglarczyk (1998) highlighted the dangers
of using multiple performance criteria due to the interdependence between them.
Similar to these studies Vogel and Sankarasubramanian (2003), Pappenberger
and Beven (2006), Mishra (2009) and Pechlivanidis et al. (2010) all conclude that
selecting one single performance criterion, or in some cases using several perfor-
mance criteria, to determine model performance can be misleading, and that
alternative methods such as: hydrograph analysis, covariance validation proce-
dure or uncertainty analysis techniques such as stepwise regression analysis and
entropy analysis should be considered. Studies have attempted to incorporate the
aforementioned methods into model assessment studies, such as Bouffard (2014),
who compared two models and used both performance criteria and uncertainty
analysis. Anh et al. (2010) compared three models using three different perfor-
mance criteria and graphical analysis on a single catchment. Similarly, Refsgaard
and Knudsen (1996) used a combination of performance criteria and plotting ob-
served and model simulated data to compare three models of varying complexity
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on three different catchments. Whilst all of these studies have applied various
techniques to strengthen the scientific basis for model selection, they all rely on
performance criteria. Therefore, new methods need to be developed in order to
expand current applications of performance criteria to address short-comings yet
remain operationally useful. One such method is presented by Ewen (2011) in the
form of a dynamic programming algorithm, the Hydrograph Matching Algorithm,
which create a visual performance criterion. The Algorithm is applied to selected
observed and simulated data presented in the form of hydrographs in order to
measure differences in amplitude and timing errors. This method is described by
the authors as an extension to performance criteria. They also concluded that
performance criteria is a powerful tool in analysis but needs not simply be applied
but interpreted such that the choice of which performance criteria are being used
and why. The use of performance criteria can be a misleading tool, but it is a
tool that is widely used and accepted in hydrological research and operational
hydrology. However, a strengthening of model comparisons is needed to be able
to apply performance criteria.
Another approach to model performance evaluation is using Hydrological sig-
natures. Hydrological signatures are index values, derived from simulated and
observed hydrological data. They are designed to represent relevant informa-
tion about hydrological behavior. They were first introduced in Gupta et al.
(2008) who argued that a diagnostic style approach to model evaluation should
be performed over simply viewing a hydrograph or applying performance cri-
teria. Many advancements to hydrological signatures has been conducted with
McMillan et al. (2016) outlining guidelines to selecting hydrological signatures
and example signatures. With hydrological signatures now being using in model
calibration (Euser et al., 2013), model selection ((Clark et al., 2011), (McMillan
et al., 2011)), and classification of catchments (Wagener et al., 2007).
Klemesˇ (1986) proposed a method to compare models by splitting the pe-
riod of available data into periods one calibration and one validation, called the
split-sample test. This method is a standard now in most hydrological model
applications (Andre´assian et al., 2009), evidenced from studies such as Refs-
gaard (1997), Ewen (2011), Donnelly-Makowecki and Moore (1999). Ewen and
O’Donnell (2012) explored the idea of split-sample calibration and validation fur-
ther by splitting the calibration period into two sections instead of one: a first
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calibration period, a second calibration period, and finally a validation period.
They concluded that whilst this methodology did improve model simulation re-
sults, further research was still needed to determine if the methodology will work
on different catchments and different types of storms.
Gharari et al. (2013) presented an alternative method to a singular calibration
period by suggesting splitting the calibration period into a number of sub-periods
and generating multiple parameter sets. The performance of each parameter set
is then calculated and compared in order to determine the single best parameter
set. However this methodology only generates multiple calibration periods not
validation periods. An advancement to this calibration methodology is presented
in this paper based on a jackknife style methodology. The jackknife is defined as
a systematic resampling technique as opposed to the bootstrap which is random
resampling. Building upon (i) the ideas used to determine parameter variability
introduced by, Jones and Kay (2007) and Selle and Hannah (2010), and (ii)
splitting the calibration period into subsets Gharari et al. (2013) this paper will
introduce a new jackknife methodology to calibrate and validate two different
models in order to develop a more robust calibration/validation methodology.
Whilst this study will not directly introduce a new performance criterion, it
will instead present two easy-to-use methodologies to determine the difference in
performance between hydrological models. These tools will be reliant on existing
and widely used performance criteria. The first method will be a performance
measure formulated as a paired Z-test for analysing individual catchment perfor-
mance between two models. The second method is a binomial approach to test for
statistical significant between model performance across a group of catchments.
4.3 Model comparison techniques
4.3.1 Calibration and Validation
The first step needed to determine model performance is to define a calibration
and validation period. The calibration period is defined as the span of observed
data used for calibration of model parameters. The validation period is defined
as the period of data in which a comparison of observed and simulated data is
undertaken to determine if the model is capable of making accurate simulation
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when applied outside of the calibration period. Calibration and validation periods
which do not overlap are used, as a model needs to be validated on data inde-
pendent of calibration data in order to show that it has the capacity to predict
data and not simply mimic calibration data.
4.3.2 A Jackknife calibration method
The jackknife re-sampling technique developed by Quenouille (1956) is a system-
atic sampling method, which was originally designed for exploring bias estimation
but can also provide estimates of variance which is the primary reason for us-
ing the method in this study. The jackknife method used here is an adaptation
of the approach used by Jones and Kay (2007), to quantify model parameter
uncertainty, but is used here as part of the calibration and validation to assess
uncertainty of the performance criteria. The jackknife methodology will be em-
ployed in this paper in order to generate multiple performance criteria for two
different rainfall-runoff models applied to a single catchment. A paired Z-test
method will then be applied to these multiple performance criteria in order to
determine if a significant difference in model performance between the two mod-
els can be detached for a given catchment. This process will be repeated for
multiple catchments, and a second a binomial hypothesis test method will be
applied to test significance between the difference in performance of two models
across multiple catchments. Whilst this methodology can be applied to more
than two models, by comparing each with each other, this paper will be focused
on presenting the methodology.
Next, the method to generate the multiple performance criteria will be pre-
sented. Denote M1 as a model that requires parameter calibration, using a set of
observed hydrological data (runoff, rainfall, potential evaporation) of length N.
The jackknife calibration is based on the following process: first split the calibra-
tion data set into j = 1, ..., n equal length (N/m) non-overlapping periods. The
first sub-period has the same first value as the full set and the final sub-period
has the same final value as the full set. Next, calibrate M1 using the data in the
first sub-period (j = 1), resulting in a set of model parameters θ1. Next use M1
with parameter set θ1 to simulate runoff on the remaining n− 1 sub periods. A
performance criterion Z1 can be obtained for the validation period by comparing
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the model simulated data and observed data in the validation period j = 2, ..., n.
Next, the model is calibrated on the second sub-period, j = 2, and validated on
the remaining j = 1, 3, ..., n sub-periods resulting in a new value of performance
criterion, Z2. This process is then repeated systematically until the models have
been calibrated on all individual sub-periods, each time using a different sub-
period for model calibration and validation. For each iteration, a performance
criterion Zj and parameter set θj is obtained, such that a set of Zj, j = 1, ..., n
performance criteria and θj, j = 1, ..., n datasets are obtained. Figure 4-1 shows
an example of the jackknife process for a data set of length 30 years, a calibra-
tion length of 2 years, a validation length of 28 years, hence Zj, j = 1, ..., 15
performance criteria would be obtained.
Figure 4-1: Example Jackknife method for data sets of length N = 30, m = 2,
v = 28, j = 15. Gold blocks represent the calibration period and black represents
validation period.
The set of performance criteria Zj, j = 1, ..., n can be used to assess the
uncertainty in model performance. The next two sections will outline how the
performance criteria sets obtained can be used to evaluate model performance.
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4.3.3 Paired Z-test method
The first method to evaluate model performance will be based on the concept
of a paired Z-test. This method is used to compare two performance criteria
sets obtained by applying two different models M1 and M2 to the same data set
through the jackknife calibration method. Applying the jackknife methodology
from section 4.3.2 with two models M1 and M2 to obtain two sets of performance
criteria Z1,j and Z2,j such that both sets are of equal length with the subscript
denoting which model it is obtained from. The difference of each observation of






The associated variance estimate as stated by Efron (1982) can also be cal-
culated as:




(Zd,j − Zd)2. (4.2)
The mean value is assumed normal distributed, and consequently the 95%









A hypothesis test can be formed such that the null hypothesis (H0) states
that the performance of models M1 and M2 is the same, i.e.:
H0 : Zd = 0.
whereas the alternative is defined as model performance being different, i.e
one model is performing better than the other,
H1 : Zd 6= 0.
In order to determine which hypothesis to accept and reject, the confidence
interval for Zd is interpreted such that if the interval contains zero then the null
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hypothesis of equal performance can be accepted, whereas if the interval does not
contain zero then the null hypothesis can be rejected, thus indicating a significant
difference in model performance.
4.3.4 Binomial hypothesis test
Whilst Section 4.3.3 outlines a method to compare models on a singular catch-
ment, the binomial hypothesis test can be used to compare model performance
across a group of catchments. The test will utilise a success/ failure approach
to compare two models; either a model outperforms the other or it does not.
Whilst it has not been reported in the literature of models performance being
equal, model performance can be similar or very close to equal. However since
the nature of the Binomial distribution is success/ fail the case where both model
performance criteria are exactly equal is not taken into account, as this case is
considered an unlikely occurrence. In order to apply a binomial hypothesis test,
independence between model performance assessments in each sub-period has to
be assumed, meaning each calibration of a model must be independent and holds
no prior calibration such that parameter calibration is not influence via previous
calibrations.
The methodology described in Section 4.3.2 a common record length is as-
sumed, however as discussed in Section 4.6 a varying record for each catchment
and varying sub-periods for each catchment can be used. Applying the jack-
nife calibration/validation method to two models M1 and M2 on each catchment
in turn in a group of c catchments will result in c sets of performance criteria
each containing nj elements Z1,j,l, j = 1, ...n, l = 1, ..., c and Z2,j,l , j = 1, ...n
,l = 1, ..., c, with subscript l denoting the catchment number. For each catch-
ment the difference between model performance is calculated for each of the
j = 1, ..., n validation periods, Zd,j,l can be obtained so Zd,j performance criteria
are obtained. The respective means of each of the difference sets can be obtained
for each catchment Zd, resulting in c performance criteria means. This process
is displayed in Figure 4-2
A hypothesis test can be formed such that the null hypothesis (H0) assumes
that there is no difference in model performance across the c catchments, and
therefore the probability (p) that either model outperforms the other is assumed
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Figure 4-2: Data process for l catchments and two models.
to be half, i.e.:
H0 : p = 0.5. (4.4)
The alternative hypothesis (H1) can be set up as either a two tailed test, if
a test for either model outperforming the other, or a one tailed test, if a test
for a specific model outperforming the other is preferred. The case presented
here is the two tailed test of model performance being different. The alternative
hypothesis is given as :
H1 : p 6= 0.5. (4.5)
Let c denote the number of trails, such that a trail is defined as the mean
difference of performance criteria for two models Zd on a particular catchment.
Define a success as M1 outperforming M2 (Zd > 0), whereas a failure is M2
outperforming M1 (Zd < 0). Let V be a random variable defined as the number
of catchments where M1 outperforms M2 (successes). Thus the probability of v
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instances where M1 outperforms M2 is a binomial distribution B(c, p) and given
as;






A hypothesis test can be formed for a predefined significance level (α) e.g.
α = 5%. The observed number of success v is compared to the critical interval
defined as v ≤ B(c, p)α
2
and v > B(c, p)1−α
2
where subscript (α/2) and (1− α/2)
signify quantiles of the binomial distribution. The values obtained from Equation
4.6 will be denoted p-values such that if the p-value falls within the critical
interval then the null hypothesis can be rejected such that there is a difference
in model performance, whereas if the p-value does not fall within the critical
interval then the null hypothesis can be accepted such that there is no difference
in model performance. Figure 4-3 is an example of the method for a two-tailed
example let c = 27 and p = 0.5, then to achieve a significant difference in model
performance at α = 5% significance level, M1 would have to outperform M2 in 19
out 27 catchments or M2 would have to outperform M1 in 8 out of 27 catchments
as indicated by the red section of Figure 4-3.
Figure 4-3: Binomial distribution c = 27 and p = 0.5, the red areas indicate
significance.
An example case study is presented in the next section (Section 4.4) to test
the methods, with the final section (Section 4.6) discussing the advantages and
disadvantages associated with these methods.
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4.4 Case study: The Thames Catchment
The two hydrological model comparison tools developed in the previous sections
were tested using two conceptual rainfall-runoff models on a set of c = 27 gauged
catchments located within the Thames catchment.
4.4.1 Model description
The two models used for this case study are URMOD (M2) and DAYMOD (M1)
(Kjeldsen et al., 2005). URMOD is an extension of DAYMOD containing an
additional set of model components to account for urban land-use, resulting in a
nested model structure where M2 is a simpler version of M1. Both models are a
lumped conceptual parameter-parsimonious rainfall-runoff model (As explained
in Chapter 3) with URMOD having eight calibrated parameters (since it is using
the single reservoir not the parallel linear reservoir which adds an additional
parameter) whereas DAYMOD has seven.
The models represent two main processes (i) infiltration and runoff and (ii)
channel routing. The infiltration and runoff generation is based on a concep-
tual soil column approach, such that the precipitation that does not infiltrate
is turned into runoff. The runoff generation in DAYMOD is dependent on the
soil moisture in the conceptual soil column such that as the column fills more
runoff is generated. The runoff generation in URMOD is split into two contri-
butions, one from the rural ares and the second from the urban areas. Runoff
generation from the rural areas is the same as DAYMOD, whereas urban runoff
generation is determined via a calibrated scaling term, with a larger scaling term
resulting in more urban runoff being generated. The second process within the
models is the channel routing. This is based on single linear reservoir such that
routing for the rural areas is achieved via a linear reservoir concept with a pro-
portion of the runoff routed through a baseflow reservoir then routed through a
surface flow reservoir. In contrast, the proportion of runoff designated as surface
flow is just routed through the surface flow reservoir. The baseflow and surface
flow is then combined to be the rural runoff at the catchment outlet. The ur-
ban routing within URMOD routs the urban runoff through a separate surface
flow reservoir, and then combines with the rural runoff to become total runoff
at the catchment outlet. The two models require observed rainfall, runoff and
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potential evaporation, in order to calibrate the 8 parameters (DAYMOD has 7
calibrated parameters). Both models are calibrated using a shuﬄed evolution
complex algorithm (Duan et al., 1993).
4.4.2 Catchment Selection
Figure 4-4: Thames river catchments, entire Thames basin in white and selected
catchments in grey.
An initial set of 112 catchments were assembled from within the Thames catch-
ment for which long-term daily rainfall and runoff data are available from the
National River Flow Archive (NRFA). This initial set was reduced to a subset
of 27 catchments based on the condition that the fraction of urban land cover
had to be larger than 5% of the catchment to ensure a meaningful comparison of
URMOD and DAYMOD. Futhermore, each catchment needed good quality data
for a 30 year period 01/01/1980 to 31/12/2009. The resulting 27 catchments
ranged in size from 21.8 km2 to 904 km2 with fractional urban land cover values
ranging from 5.34% to 54.75%. In Figure 4-4 the 27 catchments are highlighted
in grey.
The hydro-meteorological data used in this study consist of: catchment av-
erage daily precipitation (i), average daily river flow (qobs), and daily potential
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evaporation data (Ep). Runoff data at a daily time step were acquired from the
National River Flow Archive (NRFA) spanning 30 years from 01/01/1980 up to
31/12/2009. The precipitation data were obtained from the CEH-GEAR data
set (Keller et al., 2015) covering the same 30-year period. Finally, evaporation
data was obtained from the Climate, Hydrology and Ecology research support
system (CHESS) (Robinson, 2016). The runoff data was quality controlled by
removing the missing data rather than estimating values, checks were made to
ensure that there were no major gaps of multiple weeks worth of data missing.
When continous weeks of data is missing this is defined as a major gap of missing
data.
One important criterion for the urban model is determining the percentage
of urban land-use in a catchment. For this study the URBEXT2000 catchment
descriptor (Bayliss et al., 2006) was used, where the subscript 2000 denotes that
the 50m × 50m land-cover data used to construct the index refers to land-use
data from the period between the years of 1998-2000. URBEXT2000 uses a contri-
bution of both urban and sub-urban land-cover classes, with the urban land-cover
consisting of roofs, roads and man-made structures, whereas the sub-urban sec-
tion is a mix of vegetation and semi-built up areas, only half of the sub-urban
section is contributed to URBEXT2000 as it is assumed that half of the sub-urban
section is made up of vegetation such as gardens or parks (Bayliss et al., 2006).
4.4.3 Performance criteria
In order to apply the two methods presented in Section 4.3, a set of performance
criteria needs to be selected. Two different performance criteria were selected
for this study: (i) the Nash-Sutcliffe efficiency statistic (NSE) (Nash and Sut-
cliffe, 1970), and (ii) the Mean Absolute Error (MAE). Consider a time series
of observed runoff qobs(t), t = 1, ..., n, and the accompanying simulated runoff
qsim(t), t = 1, ..., n obtained from a calibrated rainfall-runoff model. Definitions
and reasons for choosing each criteria is presented below.






The range of possible NSE values spans −∞ and one, with a value of one
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indicating perfect fit, i.e qsim = qobs for all nj observations. This criterion was
selected because its widespread use in hydrology. An often cited problem with
this criteria is that it is sensitive to extremal events due to it squaring differences
as discussed by Krause et al. (2005) and Legates and McCabe (1999). Because
of this potential problem an absolute value criteria shall be chosen alongside the
NSE.




t=1 |qobs − qsim|
n
(4.8)
Possible values of MAE range from 0 to ∞, where a perfect fit will result
in a value of zero. This criteria was chosen because, unlike the NSE, it takes
the absolute difference rather than the squared difference and is therefore less
affected by high deviations (Willmott and Matsuura, 2005).
4.4.4 Experiment setup
The two methods developed in Section 4.3 were applied in an attempt to com-
pare the performance of the two rainfall-runoff models, described and developed
within Section 3.1 and 3.2, URMOD (M2) and DAYMOD (M1) when applied to
30 years of observed hydrological data on 27 catchments in the Thames basin.
Both models use the same calibration scheme explained in Section 3.2.6 . Two
calibration lengths were chosen, 1 year and 2 year, resulting in n = 30 and n = 15
performance criteria and parameter sets, respectively, for each catchment. These
time lengths were chosen in order to obtain suitably large amounts of performance
criteria in order to apply the Z-test method. Applying the jackknife calibration
method outlined in Section 4.3.2 both the NSE and MAE performance criteria
were used to evaluate model performance. The paired Z-test method outlined in
Section 4.3.3 is applied to each of the 27 catchments in turn to determine the
individual performance of each catchment between the two models. Next the bi-
nomial method outlined in Section 4.3.4 was applied to determine the collective
performance across the m = 27 urban catchments.
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4.5 Results
4.5.1 Assessing performance of individual catchments via
paired Z-test
This section will explore the difference in performance of the two models at the
individual catchment level, using the paired Z-test. Whilst the tools presented in
Section 4.3 detailed a method for the validation period, they can also be applied to
the calibration period. This is achieved when the optimal model parameters are
calibrated, they are applied to the model in order to generate simulated data for
the calibration period. This data can then be used to obtain a performance crite-
ria, with the process being repeated for each jackknife calibration period in order
to obtain multiple performance criteria. The paired Z-test confidence intervals
can then be calculated. The results will be presented such a positive difference in
performance criteria (Zd > 0) indicates model M2 (URMOD) performed better
than model M1 (DAYMOD). In contrast negative difference (Zd < 0) indicates
that model M1 (DAYMOD) performed better than model M2. The 95% confi-
dence intervals of Zd are calculated for each catchment using Eq 4.3 and then
subsequently plotted. If the confidence intervals cross zero, then the null hypoth-
esis of equal M1 and M2 performance can be accepted, whereas if the interval
does not cross zero the null hypothesis is rejected such that either M1 or M2 has
performed better.
1-year calibration
Figures 4-5 and 4-6 show the results of difference in performance of M2 and M1
when calibrated on 1-year, and the performance assessed on the 29-year validation
periods. The left hand figures (a) show the difference in performance criteria of
the calibration period and the right hand side (b) is the difference in performance
criteria of the validation period. The black circles indicate that Zd > 0. Whilst
the red triangles are Zd < 0. Figure 4-5 shows the difference in performance when
the MAE criteria is applied, whereas Figure 4-6 is the Nash-Sutcliffe performance
criteria. The black lines indicate the 95% confidence intervals.
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Figure 4-5: Difference in performance Zd for calibration (left hand figure) and
validation periods (right hand figure). A calibration period of 1-year was used
and MAE performance criteria. Black circles show that Zd > 0, red triangles
show Zd < 0
Figure 4-6: Difference in performance Zd for calibration (left hand figure) and
validation (right hand figure). A calibration period of 1-year was used and NSE
performance criteria. Black circles show that Zd > 0, red triangles show Zd < 0
The results in Figure 4-5 show that for the MAE calibration period results
M2 outperformed M1 on 23 catchments. Whilst for the NSE M2 outperformed
on 21 catchments as indicated via Figure 4-6. All of the confidence intervals
for the calibration periods include zero indicating that the null hypothesis of
equal performance can not be rejected. For the validation period the number of
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instances where M1 outperformed M2 increases. For the MAE criteria (Figure
4-5) it increases from 4 to 8 whereas using the NSE increases the number from
6 to 13. Similar to the calibration period all of the confidence intervals include
zero, indicating that the null hypothesis of equal performance can be accepted.
2-year calibration
Figures 4-7 and 4-8 show the results of difference in performance of M2 and M1
calibrated on 2-years, with validation period of 28-years. Similar to the results
presented in Figures 4-5 and 4-6, the black circles indicate that Zd > 0, whilst the
red triangles represent Zd < 0. Figure 4-7 shows the difference in performance
when the MAE criteria is applied, whereas Figure 4-8 contains results obtained
using the Nash-Sutcliffe performance criteria. The left hand figures (a) are the
difference in performance of the calibration period, while the right hand side (b)
is the difference in performance criteria of the validation period. The black lines
indicate the 95% confidence intervals.
Figure 4-7: Difference in performance Zd for calibration (left hand figure) and
validation periods (right hand figure). A calibration period of 2-years was used
and MAE performance criteria. Black circles show that Zd > 0, red triangles
show Zd < 0
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Figure 4-8: Difference in performance Zd for calibration (left hand figure) and
validation (right hand figure). A calibration period of 2-year was used and NSE
performance criteria. Black circles show that Zd > 0, red triangles show Zd < 0
Figure 4-7 shows that for the 2-year calibration period model M2 outper-
formed M1 on 17 catchments, whereas for the NSE M2 the number of catchments
where M2 outperformed M1, increased to 20. Again all confidence intervals in-
clude zero indicating the null hypothesis of equal performance can be accepted.
Similar to the 1-year validation, for the 2-year validation the number of catch-
ments of M1 outperforming M2 increases, for the NSE an increase from 8 to 13
catchments with MAE increasing from 10 to 13. Similar to the 1 year confidence
intervals, all intervals did include zero indicating that the null hypothesis of equal
performance can be accepted.
4.5.2 Assessing performance of collective catchments via
Binomial hypothesis method
This section explores the difference in performance of the two models collectively
across all 27 catchments, using the binomial distribution approach as outlined in
Section 4.3.4. The hypothesis test is applied to both the calibration and valida-
tion results presented in Section 4.5.1. The hypothesis test is a two-tailed test
such that the alternative hypothesis H1 is that there is a statistically significant
difference in the models performance in favour of the model with the majority of
outperformances. A p-value approach is taken on a α = 5% critical interval, such
that if the p-value obtained is less than 0.025 the alternative H1 can be accepted
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whilst a value larger indicates the null hypothesis H0 of equal performance can
be accepted. Table 6.4 shows the performance when a 1-year calibration is used,










NSE Calibration 21 out of 27
catchments
0.002 H0 can be rejected
such that there is
a significant difference
in model performance
in favor of M2
NSE Validation 14 out of 27
catchments
0.149 H0 of equal perfor-
mance cannot be re-
jected
MAE Calibration 23 out of 27
catchments
0.0001 H0 is rejected such




MAE Validation 19 out of 27
catchments
0.017 the H0 can be re-
jected such that there
is a difference in model
performance in favor
of M2.
Table 4.1: Performance of M2 and M1, with out-performances of M2 over M1 and
the Binomial hypothesis test results for a 1-year calibration period.
The results show that for both 1 and 2 year calibration M2 performs signifi-
cantly better in the calibration of the NSE, whereas during the validation the null
hypothesis of equal performance cannot be rejected. However the results differ
between years when the MAE criterion is used. For both validation periods the
null hypothesis again cannot be rejected. When 1-year data is used the H0 can
be rejected such that M2 performs significantly better during the calibration, but











NSE Calibration 19 out of 27
catchments
0.017 H0 can be rejected
such that there is
a significant difference
in model performance
in favor of M2
NSE Validation 14 out of 27
catchments
0.149 H0 of equal perfor-
mance cannot be re-
jected.
MAE Calibration 17 out of 27
catchments
0.063 H0 of equal perfor-
mance cannot be re-
jected.
MAE Validation 14 out of 27
catchments
0.149 H0 of equal perfor-
mance cannot be re-
jected
Table 4.2: Performance of M2 and M1, with out-performances of M2 over M1 and
the Binomial hypothesis test results for a 2-year calibration period.
4.6 Discussion
The results presented in this study raises a number of issues that need further
discussion. Firstly, is the difference in results obtained using MAE and NSE. For
the 1-year calibration validation results M2 had better performing performance
criteria in 19 out of 27 catchments when applying the MAE. However when
applying the NSE this value was only 14. This further highlights Legates and
McCabe (1999) conclusions that the choice of efficiency criteria needs to be made
clear. For the NSE 1 year validation results values as low as -9 was obtained.
Whilst this could indicate poor model performance on the catchment, it also
highlights the erratic nature of the criteria. A method to solve this would be
too apply a bounded performance criteria such as the bounded Nash-Sutcliffe.
However this low value highlights one problem with the jackknife calibration and
validation method, such that a large period of years (29) creates a singular lumped
performance criteria. Whilst this singular lumped value is good for testing a
models overall performance across a large number of years it cannot show if
model performance increases or decreases over the years. If this is preferred then
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an extension to the presented jackknife calibration and validation method can
be employed such that the 28-years could have been split into 14, 2-year periods
each with there own respective efficiency criteria. This process is shown in Figure
4-9.
Figure 4-9: Example Jackknife method for data sets of length N = 30 , m = 2,
v = 28, j = 15. Gold blocks represents the calibration period, grey and black
represents validation period.
Whilst the jackknife calibration method presented in this chapter is similar
to the Klemesˇ split sample test the jackknife has a number of advantages over
the split sample test. Firstly, the jackknife calibration scheme generates multiple
calibration and validation results which can be further analysed as opposed to
the Klemesˇ test which only obtains 1 calibration and validation period. However
due to the increase in calibration periods the computational time of the jack-
knife scheme further increases. With multiple calibrations, multiple parameter
and performance criteria is obtained which means more rigorous analysis can be
conducted using the jackknife method as opposed to Klemesˇ.
In the application of the jackknife calibration and validation method a com-
mon record length was assumed (30 years), with a common sub-period selected
(1-year and 2-year). However a varying record-length for each catchment can
be used. Varying sub-period length can also be used for different catchments
but the length has to be consistent across the entire record length for a singular
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catchment. However, the total number of sub-periods needs to be considered. As
when the the paired Z-test method is applied it as advised by Van Belle (2011)
a minimum of 12 data points should ideally be used when estimating variance.
One advantage of the jackknife calibration method is that it can generate more
parameter sets, which Gharari et al. (2013) argued is preferable. However, this
is obtained at the expense of an increase in computational time, due to the need
to perform more model calibrations.
As shown in Section 4.5.1, the results indicated that for no catchments were
statistically significant indicated by the significance lines not crossing zero, indi-
cating consistent non significance. This could be due to the model’s performance
being the same, or could indicate that the 28 or 29 years of lumped data creates to
much variation due to the inflated variance generated from Equation 4.3. Hence
further research is needed in order to see if this method is a viable hydrological
comparison tool.
One clear advantage of the proposed Binomial test is the ability to assess if a
model is significantly better performing across a large number of catchments. This
is a simple-to-use methodology that applies current performance criteria. The
binomial approach is also flexible with the jackknife calibration and validation
method, rather than comparing multiple catchments the binomial method can
be applied to a singular catchment, such that the trials would be denoted as
individual years or certain events.
However one issue is raised in the conflicting conclusions between the paired
Z-test and the binomial hypothesis test, due to the application of the Z-test
indicating no significance between model performance at the individual catchment
level, but the Binomial hypothesis test showed that one model performed better
across a number of catchments.
This raises the question of whether the binomial hypothesis test can be applied
when the catchment performance was shown to be statistically similar. It can
because both tests are testing different hypothesis. Since the jackknife Z-test is
testing model performance at the individual catchment level, whilst the binomial
hypothesis test is testing out performances in a large number of catchments.
If in future a method does generate significance for singular catchments then
comparing just on significant catchments for the binomial hypothesis test can be
applied.
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The overall aim of both tests developed within this chapter are to inform
decisions within hydrological modelling. The conclusions made about the rainfall
runoff models would have differed if the tests developed were not used or if only
a single test was used. This is because both tests give differing conclusions
on the performance of the models, with the Binomial hypothesis test exploring
performance across a number of catchments whereas the jackknife was testing
a single catchment. If only one of the tests developed within the chapter are
performed a different conclusion could have been drawn. The same could be true
if even more different tests are performed.
4.7 Conclusion
This paper presented two easy-to-use techniques for comparing the performance
of two rainfall-runoff models, as well as presenting a more robust methodology to
calibrate and validate rainfall-runoff models. The purpose of this paper was
to show that applying simple statistical methods can add interpretive power
when comparing model performance and that model calibration methods can
be improved. However whilst these techniques do add a more robust method to
test model performance, it is recommenced that these techniques should be used
alongside other performance methods such as graphical analysis (hydrographs).
One concluding remark on the calibration method is that this method does not
improve model structure or calibration algorithms. Moreover this method should
be used in the application phase not in the development phase of modelling.
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The previous chapter (4) compared both URMOD and DAYMOD on 28 ur-
ban catchments in the Thames catchment. The purpose of the chapter was to
answer Research questions 1 and 3. The results show that simply implementing
a simple urban runoff framework and routing methodology does improve model
performance but further study is needed in order to answer research question 1.
The answer to Research question 3: Can simple statistical-based techniques
be used to improve validation of rainfall-runoff models. was answered during this
chapter, of the two hydrological model comparison tools developed in Chapter 4,
the binomial hypothesis test is used again in the next two chapters. Whilst the
paired Z-test is not, as outlined in the conclusion in Chapter 4 further research
is needed in order to determine if it is an effective tool to compare model perfor-
mance. However the jackknife calibration/validation method will again be used
in the next two chapters. The next chapter compares URMOD and DAYMOD
but URMOD will use the parallel linear reservoir detailed in Chapter 3.2.5. In
order to answer research question 1 a detailed analysis of two catchments using
sub-daily data. The purpose for this as outlined in the introduction of Chapter
5 is because of the nature of urban surfaces urban flow within a catchment may
have left within a day, and so to test the performance of the URMOD model
a comparative analysis on sub-daily data will be conducted. The table below
outlines the contribution of the thesis author and the co-author of the coming
paper chapter.
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The introduction of urban land-cover changes the hydrological characteristics of
catchments. Hence there is a need to develop new models to account for this
change in urbanisation. The issue that is addressed in this study is assessing the
performance of an urban rainfall-runoff model, when sub-daily data is applied.
This is achieved through comparing two rainfall-runoff models, a full urban rain-
fall runoff with urban pipe routing and a rural model. These models are applied
to two urban catchments in the Thames river catchment, the river Cut and river
Ray catchments. The results show that for the river Cut the full urban model




It is well documented that urbanisation has a detectable impact on the hydrology
of a catchment. This impact ranges from increased runoff rates in catchments
(Fletcher et al. (2013) and Jones et al. (2000)) to an increase in peak flows in
catchments (Miller et al. (2014) and Rose and Peters (2001)). Alongside the
increase in runoff generated from catchments the time in which runoff leads to
the catchment outlet is shortened, with Shaw (1994) concluding that the lag time
between precipitation and river runoff is decreased. One method that is used
to capture the effects of urbanisation on catchment hydrology is rainfall-runoff
modelling.
Rainfall-runoff models that explicitly account for urbanisation play an impor-
tant role in simulating the effects of urban land-use by representing the effects of
impervious surfaces and other urban systems. From the published literature it
is evident that general urban processes, besides simple representations of imper-
vious areas, are rarely considered and implemented into rainfall-runoff models.
For example, Redfern et al. (2016), Fletcher et al. (2013) and Jacobson (2011),
discussed that the complex nature of urban environments, most rainfall-runoff
models are rarely parametrised to fully account for urban processes other than
just implementing an impervious surface extension; with 30% of the models in
the review presented by Salvadore et al. (2015) only accounting for the impact of
impervious cover on infiltration. This issue is increasingly complex when deter-
mining which of the urban processes have the largest impact on the hydrological
response, and as such raises the issue of generalising these urban processes for
rainfall-runoff modelling. One such urban process is urban flow routing. Urban
routing on a daily time step is potentially ineffective, with Mitchell et al. (2001)
concluding that excess rainfall will have left most urban catchments in a matter
of hours. Hence urban flow routing is unlikely to be effective on a daily time
scale. Figure 3 in Salvadore et al. (2015) shows the spatial and temporal scales
of hydrological processes from a number of studies, indicating that sewers and
storm drainage lag-times are over a day long for catchments over 100km.
As the hydrological cycle within catchments becomes more complex due to
urbanisation, new models have been developed to try to account for these ef-
fects, thereby becoming more complex which can lead to over-parameterisation.
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Loague and Freeze (1985) highlighted the problem of over-parameterisation and
concluded that simpler models applied to a number of catchments generally per-
formed better than more complex physically based models. This finding was
supported by Jakeman and Hornberger (1993) who concluded that the accuracy
of model parameters can be limited by the amount or level of accuracy of data
which is used.
Similarly Orth et al. (2015) compared three models with increasing complexity
across multiple catchments in Switzerland, concluding that the performance of
the models is influenced by the hydrological conditions, such that simpler models
can out-perform more complex models. Perrin et al. (2001) also discussed the
problem of model complexity, through a study compared 19 model structures
with three to nine optimised parameters on 429 catchments, mostly in France but
also including catchments in United States, Australia, Ivory Coast and Brazil.
They conclude that the simpler models (three parameters) can perform as well
as the nine parameter models, with more complex models often showing signs of
over-parameterisation.
While all of these studies reviewed above compare individual models, another
possible approach is to improve upon an existing model structure. Butts et al.
(2004), used five different model performance criteria to compare ten different
variations in model structure of the MIKE SHE and MIKE 11 models. They found
large variations in model performance and suggests that using a combination of
model results rather than a single version of any one model. Similarly Li et al.
(2015) used four different model performance criteria to assess the performance
of five versions of the HBV model with increasing complexity when applied to
the 18,932 km2 Norsfoss catchment in Norway. Results showed that increasing
model complexity improved the runoff simulation but the performance of more
complex models could not be distinguished from each other. This indicates that
whilst increasing the model complexity can improve model performance this may
not necessary lead to improved accuracy of the model.
These studies show how a model structure can be improved to create a new
version of a model an alternative approach. The approach taken by Butts et al.
(2004) was to expand upon two existing models in order to create a multi-model
setup, the new models created were nested model structures of the original model.
A nested model is a model structure in which the processes and parameters are
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a subset of a more complex model with more parameters and processes. This
paper will take a similar approach and present a new urban extension framework
for implementing the urban water cycle into a lumped conceptual rural rainfall-
runoff model, accounting for both urban runoff generation process and urban
routing, thereby creating a nested model structure. This model is named the
URMOD model, and features a nested model structure so when no urbanisation
is present the model reverts back to the rural model, which is based on the
already existing DAYMOD model as described by Packman (2004) and Kjeldsen
et al. (2005). This study introduces a new approach where, in line with findings
from experimental studies, infiltration through urban surfaces depends on the
soil moisture of the underlying soil and a separate urban scaling factor.
5.3 Model development
This study develops a deterministic, continuous-time, lumped, conceptual rainfall-
runoff model for simulating in catchments with a large proportion of urban land-
use (URMOD). The model is structured so that a catchment is split into a rural
and an urban section, with each section having different infiltration (and thus
runoff) and routing characteristics. The URMOD model was designed to be ap-
plicable to both rural and urban catchments, so that for catchments with no
urbanisation URMOD defaults to a completely rural model. The rural section
of the model is an adaptation of an existing model described in Packman (2004)
forming part of the ReFH model routinely used for design flood estimation in the
UK (Kjeldsen et al., 2005).
The new urban section of URMOD provides a conceptual representation of
sealed urban areas and routing which employs a small amount of parameters and
is therefore parsimonious. URMOD has nine parameters in need of calibration
(DAYMOD has seven calibrated parameters). Four of DAYMODs parameters
are used for runoff generation and the other three for flow routing. These seven
parameters are included in URMOD and the extra two parameters are used for
the urban processes, one for urban runoff generation and the second for urban
routing. URMODs structure consists of two main processes; (i) the soil column
representing infiltration and runoff generation (Section 5.3.1 and 5.3.2), and (ii)
urban, base flow and surface model routing (Section 5.3.3 and 5.3.3). For consis-
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tency in the rest of the paper the two models will be labeled as follows, the full
urban model URMOD1 and the default rural model URMOD2.
5.3.1 Infiltration and runoff model without urbanisation
Surface runoff (κ) and infiltration (η) are modelled using a soil-column based
approach. Where precipitation (i) that does not infiltrate into the soil column
is converted into direct runoff. Hence a simple mass balance can be defined
rain=runoff+infiltration (i = κ+ η). The fraction of precipitation that is turned
to either runoff or infiltrates depends on the soil moisture level but differs de-
pending on the rural or urban section of the model. The rest of this section will
describe the infiltration model for use in rural areas, with section 5.3.2 presenting
the urban infiltration model.
The infiltration and runoff generation in URMOD is based on a Probability
Distributed Model (PDM) Moore (1985), with uniformly distributed soil moisture
capacity. The PDM assumes that the soil moisture capacity (C) varies randomly
over the entire catchment between a value of zero and Cmax, according to a
uniform distribution, such that capacities occur with equal frequency. An initial
moisture content C0 is chosen (full saturation is assumed for C < C0), runoff
is generated from areas with a capacity less than C0, whereas the other areas
are unsaturated (C − C0) > 0 and no runoff is generated. Since soil moisture
capacity is uniformly distributed and the maximum of the soil moisture capacity
is denoted Cmax, the mean of C equals the mean soil moisture capacity (S) in





For details on the derivation of the infiltration equation Eq 5.2 see Section








Let m represent the soil moisture at time t, such that m
S
denotes the soil
columns saturation level. If m
S
= 1 the soil column is completely saturated
and κ = i (100% runoff, 0% infiltration) whereas if the soil is completely dry
m
S
= 0 all rain infiltrates, η = i (0% runoff, 100% infiltration). Whilst this is a
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oversimplication when the soil column is dry, it is expected the column will not
be completely dry except for extreme periods of no rain. Since it is assumed that
the precipitation that does not infiltrate into the ground turns into runoff, the
runoff equation can be defined as:










Eq 5.2 and Eq 5.3 are used to describe the amount of rainfall that is turned into
direct runoff or infiltrates into the soil. For η and κ to be estimated, the moisture
content m needs to be accounted for in the water balance of the soil column.
The change of water in the soil is driven by three processes: (i) infiltration into
the soil, (ii) drainage out of the soil and (iii) evaporation of water back to the
atmosphere. The soil column is assumed to have three different zones depending
on soil moisture levels which will change the drainage and the evaporation as
shown by the soil column on the in Figure 1.
Figure 5-1: Conceptual soil column from DAYMOD
Zone 1, near the soil surface, is defined as when the soil moisture is above the
field capacity (m > F ). In this case the evaporation is assumed at the potential
rate (Ep) and drainage depends upon moisture content (m) and a calibrated
drainage coefficient (k) so drainage out of the column takes place at a rate of
k(m − F ). Zone 2 is when the soil moisture does not exceed the field capacity
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but does exceed the rooting depth (R < m < F ) the evaporation is again at
the potential rate (Ep) and there is no drainage. Zone 3 when soil moisture is
below the rooting depth (m < R), there is again no drainage and evaporation
reduces linearly with depth as E = Ep
m
R
until it reaches E = 0 for m = 0. Three
different equations have been developed to govern the soil moisture dynamics of
each zone. The infiltration term in each of these equations does not change and
is determined by Eq 5.2. The change in soil moisture at a given time t when
moisture exceeds the field capacity (m > F ) is presented in Eq 5.4. Eq 5.4 is















In Eq 5.4 the drainage and evaporation terms will change depending on the
zone in which the level of moisture is located. If the soil moisture changes zone
mid time step, the time step is divided and the remaining period uses the new
zone.
5.3.2 Infiltration across urban areas
If urban land-use is present then infiltration across the catchment will be made up
of two contributions representing the rural areas and the urban areas, respectively.
As URMOD is a lumped model, the total infiltration is represented as a weighted
average of infiltration on the two land-use types:
f = i(1− u)frur + iufurb, (5.5)
where u is the percentage of the total catchment area covered by urban land-
use, frur represents infiltration in the rural areas as defined in Eq 5.2 and infil-
tration in urban areas is denoted furb.
The infiltration in urban areas is dependent on soil moisture, but is reduced
by a parameter γ. The γ parameter accounts for the variability of infiltration in
different urban areas, such that as γ increases less infiltration occurs in urban












If γ = 0 then infiltration for the urban area is the same as the infiltration
for the rural area, and if γ = 1 then the urban area would be completely sealed
and there would be no infiltration. γ is a calibrated parameter introduced in an
attempt to account for variability of infiltration across different urban surfaces.
Substituting the rural infiltration Eq 5.2 and the urban infiltration Eq 5.6 into
Eq 5.5 gives the total infiltration as:
















Next, replacing the infiltration term in the soil moisture accounting model























Similar to Section 5.3.1 there are three zones in the soil column, hence Eq
5.8 is the model of soil moisture with respect to a time step t when soil moisture
is exceeding the field capacity. Similar to Eq 5.4 the drainage and evaporation
will change depending on the zone. The model in Equation 5.7 predicts that
infiltration is reduced as a function of both fraction of urbanisation and increasing
soil moisture. The percentage of precipitation that does infiltrates is defined as a
function of soil moisture (Equation 5.7) as shown in Figure 5-2 for a fixed value
of γ = 0.7
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Figure 5-2: Percentage infiltration versus soil saturation. Urban framework 3:
Urban infiltration (purple) γ = 0.7, Rural infiltration (Black)
5.3.3 Routing model
URMOD applies separate routing of the runoff generated from the rural and
urban parts of catchments as shown in Figure 5-2. The runoff generated from
the rural parts of the catchment is split and a contribution goes to the baseflow
and a contribution goes to the surface flow. The proportion of the runoff that
contributes to the baseflow is first routed through a local baseflow reservoir with
lag BL, before it emerges into the channel and is then routed through a channel
linear reservoir of lag SL in order to obtain the baseflow at catchment outlet.
Whilst the proportion of runoff which contributes to the surface flow is only
routed through the channel linear reservoir, before combining with the baseflow
for the rural flow at the catchment outlet. The runoff generated from urban parts
of the catchment is routed through a separate linear reservoir of lag UL before it
reaches the catchment outlet, where it is combined with the rural flow to generate
the total flow (qsim) at the catchment outlet.
Single linear reservoir routing model
The routing method for the rural section of URMOD is based on the linear
reservoir concept, with a characteristic recession defined as an exponential decay.
Two different lag times are used, BL for the base flow lag and SL for surface
flow lag. The routing in URMOD assumes that the areas of the catchment that
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produces the surface runoff also produces the baseflow. The base flow recharge,
r, that feeds a linear reservoir, with storage σB is given as BL times the outflow
b. As shown in Eq 5.9:
σB = BLb. (5.9)
Hence the change in storage can be determined as:
dσB
dt
= r − b. (5.10)
The continuity equation (Eq 5.10) can be combined with Eq 5.9 and solved








The average baseflow over the time-step can then be obtained as ((b0 +bt)/2).
Next the local baseflow bt is routed though the channel routing model, which is
obtained using the same method used to obtain Eq 5.11 with surface flow lag SL
and surface flow outflow s:
st = s0e
−t
SL + z(1− e −tSL ). (5.12)
The proportion of the total runoff designated as surface runoff is only routed
through Eq 5.12, such that (s0+st/2) is the average surface flow at the catchment
outlet. Combining the baseflow (bt) and surface flow (st) gives the total flow at
the catchment outlet (qsim = bt + st).
Parallel urban routing model
In this method the contribution of runoff from the urban areas is routed directly
to the outlet via a separate and parallel linear reservoir. It is assumed that the
urban area is one lumped entity transporting runoff to the outlet quicker than
the runoff from the surrounding rural areas. This is done by defining an upper
bounded linear reservoir representing the convergence in storm water pipes and
which has a lag of UL, the upper limit of the bounded pipe is set at 1 m
3/s.
Whilst the linear reservoirs in the rural area does not have an upper capacity, the
upper bounded nature of the pipe system meaning that if the pipe system reaches
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the full capacity the extra runoff spills over to the rural part of the catchment
and thus contributes to the next time step’s rural routing (before the runoff is
designated as baseflow or surface flow). This is an attempt to simulate the finite
capacity of the pipes in the urban drainage network. The solution to the linear
storage equation will be used to determine the urban routing. Let σu be the
storage of the pipe system with UL being the lag time and v being the outflow of
the system:
σp = ULv. (5.13)
The change in the storage equation for Equation 5.13 can be solved via nu-
merical methods as opposed to analytical integration which gives Equation 5.14.
The derivation is detailed in Section 3.2.5 :
vt =
2ULv0 + ∆t(zt − v0 + z0)
2(UL + ∆t)
, (5.14)
vt is then combined with the total surface flow and base flow from the rural
section of the model to generate the flow at the catchment outlet denoted qsim.
A full visual representation of URMOD is displayed in Figure 5-3
Figure 5-3: Visual representation of the URMOD model
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Since all of the default rural model (DAYMOD) processes are included within
the full urban model structure, DAYMOD is a nested model of URMOD. Two
variations of the nested model structure will be employed in this experiment (i)
the full urban model URMOD1 and (ii) The default rural model without urban
components URMOD2 (DAYMOD). For reference all of the inputs, outputs and
parameters for URMOD1 and URMOD2 are found in Table 1 in Appendix 5.A.
5.4 Case Study- Cut and Ray catchments
Two catchments, each with a high fraction of urban land-cover were chosen for
this case study. The first is the River Ray catchment (NRFA number 39087)
containing the town of Swindon. The second the River Cut catchment (NRFA
number 39052) containing the town of Bracknell. Both catchments are located
within the Thames, basin catchment as shown on Figure 5-4.
Bracknell is a town located in the county of Berkshire approximately 30 miles
west of London. It has a population of approximately 50,000. The area of the
catchment is 50.2 km2 with the town of Bracknell covering approximately 24.13%
of the catchment in 2010 which has increased from 4.61% from the 60s (Putro
et al., 2016). The undeveloped areas is primarily forest underlain with London
clay.
Swindon is a town located in Wiltshire 78 miles west of London, with a pop-
ulation of approximately 182,441. The area of the catchment is 84.1 km2 with
the town of Swindon covering approximately 22% of the catchment in 2010 Pu-
tro et al. (2016). The gauging station uses a ultrasonic flow gauge in order to
measure flow. The undeveloped area is primarily agricultural.
5.4.1 Hydro-meteorological data
The hydro-meteorological data for both catchments consists of: observed average
precipitation (i), observed average river flow (qobs) and potential evaporation
data (Ep). Data with two different levels of temporal resolution were used: (i)
daily average data and (ii) sub-daily data (hourly). The daily precipitation data
were obtained from the CEH GEAR data set spanning a 50 year period (1961-
2012) Keller et al. (2015). The evaporation data was obtained from the Climate,
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Figure 5-4: Map of Thames river catchment with Ray (left in light grey) and Cut
(right in dark grey) catchments highlighted.
Hydrology and Ecology research Support System (CHESS) (Robinson, 2016).
The daily river flow data for both catchments were acquired from the National
River Flow Archive (NRFA) spanning a 38 year period (1975-2013). The daily
rainfall and evaporation daily data had no missing observations, where as the flow
data from the Ray catchment (NRFA: 39087) had some missing observations.
The sub-daily data was obtained in hourly time steps, and converted into
four, eight and twelve hourly time step for the purpose of this study. The hourly
sub-daily data was obtained as apart of the POLL-CURB project (Miller, James,
(pers.comm.) 2017). The sub-daily flow data spanned 20 years (1990-2010) and
similar to the daily data there was missing observations. When the data was
converted to the relevant time steps if the missing observation was part of the
average then the particular data point was removed. The sub-daily precipitation
data spanned 20 years (1990-2010) and again had missing observations. Similar
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to the flow data the missing observations were removed once converted. No sub-
daily evaporation values were obtained so averaged values from the disaggregated
daily data were used.
One important input for the urban model is determining the percentage of
urbanisation in a catchment. The URBEXT2000 catchment descriptor Bayliss
et al. (2006) was used for this study, where the subscript 2000 denoting that the
50m × 50m land-cover data that was used to construct the index refers to the
period between the years of 1998-2000. URBEXT2000 uses a contribution of both
urban and sub-urban land-cover classes. Only half of the sub-urban area are
counted as urban as it is assumed that half of the sub-urban area is made up of
vegetation e.g (gardens or parks) Bayliss et al. (2006). URBEXT values for 1990
were obtained for river Ray and Cut catchments, these are calculated similar to
the year 2000 value, but using land use data from 1990.
5.4.2 Model Calibration and Validation
Calibration of URMOD’s model parameters requires access to good quality data
consisting of long-term series of rainfall, runoff and evaporation data at a common
time step. Calibration of the nine free model parameters (seven for DAYMOD) is
achieved via minimising an objective function. The algorithm used to minimise
the objective function is the shuﬄed complex evolution (SCE) approach, further
details of the SCE are provided in Duan et al. (1993). In order to calibrate the
model parameters suitable calibration and validation periods need to be defined.
Traditional methods of model calibration use the split-sample method defined by
Klemesˇ (1986), in which the entire data set is split into two non over-lapping
calibration and validation period. The method used in this study is an extension
to split-sample method which, rather than splitting the entire data set into two
periods, splits the data set into a number of subsets of equal length and will
systematically calibrate the model on each subset. This methodology is called the
Jackknife approach, and is an adaptation of the methodology used by Jones and
Kay (2007) in which the jackknife method is used to quantify model parameter
uncertainty. The jackknife method is used in this paper to obtain the uncertainty
of model performance criteria for the purpose of model comparison.
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5.4.3 Jackknife calibration methodology
Sub-daily and daily data covering a 20-year period were used for this study, rang-
ing from 1990-2009. This period was chosen to make use of the two URBEXT
criteria obtained from the Flood estimation handbook (of Hydrology, 1999),
URBEXT2000 and URBEXT1990. A calibration length of 5 years was chosen for
the daily data. The remaining 15 years will be split into three 5 year continuous
periods, to obtain three validation sub periods. A calibration length of 2 years
was chosen for the sub-daily data. The remaining 18 years will be split into nine
2 year continuous sub periods, to obtain nine validation sub periods per year.
This method is presented in Figure 5-5.
Figure 5-5: 20 year jackknife method, calibration period in hatched gold. The
grey and black boxes show the various 2-year calibration periods.
The Jackknife calibration method is presented for the sub-daily data, consider-
ing the 20 years of data, starting at the first year 1990. A sub period consisting of
2 years of continuous data are omitted, and the model parameters are calibrated
on the removed 2 years of data obtaining a parameter set θ1. The parameter set
is applied to URMOD in order to obtain simulated runoff for the remaining 18
years. Once completed the omitted 2 years of data is put back into the data set
and the next 2 years of continuous data are omitted and calibrated to generate
another parameter set θ2. The parameter set is applied to URMOD in order to
obtain simulated runoff for the remaining 18 years of data. Using this procedure
performance criteria can be obtained for every 2 years of data by comparing simu-
lated runoff and observed runoff to obtain 9 performance criteria. This process is
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repeated systematically to obtain 10 parameter sets θj, j = 1, ..., 10 and 9 perfor-
mance criteria for each 2 year period Zj,k, j = 1, ..., 10, k = 1, ..., 9. This jackknife
process is applied to all four data aggregations (hourly, 4-hourly, 8-hourly and
12-hourly) for both catchments. A similar process is used for the daily data but
a calibration period of 5 years is used. This methodology will be applied to both
URMOD1 and URMOD2 to obtain Z1,j,k and Z2,j,k, the subscript 1 and 2 denote
which model performance criteria is obtained. The difference in performance of
both models (c = j × k = 90) performance criteria can be obtained.
Zd,j,k = Z1,j,k − Z2,j,k, j = 1, ..., 10, k = 1, ..., 9. (5.15)






The difference in performance criteria Zd,j,k will be applied to a binomial
approach detailed in Section 5.4.5, in order to explore the models performance.
5.4.4 Model performance criteria
Two performance criteria are adopted for this study: the Nash-Sutcliffe efficiency
statistic NSE (Nash and Sutcliffe, 1970) and the mean absolute error MAE. The






Where qsim is the simulated river flow from URMOD, qobs is the observed river
flow and q¯obs denoting the mean of the observed river flow. Values of NSE lie
between one and −∞, with a value of one indicating perfect fit, i.e qobs = qsim.
The second criteria is the mean absolute error MAE defined as
MAE =
∑n
t=1 |qobs − qsim|
n
. (5.18)
Values of MAE are bounded by 0 and∞. Whereas for NSE, one is the perfect
fit, a perfect fit will result in a MAE value of zero.
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5.4.5 Binomial hypothesis test
The Binomial hypothesis test approach uses a success/failure approach to com-
pare two models; either a model outperforms the other or it does not. The case
where model performance is exactly equal is not taken into account, as this case
is considered very unlikely occurrence. This method will be used to explore the
performance of the models on the sub-daily data at each data length (hourly,
4-hourly, 8-hourly and 12-hourly) for both catchments. The 90 performance cri-
teria differences Zd,j,k obtained from the jackknife method from both URMOD1
and URMOD2 is used. Let c denote the number of trails, such that a trail is de-
fined as the difference in performance criteria Zd,k for a particular 2 year period
the URMOD1 and URMOD2. The hypothesis test can be set up such that the
probability that there is no difference in model performance, and therefore the
probability that either model outperforms the other is assumed to be half, i.e:
H0 : p = 0.5. (5.19)
The alternative hypothesis (H1) will be set up as a two tailed test, in order to
test if either model’s performance is significantly better than the other. The two
tailed test is set up such that a success is defined as Zd,j,k > 0, whereas a failure
is defined as Zd,j,k < 0. Hence the alternative hypothesis is given as:
H1 : p 6= 0.5. (5.20)
So let V be a random variable defined as the number of comparisons between
Zd,j,k > 0 or Zd,j,k < 0. Thus the probability of v instances where Zd,j,k > 0 is a
binomial distribution B(c, p) and given as;





× pv × (1− p)(c−v). (5.21)
A hypothesis test can be formed, for a predefined significance level, e.g α =
5%. The observed number of success v is compared to the critical interval defined
as v < B(c, p)α
2
and v > B(c, p)1−α
2
. With α/2 and (1− α/2) denoting quantiles
of the binomial distribution. Hence if v falls within the critical interval then
the null hypothesis can be rejected such that there is a difference between the
models. If v does not fall within the critical interval then the null hypotesis can
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be accepted such that there is no difference between the model performance.
5.5 Results
The results section is split into two main sections. The first section will focus on
comparing the urban model (URMOD1) and the rural model (URMOD2) for the
Ray catchment (NRFA 39087), exploring difference in performance criteria, the
binomial hypothesis test and selected rainfall events presented as hydrographs.
The second section will present the same analysis but for for the River Cut
catchment (NRFA 39052).
5.5.1 Assessing performance of URMOD1 and URMOD2
on the River Ray catchment using performance cri-
teria
This section explores the difference in performance of the URMOD1 and URMOD2
models on the River Ray catchment. Comparing performance on the daily time
scale first, then exploring model performance on 12-hourly, 8-hourly, 4-hourly
and hourly time aggregated data, respectively.
Daily comparison of URMOD1 and URMOD2
Figure 5-6 shows the difference in performance when using the NSE and MAE
for the daily data. The left hand figure (a) is the difference in NSE, reported
as Z1,j,k − Z2,j,k and the right hand figure (b) is the difference in MAE, it is re-
ported as Z2,j,k − Z1,j,k. Positive values indicate that URMOD1 performs better
than URMOD2, indicated on Figure 5-6 as black circles. In contrast, negative
values indicate that URMOD2 performs better than URMOD1, which are not
represented on Figure 5-6 since no instances occurred. Performance criteria were
obtained for the four calibration periods for both models, the difference of the
calibration results are presented on Figure 5-6 as green squares. Lastly the num-
bers next to the points indicate which calibration period they are from, hence 1
indicates the calibration square’s parameters were used for the rest of the points
with a 1 next to them.
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Figure 5-6: Comparison of models utilising daily data on river Ray using NSE
criteria on the left (a) and MAE on the right (b).
The results in Figure 5-6 show that URMOD1 (the complete urban model)
has outperformed URMOD2 (the rural model) for every validation period. Even
though URMOD1 has out performed URMOD2 the values of NSE and MAE
obtained for URMOD2 are still considered very good. The average NSE perfor-
mance of URMOD1 for the 12 validation periods is 0.806, whilst average NSE for
URMOD2 was 0.725. The range of NSE values for URMOD1 was 0.07, whereas
URMOD2 was 0.16. This indicates that URMOD1 is a little more consistent
than URMOD2. The average MAE performance of URMOD1 for the 12 valida-
tion periods is 0.404, whilst average MAE for URMOD2 was 0.597. However the
range of values was larger than that of the NSE, with URMOD1 having a range
of 0.148, and URMOD2 0.3. As only 12 validation periods (hence 12 data points)
were used the Binomial hypothesis test was not applied. Whilst small sample
sizes can be used for the Binomial hypothesis test this can be inaccurate due to
the large variance from a small sample size.
Sub-daily comparison of URMOD1 and URMOD2
The difference in performance of the URMOD1 and URMOD2 models using 12-
hourly, 8-hourly, 4-hourly and hourly data is presented Figures 5-7, 5-8, 5-9,
5-10. Due to 100 data points (90 validation and 10 calibration) being obtained,
it is infeasible to present every comparison on a single graph. So an average
of each 2 year validation period is obtained and the difference in performance
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criteria presented. The results shown in the left hand figures (a) for the NSE are
presented such that a positive difference in average criteria (Zd,k > 0) indicates
the URMOD1 performance better than URMOD2 shown as black circles on the
figures. In contrast a negative difference (Zd,k < 0) indicates that the URMOD2
model performed better than URMOD1 shown as the red triangles. The right
hand figures (b) show the MAE performance, with the same circle and triangle
conclusion.
Figure 5-7: Comparison of models using 12-hourly data on River Ray catchment
using NSE criteria on the left (a) and MAE on the right (b).
Figure 5-8: Comparison of models using 8-hourly data on River Ray catchment
using NSE criteria on the left (a) and MAE on the right (b).
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Figure 5-9: Comparison of models using 4-hourly data on River Ray catchment
using NSE criteria on the left (a) and MAE on the right (b).
Figure 5-10: Comparison of models using hourly data on River Ray catchment
using NSE criteria on the left (a) and MAE on the right (b).
Figures 5-7-5-10 show that for 12-hourly and 4-hourly data URMOD1 outper-
forms URMOD2 for every two-year validation period, whereas for 8-hourly the
reverse is true. The reason for the alternating performance is during the 8 hour
time step the difference in performance is very small with differences of between
0.04 and 0.17, this means that performance is very similar and could indicate
model performance is the same. But at the 4-hourly time step is when the urban
signal is detectable and URMOD1 will perform better. Finally, when looking
at hourly data, the performance criteria give contrasting conclusions. The NSE
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states that URMOD2 has outperformed URMOD1 whereas the reverse is true for
the MAE. The reason for this is due to the nature of the performance criteria,
since the NSE is a squared measure of performance so larger differences in per-
formance are exaggerated. Whilst the MAE takes a absolute measure of error
across the data. This indicates that URMOD1 performs better on average than













12-hourly 0.70 0.45 0.36 0.9
8-hourly 0.49 0.6 0.61 0.55
4-hourly 0.68 0.45 0.51 0.71
hourly 0.22 0.63 0.52 0.73
Table 5.1: Average performance criteria for NSE and MAE for both URMOD1
and URMOD2. Larger NSE values show better performance whereas smaller
values of MAE show better performance
Table 5.1 shows the average performance criteria for both URMOD1 and
URMOD2, for each time step and criteria. As expected 12-hourly and 4-hourly
performance criteria were the best performing for URMOD1 whereas a decrease is
observed in performance for 8-hourly data. In contrast with URMOD2 in which
the worst performing time step was 12-hourly and 4-hourly, and the best perform-
ing is 8-hourly. Whilst the worst performance was observed when using hourly
data NSE and MAE average for URMOD1, but not for URMOD2.
Time step p-value outcome
12-hourly 2.2x10−16 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD1.
8-hourly 3x10−13 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD2.
4-hourly 2.2x10−16 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD1.
hourly 1.43x10−07 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD2.
Table 5.2: Binomial hypothesis test for the NSE performance criteria
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Time step p-value outcome
12-hourly 2.2x10−16 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD1.
8-hourly 0.002 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD2.
4-hourly 2.2x10−16 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD1.
hourly 2.98x10−14 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD1.
Table 5.3: Binomial hypothesis test for the MAE performance criteria
Table 5.2 and 5.3 show the binomial hypothesis test results for 12-hourly, 8-
hourly, 4-hourly and hourly data for both the MAE and NSE results. For every
instance the H0 is rejected such that there is a significant difference in model
performance in favour of a particular model. The results obtained as expected
and reflect the results presented in Figures 5-7, - 5-10.
5.5.2 Comparison of simulated flow and observed flow
from URMOD1 and URMOD2 on the River Ray
catchment
This section presents simulated flow from both the URMOD1 and URMOD2
model for selected years. All of the figures presented in this section are from the
validation period and no calibration results are presented. The model parameters
were chosen based upon the model calibration performance criteria being the
largest for NSE and smallest for MAE in order to show the two models “best”
performance.
Comparison of simulated flow and observed flow from URMOD1 and
URMOD2 for daily and 12-hourly data
Figure 5-11 shows the observed daily rainfall, observed and simulated daily flow
from URMOD1 and URMOD2 for the calender year 1997, and observed and
simulated 12-hourly flow from URMOD1 and URMOD2 for the year 1997.
The results in Figure 5-11 show that for both daily and 12 hourly aggre-

















































































































































When using daily data, stream flow simulated by URMOD1 does over-estimate
during most of the peaks, except during the month of December 1997, where as
stream flow simulated by URMOD2 both over and under-estimates observed flow
with some smaller peaks being estimated very accurately. Using 12 hourly data
URMOD2 again consistently under-estimates observed flow and URMOD1 still
tends over-estimate observed peaks, but to a lesser degree than observed daily
data.
Figure 5-12 shows the observed daily rainfall, observed and simulated daily
and 12-hourly flow from URMOD1 and URMOD2 for the calender year 2005.
The results in Figure 5-12, similar to Figure 5-11 show URMOD1 matches the
low flow for both daily and 12 hourly observed flow, with URMOD2 still unable to
simulate low flow. URMOD1 does still over-estimate observed peaks but are not
as large as shown in Figure 5-11, and estimates the peaks for the daily simulation
a lot more closely than that of URMOD2. The same conclusion can also be drawn
for the 12 hour hydrograph. It is noticeable that the peak at April 2005 on Figure
5-12 for daily data is estimated closely by URMOD1 but for 12 hourly does not
appear to reach half the observation, indicating either potentially an error in the
streamflow data or that when URMOD1 calibrated prioritised calibrating for low
flows and smaller peaks.
Comparison of simulated flow and observed flow from URMOD1 and
URMOD2 for 8-hourly, 4-hourly and hourly data
For the 8-hourly, 4-hourly and hourly data a section from each year is selected
for the hydrograph analysis. This is used for analysis of performance of the
model for periods of less rainfall and periods of more constant rainfall. The
periods selected are April to July 1997, and October to December 2005. These
periods were selected because April to July had on average 45-55 mm of rainfall
for the river Ray catchment, whereas the river Cut catchment had 40-50 mm of
rainfall. This is opposed to October to December which had on average 70-75
mm for the river Ray catchment with the river Cut having 55-65 mm of rainfall.
One potential hindrance to performance is shown in Figure 5-13 and 5-14 is the
oscillations in all of the observed flow hydrographs. This could indicate waste-
water treatment plants discharging small amounts into the river. This could

















































































































































8-hourly time step in the previous section.
Figure 5-13 shows the months April to July 1997 and includes observed hourly
rainfall, 8-hourly observed and simulated flow from URMOD1 and URMOD2, 4-
hourly observed and simulated flow from URMOD1 and URMOD2 and hourly
observed and simulated flow from URMOD1 and URMOD2. The results in Fig-
ure 5-13 show that URMOD1 is capable of matching the baseflow of the observed
river flow, however URMOD2 is unable to do this with flow tending towards zero
after rain events. For the 8-hour simulations it can be seen that URMOD1 does
over-estimate slightly in the second half of the time period, but as the time step
is decreased this over-estimation is reduced. During the first half of the simula-
tion URMOD1 matches the observed flow with only very slight over-estimation.
This is opposed to URMOD2 which is inconsistent, with the simulated runoff for
8-hourly simulations matching the observed flow after June. But for 4-hourly
under-estimates for the entire time period, whilst matching observed flow for the
hourly time step. Figure 5-14 show observed hourly rainfall, 8-hourly observed
and simulated flow from URMOD1 and URMOD2, 4-hourly observed and simu-
lated flow from URMOD1 and URMOD2 and hourly observed and simulated flow
from URMOD1 and URMOD2; for the period Oct-Dec (2005). The results in Fig-
ure 5-14, unlike Figure 5-13, shows that URMOD2 does estimate flow with only
slight under-estimation in during the end of October and beginning of Novem-
ber. URMOD2 is unable to estimate the baseflow for 4-hourly and hourly data.
URMOD1 does again estimate the baseflow consistently except for 8-hours with
a slight tending for over-estimation. During the peak in the beginning of Novem-
ber URMOD1 under-estimates observed flow, but this is consistent for each time
step, whilst the events during October and November matches the observed flow.
Whereas for the rainfall event at the beginning of December 2005, both models
estimate the peak then the decline whereas the observed data has a gradual rise
to the peak, indicating that both models lag time is potentially inaccurate for
larger rainfall events.
The analysis for URMOD1 from the river Ray catchment shows that URMOD1
does over and under simulate in some cases but also manages to maintain peak
shapes, alongside this URMOD1 does consistently match the baseflow. Whereas
URMOD2 consistently under or over simulates alot, can not maintain consistent











































































































































































































































































































































































































































































































































































Figure 5-15: Comparison of models on river Cut using NSE criteria on the left
(a) and MAE on the right (b).
5.5.3 Assessing performance of URMOD1 and URMOD2
on the River Cut catchment
This section explores the difference in performance of the URMOD1 and URMOD2
models on the river Cut catchment. Comparing performance at the daily time
scale first then exploring sub-daily model performance.
Daily comparison of URMOD1 and URMOD2
Figure 5-15 shows the difference in results between URMOD1 and URMOD2
for the River Cut catchment using daily data when using the NSE and MAE
performance criteria. Similar to Section 5.5.1 the left hand figure (a) is the
difference in NSE, reported as Z1,m,k − Z2,m,k and the right hand figure (b) is
the difference in MAE, it is reported as Z2,m,k − Z1,m,k. Positive values indicate
that URMOD1 performs better than URMOD2, indicated on Figure 5-15 as black
circles. In contrast, negative values indicate that URMOD2 performs better than
URMOD1. Performance criteria were obtained for the four calibration periods for
both models, the difference of the calibration results are presented on Figure 5-15
as green squares. Lastly the numbers next to the points indicate which calibration
period they are from, hence 1 indicates the calibration square’s parameters were
used for the rest of the points with a 1 next to them.
Figure 5-15 show that URMOD2 has outperformed URMOD1 for all but 1 oc-
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casion. The average NSE performance for URMOD1 was 0.681 whereas URMOD2
was 0.757, both NSE values would still be classified as good. Whereas the aver-
age values for MAE was 0.181 for URMOD1 and for URMOD2 was 0.156, both
of these MAE values again would be classified as being good. One potential
reason for URMOD1 having a lower performance criteria than URMOD2 is that
the rainfall and runoff data showed that the river hydrology of the river Cut is
different than that of the river Ray. Such that the from the years 1990-1999, two
distinct different periods of flow is observed, months April to October the peaks
are flashy and base flow is more sustained, where as the months November to
March, flow is a lot more lagged and rain events appear to be sustained, this can
be seen in Figure 5-16.
Whereas for the years 2000-2009 this effect appears less frequently. When
analysing the plotted river flow data for the river cut for months April to October
will be named dry season, where as months November to March will be called
wet season. Figure 5-16 shows the observed daily rainfall, observed and simulated
daily and 12-hourly flow from URMOD1 and URMOD2 for the calender year 1997.
The results in Figure 5-16 show that for the dry season URMOD1 estimates
the observed peak flow and can also match the base flow with some under-
estimation, whereas for URMOD2 it can not estimate the base flow and under-
estimates frequently when compared with the peaks. This conclusion can be
drawn for both daily and 12-hourly time step. Whereas for the wet season, nei-
ther URMOD1 and URMOD2 can estimate the base flow, with under-estimation
for both time steps. For the daily data URMOD2 matches the peaks but it is
a lot more flashy than that of URMOD1, however during 12-hourly simulation
URMOD2 does over-estimate. This is opposite to URMOD1 which during daily
time steps only has slight over-estimation, but during 12-hour has slight under
estimation.
Figure 5-17 shows the observed daily rainfall, observed and simulated daily
and 12-hourly flow from URMOD1 and URMOD2 for the calender year 2005.
Figure 5-17 indicates that similar to the results presented in Figure 5-16 nei-
ther URMOD1 or URMOD2 is capable of consistently estimating the base flow
for both observed daily and 12 hourly data. URMOD1 under and over esti-
mates for both the daily/ 12-hourly data, whilst URMOD2 only under-estimated.

















































































































































































































































































































































































URMOD1 and URMOD2 over and under-estimated consistently the observed data
for both daily and 12 hourly data.
Subdaily comparison of URMOD1 and URMOD2 on the river Cut
catchment
Table 5.4 shows the average performance criteria for both URMOD1 and URMOD2













12-hourly 0.55 0.2 0.71 0.18
8-hourly 0.25 0.49 0.31 0.26
4-hourly 0.66 0.18 0.72 0.31
hourly 0.11 0.29 0.26 0.5
Table 5.4: Average performance criteria for NSE and MAE for both URMOD1
and URMOD2. Larger NSE values show better performance whereas smaller
values of MAE show better performance.
Similar to the river Ray, the URMOD1 models best performing time step
is 12-hourly and 4-hourly, with a drop in performance for both 8-hourly and
hourly. Unlike the river Ray catchment the performance of URMOD2 is better
than that of URMOD1 for each time step with the NSE, but for the MAE only
has a smaller value on two occasions. With 12-hourly only being a difference
of 0.02. One reason for such a difference in performance is outlined in Section
5.5.3 such that the river flow has two distinct patterns in which both models
can’t simulate and so taking a lumped value of two years produces inaccurate
performance criteria. The binomial hypothesis test results are presented in Table
5.5 and 5.6.
For one instance the H0 can not be rejected such that there is no significant
difference in model performance using the NSE for 8-hourly data. The rest of
the binomial hypothesis tests showed that H0 can be rejected such that there is a
difference in performance in favour of either URMOD1 or URMOD2. The results
obtained form the binomial hypothesis are expected due to the average NSE and
MAE results presented in Table 5.5 and 5.6
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Time step p-value outcome
12-hourly 5.202x10−13 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD2.
8-hourly 0.07255 H0 is accepted such that there is a no significant
difference in model performance.
4-hourly 4.386x10−10 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD2.
hourly 4.386x10−10 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD2.
Table 5.5: Binomial hypothesis test for the NSE performance criteria
Time step p-value outcome
12-hourly 3.795x10−06 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD2.
8-hourly 2.2x10−16 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD2.
4-hourly 2.2x10−16 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD1.
hourly 2.2x10−16 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD1.
Table 5.6: Binomial hypothesis test for the MAE performance criteria
Comparison of simulated flow and observed flow from URMOD1 and
URMOD2 for 8-hourly, 4-hourly and hourly data
Similar to Section 5.5.2 the observed and simulated flow for 8-hourly, 4-hourly
and hourly data is presented as sections from a year as opposed to the full year.
Figure 5-18 is the calender year 1997 from the month of April to July. Whilst
Figure 5-19 is the months October to December for the calender year 2005.
Both Figures show observed hourly rainfall, 8-hourly observed and simulated
flow from URMOD1 and URMOD2, 4-hourly observed and simulated flow from
URMOD1 and URMOD2 and hourly observed and simulated flow from URMOD1
and URMOD2.
The results from Figure 5-18 show that both URMOD1 and URMOD2 are in-
capable of matching the baseflow of the observed river flow whereas the results in
Figure 5-19 show that both models can simulate it with only slight under and over












































































































































































































































































































































































































































































































































































12-hourly time step shows that the model consistently under-estimates the peaks.
Whilst URMOD1 is capable of simulating the peaks with slight over-estimation,
which is in conflict with the results presented in Table 5.4 that URMOD2 per-
forms better on 12-hourly flow. For the 4-hourly simulations for the year 2005
both models consistently match the observed riverflow, with only slight over-
estimation on the December 2005 peaks. Whereas for the year 1997 URMOD1
only over-estimates slightly expect for the peak in late July. Conversely URMOD2
under-simulates the observed flow. For the hourly simulations similar to the 12-
hourly simulations URMOD2 consistently under-estimates for both the years 2005
and 1997. Whilst URMOD1 for both years 2005 and 1997 is capable in simulating
the observed flow with only slight over-estimation.
5.6 Discussion
The results presented in this paper are used to address the research question of
whether a simple urban framework implemented onto an existing rural rainfall-
runoff model can significantly improve performance in urban catchments. Results
indicate that whilst the urban model URMOD1 is capable of producing accurate
simulations a number of issues need to be considered.
Firstly, when comparing the performance of the urban and rural models for
daily data, the results for the river Ray catchment showed that the urban model
outperformed the rural model. However, conflicting conclusions are drawn for
the river Cut catchment. Whilst the performance criteria indicated that the rural
model performed better, when analysing the hydrographs resulted showed that
this conclusion might be misleading. To solve this, rather than having one lumped
performance criteria for the entire period, splitting each year into sections and
applying a performance criteria for each. This will allow for differences between
more and less periods of rainfall to be analysed better.
The size of the catchments may have impacted the performance criteria results
as outlined by Salvadore et al. (2015) that urban flow routing is unlikely to be
effective on the daily scale for smaller catchments. Whilst both catchments are
similar in size, the daily results presented support Salvadore et al. (2015) such
that for the smaller catchment (Cut 50.2km2) the results were worse than the
larger catchment (Ray 81.6km2), indicating that for the smaller catchment the
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inclusion of urban routing potentially was ineffective.
Similarly Mitchell et al. (2001) argues that excess rainfall has left urban catch-
ments in a matter of hours. This conclusion is supported by the results found in
this study as the URMOD1 model best performing criteria occurred when using
the 4-hourly time step and from the hydrographs presented the level of over sim-
ulation decreased as the time step got smaller indicating that the urban routing
performed better at this time scale. One important observation is the difference in
performance when considering the hydrographs for 1997 and 2005. For the river
Ray catchment results from 1997 showed URMOD over-estimated consistently
whilst the same tendency was not observed for 2005, where only slight under or
over estimations occurred. One potential reason for this is due to two levels of
urbanisation being used (URBEXT1990 and URBEXT2000) since over-estimation
during 1997 could indicate that URBEXT1990 was larger than the actual value.
However this conclusion can not be drawn for the river Cut catchment as for both
years over and under estimations occurred.
One large problem with URMOD1 is the calibration during finer time stepped
data (hourly/ 4-hourly). This is because of long periods of time during which no
rainfall is present and only constant flow which can influence parameter estima-
tion. In order to account for this during the calibration of the model, only peak
flows and rainfall events are considered by the objective function. As mentioned
in the beginning of this section the flow for the river Cut catchment differs de-
pending on the time of year. Such that during the winter months a larger base
flow is observed, whilst during the summer months less base flow is present. In
order to account for this a multi-parameter strategy could be employed, such
that during winter months one parameter set is used whereas during the summer
months an alternative parameter set can be used.
5.7 Conclusion
This study used a combination of performance criteria, hydrographs and binomial
hypothesis tests in order to determine if a simple urban framework is effective at
modelling urban catchments when using sub daily data. The results showed that
for the larger catchment (river Ray) the urban model outperformed the rural ver-
sion of the model and was capable of simulating both the peaks and the baseflow.
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But for the smaller catchment (river Cut) results indicated that the rural model
performed better. This paper presents a simple urban framework in order to
account for two urban processes (runoff and pipe routing) and whilst conflicting
conclusions are drawn for two catchments the URMOD model is designed to take
simple assumptions of urban processes and is a starting point for further urban
processes to be implemented into the model with further research.
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5.A URMOD and DAYMOD input, output and
parameters
Parameter Description Unit
S Average Soil moisture capacity mm
F Field capacity mm
R Rooting Depth mm
k Drainage coefficient -
Φ Proportion of runoff split -
BL Baseflow lag days
SL Channel lag days
UL Urban lag days
γ Scaling term -
Table 5.7: URMOD model parameters, description and units
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Input abbreviation Unit
Observed rainfall i mm
Observed riverflow qobs m
3/s
Potential evaporation Ep mm
Ouput abbreviation Unit
Simulated riverflow qsim m
3/s
Simulated baseflow bt m
3/s
Average soil moisture - mm
Actual evaporation - mm
Table 5.8: URMOD inputs and outputs
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The previous chapter attempted to answer research question 1 by comparing
the full URMOD model and the nested rural model (DAYMOD) on two catch-
ments using sub-daily data. Results show that for the river Ray catchment the
URMOD model outperformed the rural model whilst for the river Cut conflicting
conclusions are drawn. In order to test the full potential of the URMOD model
and fully explore Research question 1: Can rainfall-runoff modelling in urban
catchments be improved via implementation of a conceptual urban framework
onto an already existing rural based model ? A number of different hydrolog-
ical experiments need to be undertaken. All of which will be applied in the
next chapter, these are model performance on a catchment with extreme levels
of rainfall and event based modelling. Chapter 6 will explore these alongside
answering Research question 2: What is the loss of information when mov-
ing from lumped to spatially distributed rainfall-runoff models on a varying time
scale for urban catchments ? This will explore the performance of the URMOD
model by comparing the performance with a semi-distributed model (CAT). The
binomial hypothesis test and jackknife calibration/validation method developed
in Chapter 4 will also be used in the next chapter to test model performance
and to calibrate URMOD. The table below outlines the contribution of the thesis
author and the co-authors of the coming paper chapter.
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Chapter 6
A comparison between lumped
and semi-distributed models




Numerous different types of urban rainfall-runoff models exist, each designed for
different hydrological purposes. Current conclusions on which type of model to
use are conflicted in the literature. The issue that is explored in this paper will be
whether a simple lumped rainfall-runoff model can outperform a semi-distributed
rainfall-runoff model. Two models were chosen for this study, the lumped rainfall-
runoff model URMOD and semi-distributed Catchment Assessment Tool model.
Two different approaches is used: the first is can a continuous data set and the
second event based comparison. The results show that the lumped urban model
is capable of matching and out-performing of the semi-distributed model.
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6.2 Introduction
Different types of rainfall-runoff models exist, each designed for different hydro-
logical purposes such as expanding stream flow records or predicting flows in
ungauged catchments (Salvadore et al., 2015). One classification for hydrological
models is how they consider spatially varying hydrological processes. The three
most common model types are: (i) lumped, (ii) semi-distributed and (iii) fully
distributed (Beven, 2011). Lumped models assume the entire catchment as a
singular unit and do not take spatial variation into account. The advantage of
these models is that they usually require less data in order to simulate hydrolog-
ical processes than the other models. Semi-distributed models split a catchment
into multiple lumped sub-catchments, and therefore require more detailed inputs
than lumped models especially concerning catchments and river network struc-
tures, however spatial variation is taken into account. Fully distributed models
split a catchment into a grid consisting of smaller cells in order to model the pro-
cesses of each cell. In order to fully model the path of runoff through a catchment.
The choice of using lumped, semi-distributed or distributed models is prevalent
thought out the hydrological literature with arguments for and against choos-
ing any particular model, Table 6.1 is a summery of six studies which compare
lumped and distributed models.
Conclusions from the scientific literature indicate that if spatially varying ob-
served data is available then distributed models are preferable to lumped models
as shown in Table 6.1. However results also show that when catchment aver-
age data is not available, the semi-distributed models or even lumped models
can perform better than distributed models Krysanova et al. (1999). One major
problem with the majority of the literature stated in Table 6.1 is that all of these
studies were conducted using daily data and for predominately rural catchments.
The comparison of lumped and spatially distributed models in urban catchments
is less clear due to a paucity of literature on the topic. Salvadore et al. (2015)
concluded that urban catchments have fast dynamics such that daily data may
not be able to represent the hydrological processes, and for models to capture
urban catchments the application of data with a high temporal resolution is often
needed. They also review a large number of existing models and find that the












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































of the argument that sub-daily data must be applied to capture the effects of the
urban catchments. The existing literature is limited with regards to comparisons
between models at sub-daily time step. Atkinson et al. (2003) compared 8 ver-
sions of a similar model structure using both daily and hourly data, on a 47 km2
catchment in New Zealand. The comparison used both performance criteria and
stream flow hydrographs. They concluded that for hourly data the most advanced
fully distributed version of the model performed the best. However, it was noted
that some of the less detailed models did produce results of similar accuracy of
the most detailed model. Conversely Dotto et al. (2011) compare two models: (i)
a semi-distributed model (MUSIC) and (ii) a lumped model (KAREN), in order
to explore parameter sensitivity. The study was conducted on five small urban
catchments ranging from 0.105 km2 to 1.056 km2 in Melbourne, Australia with
sub-daily data using a combination of performance criteria and hydrographs to
obtain model performance. Conclusions indicated that both models performed
equally well and were able to reproduce observed data. Hence the conclusion
drawn by Salvadore et al. (2015) that distributed models are the future of urban
modelling appears to be not uniformly supported by published studies. Further
research needs to be conducted for a comparison between lumped and distributed
urban models on sub-daily data in order to determine if and when distributed/
semi-distributed models are preferred to lumped models.
This paper expands upon current literature through a comparison of a lumped
(URMOD) and a semi-distributed (CAT) model using daily and sub-daily data for
two catchments. The first catchment is the the Gyeongan-Cheon river catchment
located in South Korea, and the comparison explores both models performance
using continuous daily and sub-daily data. The second catchment is Rodbourne
located within the river Ray catchment, and draining the town of Swindon in the
UK. This comparison explores the models’ performance on a smaller catchment
(Rodbourne) which is 5.5 km2 and relying on an event-based comparison. The
chosen models are: (i) the semi-distributed Catchment Assessment Tool (CAT)
(Kim et al., 2012), developed specifically to investigate the impact of urbanisa-
tion on storm runoff and (ii) the lumped model URMOD, which is a lumped-
conceptual catchment parameter-parsimonious rainfall-runoff model for use on
both urban and rural catchments.
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6.3 Model Description
The two models selected for this study are the semi-distributed CAT model and
the lumped model URMOD. Model descriptions for both are detailed in this
section.
6.3.1 Semi-distributed model: the CAT model
The CAT model is a physically-based semi-distributed water cycle analysis model
developed at the Korea Institute of Civil Engineering and Building Technology
(KICT) (Kim et al., 2012). Splitting a catchment into a number of smaller sub-
catchments, a link-node structure is created which enables routing of runoff from
sub-catchments into an entire catchment response. Hence, runoff values can be
obtained from the links between sub-catchments as well as flow at a catchment
outlet. The CAT model can still operate as a singular lumped model if the
catchment is not split into smaller sub-catchments. CAT has a total of 31 model
parameters in need of estimation or calibration, as shown in Table 6.7 in Appendix
A, alongside a number of routing parameters dependent on the routing method
chosen.
The CAT model requires access to hydrological, topographical, land-use and
soil data to estimate the model parameters. The observed hydrological data
needed are evaporation and precipitation data, which can be averaged for the en-
tire catchment or for each sub-catchment. The model has the ability to generate
estimated potential evaporation data using the Penman-Moneith method (Mon-
teith, 1965), this is instead of inputting already calculated potential evaporation.
Next, spatial catchment properties are needed such as topographical, land-
use and soil data. The topographical data is represented by a digital elevation
model (DEM) from which slope data can be derived. The land-use data needed
is impervious and pervious percentage land cover and the percentage of vege-
tation (e.g. crops, gardens) within the pervious areas. The last set of data is
soil property data, this consists of soil depth, saturated soil moisture, residual
soil moisture, wilting point, soil moisture content at field capacity, soil moisture
content at wilting point, saturated hydraulic conductivity and saturated horizon-
tal hydraulic conductivity. The CAT model’s parameters are physically-based
parameters and should ideally be specified appropriately based on the physical
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catchment data. When such data is not available and estimation is not possible,
observed stream flow data is required in order to calibrate the models parame-
ters. Calibration of these parameters can be undertaken though a trial-and-error
approach in order to obtain simulated stream flow data which can be compared
to observed data, or by applying an objective function method to do the same
process but automated. Figure 6-1 shows all of the CAT models main processes
alongside any sub-processes.
Figure 6-1: Full model diagram of the water cycle processes of the CAT model
(taken from Kim et al. (2012) and the Catchment Hydrologic Cycle Assessment
tool User Guide)
The CAT model’s main processes are: (i) infiltration, (ii) groundwater flow,
(iii) evaporation and (iv) channel routing. CAT has access to three infiltration
methods: (i) the rainfall excess method based on vertical/horizontal hydraulic
conductivity (Chow and Mays, 2010), (ii) the Green and Ampt method (Green
and Ampt, 1911), and (iii) the Horton method (Horton, 1933). Groundwater
flow between sub-catchments is controlled via the Darcy equation. Four differ-
ent methods can be applied for channel routing: (i) the Muskingum (Linsley
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et al., 1949), (ii) Muskingum-Cunge (Cunge, 1969), (iii) Kinematic wave method
(Lighthill and Whitham, 1955), or (iv) no-routing method, such that excess rain-
fall is converted directly into runoff. A different amount of the main processes
will be used later on in the chapter.
6.3.2 A lumped model: URMOD
URMOD is a lumped conceptual catchment parameter-parsimonious rainfall-
runoff model with nine parameters in need of calibration. All of URMOD’s
parameters are shown in Table 6.8 in Appendix B, and if required observed hy-
drological data in order to calibrated the parameters. The hydrological data
consist of observed rainfall, runoff and potential evaporation data. URMOD also
needs the total area of the catchment and percentage of the catchment which
is urbanised, such as the URBEXT value (Bayliss et al., 2006). To calibrate
the nine free parameters URMOD uses the shuﬄed evolution complex algorithm
(Duan et al., 1993). Once calibrated the set of parameters obtained are applied to
the model alongside observed rainfall and evaporation data in order to generate
simulated runoff data at a catchment outlet. Figure 6-2 shows all of URMODs
main processes.
The two main processes of URMOD are: (i) infiltration and runoff generation,
and (ii) channel and pipe routing. URMOD generates two contributions for
runoff, one from the urban areas and one from the rural areas. The model’s
infiltration and runoff generation is based on a conceptual soil column approach,
such that the precipitation that does not infiltrate is turned into runoff. The
soil moisture level is controlled by three processes, (i) infiltration into the soil
column, (ii) drainage and (iii) evaporation.
Infiltration in the rural areas is only dependent on the moisture content in
the soil column, whereas the infiltration from the urban areas is dependent on
both the soil moisture content as well as a calibrated term γ, accounting for the
restricted infiltration on urban surfaces. If γ = 1 then no infiltration occurs on
the urban surfaces, and if γ = 0 then infiltration is equal to the rural infiltration.
Precipitation that does not infiltrate into the soil column is turned into direct
runoff. Two direct runoff values are obtained, one from the rural area and one
from the urban area. The model’s second process is the routing of the direct
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Figure 6-2: Full model diagram of URMOD, with conceptual soil column and
zones on the left hand side. Urban pipe routing system and rural routing system
on the right hand side.
runoff, both are routed separately in two parallel linear reservoirs and then rejoin
at the catchment outlet for the total flow. Routing of runoff from the rural areas
is achieved using a linear reservoir model with a proportion of the runoff first
routed through a local base flow reservoir before re-emerging and then routed
through a surface flow reservoir. The proportion of runoff designated as surface
flow bypasses the baseflow reservoir and is routed directly through the surface flow
reservoir. The baseflow and surface flow is then combined to become the rural
runoff at the catchment outlet. The urban runoff is routed through a bounded
pipe with an overflow mechanic, such that if the capacity of the bounded pipe is
reached, then the excess runoff is routed through the rural routing. Finally the
urban runoff is then combined with the rural runoff to become the total runoff
at the catchment outlet.
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6.4 Case study: The Gyeongan-Cheon river
Catchment and the River Ray
sub-catchment Rodbourne
The 260.1 km2 Gyeongan-Cheon River Basin is located in the northwestern area
of South Korea and is split into 11 sub-catchments as shown in Figure 6-3. The
11 sub-catchments were chosen based on river outlets and the transportation of
flow through the subcatchments. Urban land-cover accounts for approximately
19% of the total catchment area. The catchment is equipped with a singular flow
monitoring station and rainfall gauge.
Figure 6-3: Map of Korea and the Gyeongan-Cheon River Basin with subcatch-
ments.
The second catchment is Rodbourne, located within the river Ray catchment
(National River Flow Archive (NRFA) number 39087) which contains the town
of Swindon as shown in Figure 6-4.
The river Ray catchment is approximately 84.1 km2 and contains Swindon, a
town located in Wiltshire 78 miles west of London, with a population of approxi-
mately 182,000. The 5.5 km2 Rodbourne catchment located within the river Ray
catchment and is highly urbanised with approximately 46% of the area impervi-





The data for this study was provided by the Korea Institute of Civil Engineer-
ing and Building Technology. Two sets of hydrological data were used. The first
set consists of average observed (i) daily precipitation (i), (ii) river flow (qobs),
and (iii) potential evaporation (Ep) spaning 10 years from 01-01-1998 to 31-12-
2007. The second set consists of (i) average observed hourly precipitation, (ii)
river flow and (iii) climate data (including: average temperature, wind, humidity
and solar data) spanning 11 years from 01-01-1998 to 31-12-2008. This data was
then converted into three hourly and twelve hourly time steps for the purpose of
the study. The precipitation data was originally obtained from Suwon, Icheon
and Yangpyeong climate stations. The evaporation data were originally obtained
in the form of climate data (average temperature, minimum and maximum tem-
perature, wind speed, humidity and solar radiation) and potential evaporation
calculation using the Penman-Monteith method. The river flow data was origi-
nally collected by the Han River Flood Control Centre. No missing observations
were present in the daily data.
Figure 6-4: Map of River Ray catchment with Rodbourne highlighted in black
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The rainfall data showed strong seasonality. Average precipitation during the
dry winter months October-March was below 35 mm accounting for 9.9% of yearly
rainfall. As a result the flow data reflects this with certain months had very low
or missing flow data during the dry winter months. In contrast, during the humid
summer period April-September average monthly precipitation was above 75 mm
with the total rainfall in the wet months accounting for 90.1% of annual rainfall,
with July and August having total precipitation values as high as 410 mm and
329 mm, respectively. The results section will focus on July and August as every
year of the observed data for these two months had no missing rainfall data but
potentially some missing flow data and will test the models abilities to simulate
extreme rainfall. During calibration of URMOD the dry season will be omitted.
Water balance checks were made for both the Gyeongan-Cheon and Rodbourne
catchments to make sure neither catchment had large discrepancies. Both water
balance checks were deemed to be acceptable with both catchments having extra
water which is too be expected due to human influence on the catchment.
Land use data
Land-use data was obtained to estimate CAT models parameters. A digital
elevation model (DEM) was obtained from the National Geographic Information
System (NGIS) digital map, with scale 1:5000, and used to determine slope val-
ues for each sub-basin. Also derived by DEM, catchment boundary and average
impervious area ratio was obtained via land use distribution map from the Ko-
rean Ministry of Environment with scale 1:25000. Vegetation area ratios were
extracted from a previous study Jia (1997). Soil data was obtained based upon
soil maps from the Agriculture Science technology information system of Ko-
rea in 1:25000 scale, then the soil texture values were obtained from Rawls and
Brakensiek (1985). The hydraulic conductivity of the riverbed material and chan-
nel properties were obtained from the Gyeongan-Cheon Fundamental Planning
Report for River Improvement.
Rodbourne Catchment
The hydrological data obtained for this study was used in Miller et al. (2014) and
provided by one of the authors (Kim, Hyeonjun, (pers.comm.) 2017). Details of
how the data were obtained is outlined here, but for full details see the afore-
mentioned paper. The data include 15 minute observed: precipitation (i), river
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flow data (qobs) and potential evaporation (Ep), spanning from 01/05/2011 to
17/10/2012 in 15 minute intervals. All of the data was converted to hourly data
for the purposes of the study. Precipitation data was measured using a singular
tipping bucket located within the Rodbourne catchment. Flow monitoring data
is recorded at 1 minute resolution but was averaged to 15 minute and then to
hourly data for the purposes of this study. Evaporation data is a contribution of
two data sets, the first set spanned May 2011 to April 2012 and was measured
from a eddy covariance mast at a monthly period locally in a peri-urban area of
housing Ward et al. (2013). Additional data was obtained from the Met Office
Rainfall and Evaporation Calculating System (MORECS) spanning May 2011
to October 2012. The local measured data revealed that the evaporation was
60% of the MORCES value. The remaining May 2012 to October 2012 potential
evaporation data was obtained by scaling the 60% up the MORECS data.
A total of 15 individual events were selected, based on peak flow and total
rainfall, such that the total rainfall had to exceed 10 mm, and peak flow over 0.5
m3s−1. One event was under 0.5 m3s−1 but the total rainfall exceed 10 mm so
it was included (Event 2). The length of the rainfall events were also taken into
account to select events which were both short (i.e less than a day) as well as
extended periods of more than a day of rain. Table 6.2 shows a summary of the
events, including: (i) the start date time, (ii) duration, (iii) the observed peak
flow and (iv) total rainfall.
In order to determine the percentage of urban land-cover in a catchment for
CAT and URMOD, the URBEXT2000 catchment descriptor Bayliss et al. (2006)
was used. The subscript 2000 denotes that the 50m × 50m land-cover data
used to construct the index refers to the period between the years of 1998-2000.
URBEXT2000 uses a contribution of both urban and sub-urban land-cover classes,
with the urban land-cover consisting of roofing, roads and man-made structures,
whereas the sub-urban section is a mix of vegetation and semi-built up areas.
Only half of the sub-urban area is counted as urban as it is assumed that half









1 2011-06-12 05:00 19 17.4 0.892
2 2011-12-13 23:00 39 10.2 0.637
3 2012-01-03 01:00 22 15.8 0.989
4 2012-05-01 02:00 21 15.2 1.426
5 2012-06-23 18:00 21 17.4 0.707
6 2012-07-12 15:00 20 16.2 1.083
7 2012-08-15 10:00 15 16.4 1.133
8 2012-08-29 09:00 23 21.2 0.969
9 2012-09-23 10:00 37 29.2 0.844
10 2012-10-04 18:00 44 28.4 0.741
11 2012-04-27 09:00 68 33.4 1.064
12 2011-08-07 11:00 17 14.6 0.462
13 2012-06-30 06:00 32 14 0.716
14 2012-08-02 11:00 65 22.2 0.916
15 2011-12-11 15:00 42 25 0.971
Table 6.2: 15 events selected for Rodbourne analysis
6.4.2 Experimental design
CAT calibration method
As indicated in Section 6.3.1 the CAT model has 31 physically-based catchment
parameters that should be estimated from the catchment data, alongside a total
of 9 routing parameters. The actual number of the parameters used for rout-
ing is dependent on the routing method applied. The Muskingum has three,
Muskingum-cunge have four parameters and Kinematic has six parameters. Two
sets of parameters were obtained for the Gyeongan-Cheon catchment, one set for
the daily data and the second set for the sub-daily data. All except eight of the
catchment parameters were obtained through the catchment data. The remaining
eight parameters were obtained from a previous study on the Gyeongan-Cheon
catchment (Jang et al., 2016) and estimated using an objective function on the
years (1999-2001). The same non-routing parameter set was applied to the sub-
daily analysis in this study due to the parameters not temporal related.
The routing method used in this study was the Muskingum method, which
resulted in three new parameters in need of estimation: (i) ∆T the time step,
(ii) K storage coefficient of the ratio of the storage to the outflow, and (iii)
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a dimensionless constant x for the relative importance of the inflows and the
outflow. The daily routing parameters were adopted from previous studies. The
12-hourly routing parameters were estimated based on a trial-and-error approach,
relative to the daily data. Due to the size of the catchment and that flow takes
less than 3 hours to travel through the catchment an alternative routing strategy
was applied for the 3-hourly and hourly time step. Such that an instantaneous
routing method was used in order to show that the flow does not need to be
delayed.
Similar to the Gyeongan-Cheon catchment, the parameters for Rodbourne
catchment were obtained from a previous study (Miller et al., 2014). During the
previously mentioned study all parameters except for impervious cover had to be
estimated, through trial-and-error calibration using data from 5 of the events in
Table 6.2 (Event 1,4,5,7,8). The same parameters were used for this thesis except
for the routing parameters due to a different time step being used. In order to
calculate the routing parameters a trial-and-error approach was used, using 3
events from Table 6.2 (Event 1,4 and 5), two short events and one extended
event.
URMOD calibration method
Unlike CAT, all of URMOD’s nine free parameters require calibration. A cal-
ibration period needs to be defined, as outlined in Klemesˇ (1986), and a split
sample method is suggested such that the calibration and validation do not over-
lap. The calibration and validation method used by URMOD is an advancement
to the original split-sample method defined as a systemic jackknife re-sampling
method. Since the calibration scheme is using individual events initial conditions
need to be considered. As initial conditions will vary depending on the time of
year or soil moisture after rainfall. This was considered for this thesis but only
the normal initial conditions was used, this is to test the models stop/ start per-
formance instead of continuous. The purpose of using two different calibration
strategies (yearly and event-based) was too test how URMOD performs under
experiments it was not initially designed for. A description of how the jackknife
method will be applied to both Gyeongan-Cheon and Rodbourne catchments will
be presented.
A total of 15 rainfall events are selected as shown in Table 6.2. Event 1 is
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used to calibrate URMODs nine parameters in order to obtain a parameter set
θ1. Once calibrated θ1 will be applied to URMOD in order to simulate runoff
for each of the remaining 14 events. A performance criterion can be obtained
by comparing the simulated and observed data for each of events resulting in 14
performance criteria Z1,k k = 1, ..., 14 (one for each event except event 1). Once
completed event 2 is used to calibrate URMOD in order to obtain a different pa-
rameter set θ2. 14 new performance criteria can be obtained for the remaining 14
events Z2,k k = 1, ..., 14. This process is then repeated systematically, each time
using a different event until 15 parameter sets are obtained θj, j = 1, ..., 15 and
14 performance criteria for each event Zj,k, k = 1, ..., 14, j = 1, ..., 15 is obtained.
A median of each Zj,k for each catchment can be obtained resulting in a single
performance criterion for each event. Z˜j.
A similar method is applied to the data from the Gyeongan-Cheon catchment
but rather than calibrating on individual events, the calibration period is the
wet months defined in 6.4.1. For the daily data a two-year jackknife calibration
method is used such that the ten years of data are split into five two-year periods.
Whilst the sub-daily data uses a yearly jackknife method such that the eleven
years of data will be split into eleven yearly periods.
Firstly the data set is split into five equal length non-overlapping two-year
periods starting at the year 1998. The years 1998 and 1999 are removed from the
data set, to calibrate URMOD resulting in a parameter set θ1. Once calibrated
θ1 will be applied to URMOD in order to simulate the remaining eight years of
data. A performance criteria will be obtained by comparing the simulated and
observed data for the remaining data for every year, resulting in eight performance
criteria Z1,k, k = 1, ..., 4. This process is repeated systematically, each time using
a different set of two years, until five parameter sets θj, j = 1, ...5 and four
performance criteria for each of the sets Zj,k, j = 1, ..., 5, k = 1, ..., 8 are obtained.
Similar to Rodbourne an median performance criteria will be obtained for each
set of two years resulting in five performance criteria. The sub-daily data will
follow a similar process, but will use a yearly jackknife method and obtaining
performance criteria for each July and August. This results in 11 parameter sets
θj, j = 1, ...11 and 22 performance criteria Zj,k, j = 1, ..., 11, k = 1, ..., 10.
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Model performance criteria
Two performance criteria will be used in this study, the Nash-Sutcliffe efficiency
statistic (NSE) and the Mean Absolute Error (MAE). The two performance cri-
teria are chosen as they measure different aspects of the model performance. The
NSE is sensitive to peaks due to the squares of the difference between observed
and simulated runoff, whereas the MAE takes the absolute value of the difference.







where qsim is the simulated river flow from either CAT or URMOD and q¯obs
the mean of the observed river flow. The range of NSE values falls between one
and −∞, with a value of one indicating perfect fit, i.e qobs = qsim. The second
performance criteria is the Mean absolute error MAE defined as:
MAE =
∑n
t=1 |qobs − qsim|
n
(6.2)
with zero indicating a perfect fit between observed and simulated values. Val-
ues of the MAE range from zero to∞. For consistency when stating performance
criteria the subscript u will be used to indicate URMOD and c will be used to
indicate CAT, e.g. MAEu and MAEc.
Binomial hypothesis test
To determine the relative model performance, a Binomial hypothesis test ap-
proach is used. The test utilises a success/failure approach when comparing the
performance criteria of the two models; either CAT outperforms URMOD (NSEc
> NSEu), success or the reverse (failure). The case when model performance is
exactly equal (NSEc = NSEu) is not taken into account, as this is considered an
unlikely occurrence.
Define a trail as the difference in performance criteria for both models for a
singular event (NSEc - NSEu). A hypothesis test can be set up such that the
null hypothesis (H0) assumes that for a specified number of trials there is no
difference in model performance, and therefore the probability that either model
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outperforms the other can be assumed to be a half:
H0 : p = 0.5. (6.3)
The alternative hypothesis (H1) can be set up as a two-tailed test, such that
two test’s will be performed one looking for URMOD outperforming CAT and
vice versa. Hence the alternative hypothesis can be given as:
H1 : p 6= 0.5. (6.4)
Now let c denote a set of trials, define a success as CAT outperforming UR-
MOD (NSEc > NSEu) whereas a failure is URMOD outperforming CAT (NSEc
< NSEu). Let V be a random variable defined as the number of trials of CAT
outperforms URMOD, i.e. the number of successes obtained in h trials. Thus the
probability of V = v successes is given as a binomial distribution V ∈ B(c, p)
with a cdf given as:






The hypothesis test can be formed for a predefined significance level e.g α =
5%. The observed number of success v is compared to the critical interval defined
as v ≤ B(c, p)α
2
and v > B(c, p)1−α
2
are the (α/2) and (1 − α/2) quantiles of
the binomial distribution. If v falls within the critical interval then the null
hypothesis can be rejected such that there is a difference between CAT and
URMOD performance in favour of one of the models. But if v does not fall
within the critical interval then the null hypothesis can be accepted such that
there is no difference between CAT and URMOD.
The binomial test will be applied to compare model performance for sub-daily
data for the Gyeongan-Cheon catchment and compare model performance on the
events for Rodbourne. For both catchments a two tailed test will be performed.
For the Gyeongan-Cheon catchment each trial will be defined as a comparison of
performance criteria of CAT and URMOD for both July and August, resulting
in c = 22. Whereas for Rodbourne a trail will be defined as the difference in
performance of the performance criteria for an event, resulting in c = 15.
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6.5 Results
6.5.1 Assessing performance of URMOD and CAT on the
Gyeongan-Cheon catchment
This section explores the difference in performance between URMOD and the
CAT model on the Gyeongan-Cheon catchment. Firstly using daily data then
using 12-hourly, 3-hourly and hourly time step data.
Comparison of URMOD and CAT using daily data
As outlined in the calibration method of URMOD in Section 6.4.2, URMOD
is calibrated four times on two year periods and then performance criteria is
obtained for each of the non-calibration years. This process results in three
performance criteria for each year, the median is then taken for each year. Figure
6-5 shows the difference in median performance criteria for both the NSE and
MAE for the daily data sub-setted by year. The left hand figure (a) is the
difference in NSE, reported as NSEc -NSEu and the right hand figure (b) is the
difference in MAE, it is reported as MAEu - MAEc. Positive values indicate CAT
has greater performance than URMOD, shows on Figure 6-5 as the black circles.
In contrast, negative values indicate that URMOD performs better than CAT,
represented as red triangles.
The results in Figure 6-5 show that URMODs performance is better than
the CAT model when representing the daily data when the MAE performance
criteria is applied. Whilst all of the MAE values obtained by both models were




of the MAE are within acceptable ranges. However the reverse is true when the
analysis is based on the NSE criteria, with values greater than 0.2 for URMOD
and 0.4 for CAT. There are periods even during the wet months when there
is little rainfall, and as such the CAT model does not account for zero rainfall
on the baseflow, whereas URMOD can account for the baseflow. Whilst CAT
does a groundwater reservoir to account for baseflow during low rainfall, due
to the parameters of the model it does not and as such creates less baseflow
than observed. However for the NSE which takes a squared value this puts an
emphasis on the peaks, indicating that the CAT model does perform better when
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Figure 6-5: Comparison of URMOD and CAT performance criteria values using
daily data on the Gyeongan-Cheon catchment. Left hand figure (a) is the differ-
ence in performance of the NSE and the right (b) is the difference in performance
of MAE. Positive values show CAT has performed better than URMOD, whilst
red triangles show URMOD has performed better than CAT.
exploring peak performance, this is highlighted in Figure 6-6, since URMOD
under estimates peak flows more than CAT over estimates.
Figure 6-6 shows the simulated flow by both URMOD and CAT alongside the
observed river flow and observed rainfall for the year 2005. The parameters used
for URMOD were calibrated on the years 2006-2007. The results show that CAT
is prone to over estimation whilst URMOD tends to under-estimate peak flow.
Base flow is low and as such no conclusion can be drawn for either model. One
observation from Figure 6-6 is that during the first large rainfall event (July) the
CAT model is delaying the simulated flow until after the observed flow resulting
in a longer routing period than needed. Whereas URMOD simulated flow is at a
similar time to the observed flow indicating routing is accurate.
Comparison of URMOD and CAT using subdaily data
This section explores the difference in model performance between the URMOD
and the CAT models on the Gyeongan-Cheon catchment when using sub-daily
data. The results compares the NSE values for both the URMOD and the CAT
models in the form of figures. The MAE is not be presented further as similar to































































































analysis focuses on the two wet months of July and August. As detailed in Section
6.4.2 due to the calibration method applied to URMOD, multiple performance
criterion is obtained for a single month, the median of the performance criterion
is obtained and this value is compared with the equivalent performance criteria
obtained by the CAT model. This section also uses the binomial hypothesis test
presented in Section 6.4.2 to assess if the CAT or the URMOD model consistently
perform better than the other. The number of trials will be h = 22 (11 years of
both August and July) and the predefined significance level will be α = 5%. The
binomial hypothesis test will be set up as a two tailed test.
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(a) Comparison of URMOD and CAT NSE values using 12-hourly time step data.
(b) Comparison of URMOD and CAT NSE values using 3-hourly time step data.
(c) Comparison of URMOD and CAT NSE values using hourly time step data.
Figure 6-7: Comparison of URMOD and CAT NSE values. The black dots show
that CAT has performed better than URMOD, whilst the red triangles show
URMOD has a larger NSE than CAT.
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Figure 6-7 shows the difference in performance criteria between URMOD and
the CAT model. The top figure (a) is the difference in performance of URMOD
and the CAT model using 12-hourly data, the middle figure (b) is using 3-hourly
data and the bottom figure (c) is using hourly data. The left hand figures (a)
shows the difference in performance criteria for July whereas the right hand
figures (b) shows the results for August. The black circles indicate that a larger
NSE value is obtained using the CAT model than URMOD (NSEc > NSEu),
whereas the red triangles show that URMOD has a larger NSE than CAT (NSEu
> NSEc). Figure 6-7 shows that as the time step gets smaller, the number of
occasions when URMOD has a larger NSE than the CAT model decreases, going
from 20 (12-hourly), 18 (3-hourly) and 16 (hourly). Table 6.3 shows the average
NSE of both URMOD and the CAT model for both July and August. One value














12-hourly 0.61 0.34 0.003 -1.59
3-hourly 0.58 0.36 0.45 0.3
hourly 0.5 0.15 0.44 0.18
Table 6.3: Average performance criteria for July and August NSE for both UR-
MOD and CAT.
The results in Table 6.3 show that the average NSE for URMOD decreases as
the time step decreases. However for the CAT model the average NSE increases
from the 12-hourly to the 3-hourly time step for both July and August, but for
the hourly time step the average NSE for July is similar but the August average
NSE decreases. The increase in performance between 12-hourly and 3 and 1-
hourly results could be a result of the routing method used. Since the 12-hourly
data was still using the Muskingum approach, whereas for the 3 and 1-hourly
data an instantaneous value was taken.
Figure 6-8 shows the simulated flow by both URMOD and CAT alongside the
observed river flow and observed rainfall for the two months July and August for
the 2005 when 12-hourly data is used, Figure 6-9 is using 3-hourly and Figure






























































































































































































































































































































































































year 1999 for the three figures presented. As shown across the three figures as
the time step gets smaller, the performance of the models decreases as expected.
This is due to the level of detail of the flow data increasing from more data points.
Figure 6-8 shows that both models do over and under simulate the observed flow,
however URMOD does not do so as much as the CAT model, except for the
event in mid August. As the time step decreases to 3-hourly data URMOD does
still under simulate slightly but the CAT model under simulates more and both
models are incapable of modelling the event in mid August. One reason for this is
during the calibration due to the amount of data points the algorithm prioritises
the low flow instead of the peak event. Finally for hourly data neither model
performs well, with both models under simulating and at times have a lag time
which is too large.
Binomial hypothesis test results
Table 6.4 shows the results of the binomial hypothesis test for each time step, the
H0 assumes equal performance whereas the H1 assumes unequal performance in
favour of either URMOD or the CAT model.
Time step p-value outcome
12 5.5x10(−5) H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD.
3 0.004 H0 is rejected such that there is a significant differ-
ence in model performance in favour of URMOD.
1 0.054 H0 can be accepted such that no significant differ-
ence in model performance can be detached.
Table 6.4: Gyeongan-Cheon catchment binomial hypothesis test.
For both 12-hourly and 3-hourly data the H0 is rejected in favour of the
URMOD, however for hourly data the H0 is accepted such that there is no sig-
nificant difference between model performance. Whilst the CAT model does not
significantly perform better on any time step, the NSE results show in table 6.3
that URMOD performance does decrease and the CAT model performance does
increase.
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6.5.2 Assessing performance of URMOD and CAT on 15
Rodbourne events
This section will explore the difference in model performance based on modelling
of the 15 events from the Rodbourne catchment listed in table 6.2. For this
analysis both the NSE and MAE will be applied. In Figure 6-11 the left hand
figure will be the difference in the NSE, and the right hand figure the difference in
the MAE. The binomial hypothesis test will again be performed as a two-tailed
test, testing both successes of either URMOD outperforms CAT or vice versa.
Figure 6-11: Difference in performance for the 15 events on the Rodbourne catch-
ment on the hourly time step. The left figure (a) shows the NSE performance
criteria and the right figure (b) MAE performance criteria. The black circles
show that the CAT model performance is better than URMOD, whilst the red
triangles show that performance of URMOD is better than CAT.
Figure 6-11 shows that the CAT model outperformed the URMOD model for
six events out of a total of 15 when the NSE performance criteria is applied.
Whilst the CAT model outperformed the URMOD model for seven events out of
15 when the MAE performance criteria is used. The MAE performance criteria
differences indicate that 14 out of the 15 events are within 0.1, indicating similar
performance between the models. Applying the binomial hypothesis test for both
the NSE and MAE results in p-values of 0.61 and 1, respectively, indicating that
the H0 can be accepted in both instances, i.e no significant difference in model
performance can be detached. Whilst the binomial approach and performance
criteria explore performance for the entire event, the difference in observed and
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simulated peak flow performance will now be explored. Table 6.5 displays the
observed peak flow, CAT and URMOD simulated peak and the difference between
observed and simulated for both models.















1 0.89 0.96 7.41 0.73 -22.29
2 0.64 0.27 -139.75 0.48 -33.86
3 0.99 0.88 -12.17 0.61 -61.94
4 1.43 0.89 -60.08 0.93 -53.49
5 0.71 0.78 9.06 0.72 2.28
6 1.08 1.06 -1.72 0.83 -30.30
7 1.13 1.15 1.82 0.96 -18.15
8 0.97 1.48 34.32 0.87 -11.36
9 0.84 1.18 28.2 0.74 -14.53
10 0.74 1.04 29 0.72 -2.64
11 1.06 0.82 -30.22 0.65 -64.83
12 0.46 0.87 46.6 0.8 41.94
13 0.72 0.68 -5.76 0.6 -18.94
14 0.92 1.02 10.56 0.83 -10.73
15 0.97 1.20 19.27 0.72 -35.38
Table 6.5: Observed, simulated and percentage difference in observed and simu-
lated peak flow at each of the 15 events, using the URMOD and CAT models.
Negative percentage difference shows a smaller peak by the model.
Table 6.5 shows that URMOD under-estimates the peak for 12 events and this
is reduced to 6 events for the CAT model. One issue with the peak value simulated
by the URMOD model is that they are not larger than 1m3/s. However the
peak values for URMOD reported in Table 6.5 are the median value of fourteen
simulations due to the jackknife calibration method. Both models difference in
peak ranges are large with URMOD having a range value of 0.86 whilst the CAT
model is 1.05. Whilst for the URMOD model the range is large due to a singular
event (Event 12) with a difference of 0.46, once this is removed the range is
0.5. However the CAT does not have a singular value influencing the large range
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indicating that the CAT model is inconsistent.
Hydrograph representation of two events
The parameter set used for Figure 6-12 and 6-13 was event 1, which was classified
as a short event. Figure 6-13 also shows a short event (Event 7), whereas Figure
6-12 displays an extended event (Event 2).
Figure 6-12: Event 2 hourly data, top figure (a) observed rainfall (mm), bottom
figure (b) observed river flow (blue solid line), CAT estimated river flow (red solid
line) and URMOD estimated river flow (black dashed line).
Figure 6-12 and 6-13 show observed and simulated flow from both the UR-
MOD and CAT models. Figure 6-12 displays a relatively prolonged rainfall event,
whereas Figure 6-13 contains a singular quick burst of rainfall. The results pre-
sented in Figure 6-13 show that both URMOD and CAT can model quicker
rainfall events with both models matching the observed data, with URMOD
under-estimating the peak. In contrast, the results presented in Figure 6-12
show that URMOD is capable of replicating the observed data with slight under
estimation, whereas CAT is unable to represent the observed data with consistent
under estimation.
URMOD parameter calibration results
Table 6.6 summarises the range of URMOD model parameter obtained from
calibration across the 15 events on the Rodbourne catchment. The results show
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S F R k Φ BL SL UL γ
Maximum 8044 1 1 1 42 289 3.16 3.16 0.25
Average 1574 0.67 0.4 0.61 11 97 2.67 2.43 0.15
Minimum 134 0.18 0.001 0.1 3 3 2.01 0.57 0
Table 6.6: URMOD parameter variability for 15, hourly Rodbourne events.
that the parameter range for URMOD is very large for all parameters except for
SL and γ. Interestingly the γ parameter has a small range alongside calibrating
to a small value, indicating that the urban model wants to revert back to the
rural model in some cases. These parameter ranges are within what has been
generated from URMOD in previous chapters and studies, the S parameter is
very large on average which was not expected since this value normally ranges
between 100-1000, so having very large values was surprising. Similarly the BL
parameter was much larger than expected with values over 97 indicating that for
some of the events the baseflow is time delayed longer than the entire event and
so is not needed. One clear problem from this parameter set is generalisation
between rainfall events would be not possible due to the very large range of
values generated between each parameter. Since only a single initial condition
set is used because differentiation between type of event is not considered then the
parameter sets will have to account for the different climates (winter/ summer).
Figure 6-13: Event 7 hourly data, top figure (a) observed rainfall (mm), bottom
figure (b) observed river flow (blue solid line), CAT estimated river flow (red solid
line) and URMOD estimated river flow (black dashed line).
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6.6 Discussion
The results presented in this paper were used to address the research question of
whether a lumped urban rainfall-runoff model can simulate continuous and event
based sub-daily data as accurately as a semi-distributed model. Results indicate
that the lumped URMOD model is capable of outperforming the semi-distributed
CAT model for the Gyeongan-Cheon catchment for 12-hourly and 3-hourly time
steps, while no significant difference in performance could be detached for hourly
time steps. The Rodbourne, event-based analysis showed that the two models
performed equally well but URMOD did under-estimate on a number of peaks.
A review of the literature showed that when applying daily data the semi-
distributed and distributed models should outperform the lumped models. This
conclusion was shared in this paper as shown in Section 6.5.1. When daily data
was applied the semi-distributed model CAT outperformed URMOD when com-
paring the NSE performance criteria but the reverse was not true when the MAE
was applied. The main conclusion drawn from Figure 6-6 is that while model
performance was similar the CAT model would be preferred due to URMOD
under-estimating peaks.
The literature indicates that conflicting conclusions have been reached when
comparing lumped and semi-distributed urban rainfall-runoff models using sub-
daily data. The purpose of this paper was to further explore this problem, and did
this through a continuous and event based analysis. The continuous analysis con-
ducted on the Gyeongan-Cheon catchment compared model performance when a
large volume of rainfall was present. Conflicting conclusions, dependent on the
time step, used were found. For the 12-hourly and 3-hourly data it is shown us-
ing the Binomial hypothesis test URMOD is statistically significantly better than
CAT. However when hourly datas applied, the binomial hypothesis test showed
that model performance were not statistically significantly different. This con-
clusion on the hourly data is in line with the findings of Dotto et al. (2011).
When exploring simulated output from both models its shown that for 12-hourly
and 3-hourly data the CAT model consistently over and under-estimate observed
streamflow. Whilst URMOD was capable of matching the observed flow with
minimal under-estimation expect during extremely large rainfall events. Neither
model performed well when hourly data was applied. One key point to make is
192
that there was missing data for the sub-daily data for Gyeongan-Cheon catch-
ment. This has a larger effect on URMOD than the CAT model due to URMOD
having to calibrate parameters. However as shown in the difference of perfor-
mance figures, Binomial hypohtesis test and the hydrographs URMOD does still
outperform the CAT model for every time step.
It was expected that the CAT model to outperform URMOD on the Gyeongan-
Cheon catchment for both daily and sub-daily time steps. Firstly due to the CAT
model being a more detailed model than URMOD but as indicated in the litera-
ture conflicting conclusions do exist. Secondly URMOD was not initially designed
to be applied to catchments with such high seasonality like the Gyeongan-Cheon
catchment. As expected the CAT model did outperform URMOD when the daily
data is applied, however questions of performance are raised when the sub-daily
data is used. Whilst the NSE shows that URMOD did out-perform the CAT
model when the sub-daily data’s applied, the hydrographs showed that neither
model was capable of matching the peak flows. For a practical application the
CAT model would be preferred when daily data is used but for sub-daily further
research will be needed in order to better parameterise URMOD.
The event based analysis was conducted on the Rodbourne catchment, com-
paring both short and extended rainfall events. When applying performance
criteria its shown that the URMOD model was preferred, however the Binomial
hypothesis test showed no statistical significance. One important issue that needs
to be addressed is model calibration. The physically based CAT model only had
a single set of parameters applied to it. Whilst URMOD was calibrated on each
event and a median performance criteria was obtained for every event. This could
have influenced the results due to two different types of events chosen (short and
extended) but it did not, indicating that URMOD is potentially a lot more flexible
than CAT in being able to simulate for both types of events. However, as shown
in Table 6.6 URMOD’s parameter variability is extremely large, which means
generalisation of URMOD parameters being impossible, unlike CAT. However,
due to a single parameter set being selected for CAT, this meant that it was




This study uses a combination of hydrographs, performance criteria and bino-
mial hypothesis tests in order to compare a lumped conceptual rainfall-runoff
model and a semi distributed physically based hydrological model. The results
showed that a simpler lumped conceptual model is preferable to a physical semi-
distributed model, when computational time is not a factor. The CAT mod-
els computational time is a few seconds since no calibration is needed, unlike
URMOD which required approximately 20-30 minutes calibration time for the
Gyeongan-Cheon catchment and 5-10 minutes for the Rodbourne catchment. The
ability to generate multiple parameter sets with ease means that URMOD is more
flexible than the CAT model. Currently work is being done at KICT to create
a calibration method for the CAT model which will give it the ability to have
more accurate parameters. But there is currently no way to implement multiple
parameter sets into one run of the CAT model unless it is done over multiple
runs with stopping and physically changing the parameters. However a slight
trade off in performance needs to be made since the URMOD model does under-
estimate peak events. If more detailed land use data is available and flow within
a catchment is needed then CAT is a better model due to URMOD not being able
to generate these results. This conclusion conflicts with the statement made by
Salvadore et al. (2015) that distributed models are the future of urban modelling.
As such future research needs to be conducted on the ability of lumped urban
rainfall-runoff models to simulate using sub-daily data.
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Aratio imp Impervious area ratio %
Aratio per Pervious area ratio %
Aratio per plant Vegetation area ratio in pervious %
depC imp Depression capacity in impervious zone mm
depC per Depression capacity in pervious zone mm
θ per Current soil moisture content -
Soil th per Soil thickness m
s per Saturated soil moisture content -
r per Residual soil moisture content -
FC per Soil moisture content at field capacity -
W per Soil moisture content at wilting point -
ks per Saturated hydraulic conductivity mms−1
ksi per Saturated horizontal hydraulic conductivity mms−1
Mualem Index for Mualem equation -
gwE Current groundwater level m
rivE Riverbed elevation m
riv th Thickness of riverbed m
ku riv Saturated hydraulic conductivity of riverbed mms−1
Area riv Area of riverbed km2
aqf S Storage coefficient of aquifer -
aqf Top Top elevation of aquifer m
aqf Bot Bottom elevation of aquifer m
GW pump rate Groundwater pumping rate day
leakage rate Leakage rate of water supply network -
connect Groundwater movement connecting node -
aquifer slope Average slope of groundwater in aquifer -
node length Average node length -
conj. Length Contact zone length between contiguity watershed m
Kgw Saturated hydraulic conductivity of aquifer mms−1
Table 6.7: CAT model parameters, description and units
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Parameter Description Unit
S Average Soil moisture capacity mm
F Field capacity mm
R Rooting Depth mm
k Drainage coefficient -
Φ Proportion of runoff split -
BL Baseflow lag day
SL Channel lag day
UL Urban lag day
γ Scaling term -
Table 6.8: URMOD model parameters, description and units
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The purpose of this thesis is to create a widely applicable and simple-to-use
framework for modelling the impact of urbanisation on catchment runoff using
lumped conceptual rainfall-runoff models. This can be seen as an effect to reduce
model structure error (reduce 2) when modelling urban catchments. In order to
answer the overall aim three research question were formed, each of them testing
a different part of the overall aim of the thesis. The results will be discussed in
detail with reference to each research questions and an overall conclusion will be
drawn. The first research question to be explored is research question 3;
Research question 3: Can simple statistical-based techniques be used to
improve validation of rainfall-runoff models.
This hypothesis was explored in Chapter 4: Operational model comparison
techniques for rainfall-runoff models. The purpose of this research question was
to develop robust model performance techniques in order to reduce the impact of
model calibration error (3). Two model comparison techniques are developed,
these were a paired z-test and a binomial hypothesis test. Alongside these two
model comparison tools a jackknife model calibration and validation method was
designed. The jackknife model calibration and validation method was applied in
Chapters 4, 5 and 6 and shown to have many advantages and only one disadvan-
tage when compared to traditional split-sample tests.
The first advantage is that the method is flexible, it can be applied to yearly or
monthly periods to calibrate the model or as shown in Chapter 6 an event based
calibration. Secondly, since the method uses the entire data set inconsistencies
in the data can be found, such that if a certain period is consistently under-
201
performing through multiple jackknife calibrations this under-performance can
be addressed. This is opposed to a simple split-sample test, which could not have
detected it. Alongside this, due to a larger number of model calibrations relative
to a singular split-sample test, more sets of model parameters can be generated.
Since more parameter sets are generated, initial model parameter analysis can
be undertaken. This would be achieved by exploring the range of the parameters
to determine if one or multiple have the same value across multiple calibrations
and catchments. Whilst more advanced tools do exist to explore parameter signif-
icance this method is not supposed to replace sensitivity analysis but be an initial
sensitivity analysis before the more advanced tools are used. The main advantage
of the method is that it utilises the entire data and can generate multiple perfor-
mance criteria which can then be used for further analysis. However this creates
the disadvantage of the jackknife hypothesis testing methodology such there is
an increase in computational time (standard computational time is 30 minutes
for a single 30 year split-sample calibration with 10000 iterations). Depending
on the number of jackknife iterations the increase in computational time can be
up to 20x longer than a split-sample test. The paired z-test results in Chapter 4
showed that for all catchments nether model was statistically significantly better
than the other. Further testing and analysis is needed in order to determine if
the paired z-test can be applied and due to it being outside of the scope of this
thesis was not further explored.
Unlike the z-test the binomial hypothesis test tool developed in Chapter 4
was shown to be successful due to it creating a methodology to compare multiple
catchments or events. The main advantage of the binomial hypothesis test is that
it can assess comparative model performance across a large number of catchments
or, as shown in Chapter 6, events. This indicates that the method is flexible as
it can be applied to a number of different situations. The binomial test is also
flexible when used in conjunction with the jackknife calibration and validation
method as shown in Chapter 5, by using the multiple validation periods generated
from the output of the jackknife method. One disadvantage of the binomial test
is a minimum number of data points is needed for it to be applied, but can be
accounted for when planning on applying the test. Research question 1 applied
the binomial hypothesis test and jackknife calibration and validation method
developed in order to answer the question;
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Research question 1: Can rainfall-runoff modelling in urban catchments
be improved via implementation of conceptual urban framework onto an already
existing rural based model?
Three urban runoff generation frameworks and two routing frameworks were
designed and tested in order to develop a conceptual urban framework that could
reduce the model structure error (2) in urban rainfall-runoff modelling. Following
initial investigation, urban framework 3 was selected. Two routing methodologies
were also developed, one which routed through a linear reservoir and the second a
bounded pipe network. The urban routing methodology, alongside urban frame-
work 3, were combined to make URMOD. A comparison was undertaken between
URMOD and the default rural model using daily data on 27 catchments located
within the Thames catchment. Results showed that for a 1 or 2-year calibration
period, when applying the paired z-test performance was very similar for indi-
vidual catchment comparisons indicating that potentially the urban framework
did not add enough explanatory power to the model description of the catchment
hydrology. However when the binomial hypothesis test was applied it showed
that the two models collective performance of the catchments differed depending
on the calibration time step used. For yearly calibration significant difference in
model performance was seen, however for 2-yearly results no difference in perfor-
mance was seen. As stated in the literature review a number of studies concluded
that urban flow has traveled through the catchment system within a day. This
indicates that the urban routing system in the model was potentially hindering
model performance and not improving it.
As such a more detailed analysis of two catchments with sub-daily data was
presented in Chapter 5 and 6. The results in Chapter 5 showed that for the
catchment of the river Ray (NRFA 39087) URMOD outperformed the rural model
in every time step, except the 8 hour time step when performance criteria and the
Binomial hypothesis test was applied. When exploring hydrograph performance
of the two models, URMOD was shown to outperform the rural model. The
results showed that the rural model was unable to match the baseflow, showing
consistent under-estimation for all time steps. In contrast, URMOD was able to
capture the baseflow and only slightly over-estimate peak flows. This could be a
result of the urban routing in the model meaning the baseflow aspect of URMOD
had to account for less of the total flow than DAYMOD.
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Questions of performance were raised when comparing the two models for the
River Cut (NRFA 39052), this is due to the rural model outperforming URMOD
for each time step when applying the NSE criteria, but only two time steps when
applying the MAE criteria. However exploring hydrograph performance showed
that the rural model consistently under-simulated flow, whereas URMOD was
capable of matching peak flows and rainfall events. However neither model was
capable of matching the baseflow during the 1990-1999 period. The conclusion
that was drawn was that whilst the rural model performed well the URMOD
model performance was just as good. Overall the URMOD model is a better
performing model than the default rural model on both daily and sub-daily data
when applied to urban catchments. Whilst some questions of performance are
raised due to URMOD not outperforming the rural model in every occasion, the
rural model is a nested version of URMOD and due to the human influence of
urban catchments at times the urban framework may potentially be ineffective.
This is because the urban extension may be trying to account for a urban signal
which is not present. Chapter 6 presented an comparison between URMOD and
the CAT model in order to test the performance of a lumped model against a
semi-distributed model.
Research question 2: What is the loss of information when moving from
lumped to spatially distributed rainfall-runoff models on a varying time scale for
urban catchments?
This hypothesis was explored in Chapter 6, by comparing a lumped model
(URMOD) and a semi-distributed model (CAT). The analysis was conducted on
two catchments, Rodbourne and the Gyeongan-cheon both catchments were se-
lected for specific reasons. Rodbourne was selected due to it being a smaller catch-
ment (5.5 km2) with a large percentage of urbanisation (46%). The Gyeongan-
cheon catchment was selected due to it being a larger catchment (260.1 km2)
and having very high seasonal rainfall. The reason for these two catchments
was to test the capabilities of the URMOD model alongside the CAT model.
Similarly the comparison of continuous simulations and event based analysis on
sub-daily data was again chosen to test the performance of URMOD. Results
showed that for the continuous simulations URMOD was a better performing
model, outperforming CAT for 12-hourly and 3-hourly data when applying the
binomial hypothesis test. However hourly simulations was reported as similar per-
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formance. However when exploring the hydrograph performance, results showed
that for hourly data the URMOD model was unable to match a large rainfall
event. The event based analysis showed that when the Binomial hypothesis test
was applied neither model out-performed the other. The URMOD models average
performance was very good across all events with all parameter sets generated,
however issues were raised as URMOD did under estimate the peaks in a number
of catchments which is a consistent problem for the model. This was a prob-
lem that was not shared by the CAT model. Another issue raised by the event
based analysis was that the URMOD models parameter range was very large
indicating that generalisation of parameters would be incredibly difficult if not
impossible. Overall results showed that URMOD was a better performing that
the CAT model, but improvements to the URMOD model can still be made.
Improvements such as extra model processes can be added due to the building
block style of the model.
All three of the research questions were used in order to answer the main aim
of the thesis. The overall conclusion of this work is that URMOD is a good start
towards a better simple methodology of capturing urban effects on river flow in
urban catchments. Whilst further work is still needed to improve the model,
currently it has the capability to outperform an existing rural and urban model
with a high level accuracy. The thesis has achieved the aim of attempting to
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