Abstract. This chapter presents some of the recent modified variants of Particle Swarm Optimization (PSO). The main focus is on the design and implementation of the modified PSO based on diversity, Mutation, Crossover and efficient Initialization using different distributions and Low-discrepancy sequences. These algorithms are applied to various benchmark problems including unimodal, multimodal, noisy functions and real life applications in engineering fields. The effectiveness of the algorithms is discussed.
Introduction
The concept of PSO was first suggested by Kennedy and Eberhart [1] . Since its development is 1995, PSO has emerged as one of the most promising optimizing technique for solving global optimization problems. Its mechanism is inspired by the social and cooperative behavior displayed by various species like birds, fish etc including human beings. The PSO system consists of a population (swarm) of potential solutions called particles. These particles move through the search domain with a specified velocity in search of optimal solution. Each particle maintains a memory which helps it in keeping the track of its previous best position. The positions of the particles are distinguished as personal best and global best. PSO has been applied to solve a variety of optimization problems and its performance is compared with other popular stochastic search techniques like Genetic algorithms, Differential Evolution, Simulated Annealing etc. [2] , [3] , [4] . Although PSO has shown a very good performance in solving many test as well as real life optimization problems, it suffers from the problem of premature convergence like most of the stochastic search techniques, particularly in case of multimodal optimization problems. The curse of premature convergence greatly affects the performance of algorithm and many times lead to a sub optimal solution [5] . Aiming at this shortcoming of PSO algorithms, many variations have been developed to improve its performance. Some of the interesting modifications that helped in improving the performance of PSO include introduction of inertia weight and its adjustment for better control of exploration and exploitation capacities of the swarm [6] [7] , introduction of constriction factor to control the magnitudes of velocities [8] , impacts of various neighborhood topologies on the swarm [9] , extension of PSO via genetic programming [10] , use of various mutation operators into PSO [11] - [13] . In the present study ten recent versions of PSO are considered. Out of the ten chosen versions, five versions are based on the efficient initialization of swam, three versions are diversity guided and the remaining versions makes use of cross-over operator to improve the performance of PSO.
The present article has seven sections including the introduction. In the next section, a brief description of the basic PSO is given. Section 3 is divided into three subsections; in 3.1, PSO versions with different initialization schemes are described; in section 3.2 three diversity guided PSO are given and in Section 3.3 PSO with crossover operator is described. Section 4 is devoted to numerical problems consisting of ten popular bench mark problems and two real life problems. In Section 5 and Section 6, describe the experimental settings and numerical results respectively. The chapter finally concludes with Section 7.
Particle Swarm Optimization
The working of the Basic Particle Swarm Optimization (BPSO) may be described as: For a D-dimensional search space the position of the i th particle is represented as X i = (x i1 , x i2 , … x iD ). Each particle maintains a memory of its previous best position P besti = (p i1 , p i2 … p iD ). The best one among all the particles in the population is represented as P gbest = (p g1 , p g2 … p gD ). The velocity of each particle is represented as V i = (v i1 , v i2 , … v iD ). In each iteration, the P vector of the particle with best fitness in the local neighborhood, designated g, and the P vector of the current particle are combined to adjust the velocity along each dimension and a new position of the particle is determined using that velocity. The two basic equations which govern the working of PSO are that of velocity vector and position vector given by:
The first part of equation (1) represents the inertia of the previous velocity, the second part is the cognition part and it tells us about the personal experience of the particle, the third part represents the cooperation among particles and is therefore named as the social component. Acceleration constants c 1 , c 2 and inertia weight w are the predefined by the user and r 1 , r 2 are the uniformly generated random numbers in the range of [0, 1]. behavior is due to the loss of diversity in successive iterations. It has been observed that the presence of a suitable operator may help in improving the performance of PSO quite significantly. This chapter concentrates on two things; first is on the efficient generation of population using different initialization schemes and second is the use of diversity to guide the swarm using different operations like repulsion, mutation and crossover.
Modified Version of Particle Swarm Optimization

Efficient Initialization Particle Swarm Optimization
PSO (and other search techniques, which depend on the generation of random numbers) works very well for problems having a small search area (i.e. a search area having low dimension), but as the dimension of search space is increased, the performance deteriorates and many times converge prematurely giving a suboptimal result [5] . This problem becomes more persistent in case of multimodal functions having several local and global optima. One of the reasons for the poor performance of a PSO may be attributed to the dispersion of initial population points in the search space i.e. to say, if the swarm population does not cover the search area efficiently, it may not be able to locate the potent solution points, thereby missing the global optimum [14] . This difficulty may be minimized to a great extent by selecting a well-organized distribution of random numbers.
This section analyzes the behavior of some simple variations of PSO where only the initial distribution of random numbers is changed. Initially in the algorithms the initial uniform distribution is replaced by other probability distributions like exponential, lognormal and Gaussian distributions. It is interesting to see that even a small change in the initial distribution produces a visible change in the numerical results. After that more specialized algorithms are designed which use low discrepancy sequences for the generation of random numbers. A brief description of the algorithms is given in the subsequent sections.
The most common practice of generating random numbers is the one using an inbuilt subroutine (available in most of the programming languages), which uses a uniform probability distribution to generate random numbers. It has been shown that uniformly distributed particles may not always be good for empirical studies of different algorithms. The uniform distribution sometimes gives a wrong impression of the relative performance of algorithms as shown by Gehlhaar and Fogel [15] .
Initializing the Swarm Using Different Probability Distributions [16]
Different Probability Distributions like Exponential and Gaussian have already been used for the fine tuning of PSO parameters [17] , [18] . But for initializing the swarm most of the approaches use uniformly distributed random numbers. Pant et al. [16] investigated the possibility of having a different probability distribution (Gaussian, Exponential, Lognormal) for the generation of random number other than the uniform distribution. Empirical results showed that distributions other than uniform distribution are equally competent and in most of the cases are better than uniform distribution. The algorithms GPSO, EPSO and LNPSO use Gaussian, exponential and lognormal distributions respectively. The algorithms follow the steps of BPSO given in Section 2 except for the fact that they use mentioned distributions in place of uniform distributions.
Initializing the Swarm Using Low-Discrepancy Sequences [19]
Theoretically, it has been proved that low discrepancy sequences are much better than the pseudo random sequences because they are able to cover the search space more evenly in comparison to pseudo random sequences (please see Figures 1(a)  and 1(b) ). Some previous instances where low discrepancy sequences have been used to improve the performance of optimization algorithms include [20] - [24] . In [22] - [24] authors have made use of Sobol and Faure sequences. Similarly, Nguyen et al. [21] have shown a detailed comparison of Halton Faure and Sobol sequences for initializing the swarm. In the previous studies, it has already been shown that the performance of Sobol sequence dominates the performance of Halton and Faure sequences. The performance of PSO using Van der Corput sequence called VCPSO along with PSO with Sobol sequence called SOPSO (which is said be superior than other low discrepancy sequences according to the previous studies) for swarm initialization is scrutinized and tested them for solving global optimization problems in large dimension search spaces by Pant et al. [19] . 
The elements of the Van der Corput sequence (in any base) form a dense set in the unit interval: for any real number in [0, 1] there exists a sub sequence of the Van der Corput sequence that converges towards that number. They are also uniformly distributed over the unit interval.
Sobol Sequence
The construction of the Sobol sequence [25] uses linear recurrence relations over the finite field, F2, where F2 = {0, 1}. Let the binary expansion of the nonnegative integer n be given by These direction numbers are generated by the following q-term recurrence relation:
i > q, and the bit, i a , comes from the coefficients of a degree-q primitive polynomial over F2.
VC-PSO and SO-PSO Algorithm
It has been shown that uniformly distributed particles may not always be good for empirical studies of different algorithms. The uniform distribution sometimes gives a wrong impression of the relative performance of algorithms as shown by Gehlhaar and Fogel [15] .
The quasi random sequences on the other hand generates a different set of random numbers in each iteration, thus providing a better diversified population of solutions and thereby increasing the probability of getting a better solution.
Keeping this fact in mind we decided to use the Vander Corput sequence and Sobol sequence for generating the swarm. The swarm population follows equation (1) and (2) for updating the velocity and position of the swarm. However for the generation of the initial swarm Van der Corput Sequence and Sobol Sequences have been used for VC-PSO and SO-PSO respectively.
Diversity Guided Particle Swarm Optimization
Diversity may be defined as the dispersion of potential candidate solutions in the search space. Interested readers may please refer to [26] for different formulae used for calculating diversity. One of the drawbacks of most of the population based search techniques is that they work on the principle of contracting the search domain towards the global optima. Due to this reason after a certain number of iterations all the points get accumulated to a region which may not even be a region of local optima, thereby giving suboptimal solutions [5] . Thus without a suitable diversity enhancing mechanism it is very difficult for an optimization algorithm to reach towards the true solution. The problem of premature convergence becomes more persistent in case of highly multimodal functions like Rastringin and Griewank having several local minima. This section presents three algorithms Attraction Repulsion PSO (ATREPSO), Gaussian Mutation PSO (GMPSO) and Quadratic Interpolation PSO (QIPSO) which use different diversity enhancing mechanisms to improve the performance of the swarm. All the algorithms described in the given sub sections use diversity threshold values d low and d high to guide the movement of the swarm. The threshold values are predefined by the user. In ATREPSO, the swarm particles follow the mechanism of repulsion so that instead of converging towards a particular location the particles are diverged from that location. In case of GMPSO and QIPSO evolutionary operators like mutation and crossover are induced in the swarm to perturb the population. These algorithms are described in the following subsections.
Attraction Repulsion Particle Swarm Optimization Algorithm [27]
The Attraction Repulsion Particle Swarm Optimization Algorithm (ATREPSO) of Pant et al. [27] is a simple extension of the Attractive and Repulsive PSO (ARPSO) proposed by Vesterstorm [28] , where a third phase called in between phase or the phase of positive conflict is added In ATREPSO, the swarm particles switches alternately between the three phases of attraction, repulsion and an 'in between' phase which consists of a combination of attraction and repulsion. The three phases are defined as:
Attraction phase (when the particles are attracted towards the global optimal) ) ( ) (
Repulsion phase (particles are repelled from the optimal position)
In-between phase (neither total attraction nor total repulsion)
In the in-between phase, the individual particle is attracted by its own previous best position p id and is repelled by the best known particle position p gd . In this way there is neither total attraction nor total repulsion but a balance between the two.
The swarm particles are guided by the following rule 
Gaussian Mutation Particle Swarm Optimization Algorithm [29]
The concept of mutation is quite common to Evolutionary Programming and Genetic Algorithms. The idea behind mutation is to increase of diversity of the population. There are several instances in PSO also where mutation is introduced in the swarm. Some mutation operators that have been applied to PSO include Gaussian (1) and (2) for updating the velocity and position vectors. At the same time a track of diversity is also kept which starts decreasing slowly and gradually after a few iterations because of the fast information flow between the swam particles leading to clustering of particles. It is at this stage that the Gaussian mutation operator given as X t+1 [ 
where Rand is a random number generated by Gaussian distribution, is activated with the hope to increase the diversity of the swarm population. Here η is a scaling parameter.
Quadratic Interpolation Particle Swarm Optimization Algorithm [30]
As mentioned in the previous section, there are several instances available in literature on the use of mutation operator however there are not much references on the use of reproduction operator. One of the earlier references on the use of reproduction operator can be found in Clerc [101] . The Quadratic Interpolation Particle Swarm Optimization (QIPSO) algorithm described in this chapter uses concept of reproduction. It uses diversity as a measure to guide the swarm. When the diversity becomes less than d low , then the quadratic crossover operator is activated to generate a new potential candidate solution. The process is repeated iteratively till the diversity reaches the specified threshold d high . The quadratic crossover operator used in this paper is a nonlinear crossover operator which makes use of three particles of the swarm to produce a particle which lies at the point of minima of the quadratic curve passing through the three selected particles.
It uses a = X min , (best particle with minimum function value) and two other randomly selected particles {b, c} (a, b and c are different particles) from the swarm to determine the coordinates of the new particle ) ,......., , (
The nonlinear nature of the quadratic crossover operator used in this work helps in finding a better solution in the search space.
Crossover Based Particle Swarm Optimization
In this section two more modifications applied to the QIPSO given in Section 3.2 are described.
QIPSO-1 [31] and QIPSO-2 [32] Algorithms
The basic idea of QIPSO-1 and QIPSO-2 are modified versions of QIPSO algorithm given in section 3.2, which differ from each other in selection criterion of the individual. In QIPSO-1, the new point generated by the quadratic interpolation given by equation (9) is accepted in the swarm only if it is better than the worst particle of the swarm, where as in QIPSO-2, the particle is accepted if it is better than the global best particle.
Numerical Problems
One of the shortcomings of population based search techniques is that there are not many concrete proofs available to establish their authority for solving a wide range of problems. Therefore the researchers often depend on empirical studies to scrutinize the behavior of an algorithm. The numerical problems may be divided into two classes; benchmark problems and real life problems. For the present article ten standard benchmark functions and two real life problems described in the following subsections are taken.
Benchmark Problems
A collection of ten benchmark problems given in Table 1 is taken for the present study to analyze the behavior of algorithms taken in this study. These problems may not be called exhaustive but they provide a good launch pad for testing the credibility of an optimization algorithm. The first eight problems are scalable i.e. the problems can be tested for any number of variables. However for the present study medium sized problems of dimension 20 are taken. The three dimensional graphs of the test functions are depicted in Figures 2(a) to (i) .
The special properties of the benchmark functions taken in this study may be described as:
The first function f 1 , commonly known as Rastringin function, is a highly multimodal function where the degree of multimodality increases with the increase in the dimension of the problem. The second function f 2 , also known as spherical function is a continuous, strictly convex and unimodal function and usually do not pose much difficulty for an optimization algorithm.
Griewank function is the third function. It is highly multimodal function having several local minima. The search space of the fourth function is dominated by a large gradual slope. Despite the apparent simplicity of the problem it is considered difficult for search algorithms because of its extremely large search space combined with relatively small global optima. f 5 is a noisy function where a uniformly distributed random noise is added to the objective function. Due to the presence of noise the objective function keeps changing from time to time and it becomes a challenge for an optimization algorithm to locate the optimum. Functions f 6 to f 8 are again multimodal functions having several optima. Such functions provide a suitable platform for testing the credibility of an optimization algorithm. Function f 9 and f 10 are two dimensional functions. Function f 10 is although simple in appearance but it an interesting and challenging function having 786 local minima and 18 global minima. 
Real Life Problems
Two real life engineering design problems are considered to depict the effectiveness of the algorithms discussed in the present article. These are nonlinear problems and both the problems are common in the field of electrical engineering. Mathematical model of the problems are given as:
Design of a Gear Train [33]
The first problem is to optimize the gear ratio for the compound gear train. This problem shown in Figure 3 was introduced by Sandgren [34] . It is to be designed such that the gear ratio is as close as possible to 1/6.931. For each gear the number of teeth must be between 12 and 60. Since the number of teeth is to be an integer, the variables must be integers. The mathematical model of gear train design is given by, 
Transistor Modeling [35]
The second problem is a transistor modeling problem. The mathematical model of the transistor design is given by, This objective function provides a least-sum-of-squares approach to the solution of a set of nine simultaneous nonlinear equations, which arise in the context of transistor modeling.
Experimental Settings
Like all Evolutionary Algorithms, PSO has a set of parameters which is to be defined by the user. These parameters are population size, inertia weight, acceleration constants etc. these parameters may be varied as per the complexity of the problem. For example the population size in PSO related literature has been suggested as 2n to 5n, where n is the number of decision variables or a fixed population size. In the present study a fixed population size of thirty is taken for all the problems, which gave reasonably good results. Similarly various examples are available on the variations done in inertia weight and acceleration constants. For the present study, which consist of small moderate size problems of dimension 2 and 20, the list parameters which gave sufficiently good results is summarized below.
Common Parameters:
Population Size (NP):
Number of variables 30 Inertia weight:
Linearly decreasing (0.9 -0.4) Acceleration Constants: c1 = c2 = 2.0 Stopping Criterion:
Maximum number of generations = 10000
Probability Distributions for initializing the swarm: Gaussian distribution: 
Repair method for points violating the boundary conditions
Hardware Settings All algorithms are executed on a P-IV PC. Programming language used is DEV C++ 
Numerical Results
A comparative analysis of the algorithms described is given Tables 2 to 9. Each algorithm was executed 100 times and the average fitness function value, diversity and standard deviation are reported. Tables 2 to 5 give the numerical results for benchmark problems whereas, the numerical results of real life problems are given in Tables 6 to 9.  Table 2 , gives the numerical results of PSO versions initialized with Gaussian, exponential and lognormal probability distributions. From the numerical results it can be seen that the PSO using Gaussian mutation, GPSO, gave the best performance in comparison to other versions, followed by EPSO and LNPSO. For the first function, f 1 , GPSO gave the best function value of approximately 10.00 which is much better than the values obtained by the other algorithms. For f 2 , which is a simple spherical function all the algorithms gave more or less similar results. However GPSO and LNPSO gave a slightly better performance. For f 3 , once again the average fitness function value obtained by GMPSO is much better than the average fitness function value obtained by EPSO and LNPSO. For f 6 and f 7 once again GMPSO outperformed the other algorithms given in Table 2 . For f9, both GMPSO and EPSO gave same result, which is better than the other two algorithms. Whereas for f 10 , GMPSO, EPSO and LNPSO gave same result which is marginally better than the result obtained by basic PSO. In all, out of the 10 test functions GPSO outperformed others in 7 test cases. EPSO gave better results in 4 cases and LNPSO performed better in 3 cases. In all the cases the results were better than Basic PSO using uniform distribution. Table 3 , gives the comparison of PSO versions initialized with low discrepancy sequences with the basic PSO. It can be observed that PSO initialized with Sobol sequence (SOPSO) gave slightly better results than PSO initialized with Van der corput sequence. But a notable thing is that although SOPSO outperformed VCPSO in most of the test cases, the percentage of improvement is only marginal. Whereas, if we compare these results with basic PSO then the quality of solutions obtained by SOPSO and VCPSO is significantly better than the solutions obtained by basic PSO. For example, in f 1 , which is a highly multimodal function the optimum function value obtained by VCPSO and SOPSO is approximately 10.00 and 9.00 respectively where as the optimum function value obtained by basic PSO is approximately 22.00. Likewise, there is a significant improvement in the Table 4 , the results of diversity guided PSO algorithms are given. From the numerical results it is evident that the PSO assisted with quadratic crossover operator, QIPSO is a clear winner. QIPSO gave significantly better performance than ATREPSO, GMPSO and basic PSO in 9 out of 10 test cases taken for the present study. Second place goes to ATREPSO and third to GMPSO. results it can be seen that QIPSO-2, in which the new particle is accepted in the swarm only if it is better than the global best particle is better than QIPSO-1 in terms of average fitness function value. However once again it can be observed that the improvement of QISPO-2 over QIPSO-1 is only marginal whereas both the algorithms performed much better than the basic PSO. Empirical results are graphically illustrated in Figures 4-7 . Numerical results of real life problems are given in Tables 6 -9 . From these Tables, it is very difficult to claim the superiority of a particular algorithm over the others because the optimum function value obtained by all the algorithms is more or less similar. Although in some cases modified algorithms gave slightly better results than the basic PSO. This is probably due to the fact that both the real life problems, though nonlinear in nature, are small in size and do not pose any severe challenge for an optimization algorithm.
Conclusions
This article presents some recent simple and modified versions PSO. The algorithms considered may be divided into two classes; (1) algorithms without having any special operator but simply changing the initial configuration of the swarm and (2) algorithms having some special operator .
In all nine modified versions of PSO are presented in this chapter. These are: The first five algorithms namely GPSO, EPSO, LNPSO, SOPSO and VCPSO described in the chapter use different initialization schemes for generating the swarm population. These schemes include Gaussian, exponential and lognormal probability distributions and quasi random sequences Sobol and Vander Corput to initialize the swarm. As expected, PSO algorithms initialized with quasi random sequences performed much better than the PSO initiated with the usual computer generated random numbers having uniform distribution (Please also see Table 3 ). However the interesting part of the study is that PSO initiated with Gaussian, exponential and lognormal distribution improved its performance quite significantly (Please also see Table 2 ).
The second part of the research consisted of modified PSO versions assisted with special operators like repulsion, mutation and crossover. In this part three algorithms called ATREPSO, GMPSO and QIPSO are given. The QIPSO is further modified into two versions QIPSO1 and QIPSO2. The common feature of these operator assisted PSO algorithms is that they all use diversity as guide to implement the operators. All the nine algorithms are applied on ten standard benchmark problems and two real life problems. The results obtained by these algorithms on the ten benchmark problems and two real life problems were either superior or at par with the basic PSO having uniform probability distribution to initialize the swarm. We did not compare the algorithms without any special operator with the ones having special operator because it will not be a fair comparison. However, among other algorithms PSO assisted with crossover operator QIPSO and its versions gave the best results. The present study may further be extended to solve the constrained optimization problems. Another interesting thing will be to combine PSO algorithms having different initialization scheme with PSO assisted with some special operator.
