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Abstract
Battery Electric Vehicle (BEV) has one of the most promising drivetrain tech-
nology. However, the BEVs are facing the limited cruising range which generally
reduces their share in the automotive market. Velocity profile, acceleration char-
acteristics, road gradients, and drive techniques around curves have significant
impacts on the energy consumption of the BEVs. A semi-autonomous ecological
driver assistance system to regulate the velocity with energy-efficient techniques
is proposed to address the limitation. The main contribution of this paper is
the design of a real-time nonlinear model predictive controller with improved
inequality constraints handling and economic penalty function to plan the on-
line cost-effective cruising velocity. This system is based on the extended cruise
control driver assistance system which controls the longitudinal velocity of the
BEV in a safe and energy efficient manner by taking advantage of road slopes,
effective drive around curves, and respecting the traffic regulation. A real-
time optimisation algorithm is adapted and extended with economic objective
function. Instead of the conventional Euclidean norms, deadzone penalty func-
tions are proposed to achieve the economic objectives. In addition, the states
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inequality constraints are handled based on the proposed soft nonlinear com-
plementarity function aimed to preserve the relaxed complementary slackness
to enhance the Pontryagin’s Minimum Principle (PMP) method. Obtained nu-
merical simulation and field experimental results demonstrate the effectiveness
of the proposed method for a semi-autonomous electric vehicle in terms of real-
time energy-efficient velocity regulation and constraints satisfaction intended to
improve the cruising range capability of the BEVs.
Keywords: Nonlinear Model Predictive Control; Ecological Driver Assistance
Systems; Electric Vehicles; Optimal Energy Management; Real-Time Systems
1. Introduction
Advancement of vehicle technologies has improved their performance and
the travel range tremendously. Modern technology of vehicles is also associ-
ated with its own challenges in safety, energy requirement, and environmental
impacts. A large number of Internal Combustion Engine (ICE) vehicles in use5
lead to serious problems for the environment and human life around the world
such as air pollution and global warming [1]. It is now well recognised that
BEVs have one of the most promising powertrain technology for the predictable
future transportations. The BEVs offer the same or even better performance in
comparison to the ICE vehicles. Furthermore, the BEVs offer the opportunity10
to use different renewable energy resources.
The BEVs have limited onboard energy capacity, that limits their cruising
range on a single charge, which is also known as range anxiety. Several investi-
gations with the aim of elaborating performance of battery have been initiated
[2, 3]. However, most of these advances have failed to commercialise and are not15
foreseen to become available in the near future. In addition to battery research,
current research and development remarkably focus on various ways of saving
energy consumption that lead to extending the cruising range of the BEVs. Ve-
locity profile, acceleration characteristics, road gradients, and drive techniques
around curves have significant impacts on the energy consumption of the BEVs.20
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The goal of Ecological (Eco) driving is to adapt the driving strategy to
an energy-aware anticipative driving strategy. In realizing the energy-efficient
driving, the driver has to demonstrate proper reactions to the anticipated traffic
situations. However, drivers do not always and under all circumstances drive
ecologically. Moreover, driver’s Eco-driving mental workload is still high which25
may lead to their distraction [4]. The Ecological Driver Assistance Systems
(EDAS) have high potentials to improve the safety and efficiency of the trans-
portation network. Improving the efficiency by controlling the driving profile
reveals its potential when considering that it does not require structural changes
to the system [5].30
Control technologies of the EDAS play an important role in robustness and
performance of the system. There are multiple design objectives in the EDAS
controller design which some of these objectives are contradictory. In addi-
tion, the EDAS controller has hard constraints such as actuators limit and soft
constraints such as safety limits that need to be considered. Receding horizon35
optimal control also known as Model Predictive Control (MPC) has been an
attractive approach for Mechatronics systems including the EDAS applications
[6, 7, 8, 9]. In the MPC, an Optimal Control Problem (OCP) is solved repeat-
edly in a receding horizon principle. The first element in the sequence of finite
control actions is applied to the system at each sampling time.40
Ecological Cruise Control (Eco-CC) systems are one of the well-established
EDAS applications that automate the throttle and brake control of the vehicle
to retain the preset longitudinal velocity. Several works of literature may be
founded, such as [10], where a predictive Eco-CC system was developed that
minimises ICE vehicle fuel consumption levels utilising roadway topographic45
information. A comparison and assessments of fuel consumption models, cost
functions, and solution methods on the fuel efficiency of ICE vehicles was pre-
sented in [11]. An Eco-driving system for running a vehicle on roads with
up-down slopes was developed in [12], which the fuel consumption model of a
typical ICE vehicle is formulated using engine efficiency characteristics and used50
in the objective function to ensure efficient fuel economy driving.
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The EDAS applications for the BEVs differ from the ones applied to the
ICE vehicles due to specific design requirements of the BEVs [13]. For instance,
the EDAS applications should consider the dynamics of the BEVs with the
lower centre of gravity and its energy consumption characteristic map including55
the regenerative braking operating region. The Eco-CC applications for the
BEVs received relatively little attention in works of literature. An energy-
efficient linear MPC that considers the energy consumption map of a BEV
was established in [14, 15, 16, 17]. Another anti-jerk model predictive cruise
controller for electric vehicles adaptive to road conditions was proposed in [18].60
Nonlinear Model Predictive Control (NMPC) is distinguished by the use of
nonlinear system models in the OCP to improve performance specifications [19].
A Nonlinear MPC (NMPC) problem formulation of an energy efficient Eco-CC
system for electric vehicles was presented in [20]. Another NMPC based Eco-
CC system with extended functionalities to deal with hilly and curvy roads was65
proposed in [21].
Although most of the mentioned NMPCs are based on agile and intuitive
set-point tracking, this may not be a suitable strategy for the energy-efficient
state regulation. One of the main reason for high energy consumption of the
system is strict achieving and tracking the set-point. Considering the general70
class of (residual) penalty functions used in the NMPC, the `2-norm is preferred
in practice due to its efficiency in implementation. The quadratic penalty func-
tion yields least-square or Euclidean norm approximation [22]. The `2-norm is
preferred for energy-efficiency applications. However, the NMPC based on `2-
norm associated to states may also lead to aggressive system behaviour [23]. As75
an alternative, a systematic way of dealing with large state residuals based on
Huber function was proposed in [23]. The Huber function, φM (x) is equivalent
to a `2-norm within the region [−M,M ] and to a `1-norm outside. The `1-norm
is preferred for robust regulations where the absolute value penalty function
yields `1-norm approximation. Thus, the sensitivity to outliers or large residu-80
als is lower than the `2-norm [22].
A deadzone-quadratic and deadzone-linear penalty functions that have the
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advantages of `2 and `1-norms respectively was proposed in [24]. This method
preserved the energy-efficient behaviour within the desired operating zone. The
main idea of the deadzone-quadratic penalty function is to assess low penalty85
or insensitivity for residuals smaller than the deadzone width and quadratic
penalty for bigger residuals. This motivates to find a tradeoff between the
agile set-point tracking and energy-efficient strategy. This paper is based on
the extended Eco-CC system proposed in [21] and [24]. In [21], the capability
of the conventional Eco-CC system for the BEVs was enhanced to operate on90
curvy roads and adapting to the traffic speed limit zones. The `2-norm penalty
function of the formulated NMPC was replaced with the deadzone-quadratic
penalty function in [24] and was evaluated with the field experimental tests.
In this paper, a real-time NMPC based on the deadzone-quadratic penalty
function with improved constraints handling method is designed for the ex-95
tended Eco-CC system in the BEVs. For this purpose, the components are con-
sidered to develop a system model. First, longitudinal dynamics of the BEV, its
energy consumption, as well as road geometry and traffic sign information are
modelled in a reasonably accurate framework. Second, a real-time nonlinear re-
ceding horizon optimal controller with improved inequality constraints handling100
and economic penalty function is designed to plan the online cost-effective cruis-
ing velocity. Then, the NMPC takes advantage of a convex deadzone-quadratic
penalty function for velocity tracking within desired reference zone. The main
contribution of this paper is to enhance the NMPC formulation with the states
inequality constraints handled with the proposed soft nonlinear complementar-105
ity function aimed to preserve the relaxed complementary slackness. The nonlin-
ear complementarity function used in this paper is based on Fischer-Burmeister
complementarity function intended to enhance the PMP method. Finally, this
paper rigorously evaluates the extended Eco-CC system with numerical simula-
tion and field experimental results. The performance of the system is assessed110
in terms of energy-efficient velocity regulation and constraints fulfilment.
The remainder of this paper is structured as follows: The system model
is introduced in Section 2. The NMPC formulation with deadzone-quadratic
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penalty function and the proposed soft inequity constraint handling method
are presented in Section 3. Section 4 includes the NMPC formulation for the115
EDAS concept with the numerical simulation and field experimental validation,
followed by the conclusion and future work in Section 5.
Notation
Throughout this paper, Rn denotes the n-dimensional Euclidean space. R+ :=
[0,∞). N = {1, 2, . . .} is set of natural numbers. N+ := N ∪ {0} and Z[a,b] :=120
{a, a+ 1, . . . , b} is set of integers from a to b.
2. System Model
Safe and energy-efficient velocity profile identification based on the road
gradients, and Eco-drive techniques around curves while respecting the traffic
signs have a significant improvement in extending the cruising range of the125
BEVs. The semi-autonomous EDAS concept that extends the functionalities of
the Eco-CC system for the BEVs is presented in Figure 1.
Similar to the modern Eco-CC systems, the driver presets the desired veloc-
ity. The semi-autonomous Extended Eco-CC (Ext-Eco-CC) system predictively
regulates the velocity with respect to the longitudinal motion of the vehicle,130
its energy consumption dynamics, road geometric navigation data, and traffic
sign information. While the driver handles the steering control of the vehicle,
this system should plan a proper energy-efficient cruising velocity profile au-
tonomously for the entire trip without requiring the driver interventions. Even
though the vehicle dynamics is modelled in the longitudinal domain, the pro-135
posed Ext-Eco-CC system is additionally capable of handling the lateral motion
of the vehicle on the curvy roads.
2.1. Electric Vehicle Dynamics
The forward motion of the BEV on its moving direction is defined by the
sum of all the forces acting on longitudinal direction. The traction force (Ftrac),140
propels the vehicle forward and acting on the contact area between tires of rear
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Figure 1: Semi-autonomous Extended Eco-CC System for BEVs
driven wheels and road surface. This force is produced by the powertrain system
and transferred power flow from the battery pack to the drive wheels through
the electric machine and transmission. On the other hand, there are resistive
forces acting against the traction force that attempts to stop the forward motion145
of the vehicle. The most effective resistive forces generally are the aerodynamic
drag (Fw), grading resistance (Fg), and tire rolling resistance (Fr). It is clear
that in a downhill motion case, the grading force is in the same direction of
traction force and assists the vehicle’s propulsion.
The forward one-dimensional motion of vehicle at position, s, and velocity,
v, is assumed as a point mass at the centre of gravity. Hence, its acceleration
along the longitudinal direction expressed by Newton’s second law of motion as
follows:
ds
dt
= v, (1)
dv
dt
=
Ftrac −
∑
Fres
meq
, (2)
where Fres represents the total resistive forces and meq is the equivalent mass
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of the BEV. The equivalent mass includes kerb weight and rotational inertia of
rotating components. Calculation of the equivalent mass requires knowing the
values of the mass moments of inertia for all the rotating parts. The equivalent
mass of the BEV with unknown values for the inertias of rotating parts can be
calculated by an empirical relation as follows:
meq = m(1 + δ1 + δ2i
2
g) (3)
where m is the kerb mass of the BEV, δ1 represents the total angular inertial150
moment of the vehicle, δ2 represents the effect of rotating parts in the powertrain
system, and i2g is the single transmission ratio [25].
The power flow from the battery pack passes throughout the inverter which
transforms the battery DC voltage to a three-phase AC voltage applicable for
the electric machine, single gear ratio gearbox, to the rear wheels or vice versa to
enable regenerative braking. The regenerative braking can generate electricity
in order to charge the onboard battery pack. The traction force on the rear-
driven wheels can be expressed as:
Ftrac =
igηtτtrac
rd
(4)
where rd is the effective radius of the rear wheel, τtrac is the powertrain torque
output, and ηt is the total mechanical efficiency of the transmission between the
electric motor output shaft and rear driven wheels. The ηt is the product of155
the efficiencies of all the components in the driveline. An average value of the
overall mechanical efficiency of the BEVs can be approximated to 90% [25].
The total resistive forces acting on the vehicle forward motion are the aero-
dynamic drag (Fw), grading resistance (Fg), and tire rolling resistance (Fr).
Hence the Fres can be expressed as,∑
Fres = Fw + Fg + Fr. (5)
Aerodynamic drag is the fluid drag force between the moving vehicle at velocity
v in opposite direction to air in the direction of the fluid free stream flow [25].
8
The aerodynamic drag is a function of vehicle speed v as follows:
Fw =
1
2
ρaAfCDv
2 (6)
where ρa is air density, Af is vehicle frontal area, and CD is the aerodynamic
drag coefficient. When a vehicle goes up or down a slope, its weight drive to
either opposite or assistant the forward motion. In vehicle performance analysis,
the only uphill operation is considered. This grading force is usually called
grading resistance [25]. This force can be expressed as:
Fg = meqgsin(θ) (7)
where g = 9.81m/s2 is the gravitational constant. The rolling resistance is the
force resisting the motion when the tire rolls on a surface and mainly caused by
hysteresis in the tire materials or the surface (e.g. soil). The rolling resistance
has a different and broad range of definitions depending on the application point
of view. In this study, the rolling resistance can be expressed as:
Fr = µrr(v)meqgcos(θ) (8)
where µrr is rolling resistance coefficient. In vehicle performance calculation, it
is sufficient to consider the rolling resistance coefficient as a linear function of
speed as follows:
µrr(v) = 0.01(1 +
v
576
). (9)
This equation predicts the values of µrr(·) with acceptable accuracy for speeds
up to v ≤ 35.55 (m/s) [25]. In this study, the parameters of a commercial BEV
is derived from the manufacturer’s data sheet and the provided information in160
[15, 17] for the numerical simulations and field experimental evaluations.
2.2. Energy Consumption Model
Energy consumption of a BEV depends on a number of factors including
driven velocity, acceleration profile, geometric characteristics of roads, and traf-
fic situations. A detailed exact analytical model for the electric propulsion165
system of the BEVs including all models and relations of the components with
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unknown parameters can be complex for the EDAS applications. Developing
a simple electric vehicle energy model that computes its instantaneous energy
consumption is required [26]. Hence, a dynamometer test is proposed to be car-
ried out to achieve a relatively simple system identification. Based on test data170
for a given velocity at a given traction force, the operating point of the electric
machine and the related power consumption or regeneration can be determined
[21].
The energy consumption during cruising at constant speed is equal to the
resistive power. This can be approximated through the curve-fit process with
measurement data by a polynomial of velocity as fcruise(v) = b3v
3 + b2v
2 +
b1v + b0 and acceleration as facl(u) = a2u
2 + a1u+ a0. Therefore, at any given
velocity and control input, a linear relation of the traction power-to-mass ratio
can describe the energy consumption of the BEV. The power-to-mass ratio is
a performance measurement index of a vehicle, with the power of powertrain
output being divided by the mass of the vehicle which is independent of the
vehicle’s size. Therefore, combining the fcruise(v) and the facl(u), can lead to a
model of the power consumption of the BEV. At any given velocity and control
input, a linear relation of the traction power-to-mass ratio of the vehicle can be
expressed as:
decns
dt
= facl(u)
ptrac
meq
+ fcruise(v). (10)
where ptrac = Ftracv, denotes the traction power. Figure 2 shows power con-
sumption model of a commercial BEV based on traction input and velocity with175
98.46% coefficient of determination (R-squared) achieved through the curve-fit
process [21]. Each contour line represents the related power consumption (in
kW ). At the higher traction input and velocity, the positive energy with the
higher rate is consumed. In contrast, at regenerative braking zone at different
velocity, a limited amount of energy can be recovered. This model is capable of180
capturing the energy consumption of a BEV including the regenerative braking
for the full-range of velocity and the control input (for more details, see [21]).
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Figure 2: Power consumption of the commercial BEV [21]
2.3. Road Geometry Profiles and Traffic Sign Models
The term virtual sensor is used for an information source which is not an
actual sensor, but comprises an important input for the EDAS applications185
[1]. One of the most important representatives of this category is the digital
road map. The digital map data can be extracted and used by a vehicle when
positioning information is available. Standard map positioning techniques are
based on the Global Positioning System (GPS) technology. In order to have
proper functionality for some of the EDAS applications, the surrounding world190
such as the road infrastructure should be modelled and interpreted.
One of the most typical ways of representing the road geometric data is to
define data points of interest along the road centreline with specified intervals
corresponding to the desired road profile accuracy level. There are several in-
terpolation methods to construct new data points of interest and road model195
estimation. However, most of the methods were introduced in works of liter-
ature are applicable to two coordinate system dynamics and are less flexible
to be directly applied in a single coordinated EDAS applications. Moreover,
the interval determination of data points of interest can lead to either overes-
timated or underestimated accuracy levels for different road segments. Those200
approaches impose a tradeoff challenge between accuracy level and fidelity levels
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of the models which may not be desirable for the real-time EDAS applications.
The road slopes, road curvatures, and traffic speed limit zone data are mod-
elled as continuous and differentiable functions in [21]. In that method, the road
slope profile (fslp(θ(s))) is proposed to be the sum of quadratic functions of the
vehicle position representing each road segments slope data as follows:
fslp(θ(s)) :=
Nsgm∑
n=1
Hn(s−sn−1)(ans
2 + bns+ cn)H
n
(s−sn), (11)
where Nsgm is the number of road segments, H
n
(s−sn−1) and H
n
(s−sn) are hyper-
functions of the nth road segment. These functions represent the data points in
each segment of the road utilising hyper-function concept to interconnect the205
estimated segments of the road at the boundaries positions, sn−1 and sn. The
modelling concept is shown in Figure 3.
The road curves and traffic speed limits profiles are modelled in a similar
way [21]. The simple curve is used to express the total absolute road curve
profile (fcrv(δ(s))) which is defined as:
fcrv(δ(s)) :=
Ncrv∑
n=1
Hn(s−sent)
∣∣∣∣ 1Rcrvn(s)
∣∣∣∣Hn(s−sext), (12)
where Ncrv is the number of road curves, and Rcrvn is the radius of a circle
valid for the curve’s arc length with two position points, sent and sext, at the
respective entrance and exit positions. Furthermore, the traffic speed limit
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profile (flmt(s)) can be modelled as:
flmt(s) :=
Nlmt∑
n=1
Hn(s−sstr)(vlmt − vmax)Hn(s−send) + vmax, (13)
where Nlmt is the number of speed limit zones, and vlmt is the specified speed
limit value at positions starts from sstr up to the end of the zone send. The
vmax is the maximum speed value of the electric vehicle. This method to model210
the road geometry and static traffic sign data improve the tradeoff challenge
between model complexity and accuracy level (high and low-fidelity models) for
the EDAS applications. For more details about the Ext-Eco-CC system see
[21, 24].
3. Nonlinear Model Predictive Control215
A general NMPC formulation is reviewed in this section including the Dead-
zone penalty function. In addition, the proposed inequality constraint handling
technique is introduced which aims to enhance the PMP method.
3.1. Optimal Control Problem
Consider a general discrete-time system:
xt+1 = f(xt, ut), (14)
where t ∈ N+; xt ∈ Rnx is the system states vector, and ut ∈ U ⊂ Rnu is a non-
empty measurable set for the inputs. The f(·) is nonlinear Borel-measurable
vector of functions that describes the system dynamics. Let N ∈ N be the both
state and control prediction horizon. Define an N-stage feedback control policy
as:
pi := {pi0(·), pi1(·), . . . , piN−1(·)}, (15)
where the Borel-measurable function pii(·) : R(i+1)nx → U, for all i = 0, . . . , N−1
is a general state feedback control law. The control input ui is selected as the
feedback control law ui = pii(·) at the ith stage of the control policy. In receding
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horizon optimal control, the cost function of an Optimal Control Problem (OCP)
is commonly defined as:
VN (xt,pi) :=
N−1∑
i=0
Jc(xˆi, ui) + Jf (xˆN ), (16)
where Jc : Rnx × U → R+ and Jf : Rnx → R+ are the cost-per-stage function220
and the final cost function, respectively. The xˆi denotes the predicted states at
time i given the initial states xˆ0 = xt, and control law {pii(·)}N−1i=0 .
Using the cost function (16), the OCP for (14) is formulated as follows:
V ∗N (xt) := minimise
pi
VN (xt,pi) (17a)
subject to:
xˆi+1 = f(xˆi, pii), for all i ∈ Z[0,N−1], (17b)
pii(·) ∈ U, for all i ∈ Z[0,N−1], (17c)
gj(xˆi, pii) ≤ 0, for all j = 1, . . . , s, and i ∈ Z[0,N−1], (17d)
xˆ0 = xt, (17e)
where V ∗N (xt) denotes the optimal value function under the optimal control
policy pi∗. The inequality state constraints are denoted by gj(xˆi, pii) which
are required to be satisfied. The OCP in receding horizon principle involves225
applying the first element of the control action sequence ut = pi
∗
0(·) repeatedly
to the system at each sampling time.
The first-order necessary conditions for a solution in the OCP (17) to be
optimal are based on Karush-Kuhn-Tucker (KKT) conditions as follows:
∇VN (x∗, pi∗) +∇λ∗f(x∗, pi∗) +∇µ∗g(x∗, pi∗) = 0, (18a)
f(x∗, u∗) = 0, (18b)
gj(x
∗, u∗) ≤ 0, (18c)
µ∗j ≥ 0, (18d)
µ∗jgj(x
∗, u∗) = 0, for all j ∈ Z[1,ng], (18e)
where the gradient symbol ∇ is the transpose of the Jacobian i.e. ∇g(x) :=
∂g(x)T
∂x . Condition (18e) is also called complementary slackness condition. It
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can be interpreted as if the jth inequality constraint of the primal problem is230
inactive at the optimum gj(x
∗, pi∗) ≤ 0, then the jth dual variable has to be zero
(µ∗j = 0). The KKT approach to the OCP generalises the method of Lagrange
multipliers, which allows only equality constraints (for more details see e.g.,
[27]).
3.2. Real-time Nonlinear Model Predictive Control235
One of the general approaches to the NMPC is to transform the underly-
ing optimisation problem into equality constrained root finding problem that
is solved based on Newton-type method through necessary conditions for opti-
mality [28]. The inequality constraints are generally handled based on Interior
Point (IP) reformulation of the objective function. Indirect methods based on240
the PMP are efficient to solve the OCP with high accuracy demands which this
leads to Two-Point Boundary-Value Problem (TP-BVP). The achieved nonlin-
ear TP-BVP can be solved numerically with the real-time algorithms.
Considering the indirect method based NMPC solvers, Continuation / Gen-
eralized Minimal RESidual (C/GMRES) is a fast numerical algorithm for non-245
linear receding horizon control which was proposed by [29]. Similar to the
Newton-type controller, the C/GMRES method performs only one Newton-type
iteration in each sampling time and is based on a sequential formulation.
Let’s consider a continuous-time system and assume that every function
is differentiable as many times as necessary. The state equation and an nc-
dimensional equality constraint are given as:
x˙ = f(x(t), u(t)), C(x(t), u(t)) = 0. (19)
An inequality constraint can be converted into equality constraint by introduc-
ing a dummy input based on auxiliary variable method [29]. The following
performance index with the initial state given by the actual state x(t) is min-
imised:
VT (x(t), u(t)) =
∫ t+T
t
Jc(x(t
′), u(t′))dt′ + Jf (x(t+ T )). (20)
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The optimal control u∗(t′; t, x(t)) that minimises VT (x(t), u(t)) is computed over
prediction horizon t′ ∈ [t, t+ T ]. The NMPC problem is essentially a family of
finite-horizon optimal control problems along a fictitious time τ as follows:
V ∗T (x(t)) := minimise
u∗
∫ T
0
Jc(x
∗(τ, t), u∗(τ, t))dτ + Jf (x∗(T, t)) (21a)
subject to:
x∗τ (τ, t) = f(x
∗(τ, t), u∗(τ, t)), (21b)
C(x∗(τ, t), u∗(τ, t)) = 0, (21c)
x(0, t) = x(t), (21d)
where subscript τ denotes partial differentiation with respect to τ [30]. The new
state vector x∗(τ, t) represents a trajectory along the τ axis starting from x(t)250
at τ = 0 and the prediction horizon T is a function of time, T = T (t) in general
[31].
Let H denotes the Hamiltonian defined by:
H(x, λ, u, µ) = Jc(x, u) + λ
Tf(x, u) + µTC(x, u), (22)
where λ ∈ Rnx denotes the costate, and µ ∈ Rnc denotes the Lagrange multi-
pliers associated with equality constraints. The first-order conditions necessary
for the OCP are obtained by the calculus of variation as the Euler-Lagrange
equations [31]:
x∗τ = f(x
∗, u∗), x∗(0, t) = x(t), (23a)
λ∗τ = −HTx (x∗, λ∗, u∗, µ∗), λ∗(T, t) = JTf (x∗(T )), (23b)
HTu (x
∗, λ∗, u∗, µ∗) = 0, (23c)
C(x∗, u∗) = 0. (23d)
The control input u∗ and the Lagrange multiplier µ∗ at each time τ on the pre-
diction horizon are determined from x∗ and λ∗ by algebraic equations Hu(·) = 0
and C(·) = 0. The nonlinear TP-BVP has to be solved within the sampling pe-255
riod for the measured state x(t) at each sampling time, which is one of the major
difficulties in NMPC [31].
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The control input function over the prediction horizon is regarded as the
unknown quantity in the TP-BVP. In order to represent the unknown control
input function with a finite number of parameters, we discretise the prediction
horizon of the optimal control problem into N steps. Then, the discretised
conditions for optimality are given as follows:
x∗i+1(t) = x
∗
i (t) + f(x
∗
i (t), u
∗
i (t))∆τ, x
∗
0(t) = x(t), (24a)
λ∗i = λ
∗
i+1 −HTx (x∗i (t), λ∗i+1(t), u∗i (t), µ∗i (t))∆τ, λ∗N (t) = JTf (x∗N (t)), (24b)
HTu (x
∗
i (t), λ
∗
i+1(t), u
∗
i (t), µ
∗
i (t)) = 0, (24c)
C(x∗i (t), u
∗
i (t)) = 0, (24d)
where ∆τ := T/N . On the discretised horizon, sequences of the state, costate,
input, and Lagrange multiplier associated with the equality constraint are de-
noted by {x∗i (t)}Ni=0, {λ∗i (t)}Ni=0, {u∗i (t)}N−1i=0 , {µ∗i (t)}Ni=0, respectively. As a260
result, NMPC is formulated as a discrete-time TP-BVP (24) for a measured
state x(t) at time t [31].
Let us define vector U(t) ∈ RnN (n := nu + nc) composed of the sequences
of the input vectors and multipliers as follows:
U(t) := [u∗T0 (t), µ
∗T
0 (t) · · ·u∗TN−1(t), µ∗TN−1(t)]T. (25)
The sequences of {x∗i (t)}Ni=0 and {λ∗i (t)}Ni=0 can be regarded as functions of
U(t) and x(t). Then, the optimality conditions (24) can be regarded as an
nN -dimensional equation system given by:
F (U(t), x(t), t) :=

HTu (x
∗
0, λ
∗
1, u
∗
0, µ
∗
0)
C(x∗0, u
∗
0)
...
HTu (x
∗
N−1, λ
∗
N , u
∗
N−1, µ
∗
N−1)
C(x∗N−1, u
∗
N−1)

= 0, (26)
where F depends on t when the horizon length T is time dependent [31]. Solving
(26) at each time by the iterative methods such as Newton’s method is compu-
tationally expensive and thus inefficient. Instead, the continuation method is
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applied considering the real time t as the continuation parameter. That is, the
time derivative of U obtained so that (26) is satisfied identically. If the initial
solution U(0) of the problem is determined so as to satisfy F (U(0), x(0), 0) = 0,
then we can trace U(t) by integrating U˙(t) fulfilling the condition:
F˙ (U(t), x(t), t) = AsF (U(t), x(t), t), (27)
where As is a positive real number. The right-hand side of (27) stabilizes F = 0.
Equation (27) is equivalent to a linear equation with respect to U˙(t) given by:
U˙ = F−1U (−AsF − Fxx˙− Ft). (28)
If the matrix FU is nonsingular, (28) is solved efficiently by the GMRES [32],
one of the Krylov subspace methods for linear equations. We can update the
unknown quantity U by integrating the obtained U˙(t) by, for example, the Euler265
method in real-time. In the case of the explicit Euler method, the computational
cost for updating U corresponds to only one iteration in Newton’s method but
achieves higher accuracy by taking the time dependency of the equation into
account [31]. For more details about the C/GMRES see e.g., [29], [31], and [33].
3.3. Inequality Constraints Handling270
The indirect methods are known to show fast numerical convergence in the
neighbourhood of the optimal solution. However, handling of inequality con-
straints via the PMP is in general non-trivial, since the overall structure of
the TP-BVP depends on the sequence between singular/nonsingular and un-
constrained/constrained arcs (if the respective constraint is active or not) and275
require a prior knowledge of the OCP structure [34].
There are several works of literature that systematically transform a general
inequality constrained into the surrogate equality constraints by various meth-
ods. For instance, barrier methods are one of the main IP methods that convert
the inequality constraints (17) into equality constraints by utilising a barrier
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function Φg(·) : Rng → R as follows:
V ∗N (xt, γ) := minimise
pi
V (xt,pi) + γΦg(x
∗(τ, t), u∗(τ, t)) (29a)
subject to:
x∗τ (τ, t) = f(x
∗(τ, t), u∗(τ, t)), (29b)
C(x∗(τ, t), u∗(τ, t)) = 0, (29c)
x(0, t) = x(t), (29d)
where γ is barrier parameter. The Φg(·) must take on the value +∞ whenever
gj(·) > 0 for some j and a finite value otherwise. The indicator function:
Ig(xˆ, u) :=
0 if gj(xˆ, u) ≤ 0,+∞ otherwise, (30)
trivially achieves the purpose of a barrier. However, the barrier function is
required to be convex and continuously differentiable [27]. One of the most
well-known continuous and twice differentiable function that approximates (30)
is logarithmic barrier function as follows:
Φg(xˆ, u) := −
ng∑
j=1
ln(−gj(xˆ, u)), (31)
with domain {xˆ ∈ Rnx | gj(xˆ, u) ≤ 0, ∀j = 1, . . . , ng}.
A modified type of barrier method is Exterior Penalty method. In this
method, an exterior penalty function is included in the cost function on the
constraint violations. The Exterior penalty function is defined as:
Φe(xˆ, u) :=
0 if hj(xˆ, u) ≤ 0,wjhj(xˆ, u)2 hj(xˆ, u) ≥ 0, (32)
where wj > 0 is the penalty weight of the j
th constraint [28].
Auxiliary Variable method is an alternative type of inequality constraints
handling introduced with an additional optimisation variable to transform the
inequality constraints into equality constraints. Let η ∈ Rng be a vector of the
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auxiliary variables, the inequality constraint gj(·) can be transformed into the
equality constraint as follows:
gj(xˆ, u) + η
2
j = 0. (33)
A penalty term −wjηj is included in the cost function to avoid singularity [29].
If the solution of the OCP (29) is very close to the constraint boundary,280
where the barrier function is increasing extremely quickly, and as a result, the
optimisation problem becomes very ill-conditioned. One of the most effective IP
methods capable of dealing with ill-conditioning is so-called primal-dual meth-
ods. These algorithms operate in both the primal and dual space and find solu-
tions to the primal OCPs and their duals simultaneously. Primal-dual methods285
are more efficient in practice than primal barrier methods since they gener-
ate different search directions using also information from the dual space, and
therefore iterates generated by the two algorithms do not coincide in general
[27].
Let’s consider the OCP (17) and its first-order necessary conditions (18), in
order to account complementarity conditions in the necessary conditions and
avoid the ill-conditioning, a semi-smooth transformation can be utilised. One of
the most widely used examples of complementarity functions is the semi-smooth
Fischer-Burmeister (FB) function introduced in [35]. The FB function (ΦFB(·))
which is used in this study given as follows:
ΦFB(µj , gj(xˆ, u)) =
√
µ2j + gj(xˆ, u)
2 − (µj − gj(xˆ, u)). (34)
Complementarity functions provide a convenient tool for converting problems290
that involve complementarity conditions into equations [36].
The FB function is differentiable everywhere except at the (µj , gj(xˆ, u)) =
(0, 0). Several works of literature were proposed to construct smoothing func-
tions of FB function. For instance, the Kanzow smooth FB function was pro-
posed in [37] as follows:
ΦSFB(µj , gj(xˆ, u)) =
√
µ2j + gj(xˆ, u)
2 + 2− (µj − gj(xˆ, u)), (35)
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where the (35) was replaced by  or 2 proposed by [38] and [39]. In addi-
tion, a smoothing inexact Newton method was presented for solving nonlinear
complementarity problems by [40]. The smoothed FB function is continuously
differentiable and if → 0, then the smooth FB function (35) coincides with the295
FB function (34).
The optimiser may face an infeasible problem that can lead to a serious
problem with the predictive control problem due to the hard implementation of
inequality constraints. This might happen due to an unexpectedly large distur-
bance or the real plant behaves differently from the internal model. An effective
strategy is required to handle the infeasibility. One systematic strategy for deal-
ing with infeasibility is to ”soften” the constraints [41]. The FB function is a
hard constraint implementation of the gj(xˆ, u) ≤ 0 which leads to infeasibility
in case of constraint violation. In this paper, a soft constraint implementa-
tion based on the FB function is proposed to address the shortcoming of the
smoothed FB function as follows:
ΦˆSFB(µj , gj(xˆ, u)) =
√
(1− )µ2j + gj(xˆ, u)2 + 2− ((1 + )µj − gj(xˆ, u)). (36)
The introduction of the  as a smoothing parameter transform the nonsmooth
problems into a smooth problem. The orthogonality of the vectors µj and
gj(xˆ, u) is relaxed by (1 ± ) to prevents the Lagrange multipliers approach
to infinity in dual space due to constraint violation. Therefore, this opens300
the way to use the hard and soft inequality constraints in the OCP with the
complementary conditions to address the shortcoming of the PMP method.
3.4. Deadzone Penalty Functions
In many practical NMPC applications considering the energy-efficiency, it is
desirable to reach a region of reference set-points with relatively low-cost value
rather than costly but accurate and agile set-point tracking. This could be
accomplished using a nonnegative and symmetric deadzone-quadratic penalty
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function such as:
φq(x) :=
0 : |x| ≤ z,x2 − z2 : |x| > z, (37)
where z is the edge of free zone that no penalty is assessed if |x| ≤ z. The φq(·)
function agrees with least-square for any residual outside of the zone width. In305
other words, the residuals smaller than the zone width are ignored which lead
to low-cost function value.
In a case of energy-efficient robust regulations, deadzone-linear penalty func-
tion agrees with absolute value for the residual outside of the zone width as
follows:
φl(x) :=
0 : |x| ≤ z,|x| − z : |x| > z. (38)
Unfortunately, these deadzone penalty functions are not differentiable and con-
tinuous which lead to a challenging OCPs. However, a smooth approximation
of deadzone penalty function may address the challenge.310
In this paper, a deadzone penalty function based on softplus rectifier is
adapted [24]. The softplus is an approximation to the activation function so-
called Rectified Linear Unit (ReLU) which is mostly utilised in the deep neural
networks [42]. The proposed deadzone-linear penalty function is a combination
of the two softplus as follows:
ψl(x) := ln(1 + exp(x− z)) + ln(1 + exp(−x− z)). (39)
The ψl(x) have advantages such as being a convex function with efficient com-
putation and gradient propagation [43]. The gradient of the deadzone-linear
penalty function is a combination of two sigmoid functions as follows:
dψl(x)
dx
=
exp(x− z)
1 + exp(x− z) −
exp(−x− z)
1 + exp(−x− z) . (40)
Similar to ψl(x), the deadzone-quadratic penalty function can be formulated as
follows:
ψq(x) := (ln(1 + exp(x− z)) + ln(1 + exp(−x− z)))2. (41)
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Figure 4: Deadzone Penalty Functions with Relative Comparisons [24]
The gradient of the deadzone-linear penalty function is a linear continuous func-
tion with a deadzone area, [−z, z], as follows:
dψq(x)
dx
= 2ψl(x)
dψl(x)
dx
. (42)
For sake of simplicity, Figure 4 shows the proposed ψq(x) and ψl(x) penalty
functions for a scalar residual with z = 5 in comparison with φq(x), φl(x), `2,
and `1-norms. Note that when the state residual is within the zone, the gradient
is non-zero and the optimality conditions are satisfied as `1 and `2-norms. In
other words, the states will converge to final reference set-point values but slower315
than conventional norms which leads to the energy-efficient behaviour.
4. Case Study: System Design and Evaluation
The proposed NMPC for the Ext-Eco-CC system has been designed and eval-
uated with numerical simulation as well as practical experiments on a test track
using realistic values of the parameters. A Smart Electric Drive third genera-320
tion (Smart-ED) commercial BEV, which is available for practical experiments,
is chosen here to model the dynamics of a BEV and its energy consumption
(Figure5). A closed test track located at Colmar-Berg, Luxembourg, (CFC) is
chosen to model the road geometry with traffic information (Figure 6). The
test track has a total length of 1.255 km and includes curves and relative slope325
profile. This track has four main curves with 20m, 25m, 15m, and 27m radius,
respectively. The straight road segments are considered to have a nearly infinite
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Figure 5: Smart Fortwo Electric Drive [24]
radius. In addition, a speed limit vlmt = 22.23 m/s zone is assumed between
positions 500 ≤ s ≤ 850. The test track slope profile, fslp(θ(s)), is fitted within
nine segments with 98.93% coefficient of determination [21].330
4.1. Case Study: NMPC for Ext-Eco-CC
The state vector for the Ext-Eco-CC system from Eqs. (1), (2), and (10), is
defined as xt = [s, v, ecns]
T ∈ R3; the control input is the traction input applied
on BEV, ut = u ∈ U ⊂ R (for more details see [21]); Please note that all states
are measurable and the measurement noise is negligible.335
The cost-per-stage function for the Ext-Eco-CC system is defined as:
Jc(xˆi, ui) :=
N−1∑
i=0
1
2
[ψq(xˆi − xref )Q+ ‖ ui − uref ‖2R] + weeˆcnsi , (43)
with corresponding weights (Q, R, we). The final cost function for Ext-Eco-CC
c© OpenStreetMap contributors
Start Point
1stCurve
2ndCurve
3rdCurve
4thCurve
s = 500
s = 850
Figure 6: Centre de Formation pour Conducteurs (CFC) [44]
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system is defined as:
Jf (xˆN ) :=
1
2
ψq(xˆN − xref )Q. (44)
The control input is limited by:
umin(v) ≤ u ≤ umax(v) (45)
where umin(v) and umax(v) can be identified based on the traction-velocity map
of the BEV. The limit umax(v) is identified as:
umax(v) = c1 − c2tanh(c3(v − c4)), (46)
where the constants are identified as c1 = 1.523, c2 = 1.491, c3 = 0.08751,
and c4 = 15.6 with 99.74% coefficient of determination. The maximum hybrid
brake system control input is chosen to be constant, umin(v) = −5+c5v (N/Kg)
(c5 = 0), which is limited to a stable slip ratio region to avoid the wheels from
locking up [21].340
The lateral acceleration of the BEV should be lower than the comfort level
(Ψˆref ) by an inequality constraint as follows:
g1(sˆi, vˆi) := vˆ
2
i /fcrv(δ(sˆi)) ≤ Ψˆref , (47)
where the expected lateral acceleration is based on longitudinal velocity and
road curvature map. The velocity of the BEV should also be lower than speed
limit zones as:
g2(sˆi, vˆi) := vˆi ≤ flmt(sˆi). (48)
In addition, the velocity should be within the standstill and the reference set-
point so-called funnel concept (see e.g., [41]) as follows:
g3(vˆi) := 0 ≤ vˆi ≤ vref + vrlx (49)
where vref is the reference set-point and vrlx is the relaxed velocity for the
inequality constraint. The energy consumption of the BEV should be less than
the permitted maximum amount as follows:
g4(eˆcnsi) := eˆcnsi ≤ ecnsref + ecnsrlx (50)
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where ecnsref and ecnsrlx are the reference energy consumption and its relaxed
value, respectively. The inequality constraints of the Ext-Eco-CC system is
implemented based on the proposed soft FB function. The numerical method
to solve the obtained NMPC formulation for the Ext-Eco-CC system is based
on the PMP utilising the real-time C/GMRES algorithm.345
4.2. Numerical Simulations
Performance of the proposed NMPC for the Ext-Eco-CC system is evaluated
by numerical simulation. The reaction of the predictive controller for the road
slope, the road curve, and the speed limit zone is investigated separately. The
prediction horizon of the NMPC is chosen as T = 10 s to cover the upcoming350
road variations. This prediction horizon is discretised into N = 20 steps. The
reference velocity is chosen as (vref = 20m/s).
Figure 7 shows the performance of the NMPC on the straight hilly road with
positive slope. The road has a slope profile shown in Figure 7a indicating an up
hill step in road elevation. Figure 7b shows the velocity profiles of the NMPC355
with and without considering energy consumption (NMPC vs Eco-NMPC). The
BEV starts from the standstill to reach the reference velocity. The BEV speeds
up before the uphill to use the kinetic of the vehicle to overcome the up-slope.
The BEV slows down during the climbing the hill in an energy efficient manner.
Afterwards, the BEV track the velocity reference on a straight flat road. The360
influence of the predictive controllers on the energy consumption of the BEV
is shown in Figure 7c. In total, the Eco-NMPC is approximately +10% more
energy efficient in comparison to the NMPC.
The performance of the NMPC in both ecological modes dealing with a 25m
radius curvy road is shown in Figure 8. Figure 8a shows the BEV speeds up from365
the standstill to reach the reference velocity. The BEV slows down in advance to
enter the curve (sh = 900m) below the maximum allowed lateral acceleration.
The BEV track the safe velocity during the curve and speeds up after the curve
at the exit position (sh = 1100m). It is shown that the Eco-NMPC has the
tendency to keep the velocity as fast as the NMPC due to energy efficient driving370
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Figure 7: Performance of the NMPC on the straight hilly road with positive slope; (a) road
slope profile, (b) velocity profile, (c) energy consumption profile.
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Figure 8: Performance of the NMPC on the curvy road; (a) velocity profile, (b) lateral
acceleration profile, (c) energy consumption profile.
technique during the curve. The lateral acceleration profile for the both NMPC
and Eco-NMPC are shown in Figure 8c with a similar reaction to the curvy
road. In total, the Eco-NMPC is approximately +10.5% more energy efficient
in comparison to the NMPC. It is shown that energy efficient velocity profile,
in general, is not necessarily could be achieved by slower velocity profile.375
Figure 9 shows the performance of the NMPC on the straight road with a
speed limit zone (vlmt ≤ 10m/s). The velocity profile generated by the NMPC
and Eco-NMPC are converging to the reference velocity (vref = 20m/s) outside
the speed limit zone as shown in Figure 9a. The both NMPC satisfy the speed
limit zone constraint. Figure 9b shows the power consumption of the both380
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Figure 9: Performance of the NMPC on the straight road with speed limit zone; (a) velocity
profile, (b) energy consumption profile.
NMPCs. In total, the Eco-NMPC is approximately +9% more energy efficient in
comparison to the NMPC in this simulation scenario. Similar to the ecological
drive around the curve, the Eco-NMPC shows almost identical behaviour in
comparison to the NMPC within the speed limit zone.
4.3. Field Experiments385
In order to validate the proposed EDAS concept, the NMPC with deadzone-
quadratic penalty function is experimentally implemented on the Smart-ED ve-
hicle and the Ext-Eco-CC system is tested on the CFC test track. The position
of the Smart-ED is updated by the GPS sensor. The velocity and energy con-
sumption of the vehicle including the battery current and voltage information390
is updated by the Controller Area Network (CAN-bus) through the On-Board
Diagnose (OBD) interface. The onboard computational resource for the Ext-
Eco-CC concept is foreseen by a Linux operating system on the Intel R© Core
TM
i7 with a memory of 7.7 GiB PC and a connection panel. The connection panel
is developed for the system power supply and actuators communication (Figure395
10).
29
Figure 10: The Linux operated PC with Connection Panel [24]
Figure 11: Automatic Accelerator and Brake Actuators [24]
The control input of the proposed NMPC with deadzone-quadratic penalty
function is realised by actuating either the accelerator pedal or brake actuator.
The accelerator pedal is replaced by an electronic board (E-accelerator) to ma-
nipulate the required acceleration and imitates the electric signals generated by400
the original accelerator pedal of the Smart-ED. The brake actuator is manip-
ulated by an electric stepper motor that is connected to the brake pedal by a
planetary gearbox and flexible cable. The automatic brake actuation is designed
in a way that preserves the possibility for the driver to brake in emergency cases.
Figure 11 shows the configuration of the E-accelerator and brake actuators for405
the Ext-Eco-CC system.
Figure 12 shows the accelerator transition response of the BEV. Figure 12a
shows a full step response from initial value 0% to 100% with 130ms rise time.
Furthermore, the step response from initial value 100% to 0% with 130ms rise
30
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Figure 12: The Smart-ED acceleration transient response (a) 0 − 100% Step response, (b)
100− 0% Step response.
time is shown in Figure 12b. Figure 13 shows the brake transition response of
the BEV. It is noteworthy that a two-degree-of-freedom PID controller (2 DOF)
as the low level brake actuator controller is implemented. Figure 13a shows a
full step response from initial value 0% to 60% with 2.7 s rise time and 0.97 s
Dead-time. Furthermore, the step response from initial value 60% to 0% with
0.72 s rise time is shown in Figure 13b. Therefore, it is essential to account
for the control input delay in the NMPC. The (51) represents the delay of the
control input as follows:
up(t)
dt
= kp(u(t)− up(t)), (51)
where kp is the constant the denotes the delay of the control input u(t) [45].
In order to show the performance of the proposed Ext-Eco-CC system, a
prediction horizon for the predictive controller is set to T = 15 s, to cover
upcoming road geometry, and traffic speed limit zone with N = 30 discretized410
steps. The constants in performance index function are set as Q = diag[0, 2, 0],
and R = diag[450]. Note the weight for energy-consumption is set to zero since
the effectiveness of the deadzone-quadratic penalty function in energy efficiency
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Figure 13: The Smart-ED brake transient response (a) 0 − 60% Step response, (b) 60 − 0%
Step response.
is the main focus in this paper. The reference for the lateral acceleration comfort
level is Ψref = 3.7m/s
2.415
Figure 14 shows the field experimental results of the proposed NMPC for
the optimal energy management of the BEV on a realistic hilly and curvy road
of the test track. In this setup, the BEV is set to cruise at the vref = 50 km/h.
Performance of the NMPC (Experiment) is compared with a simulation result
(Simulation). Figure 14a shows the BEV velocity profile generated by NMPC420
for the both Experimental and Simulation. The controllers increase the velocity
of the BEV from standstill to reach the desired velocity (vref ). However, the
velocity decrease as the vehicle approaches the first and second curves which the
lateral acceleration constraint become active (220 ≤ s ≤ 440). After the second
curve, the controllers increase the velocity of the BEV to reach the reference425
value (550 ≤ s ≤ 700) where it is the only opportunity to reach the desired
velocity. By approaching to the third and fourth curves, the velocity of the
BEV has to be reduced to satisfy the lateral acceleration inequality constraint.
Figure 14b shows the BEV power consumption profile of the BEV generated by
the NMPC for both field experimental and simulation.430
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Figure 14: Performance of field experimental NMPC vs. simulation NMPC at 50 km/h for
(A) Velocity regulation, (B) Power consumption.
We have compared our proposed deadzone-quadratic NMPC (DQ-NMPC)
with the conventional NMPC with `2-norm (C-NMPC) and human driver (HD)
in terms of velocity regulation, travel time (t), power consumption profile and
total energy-consumption (e). For the sake of fair comparison, all of the tests
started from the standstill and the maximum reference velocity value is chosen,435
vref = 100 km/h without imposing speed limit zone. The desired reference zone
for velocity tracking is chosen as z = 2 m/s. We have proposed human driver
to drive as fast and energy-efficient as possible.
Figure 15a shows the performance of various tests in terms of velocity regu-
lations and total travel time. The DQ-NMPC and NMPC increase the velocity440
up to reaching the first curve (220 ≤ s ≤ 270) where the lateral acceleration
constraint should be satisfied. As it is shown, the human driver is faster than
the controllers. However, during the first and second curves (320 ≤ s ≤ 440),
the controllers and human driver show similar behaviour. Afterwards, the con-
trollers increase over again the velocity up to 68.4 km/h with the DQ-NMPC445
setup and 70.2 km/h with the NMPC configuration and slowing down at the
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Figure 15: Experimental results of DQ-NMPC in comparison with NMPC and Human Driver
for (a) Velocity regulation, and (b) Power consumption profile.
point the third curve (860 ≤ s ≤ 930) are in their prediction horizon. This
leads to the beginning of slowing down predictively to satisfy the upcoming
constraints in an energy-efficient way. The human driver hits the maximum
78.3 km/h and shows late but sharper velocity reduction which may not be an450
energy-efficient technique. Finally, the controllers keep the velocity during the
fourth curve (930 ≤ s ≤ 1045) and speed up once more to reach the starting
point on the test track. Thus, the presented result shows that the maximum
reference velocity is not reachable, however, the reference velocity for less than
vref = 80 km/h is reachable on the experimental tests carried on the test track.455
Figure 15b shows the power consumption profile and total used energy. Note
that negative power consumption refers to energy recovery mechanism. The
DQ-NMPC and NMPC show relatively similar behaviour, however, the DQ-
NMPC could avoid peak velocity and power consumption in comparison to the
NMPC for higher velocity. These situations provide the opportunities to save460
energy consumption of the BEV.
Figure 16a and Figure 16b show the velocity and power consumption nor-
malised histogram information. The proposed DQ-NMPC benefits from an im-
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Figure 16: Experimental performance distribution of DQ-NMPC in comparison with NMPC
and the Human Driver for (A) Velocity and (B) Power consumption.
proved penalty function which leads to a denser velocity and power consumption
distribution in comparison to the NMPC and human driver. Based on achieved465
results, it is shown that the set-point value is not reachable on the test track
by the controllers or the human driver. The DQ-NMPC leads to more steady
velocity profile and consequently the better drive comfort with relatively small
increased travel time. The total energy consumption of DQ-NMPC is +13.65%
more energy efficient in comparison to the human driver and +6.58% more en-470
ergy efficient in comparison to the NMPC. In other words, for longer trips with
more hilly and curvy roads, the proposed method has higher potential to be
more energy-efficient. It is noteworthy that the OCP average calculation time
for the DQ-NMPC is 2.35ms which indicates the real-time capability of the
proposed controller. Figure 17 shows the probability distribution of the acceler-475
ator and brake actuators. Figure 17a shows that the DQ-NMPC has relatively
denser distribution in comparison to the NMPC and the human driver where
35
Human Driver NMPC DQ-NMPC
Eco. (%) - +7.56% +13.65%
Table 1: Energy consumption improvement of the Smart-ED
Figure 17b demonstrates a similar brake pedal distribution for the DQ-NMPC,
the NMPC, and the human driver.
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Figure 17: Experimental performance distribution of DQ-NMPC in comparison with NMPC
and the Human Driver for (A) Acceleration pedal and (B) Brake pedal.
The NMPC formulation, numerical simulation, and field experimental results480
were presented in this section. The performance of the Ext-Eco-CC system was
evaluated in terms of safety and energy efficiency. This paper extends the NMPC
formulation of the Ext-Eco-CC system introduced in [21] with nonlinear FB
complementary function aimed to enhance the inequality constraint handling
method. In addition, the Ext-Eco-CC system introduced in [21] and [24] were485
rigorously evaluated with numerical simulation and field experimental results in
this paper. An overall energy consumption is given in Table 1 to conclude this
section.
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5. Conclusion and Future Research
A semi-autonomous ecological driver assistance system was developed to reg-490
ulate the velocity in an energy-efficient manner for the electric vehicles. This
system aimed to address the shortcoming of limited cruising range of the battery
electric vehicles. A real-time nonlinear receding horizon optimal controller with
approximate deadzone-quadratic penalty function was proposed to plan online
the cost-effective velocity profile based on the vehicle dynamics, its energy con-495
sumption characteristic map, and road geometry with traffic sign information.
Although a relatively complex problem was formulated, the computational time
is found to be short. The inequality constraints of the predictive controller were
handled based on the proposed soft nonlinear complementary function to en-
hance the minimum principle method. The limited cruising range of the electric500
vehicles was improved by the assessed low penalty value on set-point tracking
zone and ecological driving techniques. Various tests on a semi-autonomous
electric vehicle in terms of real-time states regulation and constraints fulfilment
were carried out. The effectiveness of the proposed method was demonstrated
by the achieved numerical simulation and field experimental results. Further505
practical experiments will be conducted including extending the functionalities
of the semi-autonomous ecological driving.
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