This paper evaluated the influence of various numerical implementation assumptions on predicting blood damage in cardiovascular devices using Lagrangian methods with Eulerian computational fluid dynamics. The implementation assumptions that were tested included various seeding patterns, stochastic walk model, and simplified trajectory calculations with pathlines. Post processing implementation options that were evaluated included single passage and repeated passages stress accumulation and time averaging. This study demonstrated that the implementation assumptions can significantly affect the resulting stress accumulation, i.e., the blood damage model predictions. Careful considerations should be taken in the use of Lagrangian models. Ultimately, the appropriate assumptions should be considered based the physics of the specific case and sensitivity analysis, similar to the ones presented here, should be employed.
Introduction
Cardiovascular devices are known to cause thromboembolic complications that require anticoagulant therapy. Experimental studies related this blood damage to elevated flow shear stress levels and exposure time of the blood constituents to it [1, 2] . Most of the suggested blood damage or hemolysis models follow a power law formulation of the form suggested by Blackshear et al. [3] :
where D is an index of damage, τ is the shear stress, t is the exposure time, and C, α, and β are model coefficients [3] [4] [5] [6] [7] . Our group employed the linear hemolysis model (C = α = β = 1 [5] ) to study mostly platelet activation, employed in numerical simulations of blood flow in various cardiovascular devices, for example, mechanical heart valves (MHVs) [8] [9] [10] and mechanical circulatory support devices [11, 12] . For this purpose, we have employed multiphase discrete phase model (DPM) and calculated the Lagrangian trajectories for a large number of platelets. While these simulations in devices provided invaluable quantification of the thrombogenic potential of these devices, the influence of numerical implementation methods on such models was never methodologically examined. The aim of this paper is to evaluate how the numerical implementation of Lagrangian damage models, when coupled with traditional Eulerian computational fluid dynamics (CFD) model, affect their results. These effects are evaluated with sensitivity studies using our linear stress accumulation (SA) model. We would like to warn that the ability of Lagrangian damage models to predict accurate blood damage is highly dependent on their degree of complexity, and that accurate predictive capabilities may become elusive and need to be validated in complex series of in vitro experiments. However, a very important utility of Lagrangian damage models is in comparative type of studies (e.g. for comparing the thrombogenic performance of two similar designs of a certain device with the same numerical methodology). In such studies, the comparison may eliminate the effects of a priori implementation assumptions while still maintaining the predictive capabilities of the model.
Methods
We have conducted a comparison of several numerical implementation methods and studied their influence on the results of Lagrangian cell damage models. Nine dedicated simulation models were used for these comparisons. These models use two flow regimes: (i) laminar flow through coronary stent and (ii) turbulent flow through MHV. These two devices represent typical cases for implementation assumptions that can affect the results. For both cases, the Lagrangian trajectories were calculated by employing DPM with particle injection. Spherical particles, representing naturally buoyant platelets with diameter of 3 µm and the density of the surrounding fluid, were released at the entrance to the device. The trajectory of a platelet is calculated from the force balance between the inertia and drag forces acting on the particle in a Lagrangian reference frame. The stress history of these platelet particles was registered along their corresponding flow trajectories and rendered to calculate the linear SA for each platelet trajectory. The SA that is used herein is defined as the integral of the stress over time that can be numerically approximated as the summation of the instantaneous stress magnitude and exposure time product [5] :
where T traj is the trajectory duration, t is time and Δt is the time step. Obviously, other nonlinear models can also be employed in a similar manner to test the effect of various implementation methods. The contribution of the various stress tensor components is rendered into a scalar stress as first suggested by Bludszuweit [13] and then applied by Apel et al. [14] and our group [8] . The scalar stress is based on comparison of the work for element deformation in uniaxial shear flow with the work for 3-D deformation: where for the turbulent cases the stress tensor includes both the viscous and the Reynolds stresses, while the Reynolds stresses are approximated based on Boussinesq's eddy viscosity hypothesis:
where μ is the viscosity,
is the mean velocity gradient, ρ is the density, ρu ; i u ; j is the Reynolds stress, k is the turbulent kinetic energy, and μ t is the turbulent viscosity.
The statistical distribution of the SA reached by thousands of platelets along their multiple trajectories is collapsed into a probability density function (PDF) [9] . The PDF method describes the statistical distribution of the likelihood that SA values will be reached by individual platelet trajectory, representing the 'thrombogenic footprint' of the device and facilitates easy comparison between different devices or their design iterations. Although this representation of 'thrombogenic footprint' of a device was suggested for comparison of different device designs, here it is employed in a somewhat nontraditional way for comparing the effect of different implementation assumptions. This use allows us to focus on how the implementation assumptions affect the results. The amount of particles that were released, approximately 11,500, was chosen based on refinement study to ensure that the PDF of the SA is not sensitive to this size.
While both types of models were solved with transient flow equations, for simplification purposes and in order to make the models more comparable, the boundary conditions were constant. In all the models, the blood was assumed noncompressible and Newtonian with density of 1060 m 3 /kg and viscosity of 0.035 Pa·s. The laminar flow cases were modeled for typical coronary arteries dimensions (diameter of 3.3 mm) with inlet velocity of 0.3 m/s that represents a Reynolds number of 150 [15, 16] . The stent has a length of 8 mm and thickness of 100 μm [17] with domain length of 100 mm that was meshed with 2.2 million polyhedral cells -based on sensitivity study that focused on the recirculation zones ( Figure 1 ). The duration of the simulation was 1.5 s, based on the number of particles that were trapped in between the struts of the stent, with a fixed time step of 3 ms. The chosen amount of particles allows capturing the trapped particles phenomena with hundreds of particles that were trapped for the entire simulation duration. Turbulence in the mechanical valve was modeled by employing a shear stress transport (SST) k − ω model with low Reynolds number correction. This model was chosen for its ability to represent the phenomena found in any type of unsteady Reynolds averaged Navier-Stokes (URANS) and is suitable for
this type of flow in valves [8] . The diameter of the straight tube and the valve was 19 mm. The mesh and time discretization, as well as the boundary conditions, were based on the work of Alemu and Bluestein [8] while employing constant inlet velocity with the peak systolic magnitude. The domain, with length of 100 mm, was meshed with 950,000 polyhedral and 150,000 hexahedral cells where the thickness of the first boundary layer was chosen according to turbulence intensity [8] . The duration of simulation was 3 s, and the fixed time step was 1 ms [8] . All the models were solved in ANSYS Fluent 16.1 (ANSYS Inc., Canonsburg, PA).
Influence of straight tubes
There are cases where there is a need to compare the device not just to another designs, but also to a control case. An example for such a case is a stent for treatment of a stenosed artery that can be compared with an idealized blood vessel. This idealized vessel, which can be easily modeled as a straight tube, should obviously have lower thrombogenicity than similar vessel with a stent. However, this assumption cannot be easily inferred from a simple SA calculation and comparing its distribution for the two cases. Comparison of the PDF of the SA distribution of coronary flow through a stent and a straight tube control ( Figure 2 ) illustrates this. It can be easily noticed that the main mode of the SA distribution is very similar in the two cases, but paradoxically in the 'tail' (high SA range) there is higher probability for larger SA in the straight tube. This is especially pronounced for the SA range with values >3.5 Pa·s (Figure 2 inset), which is sometimes considered as a threshold for platelet activation [4, 5, 18] . This specific case illustrates how such a bias may arise for the simple case of a flow simulation in a straight tube. Obviously, this is a special case and the demonstrated bias cannot necessarily be reproduced in other, more complex, cardiovascular devices. In straight tube with ideal laminar flow, the platelets are flowing in straight lines along their corresponding laminae where they are exposed to constant stresses. Those platelets flowing closest to the wall are the slowest and are also exposed to the highest wall shear stresses, thus their SA is disproportionally much higher than those of other platelets flowing faster in lower shear stress laminae. This bias is even more pronounced given that there are more platelets residing in the near-wall region because of the longer circumference and the use of boundary layer meshing in the near-wall region (see subsection 'Seeding patterns'). The inclusion of a device such as a stent eliminates this phenomenon because as the stents struts induce disturbed flow patterns the platelets are not trapped in the same lamina anymore. On the other hand, in the stent model the particles that flow through the recirculation zones between the struts are also trapped and exposed to higher stresses and for longer durations. However, the mixing effect releases most of these particles to other laminae, and thus, reducing their total SA. The two practical conclusions from this numerical experiment are that (i) SA should be used to compare various designs, but not necessarily used for comparing to a healthy case control, and (ii) that the SA calculation for comparative purposes should include only the flow region of the device itself without the inlet and outlet tubes, as those may mask the differences. Other implementation methods that affect this phenomenon and may be used to better analyze the results are presented in the following subsections.
Single and repeated passages
The platelets flow through the device along various trajectories with different durations, or exposure times, and lengths. The SA calculation may assume a single passage, that is, that every platelet passes only once through the device or that it is repeatedly flowing through the device but entering it in a random location for each consecutive passage. There are advantages and disadvantages for each approach when comparing the SA in a device using PDF, thus they should be implemented according to the purpose of the comparison.
In the single-passage method [9] , each particle has different exposure time (T traj in Equation (2)), and therefore, the SA values can better differentiate modes and help in identifying regions of elevated SA. For this reason, this option is usually used for design optimization where studying local effects of certain geometric features of the device. The main disadvantages of this method are that comparison between particles with different exposure times is biased not only against those in the boundary layers (as demonstrated in the straight tube case), but also against slow particles that are exposed to lower stresses. One possible way to address this while still comparing only a single passage is to average the SA by the time (as discussed in subsection 'Comparison of trajectories based on time averaging').
The repeated passages approach [19] as calculated herein is performed as postprocessing of single passage results by randomly seeding back the exiting particles. It is important to keep the seeding pattern even as otherwise the location will not be completely randomized. For example, if the seeding pattern is denser in the boundary layers there will be higher probability of particles seeded in this region. The SA is calculated based on the same total duration (T):
Another option is to use the same high number of repetitions for all the trajectories and to assume that randomization will eventually equalize the total duration in all the repeated passages. If this assumption is used, it is important to examine whether there are no trapped platelets in the domain at the end of the solution because these platelets would be 'teleported' from their final location to the device entrance at the beginning of the next passage. Both options for repeated passages better replicate in vitro recirculation experiments where repeated passages are inherent to the flow through the device. Therefore, repeated passages are more relevant for either the validation of the simulations or for device performance evaluation. The main disadvantage of this method is that because of the randomizing and the cumulative averaging by the large number of repeated passages the PDF distributions approach a characteristic Gaussian 'bell curve' distribution. This makes it difficult to distinguish between different modes that specific design features of the device may yield. The magnitude of the SA is obviously higher than that of a single passage SA, but it is a better representation of the thrombogenic potential of entire bulk of the platelets in a flow loop. approach. The total duration was set to the simulation duration, 1.5 s, and 100,000 possible trajectories were calculated. Similar to other repeated passages SA [19] , the PDFs' shape obtains an almost Gaussian distribution. While the modes of the two cases appear similar, the repeated passages SA does indicate the additional SA due to the stent. In this case, the tail of repeated passages SA of the stent continue up to 163 Pa·s while it reached only 55 Pa·s in the straight tube.
Seeding patterns
As mentioned before, it is undesirable to release more particles in the near-wall region because in straight tubes the contribution of these particles to the SA would overwhelm all others. This is especially acute when using the default options in some commercial CFD solvers, where in most cases the particles are released on the nodes of the mesh, resulting in much denser seeding in the wall boundary layer. This seeding pattern could also bias any type of flow simulation if the repeated passages method is employed (see subsection 'Single and repeated passages'). This bias is further demonstrated below for three cases of the same straight tube simulation but with different seeding patterns. All three models that are presented herein employ dedicated seeding patterns that are not released from the mesh nodes. A concentric circular seeding pattern (marked in blue in Figure 4 ) is the pattern that is used throughout this paper. It is based on an even spacing between the particles in the radial and circumferential directions. A Cartesian seeding pattern (red in Figure 4 ) uses the same even spacing as in the concentric pattern, but is defined along the vertical and horizontal directions instead. A boundary layer seeding pattern (green in Figure 4 ) is similar to the concentric circular seeding pattern, but the two rings that are closest to the wall are replaced with five boundary layers that are defined by growth factor of 1.2. All the three cases have similar amount of particles, approximately 11,500.
A comparison of the PDF of the SAs of these three seeding patterns is presented in the top panel of Figure 4 . As expected, the boundary layer has the highest probability for SA >3.5 Pa·s. The main modes of the two evenly distributed seeding patterns are similar, while obviously there is lower probability for platelets to reside in the core flow in the boundary layer seeding. The Cartesian seeding has the lowest probability for SA >3.5 Pa·s. This likely happens because the first layers of platelets near the wall are not arranged in equidistant rings from the wall, rather those have variable distances based on their Cartesian coordinates.
Comparison of trajectories based on time averaging
Another option for comparing the SA of different trajectories while accounting for their various durations is to time average the integration in Equation (2):
Although it might be argued that this method is conceptually similar to the repeated passages method, this method can be used to differentiate the trajectories and can be used without PDF. One example for such a use is for comparing the SA with the Hellums et al. [2] platelet activation-level threshold ( Figure 5 ). Since these activation levels were measured for various exposure times and shear stress levels, this type of comparison accounts for both the trajectory duration and the SA of each platelet. The resulting SA dots cloud distribution (straight tubegreen, stent -red) can then indicate how far each platelet SA value is located from the activation-level threshold by the end of its individual trajectory. For almost any exposure time, larger maximum SA is found in the stent model as compared to the straight tube. These are clearly the cases that bring the platelets closer to the Hellums et al. [2] activation-level threshold. This type of comparison graphically represents the 'thrombogenic potential' more pronouncedly than the traditional PDF plot, at least in this special case of the stent and the straight tube models. Moreover, unlike the SA that cannot be compared with any activation threshold, the separation of the SA and time allows us to compare the shear stresses and exposure time locus. The main disadvantage of this SA method is that the temporal changes are ignored; however, it should be emphasized that these changes are also ignored in normal integration and they can only be accounted for if the entire stress-time loading waveforms are compared. A step further from time averaging the SA values can be to make them nondimensional. Longest and Kleinstreuer [20] suggested the following nondimensional SA (NDSA) that they have termed the platelet stimulation history (PSH):
where τ mean is the mean wall shear stress of the vessel and T waveform is the input waveform time period. These two parameters represent the entire flow field rather than the platelet itself and its trajectory, thus the PSH is closer to normalization of the SA than to traditional nondimensionalization in fluid mechanics. A possible means to attribute a physical meaning for such NDSA parameter is to represent the ratio between the external flow stresses that are applied on the platelet and the internal structural stresses within the platelet:
Obviously, σ structure cannot be directly calculated from the current Lagrangian methods. Future use of multiscale simulations that model the platelet trajectory, its deformation and its fluid-structure interaction (FSI) with the surrounding plasma [21] could be employed for the calculation of σ structure . As an approximation, it is possible to assume that σ structure has the same order of magnitude as a platelet's ultimate stress. The ultimate stress of platelets is approximately 3000 Pa, established by experiments of the maximum extension length [22] and the linear stress strain curve [23] of untreated human platelets.
Lagrangian methods with turbulence models
When there is a need to numerically model turbulent flow, the most computationally efficient approach is the URANS, with multiple transport equations to approximate the Reynolds stresses. This averaging can affect both the way that the flow stresses are calculated (Equation (4)) and the resulting Lagrangian trajectory. Other turbulence models that do not approximate the flow based on mean and fluctuating components could be too computationally expensive for Lagrangian damage models. Intuitively, the Reynolds stresses should have a very significant contribution to the SA. Figure 6 confirms that for the case of turbulent flow in an MHV. It should be noted that the use of Reynolds stresses for predicting blood damage is somewhat controversial, ranging from a conjecture that they should be ignored [24] to experimental measurements that clearly indicate that Reynolds stresses are related to blood cell damages [25, 26] . Although the Reynolds stresses term cannot exert a viscous shear on a cell, it expresses a momentum exchange that can contribute to the platelet activation process that involves transduction of these stresses through the membrane to the platelet microtubular system and cytoskeleton.
One possible way to account for the turbulent fluctuations in the trajectory calculation is to use a discrete random walk model [27] for the interaction with the turbulent eddies. This method was previously employed by our group for SA calculation [8, 10, 28] . In this method, the particle interactions with the fluid eddy can be estimated from the velocity fluctuations, which are related to the local turbulence kinetic energy Figure 5 . Comparison of time averaged stress accumulations for particles flowing through straight tube and a coronary stent and the shear stress activation levels that were measured by Hellums et al. [2] .
and the eddy lifetime. The eddy lifetime is related to the Lagrangian integral time scale T L . For the current case of MHV with the assumption of 10% turbulence intensity in the inlet [8] , the specific dissipation rate in the inlet can be approximated as ω ¼ 49s À1 and the time scale as T L = 0.034 s. Figure 7 compares PDFs of SA with random walk model and without it. The stochastic model increased the SA levels and there is lower probability that the SA will be in the first mode, but the two PDF curves are close. Although the stochastic model adds some 'noise' to the trajectory, this process might also reduce the SA because it smooths out the stress levels in a similar way to the randomization in the repeated passages approach (Figure 3) . The stochastic models might play a larger role when employed to cases such as pulsatile flow in MHVs. It could especially be pronounced during the late systole with the onset of transition to turbulence during the deceleration phase before the valve closes. However, this is not the focus of the work presented here, which concerns the general effects of the implementation assumptions rather than specific cases such as pulsatile flows through MHV.
Coupled fluid-particle interaction
Depending on the numerical solver that is used, sometimes it is impossible to employ two-way particle-blood interaction coupling. Pathlines, which represent the trajectories of fluid particles, can be calculated in postprocessing from the velocity field of each time step or during the solution as one-way fluid-to-particle coupling. Intuitively, it might be assumed that the two types of coupling will have little influence on such small neutrally buoyant particles like the ones that represent platelets. This assumption was tested in the current section by comparing two-way DPM coupling with pathlines, which in this case were calculated using one-way DPM coupling ( Figure 8 ). These cases were also compared with instantaneous pathlines at the last time step. The instantaneous pathlines (that in some commercial CFD packages are called 'pathlines') are calculated as trajectories but from the velocity field of only a single time step. Obviously, the SA of the instantaneous pathlines is very different from Stress accumulation (Pa·s) Figure 6 . Comparison of probability density functions of the stress accumulation based on viscous stress alone and viscous with Reynolds stresses from a single passage of platelets flowing through a mechanical heart valve. Figure 7 . Comparison of probability density functions of the stress accumulation based on normal particle path and stochastic walk model from a single passage of particles flowing through mechanical heart valve. Figure 8 . Comparison of probability density functions of the stress accumulation based on two-way coupled discrete phase model (DPM), pathlines, and instantaneous pathlines at the last time step from a single passage of particles flowing through mechanical heart valve.
that of the transient trajectories, but it is presented here to illustrate this difference. The fully coupled DPM has the lowest SA values, probably resulting from including the drag forces that shift the particles away from the high shear stress regions.
Expert commentary
In this paper, we evaluated the influence of various implementation assumptions on Lagrangian calculation of SA for predicting blood damage. In this specific comparative study, the SA was computed assuming a linear SA summation law, but similar results are expected to be found when employing any other power law model formulation (where the cumulative damage is calculated from the multiplication of stress and time with different powers). The implementation assumptions included various seeding patterns, stochastic walk model and simplified trajectory calculations with pathlines. Postprocessing implementation options that were evaluated included single passage and repeated passages SA, and time averaging.
As clearly demonstrated in this study, the implementation assumptions can significantly affect the resulting SA, that is, the blood damage model predictions. Some of the results were somewhat counterintuitive, showing, for example, that the stochastic walk model has only limited effect on the SA. Clearly, careful considerations should be taken in the use of Lagrangian models that are case or scenario specific. In cases where more demanding models may be too computationally prohibitive while having only a limited effect on the results, some simplifying assumptions may be used. Ultimately, the appropriate assumptions should be considered based on the physics of the specific case and sensitivity analysis, similar to those employed in the case studies presented here.
Some additional considerations were not included in this study. Brownian motion was not considered because the particles are larger than submicron scales [29] , while it still might be argued that particle size of 3 µm is close to this threshold and that the Brownian forces may become significant in low Reynolds laminar flow. Collisions between the particles were also neglected. Other effects on the Lagrangian trajectories could be a result of the blood vessel motion. For example, trapped particles between the struts of the coronary stent might be released when the artery contract. This effect cannot be numerically modeled without employing more complex FSI considerations or experimentally obtained data, yet it may have a significant influence on the higher SA 'tail' range of the PDF because these particles have longer exposure time and they are subjected to the highest stress levels.
Five-year view
In the next five years, with the advent of high-performance computing (HPC) resources that will allow solving more complex models in a reasonable time, there are several key directions that might be pursued. The debate over the use of URANS and the correct way to account for Reynolds stresses and the stochastic motion might be resolved by the use of direct numerical simulation (DNS), where the Navier-Stokes equations are solved without averaging or approximating the turbulence. This method requires mesh resolution, which is in the diminutive Kolmogorov turbulent energy cascade scale, with the Lagrangian trajectories calculated using similar temporal and spatial resolutions. Mesh-free models, such as dissipative particle dynamics (DPD), where the entire continuum is discretized into particles in the molecular scale and particles interaction can be defined by force laws, might also be employed. Similar to DNS, these kinds of models will not require special consideration of turbulence. In addition, it will be possible to calculate the Lagrangian trajectories directly from the particles without introducing additional phase and, as mentioned before, it will model the platelet deformation and internal stresses that can be used for NDSA. Finally, erosion models, which are currently available for DPM, could be modified to include the blood damage model. In such application, the blood damage will be coupled with the CFD solution instead of being calculated in postprocessing. It will make the use of more complex models possible. For example, if the blood constituent changes its shape, it could affect the flow or the particle could be broken into several smaller particles such as happens in hemolysis or in platelet microparticle shedding.
Key issues
• When comparing a single-passage stress accumulation (SA) in a device to a control case, for example, as in the case of a stented artery compared to an artery without one, the SA may become biased with higher values for the control because the closest particles to the wall are trapped in the much slower boundary layer flow and higher shear stress levels. In the presence of a device, the disturbed flow patterns prevent this bias from occurring.
• Repeated passages SA helps to eliminate SA bias for the case of laminar flow in straight tubes but is less useful for optimizing the device design for reduced thrombogenicity (lower SA).
• Seeding pattern can amplify a straight tube SA bias as it will be augmented in denser seeding regions. In the absence of flow mixing, this will not necessarily be eliminated by repeated passages.
• Time-averaging and nondimensionalizing the SA might help comparing trajectories with varying exposure times with the full range of the platelet activation level locus.
• Trajectories with stochastic walk model, representing turbulence effects, have slightly increased SA levels relative to trajectories that do not account for fluctuations.
• Coupled discrete phase model trajectories and pathlines show similar SA distribution but with different magnitudes.
• Instantaneous pathlines cannot be used for comparison of devices with turbulent flow even if the boundary conditions are constant.
