Galaxy clusters are thought to grow by accreting mass through large-scale, strong, structure-formation shocks. Such a shock is expected to accelerate relativistic electrons, thus generating a spectrally flat leptonic virial ring. However, until now, only the nearby Coma cluster has shown evidence for a γ-ray virial ring. We stack Fermi-LAT data for the 112 most massive, high latitude, extended clusters, enhancing the ring sensitivity by rescaling clusters to their virial radii and utilizing the expected flat spectrum. In addition to a central unresolved, hard signal (detected at the ∼ 6σ confidence level), probably dominated by AGN, we identify (> 4.5σ isolated; 5.9σ for our nominal model) a bright, spectrally flat γ-ray ring at the expected virial shock position. It implies that the shock deposits ∼ 0.5% of the thermal energy in relativistic electrons over a Hubble time. This result, consistent with the Coma signal, supports and calibrates the virial shock model, and indicates that the cumulative emission from such shocks significantly contributes to the diffuse extragalactic γ-ray and low-frequency radio backgrounds.
INTRODUCTION
In the hierarchical paradigm of large-scale structure (LSS) formation, galaxy clusters are the largest objects ever to virialize. With a mass M in excess of 10 13 M ⊙ or even 10
15 M ⊙ , they are located at the nodes of the cosmic web, where they accrete matter from the surrounding voids and through large-scale filaments. Due to their vast size, galaxy clusters resemble island universes seen at great distance, providing a powerful cosmological probe and a unique astrophysical laboratory.
Galaxy clusters are thought to grow by accreting gas through strong, collisionless, virial shocks, surrounding each cluster. These shocks form as the accreted gas abruptly slows down and heats to virial temperatures. They mark the edge of the cluster, and could provide a wealth of information regarding structure formation, large-scale structure, and shock physics. However, until now, no clear shock signal has been confirmed.
Strong collisionless shocks are thought, by analogy with supernova remnant (SNR) shocks, to accelerate charged particles to highly relativistic, 10 TeV energies. These particles, known as cosmic ray (CR) electrons (CREs) and ions (CRIs), are accelerated to a nearly flat, E 2 dN/dE ∝ const spectrum (equal energy per logarithmic CR energy bin), radiating a distinctive non-thermal signature which stands out at the extreme ends of the electromagnetic spectrum, in particular as high energy γ-rays.
High-energy CREs cool rapidly, on timescales much shorter than the Hubble time H −1 , by Comptonscattering cosmic microwave-background (CMB) photons Totani & Kitayama 2000; Keshet et al. 2003) .
These up-scattered photons should then produce γ-ray emission in a thin shell around the galaxy cluster, as anticipated analytically reissi@post.bgu.ac.il; ukeshet@bgu.ac.il 1 Physics Department, Ben-Gurion University of the Negev, Be'er-Sheva 84105, Israel 2 Physics Department, Nuclear Research Center Negev, POB 9001, Beer-Sheva 84190, Israel Totani & Kitayama 2000) and calibrated using cosmological simulations (Keshet et al. 2003; Miniati 2002) . The projected γ-ray signal typically shows an elliptic morphology, elongated towards the large-scale filaments feeding the cluster (Keshet et al. 2003 (Keshet et al. , 2004a .
The estimated γ-ray luminosity of the virial shock scales as L v ∝Ṁ T ∝ M 5/3 , whereṀ and T ∝ M 2/3 are the mass accretion rate and temperature of the cluster. The signal is therefore thought to be strongest in massive, hot, strongly accreting clusters. The same γ-ray emitting CREs are also expected to generate an inverse-Compton ring in hard X-rays (Kushnir & Waxman 2010 ), a synchrotron ring in radio frequencies Keshet et al. 2004a,b) , and an optical inverseCompton ring (Yamazaki & Loeb 2015) . These rings should coincide with a cutoff on the thermal SunyaevZel'dovich (SZ) signal, marking the pressure drop beyond the shock (i.e. at larger radii; Kocsis et al. 2005) .
Once the energy accretion rateṀ T of the cluster has been determined, for example using an X-ray-calibrated isothermal β-model, its γ-ray signature depends on a single free parameter, namely the CRE acceleration efficiency ξ e , defined as the fraction of downstream energy deposited in CREs. As high-energy CREs are short lived, the γ-ray signal should reflect their spatially-and temporally-variable injection rate. Locally, the signal thus depends on the single free parameter ξ eṁ , wherė m ≡Ṁ /(M H) is the dimensionless mass accretion rate and H is Hubble's constant.
A promising target in the search for such a signal is the Coma cluster, as it is nearby, hot, massive, and in the low-foreground region near the north Galactic pole. An analysis (Keshet et al. 2017 ) of a ∼ 220 GeV VERITAS mosaic of Coma (Arlen et al. 2012) found evidence for a large-scale, extended γ-ray feature surrounding the cluster. The signal is best described as an elongated, thick, elliptical ring, with semi-minor axis coincident with the cluster's virial radius, oriented towards the LSS filament connecting Coma with Abell 1367. The signal is seen at a nominal 2.7σ confidence level, but there is substantial evidence that it is real. This includes a higher, 5.1σ significance found when correcting for the observational and background-removal modes, indications that an extended signal was indeed removed by the background model, correlations with synchrotron and SZ tracers, good agreement (3.7σ) with the simulated ring of the cluster, and the absence of extended signal tracers in other VERITAS mosaics. Interpreting the signal as a virial shock would imply ξ eṁ ≃ 1%, to within a factor of a few.
Various other attempts to measure the γ-ray signal from Coma have failed, largely because it is difficult to reach the combined high sensitivity, controlled foreground, good resolution, and high -yet not too high -energy, set by VERITAS. For example, broad band, > 100 MeV analyses (Zandanel & Ando 2014; Prokhorov 2014) of the Fermi Large Area Telescope (LAT; henceforth) data found no excess emission from Coma, placing upper limits ξ i < 15% on CRI acceleration and ξ e < 1%, and questioning spectrally flat emission matching the VERITAS signal. However, at these low energies, the point spread function (PSF) is prohibitively large (Atwood et al. 2013) , with 68% (95%) containment exceeding 5
• , far beyond (exceeding 13
• , an order of magnitude above) the 1.3
• virial radius. In addition, such upper limits are sensitive to the morphology of the modeled signal, which is not well-constrained by the observational mode that generated the VERITAS mosaic. Moreover, an extended LAT signal around Coma was eventually reported (Ackermann et al. 2016) , partly overlapping the virial radius. This signal, still below the threshold needed to claim LAT detection, is consistent with the VERITAS signal when correcting for the larger extent of the latter.
An alternative approach is to boost the virial shock signal by stacking the data of many different clusters. By correlating the EGRET data with 447 rich (R ≥ 2) Abell clusters, a possible association of γ-ray emission with clusters was reported (3σ confidence level; Scharf & Mukherjee 2002) . In comparison with source number counts computed analytically and numerically (Keshet et al. 2003) , it correspond to an averageṁξ e ≃ 4%. However, the morphology of the signal is unclear due to the low resolution of EGRET, and its association with virial shocks is unlikely given the strong signal and the low typical mass (∼ 10 13 M ⊙ ) of the clusters in the sample. A subsequent search (Reimer et al. 2003) for a correlation between EGRET data and 58 X-ray bright clusters showed no signal. Later attempts to stack the higher sensitivity, better resolved LAT data (Reimer et al. 2003; Ackermann et al. 2010 Ackermann et al. , 2014 Huber et al. 2013; Prokhorov & Churazov 2014; Zandanel & Ando 2014; Griffin et al. 2014) failed to identify a diffuse signal, thus questioning the validity of the Scharf & Mukherjee (2002) results.
LAT data for a sample of 50 clusters did suggest (2.7σ) excess emission from the core regions, but this was identified as emission from unknown (at the time) point sources in three individual clusters (Ackermann et al. 2014) . Stacking 55 X-ray bright clusters on the same angular scale indicated (4.3σ) excess γ-rays emission from the central r = 0.25
• radius of the clusters, but this was attributed to emission from active galactic nuclei (AGN; Prokhorov & Churazov 2014) . Stacking 78 rich clusters on the same distance scale placed an upper limit 2.3 × 10 −11 s −1 cm −2 on the (0.8 − 100) GeV flux (95% confidence level; Griffin et al. 2014) , but the 2 Mpc resolution used is comparable to the typical virial radius of the clusters, and the limit pertains to r < 2 Mpc, insufficient for an elliptical shock. Correlations were reported between LAT data and three different galaxy cluster catalogs (at ∼ 2.7-5.0σ confidence levels; Branchini et al. 2017) , corroborated by stacking the γ-rays on a fixed angular scale; however, these signals pertain to relatively high, z ∼ 0.2-0.4 redshifts, extend to large, few 10 Mpc scales far beyond the virial radius, and probably reflect a population of AGN and star-forming galaxies.
We stack the LAT γ-ray emission from galaxy clusters, specifically targeting the virial rings. Cluster virial radii span a wide range of angular and spatial scales; a ring signal would be smeared out by stacking data on either scale. Hence, unlike previous studies, we stack the data of each cluster normalized to its virial radius. We also utilize the nearly flat spectrum, by co-adding the independent photon counts in different energy bands. The resulting high sensitivity is sufficient for picking up a ring signal at the expected position of the virial shock. In addition, we find a hard unresolved signal from the center of the clusters, likely to arise from faint AGN.
The paper is organized as follows. In §2 we describe the preparation of the LAT data and the cluster sample used in this work. The data stacking procedure is detailed in §3, where it is shown to robustly reveal both a peripheral signal and a central signal. The peripheral signal is modeled as leptonic emission from the virial shock in §4. The central signal is modeled as emission from point sources, and combined with the ring model in §5. The results are summarized and discussed in §6. We introduce our β model-based analysis of virial shock and AGN emission in Appendix §A. Some convergence and consistency tests are demonstrated in Appendix §B, and the performance of our energy co-addition method is tested in §C. The parameters of our sample clusters are provided in §D.
We adopt a flat ΛCDM cosmological model with a Hubble constant H 0 = 70 km s −1 Mpc −1 and a mass fraction Ω m = 0.3. Assuming a 76% hydrogen mass fraction gives a mean particle massm ≃ 0.59m p . Confidence intervals quoted are 68% for one parameter; multiparameter intervals are specified when used.
DATA PREPARATION
We use the archival, ∼ 8 year, Pass-8 LAT data from the Fermi Science Support Center (FSSC) 3 , and the Fermi Science Tools (version v10r0p5). Pre-generated weekly all-sky files are used, spanning weeks 9-422 for a total of 414 weeks (7.9 yr), with SOURCE class photon events. A zenith angle cut of 90
• was applied to avoid CR-generated γ-rays originating from the Earth's atmospheric limb, according to the appropriate FSSC Data Preparation recommendations. Good time intervals were identified using the recommended selection expression (DATA QUAL==1) and (LAT CONGIF==1). The resulting sky map is shown in Figure 1 .
Sky maps were discretized using a HEALPix scheme (Górski et al. 2005) of order N hp = 10, providing a mean ∼ 0.057
• pixel separation. This is sufficient for analyzing virial rings of 0.2
• scales with each pixel approximated as a point. This 0.2
• scale, in turn, is chosen according to the high-energy PSF of the LAT (68% containment angle at E 10 GeV; Atwood et al. 2013) . Sensitivity tests are presented in Appendix §B; in particular, our results change modestly when lowering the HEALPix order to N hp = 9, and are converged for N hp > 9.
Event energies were logarithmically binned into N ǫ = 4 energy bands in the (1-100) GeV range. Point source contamination was minimized by masking pixels within the 95% containment area of each point source in the LAT 4-year point source catalog (3FGL; Acero et al. 2015) . In order to reduce the Galactic foreground, we mask the |b| < 20
• latitudes, near the γ-ray bright Galactic plane.
We stack the LAT data around a sample of clusters selected from the Meta-Catalog of X-ray Clusters (MCXC; Piffaretti et al. 2011) . In addition to the location of each cluster on the sky and the cluster mass M 500 , the catalog specifies the redshift z and radius R 500 of each cluster, so the corresponding angular radius θ 500 can be computed. Here, δ = 500δ 500 is the over-density parameter, defining a radius r δ and an enclosed mass M δ , such that the mean enclosed mass density M δ /[(4π/3)r 3 δ ] is higher by a factor of δ than the critical mass density ρ c (z) of the Universe at redshift z; the value of δ is used as a subscript for r, M , and δ itself.
In order to construct an optimal sample of clusters for a γ-ray ring search, we apply the following cuts to the catalog, selecting only clusters that satisfy all of the following criteria.
1. Massive clusters: a mass M 500 > 10 13 M ⊙ enclosed within R 500 . A sub-sample of massive, M 500 > 10 14 M ⊙ clusters, where the signal is expected to be stronger, is also prepared.
2. Resolvable ring: an angular radius θ 500 > 0.2
• , chosen according to the high-energy LAT PSF.
3. Avoiding the Galactic plane: clusters located sufficiently far from the Galactic plane, with latitude
4. Avoiding contamination by point sources: a distance of at least 1.8
• (the 95% containment angle at 1 GeV) from any 3FGL point source.
5. Avoiding excessively extended, bright clusters: we avoid the 4 clusters with θ 500 > 0.5 • , which are too bright and too extended for our analysis. In particular, the γ-ray foreground estimation (see §3) around such clusters would be sensitive to the method used. Our results are rather robust to small changes in these criteria. Specifically, we verify that the results vary only little when changing the latitude cut of the cluster sample in the range 15
• -25
• , the θ 500 minimal cut in the range 0.15
• -0.25 • , the containment fraction used for point source avoidance in the range 93%-96%, and changing the θ 500 maximal cut down to 0.4
• (thus removing nine more clusters). We also confirm that the results are robust to changes in the masking latitude of the LAT data in the range 15
• -20
• , and that its proximity to the latitude cut on the cluster sample is inconsequential.
Out of the 1743 clusters in the MCXC catalog, the above cuts leave only 112 clusters, listed in Table 2 . The locations and (over-sized, for illustrative purposes) spatial extents of these clusters are shown as circles in Figure  1 , superimposed on the (1-500) GeV LAT sky map.
Note that the Coma cluster is removed from our sample due to the last cut, so our analysis is independent of the preliminary γ-ray signal already suggested by VERITAS and LAT data.
STACKING ANALYSIS
Cluster virial shocks are expected to form at radii R s near or beyond R 200 ≃ 1.6R 500 . Numerical simulations suggest (Keshet et al. 2004a , equation 4) a mean shock radius R s ≃ 2.8R 500 , reflecting elliptical shocks spanning a typical range (1.9-3.8)R 500 . The preliminary, VERI-TAS signal in Coma (Keshet et al. 2017 ) shows a semiminor axis ∼ R 200 , and matches the simulated cluster (Keshet et al. 2003) if the latter is slightly downscaled. Accordingly rescaling the simulation (as in Keshet et al. 2017) would imply a mean shock radius R s ≃ 2.4R 500 , covering a typical range (1.6-3.2)R 500 . We choose to search for the virial shock signal in this radial range.
In terms of (proper) spatial scales, virial shocks span a wide range of radii, due to the diversity in cluster parameters. The radial dispersion is even more severe in terms of angular scales, due the wide range of cluster distances. Therefore, unlike previous studies, we stack the data on the same scaled radius, defined as τ ≡ r/R 500 . The preceding discussion suggests that our scaled (henceforth), stacked map should show a ring in the vicinity of τ ≃ 2.4. The corresponding stacked radial plot -based on bins in the form of scaled concentric rings about the centers of the clusters in the sample -should show a peak around a similar τ value.
Consider first the radial binning. The energy flux of the radially stacked data is shown in Figure 2 , for each of the four logarithmically spaced energy bands. Beyond the clusters, at τ 4, the mean flux becomes approximately constant, reflecting the Galactic foreground and the weaker, unresolved extragalactic background. As the Galactic foreground dominates at the energies we consider, and for brevity, we henceforth refer to this smooth γ-ray signal as the foreground. Inside the clusters, at τ 3, and especially near their centers, there is an evident signal exceeding the foreground. The foreground, after point sources and the Galactic plane were masked in §2, varies mainly on scales much larger than the anticipated, τ ∼ 2.4 extent of the cluster signal. Therefore, this remaining foreground can be accurately approximated using a polynomial fit on large scales. For each cluster, we thus consider a large, 0 < τ < τ max = 15 disk region around its center, and fit the corresponding LAT data by an order N f = 4 polynomial in the angular coordinates τ x and τ y . This is done separately for each of the four energy bands.
For each cluster c, each photon energy band ǫ, and each radial bin centered on τ with width ∆τ = 0.5, we now define the excess emission ∆n ≡ n − f as the difference between the number n of detected photons and the number f of photons estimated from the fitted foreground. The stacked flux corresponding to this excess emission is plotted as the lower symbols (connected by dot-dashed lines) in Figure 2 .
Convergence and sensitivity tests for the foreground estimation and binning procedures are demonstrated in Appendices §B and §C. Overall, we find that our results are robust even under significant changes to the polynomial fit order N f > 1 and to the angular extent τ max > 6 of foreground estimation, are converged for HEALPix order above 9, are well-behaved for variations in ∆τ , and are converged for splitting the energy range to various N ǫ > 1 bands.
The significance of the excess emission in a given cluster c, energy band ǫ, and radial bin τ can be estimated, assuming Poisson statistics with f ≫ 1, as
Note that this estimate is undefined in regions where the foreground fit f erroneously becomes non-positive. However, these region are very rare; they appear only in the highest energy, photon-sparse band, and even there they constitute only 0.3% of the radial bins. Next, we stack the data over the clusters in the sample. To examine the robustness of our analysis and possible biases by a large number of photons arriving from a few high-foreground or bright clusters, or from a high significance signal arriving from a few low foreground clusters, we define two different methods to compute the significance of the signal stacked over clusters.
The first, more standard method is photon co-adding. Here, at a given radial bin and energy band, we separately sum the excess photon count and the foreground photon count over the N c clusters. The stacked significance is evaluated as the ratio between the stacked excess and the square root of the stacked foreground,
The second method is cluster co-adding. Here, at a given radial bin and energy band, we co-add the significance ν σ,c of Eq. (1) over the N * c (ǫ, τ ) clusters for which it is defined (i.e. where f c > 0),
This method attributes an equal weight to each cluster, and so prevents a few photon-rich clusters from dominating the stacked signal. On the other hand, it is more sensitive to noise from faint foreground regions. These two stacking methods lead to two different estimates of the radially binned, cluster-stacked significance profile ν σ (ǫ, τ ). Both results are presented in Figure 4 , for each of the four photon energy bands ǫ, as a function of τ . As the figure shows, the two methods qualitatively agree with each other, although they do differ in a handful of bins by up to ∼ 1σ.
The virial shock signal is expected to show a nearly flat power-law spectrum, with approximately equal energy per logarithmic energy bin. Hence, one may boost the signal using a weighted co-addition of the independent signals in the different energy bands. These weights could be chosen to reflect the harder spectrum of the anticipated signal relative to the foreground, the much larger PSF at low energies, and the poor photon statistics at high energies. For simplicity, here we co-add the N ǫ = 4 logarithmic energy bands with equal weights,
Here and below, the vector ǫ indicates the co-addition of energy bands, while index ǫ pertains as above to a given energy band. Traditionally, stacking analyses examine one or a few wide energy ranges without co-addition, instead of splitting events into several energy bands and co-adding the signals in the different bands. Our method of energy coaddition is shown in Appendix §C to be advantageous for our purpose, as it boosts signals with a power-law spectrum close to being flat, while suppressing the lowenergy photon noise that limits the alternative, single energy range method. Although some spectral information is lost by the coarse energy-binning of our method, it has the advantage of furnishing a robust, energy-dependent foreground determination.
The significance of the energy co-added signal, computed according to Eq. (4) after radial binning and cluster stacking, is presented in Figures 5 and 3 . To gauge the effect of cluster mass, we split the full (10 13 -10 15 )M ⊙ mass range into four logarithmic bins, shown in Figure 5 . Figure 3 shows the signal stacked both over all (M 500 > 10 13 M ⊙ ) clusters in our sample (left panel) and over only the 57 most massive, M 500 > 10 14 M ⊙ clusters (right panel). Cluster stacking is shown for both photon co-addition and cluster co-addition, again revealing only small differences comparable to those in Figure 4 . Figure 3 indicates two high significance (> 4σ) peaks, i.e. two bins in which ν σ (τ ) > 4: one in the central regions of the clusters ([0-0.5]R 500 ), and one in the cluster peripheries ([2.0-2.5]R 500 ), near the expected radius of the virial shock. This conclusion is not sensitive to the details of our analysis, with the two peaks remaining significance under variations in the analysis parameters (N hp , ∆τ , τ max , and N f ; see §B), and in the energy binning parameter (N ǫ > 1; see §C). In the massive cluster sample, the central signal appears slightly less significant, whereas the peripheral signal is slightly more significant.
The two signals are highly significant both when coadding photons and when co-adding clusters. Both methods attribute a very similar significance to the peripheral signal, indicating that it is generated by the cumulative contribution of many (> 15) clusters in the sample, rather than being dominated by few bright clusters. The two methods slightly differ in the significance they attribute to the central signal, indicating that although this signal too arises from many clusters, some low foreground or bright point sources (in massive clusters, according to the right panel of Figure 3 ) contribute significantly. This behavior is indeed confirmed by the individual cluster contribution to the two signals, depicted in Figure 6 .
Repeating the analysis with square bins in the τ x -τ y plane, rather than with radial τ = (τ
1/2 binning, yields an image shown in Figure 7 . Here we use the same ∆τ pixel size, and stack clusters using photon co-addition due to the low foreground per pixel. To avoid foreground gradients from accumulating and contaminating the result, we randomly rotate the LAT data around the center of each cluster before binning and co-adding.
The brightest pixel in the resulting map is the central (τ x = τ y = 0) bin, corresponding to the central emission seen in Figure 3 . In contrast, the peripheral signal seen in Figure 3 arises from many pixels distributed within a 2 < τ < 2.5 ring (between the dashed circles in Figure 7) around the central pixel, so this signal is difficult to discern by eye in the full map (left panel of Figure  7 ). Folding the map onto one quadrant (right panel) enhances the significance by a factor of ∼ 2, sufficient in order to render the signal evident, in the form of a concentric ring about the centers of the clusters.
In order to validate the foreground-based significance estimation and to examine possible systematic biases, we prepare and analyze a large number (N mock = 2000) of mock cluster catalogs. In each mock catalog we use the exact same cluster masses and angular radii θ 500 as those in the true sample, but place the mock clusters in random yet constrained locations on the sky. The constraints assure that the mock clusters satisfy the cut criteria outlined in §2, avoiding the Galactic plane and point source contamination in the same way as the real clusters do.
For a large enough mock sample, well-behaved data, and a good foreground determination, one expects the significance of the excess counts to converge on a mean ν σ → 0 and a variance Var(ν σ ) → 1. Such behavior, and higher moments of the mock catalog that follow a normal distribution, would support the interpretation of the nominal significance as drawn itself from a normal distribution.
The 1σ band of the mock clusters is shown in Figures 2-3 as thin lines. The mean ν σ of the mock catalogs is seen to deviate from zero by no more than 0.1, revealing no large systematic bias. The Var(ν σ ) of the mock catalogs deviates appreciably from unity only beyond τ ≃ 12, suggesting that out to this large radius our significance estimates are reliable. This is further supported by confirming that the mock significance approximately follows a normal distribution out to the ±3σ confidence level, as shown in Appendix §B.
LEPTONIC RING EMISSION
The peripheral, 2 < τ < 2.5 signal corresponds, according to Figures 3 and 7, to a ring-like signature at the projected, mean radius
consistent with the estimated position of the virial shock. The properties of the stacked signal -position, ring morphology, and, as we shall see below, also brightness and spectrum -match those expected from the inverseCompton scattering of CMB photons by CREs accelerated in the virial shock, as discussed in §1. Figure 3 . Significance of the excess γ-ray counts co-added over the four energy bands over the foreground, as a function of τ , stacked over the full cluster sample by photon co-addition (blue circles with solid lines to guide the eye) and by cluster co-addition (red rectangles with dashed lines to guide the eye). The results are shown either the full cluster sample (left panel, M 500 > 10 13 M ⊙ ) or the massive cluster sample (right panel, M 500 > 10 14 M ⊙ ). The 1σ extents of the mock catalogs are shown (thin lines) for photon co-addition (solid blue curve) and for cluster co-addition (dashed red). Also shown are the simulated signals for the best fit leptonic ring model (ξe = 0.13%; green diamonds with dotted lines to guide the eye) and the combined, AGN and ring model (ξe = 0.14%, Lp = 1.34 × 10 41 erg s −1 ; black triangles with dotted lines to guide the eye). The significance equivalent values from the TS are shown using a model with the central signal masked (magenta dash-dotted line) or modelled (orange dash-dotted line). The signal stacked over the entire cluster sample and over the four energy bands is detected at this position at a nominal significance of ∼ 4.2σ, i.e. ν σ (2 < τ < 2.5) ∼ 4.2. However, as discussed in §3, the exact location of the virial shock is uncertain. While the mean shock radius is expected to be ∼ 2.4R 500 , we should consider radii in the range (1.5-3.0)R 500 as plausible. Accordingly correcting for trial factors ('look-elsewhere' effect) thus reduces the detection significance to ∼ 3.9σ. As expected, in the massive (M 500 > 10 14 M ⊙ ) sub-sample the signal becomes more significant; nominally ∼ 4.5σ, lowered by trial factors to ∼ 4.3σ. Note that we have not optimized the catalog cuts and other analysis parameters for the detection of the signal; for example, one may obtain ν σ ≃ 5.1 by tuning the catalog cuts (θ 500 > 0.207 and M 500 > 1.32 × 10 14 M ⊙ , before trial factor corrections). In order to interpret the signal in physical terms, and to estimate its significance realistically, one should consider its radial profile and energy dependence, as well as its correlations with the cluster parameters. We focus here on the peripheral signal, deferring a combined analysis of both central and peripheral signals to §5. Hence, here we mask the centers of the clusters by considering only their external, τ > 1.5 regions. To proceed, we introduce a model for the leptonic γ-ray emission from the virial shock.
A simple model, based on a spherical, isothermal, β-model gas distribution, is presented in Appendix §A. Once the gas distribution in a cluster has been determined -here using the tabulated β-model parameters based on its X-ray signature -the leptonic model essentially has only one free parameter: the CRE acceleration (ǫ)), after photon and energy co-addition, in the normalized τx-τy plane centered on the clusters (left panel), and in this plane folded onto one quadrant (right panel). The dashed circles show the τ = 2 and 2.5 values bounding the peripheral signal seen in Figure 3 . Folding to a quadrant is already sufficient to make the ring apparent. Note that the highest significance pixel in the both panels lies at the very center of the clusters.
efficiency, ξ e .
However, projecting the non-spherical virial shocks in numerical simulations onto a spherical model, as discussed in §3, does not sharply constrain the shock radius. Hence, here we consider the normalized virial shock (subscript v) radius, τ v , to be a second free parameter. Nevertheless, one should bare in mind that τ v is not an entirely free parameter, previously estimated to approximately equal 2.4, to within ∼ 30%. We do not incorporate this knowledge into our estimated significance, leaving it as a qualitative test of the model.
We neglect possible variations in the (already normalized) parameters ξ e and τ v among the different clusters. We also assume that the shock is sufficiently strong such that the spectrum of CREs injected at the shock is flat, i.e. approximately a power-law of index
as inferred from diffusive shock acceleration (DSA) theory and from SNR observations. We revisit and critically test this spectral assumption further below. In order to measure the parameters ξ e and τ v and their uncertainty, and to accurately determine the significance of the ring signal, one must take into account the PSF corrections, the signal and foreground photon statistics, and the correlations that are induced by cuts in the map, by masked pixels, and by our different methods of stacking. We do so using Monte Carlo simulations based on mock cluster catalogs similar to those described in §3.
For a given choice of ξ e and τ v values, we simulate the LAT data that would arise from leptonic emission in the virial rings around the clusters of a mock catalog. The resulting mock photon counts are then injected into the real LAT data, and the result is analyzed with the same pipeline used to study the real clusters in §3. We repeat this for N mock catalogs, and for a large set of {ξ e , τ v } values. The resulting distribution of χ 2 values is then used to measure the model parameters and to quantify the signal significance. We find that the choice N mock = 10 provides an adequate compromise between run time and accuracy.
Each mock cluster corresponds to a real cluster in our sample, and is assigned with the same parameters. Out of the 112 clusters in our MCXC-based sample, 44 clusters have been fit with a β-model, such that the density profile index β and the temperature T of the gas are approximately determined. In these clusters, the γ-ray flux of the virial shock can be estimated directly, as (see Eq. (A14))
where z is the redshift,
1/2 is the ratio between the Hubble constant at redshift z and its present day value, and we defined normalized parameters η ≡ β/(2/3), ξ e,1 ≡ (ξ e /1%), T 5 ≡ (k B T /5 keV), and θ 0.2 ≡ (θ 500 /0.2
• ). Notice that this result is independent of the actual position of the shock. Hence, we can measure ξ e and τ v nearly independently, with little correlation between the uncertainties of the two.
In clusters with an unknown T , we use the masstemperature relation (Eq. (A4)) implied by hydrostatic equilibrium to compute the flux, as (see Eq. (A16))
where we defined M 14 ≡ M 500 /10 14 M ⊙ . In clusters with an unknown β, we adopt the mean value β ≃ 0.55 inferred from the other clusters in the sample.
The modelled (typically, fractional) number of mock photons are injected in each bin by assuming that they arise from a flat energy spectrum of CREs radiating all their energy, such that the spectrum of photons emitted from the virial shock is a power law of index
The result is then convolved with the energy-dependent PSF of the LAT, as determined in Pass-8 (Atwood et al. 2013) . A maximal likelihood (minimal χ 2 ) analysis is used to calibrate the model and estimate the uncertainties in the parameters. First, for given ǫ bin, τ bin, and mass bin M, we compute the χ 2 of the excess counts ∆n c (ǫ, τ, M) in the real sub-sample, with respect to the model prediction µ c (ǫ, τ, M), both quantities photon-co-added over the clusters c in the mass bin,
The likelihood L is then related to the sum over all spatial bins, mass bins and energy bands, as
The results of the likelihood analysis are presented in Figure 8 . The best-fit values and one-parameter confidence intervals are listed in Table 1 . The best fit ξ e and τ v values are plotted in Figures 9 and 10 , respectively, as a function of mass. We analyze four alternative choices of mass binning, as shown in Figures 8-10 : (i) the entire cluster sample as a single mass bin (solid curves); (ii) the massive (M 500 > 10 14 M ⊙ ) sub-sample as a single mass bin (dotted curve) (iii) the entire sample, cluster co-added (dashdot curve); and (iv) the entire sample, divided into four equal logarithmic mass bins and then co-added (dashed curves). Overall, these methods are consistent with each other; even the most sensitive (third, cluster co-adding) method is consistent with the others within 2σ.
The fourth method, co-adding mass bins, provides a compromise between the ill-defined (i.e. negative) foreground in two clusters that distorts the (single) cluster co-addition, and the washed out mass-dependence (due to the separable measured and modeled sums in Eq. (10)) within a wide mass bin. Its results are more robust, yet in broad agreement with the other mass binning choices. Therefore, we choose this mass co-addition approach as our nominal mass binning method. The significance values obtained in this method, from mock catalogs with the best-fit model parameters, are thus chosen as those presented (as diamonds) in Figures 4-3 .
As Figures 4-3 show, the simulated model signal exhibits a smooth, tilted 'S' pattern, at radii beyond the cluster region. This pattern, typically showing a negative (positive) significance in the 3 τ 9 (9 τ 14) region, persists over different energy bands and mass bins. Importantly, the measured signal too is seen to roughly follow the same gradual pattern. Indeed, this pattern arises as our smooth foreground removal method is itself modified by the localized signals. We further test this effect in Appendix §B, to examine if the signals can be reliably inferred in spite of their influence on their own estimated foreground. Overall, we find that our method is conservative, underestimating the significance of the signals for foreground orders N f ≥ 2, and that the resulting mock significance estimates are normally distributed with a mean ν σ ≃ 0 and variance Var(ν σ ) ≃ 1 for N f ≥ 4.
As Figures 4-3 show, the model under-predicts the peripheral, 2 < τ < 2.5 signal. This is caused by the model failing to nicely fit the entire, τ > 1.5 range. Indeed, if we use only the 2 < τ < 2.5 bin in the fit (assuming, say, τ v = 2.4), then the best fit ξ e increases by (25-50)%. The main difficulty in the extended fit is to account for the observed narrow (in τ ) peripheral signal, as geometric effects tend to broaden the modelled ring emission.
To further test the significance of the ring, we use the test statistics (TS; Mattox et al. 1996) , defined as
where subscript − (subscript +) refers to the likelihood Figure 9. The best fit ξe values as a function of cluster mass (green circles with solid error bars). The two smaller mass bins were co-added in order to achieve reasonable statistics. Also shown are the best fit ξe values for the four mass-binning methods, as shown in Figure 8 , with the same notations.
without (with) the modelled signal, maximized over any free parameters. For the four different methods of mass binning, we obtain: (i) for the entire cluster sample, TS ≃ 15.7. This is equivalent, assuming a χ 2 distribution with two free parameters, to a ∼ 3.5σ detection; (ii) for the massive sub-sample, TS ≃ 26.7, equivalent to a ∼ 4.8σ detection; (iii) for the cluster co-added sample, TS ≃ 17.8, a ∼ 3.8σ detection; and (iv) for the nominal, four co-added mass bins, TS ≃ 24.6, a ∼ 4.6σ detection. Recall that we have not tuned the cuts on the sample, which would then give an even higher significance. The TS-equivalent significance values (assuming one free parameter) as a function of the shock scaled radius are presented in Figure 3 .
The above model assumes that the spectrum of the virial ring is flat, s v = −2. The small values of χ 2 + achieved in the fits support the plausibility of this as- sumption. To further study the spectrum, Figure 11 shows the photon co-added excess energy flux, ǫF ǫ , in the ring (2 < τ < 2.5) bin. The cluster co-added results (not shown) are not significantly different. Although the nominal spectrum may seem hard, this arises from the energy dependence of the LAT PSF. This effect can be seen by noting the similarly hard spectra inferred by simulating the s v = 2 models, as shown in the figure. Conversely, using the results of the model, we can determine for each energy band the ratio between the injected model flux and the simulated flux projected by the analysis method. These ratios allow us to invert the systematic -in particular PSF -effects and thus estimate the real flux arriving at the LAT. Its spectral index is best-fit by s v ≃ −2.23 ± 0.23. While possibly slightly soft, this fit is consistent within 1σ with the predicted flat spectrum.
More rigorously, we perform a three-parameter fit, similar to the one presented in Figure 8 , but adding s v as a Spectrum of the measured (including energydependent PSF effects) ring signal. The photon co-added logarithmic energy flux in the ring (2 < τ < 2.5) bin is plotted against photon energy (blue circles with solid error bars). Simulated fluxes are shown for flat (sv = 2) spectrum models inferred from the full τ > 1.5 range (best fit ξe = 0.13%; green diamonds with dashed error bars), and from the ring bin only (ξe = 0.17%; black triangles with dashed error bars).
third free parameter. This gives similar results (see Table 1) , with a spectral index s v ≃ −2.09 +0.25 −0.08 . This spectrum again seems slightly soft, but is consistent within 0.4σ with the predicted flat spectrum. Note. -Parameters in boldface are not a result of the fit. Columns: (1) Range of normalized (to R 500 ) radial bins τ used in fit; (2) logarithmic mass bins used in one of the four methods: merged bins are dash-separated, co-added mass bins are coma-separated, and no mass bins are used for single-cluster coaddition; (3) electron acceleration efficiency, in 1% units; (4) normalized (to R 500 ) shock radius; (5) spectral index of ring emission; (6) AGN Luminosity in the emitted (1-100) GeV range, in 10 40 erg s −1 cm −2 ; (7) spectral index of the AGN; (8) χ 2 value of the fit; (9) TS of adding the ring model signal (and the equivalent significance values in parenthesis; 1-3 free parameters); (10) TS of adding the AGN model signal (and the equivalent significance values in parenthesis; two free parameters).
INCORPORATING THE CENTRAL SIGNAL
Next, we focus on the centrally peaked signal (subscript p, henceforth), found to arise mostly -and in high energy bands, where the PSF is small, entirelyfrom the τ < 0.5 bin. This signal is detected at a nominal significance of 7.1 (6.1σ) in the cluster co-added (photon co-added) method.
There are three main classes of models for the anticipated γ-ray emission from the central parts of galaxy clusters.
A guaranteed contribution arises from point
sources, mainly AGN, residing in the central parts of galaxy clusters. Bright γ-ray point sources have been cataloged and masked from the analysis, but a faint population must still be present.
2. Diffuse emission from hadronic γ-rays, arising mainly from the decay of neutral pions, π 0 → γ +γ. These pions, in turn, are produced mainly in inelastic collisions between CRIs and the ambient gas, through p + p → π + X reactions, where X is a combination of particles.
3. Dark matter annihilation or decay, which are typically predicted to give a diffuse signal.
Among these candidate sources, only AGN have been confirmed as detected thus far (e.g., Prokhorov & Churazov 2014; Branchini et al. 2017) .
The central signal is most likely dominated by the γ-ray emission from point sources -most of them probably being faint γ-ray AGN -lying near the centers of the clusters. This is supported by the following evidence.
1. The central emission is consistent with being pointlike, rather than diffuse. Indeed, it is unresolved in the high energy bands, where the PSF is small. This is inconsistent with most models for diffuse emission of hadronic or dark matter origins.
2. The emitted spectrum of the signal is found to be hard, as shown below and in Table 1 ; the best fit spectral index is s p = 1.56
−0.23 . This is again inconsistent with the flat emission from pion decay (by ∼ 2.4σ), and with many dark matter models, but is consistent with AGN γ-ray emission, in particular high synchrotron peak (HSP) BL Lacs (Abdo et al. 2009; Ackermann et al. 2015) .
3. Four out of the five clusters with the most significant, ν σ (ǫ) > 4 signal in the central bin (see Figure  6 ) are indeed known to harbor an AGN in their center: A3880 (Sun 2009 ), A3112, A3581 (Mittal et al. 2009 ), and A3744 (Worrall & Birkinshaw 2014) ; the fifth cluster, RXC J2104.9-5149, is not well studied.
As a sanity check, we examine the three clusters previously identified (Ackermann et al. 2014 ) in a stacking analysis as showing significant γ-ray emission that probably originates from undetected point sources. Of the three, A3112, whose excess emission coincides with the cluster's brightest cluster galaxy (BCG) PKS 0316-444 (Ackermann et al. 2014) , is also identified in our analysis, as the second most significant central peak. (The cluster with the most significant peak, A3880, was not included in Ackermann et al. (2014) .) Of the other two, A400 and A1367, the point source near A400 was already included in 3FGL, so the cluster was removed from our sample, and A1367 is too extended (θ 500 > 0.5 deg), and so excluded from our sample as well.
In the point source interpretation, a fraction of the clusters in our sample harbor an unresolved point source in their center, with a mean energy flux ∼ 10 −13 erg s −1 cm −2 per cluster in the 100 MeV-100 GeV band. As a sanity check, we note that such sources are too faint to be detected individually by the LAT. Indeed, the energy flux detection limit of point sources in the 3FGL (Acero et al. 2015) catalog is > 2×10 −12 erg s −1 cm −2 in this energy band, more than an order of magnitude brighter than the mean sources in our sample.
Our model for γ-ray emission from point sources is outlined in Appendix §A. The model assumes a non-diffuse source of scale ≪ 0.5R 500 , with a power-law spectrum in our (1-100) GeV range, but does not invoke any a-priori dependence of the source emission upon the host cluster properties. There are two free parameters in this model: the source luminosity L p in the emitted (not redshifted) (1-100) GeV band, and the photon spectral index s p . We refer to this as our AGN model, although the underlying assumptions are not unique to AGN; alternative non-extended sources with a similar spectrum are possible.
The two AGN model parameters, along with the two free parameters of the leptonic ring emission, span a fourdimensional parameter space. In this analysis (unlike in §4) we use all spatial bins. The results of the likelihood analysis are presented in Figure 12 , and the best-fit values and confidence intervals are listed in Table 1 . The significance arising in this method from mock catalogs with the best-fit model parameters are presented (as black triangles) in Figures 4-3 . Incorporating the central signal in the model has a very small effect on the determination of the ring model parameters, as can be seen in Table 1 , and by comparing the two panels in Figure 8 . The right panel in Figure  8 shows the two-parameter confidence intervals of the two ring-model parameters, in a best-fit slice through the four-dimensional space spanned by the parameters of the combined, ring and point source, model. This is the combined model generalization of the ring-only model in the left panel of Figure 8 , so the agreement between the two panels indicates that the ring parameter determination is indeed robust. Of the four mass binning methods shown in these figures, only the cluster co-addition method significantly deviates from the rest, and is affected by including the central signal; as previously stated, this is the least robust and most noise-sensitive method of the four. But even here, ξ e deviates by no more than a factor of 2, and τ v by only ∼ 20%.
Using this combined, AGN and ring, model, we may use the test statistics to quantify the detection significance of the point source emission and of the ring emission, separately or together. Below, the TS values stated for each component pertain to the difference in minimal χ 2 between the combined model, and the model without this component.
For the AGN, using the entire cluster sample as a single mass bin yields TS AGN ≃ 50.7. This is equivalent, assuming a χ 2 distribution with two free parameters, to a ∼ 6.8σ detection. Using the massive sub-sample as one mass bin does not improve the fit, indicating that point source are abundant at low mass clusters. The nominal, four mass-bin co-addition gives TS AGN ≃ 39.2, equivalent to a ∼ 5.9σ detection. Interestingly, the cluster co-addition method gives a very high, TS AGN ≃ 234, corresponding to a > 15σ detection. This suggests that the central signal matches the model estimate on a clusterby-cluster basis.
For the ring emission, using the entire cluster sample as one mass bin gives TS ring ≃ 15.6. This is equivalent, assuming a χ 2 distribution with two free parameters, to a ∼ 3.5σ detection. Using the massive sub-sample as a single mass bin gives a higher, TS ring ≃ 24 value, a ∼ 4.6σ detection, consistent with the more significant ring emission from massive clusters. The nominal, massbin co-addition gives TS ring ≃ 39.0, corresponding to a ∼ 5.9σ detection. The TS-equivalent significance values (assuming one free parameter) as a function of the shock scaled radius are presented in Figure 3 . The elevated significance of mass co-addition, with respect to a single bin, reflects the good fit of the model to the expected mass behavior of virial shock emission. This is further demonstrated by the cluster co-addition method, which as in the AGN case gives a very high, TS ring ≃ 129, corresponding to a > 11σ detection. One may also determine the significance of any γ-ray signal being associated with the galaxy clusters in our sample. Using the entire cluster sample as one mass bin, TS total ≃ 83.9. This is equivalent, assuming a χ 2 distribution with four degrees of freedom, to a ∼ 8.5σ detection. The nominal, mass-bin co-addition yields TS total ≃ 91.6, a ∼ 8.9σ detection.
SUMMARY AND DISCUSSION
By stacking the ∼ 8 year, (1 − 100) GeV Fermi-LAT data around the 112 most massive, extended, high latitude galaxy clusters (see Figure 1 and Table 2) , and radially binning the data, we find direct evidence for excess γ-ray emission from these clusters (Figure 2) . Unlike previous studies, we rescaled the clusters to their angular radius θ 500 before stacking them.
Using a local, polynomial model fit for the foreground of each cluster, we estimate the significance of the excess emission in four logarithmically-spaced energy bands ǫ (Figure 4) . These bands are then co-added in order to boost the signal; the resulting nominal significance of the excess emission (Figure 3) shows two spatially separated components: a central component and a peripheral, ringlike component. Our significance estimates are corroborated by control, mock samples, where the clusters are randomly redistributed on the sky (with the same cuts and masks).
These two components, each arising from the cumulative contribution of many clusters (Figure 6 ), are found in most mass bins ( Figure 5 ), and can be seen directly in the folded, stacked image, even without radial binning (Figure 7 ). To analyze these two components, we present a model for each one, compare the signal with the simulated LAT signature of the model (taking into account PSF, foreground, binning, and stacking effects), and calibrate the model parameters using mock cluster catalogs.
The central emission is non-diffuse, confined to the inner 0.5R 500 . It presents at a nominal significance ν σ (ǫ) ≃ 6σ-7σ. This signal is morphologically consistent with a point source located at the center of the cluster. Calibrating ( Figure 12 and Table 1 ) a point source model (see §A.3) indicates a hard, s p = −1.55
+0.24
−0.19 spectrum. These properties suggest that the central signal is dominated by hard point sources such as AGN. Indeed, the clusters most significantly contributing to the stacked central signal harbor a known AGN. Our signal can be interpreted as roughly one out of every four clusters in our sample harboring a point source of luminosity L p ∼ 5 × 10 41 erg s −1 in the emitted (1-100) GeV band. These conclusions support and extend previous claims for a faint population of γ-ray AGN (Prokhorov & Churazov 2014; Branchini et al. 2017) .
The peripheral, ring-like signal peaks at (2.0-2.5)R 500 . It shows at a nominal significance of ν σ (ǫ) ≃ 4σ. This signal matches the expected signature of γ-ray rings arising from inverse-Compton scattering of CMB photons by virial-shock accelerated CREs. A γ-ray ring model (based on β-models of the clusters; §A.2) suggests (Figure 8 ) CREs accelerated on average at a τ v = 2.39 ± 0.11 scaled shock radius, with an efficiency ξ e = (0.13 ± 0.02)%. The model is consistent with a flat, s v = −2 spectrum (Figure 11) , and changes little when masking the central source; a ring-only model gives s v = −2.09 +0.25 −0.08 and ξ e = 0.18 +0.60 −0.08 . These calibrated models are consistent with the data in all four energy bands and in all four mass bins (Figures 9-10) .
In the β-models of our sample, the mean dimensionless accretion rate is ṁ ≡ Ṁ /(M H) ≃ 4.0. Hence our results imply a mean ξ eṁ ≃ 0.5% in the ring. Interestingly, this results remains unchanged if we ignore the β-models used in the analysis, and adopt instead an isothermal sphere gas distribution (β = 2/3), using hydrostatic equilibrium to determine the temperature. This nearly doubles ξ e , but diminishesṁ by the same factor, leaving ξ eṁ nearly constant.
The significance of the modelled ring signal, evaluated using the test statistics TS in our nominal stacking method, is ∼ 5.9σ. Even when masking the central parts of the clusters, this TS-based significance remains > 4.5σ. As in other cases where the foreground determination is influenced by the signal itself (e.g., Keshet et al. 2017) , these results underestimate the true significance of the signal; mock catalogs suggest ( §B) a true significance higher by ∼ 40%. The peak radius and spectrum of the signal agree with previous analytical and numerical predictions for the virial shock signature, and the CRE acceleration efficiency agrees with previous estimates based on the VERITAS signal in Coma. We conclude that our analysis has detected the cumulative leptonic emission from the stacked virial shocks.
We carry out a series of convergence and sensitivity tests. These indicate that our results are robust to variations in the preparation (see §2) of the LAT data (point source and Galactic plane masking) and of the cluster sample (cuts on mass, angular radius, and proximity to point sources and to the Galactic plane), in the photon analysis methods (discretization, foreground modelling; §B), in the cluster stacking methods (photon vs. cluster co-addition, mass bin co-addition; §3), and in our energy co-addition method (number energy bins; §C).
Our results are consistent with previous upper limits and with the VERITAS signal in the Coma cluster (which was excluded from our sample). Our estimate ξ eṁ ≃ 0.5% is similar to the ξ eṁ ≃ 1% value inferred from the elliptical γ-ray ring in Coma (Keshet et al. 2017) , in particular considering the azimuthal averaging of our sample. Both estimates of ξ e are well below previous upper limits (e.g., ξ e < 1% in Coma; Zandanel & Ando 2014). The best previous upper limit on the integrated γ-ray photon flux from a galaxy cluster, 2.3 × 10 −11 s −1 cm −2 (at a 95% confidence level in the energy range (0.8-100) GeV for clusters of typical mass M 200 ∼ 6 × 10 14 M ⊙ ; Griffin et al. 2014 ) is similar to our corresponding measurement, ∼ 2.8 × 10 −11 cm −2 s −1 for the entire (< 2.5R 500 ) emission from the sample.
Our analysis is able to reach sensitivities significantly better than previous stacking analyses due to a novel combination of angular rescaling prior to stacking, radial binning, reliance on high energies where the PSF is small, and energy band and mass-bin co-addition, as well as a somewhat longer LAT integration time. Our TS estimates based on cluster and energy co-addition resemble image co-addition methods argued to be optimal (Zackay & Ofek 2017) .
The stacked ring signal we find does not imply that any individual cluster is surrounded in projection by a circular γ-ray ring. The LAT data stacked in Figure 7 were first rotated randomly around the center of each cluster, so the ring signature reflects the averaging over various γ-ray morphologies, including elliptic, asymmetric, and effectively spatially-intermittent patterns. Our estimate of the shock radius τ v is the mean projected radius of these γ-ray morphologies. The acceleration efficiency we measure is similarly a global average of the local CRE injection at this (non-projected) radius, |r| ≃ τ v R 500 . Therefore, our best fit ξ e (and ξ eṁ ) values underestimate the true local acceleration efficiency.
Consider the contribution of cluster virial shocks to the extragalactic γ-ray and radio backgrounds. These components were computed analytically Totani & Kitayama 2000; Keshet et al. 2003) , and calibrated numerically using cosmological simulations (Keshet et al. 2003; Miniati 2002; Keshet et al. 2004a ). Normalizing all clusters by our present value ξ eṁ ≃ 0.5%, we obtain a diffuse γ-ray component ǫ 2 dJ/dǫ ≃ 30(ξ eṁ /0.5%) eV s −1 cm −2 sr −1 , contributing ∼ 10% of the extragalactic γ-ray background (Keshet et al. 2004c ). Notice that for clusters similar to those in our 10
[13-15] M ⊙ sample, the flux arising from the central, faint point sources is comparable to the contribution of the virial ring. In the radio, we find a νI ν ∼ 10
l 2000 with present interferometers such as LOFAR and EVLA (Keshet et al. 2004a,b) .
Our detection of γ-ray rings around clusters confirms the LSS paradigm of accretion through virial shocks. The shocks are not too far from being spherical, otherwise the signal would have been smeared by the stacking. They are consistent with a nearly fixed enclosed over-density, as accordingly rescaling their radius has facilitated the detection of the stacked signal; furthermore, the shock location closely matches that expected from simulated, ΛCDM clusters (Keshet et al. 2003) . Resolving individual shocks, as claimed in the Coma cluster (Keshet et al. 2017) , will teach us more about LSS, and in particular its growth. Our results positively test the theory of CRE DSA, generalizing it to scales much larger than accessible ever before.
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APPENDIX

A. EMISSION MODEL
A.1. Isothermal and β-models An analytic model for the γ-ray emission from a galaxy cluster requires some assumptions specifying the gas distribution. Simple choices include an isothermal sphere Keshet et al. 2004a) or an isothermal β-model (e.g., Kushnir & Waxman 2009 ). We adopt the latter, as it underlies much of the MCXC catalog. Here, the number density of thermal electrons is given by
where n 0 is the central electron number density, r c is the core radius, and β is the slope parameter. Note that the isothermal sphere distribution is a special case of the isothermal β model, corresponding to β = 2/3 in the r c → 0 limit. We assume that the cluster is approximately in hydrostatic equilibrium, implying that the total (gravitating) mass inside a radius r is
In particular, the mass of the core is
Let δ = 100δ 100 be the over-density parameter, defining a radius r δ and an enclosed mass M δ , such that the mean enclosed mass density M δ /[(4π/3)r 3 δ ] is higher by a factor of δ than the critical mass density ρ c of the Universe; we use (henceforth) the value of δ as a subscript for r, M , and δ itself. Consider radial distances r R 500 from the center of the cluster, where we may neglect the core and approximate n e ≃ n 0 (r/r c ) −3β . This leads to the approximations
assumed to be much larger than M c ;
Mpc ; (A5) and the mass-temperature relation
where T 5 ≡ k B T /5 keV, and we defined the normalized profile index η ≡ β/(2/3), which is unity for the standard, isothermal sphere value of β.
A.2. Leptonic γ-ray ring In the strong shock limit, the downstream velocity with respect to the shock is
so we may compute the dimensionless accretion rate through r δ asṁ
Here, we assumed that the baryon mass inside r δ satisfies M b,δ = f b M δ , where f b ≃ 0.17 is the cosmic baryon fraction.
If the β-model parameters (including n 0 and r c ) are known, one may compute n d and evaluateṁ, as done in Keshet et al. (2017) . In the absence of complete models for all clusters in the sample, here we estimateṁ without these parameters, by assuming that M b is given by the spatial integral of Eq. (A1). This implies that
and soṁ
where M 14 ≡ M 500 /10 14 M ⊙ , and we used M δ ∝ δ −1/2 ∝ r δ . If we use the mass-temperature relation Eq. (A6), implicitly invoking hydrostatic equilibrium again, this simplifies tȯ
We adopt the Fermi diffusive shock acceleration model, in which CREs are accelerated with a flat spectrum up to a CMB scattering-limited Lorentz factor
where u cmb is the CMB energy density, B is the magnetic field, we assumed that the magnetic energy is a fraction ξ B ≡ 0.01ξ B1 of the thermal energy downstream, and in the last line we used Eq. (A6). The inverse-Compton emissivity per unit shock area may now be computed for a flat CRE spectrum as
As the maximal energy enters this expression only logarithmically, here and below we adopt γ max ≃ 10 8 , neglecting the logarithmic dependence on redshift and cluster properties. The resulting photon energy flux from the entire, spherical shock may now be written as
where θ 0.2 ≡ θ 500 /0.2 • is the normalized angular equivalent of r 500 . Notice that this result is independent of the actual radius of the shock.
Using Eq. (A6), the emissivity may alternatively be written in terms of cluster mass, invoking the hydrostatic-equilibrium assumption to suppress the temperature dependence,
Gρ c δ β
which yields the photon energy flux
Another alternative is to relate the downstream velocity not to the temperature as in Eq. (A7), but rather to the cluster's mass, by assuming that the upstream gas has free-fallen from rest until crossing the shock at r δ , such that
This gives rise to slightly different scalings of the signal,
(A18) We have varied our analysis of the LAT data by using either Eq. (A14) or Eq. (A16) or Eq. (A18); the results change by less than 20%.
A.3. AGN model
The model we adopt for the γ-rays from AGN assumes a point source with a power-law emission. Unlike the inverse-Compton (IC) emission from the CREs produced in the virial shock, AGN are known to have a wide variety of spectral indexes, −3.2 < s p < −1.2 (Ackermann et al. 2015) . This gives rise to a received photon energy flux
Where L p is the luminosity in the emitted (1-100) GeV band, and
is the normalization.
B. SENSITIVITY TESTS
We perform various sensitivity and consistency tests to ensure that our estimates are robust and conservative.
In Figure 13 we check for the size effect of the area used to fit the foreground, both as a fixed scaled radius [10-20]R 500 , or as a constant angular distance in the range 3
• -6
• . We find no significant variations in ν σ . To test the nominal significance inferred from the foreground estimate, we examine different models for the foreground determination, ranging from 1st order to 5th order polynomials, as presented in Figure 14 . The results (in the < 3R 500 region) change only little. In Figure 15 we show how changing the order N f of the foreground fit modifies the 'S' pattern that appears in a mock sample, once a simulated signal has been added to it (using our best fit values). It can be seen that, as expected, when the fit order increases, the wavelength of the wiggles shortens.
As N f increases, the significance one would attribute to the signal slowly decreases, as the foreground fit can follow the signal increasingly well, thus attributing part of the signal to the foreground. The T S value calculated from the fit is thus underestimated (compared to the true value using the true foreground, which is known in the mock catalog), by a factor of ∼ 2 for fit orders 2-6.
In contrast, the model parameter values one would infer using the foreground are not sensitive to the details of the foreground determination. In fact, using a N f = 6 gives best-fit parameters very similar to those of the nominal, N f = 4 ring model, albeit with larger confidence Figure 15 . The photon and energy co-added significance of the excess counts of the mock catalog with the best fit model, as a function of τ , for different polynomial order N f of foreground estimation: N f = 2 (red circles with solid line to guide the eye), N f = 4 (green diamonds with dotted line to guide the eye), and N f = 6 (blue triangles with dashed line to guide the eye). Also show is the result for the actual mock foreground (black pentagrams with dash-dotted line to guide the eye).
interval, as seen in Figure 16 . In Figure 17 we examine the dependence of the results upon the radial bin size, ∆τ . Different choices, namely {0.25, 0.5, 1}R 500 , for the bin size are shown. It can be seen that the significance of the peak and the ring signals are only slightly affected by these variations.
In Figure 18 , the nominal results with HEALPix order N hp = 10 are compared with orders N hp = 9 and 11, i.e. using 4 times less or more than the nominal number of pixels. The confidence level contours of the ring model parameters are shown to be converged for these N hp values in Figure 19 . Figure 18 . The photon co-added (top panel) or cluster co-added (bottom panel), energy co-added significance of the excess counts as a function of τ , using HEALPix order N hp = 9 (green triangles with dashed line to guide the eye), N hp = 10 (blue circles with solid line to guide the eye), and N hp = 11 (black crosses with dotted line to guide the eye).
In Figure 20 , we examine the distribution of the mock catalog results. The 68%, 95%, 99.5% confidence intervals from the mocks are compared to the ±1, 2, 3 standard deviation intervals. The agreement between these curves indicates that the mock distribution is consistent with a normal distribution. Using the mock catalogs' standard deviation would change the nominal signifi- Figure 19 . Two-parameter, 1σ-3σ confidence intervals of the ring model parameters, efficiency ξe and radius τv, shown for N hp = 9 (dashed green contours), 10 (solid blue), and 11 (dotted orange). The χ 2 values were calculated using the entire sample as one mass bin.
cance by < 2%. Figure 20 . The symmetric 68%, 95%, and 99.5% confidence intervals of the photon and energy co-added significance of the excess counts, as a function of τ , inferred from the mock catalogs (dashed red). These are compared with the standard deviation of the mock sample, multiplied by ±1, ±2 and ±3, and added to the mock mean (solid blue). The agreement suggests that a normal distribution can be assumed at least out to ±3σ.
C. MERITS OF ENERGY CO-ADDITIONS
In Figure 21 , the energy co-added significance ν σ (ǫ, τ ) with a different number of energy bands N ǫ is compared to the nominal value N ǫ = 4. The advantage of energy co-addition is particularly evident for the central signal, where the detection significance monotonically increases with N ǫ , while the ring signal seems to be converged for N ǫ ≥ 2.
D. CLUSTER SAMPLE
The clusters in our sample and their parameters are listed in Table 2 below. Figure 21 . Photon co-added (top panel) and cluster co-added (bottom panel) significance of the excess counts, shown for 1 to 6 co-added energy bands (small to large symbols) in the (1-100) GeV range. Note. -Columns: (1) cluster catalog Name; (2) alternate cluster name; (3) Galactic latitude in degrees; (4) Galactic longitude in degrees; (5) cluster mass M 500 in 10 14 M ⊙ units; (6) radius R 500 in kpc units; (7) angle subtended by R 500 in degrees; (8) cluster temperature in keV; (9) the β parameter; (10) central electron number density in 10 −3 cm −3 units in the β model; (11) core radius in kpc in the β-model; (12) reference for β-model parameters, where F04 -Fukazawa et al. (2004) , and C07 - Chen et al. (2007) .
