Abstract-The trichromatic visualization of hundreds of bands in a hyperspectral image (HSI) has been an active research topic. The visualized image shall convey as much information as possible from the original data and facilitate easy image interpretation. However, most existing methods display HSIs in false color, which contradicts with user experience and expectation. In this paper, we propose a new framework for visualizing an HSI with natural color by the fusion of an HSI and a high-resolution color image via manifold alignment. Manifold alignment projects several data sets to a shared embedding space where the matching points between them are pairwise aligned. The embedding space bridges the gap between the high-dimensional spectral space of the HSI and the RGB space of the color image, making it possible to transfer natural color and spatial information in the color image to the HSI. In this way, a visualized image with natural color distribution and fine spatial details can be generated. Another advantage of the proposed method is its flexible data setting for various scenarios. As our approach only needs to search a limited number of matching pixel pairs that present the same object, the HSI and the color image can be captured from the same or semantically similar sites. Moreover, the learned projection function from the hyperspectral data space to the RGB space can be directly applied to other HSIs acquired by the same sensor to achieve a quick overview. Our method is also able to visualize user-specified bands as natural color images, which is very helpful for users to scan bands of interest.
I. INTRODUCTION
H YPERSPECTRAL imaging sensors can acquire images with tens or hundreds of light wavelength indexed bands. These images provide high spectral resolution information such that accurate target detection and classification can be achieved. Displaying a hyperspectral image (HSI) is a challenging task because it contains much more bands than the capability of a trichromatic display device. One common solution is considering HSI visualization as a special dimension reduction problem where the HSI is projected to the RGB color space to get a quick overview of a scene. Although the requirements of HSI visualization are task dependent, there are some common goals such as information preservation, consistent rendering, edge salience, and natural palette [1] .
A simple way to generate an RGB image for HSI visualization is selecting three of the original bands and mapping them to the RGB space. Some softwares provide interactive tools for users to manually pick three bands [2] , [3] . More sophisticated band selection methods, such as one-bit transform [4] and normalized information [5] , aim to highlight expected features so that human perceptual channels are selected. In a more recent work, minimum estimated abundance covariance and linear prediction (LP) were used to select the most informative bands [6] .
Some HSI visualization approaches condense the original spectral bands into three new bands by feature transformation. Several classic-dimensionality reduction methods such as independent component analysis [7] and principal component analysis [8] - [10] have been applied to HSI visualization. However, these linear transformation methods are based on the global distribution of data, which ignore some intrinsic characteristics such as nonlinear and local structures of the HSI.
In recent years, manifold learning methods such as isometric feature mapping [11] , [12] , locality preserving projections (LPPs) [13] , and locally linear embedding [14] have been applied to explore the manifold geometry in HSI. Manifold is a topological space that is locally Euclidean, i.e., it emphasizes the local neighborhood information. Similarly, some visualization methods aimed to preserve the pairwise distances between pixels in its visualized color image. This task is usually posed as a constrained optimization problem, but its heavy computational load is a critical challenge for real applications. Wilson et al. decreased the scale of the input data by selecting representative pixels and used numerical interpolation to generate the final optimization solution [15] . Mignotte used a nonstationary Markov random field model to solve the optimization problem of preserving pairwise spectral distance [16] and later extended this approach to address the tradeoff between the preservation of spectral distances and the separability of features [17] . Edge information is also a significant local structure. Kotwal and Chaudhuria proposed to use nonlinear bilateral filtering with the edge preserving characteristic to calculate the band weights at each pixel for band image fusion [18] . These local structure-based approaches demonstrate excellent performance in preserving the intrinsic information of HSI.
Most existing methods try to get the visualized image convey as much information as possible from the original data. However, they do not enable easy image interpretation. The visualized RGB images of HSIs are falsely colored, which makes it difficult for a human to link the color to the expected semantic meaning of land cover classes. For example, one may be confused when the grass is shown in red or the sea is shown in yellow. Moreover, the same objects/materials in different HSIs are often visualized in different colors, which also hinders the understanding of the image content. Therefore, "natural color" and "constant rendering" gradually become two important criteria for evaluating the quality of HSI visualization. "Natural color" refers to the visible color that the human visual system is able to perceive from a scene. When images are captured by imaging sensors with RGB channels, the formed colors are influenced by the sensor's sensitivity functions. In practice, visible imaging sensors only can capture approximate RGB images. The colors can be considered as natural so long as they are similar to human perception. In [1] and [19] , a fixed linear spectral weighting envelope was introduced to generate a naturallooking image that rendered the same materials in different data sets with the same colors consistently. The spectral weighting envelope is a stretched version of the CIE 1964 tristimulus color matching functions in the visible range, which fits the cone responses of the human visual system. However, the stretched color matching function (CMF) is too simple to represent the complex physical mechanism of spectral imaging, so it is only applicable to some specific hyperspectral imaging sensors.
In most cases, both HSI and high-resolution color image (HRCI) can be acquired on the same spot. These two types of images have strong complementary properties for information fusion. An HSI contains precise and detailed spectral information, but its spatial resolution is usually lower than the corresponding HRCI. On the other side, the appearance of an HRCI is consistent with the human visual perception, but an HSI is beyond our visual perception capability. It implies that the color information in an HRCI may be helpful in displaying the corresponding HSI with natural palette. This requires the fusion of different presentations of the same object [20] . HSI and panchromatic image (PAN) fusion methods [21] , [22] take advantage of the high spatial resolution of PAN in sharpening the HSI, which enhances the local spatial sharpness and contrast of the band images of the HSI. Pan-sharpening algorithms are also used in other applications such as object detection and classification [23] , [24] . Recently, the fusion of HSI and Light Detection And Ranging (LiDAR) images has also been studied [25] , [26] . To the best of our knowledge, no research has been performed so far to visualize HSI data by fusing them with an HRCI.
In this paper, we propose a novel HSI and HRCI fusion method based on manifold alignment to display the HSI with natural color. Manifold alignment is one of the important approaches for transfer learning [27] , [28] , which has been applied to multimodal HSI processing and classification [29] - [31] . It builds connections between two or more disparate data sets by aligning their underlying manifolds and enables knowledge transfer across the data sets. We treat HSI and HRCI fusion-based visualization as a transfer learning problem [32] .
A shared space can be built to represent the manifolds of the HSI and the HRCI and their mutual relation. Via this shared space, the natural color distribution as well as the fine spatial information of the HRCI can be easily transferred to the HSI.
Generally, there are two levels of manifold alignment: instance level and feature level [27] . Instance-level alignment builds connections between instances from different data sets, but the alignment result is limited only to known instances and is difficult to be generalized to new instances. Featurelevel alignment transforms the features of different data sets to a common embedding space, which makes direct knowledge transfer possible. The alignment result provides direct connections between features in different spaces, so it is easily generalized to new instances. In this paper, the feature-level manifold alignment is used, where a direct mapping between the high-dimensional spectral feature of the HSI and the RGB spectral feature of the HRCI is learned. The procedure of the proposed HSI visualization method has three main steps. First, a few matching pixel pairs are detected between the HSI and the HRCI. Second, the manifolds of two images are aligned in a shared embedding space by forcing the matching pixels to be close to each other in the new space. Two projection functions are learned in this step to accomplish the space transformation task. One maps the HSI from the spectral space to the shared space, and the other maps the HRCI from the RGB space to the shared space. Finally, we inversely map the manifold of the HSI in the shared space to the RGB space so that the HSI is displayed with natural color.
The main contributions and advantages of the proposed approach can be summarized as follows.
1) Manifold alignment explores the manifolds of the HSI and the HRCI in a shared space simultaneously, so it not only preserves the local geometry of the HSI in the visualized image but also renders the visualized image with natural color of the HRCI. 2) The HSI is directly transformed to the RGB space so that no additional color adjustment is required to fit the dynamic range of the trichromatic display and human visual expectation.
3) The learned projection function from the spectral space to the RGB space can be reusable to visualize those HSIs that are acquired by the same hyperspectral imaging sensor. 4) The proposed method can display any subset of bands selected by users with natural color, which is very important in interactive visualization. 5) To align two manifolds, only a small number of matching pixel pairs between the HRCI and the HSI are needed rather than a precise registration between two images. Therefore, it is only required that the HSI and its corresponding HRCI have similar ground features so that they can be captured from different spots, which greatly decreases the cost of image acquisition and increases the usability of the approach. The rest of this paper is organized as follows. Section II briefly introduces the manifold alignment technique. Section III presents the manifold alignment-based HSI visualization approach and the details of its implementation. Some application scenarios are also discussed in this section. The experimental results are described in Section IV. Finally, conclusions are drawn in Section V.
II. BACKGROUND ON MANIFOLD ALIGNMENT
It has been recognized that many high-dimensional data lie on a low-dimensional manifold embedded in the ambient space. Manifold learning is an effective dimension reduction method to extract nonlinear structures from high-dimensional data. It maps a p-dimensional data set X to a q-dimensional data set Y , preserving the intrinsic geometry on the original manifold as much as possible. Manifold alignment considers the mutual relationships of several data sets at the same time. It generates a shared embedding space to represent the low-dimensional manifolds for all data sets simultaneously. In this section, manifold-based dimension reduction is introduced, followed by the description of a manifold alignment algorithm.
A. Manifold-Based Dimension Reduction
Manifold based dimension reduction algorithms normally follow a similar procedure. The first step is building a sparse graph with k-nearest neighbors to represent the local geometry of a data set. This might include computing the shortest path between all points or figuring out how to linearly interpolate the point from its neighbors. Then, a set of points in a lowdimensional space is found, which preserves the properties of the original graph.
Here, we briefly review the LPP algorithm [13] , as the proposed manifold alignment algorithm for HSI visualization is extended from this model. LPP is a linear approximation of the nonlinear Laplacian eigenmaps. Although LPP sacrifices the ability to represent arbitrarily warped manifolds, it is much faster than nonlinear manifold learning algorithms. This makes LPP-based manifold alignment more suitable to process a large amount of HSI data.
Given a data set represented by a matrix X ∈ R p×n , where n is the number of samples and p is the dimension of the feature, let x i represent the ith sample in X. LPP aims to find a linear transformation function F : R p → R q to map each x i from a p-dimensional space to a q-dimensional embedding space, where q p. First, an adjacency graph G is constructed to represent the local geometry of X. Each vertex in G represents a sample in the data set, and each edge indicates the relationship between a pair of vertices. The relationship can be defined in terms of knearest neighbors, i.e., a pair of vertices i and j is connected by an edge if i is among the k-nearest neighbors of j or j is among the k-nearest neighbors of i. Let W with the size of n × n be the weighted adjacency matrix of G. The weight of an edge is calculated by heat kernel, a measurement widely used in graph construction to represent the geometric structure of data. The weight of an edge between the ith and jth vertices is
if x i and x j are among the k-nearest neighbors of each other, 0 otherwise (1) where dist(x i , x j ) can be any application-oriented distance metric between x i and x j . LPP aims at finding a linear projection matrix F with the size of p × q to map the data set from the p-dimensional space to the q-dimensional space. The objective function of LPP is formalized as
where F T x i are the coordinates of x i in the low-dimensional space. The sum is taken over all pairs of samples in the data set. Minimizing the objective function guarantees that the local geometry of the data set is preserved in the low-dimensional space, i.e., two neighboring samples in the original space are still close to each other in the embedding space.
To find a solution to minimize (2), the objective function can be reduced to
. tr() is the trace of a matrix. Therefore, the minimization problem can be rewritten as arg min
which can be solved as the generalized eigenvalue problem
F is constructed by the q smallest eigenvectors because the matrices XLX T and XDX T are symmetric and positive semidefinite.
B. Feature-Level Manifold Alignment
Manifold alignment is based on the assumption that seemingly disparate data sets produced by similar generating processes will share a similar underlying manifold structure. By projecting each data set from their original space to the shared manifold, connections can be built between disparate data sets by aligning their underlying manifolds [28] . The manifold alignment algorithm in this paper is based on LPP, which extends LPP from addressing a single data set to several data sets. Here, we only introduce manifold alignment between two data sets. Generalizing the algorithm to more than two data sets is simple and straightforward.
Given two data sets represented by matrices S ∈ R p s ×n s and [33] , [34] . We will discuss the details of finding the matching pixels between the HSI and the HRCI in Section III-B. W st is in the size of n s × n t , the row of which indicates the indices of samples in S and the column of which indicates the indices of samples in T. The entries of W st can be defined as
s and x j t form a matching pair 0 otherwise.
3) Model the manifold alignment problem by an objective function for computing the projection matrices F s and F t . These two projection matrices transform two data sets from their original spaces to a shared embedding space. The objective function of manifold alignment can be designed as
The first two terms on the right-hand side guarantee that the local geometry of each given data set is preserved, i.e., similar samples from the same data set are still close to each other in the shared space. The last term ensures that the matching samples from different data sets are close to each other in the shared space. Parameters α 1 and α 2 control the balance between local geometry preserving and manifold alignment. 4) Solve the problem of minimizing E(F s , F t ). We generate a joint graph G with G s and G t . Its vertices represent the union of S and T. Its weighted adjacency matrix W is defined as
where W T st is the transpose of W st . It can be seen that W is an (n s + n t ) × (n s + n t ) symmetric matrix. Specifically, the entries of W are defined as
are neighbors from the same data set,
if x i and x j are the matching pixels from two data sets, 0 otherwise.
Now, (7) can be rewritten as
where F = [F s ; F t ] contains F s and F t in row blocks and the summation is taken over all pairs of samples from the united data set X = S ∪ T. Obviously, (10) is very similar to (2), so the F that minimizes the objective function is given by the eigenvectors corresponding to the q smallest nonzero eigenvalues of the generalized eigenvalue decomposition
where L is the Laplacian form of W. 5) Derive two aligned manifolds in a shared space by F T S s and F T T t , respectively. As the estimated F has the size of (p s + p t ) × q, F s is constructed by the first p s rows of F and F t is constructed by the last p t rows of F. By manifold alignment, the data sets are represented in a shared feature space so that the processing of several disparate but related data sets becomes easy for various applications. This is because they can be directly and consistently addressed in the shared space, i.e., they can be treated as a single data set.
III. MANIFOLD ALIGNMENT-BASED HSI VISUALIZATION
This section covers the details of the manifold alignmentbased HSI visualization method. First, the basic methodology is introduced. Then, the key implementation issue of how to obtain the matching pairs is studied when both the HSI and the HRCI are captured from the same site. Finally, other visualization scenarios are discussed.
A. Methodology
Given an HSI and an HRCI, Fig. 1 summarizes the workflow of the manifold alignment-based visualization approach. First, a set of matching pixel pairs is found between the HSI and the HRCI to build the relation between two images. Second, LPP-based manifold alignment is used to derive the manifolds of two images in a shared space. Two linear transformations denoted as the projection matrices F s and F t are estimated to map the HSI and the HRCI from their original spaces to the shared embedding space, respectively. Finally, the manifold of the HSI in the shared space is mapped to the RGB space by the inverse transformation of F t .
Assuming that an HSI has n s pixels and p s spectral bands and the corresponding HRCI has n t pixels and p t = 3 RGB bands. The HSI data set and the HRCI data set can be denoted by the matrices S ∈ R n s ×p s and T ∈ R n t ×p t , respectively. We use s i to denote the ith pixel in the HSI and t j to denote the jth pixel in the HRCI. The proposed visualization algorithm consists of the following steps.
Step 1-Construct Graphs G s and G t : The vertex sets of G s and G t are the pixels of the HSI and the HRCI, respectively, and their weighted adjacency matrices W s and W t are defined by the k-nearest neighbor and the heat kernel. Since the HSI and the HRCI have a distinct imaging mechanism, we use different distance measures in the heat kernel. As the spectral angle distance (SAD) is commonly used to measure the distance of a pair of pixels in HSI, the entries of the weighted adjacency matrix of the HSI are defined as
where
On the other hand, Euclidean distance is used for the HRCI, so its weights are defined as
Step 2-Calculate the Correspondence Matrix W st : The matching pairs play a crucial role in aligning the manifolds of the HSI and the HRCI in a shared embedding space. If the HSI and its corresponding HRCI are acquired on the same site, we can search their matching relation by the image registration methods, which will be discussed in Section III-B. If the HSI and its corresponding HRCI are captured from the different sites but have the similar contents, an interactive tool can be used to find the matching pairs, which will be discussed in Section III-C.
After a set of matching pairs is determined, the correspondence matrix W st with the size of n s × n t is defined as
1 if s i and t j form a matching pair. 0 otherwise.
Step 3-Solve LPP-Based Manifold Alignment Problem: The G s of the HSI and the G t of the HRCI are joined to generate a new graph G. Its weighted adjacency matrix W is the combination of W s , W t , and W st according to (8) . Deriving two aligned manifolds of the HSI and the HRCI simultaneously in a shared embedding space is an optimization problem with the objective function defined in (10) . Likewise, the generalized eigenvalue decomposition is used to solve this optimization problem. Two linear transformation matrices F s and F t are computed, by which the manifolds of the HSI and the HRCI in the shared space can be obtained as S c = F T s S and T c = F T t T, respectively.
As the feature dimension of the HRCI is 3, the dimension of the shared space can be 1, 2, or 3 theoretically. Here, the dimension of the shared space is set to 3 in order to guarantee that an inverse projection of F t can be directly computed because F t is a square matrix with the size of 3 × 3.
Step 4-Transform the HSI to the RGB Space: After manifold alignment, the manifolds of the HSI and the HRCI are represented in the same space. The pixels of the HRCI in the shared space can be seen as anchor points. If a pixel of the HSI is close to a pixel of the HRCI in the shared space, obviously this HSI pixel should be rendered with the similar color of the corresponding HRCI pixel. In other words, a pixel in the HSI can find its corresponding RGB color in the shared space. Since F s and F t have been obtained to transform the highdimensional spectral space and the RGB space, respectively, to the shared space, we can inversely transform a pixel of HSI from the shared space to the RGB space by F −1 t . Therefore, the visualized HSI denoted as S rgb can be obtained by
B. Finding the Matching Pairs Between HSI and HRCI
In many instances, an HSI and its corresponding HRCI have to be matched by image registration. In general, an image registration method first finds a few corresponding pixel pairs and then uses them to estimate a geometric transformation model so that two images are matched in the same coordinate system. Scale-invariant feature transform (SIFT) is widely used to detect the corresponding pixels between images due to its robustness to changes in scale, orientation, and illumination [35] . We extract the SIFT key points from each band image of the HSI and the HRCI. Assume that a set SP contains the key points from all the bands of the HSI and another set T P has all the key points from the HRCI. Let SP i denote the ith key point in SP and T P j denote the jth key point in T P . The corresponding pairs are those most similar key-point pairs between SP and T P , which shall satisfy the following criterion:
where dis(SP i , T P j ) is the Euclidean distance between the SIFT features of SP i and T P j . r is a matching threshold value, which is set to be larger than 1. This criterion can rule out ambiguous matches because SP i and T P j are matched only when their SIFT distance is significantly smaller than the distance between SP i and all other key points in T P .
We used projective transformation to estimate the geometric transformation models
where {(x, y), (x , y )} stands for the coordinates of a matching pair between the HSI and the HRCI and
is the transformation matrix or called the homography matrix. If we find n matching pairs {(x i , y i ), (x i , y i )}, i = 1, . . . , n by SIFT matching, H can be estimated by
Since there are eight parameters in H, at least four noncollinear matching pairs are required to solve (20) . Least squares technique is used to estimate these model parameters. To cope with mismatched pairs, we used random sample consensus technique [36] , [37] to give a more robust model estimation. After image registration, each pixel in the HSI can find its matching in the HRCI. We can randomly select a number of pixels in the HSI and find their matching pixels in the HRCI to construct a set of matching pixel pairs. However, precise image registration between the HSI and the HRCI is very difficult to obtain. Here, neighborhood searching is used to improve the matching accuracy. Given a pixel s i in the HSI, a pixel in the neighborhood window in the HRCI with the minimal SIFT distance to s i is selected as the matching pixel. In our experiments, the size of the window was set to 9 × 9. It is a distinct advantage that an exact registration between the HSI and the HRCI is not necessary, which is very helpful in real applications.
C. Other Visualization Scenarios
Aside from displaying an HSI aided by a corresponding HRCI acquired on the same site, the proposed HSI visualization algorithm can be easily extended to other scenarios.
Generalizing Projection Functions to Visualize Other Similar HSIs: Feature-level manifold alignment builds the relations between features from different spaces so that it can be easily generalized to new instances and provides a "dictionary" representing direct mapping functions between features [27] . For the HSI visualization task, the projection function from the high-dimensional spectral space to the RGB space is defined as F = F s F −1 t , where F s and F t are acquired by the manifold alignment discussed in Section III-A. This projection function can be directly applied to visualize other similar HSIs captured by the same hyperspectral imaging sensor, which is based on the fact that the same types of objects shall have similar spectral responses with the same sensor. This scenario is very helpful when users require a quick overview of a batch of HSIs generated by the same imaging sensor because the projection function learning only needs to be undertaken once.
Manifold Alignment Between an HSI and an HRCI From Different Sites: In the absence of a corresponding HRCI captured from the same site as an HSI to aid visualization, other HRCIs containing similar image content can be used instead for manifold alignment. Under such scenario, a matching pair search method based on image registration as described in Section III-B is not applicable. However, manifold alignmentbased visualization only requires that a matching pair represents the same or similar class of objects/materials rather than being from the same geospatial location. This is different from the traditional matching pair searching in image fusion. Therefore, interactive tools can be developed for users to manually select the matching pixels.
Displaying User-Specified Bands: Interactive visualization allows users to display selected bands of interests, which is an important function in most HSI visualization tools. The proposed algorithm is able to present user-specified bands as a natural-looking image. This is achieved by manifold alignment between the selected bands and the corresponding HRCI. In this case, the choice of bands is flexible so long as their total number is larger than or equal to 3. As most existing visualization options that have been integrated into commercial softwares only allow the selection of three bands for visualization, some range of spectrum will be missed when an HSI covers a wide range of spectrum. On the contrary, our method offers the capability of getting a wide range of spectrum covered when more than three bands are selected.
IV. EXPERIMENTS AND DISCUSSIONS
We evaluate the performance of the proposed visualization method on HSIs captured by remote sensing and ground-based hyperspectral sensing and compare it against several recently proposed visualization approaches. These include band selection using LP [6] , stretched CMF [1] , bilateral filtering [18] , bicriteria optimization [17] , and LPP [13] . The impact of parameters on the performance, e.g., the number of corresponding pairs and the weight of the alignment between the matching pixels, is discussed. We also give the experimental results on various application scenarios.
A. Hyperspectral Imaging Data
Four HSI data sets were used to evaluate the performance of different visualization methods. Their corresponding HRCIs were captured from the same sites. One remote sensing HSI data set was taken over Washington D.C. mall by the Hyperspectral Digital Imagery Collection Experiment sensor. The data consist of 191 bands after noisy bands are removed, in which the size of each band image is 1208 × 307. Fig. 2(a) shows its 50th band image. The corresponding HRCI of Washington D.C. mall was obtained from Google Earth and is shown in Fig. 2(b) . The size of the image is 5160 × 1640. Another remote sensing HSI data set was captured by the Airborne Visible/Infrared Imaging Spectrometer over Moffett Field, California, at the southern end of San Francisco Bay. The data consist of 224 bands, and each band is in the size of 501 × 651. Its 50th band image is shown in Fig. 3(a) . The corresponding HRCI shown in Fig. 3(b) was also obtained from Google Earth. The size of the image is 1560 × 1830. Other two HSI data sets are named as "G03" and "D04," which were acquired by a ground-based OKSI hyperspectral imaging system mounted with a tunable LCTF filter. Each data set has 18 bands ranging from 460 to 630 nm at 10-nm interval. The size of each band is 960 × 1280. Their corresponding HRCIs were acquired by a Nikon D60 SLR digital camera and are in the size of 2592 × 3872. Fig. 4 shows the first band images of these two ground-based HSIs and their corresponding HRCIs. 
B. Visual Comparison of Visualization Methods
To evaluate the visualization results, both subjective visual judgment and objective metrics are used. In this section, we show the visual effect of the HSI visualization results. Fig. 5 shows the visual comparison of different visualization approaches on the Washington D.C. mall data. The visualized image generated by manifold alignment is presented in Fig. 5(f) . It was achieved by selecting 20 matching pairs and setting the parameters α 1 and α 2 to be 1 and 500, respectively. It can be seen that the result of manifold alignment not only has a very natural tone but also preserves fine details.
The comparative results on Moffett field, G03, and D04 data sets are provided in Figs. 6-8 , respectively. Likewise, in these experiments, our approach not only shows great performance on displaying these images with natural color but also preserves finer details with accuracy.
C. Quantitative Comparison of Visualization Methods
The quantitative assessment of HSI visualization does not have a universally accepted standard. In this paper, we adopt four quantitative metrics: entropy [18] , average gradient [18] , separability of features [38] , and root-mean-square error (RMSE) between the resultant image and the true color image [7] .
Entropy: Entropy is a statistical measure of randomness that can be used to characterize the texture of an image. An image with higher entropy contains richer information than ones with low entropy. The entropy of a single-channel image is given by
where p(x) is the probability density of the intensity level x in the image. For an RGB image, its entropy is the average entropy of R, G, and B channels. Table I shows the comparative results in terms of entropy. It can be found that, in most cases, the manifold alignment method has larger entropy than other approaches, which suggests that the proposed method can preserve more information of HSI in its RGB form. Average Gradient: Average gradient is the measure of image sharpness in terms of gradient values [38] . For a single-channel image with N pixels, let I x denote the difference in the x-axis direction and I y denote the difference in the y-axis direction, and the average gradient of the image is given by
Table II gives the comparative results in terms of the average gradients on R, G, and B channels. It is found that, in two data sets, the proposed approach yields the higher average gradient than other methods.
Separability of Features: When many pixels in an image fall within a small range of the color space, the image will be too dark or too bright. Separability of features measures how well distinct pixels are mapped to distinguishable colors. The basic idea is that the average distance between two pixels in the color space should be as large as possible [38] . Separability of features is defined as
where d(x, y) is the Euclidean distance between the pair of pixels x and y in the RGB space and N is the number of pixels. δ denotes the average pairwise Euclidean distance in terms of all pixel pairs. The larger the δ, the better the separability of features. Table III shows the comparative results in terms of feature separability. The good performance of manifold alignment is achieved by the high dynamic color range of the corresponding HRCI. RMSE: RMSE between the true color image and the visualized image is a straightforward way to evaluate the visualization performance [7] . We approximated a true color image by resizing the HRCI to the same size/resolution of the HSI after image registration. Let s(x) denote the RGB vector of pixel x in the visualized image, and let s (x) represent the vector of the corresponding pixel in the true color image. The RMSE between s and s over the whole image is defined by
The comparative results of RMSE are given in Table IV . The proposed method is significantly better than the other ones on all four data sets, which shows clearly that manifold alignment is an excellent approach for visualizing the HSI with natural color.
D. Parameter Setting
Now, we turn to discuss how the parameters affect the performance of manifold alignment and how to set suitable parameters to achieve a reasonable visualization result. In the proposed algorithm, if we fix α 1 = 1, there are two free parameters. One is the number of matching pairs denoted as N cp , and the other is the weight factor α 2 which controls how much two data sets would be aligned. To analyze the impact of α 2 , we did experiments on the Washington D.C. mall HSI with different α 2 while fixing α 1 = 1 and N cp = 20. Fig. 9 displays the visualized results with α 2 = 100 and 500, respectively. We observed that, as α 2 becomes larger, the color distribution of the visualized image is more similar to that of the HRCI. It should be noted that, when α 2 is set to a very large value, the accuracy of matching pairs becomes very critical because even a small number of mismatching pairs will lead to an undesirable result. Based on the experiments, reasonable results can be achieved in most cases by setting α 2 to be 200-500.
Next, we analyze the impact of the number of matching pairs. In this experiment, we fix α 1 = 1 and α 2 = 500. Fig. 10(a) is the visualization result by randomly selecting five matching pixel pairs. It can be observed that only using five matching pairs is still able to make the visualized image appear very natural. When the number of matching pairs is set to 30, the image not only has more natural colors but also has more detailed spatial information as shown in Fig. 10(b) . This experiment supports the fact that only a few matching pairs between the HSI and the HRCI are sufficient for manifold alignment.
In addition, two parameters discussed earlier have some relations. It has been found that, when the number of matching pairs becomes larger, α 2 should be tuned down to achieve a reasonable visualization result. This is because of the tradeoff between preserving each manifold structure and aligning two manifolds, which is controlled by α 2 and N cp when estimating the manifolds in the shared space.
E. Generalizing Projection Function to Other HSIs
Once we have obtained a projection function by manifold alignment based on an HSI and its corresponding HRCI captured from the same site, this projection function can be directly used to visualize HSIs captured by the same hyperspectral imaging sensor when their corresponding HRCIs are not available. In this experiment, the projection function derived from the G03 data set and its corresponding HRCI was applied to other HSI data sets F02, G04, and G02 captured by the same HSI camera. Fig. 11 shows the visualized images of these four HSI data sets, which were generated by directly multiplying the data matrix with the projection matrix F = F s F −1 t . It can be seen that these images are rendered with natural color.
F. Manifold Alignment Between the HSI and the HRCI Captured From Different Sites
We used the D04 HSI data set [see Fig. 12(a) ] and the HRCI of G03 [see Fig. 4(d) ] for manifold alignment. These images were captured from different sites. Fourteen matching pixel pairs between two images were manually selected. Fig. 12(b) shows the visualized image of D04. Although the details in this image are not as fine as the result of manifold alignment with the HRCI from the same site [see Fig. 8(f) ], the image is also mostly rendered with natural color. We can easily recognize the objects in it such as the sky, trees, and grass. Table V gives the quantitative comparison of visualization results of HSI D04 generated by different methods. We can see that the proposed method has the highest entropy and average gradient and ranks second in terms of separability of features and RMSE. Fig. 13(a) shows a false color image of bands 58, 80, and 120 of the Washington D.C. mall data set by simply integrating them to RGB channels. The colors of the visualized image cannot reflect the natural tones of the objects, which affects object recognition and interpretation. For example, the roads in the image are difficult to recognize because their colors are similar to the surrounding areas. Fig. 13(b) shows the visualized image generated by manifold alignment between a new HSI constructed by the selected bands and the corresponding HRCI. It can be found that the visualized image is rendered with natural color. In particular, the roads are more distinguishable from the neighborhood, which also demonstrates that our approach can make use of a wider range of color space in the HRCI to produce higher color separability.
G. Displaying User-Specified Channels by Manifold Alignment

V. CONCLUSION
We have presented a new approach to visualize HSIs with natural color. Based on manifold alignment between an HSI and an HRCI, the proposed algorithm is able to find a projection function that maps the HSI directly from the high-dimensional spectral space to the RGB space. The matching pixel pairs between the HSI and the HRCI act as a bond to transfer the color information as well as local geometric information from the HRCI to the HSI. The main advantage of the proposed algorithm is that only a few matching pairs are required to achieve a satisfactory result. This suggests that exact image registration is not a necessary condition to extract the matching pairs. Therefore, even in the case that the HSI and the HRCI are not captured over the same site, our method still works well. Furthermore, by projecting the HSI directly to the RGB space, our algorithm avoids spectral distance distortion that other methods have suffered from while adjusting data to the dynamic range of RGB. The projection function learned from the HSI and its corresponding HRCI can be directly applied to the visualization of other HSIs captured by the same imaging sensor. In addition to these advantages, manifold alignment can be used to display user-specified bands, which is very important to develop an interactive visualization tool. In the future, constrained manifold alignment algorithms will be studied to visualize HSIs by adding more transformation constraints such as pairwise distance preservation and joint spectral-spatial structure.
