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Abstract
In this work, based on the Petrov-Diakonov representation of the
Wilson loop average W¯ in the SU(2) Yang-Mills theory, together with
the Cho-Fadeev-Niemi decomposition, we present a natural framework
to discuss possible ideas underlying confinement and ensembles of de-
fects in the continuum.
In this language we show how for different ensembles the surface
appearing in the Wess-Zumino term in W¯ can be either decoupled
or turned into a variable, to be summed together with gauge fields,
defects and dual fields.
This is discussed in terms of the regularity properties imposed
by the ensembles on the dual fields, thus precluding or enabling the
possibility of performing the large dual transformations that would be
necessary to decouple the initial surface.
Keywords
Duality in nonabelian gauge theories, monopoles and center vortices, con-
finement vs. deconfinement.
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1 Introduction
Nowadays, one of the most important and interesting open problems in
Physics corresponds to understanding quark confinement. Although quan-
tum chromodynamics is completely successful in describing high energy phe-
nomena, where because of asymptotic freedom the main characters are quarks
and gluons, a theoretical explanation for the confinement of these objects in
colorless asymptotic states is still lacking.
With regard to gluon confinement, an important line of research corre-
sponds to studying the effect of the Gribov horizon [1] on the gluon propa-
gator. These ideas indicate that the inclusion of a Gribov-Zwanziger term in
the pure Yang-Mills action, as to avoid Gribov copies, leads to infrared sup-
pressed gluon and ghost propagators [2]-[6]. While the absence of the pole in
the gluon propagator would explain why gluons cannot occupy asymptotic
states, it is difficult to imagine an explanation for quark confinement in this
framework, as the infrared suppression could not produce long range forces.
Therefore, among the possible frameworks for the confinement of (heavy)
quarks in pure Yang-Mills theory, those based on the inclusion of a nonper-
turbative sector represented by magnetic defects become favored, and the
problem turns out to be the identification of defects, their associated phases,
and how they can imply an area law for the Wilson loop. Although these
points have been studied for many years now, a closed theoretical under-
standing is still lacking [7]-[9].
For example, in the mechanism of dual superconductivity [10]-[12], [13],
the QCD vacuum is expected to behave as a superconductor of chromomag-
netic charges, which implies the confinement of chromoelectric charges, in an
analogous (dual) manner to what would happen with a type II superconduc-
tor, where magnetic monopoles would be confined because of the magnetic
flux tube generated between them.
When implementing the Abelian projection [14], monopoles can appear
as defects when a gauge fixing that diagonalizes a field that transforms in
the adjoint representation of SU(N) is considered.
Another possible manner to identify them is as defects when trying to
implement the Cho-Faddeev-Niemi (CFN) decomposition, with the advan-
tage that in this case no particular gauge fixing condition is invoked. For
instance, the monopoles for SU(2) are defects of the local direction nˆ used
to decompose the connection in color space (see [15], [16]-[21] and references
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therein),
~Aµ = A
(n)
µ nˆ−
1
g
nˆ× ∂µnˆ + ~X(n)µ , nˆ · ~X(n)µ = 0. (1)
Besides monopoles, Z(N) center vortices are also of great interest, as
they could explain the string tension dependence on the representation of the
subgroup Z(N) of SU(N) observed in the lattice (N -ality), a property that
cannot be explained by the isolated effect of monopoles. In addition, when
closed center vortices are included, an area law (confining phase) or perimeter
law (deconfining phase) has also been observed, depending on whether these
objects percolate or not [22]-[25].
Moreover, strong correlations between monopoles and center vortices are
supported by recent results on the lattice, and they are quite promising in
accommodating the different properties of the confining phase [26]-[28] (for
a review, see also ref. [7]).
The aim of this work is to present a natural framework to discuss possible
ideas underlying confinement and ensembles of defects in the continuum.
In this regard, we have recently unified the description of monopoles and
center vortices [29] as different types of defects of the complete local color
frame nˆa, a = 1, 2, 3 used in the Cho-Faddeev-Niemi decomposition of the
SU(2) gauge fields; where nˆ3 = nˆ and,
~X(n)µ = X
1
µnˆ1 +X
2
µnˆ2. (2)
When the element nˆ contains monopole-like defects, localized on closed
strings, the elements nˆ1, nˆ2 inevitably contain defects on open surfaces, and
these can correspond to Dirac worldsheets or to pairs of center vortex world-
sheets, attached to the monopoles. When we go close to and around an open
center vortex (Dirac) worldsheet, nˆ1 and nˆ2 rotate once (twice), correspond-
ing to the flux 2π/g (4π/g) carried by them.
In this manner, additional singular terms in the Yang-Mills action appear,
due to the fact that derivatives do not commute when defects are present.
These are either localized on Dirac worldsheets or on thin center vortices.
In fact, these singular terms were missing in previous literature about
the Cho-Faddeev-Niemi decomposition. In this respect, we would like to
point out that effective Skyrme models have been constructed in terms of
nˆ [20, 21], [17, 30, 31], guided by the decomposition in eq. (1). Then,
although they capture information about monopoles without reference to
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unobservable Dirac worldsheets, as expected in a well-defined effective model,
the information about center vortices in the nˆ1, nˆ2 sector is lost in this
heuristic process (for a discussion, see refs. [29, 32]).
In this article we will first give a representation for the Wilson loop aver-
age W¯ in the SU(2) Yang-Mills theory, similar to the one in refs. [16], [33],
but including the singular terms for the monopole and the center vortex sec-
tors. For this purpose we will use the Petrov-Diakonov (PD) representation
of the Wilson loop [34]-[36], as the natural variables here are those used in
the Cho-Faddeev-Niemi decomposition [16].
In particular, for a given gauge field ~Aµ, the Wilson loop order parameter
W (C) can be written as an integral over U ∈ SU(2) containing an Abelian
looking integrand that depends on A(n)µ , the field that appears in the decom-
position of ~Aµ with respect to the local frame induced by U (for a brief review,
see section §3). The important point is that this representation also includes
a Wess-Zumino term, concentrated on a “Wilson surface” S(C), whose border
is the Wilson loop C, although the usual representation for W (C) contains
no reference to a surface.
In the Petrov-Diakonov representation any surface S(C) can be used, up
to singular situations where it passes over the monopoles [35]. This raises
the problem of how to deal with this arbitrary surface in the average over
fields and ensembles of defects. In ref. [37], this kind of problem has been
discussed in the context of compact QED(3) and QED(4).
Using our representation for W¯ , we will discuss here how monopole and
center vortex ensembles can render the surface appearing in the Wess-Zumino
term a variable, to be summed together with gauge fields, defects and dual
fields. This occurs when the regularity properties imposed by the associated
physical phases on the dual fields preclude the implementation of large dual
field transformations in the path integral, a necessary step that should be
considered in order to decouple the initial Wilson surface and show it is an
unobservable object.
In general, using our arguments in 3D or 4D, prior to the ensemble in-
tegration, we will obtain a representation evidencing the decoupling of the
initial Wilson surface or its replacement by a “Wilson surface variable”, de-
pending on the assumed closure properties for the dual fields.
In 3D, as center vortices are string-like, we will also be able to propose the
general form of an effective action describing the interaction between gauge,
vortex and dual fields, as well as Wilson surfaces. Therefore, the relationship
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between deconfining/confining ensembles and closure/nonclosure properties
of the large dual transformations will be clear in this case.
Of course, which is the correct ensemble of defects associated with Yang-
Mills theories is the fundamental part of the problem of confinement. In
particular, how can the dressing of thin defects lead to dimensional parame-
ters characterizing thick objects that condense. This is outside the scope of
this article, which is organized in the following manner.
In sections §2 and §3, we review how to describe monopoles and center
vortices in terms of the defects of the complete local color frame used to
decompose the gauge fields, as well as the Petrov-Diakonov representation
of the Wilson loop W . Section §4 is dedicated to a brief discussion of the
representation for the average W¯ , including a general ensemble of monopoles
and center vortices.
In §5, we discuss the arbitrary Wilson surface S(C) in connection with
the integrand of W¯ . In section §6, we present possible effective models that
describe chains of correlated monopoles and center vortices, and discuss how
they could preclude the implementation of large dual changes of variables.
In §7, we show how to decouple the Wilson surface S(C) in favor of
its border, in the case where the dual fields are closed under large dual
transformations. In the opposite case, we show how S(C) is replaced by a
Wilson surface variable, also including a discussion of generalized multivalued
dual fields in continuum 4D theories.
Finally, we present our conclusions in section §8.
2 Defects of the local color frame
When studying Abelian projection scenarios, the gauge fields are generally
separated into “diagonal” fields, living in the Cartan subalgebra of SU(N),
and “off-diagonal” charged fields. For instance, in the case of SU(2), the
uncharged sector can be chosen along the eˆ3 direction in color space, while
the components along eˆ1 and eˆ2 correspond to the charged sector.
In the CFN decomposition, this separation into charged and uncharged
sectors is also implemented, with the advantage that it is naturally done
along a general nˆ3 = nˆ local direction in color space.
In ref. [29], we have unified monopoles and center vortex worldsheets as
different classes of defects in the local color frame nˆa = R eˆa, R ∈ SO(3),
used in the CFN decomposition. While it is well-known that monopole-like
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defects are associated with a nontrivial Π2 for the space of directions nˆ, we
can also think of thin center vortices as the natural defects of a frame, due
to the nontrivial fundamental group Π1 = Z(2) of SO(3).
The possibility of matching general nontrivial configurations containing
monopoles and center vortices is evidenced by parametrizing the gauge fields
in terms of the CFN decomposition, based on a class of frames nˆa,
(V U)T a(V U)−1 = nˆa · ~T , nˆa = R(V U)eˆa (3)
where U is single-valued along any closed loop, defining a frame mˆa,
UT aU−1 = mˆa · ~T , mˆa = R(U)eˆa, (4)
such that mˆ3 = mˆ is a topologically nontrivial mapping that encodes the
monopole sector. The V part is multivalued and enables the description of
the center vortex sector.
Let us consider, for example, a gauge field whose decomposition is given
by,
~aµ · ~T = −(C(n)µ nˆ+
1
g
nˆ× ∂µnˆ) · ~T , C(n)µ = −
1
g
nˆ1 · ∂µnˆ2. (5)
In the case where V ≡ I, and taking U = U¯ = e−iϕT3e−iθT2e+iϕT3 , where ϕ
and θ are the polar angles defining rˆ, eq. (5) corresponds to a nontrivial
“gauge” transformation i
g
U¯∂µU¯
−1 introducing an anti-monopole [16]. Note
that no singularity is present at θ ≈ 0, where U¯ ≈ I. The Dirac string
is placed at θ = π; when we go close and around the negative z-axis, the
elements nˆ1, nˆ2 rotate twice. A monopole is obtained with the replacement
θ → π − θ, ϕ→ ϕ+ π.
More generally, a field decomposed according to eq. (1), with V ≡ I, can
be written as a nontrivial transformation of a regular background ~Aµ,
~Aµ · ~T = ~AU¯µ · ~T = U¯ ~Aµ · ~T U¯−1 +
i
g
U¯∂µU¯
−1. (6)
As is well-known, the field strength for ~AU¯µ is,
~F U¯µν · ~T = U¯ ~Fµν · ~T U¯−1 +
i
g
U¯ [∂µ, ∂ν ]U¯
−1. (7)
That is, the fields ~Aµ and ~AU¯µ are not physically equivalent, because of the
second term in eq. (7) which is concentrated on a Dirac worldsheet, namely,
the two-dimensional surface where U¯ is singular.
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Now, by considering in eq. (5) a local frame defined by U ≡ I and
V = V¯ = eiϕ T3 , we obtain,
~aµ · ~T = 1
g
∂µϕ δ
a3T a, (8)
that is, a thin center vortex placed on the two-dimensional surface formed
by the z-axis, for every Euclidean time. As the transformation V¯ = eiϕ T3 is
not single-valued, we have,
1
g
∂µϕ δ
a3T a =
i
g
V¯ ∂µV¯
−1 − ideal vortex, (9)
where the additional term (the so called ideal vortex) is localized on the three-
volume where the transformation is discontinuous. For a general discussion
of thin and ideal center vortices in the continuum, see refs. [38, 39]. Then,
unlike monopoles, center vortices can only be written in the form i
g
V¯ ∂µV¯
−1
on a region outside the above mentioned three-volume.
Furthermore, if on the monopole ansatz after eq. (5), V ≡ I were replaced
by V¯ = e−iϕ mˆ·
~T , we would have V¯ U¯ = e−iϕT3e−iθT2 . Then, instead of a
monopole attached to a Dirac worldsheet placed at θ = π, one attached
to a pair of center vortices at θ = 0 and θ = π would be obtained. In
this case, when we go close and around the positive and negative z-axis,
the elements nˆ1, nˆ2 rotate once, with different orientations. In general, any
configuration containing monopoles and center vortices (correlated or not)
can be written in terms of three Euler angles V¯ U¯ = e−iαT3e−iβT2e+i(α−γ)T3 ,
that corresponds to a single-valued U¯ = e−iαT3e−iβT2e+iαT3 , and a rotation
V¯ = e−iγ mˆ·
~T = U¯e−iγ T3U¯−1, leaving mˆ = nˆ fixed.
3 Petrov-Diakonov representation
The usual representation for the nonabelian Wilson loop order parameter is
given by,
W (C) = (1/2)tr P exp(ig
∮
dxµ ~Aµ · ~T ). (10)
There is an alternative representation, due to Petrov and Diakonov [34]-
[36]. For quarks in the fundamental representation, it is given by,
W (C) = (1/2)
∫
[DU(τ)] e i2g
∫ 1
0
dτ tr [τ3(U−1AU+ i
g
U−1 d
dτ
U)], (11)
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A(τ) =
dxµ
dτ
~Aµ · ~T . (12)
Here, the Wilson loop C has been parametrized as, xµ = xµ(τ), τ ∈ [0, 1],
xµ(0) = xµ(1). The integration measure is,
∫
[DU(τ)] =
∫
dU
∫ U(1)=U
U(0)=U
DU(τ) , (13)
which means that the functional integral is done over U -transformations that
are single-valued along the Wilson loop.
Considering that on a given loop it is always possible to write,
A(u) =
i
g
Q−1
d
dτ
Q , Q(u) = exp
(
−ig
∫ u
0
du′A(u′)
)
, (14)
it results [34]-[36],
W (C) = (1/2)
∫
dU
∫ U(1)=U
U(0)=U
DU(τ) e i2
∫ 1
0
dτ tr [τ3(i(QU)−1 d
dτ
(QU))],
= (1/2)
∑
α
D(1/2)αα (Q
−1(1)Q(0)). (15)
Of course the Wilson variable generally takes a nontrivial value, that is, Q(1)
is generally not Q(0) = 1.
To see how these expressions work, let us recall that closed center vortices
are usually defined as defects in the connection such that W (C) changes sign
when the defect is linked, and is otherwise left unchanged.
As is well-known, considering a line x(τ) which lives on a simply connected
region outside a closed vortex, where it is possible to write ~Aµ = ~AV¯ U¯µ , and
then taking the limit where their endpoints are joined to form the loop C, the
usual representation for W (C) gives eiqπWA(C), where WA(C) is the Wilson
loop for the field Aµ.
Now, we can use the PD representation. From eq. (12), we have,
A(τ) =
dxµ
dτ
~Aµ · ~T = [(V¯ U¯)A(τ)(V¯ U¯)−1 + i
g
(V¯ U¯)
d
dτ
(V¯ U¯)−1], (16)
where we have defined A(τ) = dxµ
dτ
~Aµ · ~T . Recalling that on the loop we can
always write A(τ) = i
g
Q−1 d
dτ
Q, we get Q = Q U¯−1V¯ −1. Then, using in eq.
8
(15) the cyclic property of the trace, and considering that D(1/2) is an odd
function, the previous result is reobtained,
W (C) = (1/2)∑
α
D(1/2)αα (Q(0)U¯−1i V¯ −1i V¯f U¯fQ−1(1)) = eiqπWA(C). (17)
It is important to underline that the second part in the exponent of eq.
(11) is a Wess-Zumino term, and can be rewritten not in terms of a line but
in terms of a surface integral [34]-[36]. Therefore, in general, we have,
W (C) = (1/2)
∫
[DU(τ, ξ)] ei g2
∫
d4x sµν(f
(m)
µν +h
(m)
µν ), (18)
where the source sµν is concentrated on a surface S(C) whose border is the
Wilson loop C, and is constructed by requiring ∫ d4x sµν(f (m)µν + h(m)µν ) to be
the flux of f (m)µν + h
(m)
µν through S(C). This surface can be parametrized by
x(τ, ξ), and sµν must satisfy,
jµ(C) = ǫµνρσ∂νsρσ, , jµ(C) =
∫
dτ
dxµ
dτ
δ(x− x(τ)), (19)
where x(τ) = x(τ, 1) is a parametrization of C. In eq. (18), we also have,
f (m)µν = f
(m)
µν = ǫµνρσ∂νA
(m)
σ , h
(m)
µν = −
1
2g
ǫµνρσmˆ · (∂ρmˆ× ∂σmˆ), (20)
where the connection is decomposed by using a frame mˆa, defined on S(C),
and induced by U(τ, ξ), namely,
UTaU
−1 = mˆa · ~T , (21)
~Aµ = A
(m)
µ mˆ−
1
g
mˆ× ∂µmˆ+ ~X(m)µ . (22)
We also note that the possibility of writing,
∫ 1
0
dτ
i
g
tr [τ 3U−1
d
du
U ] =
∫
d4x sµν h
(m)
µν , (23)
depends on the single valuedness of U(τ) (see ref. [35]). This condition is
met precisely because of the integration measure in eq. (13).
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4 Wilson loop average
Now we will work with thin objects defined on the whole Euclidean spacetime,
taking into account the singular terms arising from the color frame defects.
Let us consider the Wilson loop average,
W¯ (C) = 1
2N
∫
[D ~A]Fgf e−SYM [ ~A] tr P exp(ig
∮
dxµ ~Aµ · ~T ), (24)
N =
∫
[D ~A]Fgf e−SYM [ ~A], (25)
where Fgf is the part of the measure that fixes the gauge, including in general
auxiliary fields.
Using the PD representation, we have,
W¯ (C) = 1
2N
∫
[D ~A][DU(τ, ξ)]Fgf e−SYM [ ~A] e i2g
∫
d4x sµν(f
(m)
µν +h
(m)
µν ), (26)
In fact, as we are interested in discussing the Wilson loop globally, for any
closed loop and any associated surface, we will have to consider the extension
U(x), defined on the whole Euclidean spacetime, up to possible singularities,
such that U(x(τ, ξ)) = U(τ, ξ).
Now, as the Wilson loop is written in terms of the CFN variables, it is
convenient to change to these variables in the path-integral [16, 33]. The pro-
cedure is to include the integration over the extended U ’s, which amounts to
introducing a product of group volumes, and then performing a change (with
unit Jacobian) to the variables A(m)µ , ~X
(m)
µ (m = 1, 2) in the decomposition
of ~Aµ with respect to the basis induced by U(x).
An important point to be underlined is that after the change, ~Aµ-con-
figurations containing monopoles will be represented by U ’s inducing frames
with monopole-like defects in mˆ. In addition, as U -configurations are single-
valued, thin center vortices will be manifested as defects in the components of
the charged fields ~X(m)µ . For convenience, the ensemble integration over these
defects can be replaced by the integration over a V -sector, that according
to eq. (3) rotates mˆ1, mˆ2 to nˆ1, nˆ2, leaving mˆ = nˆ fixed. This is done in
order to identify monopoles and center vortices with singular frames. Then,
we have,
W¯ (C) = 1
2M
∫
[DA][DX ][DU ][DV ]Fgf e−SYM [nˆa,A(n),X(n)] e i2g
∫
d4x sµν(f
(n)
µν +h
(n)
µν ),
(27)
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M =
∫
[DA][DX ][DU ][DV ]Fgf e−SYM [nˆa,A(n),X(n)]. (28)
A fundamental ingredient to be taken into account is regarding the non-
trivial singular terms associated with the frame defects. In ref. [29], we have
identified two types, which were missing in the field strength tensor computed
in refs. [16]-[19]. The first one depends on defects of the third component
nˆ3 ≡ nˆ, and occurs in the charged sector of the field strength tensor. In ref.
[29], this type of term has been nullified by considering nˆ-configurations that
have at most monopole defects. In this case, SYM results,
SYM =
∫
d4x
[
1
4
(f (n)µν + h
(n)
µν + kµν)
2 +
1
2
g¯µνgµν
]
, (29)
where,
gµν = ǫµνρσ[∂ρ + ig(A
(n)
ρ + C
(n)
ρ )]Φσ, , C
(n)
µ = −
1
g
nˆ1.∂µnˆ2. (30)
Φµ =
1√
2
(X1µ + iX
2
µ) , kµν =
g
2i
ǫµνρσ(Φ¯ρΦσ − ΦρΦ¯σ), (31)
f (n)µν = ǫµνρσ∂ρA
(n)
σ , h
(n)
µν = −
1
2g
ǫµνρσ nˆ · (∂ρnˆ× ∂σnˆ). (32)
The second type occurs when trying to express the monopole part h(n)µν of the
dual field strength in terms of the monopole potential C(n)µ . In this case, we
obtain,
hµν = h˜
(n)
µν + d
(n)
µν , , h˜
(n)
µν = ǫµνρσ∂ρC
(n)
σ , (33)
where the singular terms d(n)µν are concentrated on the frame defects. If not
for this difference, the surface integral in the Wess-Zumino term of the PD
representation could be converted into a line integral.
Now we can proceed as we did for the partition function in ref. [29].
Introducing real and complex lagrange multipliers, λµν and Λµν , we get,
W¯ (C) = 1
2M
∫
[Dλ][DΨ][DU ][DV ] e−Sc−
∫
d4x 1
4
λµνλµν ×
×ei
∫
d4x [ 1
2
λµν(f
(n)
µν +h
(n)
µν +kµν)−J
µ
c (A
(n)
µ +C
(n)
µ )+
g
2
sµν(f
(n)
µν +h
(n)
µν )]. (34)
where we have defined, [DΨ] = [DA(n)][DΦ][DΛ]F˜gf . Here, we have the
action for the charged fields,
Sc =
∫
d4x
[
1
2
Λ¯µνΛµν − i
2
(Λ¯µνǫµνρσ∂ρΦσ + Λ
µνǫµνρσ∂ρΦ¯σ)
]
, (35)
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minimally coupled to the U(1) color current Jµc = J
µ +Kµ,
Jµ = − i
2
gǫµνρσΛ¯νρΦσ +
i
2
gǫµνρσΛνρΦ¯σ. (36)
The terms Kµ and F˜gf appear when fixing an extended maximally Abelian
gauge,
∂µ(A
(n)
µ + C
(n)
µ ) = 0. (37)
[∂µ + ig(A
(n)
µ + C
(n)
µ )]Φµ = 0 , [∂µ − ig(A(n)µ + C(n)µ )]Φ¯µ = 0. (38)
More precisely,
Fgf = F˜gf e
−i
∫
d4x (A
(n)
µ +C
(n)
µ )K
µ
, (39)
where F˜gf is independent of A
(n)
µ , and contains the integration measure for
lagrange multipliers, ghosts and auxiliary fields, while Kµ depends on these
fields, as well as on Φµ.
Because of the A(n)µ path integration, a constraint is implicit here,
Jµc =
1
2
ǫµνρσ∂ν(λρσ + gsρσ), (40)
so that we finally get,
W¯ (C) =
∫
[Dλ][DΨ][DU ][DV ] e−Sc−
∫
d4x 1
4
λµνλµν ×
×ei
∫
d4x {( 1
2
ǫµνρσ∂ν(λρσ+gsρσ)−Jcµ)A
(n)
µ +
1
2
λµνkµν+
1
2
(λµν+gsµν)d
(n)
µν }.
(41)
It will also be convenient to discuss the representation in 3D, derived by
following the same steps, namely,
W¯ (C) =
∫
[Dλ][DΨ][DU ][DV ] e−Sc−
∫
d3x 1
2
λµλµ ×
×ei
∫
d3x {(ǫµνρ∂ν(λρ+
g
2
sρ)−Jcµ)A
(n)
µ +λµkµ+(λµ+
g
2
sµ)d
(n)
µ }, (42)
Sc =
∫
d3x
[
Λ¯µΛµ − i(Λ¯µǫµνρ∂νΦρ + Λµǫµνρ∂νΦ¯ρ)
]
. (43)
In the total charge current Jµc = J
µ+Kµ, the term Kµ receives contributions
from the charged fields of the gauge fixing sector and,
Jµ = igǫµνρΛ¯νΦρ − igǫµνρΛνΦ¯ρ , kµ = g
2i
ǫµνρ(Φ¯νΦρ − ΦνΦ¯ρ). (44)
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The source sµ is concentrated on S(C), and is such that ∫ d3x sµ(fµ + hµ)
gives the flux of (fµ + hµ). Also in eq. (42), we have the implicit constraint,
Jcµ = ǫµνρ∂ν(λρ +
g
2
sρ) , ǫµνρ∂νsρ = jµ(C). (45)
Finally, d(n)µ is concentrated on the defects and is obtained from,
h(n)µ = h˜
(n)
µ + d
(n)
µ , (46)
h(n)µ = −
1
2g
ǫµνρ nˆ · (∂ν nˆ× ∂ρnˆ) , h˜(n)µ = ǫµνρ∂µC(n)ρ . (47)
For a monopole/anti-monopole correlated with a pair of center vortices,
the terms representing the defects in eqs. (46) and (33) are given by [29],
d(n)µ = d
(1)
µ + d
(2)
µ , d
(n)
µν = d
(1)
µν + d
(2)
µν , (48)
d(α)µ =
2π
g
∫
dσ
dxαµ
dσ
δ(3)(x− xα(σ)). (49)
d(α)µν =
2π
g
∫
d2σµν δ
(4)(x− xα(σ1, σ2)), (50)
Here, xα(σ) (resp. xα(σ1, σ2)), α = 1, 2, is a pair of open center vortex
worldlines (worldsheets) with the same boundaries at x+, x− (resp. C+,
C−), where the monopole and anti-monopole are localized. That is,
∂µd
(α)
µ =
2π
g
(δ(3)(x− x+)− δ(3)(x− x−)), (51)
∂νd
(α)
µν =
2π
g
(∮
C+
dyµ δ
(4)(x− y)−
∮
C−
dyµ δ
(4)(x− y)
)
. (52)
For uncorrelated objects, we can write, d(n)µ = d
(m)
µ + d
(v)
µ , d
(n)
µν = d
(m)
µν +
d(v)µν [29], where the first part comes from defects in nˆ1, nˆ2 concentrated on
open Dirac strings or worldsheets, while the second part comes from defects
localized on closed center vortex worldlines or worldsheets, thus satisfying,
∂µd
(v)
µ = 0 , ∂νd
(v)
µν = 0. (53)
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5 Wilson surfaces and frame defects
Up to now, we have seen how to represent the Wilson loop average in the
continuum, by considering an ensemble of thin defects. In fact, in Yang-Mills
theories, these defects are expected to be dressed by quantum fluctuations,
gaining dimensional properties such as the vortex thickness and stiffness.
This is the difficult part of the problem of confinement, however, we can
assume this scenario and analyze its feedback on the structure of the theory.
That is, we can replace the measure over the monopole and vortex sec-
tors [DU ][DV ] by another one [Dmon][Dvor] = [DU ][DV ] e−Sd, including an
action Sd for the physical part of the defects, characterizing the ensemble.
The ensemble integration in eqs. (41), (42) can be separated to define an
effective contribution Sv,m,
e−Sv,m[λ¯µ] =
∫
[Dmon][Dvor] ei 2pig
∑∫
dxµ λ¯µ , λ¯µ = λµ +
g
2
sµ, (54)
e−Sv,m[λ¯µν ] =
∫
[Dmon][Dvor] eipig
∑∫
d2σµν λ¯µν , λ¯µν = λµν + gsµν. (55)
For correlated defects, with center vortices forming chains of monopoles and
anti-monopoles, the sum in the integrand would be performed over open
center vortices attached in pairs to the corresponding monopoles and anti-
monopoles. In case of uncorrelated defects, the sum would be over closed
center vortices plus the sum over open Dirac strings (in 3D) or Dirac world-
sheets (in 4D).
It’s still an open problem which ensemble is associated with SU(2) Yang-
Mills theory. In the next section, we will discuss some possibilities in the
framework provided by the CFN decomposition and the PD representation
in the presence of defects.
Note that in the representation for W¯ , in eqs. (41) and (42), the terms
containing ǫµνρ∂νsρ, ǫµνρσ∂νsρσ, according to eqs. (45) and (19), only depend
on the Wilson loop C. However, because of the Wess-Zumino term in the
PD representation and the presence of defects, W¯ contains a reference to
the initially considered S(C), although the usual nonabelian Wilson loop
representation contains no reference to a surface.
Terms in d(n)µ , d
(n)
µν associated with closed center vortices, contribute with
a flux ±2π/g for each center vortex crossing the surface. For a fixed Wilson
loop C, this contribution is independent of the surface S(C) considered, given
a factor (−1)link that depends on the total linking number between the closed
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center vortices and C. When vortices percolate, this linking gives an area law
that displays N-ality [7].
As we have previously seen, monopoles can be joined by Dirac defects or
by pairs of open center vortices.
In the first case, for a surface crossed by a Dirac defect the flux is ±4π/g,
while for a surface that is not crossed the flux is zero. Both situations con-
tribute with a trivial phase ±2π, or zero, respectively.
In the second case, consider for example a given monopole/anti-monopole
configuration joined by a pair of center vortices. If the loop C is “linked”
by the chain, the flux contribution will be +2π/g or −2π/g, depending on
which center vortex in the pair crosses the surface S(C). In both cases the
Wilson loop gains a −1 factor.
However, we see that when considering the ensemble integration over
defects, there are singularities when the monopoles pass over S(C). This
leads to the problem of how to obtain a representation of the Wilson loop
average with no reference to the initially considered Wilson surface S(C).
The answer will depend on the type of ensemble. Initially we will discuss
in the CFN-PD framework how, when the magnetic defects proliferate, the
different phases can enable or preclude the possibility of performing large
dual transformations.
6 Possible ensembles and the associated clo-
sure properties of the dual fields
As already discussed, the usual representation of the Wilson loop contains
no reference to a surface, so that the Petrov-Diakonov representation of the
Wilson loop average should be invariant under the change of initial Wilson
surface S(C).
The consideration of a different S(C) can be written as the addition of
a closed surface ∂ϑ, written as the border of a three-volume ϑ: S(C) →
S(C) ◦ ∂ϑ. This change can also be written in terms of the new sources,
sµ+∆sµ, sµν+∆sµν where, as ∂ϑ has no border, the additional pieces verify,
ǫµνρ∂ν∆sρ = 0 , ǫµνρσ∂ν∆sρσ = 0, (56)
so that in 3D and 4D we can write,
g
2
∆sµ = ∂µω
(3) , g∆sµν = ∂µω
(4)
ν − ∂νω(4)µ . (57)
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Note that as long as x is not on the closed surface ∂ϑ, we have ∂µω
(3) = 0,
∂µω
(4)
ν − ∂νω(4)µ = 0. That is, ω(3)(x) is piecewise constant. It takes the value
±g/2, when x is inside ϑ, and is zero outside. The plus or minus sign depends
on whether the normal to ∂ϑ has an internal or external orientation.
In 4D, the solution to eq. (57) is ω(4)µ = ∂µω
(4), where ω(4) is a multivalued
phase. That is, when a path linking the surface ∂ϑ is followed, ω(4) changes
by an amount ±g/2, while it does not change otherwise.
Now it is obvious that for a given λµ, λµν in the integrand of eqs. (41),
(42), the configurations,
λµ + ∂µω , λµν + ∂µων − ∂νωµ, (58)
with ω and ωµ smooth well-defined fields, always correspond to another pos-
sible field configuration, so that we can operate with the associated changes
of variables as usual. Then we are tempted to always consider,
λµ → λµ + ∂µω(3) , λµν → λµν + ∂µω(4)ν − ∂νω(4)µ (59)
as an acceptable change of variables. In terms of the Hodge decomposition,
λµ = ∂µφ+Bµ , λµν = ∂µφν − ∂νφµ +Bµν , (60)
∂µBµ = 0 , ∂µφµ = 0 , ∂νBµν = 0, (61)
we are asking about the possibility of considering changes of variables,
φ→ φ+ ω(3) , φµ → φµ + ω(4)µ = φµ + ∂µω(4). (62)
As we will see, this is not always possible and will depend on how the sym-
metries are realized in the effective description for the Yang-Mills theory. In
the next subsections we will discuss some effective models; to simplify, we
will consider the partition functions, obtained by setting the sources sµ, sµν
equal to zero in eqs. (41), (42).
6.1 Correlated monopoles and center vortices in 3D
Center vortices have been discussed in the SU(N) Georgi-Glashow model
in 3D [10]. Classically, this model contains vortices with topological charge
Z(N). At the quantum level, the vortex sector can be represented by means
of vortex operators associated with the monopole singularities in Euclidean
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spacetime, where the vortices are created or destroyed. The relevant Green’s
functions are incorporated by means of an effective lagrangian for a vortex
field,
∂µV¯ ∂µV + µ
2V¯ V + α(V¯ V )2 + β(V N + V¯ N), (63)
which displays a global Z(N) symmetry. When the vortex is an elementary
excitation (µ2 > 0), there is no SSB. If vortices condense, SSB occurs (µ2 < 0)
and the formation of a domain wall between a heavy quark-antiquark pair
leads to an area law for the Wilson loop [10].
Let us discuss the relationship between our representation and the ef-
fective model in eq. (63). In the phase where the vortex is an elementary
excitation with mass µ, center vortex worldlines can be associated with the
propagation of point-like particles. Because of the coupling ei
2pi
g
∑∫
dxµ λµ ,
when representing this ensemble of worldlines in terms of an effective com-
plex field V (x), the vector field λµ in Sv,m[λµ] (cf. eq. (54)) should be coupled
through the covariant derivative,
DµV = [∂µ + i(2π/g)λµ]V.
In order to determine the possible terms in Sv,m[λµ], let us consider a
transformation λµ → λµ + ∂µω, with smooth ω. In this case, the integrand
in eq. (54) would gain a nontrivial factor,
ei
2pi
g
∑∫
dxµ ∂µω = ei
4pi
g
∑
(ω(x+
i
)−ω(x−
j
)). (64)
Here, we used that center vortices are always attached in pairs to monopoles
(anti-monopoles) located at x+i (x
−
j ). Therefore, when center vortices con-
catenate monopoles to form closed chains, we see that the presence of the
monopoles should lead to an explicit ω-symmetry breaking in Sv,m. On the
other hand, the possible terms in Sv,m must be constrained by a symmetry,
that in the phase where µ2 > 0 is expected to be displayed by the vacuum
of the theory. When performing the ω(3)-transformation in eq. (59), the
associated factor in eq. (64) is ei
4pi
g
∑
(ω(3)(x+
i
)−ω(3)(x−
j
)) = e±i
4pi
g
(N+−N−)
g
2 = 1,
where N+ (N−) is the number of monopoles (anti-monopoles) in ϑ.
Therefore, the natural result for the ensemble integration over chains is
of the form,
Sv,m = DµV DµV + µ
2V¯ V + α(V¯ V )2 + β(V 2 + V¯ 2) + S0[F˜µ], (65)
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where F˜µ = ǫµνρ∂νλρ. This Sv,m enjoys the desired properties, as the ω-
symmetry is explicitly broken by the V 2, V¯ 2 terms. In addition, it displays
a local Z(2) symmetry V → e−i 2pig ω(3)V , λµ → λµ + ∂µω(3). This comes
about as ω(3) is given by ±g/2 inside ϑ, while it is zero outside. Then, this
transformation changes the sign of V , V¯ inside ϑ, thus leaving the V 2, V¯ 2
terms invariant. The term S0 is also invariant; this can be seen from the
property ǫµνρ∂ν∂ρω
(3) = 0, implied from eqs. (56), (57). For a discussion
of local discrete transformations in 3D gauge theories, when matter fields in
the fundamental representation are present, see refs. [41, 42].
The effective contribution in eq. (65) can be also obtained by direct
ensemble integration based on polymer field theory techniques, considering
a phase where center vortices are flexible, characterized by a small stiffness,
and tensile, weighted by a factor e−µL [43].
Then, taking into account the other terms in eq. (42) and the integral
over [DΨ], the effective model for the partition function in SU(2) Yang-Mills,
including the effect of chains, would be of the form (for a discussion of the
[DΨ] integration, see ref. [29] and references therein),
Seff = DµV DµV + µ
2V¯ V + α(V¯ V )2 + β(V 2 + V¯ 2) + S[F˜µ] + γλµλµ, (66)
where the term λµλµ explicitly breaks the ω
(3)-symmetry in Seff , preserving
a global Z(2). Now, in a phase where this global Z(2) symmetry is spon-
taneously broken (µ2 < 0), we have a topological structure, whose existence
depends on the consideration of well-behaved continuous fields. In particular,
we will have finite action domain walls where V (x) will continuously change
from +V0 to −V0, accompanied by a well-behaved continuous λµ. As we go
across the wall, the phase of V (x) must either change continuously from 0 to
π, or we can have a π discontinuity at a thin surface S inside the thick wall,
as long as V (x) vanishes for points x ∈ S. These kinds of walls have been
discussed in ref. [41].
In other words, when the global Z(2) is spontaneously broken, changes of
variables of the form V → e−i 2pig ω(3)V , or λµ → λµ+∂µω(3) are not acceptable,
as the fields produced will no longer correspond to well-behaved continuous
fields. On the other hand, in the phase where the global Z(2) symmetry is not
spontaneously broken (µ2 > 0), these requirements are no longer applicable,
and the large dual transformations are acceptable.
It is also interesting to note that if S[F˜µ] were dominated by a Maxwell
term (see ref. [29]), λµ would be a massive vector field. Then, depending on
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the generated mass scale, λµ would be suppressed and the model in eq. (63)
would be obtained. In addition, because of eq. (45), the off-diagonal current
is given by ǫµνρ∂νλρ (in this subsection we are considering sµ = 0) so that
this suppression would correspond to Abelian dominance [44, 45].
6.2 Loop-like monopoles in 4D
In 4D, the problem concerning the closure properties of large dual field trans-
formations can be easily understood in the simpler context of ensembles of
uncorrelated monopoles and center vortices. In this case, the ensemble inte-
gration is of the form Sv,m[λµν ] = Sv[Bµν ] + Sm[φµ],
e−Sv[Bµν ] =
∫
[Dvor] eipig
∑
v
∮
d2σµν Bµν , (67)
e−Sm[φµ] =
∫
[Dmon] e
i 4pi
g
∑
ij
(∮
C
+
j
dyµ φµ−
∮
C
−
i
dyµ φµ
)
, (68)
where we have used that unobservable Dirac worldsheets can be decoupled
in favor of their borders (see ref. [32]).
As the dual vector field φµ is minimally coupled with closed string-like
objects, the action Sv,m originated from the ensemble integration will be
gauge invariant under regular gauge transformations φµ → φµ + ∂µω, and
will contain a complex field Φ representing the monopole sector minimally
coupled through the covariant derivative (for a review, see ref. [46]),
[∂µ + i(4π/g)φµ] Φ.
Now, in the corresponding effective action for SU(2) Yang-Mills, the λµνλµν
term and the DΨ integration in eq. (41) will give additional gauge invariant
terms, depending on ∂µφν − ∂µφν.
In a phase where the U(1) gauge symmetry is spontaneously broken,
we will again have a topological structure, whose existence depends on the
consideration of well-behaved continuous fields. For instance, the phase in
Φ(x) can be ill-defined only in places of false vacuum. Therefore, when SSB is
present, changes of variables with multivalued phase ω(4) cannot be accepted,
as in general e−i
4pi
g
ω(4)Φ would be ill-defined on the closed surface ∂ϑ.
This discussion, together with the minimal coupling with φµ, leads to the
impossibility of considering φµ → φµ + ∂µω(4) as an acceptable change of
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variables in the path-integral for a SSB phase. A similar situation occurs
with the spacetime independent phase transformations, in the SSB phase,
where the boundary condition imposed on Φ at infinity is not closed under
them.
In more formal language, according to the Elitzur theorem [47], gauge
transformations cannot be spontaneously broken. That is, at the nonper-
turbative level, in the canonical version of the quantized theory, there is no
gauge variant operator with a nonzero expectation value (for a discussion in
the context of confinement, see refs. [8, 9]).
What can be spontaneously broken is the subgroup of “global” gauge
transformations that remains after a gauge fixing is implemented. An order
parameter to explore the possible realizations must be something invariant
under gauge transformations and variant under global transformations. This
can be constructed for different gauge fixings. In the dual φˆµ-theory it could
be considered of the form,
Oˆ = ei
4pi
g
∫
d4x′ ∂µφˆµ(x′)D(x′−x) Φˆ(x), (69)
where D(x) is the Green function for the Laplacian operator. This or-
der parameter is invariant under local regular phase transformations φˆµ →
φˆµ + ∂µα(x), Φˆ → e−i
4pi
g
α(x)Φˆ, while under spacetime independent ones it
transforms as, Oˆ → eiαOˆ.
We also note that ω(4) satisfies ∂µ∂µω
(4) = 0 (see subsection §7.1), so
that the order parameter in eq. (69) also transforms under the operation,
φˆµ → φˆµ + ∂µω(4), Φˆ→ e−i
4pi
g
ω(4)Φˆ, according to Oˆ → e−i 4pig ω(4)Oˆ.
Then, when the spacetime independent phase transformations are sponta-
neously broken, the large dual transformations are also spontaneously broken,
that is, the vacuum is not invariant under them.
6.3 Correlated monopoles and center vortices in 4D
For chains of monopoles and anti-monopoles, we have (cf. eqs. (50), (52)),
e−Sv,m[Bµν ,φµ] =
∫
[Dvor][Dmon] e
ipi
g
∑
v
∫
d2σµν Bµν+i
4pi
g
∑
ij
(∮
C
+
j
dyµ φµ−
∮
C
−
i
dyµ φµ
)
,
(70)
where Bµν is integrated over open vortex worldsheets with their borders
attached in pairs, so as to form the associated monopole or anti-monopole
loops at C+j , C
−
i .
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For each vortex worldsheet, we have a contribution in the integrand of
the form,
V (C+)V (C−) ei
pi
g
∫
Σ
d2σµν Bµν , V (C±) = e±i
2pi
g
∮
C±
dyµ φµ , (71)
where Σ = Σ(C+, C−) is a surface with borders at C+ and C−.
This configuration represents the creation, propagation and annihilation
of a loop, minimally coupled to Bµν , so that V (C) can be compared to the
disorder operator introduced in ref. [10] for the Yang-Mills theory.
If center vortex worldsheets were closed objects propagating string-like
excitations, characterized by a finite tension, Sv,m[λµν ] in eq. (55) would be
invariant under the transformations λµν → λµν + ∂µων − ∂νωµ, including the
large ones, φµ → φµ+ ∂µω(4), so that a typical effective action for this sector
would be of the form [48]-[51],
Sc.v. = Sc.v.[H˜µ] , H˜µ = ǫµνρσ∂νλρσ (72)
(note that due to eqs. (56), (57), ǫµνρσ∂ν∂ρ∂σω
(4) = 0). When these center
vortex worldsheets concatenate monopoles, we can see from eq. (70) that
the presence of the latter explicitly breaks the ωµ-symmetry in Sv,m[λµν ].
However, this contribution will be symmetric under the regular φµ → φµ +
∂µω transformations and, as in eq. (70) the loop variables appear in the
form V 2(C±), it is expected to be symmetric under the large ones, φµ →
φµ + ∂µω
(4). Then, Sv,m can be written as S
(4) + S0[H˜µ], where S
(4) is only
symmetric under ω(4)-transformations, breaking the ωµ-symmetry. This part
would be analogous to the V -dependent terms in eq. (65), however, the
problem of presenting effective models for S(4) is highly nontrivial, as in 4D
the vortex field V (x) is replaced by a loop variable V (C).
Taking into account the other terms in the representation (41) and the
[DΨ] integration [29], in this case, the effective action for Yang-Mills is ex-
pected to be of the form,
Seff = S
(4) + S[H˜µ] + γλµνλµν , (73)
where the λµνλµν term explicitely breaks the ω
(4)-symmetry present in the
first two terms. Again, we could expect a phase for the ensemble of chains
where the associated regularity requirements imposed on λµν could disallow
the changes of variables φµ → φµ + ∂µω(4), as occurs in 3D with the µ2 < 0
phase and the changes of variables φ→ φ+ ω(3) (see subsection §6.1).
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7 Wilson surface decoupling vs. Wilson sur-
face variables
The discussion about how a surface whose border is the Wilson loop can
become observable in Yang-Mills theory is a key point in understanding the
possible mechanisms underlying confinement and its associated properties.
In ref. [10], the possible observability of Wilson surfaces or center vortex
worldsheets has been analyzed as follows. The algebra between the Wilson
loop operator Wˆ (C, t) and the disorder operator Vˆ (C ′, t) is,
Wˆ (C, t)Vˆ (C ′, t) = Vˆ (C ′, t)Wˆ (C, t)(−1)link, (74)
where C and C ′ are defined at a given time t, and the right-hand side contains
the linking number between them. Then, a family C ′(a) in R4, a ∈ [0, 1] is
considered, continuously changing from C ′0, passing by an intermediate C
′
i,
and then back to C ′0, both curves living on the constant time t hyperplane
where C is contained. As we are in R4, this family can be chosen with C ′0
(resp. C ′i) unlinked (resp. linked) with C, and such that C
′(a) never comes
close to C. In these conditions, a declustering property was used,
〈W (C)V (C ′a)〉 ≈ 〈W (C)〉〈V (C ′a)〉 eiα(C,C
′
a), (75)
where the phase is required in order to be consistent with eq. (74), which
implies that eiα(C,C
′
a) must change from +1 to −1 and then back to +1 in
this process. If massless modes exist in Yang-Mills, α(C, C ′a) could be a
smoothly varying function. On the other hand, when Z(2)-invariant Higgs
fields are switched on, it has been argued that a sudden change in the phase
must exist, and as the pairs of curves are always mantained far apart, an
observable surface must be attached to the Wilson loop or to the half-charge
magnetic loop.
In ref. [37], the Wilson loop average W¯ has been analyzed in confining
models such as compact QED(3) and QED(4), the latter regularized on the
lattice. In that reference, considering the dual field φ defined on the interval
[−∞,+∞], a representation based on axion fields, with multivalued action,
has been obtained, and a series of approximations led to an explicit depen-
dence of the resulting W¯ on the arbitrary S(C) appearing in its definition.
Then it has been conjectured that this problem would be resolved if all the
branches of the multivalued action were considered in the calculation, and
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that this would be equivalent to considering the integration over all Wil-
son surfaces (that now become dynamical) and dual φ˜’s with an appropriate
jump at the associated surface.
Because of the Wess-Zumino term in the PD representation, our expres-
sions in eqs. (41), (42) for W¯ in Yang-Mills theory also have an arbitrary
surface S(C) attached to the Wilson loop from the beginning. However, the
representation must be independent of S(C). In the next subsections, we
will discuss how to obtain, in general, a Wilson loop representation with no
reference to the initially considered S(C).
The answer will depend on the underlying realization of symmetries in
the effective models describing the Yang-Mills theory, which according to
the discussion in section §6 will determine whether changes of variables φ→
φ+ ω(3), φµ → φµ + ∂µω(4) are acceptable or not.
In 3D, we have seen that in the phase without global Z(2) SSB, the
change φ→ φ+ω(3) is acceptable; this corresponds to single-valued possibly
discontinuous φ’s defined on the interval [−∞,+∞]. In this case, we will be
able to decouple the initial Wilson surface following treatment I. On the other
hand, in the SSB phase, the change is not acceptable, and the φ’s will have
to be considered as continuous multivalued angles. Here, the reference to the
arbitrary initial S(C) will also dissapear, but giving place to an integral over
all the Wilson surfaces, and the above mentioned φ˜’s. These two possibilities
for the class of φ’s and their consequences, will also be extended to classes
of φµ’s in 4D theories in the continuum.
7.1 Dealing with Wilson surfaces I
Let us consider φ, φµ as single-valued fields, so that the large dual transfor-
mations, adding the single-valued pieces ω(3), ∂µω
(4), can be performed. Of
course, in this case, the Wilson surface should be an unobservable object,
but the question is, how can we use the large dual transformations in order
to decouple S(C) in favor of C, thus evidencing the unobservability of S(C).
For this aim, let us follow a procedure similar to the one we implemented
in ref. [32], where we discussed how to decouple unobservable Dirac defects in
favor of their borders, in the CFN representation of the Yang-Mills partition
function.
Considering the auxiliary fields ζµ, ζµν , and a change of variables λµ +
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g
2
sµ → λµ, λµν + gsµν → λµν , we have,
W¯ (C) =
∫
[Dζ ][Dλ][DΨ] e−Sc−
∫
d3x 1
2
ζµζµ ×
×ei
∫
d3x {(λµ−
g
2
sµ)(ζµ+kµ)+(ǫµνρ∂νλρ−Jcµ)A
(n)
µ +λµd
(n)
µ }, (76)
W¯ (C) =
∫
[Dζ ][Dλ][DΨ] e−Sc−
∫
d4x 1
4
ζµνζµν ×
×ei
∫
d4x { 1
2
(λµν−gsµν)(ζµν+kµν)+(
1
2
ǫµνρσ∂νλρσ−Jcµ)A
(n)
µ +
1
2
λµνd
(n)
µν }.
(77)
The path-integrals in [Dλ] can be done over the fields defined in eq. (60),
with φ, φµ single-valued. Including the conditions in eq. (61), in 3D we must
consider the replacement,
[Dλ]→ [DB][Dφ][Dξ] ei
∫
d4x ξ ∂µBµ , (78)
while in 4D, we have,
[Dλ]→ [DB][Dφ][Dξ][Dγ] ei
∫
d4x ξµ∂νBµνei
∫
d4xγ ∂µφµ. (79)
Therefore, using eq. (57) and considering in eqs. (76) and (77) the large
dual transformations, with trivial Jacobian,
φ→ φ− ω(3) , φµ → φµ − ∂µω(4), (80)
the terms in eqs. (76), (77) containing respectively d(n)µ , d
(n)
µν , gain a phase
which is a trivial multiple of 2π, the second term is invariant, while the
first term gives a change in the surface. In the 4D case, it is important to
underline that the explicit form for ∂µω
(4) is,
∂µω
(4) = ±g
2
∫
ϑ
d3σ˜ν (δµν∂
2 − ∂µ∂ν)D(x− x¯(σ)), (81)
d3σ˜µ =
1
2
ǫµαβγ ǫijk
∂x¯α
∂σi
∂x¯β
∂σj
∂x¯γ
∂σk
dσ1dσ2dσ3. (82)
Using Stokes’ theorem, this can be written only in terms of ∂ϑ, the manifold
where the added closed Wilson surface is placed (for a discussion in the
context of thin center vortices and Dirac worldsheets, see refs. [38, 39, 32]).
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Therefore, the index structure in eq. (81) implies ∂µ∂µω
(4) = 0, and ∂µφµ in
the measure given in eq. (79) is invariant under the change of variables in
eq. (80).
Summarizing, in 3D and 4D we can deform the Wilson surface by means
of a change of variables, with trivial Jacobian, keeping its border C fixed.
Now let us consider a Hodge decomposition,
ζµ + kµ = ∂µψ + Cµ , ζµν + kµν = ∂µψν − ∂νψµ + Cµν , (83)
with,
∂µCµ = 0 , ∂νCµν = 0 , ∂µψµ = 0, (84)
that permits the identification of Cµ, Cµν as fields only coupled to the Wilson
loop C, while the fields ψ, ψµ are the ones coupled with the whole surface
S(C).
We will show that the Wilson surface can be decoupled by means of an
appropriate change of variables, leaving only the effect of its border. For this
purpose we leave the integration over ζµ, ζµν and the charged fields present
in kµ, kµν until the end, and analyze the integral over λµ, λµν first. Let us
consider the term coupling ψ, ψµ,
JS(C) =
{ ∫
d3x sµ∂µψ∫
d4x sµν(∂µψν − ∂νψµ). (85)
For the initial Wilson surface, and sources sµ, sµν , we can assume JS(C) > 0
without loss of generality. In addition, we can assume that a closed surface
∂ϑ exists, such that,
J[∂ϑ] =
{ ∫
d3x∆sµ∂µψ∫
d4x∆sµν(∂µψν − ∂νψµ), (86)
is nonzero. In this regard, it suffices to consider a small ϑ, as in this case
J[∂ϑ] is given by the local value of ∂
2ψ, ∂2ψµ. If this value were zero for any
∂ϑ, we would have ψ ≡ 0, ψµ ≡ 0, and the term coupling the surface would
be automatically zero.
Now let us include m times the closed surface ∂ϑ and define the sources
s′µ, s
′
µν , concentrated on the surface S
′(S) = S(C) ◦ [∂ϑ]m. This amounts to
the transformation,
φ→ φ−mω(3) , φµ → φµ − ∂µ(mω(4)). (87)
25
Then, we have,
JS′(C) = JS(C) +mJ[∂ϑ]. (88)
Now, we can take ∂ϑ oriented such that,
J[∂ϑ] < 0, (89)
so that JS′(C) can be rendered negative for a large enough value of m. As,
S ′(C) can be continuously deformed into S(C), by shrinking ∂ϑ to zero, an
intermediate surface S0(C) must exist in this process such that JS0(C) = 0 is
verified. This suggests that it is always possible to make a large dual trans-
formation that changes the initial S(C) into S0(C) thus nullifying the terms
coupling the Wilson surface with ψ, ψµ. Then, in practice, the prescription
in this case for obtaining a representation for W¯ with no reference to the
initial S(C) is simply to disregard the above mentioned terms in eqs. (76)
and (77).
7.2 Dealing with Wilson surfaces II
Now the question is what to do in the case where the ensemble of defects
requires regular fields φ, φµ in the Hodge decomposition (60), so that large
dual changes of variables are no longer acceptable.
In order to answer this question, let us first consider the 3D case, denoting
the fields in the decomposition for λµ, with the properties used in the previous
subsection, as φI and BIµ. That is, φ
I is single-valued, and defined on the
interval [−∞,+∞]. Now, considering a smooth λµ, adding and substracting
a source sµ(Σ˜) concentrated on a general Wilson surface Σ˜ whose border is
C, we can also write a decomposition using fields φII and BIIµ , with φII being
a multivalued field, when we go around the Wilson loop C. That is,
λµ = ∂µφ
I +BIµ = ∂µφ
II +BIIµ , (90)
∂µφ
II = ∂µφ˜− g
2
sµ(Σ˜) , φ˜ = φ
I +
g
2
∂−2(∂ · s(Σ˜)), (91)
BIIµ = B
I
µ −
g
2
ǫµνρ∂ν∂
−2jρ(C). (92)
Note that, when computing ∂µφ
II, the derivative of the discontinuity in the
second term of φ˜ is cancelled by the −g
2
sµ(Σ˜) term, so that the defined φ
II is
a continuously changing multivalued field, satisfying ǫµνρ∂ν∂ρφ
II = −g
2
jµ(C).
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On the other hand, the class of fields λµ generated by the single-valued,
possibly discontinuous, φI’s is different from the class of fields λµ generated
by the continuous multivalued φII’s. In the first case, there is no problem in
summing φI and ω(3) to obtain another possible configuration; in the second
case, summing the multivalued φII and ω(3) does not make any sense.
In a similar way, in 4D, we will have type I and type II dual fields φµ, the
former are the single-valued fields used in the previous subsection, the latter
being appropriate for describing situations where ω(4)-changes of variables
are not acceptable.
Then in this section, we will introduce a decomposition in terms of type
II fields in 3D and 4D, enjoying the properties,
ǫµνρ∂ν∂ρφ = −g
2
jµ(C), , ǫµνρσ∂ν∂ρφσ = −g
2
jµ(C). (93)
In three dimensions, the integral of ǫµνρ∂ν∂ρφ over an open surface with
border P, crossed by the Wilson loop C, gives ±g/2. Then, using Stokes’
theorem, the integral of ∂µφ along P gives ∆φ = ±g/2, while this change
is zero on a path that does not link C. We have already seen that the
multivalued φ can be written in terms of φ˜(x), discontinuous at some surface
Σ˜ whose border is the Wilson loop C, such that ∂µφ = ∂µφ˜− g2sµ(Σ˜).
In four dimensions, φµ must be considered as a vector field that cannot
be globally defined on the closed surfaces S linked by the Wilson loop. It can
be differently defined on two hemispheres meeting on a closed path P, where
the difference between φµ continued from each one of the hemispheres is ∂µα,
with α multivalued. This can be visualized by considering, for example, the
Wilson loop contained in the x0 = 0 hyperplane (a three-volume). If we
stay on this hyperplane, the loop C is seen to be linked by path P. If we
continuously move to other hyperplanes with x0 6= 0, the Wilson loop will no
longer be seen, while the former path P will be seen to continuously shrink
to a point, mapping both hemispheres in four dimensions, for positive or
negative x0, forming the closed surface linked by C.
Precisely because of eq. (93), the integral of ǫµνρσ∂ν∂µφν, over an open
three-volume with border S, gives ±g/2 and can be equated via Gauss’ the-
orem with the integral of ǫµνρσ∂ρφσ over the closed surface S linked by C.
This surface integral can be done on the two hemispheres A and B, sharing
the same border P, where φµ takes the values φAµ and φBµ , respectively. Now,
we can use Stokes’ theorem to write the surface integral as the line integral
of φAµ − φBµ = ∂µα over the closed path P, thus obtaining ∆α = ±g/2.
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Then, in eq. (60), the multivalued field φµ can be replaced by φ˜µ(x),
defined on the whole Euclidean spacetime as a function of point x and dis-
continuous at some surface Σ˜, whose border is the Wilson loop C. Again,
the derivatives of φµ cannot contain any singular term on Σ˜, so that the
replacement must by done as follows,
∂µφν − ∂νφµ = ∂µφ˜ν − ∂ν φ˜µ − gsµν(Σ˜), (94)
where the second term is concentrated on Σ˜ and compensates the δ-distribu-
tion on Σ˜ that originated when taking the derivatives of the discontinuous
vector field φ˜µ(x).
Because of the multivalued character of the fields, the factors containing
the defects in eqs. (41), (42) become,
ei
∫
d3x (λµ+
g
2
sµ)d
(n)
µ = ei
∫
d3x (∂µφ˜+Bµ)d
(n)
µ , (95)
ei
∫
d4x 1
2
(λµν+gsµν)d
(n)
µν = ei
∫
d4x 1
2
(∂µφ˜ν−∂ν φ˜µ+Bµν)d
(n)
µν (96)
where we used,
g
2
∫
d3x (sµ − sµ(Σ˜)) d(n)µ = 2nπ, (97)
g
2
∫
d4x (sµν − sµν(Σ˜)) d(n)µν = 2nπ. (98)
In addition, the implicit constraints in eqs. (40), (45) become,
Jcµ = ǫµνρ∂ν(Bρ +
g
2
[sρ − sρ(Σ˜)]) = ǫµνρ∂νBρ, (99)
Jµc =
1
2
ǫµνρσ∂ν(Bρσ + g[sρσ − sρσ(Σ˜)]) = 1
2
ǫµνρσ∂νBρσ, (100)
where we used that the sources sµ, sµν are concentrated on S(C), sharing the
same border C with Σ˜.
Therefore, using the above results when considering multivalued dual
fields φ, φµ, we can represent the Wilson loop in eqs. (41), (42) according to,
W¯ (C) =
∫
[DΣ˜][DF(Σ˜)] e−Sc−
∫
d3x 1
2
(∂µφ˜−
g
2
sµ(Σ˜)+Bµ)2 ×
×ei
∫
d3x {(ǫµνρ∂νBρ−Jcµ)A
(n)
µ +λµkµ+(∂µφ˜+Bµ)d
(n)
µ }, (101)
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W¯ (C) =
∫
[DΣ˜][DF(Σ˜)] e−Sc−
∫
d4x 1
4
(∂µφ˜ν−∂ν φ˜µ−gsµν(Σ˜)+Bµν)2 ×
×ei
∫
d4x {( 1
2
ǫµνρσ∂νBρσ−Jcµ)A
(n)
µ +
1
2
λµνkµν+
1
2
(∂µφ˜ν−∂ν φ˜µ+Bµν)d
(n)
µν },
(102)
[DF(Σ˜)] = [DB][Dφ˜][DΨ]FBgfF φ˜gf , where FBgf is the part of the measure fixing
the condition for Bµ, Bµν , and in four dimensions F
φ˜
gf is the part fixing the
condition for φ˜µ.
In this manner, W¯ (C) no longer refers to the particular surface S(C),
initially introduced in the PD representation. In turn, the path-integral over
multivalued fields is equivalent to the integral over all the surfaces Σ˜ with
border C, together with the path-integral over the fields φ˜, φ˜µ, with a given
jump at Σ˜.
8 Conclusions
In this work we have presented a natural framework for discussing possible
ideas underlying confinement and ensembles of defects in 3D and 4D SU(2)
Yang-Mills theory in the continuum.
Initially, we have considered a representation for the Wilson loop av-
erage W¯ , based on the Petrov-Diakonov representation of the nonabelian
Wilson loop W , combined with the Cho-Faddeev-Niemi decomposition of
SU(2) gauge fields, which permits to write the average W¯ as a path-integral
over SU(2) mappings. These mappings induce local frames nˆa in color space,
whose defects represent not only the monopole sector, but also a Z(2) center
vortex sector.
The interesting point is that the integrand of W¯ contains an arbitrary
surface S(C), whose border is the Wilson loop, originated from the Wess-
Zumino term in the Petrov-Diakonov representation. On the other hand, the
usual representation forW (C) only refers to C. Then, the problem is how the
representation for W¯ can be worked out so as to implement the independence
on the initial choice for S(C).
In other words, when defects proliferate, the natural question that arises
is how and under what conditions the surface S(C) can be decoupled, in favor
of its border, or it becomes a Wilson surface variable.
On the other hand, the discussion about how a surface can become ob-
servable is a key point to understanding the possible mechanisms underlying
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confinement and its associated properties.
In ref. [10], this has been analyzed by means of the peculiar declustering
properties of correlators involving the Wilson loop operator Wˆ (C) and the
disorder operator Vˆ (C ′).
In ref. [37], the Wilson loop average W¯ has been considered in the con-
text of compact QED(3), and compact QED(4) regularized on the lattice.
There, considering in 3D the dual field φ defined on the interval [−∞,+∞],
a representation based on axion fields, with multivalued action, has been
obtained, and a series of approximations led to an explicit dependence of
the resulting W¯ on the arbitrary S(C) appearing in its definition. Then, it
has been conjectured that this problem would be resolved if all the branches
of the multivalued action were considered in the calculation, and that this
would be equivalent to considering an integration over all Wilson surfaces,
and dual fields φ˜ with a given jump at the corresponding surface.
In this article we have discussed this kind of problem in terms of the
regularity properties imposed on the dual fields by the different ensembles of
defects, and the associated closure properties under large dual transforma-
tions.
Our representation for W¯ contains an integral over the ensemble of de-
fects, a path-integral over the diagonal and off-diagonal gluon fields, in-
cluding a gauge fixing, and one over dual fields λµ = ∂µφ + Bµ, λµν =
∂µφν − ∂νφµ + Bµν , minimally coupled to the center vortex worldlines or
worldsheets, in three and four dimensions, respectively.
In terms of the effective action Sv,m originated from the ensemble inte-
gration, the effective model for the Yang-Mills partition function is of the
form,
Seff = Sv,m[λµ] + S[F˜µ] + γλµλµ , F˜µ = ǫµνρ∂νλρ,
Seff = Sv,m[λµν ] + S[H˜µ] + γλµνλµν , H˜µ = ǫµνρσ∂νλρσ,
in 3D and 4D, respectively.
For example, in 3D, we have argued that for chains of monopoles attached
in pairs to center vortices, Sv,m is naturally associated with a vortex field
V (x), minimally coupled with λµ, displaying a local Z(2) symmetry. This
symmetry is also present in the second term S[F˜µ]. However, because of the
last term λµλµ, the Z(2) symmetry in Seff is only global, and the effective
model is expected to be a generalization of the well-known vortex model of
ref. [10].
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Moreover, in a phase where the global Z(2) is spontaneously broken, the
effective theory contains domain walls, a topological structure whose exis-
tence depends on the consideration of well-behaved continuous fields V (x),
λµ. Then, the change of variables associated with the local Z(2) transfor-
mations φ → φ + ω(3), adding to λµ a source localized on a closed Wilson
surface, cannot even be accepted in this case, as these transformations are
not closed. On the contrary, if there is no SSB, the regularity requirement is
no longer valid, and this change of variables becomes acceptable.
Similarly for monopole chains in 4D, the λµνλµν term in Seff would be
the noninvariant part under large dual transformations φµ → φµ + ∂µω(4),
adding a source localized on a closed Wilson surface ∂ϑ. Here the discussion
about a possible topological structure for the effective theory is highly non-
trivial, as the vortex field V (x) in 3D is replaced by a loop variable V (C).
Nevertheless, we can asssume that different phases could exist, where the
associated regularity requirements on λµν could lead to consider the changes
of variables φµ → φµ + ∂µω(4) as acceptable or not.
For example, this discussion already occurs in 4D when looking at the
monopole part of Sv,m, in the simpler situation where monopoles are uncorre-
lated with center vortices. As is well-known, this part is typically represented
by a complex field Φ(x), minimally coupled with φµ. In a phase where the
dual U(1) is spontaneously broken, the model has a topological structure,
whose existence depends on the consideration of well-behaved continuous
fields Φ(x), λµν , thus precluding the φµ → φµ + ∂µω(4) transformations.
In canonical language, this corresponds to the fact that an order parame-
ter must be invariant under regular gauge transformations. For the condition
∂µφµ = 0, such an order parameter turns out to be variant not only under
spacetime independent phase transformations, but also under multivalued
ω(4)-transformations. Then, if the global U(1) is spontaneously broken, the
large dual transformations will also display SSB.
For these reasons, in the last part of this work, we were led to analyze the
representation for W¯ in two possible scenarios, before considering an effective
model for the ensemble integration.
In the representation of W¯ in 3D, we have discussed two alternatives for
the class of fields λµ. They are generated by φ
I, general single-valued fields
defined on the interval [−∞,+∞], or by the fields φII, multivalued when we
go around the Wilson loop C. While in the former case changes of variables
φI → φI + ω(3) are acceptable, in the latter, the addition of φII with ω(3) is
meaningless.
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These alternatives have been generalized to 4D, where the class of fields
λµν can be generated by two types of fields. The first type is closed under
the transformation φIµ → φIµ+∂µω(4), with ω(4) a multivalued phase when we
go around ∂ϑ. For the second type, this transformation does not make any
sense, as the fields cannot be globally defined on the closed surfaces linked
by the Wilson loop C.
In general, if in 3D or 4D the required fields are type I, we have shown
that it is possible to perform changes of variables in the representation for
W¯ so as to decouple the Wilson surface S(C).
In the second case, the integral over type II multivalued fields were re-
placed by an integral over all possible surfaces Σ˜ whose border is C, and
dual fields φ˜, φ˜µ, functions of point x on the Euclidean spacetime, with an
appropriate jump at Σ˜. In this manner, any reference to the initial arbitrary
S(C) also disappeared, but in a different way; the initial surface has become
a Wilson surface variable.
Summarizing, for SU(2) Yang-Mills theories, we introduced a framework
to discuss the coupling between gauge fields containing defects, surfaces at-
tached to the Wilson loop, and dual fields. We have discussed some effective
models, the implied regularity requirements and the associated inequivalent
manners to represent the Wilson loop without reference to the initial Wilson
surface considered. This general framework could prove useful as a start-
ing point to understand the promising scenario associated with correlated
monopoles and center vortices in continuum 4D Yang-Mills theories.
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