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Abstract
This paper is concerned with the existence, uniqueness and nonlinear stability of stationary solutions to
the Cauchy problem of the full compressible Navier–Stokes equations effected by external force of general
form in R3.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and the statement of the main results
This paper is concerned with the nonlinear stability of stationary solutions to Cauchy problem
of the full compressible Navier–Stokes equations
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ρt + ∇ · (ρv) = G,
vt + (v · ∇)v = μ
ρ
v + μ+μ
′
ρ
∇(∇ · v)− ∇P
ρ
+ F,
θt + (v · ∇)θ + θPθ
ρc∇
∇ · v = 1
ρc∇
{
κθ +Ψ (v)+ H},
(1.1)
with initial data
(ρ,u, θ)(t, x)|t=0 = (ρ0, u0, θ0)(x) → (ρ¯,0, θ¯ ) as |x| → +∞. (1.2)
Here t  0, x = (x1, x2, x3) ∈ R3; ρ(t, x) > 0, v = (v1(t, x), v2(t, x), v3(t, x)), θ(t, x) denote
the density, velocity and temperature, respectively, P is the pressure; μ and μ′ are the viscosity
coefficients, κ the coefficient of the heat conduction, c∇ the heat capacity at the constant volume;
F(x) = (F 1(x),F 2(x),F 3(x)), G(x), H(x) are the given external force, mass source and energy
source, respectively. Moreover, Ψ = Ψ (v) is the dissipation function:
Ψ (v) = μ
2
3∑
i,j=1
(
∂vi
∂xj
+ ∂vj
∂xi
)2
+μ′
3∑
j=1
(
∂vj
∂xj
)2
.
Our basic assumptions are as follows: ρ¯, θ¯ , κ , μ, μ′ are the constants satisfying ρ¯, θ¯ , κ,μ > 0,
and 23μ + μ′  0; c∇(ρ, θ), P(ρ, θ) are smooth functions of ρ, θ > 0 satisfying c∇(ρ, θ),
P (ρ, θ),Pρ(ρ, θ),Pθ (ρ, θ) > 0.
As a fundamental equation in the fluid mechanics, (1.1), (1.2) has been studied by many
mathematicians and a lot of results have been obtained (a complete list of references in this
direction is beyond the scope of this manuscript, the interested reader is referred, however, to
the monographs [7,15] and the references cited therein). In the following, we only review some
results closely related to the theme of the manuscript: For the case G = F = H ≡ 0, Matsumura
and Nishida [9,10] first proved the stability of a constant state (ρ¯,0, θ¯ ) in H 3-framework with
respect to small initial disturbance. When the external force is the potential force, i.e., F = −∇Φ ,
where Φ is a scalar function, and G = H = 0, the stationary solution (ρ∗, v∗, θ∗) to (1.1) in the
neighborhood of (ρ¯,0, θ¯ ) in H2,2,2 has the form
ρ∗(x)∫
Pρ(η, θ¯)
η
dη +Φ(x) = 0, v∗(x) = 0, θ∗ = θ¯ .ρ¯
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with respect to small initial disturbance in an exterior domain. When the external force is given
by the general form F = ∇ · F1 + F2 and also mass source G appears, the stationary solution
is nontrivial in general. For this problem, when F is small in certain norm and G = H = 0, the
existence and uniqueness of stationary solution in an exterior domain is studied by Matsumura
and Nishida [12]. Then for the isentropic flows, the existence and nonlinear stability of stationary
solutions have been studied by Shibata and Tanaka [17,18] in R3, and also by Novotny and
Padula [13,14] and Tanaka [19] in an exterior domain of R3 with G = 0.
In this paper, as a continuation of [17], we will study this problem for the non-isentropic flows
in whole space R3. Our aim is to study the existence and uniqueness of the stationary solution,
which is a small strong solution in the neighborhood of (ρ¯,0, θ¯ ) to the full compressible Navier–
Stokes equations (1.1), and also its stability with respect to small initial perturbation.
Before stating our main results, we shall explain our notations first, which are borrowed
from [17]. For convenience of readers, we also list them as follows.
Notations. In the rest of this paper, we use the standard notation in vector analysis. For example,
we put for scalar u, vectors v = (v1, v2, v3), w = (w1,w2,w3) and matrix f = (f ij )1i,j3
u =
3∑
i=1
∂2u
∂x2i
, v = (v1,v2,v3), (v · ∇)u = 3∑
i=1
vi
∂u
∂xi
,
(v · ∇)w = ((v · ∇)w1, (v · ∇)w2, (v · ∇)w3),
∇ku = (∂αx u ∣∣ |α| = k), ∇kv = (∂αx vi ∣∣ |α| = k, i = 1,2,3),
∇iu = ∂u
∂xi
, ∇ · v =
3∑
i=1
∂vi
∂xi
, ∇ · f =
( 3∑
j=1
∂f 1j
∂xj
,
3∑
j=1
∂f 2j
∂xj
,
3∑
j=1
∂f 3j
∂xj
)
.
Here α = (α1, α2, α3) is a multi-index, |α| = α1 + α2 + α3 and ∂αx = ∂ |α|/∂xα11 ∂xα22 ∂xα33 .
Next, we introduce some function spaces that will be used later, put for scalars u1, u2 and
vectors v = (v1, . . . , vn), w = (w1, . . . ,wn),
‖u1‖Lp =
( ∫
R3
∣∣u1(x)∣∣p dx
) 1
p
, ‖v‖Lp =
(
n∑
i=1
∥∥vi∥∥p
Lp
) 1
p
(1 p < ∞),
‖u1‖L∞ = sup
R3
∣∣u1(x)∣∣, ‖v‖L∞ = max1in
∥∥vi(x)∥∥
L∞ , (u1, u2) =
∫
R3
u1u2 dx,
(v,w) =
n∑
i=1
〈
vi,wi
〉
, ‖v‖k =
( ∑
0νk
∥∥∇νv∥∥2) 12 , ‖ · ‖ = ‖ · ‖L2 .
Let Lp denote the usual Lp space, and
Hk = {u ∈ L1,loc ∣∣ ‖u‖k < ∞}, Hˆ k = {u ∈ L1,loc ∣∣∇u ∈ Hk−1},
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Hk,l = {(q, v) ∣∣ q ∈ Hk, v ∈ Hl}, Hˆk,l = {(q, v) ∣∣ q ∈ Hˆ k, v ∈ Hˆ l},
H j,k,l = {(q, v,ϑ) ∣∣ q ∈ Hj , v ∈ Hk, ϑ ∈ Hl},
Hˆ j,k,l = {(q, v,ϑ) ∣∣ q ∈ Hˆ j , v ∈ Hˆ k, ϑ ∈ Hˆ l},
and
∥∥(q, v)∥∥
k,l
= ‖q‖k + ‖v‖l ,
∥∥(q, v,ϑ)∥∥
j,k,l
= ‖q‖j + ‖v‖k + ‖ϑ‖l .
Definition 1.1.
I k =
{
q ∈ Hk ∣∣ ‖q‖I k < }, J k = {v ∈ Hk ∣∣ ‖v‖J k < }, J˙ k = {ϑ ∈ Hk ∣∣ ‖v‖J˙ k < },
where
‖q‖I k =
{‖q‖
Iˆ k
+ ‖(1 + |x|)2∇q‖L∞, if k  4,
‖q‖
Iˆ k
, otherwise,
and ‖ · ‖
Iˆ k
is defined by
‖u‖
Iˆ k
= ‖u‖L6 +
k∑
ν=1
∥∥(1 + |x|)ν∇νu∥∥+ ∥∥(1 + |x|)2u∥∥
L∞;
‖v‖J k =
{
‖v‖
Jˆ k
+∑1ν=0 ‖(1 + |x|)ν+1∇νv‖L∞ + ‖(1 + |x|)2∇2v‖L∞, if k  5,
‖v‖
Jˆ k
+∑1ν=0 ‖(1 + |x|)ν+1∇νv‖L∞, otherwise,
where ‖ · ‖
Jˆ k
is defined by ‖u‖
Jˆ k
= ‖u‖L6 +
∑k
ν=1 ‖(1 + |x|)ν−1∇νu‖;
‖ϑ‖J˙ k =
{
‖ϑ‖
Jˆ k
+∑1ν=0 ‖(1 + |x|)ν+1∇νϑ‖L∞ + ‖(1 + |x|)2∇2ϑ‖L∞, if k  5,
‖ϑ‖
Jˆ k
+∑2ν=0 ‖(1 + |x|)ν∇νϑ‖L∞, otherwise.
Moreover, we put
Λj,k,l =
{
(q, v,ϑ)
∣∣ q ∈ I j , v ∈ J k , ϑ ∈ J˙ l},
Λ˙j,k,l =
{
(q, v,ϑ) ∈ Λj,k,l
∣∣∇ · v = ∇ · V1 + V2, for some V1,V2,
such that
∥∥(1 + |x|)3V1∥∥L∞ + ∥∥(1 + |x|)−1V2∥∥L1  },∥∥(q, v, θ)∥∥
Λj,k,l
= ‖q‖I k + ‖v‖J k + ‖ϑ‖J˙ l ,
L= {U ∣∣U = ∇ · U1 + U2 for some U1,U2, and satisfies ‖U‖L < ∞},
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‖U‖L =
3∑
ν=1
∥∥(1 + |x|)ν+1∇νU∥∥+∥∥(1 + |x|)3(U,∇U)∥∥
L∞ +
∥∥(1 + |x|)2U1∥∥L∞ + ‖U2‖L1 .
In this paper, we consider the case where the mass source G, the external force F and energy
source H are given by the following form
(
G
F
H
)
= ∇ ·
(
G1
F1
H1
)
+
(
G2
F2
H2
)
,
where F1 = (F ij1 (x))1i,j3, F2 = (F i2(x))1i3; G1 = (Gi1(x))1i3, G2 = G2(x); H1 =
(H i1(x))1i3, H2 = H2(x).
Now we begin to state the main result of this paper. First, we consider the stationary problem
corresponding to the initial one (1.1)–(1.2):
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∇ · (ρv) = G,
(v · ∇)v = μ
ρ
v + μ +μ
′
ρ
∇(∇ · v)− ∇P
ρ
+ F,
(v · ∇)θ + θPθ
ρc∇
∇ · v = 1
ρc∇
{
κθ +Ψ (v)+H}.
(1.3)
Regarding ρ as a smooth function of (P, θ), our first theorem is concerned with the existence
of the stationary solution (P, v, θ) of the stationary problem (1.3), and its weighted L2 and L∞
estimates.
Theorem 1.1. Let ρ¯, θ¯ be any positive constants, and set P¯ = P(ρ¯, θ¯ ). There exist small con-
stants c0 > 0 and 0 > 0 depending on ρ¯ and θ¯ , such that if (G,F,H) ∈H4,3,3 and satisfies the
estimate:
∥∥(G,F,H)∥∥
L
+ ∥∥(1 + |x|)4∇4G∥∥+ ∥∥(1 + |x|)−1G∥∥
L1
 c0
for some   0, then (1.3) admits a solution of the form: (P, v, θ) = (P¯ + q, v, θ¯ + ϑ)
where (q, v,ϑ) ∈ Λ˙4,5,5 . Furthermore the solution is unique in the following sense: if there
is another solution (P¯ + q1, v1, θ¯ + ϑ1) satisfying (1.3) with the same (G,F,H), and
‖(q1, v1, ϑ1)‖Λ4,5,5  , then (q1, v1, ϑ1) = (q, v,ϑ).
Next, we consider the stability of the stationary solution of (1.3) with respect to the ini-
tial disturbance. Denote by (ρ∗, v∗, θ∗) the stationary solution obtained in Theorem 1.1, then
the stability of (ρ∗, v∗, θ∗) means the solvability of the non-stationary problem (1.1) with ini-
tial data (1.2). Let us introduce first the class of functions which solutions of (1.1)–(1.2) be-
long to.
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C
(
0, T ;H j,k,l)= {(σ,w, θ) ∣∣ σ(t, x) ∈ C0(0, T ;Hj )∩C1(0, T ;Hj−1),
w(t, x) ∈ C0(0, T ;Hk)∩C1(0, T ;Hk−2),
θ(t, x) ∈ C0(0, T ;Hl)∩C1(0, T ;Hl−2)}.
Then we have the following theorem.
Theorem 1.2. There exist C > 0 and δ > 0 such that if ‖(ρ0 − ρ∗, v0 − v∗, θ0 − θ∗)‖3,3,3  δ,
then (1.1) admits a unique solution (ρ, v, θ) = (ρ∗ + σ, v∗ +w,θ∗ + ϑ) globally in time, where
(σ,w,ϑ) ∈ C(0,∞;H3,3,3), ∇σ,wt ,ϑt ∈ L2(0,∞;H 2), ∇w,∇ϑ ∈ L2(0,∞;H 3). Moreover,
the solution (σ,w,ϑ) satisfies the estimate:
∥∥(σ,w,ϑ)(t)∥∥23,3,3 +
t∫
0
∥∥(∇σ,∇w,∇ϑ)(s)∥∥22,3,3 + ∥∥(wt ,ϑt )(s)∥∥22,2 ds
 C
∥∥(σ,w,ϑ)(0)∥∥23,3,3.
Remark 1.1. Theorem 1.2 implies the nonlinear stability of the stationary solution (ρ∗, v∗, θ∗)
in the H 3-framework with respect to small initial disturbance.
Before concluding this section, we outline the main ideas we used to prove our main results.
Note that in [12], for an exterior domain problem, Matsumura and Nishida used a regulariza-
tion method to deduce the existence of stationary solution to (1.1), while in R3, the techniques
developed by Shibata and Tanaka [17] to study the isentropic case is based on a corresponding
linear theory in the L2-framework by employing the Banach closed range theorem and some
delicate energy estimates. In their analysis, the suitably chosen weights in the weighted L2 and
L∞ estimates for the linearized equations play an important role when applying the linear theory
to the corresponding nonlinear problem. Since our main purpose of this paper is to general-
ize the results in [17] on the isentropic flow to the full compressible Navier–Stokes equations,
certainly we hope that the argument developed in [17] can still be used to treat the full com-
pressible Navier–Stokes equations. Indeed, by employing the techniques used in [17] directly,
if we choose (ρ, v, θ) as independent variables, we can deduce some similar estimates for the
solutions of the corresponding linearized equations, from which and the Banach closed range
theorem, we can deduce a similar existence results for the linearized equations. To use the lin-
ear theory to deduce a global existence result for the nonlinear problem, as in [17], one need to
get certain weighted L2 and L∞ estimates for the linearized equations. For the isentropic flow,
the weighted L2 estimate is of the form
∑
ν=1 ‖(1 + |x|)ν(∇νσ,∇ν+1v)‖. To deduce such an
estimate, the fact that ‖(1 + |x|)∇σ‖ can be controlled by ‖(1 + |x|)∇+1v‖, which, for the
isentropic flow, is an easy consequence of the momentum equation for the linearized equations
(cf. the estimate immediately after (2.30) of [17]), plays an important role in their analysis. We
note, however, that for the non-isentropic flow, due to the appearance of the extra term qθ∇θ in
the momentum equation, we cannot hope to deduce some similar weighted L2 and L∞ estimates
on σ for the non-isentropic case. But, as mentioned before, such a type of estimates plays an
essential role in deducing the global existence results for the nonlinear equations. To overcome
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L2 estimates and the L∞ spatial decay estimates as in [17], we can indeed obtained the existence
of the stationary solution (P ∗, v∗, θ∗) in proper function space. As to the stability of the sta-
tionary solutions obtained above, for an exterior domain problem, Matsumura and Nishida [12]
mentioned a possible way but they did not give the details, while for the Cauchy problem of the
isentropic flow, Shibata and Tanaka [17] give a proof of the stability of the above stationary solu-
tions. As for the full compressible Navier–Stokes equations, based on the properties we obtained
on the stationary solutions, we can also deduce the corresponding nonlinear stability results. It
is worth to pointing out that, for the non-isentropic flow, although we can deduce a weighted
L2 estimate like
∑
ν=1 ‖(1 + |x|)ν(∇νq∗,∇ν+1v∗,∇ν+1ϑ∗)‖ for the stationary solutions, from
which we can deduce an estimate on
∑
ν=1 ‖(1 + |x|)ν−1∇νσ ∗‖ while for the isentropic case,
the corresponding estimate obtained in [17] is an estimate on ∑ν=1 ‖(1+|x|)ν∇νσ ∗‖. Although
for the non-isentropic case, the properties we obtained on the stationary solutions are not so good
as for the isentropic case, these estimates together with some delicate estimates are enough to
deduce the desired nonlinear stability result of the stationary solutions.
Another interesting problem is on the convergence rate of non-stationary solutions to the
stationary solutions when the time variables goes to infinity, we note that there has been many
works for the cases G = F = H = 0 or F = −∇Φ and G = H = 0, or for general F and G but
for the isentropic flows (cf. [1–6,8,16,18,20,21] and the reference cited therein). But to obtain
the convergence rate in our case, it appears to be more delicate since the stationary solution is
nontrivial generally. We will consider this problem in a forthcoming paper.
The rest of the paper is arranged as follows. The stationary problem is studied in Section 2,
while the non-stationary problem is studied in Section 3.
2. Stationary problem
In this section, we study the stationary problem (1.3). As mentioned in Section 1, by regarding
ρ as the function of (P, θ), changing the variables as (P, v, θ) → (P¯ +q, v, θ¯+ϑ), and rewriting
the third equation by using the first one, (1.3) can be then reduced to the following equation:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∇ · v + ρP
ρ
(v · ∇)q = −ρθ
ρ
v · ∇ϑ + G
ρ
,
−μv − (μ +μ′)∇(∇ · v)+ ∇q = −ρ(v · ∇)v + ρF,
−κϑ = −
(
ρc∇ + θρ
2
θ
ρρP
)
(v · ∇)ϑ − θρθ
ρ
(v · ∇)q +Ψ (v)+ θρθ
ρρP
G+ H.
(2.1)
In the rest of this section, we will focus on Eqs. (2.1). To this end, as in [17], we need first to
study the corresponding linearized problem which will play an important role in proving Theo-
rem 1.1.
2.1. Weighted L2 theory for linearized problem
Firstly, we consider the linearized equation of (2.1)
{∇ · v + (a · ∇)q = g,
−μv − (μ +μ′)∇(∇ · v)+ ∇q = f, (2.2)
−κϑ = h.
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we assume that
a ∈ Hˆ k, ∥∥(1 + |x|)a∥∥
L∞ +
k∑
ν=1
∥∥(1 + |x|)ν−1∇νa∥∥ δ. (2.3)
We note that the system of equations (2.2)1–(2.2)2, which are independent of ϑ , has been well
studied by Shibata and Tanaka in [17], while (2.2)3 is easy to be dealt with. Thus by repeating
the argument in [17], we can get the following result for the problem (2.2).
Lemma 2.1. Assume that (g, f,h) ∈ Hk,k−1,k−1 for some k  2 and ‖|x|(g, f,h)‖ < ∞. Then
there exists δ0(μ,μ′) > 0 such that if δ in (2.3) satisfies δ  δ0, (2.2) admits a solution (q, v,ϑ) ∈
Hˆk,k+1,k+1 which satisfies the estimate:
∥∥(q, v,ϑ)∥∥
L6
+ ∥∥(∇q,∇v,∇ϑ)∥∥
k−1,k,k
 C
{∥∥(1 + |x|)(g, f,h)∥∥+ ∥∥(∇g,∇f,∇h)∥∥
k−1,k−2,k−2
}
, (2.4)
where C is a constant depending only on μ, μ′ and κ .
In the rest of this subsection we fix k to be 3 or 4 and put
f = −b1 · ∇c1 + f˜ , h = −b2 · ∇c2 + h˜.
Under the assumption that
(g, f˜ , h˜) ∈Hk,k−1,k−1, b1, b2, c1 ∈ J k+1, c2 ∈ J˙ k+1, (2.5)
∥∥(1 + |x|)g∥∥+ k∑
ν=1
∥∥(1 + |x|)ν∇νg∥∥+ k−1∑
ν=0
∥∥(1 + |x|)ν+1∇ν(f˜ , h˜)∥∥∞, (2.6)
we have the following weighted L2 estimate for the solution to (2.2).
Lemma 2.2. Let (q, v, θ) ∈ Hˆk,k+1,k+1 be a solution to (2.2) satisfying (2.4). Then there exists
δ0(μ,μ′) > 0 such that if δ in (2.3) satisfies δ  δ0, for any integer with 1  k, we have the
estimate:
∑
ν=1
∥∥(1 + |x|)ν(∇νq,∇ν+1v,∇ν+1ϑ)∥∥
 C
{
‖∇v‖ + ‖∇ϑ‖ + ‖b1‖J k+1‖c1‖J k+1 + ‖b2‖J k+1‖c2‖J˙ k+1
+
∑
ν=1
∥∥(1 + |x|)ν(∇νg,∇ν−1f˜ ,∇ν−1h˜)∥∥
}
, (2.7)
where C is a constant depending only on μ, μ′ and κ .
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Now combining Lemmas 2.1 and 2.2, we have the following theorem.
Theorem 2.1. There exists δ0 = δ0(μ,μ′) > 0 such that if δ in (2.3) satisfies δ  δ0, then (2.2)
admits a solution (q, v,ϑ) ∈ Hˆk,k+1,k+1 which satisfies the estimate:
∥∥(q, v,ϑ)∥∥
L6
+
k∑
ν=1
∥∥(1 + |x|)ν∇νq∥∥+ k+1∑
ν=1
∥∥(1 + |x|)ν−1(∇νv,∇νϑ)∥∥
C
{
‖b1‖J k+1‖c1‖J k+1 + ‖b2‖J k+1‖c2‖J˙ k +
∥∥(1 + |x|)g∥∥
+
k∑
ν=1
∥∥(1 + |x|)ν∇νg∥∥+ k−1∑
ν=0
∥∥(1 + |x|)ν+1∇ν(f˜ , h˜)∥∥
}
, (2.8)
where C is a constant depending only on μ, μ′ and κ .
2.2. Proof of Theorem 1.1
In this subsection, we shall construct a solution to (1.3) by the contraction mapping principle
in Λ˙4,5,5 . To this end, we first consider the following iterated equations:
⎧⎪⎪⎨
⎪⎪⎩
∇ · v + ρ˜P
ρ˜
(v˜ · ∇)q = g,
−μv − (μ +μ′)∇(∇ · v)+ ∇q = −ρ¯(v˜ · ∇)v˜ + f˜ ,
−κϑ = −η¯1(v˜ · ∇)ϑ˜ + h˜,
(2.9)
where
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
g = − ρ˜θ
ρ˜
v˜ · ∇ϑ˜ + G
ρ˜
,
f˜ = −(ρ˜ − ρ¯)(v˜ · ∇)v˜ + ρ˜F,
h˜ = −(η1 − η¯1)(v˜ · ∇)ϑ˜ − η2(v˜ · ∇)q˜ +Ψ (v˜)+ η3G+H,
η1 = ρ˜c˜∇ + θ˜ ρ˜
2
θ
ρ˜ρ˜P
, η2 = θ˜ ρ˜θ
ρ˜
, η3 = θ˜ ρ˜θ
ρ˜ρ˜P
.
(2.10)
Here, (q˜, v˜, ϑ˜)(x) ∈ Λ˙4,5,5 is given, and ρ˜P = ρP (P¯ + q˜, θ¯ + ϑ˜), η¯1 = η1(P¯ , θ¯ ), etc.
2.2.1. Introduction of solution map T for (2.1)
Firstly, we apply Theorem 2.1 to (2.9) to get the weighted L2 estimate. In this case, we have⎧⎨
⎩a =
ρ˜P
ρ˜
v˜, b1 = ρ¯v˜, c1 = v˜;
˜
(2.11)b2 = η¯1v˜, c2 = ϑ,
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ρ¯
2 < ρ˜ < 2ρ¯ and δ in (2.3) satisfy δ  δ0 (δ0 > 0 is given by Theorem 2.1), as follows from the
Sobolev inequality. Also we can check directly that (2.5) holds for k = 4. Moreover, we have
∥∥(1 + |x|)g∥∥+ 4∑
ν=1
∥∥(1 + |x|)ν∇νg∥∥+ 3∑
ν=0
∥∥(1 + |x|)ν+1∇ν(f˜ , h˜)∥∥ C{2 + K0}
for some constant C = C(ρ¯, θ¯ ), where K0 is defined by
K0 =
∥∥(1 + |x|)2(G,F,H)∥∥
L∞ +
3∑
ν=1
∥∥(1 + |x|)ν+1∇ν(G,F,H)∥∥+ ∥∥(1 + |x|)4∇4G∥∥.
(2.12)
With the above observations in hand, we have by applying Theorem 2.1 with k = 4 to (2.9) that
Lemma 2.3. Let (G,F,H) ∈H4,3,3 satisfy (2.12). Then there exists 0 such that if   0, (2.12)
with (q˜, v˜, ϑ˜)(x) ∈ Λ˙4,5,5 has a solution (q, v,ϑ) ∈ Hˆ4,5,5 which satisfies the estimate:
∥∥(q, v,ϑ)∥∥
L6
+
4∑
ν=1
∥∥(1 + |x|)ν∇νq∥∥+ 4∑
ν=1
∥∥(1 + |x|)ν(∇ν+1v,∇ν+1ϑ)∥∥ C{2 + K0},
(2.13)
where C depends only on ρ¯, θ¯ , μ, μ′ and κ .
Based on Lemma 2.3, we can define the solution map (q˜, v˜, ϑ˜) → (q, v,ϑ): Λ˙4,5,5 → Hˆ4,5,5
by (q, v,ϑ) = T (q˜, v˜, ϑ˜).
Having defined the solution operator T , we will use the contraction mapping principle to
prove Theorem 1.1. To this end, we first show that T maps Λ˙4,5,5 into itself. That is, we need
to show that (q˜, v˜, ϑ˜) ∈ Λ˙4,5,5 leads to (q, v,ϑ) ∈ Λ˙4,5,5 . For this purpose, we first give the
following lemma which will play an important role when we estimate the solution by L∞-norm.
Lemma 2.4. Let E(x) be a scalar function satisfying
∣∣∂αx E(x)∣∣ Cα|x||α|+1 , |α| = 0,1,2.
(i) If φ(x) is a smooth scalar function of the form φ = ∇ · φ1 + φ2 satisfying
L1(φ) ≡
∥∥(1 + |x|)3φ∥∥
L∞ +
∥∥(1 + |x|)2φ1∥∥L∞ + ‖φ2‖L1 < ∞,
then we have for any multi-index α with |α| = 0,1
∣∣∂αx (E ∗ φ)(x)∣∣ Cα|x||α|+1 L1(φ).
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L2(φ) ≡
∥∥(1 + |x|)2φ∥∥
L∞ +
∥∥(1 + |x|)3(∇φ1)φ2∥∥L∞ + ∥∥(1 + |x|)3φ1(∇φ2)∥∥1 < ∞,
then we have for any multi-index α with |α| = 1,2
∣∣∂αx (E ∗ φ)(x)∣∣ Cα|x||α|L2(φ).
Here Cα denotes a constant depending only on α.
This lemma can be proved by partitioning R3 and estimating the integral in each domain of
R
3 respectively, cf. [13].
With the aid of the Helmholtz decomposition and the Fourier transform, the solution of (2.9)
can be formulated as follows, cf. [17]:
v = ω + ∇p, q = Φ + (2μ′ +μ)p, ϑ = E0 ∗Θ, (2.14)
where
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ωj (x) =
3∑
i=1
Eij ∗ f i(x),
p(x) = E0 ∗R(x),
Φ(x) =
3∑
i=1
∇i
(
E0 ∗ f i
)
(x) = E ∗ (∇ · f ),
(2.15)
and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Eij (x) = 1
8πμ
(
δij
|x| −
xixj
|x|3
)
, E0 = − 14π |x|
−1,
f i = −ρ¯(v˜ · ∇)v˜i + f˜ i ,
R = − ρ˜P
ρ˜
(v˜ · ∇)q + g,
Θ = 1
κ¯
{
η¯1(v˜ · ∇)ϑ˜ + h˜
}
.
(2.16)
Now we shall estimate L∞-norm of the solution to (2.9) by using Lemma 2.4.
Lemma 2.5. Let (G,F,H) ∈H4,3,3 satisfy the following estimate:
K¯ ≡ ∥∥(G,F,H)∥∥L + ∥∥(1 + |x|)4∇4G∥∥< ∞.
If (q, v,ϑ) ∈ Hˆ4,5,5 is a solution to (2.9) with (q˜, v˜, ϑ˜) ∈ Λ˙4,5,5 and satisfies (2.13), then
(q, v,ϑ) satisfies the estimate:
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ν=0
∥∥(1 + |x|)2∇νq∥∥
L∞ +
1∑
ν=0
∥∥(1 + |x|)ν+1∇ν(v,ϑ)∥∥
L∞
+ ∥∥(1 + |x|)2∇2(v,ϑ)∥∥
L∞  C
{
2 + K¯}, (2.17)
where the constant C > 0 depends only on ρ¯, θ¯ , μ, μ′ and κ .
Proof. First, we need to deduce an estimate on h. Since (q˜, v˜, ϑ˜) ∈ Λ˙4,5,5 , there exist V˜1 =
(V˜ i1 )1i3 and V˜2 such that ∇ · v˜ = ∇ · V˜1 + V˜2, and
∥∥(1 + |x|)3V˜1∥∥L∞ + ∥∥(1 + |x|)−1V˜2∥∥L1   (2.18)
and thus we have
f i = −ρ˜(v˜ · ∇)v˜i + ρ˜F i
= ∇ · (−ρ˜v˜i v˜ + ρ˜v˜i V˜1 + ρ˜F i1)+ {−ρ˜(V˜1 · ∇)v˜i − V˜1 · ∇ρ˜v˜i + ρ˜v˜i V˜2 − ∇ρ˜ · F i1 + ρ˜F i2}
= ∇ · f i1 + f i2 .
Due to the fact that (q˜, v˜, ϑ˜) ∈ Λ˙4,5,5 , (2.13) and by using the Sobolev inequality and mean value
theorem, we have
∥∥(1 + |x|)3f i∥∥
L∞ +
∥∥(1 + |x|)2f i1∥∥L∞ + ∥∥f i2∥∥L1  C{2 + K1}.
Moreover, direct calculations show that
∥∥(1 + |x|)3∇f i∥∥
L∞ +
∥∥(1 + |x|)2f i∥∥
L∞  C
{
2 + K1
}
,
where K1 is defined by
K1 =
∥∥(1 + |x|)3(F,∇F)∥∥+ ∥∥(1 + |x|)2F1∥∥L∞ + ‖F2‖L1 .
Hence, by (i) and (ii) of Lemma 2.4, we obtain
|x|∣∣ωj ∣∣, |x|2(|Φ|, |∇Φ|, ∣∣∇ωj ∣∣, ∣∣∇2ωj ∣∣)C{2 +K1}. (2.19)
As for ∇p, ∇2p and ∇3p, direct calculations lead to
R = −
3∑
i=1
ρ˜p
ρ˜
v˜i∇iq +
{
−
3∑
i=1
ρ˜θ
ρ˜
v˜i∇i ϑ˜ + G
ρ˜
}
≡ −
3∑
qi11q
i
12 + r1,i=1
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3∑
i=1
ρ˜p
ρ˜
v˜i∇i (∇q)+
{
−
3∑
i=1
(
ρ˜p
ρ˜
∇v˜i∇iq + ρ˜θ
ρ˜
∇v˜i∇i ϑ˜
)
+ ∇
(
ρ˜p
ρ˜
)
(v˜ · ∇)q + ∇
(
ρ˜θ
ρ˜
)
(v˜ · ∇)ϑ˜ + ρ˜θ
ρ˜
(v˜ · ∇)(∇ϑ˜)+ ∇ρ˜
ρ˜2
G+ 1
ρ˜
∇G
}
≡ −
3∑
i=1
qi21q
i
22 + r2.
Since (q˜, v˜, ϑ˜) ∈ Λ˙4,5,5 and (2.13) holds, by using the Sobolev inequality, we can deduce that∥∥(1 + |x|)2qij1qij2∥∥L∞ + ∥∥(1 + |x|)3(∇qij1)qij2∥∥L∞ + ∥∥(1 + |x|)3qij1(∇qij2)∥∥1
 C
{
2 +K0 +K2
}
,∥∥(1 + |x|)3∇rj∥∥L∞ + ∥∥(1 + |x|)2rj∥∥L∞  C{2 +K0 + K2},
for j = 1,2. Here K2 is defined by
K2 =
∥∥(1 + |x|)2G∥∥
L∞ +
∥∥(1 + |x|)3∇G∥∥
L∞ +
∥∥(1 + |x|)3∇2G∥∥
L∞ .
This implies
|x|∣∣∇p(x)∣∣, |x|2(∣∣∇2p(x)∣∣, ∣∣∇3p(x)∣∣) C{2 +K0 + K2}, (2.20)
as follows from (ii) of Lemma 2.4.
Combining (2.14), (2.19) and (2.20), we deduce that
|x||v|, |x|2(|∇v|, ∣∣∇2v∣∣, |q|, |∇q|)C{2 +K0 +K1 +K2}. (2.21)
Now we turn to deal with ϑ . In this case, we rewrite Θ as
Θ = 1
κ¯
{−η1(v˜ · ∇)ϑ˜ − η2(v˜ · ∇)q˜ + Ψ (v˜)+ η3G+H}
= 1
κ¯
∇ · {−(η1ϑ˜ + η2q˜)v˜ + (η1ϑ˜ + η2q˜)V˜1 + η3G1 + H1}+ 1
κ¯
{−(V˜1 · ∇)(η1ϑ˜ + η2q˜)
+ (η1ϑ˜ + η2q˜) · V˜2 − ϑ˜ v˜ · ∇η1 + q˜v˜ · ∇η2 +Ψ (v˜)− ∇η3 · G1 + η3G2 + H2
}
≡ ∇ · Θ1 +Θ2,
and
Θ =
3∑
i=1
(−η2v˜i∇i q˜)+ 1
κ¯
{−η1(v˜ · ∇)ϑ˜ +Ψ (v˜)+ η3G}+ H
≡
3∑
Θi1Θ
i
2 +Θ3,i=1
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∥∥(1 + |x|)3Θ∥∥
L∞ +
∥∥(1 + |x|)2Θ1∥∥L∞ + ‖Θ2‖L1 C{2 +K3},∥∥(1 + |x|)2Θi1Θi2∥∥L∞ + ∥∥(1 + |x|)3(∇Θi1)Θi2∥∥L∞ + ∥∥(1 + |x|)3Θi1(∇Θi2)∥∥1  C{2 +K3},∥∥(1 + |x|)3∇Θ3∥∥L∞ + ∥∥(1 + |x|)2Θ3∥∥L∞  C{2 +K3},
where K3 is defined by
K3 =
∥∥(1 + |x|)3(G,H,∇G,∇H)∥∥
L∞ +
∥∥(1 + |x|)2(G1,H1)∥∥L∞ + ∥∥(G2,H2)∥∥L1 .
This implies
|x||ϑ |, |x|2(|∇ϑ |, ∣∣∇2ϑ∣∣) C{2 +K3} (2.22)
as follows from (i) and (ii) of Lemma 2.4.
Next, we consider the case where |x| < 1. The Sobolev inequality and the Hardy inequality
imply that
(|q|, |v|, |ϑ |) 2∥∥∥∥ (q, v,ϑ)1 + |x|
∥∥∥∥
L∞
 C
∥∥∥∥ (q, v,ϑ)1 + |x|
∥∥∥∥
2
 C
∥∥(∇q,∇v,∇ϑ)∥∥1,1,1  C{2 +K0}.
(2.23)
While for ν = 1,2
∣∣∇ν(q, v,ϑ)∣∣ C∥∥∇ν(q, v,ϑ)∥∥2  C{2 + K0}. (2.24)
Having obtained (2.21)–(2.24), (2.17) follows immediately. This completes the proof of
Lemma 2.5. 
The main purpose of the following proposition is to prove that (q, v,ϑ) ∈ Λ˙4,5,5 .
Proposition 2.1. There exists c0 > 0 such that for any sufficiently small  > 0, if (G,F,H) ∈
H4,3,3 satisfies
K ≡ K¯ + ∥∥(1 + |x|)−1G∥∥
L1
 c0 (K¯ is defined in Lemma 2.5), (2.25)
then (2.9) with (q˜, v˜, ϑ˜) ∈ Λ˙4,5,5 admits a solution (q, v,ϑ) = T (q˜, v˜, ϑ˜) ∈ Λ˙4,5,5 .
Proof. By Lemmas 2.3 and 2.5, it follows that (2.9) has a solution (q, v,ϑ) ∈ Hˆ4,5,5, which
satisfies
∥∥(q, v, θ)∥∥ 4,5,5  C2 + K¯  C2 + c0,Λ
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is small enough, it follows that (q, v,ϑ) ∈ Λ4,5,5 . And then, we define V1 and V2 by
V1 = − ρ˜P
ρ˜
v˜q, V2 = ∇ ·
(
ρ˜P
ρ˜
v˜
)
q − ρ˜θ
ρ˜
v˜ · ∇ϑ˜ + G
ρ˜
,
then by (2.9)1 we can get
∇ · v = ∇ · V1 + V2.
Moreover, by (q˜, v˜, ϑ˜) ∈ Λ˙4,5,5 and (2.13), we have from Sobolev’s inequality that
∥∥(1 + |x|)3V1∥∥L∞ + ∥∥(1 + |x|)−1V2∥∥L1  C{2 + K¯ + ∥∥(1 + |x|)−1G∥∥L1}
 C
{
2 + c0
}
 C2 + 
2
 ,
if c0  12C and  > 0 are taken sufficiently small. This completes the proof of Proposi-
tion 2.1. 
2.2.2. Contraction of the solution map T
In this subsection, we shall show that the solution map T for (2.9) is contractive. Suppose
that (q˜j , v˜j , ϑ˜j ) ∈ Λ˙4,5,5 and (qj , vj ,ϑj ) = T (q˜j , v˜j , ϑ˜j ) for j = 1,2, it is easy to deduce
from (2.9) that⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∇ · (v1 − v2)+( ρ˜1P
ρ˜1
v˜1 · ∇
)(
q1 − q2)= g,
−μ(v1 − v2)− (μ+ μ′)∇(∇ · (v1 − v2))+ ∇(q1 − q2)= f˜ ,
−κ(ϑ1 − ϑ2)= −η11(v˜1 · ∇)(ϑ˜1 − ϑ˜2)+ h˜,
(2.26)
where (g,h,f ) ∈H3,3,3 is defined by
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
g = −
(
ρ˜1θ
ρ˜1
v˜1 − ρ˜
2
θ
ρ˜2
v˜2
)
· ∇q2 −
(
ρ˜1θ
ρ˜1
v˜1 · ∇ϑ˜1 − ρ˜
2
θ
ρ˜2
v˜2 · ∇ϑ˜2
)
+
(
1
ρ˜1
− 1
ρ˜2
)
G,
f˜ = −(ρ˜1(v˜1 · ∇)v˜1 − ρ˜2(v˜2 · ∇)v˜2)+ (ρ˜1 − ρ˜2)F,
h˜ = −(η11v1 − η21v2) · ∇ϑ˜2 − (η12(v˜1 · ∇)q˜1 − η22(v˜2 · ∇)q˜2)+ (η13 − η23)G,
η
j
1 = ρ˜j c˜j∇ +
θ˜ j ρ˜
j2
θ
ρ˜j ρ˜
j
P
, η
j
2 =
θ˜ j ρ˜
j
θ
ρ˜j
, η
j
3 =
θ˜ j ρ˜
j
θ
ρ˜j ρ˜
j
P
,
(2.27)
for j = 1,2. Since
∥∥(1 + |x|)g∥∥+ 3∑
ν=1
∥∥(1 + |x|)ν∇νg∥∥+ 2∑
ν=0
∥∥(1 + |x|)ν+1∇ν(h,f )∥∥
C{ +K0}
∥∥(q˜1 − q˜2, v˜1 − v˜2, ϑ˜1 − ϑ˜2)∥∥ 3,4,4, (2.28)Λ
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a = ρ˜
1
P
ρ˜1
v˜1; b1 = c1 = 0; b2 = η11v˜1, c2 = ϑ˜1 − ϑ˜2,
and g, f˜ , h˜ as defined in (2.27), we have by applying Theorem 2.1 with k = 3 to (2.26) that
∥∥(q1 − q2, v1 − v2, ϑ1 − ϑ2)∥∥
L6
+
3∑
ν=1
∥∥(1 + |x|)ν∇ν(q1 − q2)∥∥+ 4∑
ν=1
∥∥(1 + |x|)ν−1(∇ν(v1 − v2),∇ν(ϑ1 − ϑ2))∥∥
 C{ +K0}
∥∥(q˜1 − q˜2, v˜1 − v˜2, ϑ˜1 − ϑ˜2)∥∥
Λ3,4,4 . (2.29)
Similarly, by using the same argument as in the proof of Lemma 2.5, we can get
∥∥(1 + |x|)2(q1 − q2)∥∥
L∞
+
1∑
ν=0
∥∥(1 + |x|)ν+1∇ν(v1 − v2)∥∥
L∞ +
2∑
ν=1
∥∥(1 + |x|)ν∇ν(ϑ1 − ϑ2)∥∥
L∞
C{ + K¯}∥∥(q˜1 − q˜2, v˜1 − v˜2, ϑ˜1 − ϑ˜2)∥∥
Λ3,4,4
+ C{∥∥(1 + |x|)3(V˜ 11 − V˜ 22 )∥∥L∞ + ∥∥(1 + |x|)−1(V˜ 11 − V˜ 22 )∥∥L1}, (2.30)
where V˜ j1 , V˜
j
2 (j = 1,2) are functions satisfying
∇ · v˜j = ∇ · V˜ j1 + V˜ j2 ,
∥∥(1 + |x|)3V˜ j1 ∥∥L∞ + ∥∥(1 + |x|)−1V˜ j2 ∥∥L1  . (2.31)
Moreover, if we define V j1 , V
j
2 (j = 1,2) as
V
j
1 = −
ρ˜
j
P
ρ˜j
v˜j qj , V
j
2 = ∇ ·
(
ρ˜
j
P
ρ˜j
v˜j
)
qj − ρ˜
j
θ
ρ˜j
v˜j · ∇ϑ˜j + G
ρ˜j
, (2.32)
then
∥∥(1 + |x|)3(V 11 − V 21 )∥∥L∞ + ∥∥(1 + |x|)−1(V 12 − V 22 )∥∥L1
 C
{
 + ∥∥(1 + |x|)−1G∥∥
L1
}∥∥(q˜1 − q˜2, v˜1 − v˜2, ϑ˜1 − ϑ˜2)∥∥
Λ3,4,4 . (2.33)
As for ‖(ϑ1 − ϑ2)‖L∞ , it can be estimated by the following inequality:
∥∥(ϑ1 − ϑ2)∥∥
L∞  C
1∑∥∥∇ν(ϑ1 − ϑ2)∥∥
L6
 C
∥∥∇(ϑ1 − ϑ2)∥∥1, (2.34)
ν=0
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∥∥(q1 − q2, v1 − v2, ϑ1 − ϑ2)∥∥
Λ3,4,4
+ ∥∥(1 + |x|)3(V 11 − V 21 )∥∥L∞ + ∥∥(1 + |x|)−1(V 12 − V 22 )∥∥L1
 C{ +K}∥∥(q˜1 − q˜2, v˜1 − v˜2, ϑ˜1 − ϑ˜2)∥∥
Λ3,4,4
+C{∥∥(1 + |x|)3(V˜ 11 − V˜ 21 )∥∥L∞ + ∥∥(1 + |x|)−1(V˜ 12 − V˜ 22 )∥∥L1}. (2.35)
Therefore, we have the following proposition.
Proposition 2.2. There exists c0 > 0 such that for any  sufficiently small, if (G,F,H) ∈H4,3,3
satisfies
K  c0 (K is defined in Proposition 2.1),
then for (q˜j , v˜j , ϑ˜j ) ∈ Λ˙4,5,5 and (qj , vj ,ϑj ) = T (q˜j , v˜j , ϑ˜j ) (j = 1,2), we have the following
estimate:
∥∥(q1 − q2, v1 − v2, ϑ1 − ϑ2)∥∥
Λ3,4,4
+ ∥∥(1 + |x|)3(V 11 − V 21 )∥∥L∞ + ∥∥(1 + |x|)−1(V 12 − V 22 )∥∥L1
 1
2
{∥∥(q˜1 − q˜2, v˜1 − v˜2, ϑ˜1 − ϑ˜2)∥∥
Λ3,4,4
+ ∥∥(1 + |x|)3(V˜ 11 − V˜ 21 )∥∥L∞ + ∥∥(1 + |x|)−1(V˜ 12 − V˜ 22 )∥∥L1}, (2.36)
where (V˜ j1 , V˜
j
2 ) (j = 1,2) satisfy (2.31), and V j1 , V j2 are defined by (2.32).
Hence, by Propositions 2.1 and 2.2, the contraction mapping principle implies the existence
and uniqueness of solution to (1.3). This completes the proof of Theorem 1.1.
3. Non-stationary problem
In this part, we consider the stability of the stationary solution with respect to the initial
disturbance (ρ0, v0, ϑ0). Fix ρ¯, θ¯ to be positive constants and let F , G be small in the sense
of Theorem 1.1. We denote the corresponding stationary solution obtained in Theorem 1.1 by
(P ∗, v∗, θ∗), and set ρ∗ ≡ ρ¯ + σ ∗ = ρ(P ∗, θ∗). Then by direct calculations we have the follow-
ing estimate for σ ∗:
‖σ ∗‖J¨ 4 ≡
4∑
ν=1
∥∥(1 + |x|)ν−1∇νσ ∗∥∥+ 1∑
ν=0
∥∥(1 + |x|)ν+1∇νσ ∗∥∥
L∞ +
∥∥(1 + |x|)2∇2σ ∗∥∥
L∞
 C,
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∥∥(σ ∗, v∗, ϑ∗)∥∥J4,5,5 ≡ ‖σ ∗‖J¨ 4 + ‖v∗‖J 5 + ‖ϑ∗‖J˙ 5  (C + 1).
Thus for simplicity, we can assume in this part ‖(σ ∗, v∗, ϑ∗)‖J4,5,5   for  small enough. By
putting
ρ(t, x) = ρ∗ + σ(t, x), v(t, x) = v∗ +w(t, x), θ(t, x) = θ∗ + ϑ(t, x)
into (1.1), we have the following system of equations for (σ,w,ϑ):
⎧⎪⎨
⎪⎩
σt (t) + ∇ ·
{(
ρ∗ + σ(t))w(t)}= −∇ · (v∗σ(t)),
wt (t)− 1
ρ∗
[
μw(t)+ (μ + μ′)∇(∇ · w(t))]+ A(t)∇σ(t)+B(t)∇θ(t) = f (t),
ϑt (t) − κE∗ϑ(t)+D(t)∇ · w(t) = h(t),
(3.1)
where
f (t) = −(v∗ · ∇)w(t)− (w(t) · ∇)(v∗ + w(t))− (A(t)−A∗)∇ρ∗ − (B(t)− B∗)∇θ∗
− σ(t)
ρ∗(ρ∗ + σ(t))
[
μ
(
v∗ + w(t))+ (μ+ μ′)∇{∇ · (v∗ + w(t))}],
h(t) = −(v∗ · ∇)θ(t)− (w(t) · ∇)(θ∗ + θ(t))+ κ(E(t)− E∗)(θ∗ + θ(t))
− (D(t)−D∗)∇ · v∗ + (E(t)−E∗)Ψ (v∗)
+ E(t)(Ψ (v∗ +w(t))−Ψ (v∗))+ (E(t)−E∗)H,
and
A = Pρ(ρ, θ)
ρ
, B = Pθ(ρ, θ)
ρ
, D = θPθ (ρ, θ)
ρc∇(ρ, θ)
, E = 1
ρc∇(ρ, θ)
,
A∗ = A(ρ∗, θ∗), E(t) = E(ρ∗ + σ(t), θ∗ + ϑ(t)), etc. Moreover, we set Ai(t), Bi(t), Di(t),
Ei(t), i = 1,2, to be the functions satisfying: A(t) − A∗ = A1(t)σ (t) + A2(t)ϑ(t), . . . ,
E(t)−E∗ = E1(t)σ (t)+ E2(t)ϑ(t).
In this section, we will prove Theorem 1.2. The proof consists of the following two steps. The
first one is the local existence result:
Proposition 3.1. If (σ,w,ϑ)(0) ∈H3,3,3, then there exists t0 > 0 such that the initial value prob-
lem (3.2) with initial data (σ,w,ϑ)(0) admits a unique solution (σ,w,ϑ)(t) ∈ C(0, t0;H3,3,3).
Moreover, (σ,w,ϑ)(t) satisfies
∥∥(σ,w,ϑ)(t)∥∥23,3,3  2∥∥(σ,w,ϑ)(0)∥∥23,3,3
for any t ∈ [0, t0].
And the other is an a priori estimate:
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0 > 0 such that if   0 and sup0tt1 ‖(σ,w,ϑ)(t)‖3,3,3,‖(σ ∗, v∗, ϑ∗)‖J4,5,5  , then
∥∥(σ,w,ϑ)(t)∥∥23,3,3 +
t∫
0
∥∥(∇σ,∇w,∇ϑ)(s)∥∥22,3,3 + ∥∥(wt , θt )(s)∥∥22,2 ds
 C
∥∥(σ,w,ϑ)(0)∥∥23,3,3 (3.2)
for any t ∈ [0, t1], where C > 0 is a constant depending only on μ, μ′ and κ .
Concerning the local existence result, we can apply the Matsumura and Nishida [13] method
directly. So we shall devote the following sections to the proof of Proposition 3.2.
Before starting to estimate the solution, let us introduce the absolute constant ¯ > 0 such
that C¯ = 1/4 min{ρ¯, θ¯}, where C is the constant which appears in the embedding: ‖ · ‖L∞ 
C‖ · ‖2. Moreover, we denote the domain of (ρ, θ) by S(ρ¯, θ¯ ): S(ρ¯, θ¯ ) = {(ρ, θ) | ρ¯/2  ρ 
3/2ρ¯, θ¯/2 θ  3/2θ¯}.
3.1. Some estimates for f (t), h(t) and their derivatives
This subsection is devoted to deducing some estimates for f (t), h(t) and their derivatives
which are collected in the following lemma.
Lemma 3.1. Let (σ,w,ϑ)(t) and (σ ∗, v∗, ϑ∗) be satisfying
∥∥(σ,w,ϑ)(t)∥∥3,3,3,∥∥(σ ∗, v∗, ϑ∗)∥∥J4,5,5    ¯.
Then for a multi-index α with 0 |α| 3, if we write ∂αx h(t) of the form:
∂αx f (t) = −
σ(t)
ρ∗(ρ∗ + σ(t))
[
μ∂αx w(t)+ (μ +μ′)∇
(∇ · ∂αx w(t))]+ Fα(t),
then we have the estimate for Hα(t):
Fα(t) C
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
|∇v∗||w(t)| + (|v∗| + |w(t)|)|∇w(t)| + (|∇ρ∗| + |∇θ∗| + |∇2v∗|)|σ(t)|
+ (|∇ρ∗| + |∇σ ∗|)|ϑ(t)|, if α = 0,
|∇|α|+1v∗||w(t)| +∑|α|+1ν=1 |∇νw(t)| +∑|α|+1ν=1 (|∇νρ∗| + |∇νθ∗|
+ |∇ν+1v∗|)|σ(t)| +∑|α|ν=1 |∇νσ (t)| +∑|α|+1ν=1 (|∇νρ∗| + |∇νθ∗|)|ϑ(t)|
+∑|α|ν=1 |∇νϑ(t)| +R|α|F (t), if |α| = 1,2,3.
(3.3)
Here R1F (t) = 0 and RkF (t) (k = 2,3) satisfies:∥∥R2F (t)∥∥L3/2  C∥∥∇2σ(t)∥∥, ∥∥R2F (t)∥∥ C∥∥∇3σ(t)∥∥,∥∥R3F (t)∥∥  C∥∥(∇2σ,∇3w,∇2ϑ)(t)∥∥ .L3/2 1,0,0
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∂αx h = κ
(
E1(t)σ (t)+ E2(t)ϑ(t)
)

(
∂αx ϑ(t)
)+Hα(t),
we have the following estimate for Fα(t):
Hα(t) C
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(|∇2θ∗| + |∇v∗| + |H |)|σ(t)| + (|∇2θ∗| + |∇v∗| + |H |)|ϑ(t)| + |v∗||∇ϑ(t)|
+ (|∇θ∗| + |∇θ(t)|)|w(t)| + (|∇w(t)| + |v∗|)|∇w(t)|, if |α| = 0,∑|α|+1
ν=1 (|∇ν+1θ∗| + |∇νv∗| + |∇ν−1H |)(|ϑ(t)| + |σ(t)|)
+∑|α|+1ν=1 |∇νw(t)| +∑|α|+1ν=1 |∇νϑ(t)| +∑|α|ν=1 |∇νσ (t)| + R|α|H (t),
if |α| = 1,2,3.
(3.4)
Here R1H (t) = 0 and RkH (t) (k = 2,3) satisfies:
∥∥R2H (t)∥∥L3/2  C∥∥∇2w(t)∥∥, ∥∥R2H (t)∥∥ C∥∥∇3w(t)∥∥,∥∥R3H (t)∥∥L3/2  C∥∥(∇σ,∇w,∇ϑ)(t)∥∥0,2,0,
where the constant C > 0 is depending only on μ, μ′, κ and ¯.
Proof. By the Leibniz rule and the Sobolev embedding H 2 ↪→ L∞, we can easily check (3.3),
(3.4) with
RkF (t) =
⎧⎪⎨
⎪⎩
0, if k = 1,
|∇2w(t)||∇2σ(t)|, if k = 2,
|∇2w(t)||∇3σ(t)| + (|∇2w(t)| + |∇3w(t)|)|∇2σ(t)| + |∇2w(t)|2
+ (|∇4v∗| + |∇3ρ∗|)|∇σ(t)| + |∇3ρ∗|(|∇2w(t)| + |∇ϑ(t)|), if k = 3;
(3.5)
RkH (t) =
⎧⎪⎨
⎪⎩
0, if k = 1,
|∇2w(t)|2, if k = 2,
(|∇2σ(t)| + |∇2σ(t)|)|∇2w(t)| + (|∇2w(t)| + |∇3w(t)|)|∇2w(t)|
+ (|∇4θ∗| + |∇2H |)(|∇σ(t)| + |∇ϑ(t)|)+ |∇4v∗||∇w(t)|, if k = 3.
(3.6)
Using the Gagliard–Nirenberg inequality, we have
∥∥R2F (t)∥∥L3/2  ∥∥∇2w(t)∥∥L6∥∥∇2σ(t)∥∥ C∥∥∇2σ(t)∥∥,∥∥R3F (t)∥∥L3/2  ∥∥∇2w(t)∥∥L6∥∥∇3σ(t)∥∥+ ∥∥∇2w(t)∥∥L6∥∥∇2σ(t)∥∥+ ∥∥∇3w(t)∥∥∥∥∇2σ(t)∥∥L6
+ ∥∥∇2w(t)∥∥∥∥∇2w(t)∥∥
L6
+ (∥∥∇4v∗∥∥+ ∥∥∇3ρ∗∥∥)∥∥∇σ(t)∥∥
L6
+ ∥∥∇3ρ∗∥∥(∥∥∇2w(t)∥∥
L6
+ ∥∥∇ϑ(t)∥∥
L6
)
 C
∥∥(∇2σ,∇3w,∇2ϑ)(t)∥∥ ,1,0,0
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From (3.6), similarly we can also get the estimates for RkH (t) (k = 1,2,3). This completes the
proof of Lemma 3.1. 
3.2. Estimates for ∇w(t), ∇ϑ(t) and their derivatives up to ∇4w(t), ∇4ϑ(t)
The purpose of this subsection is to estimate ∇w(t), ∇ϑ(t) and their derivatives up to ∇4w(t),
∇4ϑ(t). For results in this direction, we have
Lemma 3.2. Let (σ,w,ϑ)(t) ∈ C(0, t1;H3,3,3) be a solution to (3.1). Then there exist 0 > 0,
λ0 > 0 and α,β > 0 such that if   0 and ‖(σ,w,ϑ)(t)‖3,3,3,‖(σ ∗, v∗, ϑ∗)‖J4,5,5  , the
following estimates hold:
d
dt
[∥∥σ(t)∥∥2 + (A˜(t)w(t),w(t))+ (B˜(t)ϑ(t),ϑ(t))]
+ α∥∥∇w(t)∥∥2 + β∥∥∇ϑ(t)∥∥2 C∥∥∇σ(t)∥∥2, (3.7)
and for 1 k  3 and any λ with 0 < λ< λ0
d
dt
[∥∥∇kσ (t)∥∥2 + (A˜(t)∇kw(t),∇kw(t))+ (B˜(t)∇kϑ(t),∇kϑ(t))]
+ α∥∥∇k+1w(t)∥∥2 + β∥∥∇k+1ϑ(t)∥∥2
 C( + λ)∥∥(∇σ,∇w,∇ϑ)(t)∥∥2
k−1,k−1,k−1 +Cλ−1
∥∥(∇kw,∇kϑ)(t)∥∥2, (3.8)
where C > 0 is a constant depending only on μ, μ′, and κ . Setting
A˜ = ρ
2
Pρ(ρ, θ)
, B˜ = ρ
2c∇(ρ, θ)
θPρ(ρ, θ)
,
then A˜(t) = A˜(ρ∗ + σ(t), θ∗ + ϑ(t)) and B˜(t) = B˜(ρ∗ + σ(t), θ∗ + ϑ(t)).
Proof. Using the Friedrichs mollifier, we may assume that (σ,w,ϑ)(t) ∈ C(0, t1;H∞,∞,∞).
For any multi-index α with 0  |α|  3, applying ∂αx to (3.1)1, (3.1)2, (3.1)3, multiplying the
resultant equations by ∂αx σ (t), A˜(t)∂αx w(t), B˜(t)∂αx ϑ(t), respectively, and integrating the final
result with respect to x over R3, we have
1
2
d
dt
∥∥∂αx σ (t)∥∥2 − ((ρ∗ + σ(t))∂αx w(t),∇∂αx σ (t))= (−∂αx (v∗σ(t))− Iα(t),∇∂αx σ (t)),
(
A˜(t)∂αx wt (t), ∂
α
x w(t)
)−( A˜(t)
ρ∗
∂αx
{
μw(t)+ (μ+ μ′)∇(∇ · w(t))}, ∂αx w(t)
)
+ ((ρ∗ + σ(t))∇∂αx σ (t), ∂αx w(t))+ (A˜(t)B(t)∇∂αx ϑ(t), ∂αx w(t))
= (∂αx f (t)+ J 1α (t), A˜(t)∂αx w(t)),
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B˜(t)∂αx ϑt (t), ∂
α
x ϑ(t)
)− (κE∗B˜(t)∂αx ϑ(t),∂αx ϑ(t))+ (A˜(t)B(t)∇∂αx w(t), ∂αx ϑ(t))
= (∂αx h(t)+ J 2α (t), B˜(t)∂αx ϑ(t)),
where Iα(t) and Jα(t) are defined by
Iα(t) =
∑
β<α
(
α
β
)
∂α−βx
(
ρ∗ + σ(t))∂βx w(t),
J 1α (t) =
∑
β<α
(
α
β
)[(
∂α−βx
1
ρ∗
)
∂βx
{
μw(t)+ (μ +μ′)∇(∇ ·w(t))}
− (∂α−βx A(t))∇∂βx σ (t)− (∂α−βx B(t))∇∂βx ϑ(t)
]
,
J 2α (t) =
∑
β<α
(
α
β
)[
κ
(
∂α−βx E∗
)
∂βx ϑ(t)−
(
∂α−βx D(t)
)∇∂βx w(t)].
Cancelling the terms ((ρ∗ +σ(t))∇∂αx σ (t), ∂αx w(t)) and (A˜(t)B(t)∇∂αx ϑ(t), ∂αx w(t)) by adding
the above three formulas, writing the first term of the second formula and the third formula as
follows:
(
A˜(t)∂αx wt (t), ∂
α
x w(t)
)= 1
2
d
dt
(
A˜(t)∂αx w(t), ∂
α
x w(t)
)− 1
2
(
A˜t (t)∂
α
x w(t), ∂
α
x w(t)
)
,
(
B˜(t)∂αx ϑt (t), ∂
α
x ϑ(t)
)= 1
2
d
dt
(
B˜(t)∂αx ϑ(t), ∂
α
x ϑ(t)
)− 1
2
(
B˜t (t)∂
α
x ϑ(t), ∂
α
x ϑ(t)
)
,
and using integrations by parts, we can get
1
2
d
dt
{∥∥∂αx σ (t)∥∥2 + (A˜(t)∂αx w(t), ∂αx w(t))+ (B˜(t)∂αx ϑ(t), ∂αx ϑ(t))}
+μ
(
A˜(t)
ρ∗
∇∂αx w(t),∇∂αx w(t)
)
+ κ(E∗B˜(t)∇∂αx ϑ(t),∇∂αx ϑ(t))

∣∣(∂αx (v∗σ(t)),∇∂αx σ (t))∣∣+ κ∣∣(∇(E∗B˜(t)) · ∇∂αx ϑ(t), ∂αx ϑ(t))∣∣
+ ∣∣(∂αx w(t),∇(A˜(t)B(t))∂αx ϑ(t))∣∣
+
[
μ
∣∣∣∣
(
∇∂αx w(t),∇
(
A˜(t)
ρ∗
)
∂αx w(t)
)∣∣∣∣+ (μ +μ′)
∣∣∣∣
(
∂αx w(t) · ∇
(
A˜(t)
ρ∗
)
,∇ · ∂αx w(t)
)∣∣∣∣
]
+ ∣∣(∂αx f (t), A˜(t)∂αx w(t))∣∣+∣∣(∂αx h(t), B˜(t)∂αx ϑ(t))∣∣
+ [∣∣(Iα(t),∇∂αx σ (t))∣∣+ ∣∣(J 1α (t), A˜∂αx w(t))∣∣+ ∣∣(J 2α (t), B˜∂αx ϑ(t))∣∣]
+ 1
2
∣∣(A˜t (t)∂αx w(t), ∂αx w(t))∣∣+ 12
∣∣(B˜t (t)∂αx ϑ(t), ∂αx ϑ(t))∣∣
≡ K1 +K2 + · · · +K9. (3.9)
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and the Gagliard–Nirenberg inequality. If α = 0, employing the Hardy inequality, we have
K1 
∥∥(1 + |x|)v∗∥∥
L∞
∥∥∥∥σ(t)|x|
∥∥∥∥∥∥∇σ(t)∥∥ C∥∥∇σ(x)∥∥2. (3.10)
If 1 |α| 3, we can get by integrations by parts
K1  2
∣∣(∇v∗∂αx σ (t), ∂αx σ (t))∣∣+ ∑
β<α
∣∣(∇∂α−βx v∗(∂βx σ (t))− (∂α−βx v∗)∇∂βx σ (t), ∂βx σ (t))∣∣
 C
{
‖∇v∗‖L∞
∥∥∂αx σ (t)∥∥2
+
∑
β<α
(∥∥∇∂α−βx v∗∥∥L3∥∥∂βx σ (t)∥∥L6 + ∥∥∂α−βx v∗∥∥L∞∥∥∇∂βx σ (t)∥∥)∥∥∂βx σ (t)∥∥
}
 C
∥∥∇σ(t)∥∥2|α|−1. (3.11)
For K2 and K3, they can be estimated as follows:
K2 C
∥∥(∇ρ∗,∇σ(t),∇θ∗,∇ϑ(t))∥∥
L3
∥∥∇∂αx ϑ(t)∥∥∥∥∂αx ϑ(t)∥∥L6
C
∥∥∇∂αx ϑ(t)∥∥2, (3.12)
K3 C
{∥∥(1 + |x|)2(∇ρ∗,∇θ∗)∥∥
L∞
∥∥∥∥∂αx w(t)|x|
∥∥∥∥
∥∥∥∥∂αx ϑ(t)|x|
∥∥∥∥
+ ∥∥(∇σ,∇ϑ)(t)∥∥
L3
∥∥∂αx w(t)∥∥∥∥∂αx ϑ(t)∥∥L6
}
C
∥∥(∇w(t),∇ϑ(t))∥∥|α|,|α|. (3.13)
Similar to that of K2, K4 can be estimated as follows
K4  C
∥∥∇∂αx w(t)∥∥2. (3.14)
To use Lemma 3.1, we divide K5 into the following two parts
K5 =
∣∣(Fα(t), A˜(t)∂αx w(t))∣∣
+
∣∣∣∣
(
σ(t)
ρ∗(ρ∗ + σ(t))
[
μ∂αx w(t)+ (μ +μ′)∇
(∇ · ∂αx w(t))], A˜(t)∂αx w(t)
)∣∣∣∣
≡ K51 +K52. (3.15)
For K52, by using integration by parts we have
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∣∣∣∣
(
∇
{
A˜(t)σ (t)
ρ∗(ρ∗ + σ(t))∂
α
x w(t)
}
,∇∂αx w(t)
)∣∣∣∣
+ (μ +μ′)
∣∣∣∣
(
∇ ·
{
A˜(t)σ (t)
ρ∗(ρ∗ + σ(t))∂
α
x w(t)
}
,∇ · ∂αx w(t)
)∣∣∣∣
 C
{∥∥σ(t)∥∥
L∞
∥∥∇∂αx w(t)∥∥2 + ∥∥(∇ρ∗,∇θ∗,∇σ(t),∇ϑ(t))∥∥L3∥∥∂αx w(t)∥∥L6∥∥∇∂αx w(t)∥∥}
 C
∥∥∇∂αx w(t)∥∥2. (3.16)
To estimate K51, we use (3.3). If α = 0,
K51  C
{∥∥(1 + |x|)2∇v∗∥∥
L∞
∥∥∥∥w(t)|x|
∥∥∥∥
2
+ ∥∥(1 + |x|)v∗∥∥
L∞
}∥∥∇w(t)∥∥∥∥∥∥w(t)|x|
∥∥∥∥
+ ∥∥w(t)∥∥
L3
∥∥∇w(t)∥∥∥∥w(t)∥∥
L6
+ ∥∥(1 + |x|)2(∇ρ∗,∇θ∗,∇2v∗)∥∥
L∞
∥∥∥∥σ(t)|x|
∥∥∥∥
∥∥∥∥w(t)|x|
∥∥∥∥
+ ∥∥(1 + |x|)2(∇ρ∗,∇θ∗)∥∥
L∞
∥∥∥∥ϑ(t)|x|
∥∥∥∥
∥∥∥∥w(t)|x|
∥∥∥∥
 C
∥∥(∇σ,∇w,∇ϑ)(t)∥∥2, (3.17)
and if 1 |α| 3,
K51  C
{∥∥∇|α|+1v∗∥∥∥∥w(t)∥∥
L6
∥∥∇|α|w(t)∥∥
L3
+
|α|+1∑
ν=1
∥∥∇νw(t)∥∥∥∥∇|α|w(t)∥∥
+
|α|∑
ν=1
∥∥∇νσ (t)∥∥∥∥∇|α|w(t)∥∥+ |α|∑
ν=1
∥∥∇νϑ(t)∥∥∥∥∇|α|w(t)∥∥
+
|α|+1∑
ν=1
∥∥(∇νρ∗,∇νθ∗,∇ν+1v∗)∥∥∥∥σ(t)∥∥
L6
∥∥∇|α|w(t)∥∥
L3
+
|α|+1∑
ν=1
∥∥(∇νρ∗,∇νθ∗)∥∥∥∥ϑ(t)∥∥
L6
∥∥∇|α|w(t)∥∥
L3
+ ∥∥R|α|F (t)∥∥L3/2∥∥∇|α|w(t)∥∥L3
}
 C( + λ)∥∥(∇σ,∇w,∇ϑ)(t)∥∥2|α|−1,|α|,|α|−1 +Cλ−1∥∥∇|α|w(t)∥∥2. (3.18)
Inserting (3.16), (3.18) into (3.15) deduce
K5 
{
C‖(∇σ,∇w,∇ϑ)(t)‖2, α = 0,
C( + λ)‖(∇σ,∇w,∇ϑ)(t)‖2|α|−1,|α|,|α|−1 +Cλ−1‖∇|α|w(t)‖2, 1 |α| 3.
(3.19)
K6 can be estimated in a way similar to that of K5 by using (3.4). In fact if α = 0
K6  C
∥∥(∇σ,∇w,∇ϑ)(t)∥∥2, (3.20)
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K6  C( + λ)
∥∥(∇σ,∇w,∇ϑ)(t)∥∥2|α|−1,|α|,|α| + Cλ−1∥∥∇|α|ϑ(t)∥∥2. (3.21)
For 1 |α| 3, we can check that
K7 C
∥∥(∇σ,∇w,∇ϑ)(t)∥∥2|α|−1,|α|,|α|. (3.22)
We note that the term (Iα(t),∇∂αx σ (t)) is estimated by integration by parts, and for the case of
|α| = 3 with the aid of the following inequality:∥∥∥∥ w(t)1 + |x|
∥∥∥∥
L∞
C
∥∥∇w(t)∥∥1,
which follows from the Sobolev inequality and the Hardy inequality. In order to estimate K8
and K9, we use (3.1)1 and (3.1)3. In fact for K8,
2K8 
∣∣(A˜ρ(t)σt (t)∂αx w(t), ∂αx w(t))∣∣+ ∣∣(A˜θ (t)ϑt (t)∂αx w(t), ∂αx w(t))∣∣≡ K81 +K82.
(3.23)
Using (3.1)1 and (3.1)3, K81, K82 can be estimated as follows respectively:
K81 =
(
A˜ρ(t)σt (t)∂
α
x w(t), ∂
α
x w(t)
)
= ∣∣(∇ · {(ρ∗ + σ(t))w(t)+ (v∗σ(t))}, A˜ρ(t)∂αx w(t) · ∂αx w(t))∣∣
 C
∣∣((ρ∗ + σ(t))w(t)+ v∗σ(t),∇A˜ρ(t)∂αx w(t) · ∂αx w(t)+ 2A˜ρ(t)∇∂αx w(t) · ∂αx w(t))∣∣
 C
{∥∥(w(t), σ (t))∥∥
L6
∥∥(∇ρ∗,∇θ∗,∇σ(t),∇ϑ(t))∥∥∥∥∂αx w(t)∥∥2L6
+ (∥∥w(t)∥∥
L3
+ ‖v∗‖L6
∥∥σ(t)∥∥
L6
)∥∥∇∂αx w(t)∥∥∥∥∂αx w(t)∥∥L6}
 C
∥∥∇∂αx w(t)∥∥2, (3.24)
K82 =
(
A˜θ (t)ϑt (t)∂
α
x w(t), ∂
α
x w(t)
)
= ∣∣(κE(t)(θ∗ + ϑ(t))−D(t)∇ · (v∗ + v(t))− (v∗ + v(t)) · ∇(θ∗ + ϑ(t))
+E(t)Ψ (v∗ +w(t)), A˜θ (t)∂αx w(t) · ∂αx w(t))∣∣
= ∣∣((θ∗ + ϑ(t)), A˜θ (t)∇∂αx w(t) · ∂αx w(t))∣∣
+ ∣∣(∇(v∗ +w(t)),D(t)A˜θ (t)∂αx w(t) · ∂αx w(t))∣∣
+ ∣∣(−(v∗ + v(t))∇(θ∗ + ϑ(t)), A˜θ (t)∇∂αx w(t) · ∂αx w(t))∣∣
+ ∣∣(Ψ (v∗ +w(t)),E(t)A˜θ (t)∂αx w(t) · ∂αx w(t))∣∣
≡ K182 + · · · +K482. (3.25)
Using integrations by parts, we have
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∣∣(∇(θ∗ + ϑ(t)),∇(κE(t)A˜θ (t))∂αx w(t) · ∂αx w(t)+ 2κE(t)A˜θ (t)∇∂αx w(t) · ∂αx w(t))∣∣
 C
{∥∥(∇θ∗,∇ϑ(t))∥∥
L6
∥∥(∇ρ∗,∇θ∗,∇σ(t),∇ϑ(t))∥∥∥∥∂αx w(t)∥∥2L6
+ ∥∥(∇θ∗,∇ϑ(t))∥∥
L3
∥∥∇∂αx w(t)∥∥∥∥∂αx w(t)∥∥L6}
 C
∥∥∇∂αx w(t)∥∥2. (3.26)
Also, for the remaining terms, simple integration by parts for K282 yields
Kk82 C
∥∥∇∂αx w(t)∥∥2, (3.27)
for k = 2,3,4. Consequently
K8  C
∥∥∇∂αx w(t)∥∥2. (3.28)
At last, the term K9 is estimated in a way similar to that of K8, and we have
K9  C
∥∥∇∂αx ϑ(t)∥∥2. (3.29)
Combining (3.10)–(3.29), we can obtain (3.7) and (3.8), if we take α = min(ρ,θ)∈S(ρ¯,θ¯ ) μ A˜(ρ,θ)ρ ,
β = min(ρ,θ)∈S(ρ¯,θ¯ ) κE(ρ, θ)B˜(ρ, θ) and choose ,λ > 0 small enough. This completes the
proof of Lemma 3.2. 
3.3. Estimates for wt(t), ϑt (t) and their derivatives up to ∇2wt(t), ∇2ϑt (t)
In this section, we give the estimates for wt(t), ϑt (t) and their derivatives up to ∇2wt(t),
∇2ϑt (t). The main results are the following.
Lemma 3.3. Let (σ,w,ϑ)(t) ∈ C(0, t1;H3,3,3) be a solution to (3.1). Then there exist 0 > 0,
λ0 > 0 and γ > 0 such that if   0 and ‖(σ,w,ϑ)(t)‖3,3,3,‖(σ ∗, v∗, ϑ∗)‖J4,5,5  , the fol-
lowing estimates hold:
d
dt
(∇σ(t),w(t))+ γ ∥∥wt(t)∥∥2  C{∥∥∇σ(t)∥∥2 + ∥∥∇w(t)∥∥21 + ∥∥∇ϑ(t)∥∥2}, (3.30)
d
dt
(∇kσ (t),∇k−1w(t))+ γ ∥∥∇k−1wt(t)∥∥2
C
∥∥(∇σ,∇w,∇ϑ)(t)∥∥2
k−2,k,k−2 +C
∥∥∇k−2wt(t)∥∥2, (3.31)∥∥ϑt (t)∥∥2 C{∥∥∇σ(t)∥∥2 + ∥∥∇w(t)∥∥2 + ∥∥∇ϑ(t)∥∥21}, (3.32)∥∥∇k−1ϑt (t)∥∥2 C∥∥(∇σ,∇w,∇ϑ)(t)∥∥2k−1,k−1,k (3.33)
for 2 k  3, where C > 0 is a constant depending only on μ, μ′, and κ .
J. Qian, H. Yin / J. Differential Equations 237 (2007) 225–256 251Proof. Multiplying (3.1)2 by A(t)−1, we have
1
A(t)
wt (t)+ ∇σ(t) = 1
ρ∗A(t)
[
μw(t)+ (μ+ μ′)∇(∇ · w(t))]− B(t)
A(t)
∇ϑ(t)+ f (t)
A(t)
.
For any multi-index α with 0 |α| 2, applying ∂αx to this formula and multiplying the resultant
equation by ∂αx wt (t), we have
(∇ · ∂αx σ (t), ∂αx wt (t))+
(
1
A(t)
∂αx wt (t), ∂
α
x wt (t)
)
=
(
∂αx
{
1
ρ∗A(t)
[
μw(t)+ (μ+ μ′)∇(∇ · w(t))]− B(t)
A(t)
∇ϑ(t)+ f (t)
A(t)
}
− Iα(t), ∂αx wt (t)
)
,
where Iα(t) is defined by
Iα(t) =
∑
β<α
(
α
β
)(
∂α−βx
1
A(t)
)
∂βx wt (t).
The first term is written in the following form:
(∇ · ∂αx σ (t), ∂αx wt (t))= ddt
(∇ · ∂αx σ (t), ∂αx w(t))+ (∇ · ∂αx σt (t), ∂αx w(t)).
Therefore, we have
d
dt
(∇ · ∂αx σ (t), ∂αx w(t))+
(
1
A(t)
∂αx wt (t), ∂
α
x wt (t)
)

∣∣∣∣
(
∂αx
{
1
ρ∗A(t)
[
μw(t)+ (μ +μ′)∇(∇ · w(t))]}, ∂αx wt (t)
)∣∣∣∣+ ∣∣(Iα(t), ∂αx wt (t))∣∣
+
∣∣∣∣
(
∂αx
{
f (t)
A(t)
}
, ∂αx wt (t)
)∣∣∣∣+
∣∣∣∣
(
∂αx
{
B(t)
A(t)
∇ϑ(t)
}
, ∂αx wt (t)
)∣∣∣∣+ ∣∣(∇ · ∂αx σt (t), ∂αx w(t))∣∣
≡ K1 + · · · +K5. (3.34)
Now we estimate the right-hand side of (3.34) term by term by using the Sobolev inequality.
Firstly, it is easily to check that
K1  λ
∥∥∇|α|wt(t)∥∥2 + Cλ−1∥∥∇2w(t)∥∥2|α|, (3.35)
K2  C
∥∥∇wt(t)∥∥2|α|−1. (3.36)
To estimate K3, if α = 0, we have from Lemma 3.1 that α = 0,
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(
1
A(t)
{|∇v∗|∣∣w(t)∣∣+ (|v∗| + ∣∣w(t)∣∣)∣∣∇w(t)∣∣+ (|∇ρ∗| + |∇θ∗| + ∣∣∇2v∗∣∣)∣∣σ(t)∣∣
+ (|∇ρ∗| + |∇θ∗|)∣∣ϑ(t)∣∣}, ∣∣wt(t)∣∣
)
C
{‖∇v∗‖L3∥∥w(t)∥∥L6 + ∥∥(v∗,w(t))∥∥L∞∥∥∇w(t)∥∥
+ ∥∥(∇ρ∗,∇θ∗,∇2v∗)∥∥
L3
∥∥σ(t)∥∥
L6
+ ∥∥(∇ρ∗,∇θ∗)∥∥∥∥ϑ(t)∥∥
L6
}∥∥wt(t)∥∥
C
{∥∥(∇σ,∇w,∇ϑ)(t)∥∥20,1,0 + ∥∥wt(t)∥∥2}. (3.37)
If 1 α  2, due to
K3 
∑
β<α
(
α
β
)∣∣((∂α−βx A(t)−1)∂βx f (t), ∂αx wt (t))∣∣+ ∣∣(A(t)−1∂αx f (t), ∂αx wt (t))∣∣
≡ K31 + K32, (3.38)
we have
K31  C
|α|∑
ν=1
∥∥(∇ρ∗,∇θ∗,∇σ(t),∇ϑ(t))∥∥
L3
×
∑
0ν1|α|−1
0ν2|α|+1
∥∥(∇ν1σ,∇ν2w,∇ν1ϑ)(t)∥∥
L6
∥∥∇|α|wt(t)∥∥
 C
{∥∥(∇σ,∇w,∇ϑ)(t)∥∥2|α|−1,|α|+1,|α|−1 + ∥∥∇|α|wt(t)∥∥2} (3.39)
and
K32  C
{
‖∇v∗‖L3
∥∥w(t)∥∥
L6
+
|α|+1∑
ν=1
∥∥(∇νρ∗,∇ν+1v∗)∥∥
L3
∥∥σ(t)∥∥
L6
+ ∥∥(∇σ,∇w,∇ϑ)(t)∥∥|α|−1,|α|+1,|α|−1 + ∥∥R|α|F (t)∥∥
}∥∥∇|α|wt(t)∥∥
 λ
∥∥∇|α|wt(t)∥∥2 +Cλ−1∥∥(∇σ,∇w,∇ϑ)(t)∥∥2|α|−1,|α|+1,|α|−1. (3.40)
Thus for 0 |α| 2
K3  (C + λ)
∥∥∇|α|wt(t)∥∥2 + C( + λ−1)∥∥(∇σ,∇w,∇ϑ)(t)∥∥2|α|−1,|α|+1,|α|−1. (3.41)
For K4, we can get the following estimate by employing a similar argument
K4  λ
∥∥∇|α|wt(t)∥∥2 +Cλ−1∥∥∇ϑ(t)∥∥2|α|. (3.42)
At last, to deduce an estimate on K5, we substitute (3.1)1 into σt as in (3.24). Indeed, if α = 0,
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∣∣(∇ · {(ρ∗ + σ(t))w(t)},∇(∇ · w(t)))∣∣+ ∣∣(v∗σ(t),∇ ·w(t))∣∣
 C
{∥∥(∇ρ∗,∇σ(t))∥∥
L3
∥∥w(t)∥∥
L6
∥∥∇w(t)∥∥+ ∥∥∇w(t)∥∥2
+ ∥∥(1 + |x|)v∗∥∥
L∞
∥∥∥∥σ(t)|x|
∥∥∥∥∥∥∇2w(t)∥∥
}
 C
∥∥(∇σ,∇2w)(t)∥∥2 +C∥∥∇w(t)∥∥2, (3.43)
and if 1 |α| 2,
K5 
∣∣(∂αx {(ρ∗ + σ(t))w(t)+ v∗σ(t)},∇(∇ · w(t)))∣∣
 C
∑
β<α
{∥∥(∂α−βx ρ∗, ∂α−βx σ (t))∥∥L3∥∥∂βx w(t)∥∥L6 + ∥∥∂αx w(t)∥∥
+ ∥∥∂α−βx v∗∥∥L3∥∥∂βx σ (t)∥∥L6 + ∥∥∂βx σ (t)∥∥}∥∥∇2∂αx w(t)∥∥
 C
∥∥(∇σ,∇w)(t)∥∥2|α|−1,|α|+1. (3.44)
Combining (3.34)–(3.44), we can obtain (3.30) and (3.31) if we take γ = min(ρ,θ)∈S(ρ¯,θ¯ ) 12A(ρ,θ)
and , λ small enough.
For any multi-index α with 0  |α|  2, applying ∂αx to (3.1)3 and multiplying the resultant
equation by ∂αx ϑt (t), we have
∥∥∂αx ϑt (t)∥∥2  ∣∣(κ∂αx (E∗ϑ(t)), ∂αx ϑt (t))∣∣+ ∣∣(∂αx (D(t)w(t)), ∂αx ϑt (t))∣∣
+ ∣∣(∂αx h(t), ∂αx ϑt (t))∣∣
≡ K6 +K7 + K8. (3.45)
The terms in the right-hand side of (3.45) can be estimated as follows
K6  λ
∥∥∇|α|ϑt (t)∥∥2 +Cλ−1∥∥∇2ϑ(t)∥∥2|α|.
If α = 0,
K7  λ
∥∥ϑt (t)∥∥2 +Cλ−1∥∥∇w(t)∥∥2,
K8  C
{∥∥ϑt (t)∥∥2 + ∥∥(∇σ,∇w,∇ϑ)(t)∥∥20,0,1},
and if 1 |α| 2,
K7  λ
∥∥∇|α|ϑt (t)∥∥2 +Cλ−1∥∥(∇σ,∇w,∇ϑ)(t)∥∥2|α|−1,|α|,|α|+1,
K8  λ
∥∥∇|α|ϑt (t)∥∥2 +Cλ−1∥∥(∇σ,∇w,∇ϑ)(t)∥∥2|α|,|α|,|α| + C∥∥∇|α|+2ϑ(t)∥∥2.
Combining the above estimates with (3.45), we can get (3.32), (3.33) if taking ,λ > 0 small
enough. This completes the proof of Lemma 3.3. 
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Finally, we also have the following estimates for ∇σ(t) and its derivatives up to ∇3σ(t).
Lemma 3.4. Let (σ,w,ϑ)(t) ∈ C(0, t1;H3,3,3) be a solution to (3.1). Then there exist 0 > 0
and λ0 > 0 such that if   0 and ‖(σ,w,ϑ)(t)‖3,3,3,‖(σ ∗, v∗, ϑ∗)‖J4,5,5  , the following
estimates hold:
∥∥∇σ(t)∥∥2  C∥∥(∇w,∇ϑ,wt(t))∥∥21,0,0, (3.46)∥∥∇kσ (t)∥∥2  C{∥∥(∇σ,∇w,∇ϑ)(t)∥∥2
k−2,k,k−2 +
∥∥∇k−1wt(t)∥∥2} (3.47)
for 2 k  3, where C > 0 is a constant depending only on μ, μ′, and κ .
Proof. For any multi-index α with 0 |α| 2, applying ∂αx to (3.1)2 and multiplying the resul-
tant equation by ∂αx σt (t), we have(
A(t)∇∂αx σ (t),∇∂αx σ (t)
)

∣∣(∂αx wt (t),∇∂αx σ (t))∣∣
+
∣∣∣∣
(
∂αx
{
1
ρ∗
[
μw(t)+ (μ + μ′)∇(∇ · w(t))]},∇∂αx σ (t)
)∣∣∣∣
+ ∣∣(∂αx (B(t)∇ϑ(t)),∇∂αx σ (t))∣∣
+ ∣∣(Iα(t),∇∂αx σ (t))∣∣+ ∣∣(∂αx f (t),∇∂αx σ (t))∣∣
≡ K1 + · · · +K5, (3.48)
where Iα(t) is defined by
Iα(t) =
∑
β<α
(
α
β
)(
∂α−βx A(t)
)∇∂αx σ (t).
Employing Lemma 3.1, it follows from the Sobolev inequality that
K1  λ
∥∥∇|α|+1σ(t)∥∥2 +Cλ−1∥∥∇|α|wt(t)∥∥2,
K2  λ
∥∥∇|α|+1σ(t)∥∥2 +Cλ−1∥∥∇2w(t)∥∥2|α|,
K3  λ
∥∥∇|α|+1σ(t)∥∥2 +Cλ−1∥∥∇2ϑ(t)∥∥2|α|,
K4  C
∥∥∇σ(t)∥∥2|α|,
K5  λ
∥∥∇|α|+1σ(t)∥∥2 +Cλ−1∥∥(∇σ,∇w,∇ϑ)(t)∥∥2|α|−1,|α|+1,|α|−1.
Here, if α = 0, ‖∇σ(t)‖−1 is thought to be zero. Combining the above estimates with (3.48),
we obtain (3.46)–(3.47) if we can take , λ small enough. This completes the proof of
Lemma 3.4. 
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Let (σ,w,ϑ)(t) ∈ C(0, t1;H3,3,3) be a solution to (3.1) locally in time. Furthermore, we
suppose that ‖(σ,w,ϑ)(t)‖3,3,3,‖(σ ∗, v∗, ϑ∗)‖J4,5,5  , where  > 0 is small enough such that
at least we can use the results obtained in Lemmas 3.2–3.4. Also we use the notation:
[σ,w,ϑ](t) = ∥∥σ(t)∥∥2 + (A˜(t)w(t),w(t))+ (B˜(t)ϑ(t),ϑ(t)),
where A˜, B˜ are defined as in Lemma 3.2.
Summing up (3.7), (3.8) with k = 1, (3.30), (3.32) and (3.46) (after multiplying (3.8), (3.30),
(3.32), (3.46) with small numbers respectively), we have
d
dt
{ 1∑
ν=0
αν
[∇νσ,∇νw,∇νϑ]+ β1(∇σ,w)
}
+ ∥∥(∇σ,∇w,∇ϑ)∥∥20,1,1 + ∥∥(wt ,ϑt )∥∥2  0
(3.49)
if we take ,λ > 0 sufficiently small. Here and hereafter αk,βk > 0 are constants depending only
on μ, μ′ and κ . Then summing up (3.8), (3.31), (3.33), (3.47) with k = 2 and (3.49), we have
d
dt
{ 2∑
ν=0
αν
[∇νσ,∇νw,∇νϑ]+ 2∑
ν=1
βν
(∇νσ,∇ν−1w)
}
+ ∥∥(∇σ,∇w,∇ϑ)∥∥21,2,2 + ∥∥(wt ,ϑt )∥∥21,1  0. (3.50)
Also, by (3.8), (3.31), (3.33), (3.47) with k = 3 and (3.50), we obtain
d
dt
{ 3∑
ν=0
αν
[∇νσ,∇νw,∇νϑ]+ 3∑
ν=1
βν
(∇νσ,∇ν−1w)
}
+ ∥∥(∇σ,∇w,∇ϑ)∥∥22,3,3 + ∥∥(wt ,ϑt )∥∥22,2  0 (3.51)
for any t ∈ [0, t1]. Then integrating of (3.51) with respect to t over [0, t] implies that
N [σ,w,ϑ](t)+
t∫
0
∥∥(∇σ,∇w,∇ϑ)(s)∥∥22,3,3 + ∥∥(wt ,ϑt )(s)∥∥22,2 ds N [σ,w,ϑ](0),
(3.52)
where N [σ,w,ϑ](s) is defined by
N [σ,w,ϑ](s) ≡
3∑
ν=0
αν
[∇νσ,∇νw,∇νϑ](s) + 3∑
ν=1
βν
(∇νσ (s),∇ν−1w(s))
for any s > 0.
256 J. Qian, H. Yin / J. Differential Equations 237 (2007) 225–256Let us denote B0 = min(ρ,θ)∈S(ρ¯,θ¯ ){A˜(ρ, θ), B˜(ρ, θ),1} and B1 = max(ρ,θ)∈S(ρ¯,θ¯ ){A˜(ρ, θ),
B˜(ρ, θ),1}. Since we may assume without loss of generality that αk  αk−1 and βk 
αk min{B0,1}/4 for k = 1,2,3, it follows from simple calculation that
α3
4
B0
∥∥(σ,w,ϑ)(s)∥∥23,3,3 N [σ,w,ϑ](s) 2α0B1∥∥(σ,w,ϑ)(s)∥∥23,3,3 (3.53)
for each s ∈ [0, t1]. Combining (3.52) and (3.53), we obtain (3.2), which completes the proof of
Proposition 3.2.
Hence, by Propositions 3.1 and 3.2, we finally arrive at the conclusion of Theorem 1.2.
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