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Abstract. Subducted lithosphere and crust 
are chem1cally d1stinct from amb1ent mantle, 
and some have hypoth.,sized that the result1ng 
anomdlous buoyancy may affect m1x1ng and, in 
particular, may CciUSe chem1cal heterogeneity 
topers ist. To explore th1s effect, two-dimensional 
convective mix1ng calculations have been carried 
out. Boundary cond1tions m1micking features 
of plate kinematics have been imposed and negatively 
buoyant tracers placed beneath converging plate 
margins to simulate subduct1on. The principal 
parameter of interest is the density anomaly 
ratio: l!p/(p 0 a l!T), the rat1o of the chemical 
to the thermal buoyancy. For a density anomaly 
ratio appropriate to complete separation of 
the oceanic crust from the rest of the 1 i thosphere, 
it is marginally possible for the tracers to 
segregate into the warm region near the bot tom 
and neutrall ze the thermal buoyancy there, for 
internally heated flows, and to segregate to 
the base of the uprising limbs of convection, 
for bottom heated flows. However, for the more 
likely scenario of oceanic crust and lithosphere 
maintaining their layering after subduction, 
there is neither segregation nor neutralization 
of ther!l)al buoyancy. The average residence 
t1me is the average time tracers remain in the 
box from subduction to sampling beneath r1dges 
and could be increased by 4% from the passive 
case at the very most if the crust and lithosphere 
remain layered. Even in the more extreme case 
of separation of crust from lithosphere, the 
residence times are only increased by 15% from 
the passive case. 
Introduction 
The isotopic heterogeneity of mantle-derived 
ocean1c basalts has pointed to the existence 
of several or even many chemical reservoirs 
within the mantle which have remained distinct 
for billions of years [Hofmann and White, 1982; 
Brooks et al., 1976]. Although this is expressed 
qualitatively, it is a robust constraint on 
mantle models but, unfortunately, difficult 
to reconcile with the observation of a convecting 
mantle (i.e., convection manifest by lithospheric 
motions). Some investigators have hypothesized 
that because subducting lithosphere is chemically 
different from ambient man~le, and hence may 
have different intrinsic density, it prefer-
entially segregates to particular zones or layers 
within the mantle and that this process maintains 
chemical heterogeneity within the mantle for 
bill1ons of years [Anderson, 1982; Hofmann and 
White, 1982; R1ngwood, 1982]. For example, 
Hofmann and White [1982] hypothesize that because 
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subducting oceanic crust transforms to eclogite, 
which is intrinsically more dense than ambient 
mantle, it separates from the lower lithosphere, 
sinks to the core-mantle boundary (CMB) and 
forms a layer on a time scale of hundreds of 
mill ions to bill ions of years. The purpose 
of this paper is to evaluate the general phySical 
processes envisaged in such hypotheses [Anderson, 
1982; Hofmann and White, 1982; Ringwood, 1982] 
with simplif1ed computations; it is hoped that 
the calculations will shed light onto the viability 
of some models and eliminate those models incapable 
of segregating in the ways assumed. In addition, 
the calculations should further our understanding 
of the dynamics of fluids with mantle properties. 
The hypotheses advanced by Anderson [ 1982], 
Hofmann and White [1982], and Ringwood [1982] 
fail to consider the likely effects of large-
scale mantle flow. This should not so much 
be seen as criticism of these modeling efforts 
but rather indicating a gap in our uhderstanding 
of how chemical and thermal buoyancy interact. 
The problem addressed can be expressed simply 
as, Are the buoyancy forces caused by intrinsic 
density large enough to offset locally the thermal 
buoyancy forces that drive the large-scale flow 
and therefore have an appreciable effect on 
mantle dynamics and evolution? 
Mixing phenomena will be stud1ed by using 
two-dimensional convection calculations, which 
are primarily driven by thermal buoyancy but 
perturbed by chemical buoyancy. The flow is 
constrained by known features of mantle convection, 
most importantly the features of plate kinematics: 
the uniform horizontal velocity across plates, 
the symmetrical spreading at ridges, and the 
asymmetrical convergence at trenches. In addition, 
the effect of the time dependence of plate kinematics 
(i.e., ridge and trench migration and plate 
rearrangements) is fully explored. Tracers 
are introduced below the "trenches" and sampled 
beneath the "ridges" to simulate mantle recycling. 
The case where the tracers are passive (neutrally 
buoyant) has been investigated by Gurnis and 
Davies [1986], hereafter, paper 1; the purpose 
of this paper is to study the case of negatively 
buoyant (heavy) tracers. 
This paper is organized so that the discussion 
of mathemat1cal concepts and numerical procedures 
1s left for the appendices. Before the fully 
numerical results are given, (simple) Stokes 
velocity calculations are presented to clarify 
the regimes in which intrinsic density could 
play a role in mantle dynamics. In the subsequent 
section the parameter values for the computations 
are then outlined and justified. The setup 
of the models is then summarized, and this is 
followed by a systematic presentation of the 
numerical results. The effect intrinsic buoyancy 
has on the residence times of subducted material 
follows. Finally, the nondimensional results 
are scaled to the mantle. 
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Fig. 1. Radii a and density differences 
t.p necessary for a fluid sphere to achieve a 
velocity of 5 em/yr. The average viscosity 
for the whole mantle is approximately 1021 Pa 
s; n0 = 1019 Pa s should be considered implausibly 
small. These calculations demonstrate that 
small-scale (- 10 km) anomalies cannot achieve 
velocities comparable to velocities of mantle 
convection. 
Simple Stokes Velocity Calculations 
The purpose of th1s section is to outline, 
with simple calculations, the sizes and intrinsic 
densities needed to achieve velocities comparable 
with lithospheric velocities. In this section, 
a spherical heterogeneity of radius a, density 
Ps, and dynamic viscosity ns, is considered. 
The terminal velocity, with Reynolds number 
much less than unity, is [Batchelor 1967] 
1 
a2 g f Ps - Po 
u m Y( n) (1) 
s 3 lio Po 
no + ns 
Y(n) 
+ ~n (2) no 2 s 
where Po and no are the density and dynamic 
viscosity of the ambient mantle (1i0 = n0 /p 0 
is the kinematic viscosity); fm is the mixing 
fraction and denotes the fraction of chemically 
anomalous material (with Ps) mixed through the 
volume of radius a. For the case of a heterogeneity 
within the mantle, we would expect n0 ~ ns and 
thus Y(n) = 4/5. 
The first point that will be demonstrated 
is that the velocities of small (- 10 km) sized 
heterogeneities are much smaller than average 
plate velocities (- 5 cm/yr) unless unrealistically 
large intrinsic densities are assumed. The 
high-pressure mineral assemblage with the largest 
t.p (through the upper mantle) is eclogite and, 
at most, has a value of 200 kg m-3 [Anderson, 
1979; Ringwood, 1975, 1982]. It seems unlikely 
that t.p could be much larger than this anywhere 
ih the mantle. As will become clear, the ambient 
mantle viscosity is a principal quantity affecting 
the velocities. There seemed to have been consensus 
that the effective (Newtonian) viscosity was 
approximately uniform throughout the mantle 
and w1th a value of about 1021 Pa s [Cathles, 
1975; Peltier, 1981]. However, within the last 
few years, new evidence suggests that the viscosity 
may be even larger in the lower mantle (perhaps 
by a factor of 10 or more) [Hager, 1984; O'Connell 
and Hager, 1984; Yuen et al., 1982]. 
In Figure 1 , the t.p required for a sphere 
of radius a to achieve a velocity of 5 cm/yr 
is plotted. For example, a sphere of radius 
75 km would need an excess density of at least 
100 kg m-3 throughout, for it to achieve a velocity 
of 5 em/yr. This clearly demonstrates that 
small heterogeneities cannot move at plate velocities 
through a fluid of n0 = 1021 Pas without assuming 
unrealistically large intrinsic densities. 
Small heterogeneities could move at plate velocities 
if n0 was low enough, as is shown by the curve 
for n0 = 1019 Pa s (the value assumed by Anderson [1982]), but from the references cited, this 
viscosity must be considered as unrealistically 
low. 
In Figure 2, Stokes velocities are plotted 
as a function of radius a, and mixing fraction 
f m, when t.p = 200 kg m-3. This plot clearly 
shows that large-scale regions with reasonable 
volumes of ambient mantle and with "anomalously" 
dense material mixed through, could reach velocities 
approaching lithospheric plates. For example, 
a volume of 500-km radius and with 1% eclogite 
coarsely mixed through it can move at 4 cm/yr. 
This volume of eclogite is produced in less 
than 1/2 m.y. (million years), globally, assuming 
an areal rate of plate subduction of 3 km2/yr 
[Chase, 1972] and an oceanic crustal depth of 
6 km. 
In certain parts of the flow, convective 
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Fig. 2. Stokes velocities Us as a function 
of sphere radius a. Each curve is for a density 
difference of fmt.P, where t.p = 200 kg m-3. 
The viscosity is 1021 Pa s in all cases; fm 
is the mixing fraction. These calculations 
demonstrate that very large anomalies (> 200 
km across) can achieve significant velocities 
if material with an excess density of 200 kg 
m-3 is mixed with fm > 0.01 through the region. 
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TABLE 1. Primary Quantities 
Quantity 
g 
a 
K 
K 
Po 
D 
n 
q 
b.T 
u 
Description 
GraV1tat1onal acceleration 
Coefficient of thermal expansion 
Thermal conductivity 
Thermal diffusivity 
Ambient density 
Whole mantle 
Upper mantle 
Depth of convection 
Whole mantle 
Upper mantle 
Average viscosity 
Surface heat flux 
Temperature across lithosphere 
Average horizontal velocity 
velocities may be less than the average velocity 
used for these calculations, and more segregation 
could take place than is indicated here. For 
example, near the lower boundary, vertical convective 
velocities caul d be smaller than the Stokes 
velocities of small chemical blobs. 
These simple calculations suggest how the 
more intensive numerical models should be set 
up, on the one hand, and the type of phenomena 
that could be expected, on the other. Intrinsic 
density (with realistic Psl can only give rise 
to appreciable velocities if the anomaly exists 
over a fairly large length scale (hundreds of 
kilometers). In terms of the numerical calculations, 
this means we can use a fairly coarse grid without 
loss of resolution of important mixing phenomena. 
We need only look for mixing phenomena that 
tend to concentrate the tracers over a fairly 
large volume. 
Controlling Parameters and Assigned Values 
The mixing phenomena displayed in the models 
presented here are affected by the buoyancy 
generated by chemical density differences, on 
the one hand, and the thermal buoyancy, on the 
other. The effect of the chemical buoyancy 
is controlled by the density difference of the 
anomalous material, the volume flux of this 
material into the convecting system, and the 
time over which the anomalous mater1al has entered 
the system (i.e., approximately the total mass 
of the anomalous material). To a lesser extent, 
the mixing is affected by the mode of heating 
and the imposed boundary velocity. Expressions 
describing these fluid parameters and the values 
assigned to them are given below. 
Chemical Rayleigh number. The chemical buoyancy 
is measured by a "chemical Rayleigh" number 
Rc defined as 
Value 
10 m s-2 
2 X 10-5 K-1 
3 W K-1 m-1 
10-6 m2 s-1 
4000 kg m-3 
3500 kg m-3 
3 x 106 m 
7 X 105 m 
1021 Pa s 
0.080 W m-2 
1400 K 
5 em yr-1 
Reference 
Turcotte and Schubert [1982] 
Turcotte and Schubert [1982] 
Turcotte and Schubert [1982] 
Turcotte and Schubert [1982] 
Turcotte and Schubert [1982] 
Peltier [1981] 
Davies [1980] 
Cazenave [1984] and 
Parsons and Sclater [1977] 
Chase [1972] 
g op D3 
Rc = ----Po K V (3) 
where D is the depth of the convecting system, 
b.p is the density difference between ambient 
or average mantle Po and a chemical heterogeneity, 
and K is the thermal diffusivity. 
Thermal Rayleigh number. The thermal Rayleigh 
number is defined as 
g a oT D3 
Ra = 
K \1 
(4) 
where a is the volumetric coefficient of thermal 
expansion and b.T is a temperature scale associated 
with the large-scale flow. For the numerical 
computations, Ra is defined in terms of the 
total heat flux, and a temperature scale b.T 
• QD/K is defined. Ra is thus redefined as 
g a D4 Q 
R = Q K K v (5) 
where Q is the total heat transported. Using 
the parameter values in Table 1 , RQ is approximately 
2. 6 X 1 09 and 6. 7 X 106 for Whole-mantle and 
upper mantle convection, respectively. With 
such high RQ, the thermal boundary layers are 
thin and give rise to time-dependent instabilities 
[McKenzie et al., 1974]. Following the procedure 
in paper 1 and in Davies [1986], RQ has been 
scaled downward to inhibit small-scale insta-
bilities, on the one hand, and to allow accurate 
calculation of the flow with a small number 
of mesh points, on the other. All the computations 
were carried out at RQ = 105. 
Heating mode. The ratio of internal to total 
heating is JJ (defined in Appendix A) and takes 
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on either a value of zero for entirely bot tom 
heating or a value of 1 for entirely internal 
heating. 
Boundary veioci ty. The boundary velocity 
is imposed on the top surface of the box, as 
described in the subsequent section, and is 
controlled by the Peclet number Pe, defined 
in Appendix A. For most of the calculations 
presented here, Pe= 1 00 with some at 50; the 
choice of a particular Pe value is described 
at length in paper 1. In general, however, 
the Pe chosen is near the free convective velocity 
arising from the thermal buoyancy, and the principal 
effect of this parameter is to organize the 
flow. 
Density anomaly ratio. The ratio of the 
chemical to thermal buoyancy is the density 
anomaly ratio: 
Rc t:,p 
A = Ra Po ct 6T 
(6) 
If t:,T is an actual temperature difference, between 
either the top and bottom of the box (e.g., Tb-Ttl 
or across a boundary layer, then we have 
A = T 
(:,p 
poet (Tb- Tt) 
(7) 
With this definition, the value of AT at the 
transition between d1fferent mixing regimes 
(i.e., when layering first sets in, for example) 
should be independent of the Rayleigh number. 
A transition value of AT is independent of 
RQ if the mode of convection rema1ns independent 
of RQ. In general, as RQ 1ncreases, the aspect 
ratio of convection cells generally decreases, 
and the flow unsteadiness increases because 
of the growth of boundary layer instabilities 
[McKenzie et al. , 197 4]. Because of the temperature 
sensitivity of mantle viscosity, however, the 
instabilities of the top thermal boundary layer 
are strongly inhibited from growing [Yuen et 
al., 1981], and thus small-scale instability 
is much less dependent on RQ than it would be 
in a constant viscosity medium. A transition 
value of AT is thus assumed independent of RQ 
as a simple place to begin this investigation. 
For the numerical computations, 6T in ( 6) 
is again expressed in terms of the total heat 
f 1 ux, as WdS done for the Rayleigh number. 
The appropriate density anomaly ratio then is 
t:,p K 
(8) 
Po Ci. Q D 
With this definition, transition values of the 
density anomaly ratio will depend on the Rayleigh 
number, RQ (see Appendix C). Values of AQ quoted 
in the results section apply to the model. 
In the f1nal section, these parameters will 
be scaled to the mantle, which has a higher 
RQ; it is best for the moment to defer the discussion 
of scaling to the mantle until after the basic 
fluid dynamics have been considered. AQ is 
taken as a free (or independent) variable. 
Initially, AQ is zero but then is increased 
to carefully document the mixing phenomena, 
in particular, to document the values of AQ 
when certain phenomena set in. 
Volume flux. The mixing is also affected 
by the rate at whic~ anomalous material is injected 
into the convecting system and also the total 
time duration of that injection. The areal 
rate of the injection is defined as 
o = ow Pe 
= w ub Ra (9) 
where ow is the nondimensional depth of the 
anomalous material and ub is the characteristic 
boundary velocity (see Appendix A); ow has 
been held constant at 0.002 for all computed 
cases, and this corresponds to the injection 
of a 6-km layer of anomalous material in a system 
3000 km deep. Since most cases were carried 
out at RQ = 105 and Pe = 100, s = 2 x 10-6. 
Here s was the same in all but two cases; this 
was done because there is a simple trade-off 
between the flux s and AT (see Appendix B), 
which allows the model results to be simply 
scaled to other values of ow. 
Moreover, the length of time anomalous material 
is introduced into the convecting system is 
also varied. In most cases, the anomalous material 
is introduced over the first 10 transit times 
(see below) of the model run, but in some additional 
cases the material was introduced through the 
entire model run. 
Model times. The model times are discussed 
in terms of transit times; one transit time 
is defined as the time to traverse the box depth 
with the average 1mposed plate velocity. With 
mantle parameters, one transit time is equivalent 
to approx1mately 14 m.y. for upper mantle and 
60 m.y. for whole mantle convection. The models 
were run for 10 to more than 100 transit times. 
Setup of Numerical Computations 
These calculations bear many similarities 
to those presented in paper 1, and more detailed 
information can be found in that paper; with 
the use of intrinsic density, the equations 
of motion and numerical procedure are modified 
somewhat from the earlier work, and these changes 
are outlined in Appendix A. Moreover, the cod~ 
was checked out by calculating the fall of an 
infinitely long cylinder and comparing it with 
the calculations and experiments presented by 
Richter [1977]. 
The equations of motion are solved in a two-
dimensional rectangle, and velocity boundary 
conditions are imposed on the top to reproduce 
various features of plate kinematics. The resulting 
flows are intended to represent the large-scale 
mantle flow associated with plate motion. Beneath 
a converging plate margin, negatively buoyant 
tracers are introduced to simulate the subduction 
of chemically anomalous material. The tracers 
are sampled near the ridge to simulate the re-incor-
poration of the mantle into the lithosphere 
(recycling). This is discussed quantitatively 
in Append1x B. Most of the cases were carried 
out with (n times m) 15 x 63 meshes, while in 
some cases 31 x 127 meshes were used to test 
the reproducibility of the results. 
It must be emphasized what these calculations 
can and cannot tell us. They are not simulations 
of the mantle. Because of the coarseness of 
the mesh used, detailed mechanics of the subducted 
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TABLE 2. Summary of Mixing Computations With Intrinsic Density 
Case Plate n )J Pe AQ N- A- N r .! Run 
Model T T m peak tf Time 
-----------------
1 s 15 100 0 10.7 0 30 
2 s 15 100 2 10.5 21 .0 100 0.51 30 
3 s 15 0 100 2 6.0 24.0 100 0. 73 40 
4 a 15 100 0 8.2 0 1.08 400 
5 a 15 100 1 8.2 8.2 100 0.35 90 
6 a 15 100 2 8.1 16.2 100 0.34 1.80 100 
7 a 31 100 2 8.4 16.8 25 0.76 20* 
8 a 15 100 3 8.1 24.3 100 0.25 2.55 90 
9 a 15 50 0 6.8 0 1 .oo 300 
10 a 15 1 50 2 7.0 14 .o 100 0.20 1.51 70 
11 a 15 0 100 0 4.7 0 1 .15 60 
12 a 15 0 100 1 4.7 9.4 100 0.29 1.59 60 
13 a 15 0 100 2 4.6 18.4 100 0.63 1. 71 80 
14 a 31 0 100 2 4.3 17.2 25 0.96 20* 
15 a 15 0 100 3 4.5 27.0 100 0.48 3.42 50 
16 c 15 1 100 0 0 1.23 100 
17 c 15 100 2 8.0 16 100 0.40 1 .41 100 
---------------
All cases: (1) Tracers introduced over 10 transit times, (2) RQ=105, 
and (3) s = (2x1o-8)Pe. 
* Used to test cases with n=15. 
material are unobtainable. We can obtain the 
1 ar ge- seale features of mixing, however, and 
these will give us insight into whether or not 
recycled material can be stored in specific 
layers or regions within the convecting system 
for long periods of time. These calculations 
should be considered exploratory in that their 
purpose is to map out the gross mixing and recycling 
phenomena expected when thermal and intrinsic 
density interact. 
Results of Numerical Computations 
The principal problem to be addressed is, 
Does the interaction of the large-scale flow 
and the intrinsic density of subducted material 
cause this material to accumulate in certain 
regions (for example at the bottom) and then 
prolong either the survival time of spatial 
heterogeneity or the length of tracer residence 
times? To address these questions, three forms 
of the calculations, each of increasing complex! ty, 
are presented: (1) cases with steady plate kine-
matlcs, (2) cases with unsteady plate kinematics 
and with tracers introduced over the first 10 
translt times of the model run, and (3) cases 
w1 th unsteady plate kinematics and with tracers 
introduced over the entire model run. The cases 
considered are summarized in Tables 2 and 3. 
Steady Plate Kinematics 
In the first cases considered, the plates 
are maintained in a steady configuration; although 
this has only marginal geological relevance, 
it illustrates basic mixing phenomena well. 
For simplicity the tracers are introduced only 
over the first 10 transit times of the model 
TABLE 3. Summary of Mixing Computations With Intrinsic Density 
Case Plate n )J AQ N-T A-T N r peak 
C1 
C2 
C3 
C4 
C5 
C6 
C7 
C8 
C9 
Model m 
s 15 1 2.0 9.5 19.0 100 0.68 
s 15 0 2.0 5.0 20.0 100 0.25 
a 15 1 0.5 8.3 4.2 50 0.36 
a 15 1 2.0 7.5 15.0 50 0.66 
a 31 1 2.0 7.9 15.8 12 1 .00 
a 31 1 6.0 7.1 42.6 12 0.58 
a 15 0 2.0 4.5 18.0 50 0.20 
a 15 0 6.0 3.5 42.0 25 0.48 
a 15 0 10.0 3.2 64.0 25 0.40 
All cases: (1) Continuous introduction of tracers, (2) RQ=105, 
(3) Pe=100, and (4) s=2x1o-6. 
* Tracers sampled, all other cases tracers not sampled. 
Run 
Time 
60 
60 
70 
120* 
60 
60 
70 
60 
50 
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Fig. 3. Entry of passive tracers into a steady 
convective flow from a point source below the 
"trench" (triangle); this is case 1 in Table 
2. The tracers are advected simply around the 
margin of the center cell, and all are sampled 
beneath the circle. 
run. In Figure 3 the case with passive (AQ=O) 
tracers after 10 transit times is shown. The 
principal features of Figure 3 are Q, the top 
surface heat flux, T, the isotherms and the 
positions of the tracers, and VEL, the imposed 
top surface veloc1ty (positive to the right). 
The source and sink of the tracers are denoted 
by the triangle and circle, respectively. The 
a. A0 = 2 1-J. =I t = 10 
: :gfj 
:,~:bJ~bJ 
c. A0 = 2 1-J. = 0 t = I 0 
: :tEit515] 
;;~:ra;~ 
ridge is the left center margin with symmetrical 
divergence, while the right center margin is 
the trench, with asymmetrical convergence. 
STR are the streamlines (the dashed one being 
the zero contour). 
When the tracers are passive (AQ = 0, Figure 
3), they are simply advected by the flow. The 
tracers are placed beneath the trench and are 
on the edge of the center cell, where they 
remain; all are sampled near the ridge. When 
the tracers become negatively buoyant, however, 
they affect the flow as shown in Figure 4a (AQ 
= 2). The tracers are again successively introduced 
at the edge of the center cell dur1ng the first 
1 0 transit times, but when the tracers emerge 
from the bottom and start their ascent into 
the warm upwelling region, they slow and form 
a region of high spatial density; the heavy 
tracers neutralize the warm buoyant fluid. 
The streamlines are deflected from this neutralized 
region and indicate that the flow velocities 
are reduced considerably there. By time 20, 
in F1gure 4b, the chemically anomalous region 
has settled into a quasi-steady structure; tracers 
are being swept back into the flow, but only 
at a small rate. 
This behavior is dependent on the heating 
mode, which is varied from internal heating 
(1J=1, Figures 4a and 4b) to entirely bottom 
heating (IJ =0, Figures 4c and 4d). With bottom 
heating, the tracers fail to disrupt the flow 
significantly, even when the density anomaly 
ratio AQ remains constant. There is a moderate 
amount of clumping at the base of the rising 
b. A0 =2 1-J. =I t = 20 
: :S;sitl 
~;:tQ]~@I 
d. A0 = 2 1-J. = 0 t = 20 
Fig. 4. Negatively buoyant tracers introduced into convective flows where the top 
boundary velocity has been held in a constant configuration. The density anomaly 
ratio (AQ = 2) is constant for all cases. In internally heated flows (1J=1, in Figures 
4a and 4b; case 2) the tracers segregate near the bottom of the warm upwelling region. 
However, in the bottom heated flows (1J=O, Figures 4c and 4d; case 3), the tracers 
can easily be swept by the flow and do not segregate to a significant extent. The 
times are in transit times. 
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Fig. 5. Introduction of heavy tracers in an internally heated flow with unsteady 
velocity boundary conditions; in all cases, Rg = 105 and Ag = 2. The tracers were 
introduced during the first 10 transit times. The tracers segregate to the base 
of the warm upwelling regions, but these regions of neutralized buoyancy are eventually 
dissipated by the unsteady flow. The times are in transit times. 
1 imb on the right, but the tracer clump1ng 
is of less signif1cance than in the internally 
heated case. The tracers cannot eas1ly neutralize 
the strongly buoyant (hot) thermal boundary 
layer along the bottom and remain closely positioned 
around the margins of the cells. The tracers 
are easlly swept along by "thermal" convect1on. 
Unsteady Plate Kinematics 
As discussed at length in paper 1, plate 
rearrangements and migration of plate margins 
are fundamental features of plate kinematics. 
Plate kinematics can be categorized into general 
rules (for example, symmetrical spreading at 
ridges), which can be simply introduced into 
the numerical calculations. Unfortunately, 
the long-term unsteady behavior of plate motion 
is uncertain, so as a first approximation the 
plate rearrangement 1s assumed to be periodic 
in time; the effect of this approximation will 
be tested at the end of this section. 
In order to elucidate the effects of unsteady 
large-scale flow, case 6, with Ag = 2, will 
be considered in detail. The plate model a, 
in Table 2, for this case has been discussed 
in detail in paper 1; briefly, however, a r1dge 
is in1 tially located at x=1 and a trench at 
x=3; the ridge migrates toward the trench, and 
the two margins coalesce at time 6; a new trench 
forms at the point of collis1on and migrates 
to the left, until the trench coalesces with 
a new ridge at x=1; the sequence repeats. In 
Figure 5 the first frame (time 3) is before 
the ridge and trench coalesce. Because the 
trench remains approximately stationary with 
respect to the margin of the cells, the tracers 
are consecutively positioned around the margin 
of the center cell up to about t=5. Fratl)e b 
at time 8 shows tracers being placed below the 
"trench" as it migrates toward the left. Near 
the bot tom of the warm upwelling region the 
tracers form a high-density patch, similar to 
the one that formed with the steady plates (Figure 
4a); th1s region tends to persist to about 50 
transit times. A similar phenomenon occurs 
under the upwelling region on the right, and 
the c 1 umped tracers tend to persist there for 
more than 100 transit times (frame f of Figure 
5 is at t=98). The position of the clumps of 
tracers is due to the neutralization of the 
thermal buoyancy by the negatively buoyant tracers. 
Only a small fraction of the tracers is actually 
resting on the bottom, and many are actually 
"floating" a small dlstance from the bottom. 
However, the continued rearrangement of the 
surface plates, which causes the large-scale 
convection cells to grow and shrink, tends to 
continuously erode tracers off the sides of 
the chemically anomalous regions. The neutrally 
buoyant regions dissipate. The right anomaly 
persists 1 anger than the central anomaly and 
is due to the spatial persistence of the warm 
upwelling region on the right. 
The effect of the heating mode is explored 
with case 13, where the flow is driven by heat 
entering through the bottom, but Ag = 2 as is 
case 6, just described. The most striking difference 
between case 6 and this one is the lack of large 
diffuse regions of tracers near the bottom. 
Tracers did tend to preferentially clump near 
the base of the uprising limbs, as in the steady 
case. This case confirms the results from the 
steady plate cases described above: neutral-
ization of buoyancy occurs at a higher Ag for 
bottom heating as opposed to internal heating 
when the total heat remains constant. 
The use of periodic plate models is potentially 
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Fig. 6. Continuous introduction of heavy tracers into an internally heated flow 
after 61 transit times for (a) AQ = 2 and (b) AQ = 6. The transition to clear layering 
is rather indistinct but probably occurs somewhat above 6. 
a significant approximation. When the tracers 
are passive, periodic plate evolution produced 
no spurious effects on mixing (paper 1). To 
test the effect of the periodic plate model, 
the same pseudorandom model from paper 1 has 
been employed. Plate model c of Table 2 (discussed 
in paper 1) has 26 stages of plate evolution 
arranged in a pseudorandom fashion. Qualitatively, 
the fluid phenomena displayed by case 17 are 
essentially the same as in case 6 (Figure 5), but 
now the warm regions of upwelling are more mobile 
(because of the greater degree of plate rearrange-
ment), and the diffuse regions of heavy tracers 
tend to waft back and forth across the bot tom. 
Continuous Introduction of Tracers 
In the final set of calculations, the tracers 
are introduced throughout the model run instead 
of the first 10 transit times. This was done 
to explore the interaction between newly introduced 
tracers and "older" tracers, on the one hand, 
and to approximately determine the value of 
AQ for which layering sets in, on the other. 
The tracers are introduced throughout the 
model run when the plates are steady (cases 
C1 and C2, Table 3). For the internally heated 
case (C1) there is no change from case 2 when 
the tracers were introduced over the first 10 
transit times. But for the bottom heated case 
(C2), tracers accumulate and neutralize the 
buoyancy near the bot tom of the hot 1 imbs. 
However, the neutralized regions apparently 
become hotter more rapidly than tracers are 
added, and the stagnant regions eventually become 
thermally unstable and break up. This time-dependent 
phenomenon did not occur when ~ = 1. Furthermore, 
this behavior is unique to the steady state 
plate cases and did not occur when there was 
plate rearrangement (case C7). 
In Figure 6, two cases with internal her.tting 
after 61 transit times are shown; case C5 has 
AQ = 2 and C6 has AQ = 6. The transition from 
regions of neutralized buoyancy beneath warm 
upwelling regions to clearly defined chemical 
layering is rather indistinct. In the case 
of AQ = 2 there is a higher proportion of tracers 
through the bottom 1/4 of the box, but the distri-
bution is not smooth, as there is a lack of 
tracers at the base of the downwelling regions. 
Increasing AQ to 6, the bottom half starts to 
develop convection cells distinct from the cells 
defining the top surface motions. There is 
a distinct lack of tracers in the top two-thirds, 
but there is still no sharp boundary between 
convecting layers as defined by the tracers. 
True two-layer convection will not form until 
even higher AQ. 
Residence Times 
The residence time tr is defined as the average 
time tracers remain in the box from subduction 
to sampling beneath the ridge. The residence 
time provides an economical characterization 
of the average age of the convecting system 
and is potentially related to the observed apparent 
isochrons of midocean ridge basalts (MORB), 
defined on a global scale [Chase, 1981; Davies, 
1984]. 
For passive tracers, Gurnis and Davies [1986] 
have shown that ( 1) tracer sampling is well 
approximated by a random sampling model and 
( 2) the true residence time tr is well approxi-
mated by the flux time tf; tf is the time it 
takes for an area equivalent to the box area 
to flux through a sampling region of depth ds: 
~ D.D·~---r----r----, 
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Fig. 7. Fraction of tracers in the box for 
case 6 (squares), which is shown in Figure 5. 
The dashed line is expected for passive tracers; 
the solid line is a linear regression of the 
data values. The time constant for the rate 
of sampling has increased by a factor of 1.8 
when AQ is increased from 0 to 2. 
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TABLE ~. Summary of Model Results and Comparison With Mantle Values 
---- ------------
Upper Mantle Convection Whole-Mantle Convection 
Ma.ntle Model 
---------------- ----Para- Para-
meter meter Complete Lithosphere Complete Lithosphere 
Separation 
of Oceanic 
Crust 
--------------------·· 
llp 200 
(kg/m3) 
Rc 6.8x1o5 
RT 3.3x1o5 
RQ 4.5x1o6 
AQ 0.15 
Minimum AQ 
neutrali za- (0. 19) 
tion of 
buoyancy 
Minimum AQ 
chemical (0.97) 
layering 
AT 2.1 
M1nimum A:y 
neutraliza- (4.5) 
tion of 
buoyancy 
Minimum A:y 
chemical (16) 
layering 
Maximum 
increase in 
residence 15 
time, % 
Model values are in parentheses. 
s 
ds ub 
S Ra 
ds Pe (1 0) 
where S is the area of the box and ub is the 
average boundary velocity (see Appendix A). 
In (10) all quantities are nondimensional. 
Gurnis and Davies have shown that if the tracers 
are randomly sampled, then the number of tracers 
remaining in the box as a function of time 
decays exponentially with a decay constant of 
tr: 
( 1 1 ) 
In Figure 7, the fraction of tracers remaining 
in the box (N/N 0 ) as a function of transit time 
is shown for case 6, which has an AQ of 2 (see 
also Figure 5). The dashed curve is for tf 
= 80 (see Figure 9 of paper 1), and the solid 
line is a regression through the values from 
Remains Separation Remains 
Layered of Oceanic Layered 
Crust 
10 200 10 
3.~x10~ 5.~x107 2.7x1o6 
3.3x105 3.0x1o7 3.0x107 
4.5x1o6 1 .7x1o9 1.7x1o9 
0.008 0.03 0.0016 
(0.038) (0.04) (0.008) 
(0.19) (0.53) (0 .1) 
0.11 1.8 0.09 
(0.9) (~. 2) (0.84) 
(3. 2) (43) (8.6) 
4 13 3 
case 6 with a time c.onstant -r. The tltf, and 
consequently, the residence time tr has been 
increased by a factor of 1 .8 when AQ was increased 
from zero to 2, Moreover, there was a further 
increase in tltf (case C4) of 5-10% when the 
tracers were introduced for the entire model 
run. 
Scaling to the Mantle and Conclusions 
The interaction of intrinsic buoyancy and 
large-scale thermal convection has been explored. 
The source of the intrinsic buoyancy is the 
subduction of chemically distinct oceanic litho-
sphere. The reslll ts are summarized in Table 
4 for both upper mantle and whole-mantle convection. 
In Table 4, values resulting from the modeling 
are in parentheses all other quanti ties are 
estimated mantle values for the different scenarios 
listed. Moreover, two rather extreme scenarios 
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Fig. 8. Increase of the sampling time constant 
tltf (and hence residence time) as a function 
of density anomaly ratio AT, for two heating 
modes (].1=0, bottom heating; ].1=1, internal heating). 
The dashed line is a linear regression (see 
(8)). 
of the subduction of anomalous material have 
been considered. In the first case, oceanic 
crust is assumed to efficiently separate from 
the rest of the 1 i thosphere and to have a 
t.p = 200 kg m-3 [Anderson, 1979; Ringwood, 1975, 
1982]. In the second case, the lithosphere 
remains layered after subduction, and an upper 
limit is placed on its integrated density dif-
ference. This integrated density is judged 
to be 10 kg m-3, at the very most (from the 
data summarized by Ringwood [ 1982]) and may 
well be only 1/10 to 1/100 of this value. 
The procedure for scaling dens! ty anomalies 
is presented in Appendix C. S1nce AQ depends 
on RQ while AT does not, scaled results are 
discussed in terms of AT. However, the scalings 
were made using both definitions and are summarized 
in Table 4. The density anomaly ratios at which 
certain mixing behavior set in (summarized in 
Table 4) are judged to be accurate to within 
about a factor of 2. This uncertainty arises 
not only from the rather qualitative judgment 
at which the stated mixing phenomena sets in 
but also from an uncertainty in the mantle Rayleigh 
and Nussel t numbers. This uncertainty is reflected 
in the factor of 2 difference between the mantle 
value/model value for the AT values compared 
with the AQ values in Table 4. 
In bottom-heated convection scaled to the 
upper mantle, crust subducting alone can rest 
near the base of the upwelling limbs of convection 
cells if AT > 4.5 and will start to form a 
layer of chemically anomalous material if AT 
> 16. For upper mantle parameters, AT < 2.1 , 
which suggests some neutralization could take 
place if crust separated efficiently from the 
rest of the lithosphere. By rescaling the flux 
to the entire lithosphere (see Appendix B), 
instead of to just the crust, we find that neutral-
ization of thermal buoyancy sets in at AT = 
0.9 and layering sets in at > 3.2 if crust remains 
layered with the lithosphere; an upper limit 
on the AT for this mantle scenario is only 0.11, 
which is sufficiently small to preclude neutral-
ization of thermal buoyancy . 
In internally heated convection scaled to 
the whole mantle, crust subducting separately 
can form diffuse regions of neutralized buoyancy 
through the base of warm upwelling regions if 
AT > 4. 2 and can start to form a layer at the 
base if AT > 43. For parameters appropriate 
to whole-mantle convection, AT is 1.8, and 
thus neutralization is again marginally possible. 
The values for the complete 1 i thosphere are 
AT > 0.84 (for localized neutralization) and 
AT ,> 9 (for layering); the mantle AT is less 
than 0.09; thus it seems unlikely intrinsic 
density could play much of a role in the whole-
mantle convection scenario, unless crust efficiently 
separates from the underlying lithosphere. 
The dependence of the residence time on the 
intrinsic density is presented in Figure 8. 
When the tracers have excess negative buoyancy, 
sampling becomes sluggish and tltf increases 
from unity. In the figure, only those cases 
with periodic plate evolution, with RQ = 105 
and Pe = 1 o2, and with tracers introduced over 
10 transit times have been plotted; the heating 
mode and density anomaly ratio vary. The open 
circles are for bottom heating (]..1=0), and the 
solid circles for internal heating (lJ=1). The 
residence times appear to be independent of 
heating mode. The dashed line in Figure 8 has 
the form 
(tltf) = 1.0 + (0.07) AT ( 12) 
Using this relation, scalings are made for the 
different geological scenarios of Table 4. 
Thus with the upper limits to mantle AT's, tltf 
could be increased by as much as 14% for crust 
subducting separately into the mantle and by 
4% for the case where crust and lithosphere 
remain layered. 
The residence time can be used to calculate 
model mean ages for the mantle, as was shown 
in paper 1 . The model mean age of the mantle, 
resulting from the recycling of passive material, 
is between 600 m.y. and 1.3 b.y. for upper mantle 
convection and 900 m.y. and 2.5 b.y. for whole-
mantle convection. These model ages result 
from a consideration of a wide range of model 
parameters, including increased rates of convection 
in the past. For whole-mantle convection, these 
ages are consistent with the apparent Pb-Pb 
and Rb-Sr isochrons for MORB and oceanic island 
basalts (OIB) [cf. Brooks et al., 1976; Chase, 
1981], the addition of intrinsic density does 
not significantly alter this result, even for 
the fairly extreme scenario of oceanic crust 
that separates entirely from the rest of the 
lithosphere. 
It is unlikely that the intrinsic density 
of subducting oceanic lithosphere can have much 
effect on mantle dynamics and therefore on the 
chemical evolution of the mantle. Assuming 
the oceanic crust can separate from the rest 
of the litho sphere, it is marginally possible 
for the crust to neutralize the thermal buoyancy 
near the bases of hot upwelling regions, but 
even in this extreme scenario, the residence 
time could not be increased by more than 14%. 
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Fig. 9. Schematic of numerical grid showing 
the staggered grid for the T (and r) and ~ (and 
w) fields. Str is an implicit area assigned 
to the tracers, and lit is the time between introduc-
tion of individual tracers. Sc is an area sur-
rounding the r grids. The value of r at ij 
is proportional to the number of tracers falling 
within Sc· Other quantities are defined in 
the text. 
Models or hypotheses that assume that intrinsic 
density plays a pivotal role will have to be 
reconsidered in light of these calculations. 
Appendix A: Mathematical Formulation 
The ~quations of motion ar~ solv~d in a two-dimen-
sional r~ctangular region with an aspect ratio 
(width to depth) of 4:1 and with uniform Newton1an 
viscosity. The buoyancy forces ar1se from both 
thermal expansion and spatial variations in 
intrinsic density; other variations 1n density 
are assumed to be neglig1ble, and the 8oussinesq 
approximation is employed. The form of the 
anomalous density variation is 
(A1) 
and p << p0 • Here lip is the density dlfference 
between a parcel of fluid of ambient density 
Po and a parc~l of fluid with 1ntrinsic chemical 
density. 
When 1 engths are normalized by D, the box 
depth, the temperatures by liT, a temperature 
scale defined below, and the velocities by 
v 
0 
g a D2 liT 
\) 
(A2) 
where \) is the k1nematic viscosity, the heat 
and momentum equations are, respectively 
aT a T) a (vy T) 
at 
+ ax <vx + Cly 
= Ra ('V2T + Ill (A3) 
and 
v4 ~ aT Rc ar aT - A ar (A4) 
ax Ra ax ax ax 
All quant1ties in (A3) and (A4) are nondimens1onal; t 
is time, x and y are the horizontal (posit1ve 
to the r1ght) and vertical (pos1tive upward) 
distances, Vx and vy are the horizontal and 
vertical velocity, 1!J 1s the stream function 
defined below, r is the fract1on of anomalous 
material in an infinites1mal area (and 1s comparable 
to fm in (1)), A is the density anomaly ratio, 
and ll is defined as 
H D2 
IJ=~ (AS) 
where H is the rate of internal heat generation 
per unit volume. The total heat flux Q is 
Q = Qb + HD (A6) 
where Qb is the heat flux at the bottom boundary. 
The stream function is defined through 
aw 
v =--y ax 
(A8) 
On the top surf ace of the box, the velocity 
is imposed; a Peclet number is defined as 
D ub 
Pe = (A9) ---
K 
where Ub is the top boundary velocity. Furthermore, 
a nondimensional boundary velocity is defined 
as ub = Ub/V 0 = Pe/Ra. 
Appendix 8: Numerical Procedure 
The heat and momentum equations (A3) and 
( A4) are solved on a discrete mesh with finite 
differences. The solution of the heat equation 
is unaffected by the addition of intrinsic density, 
and the alternating direction implicit (ADI) 
method is used [Lux, 1978]. The actual solution 
of the momentum equation remains unchanged from 
paper 1 (an efficient cyclic reduction method 
is used [Sweet, 1974]), but now the right-hand 
s1de of the biharmonic equation (A4) is a function 
of both the temperature f1eld and the tracer 
positions. In addltion to the normal 1!J and 
T grids, there is also a mesh of the fraction 
of anomalous material within a mesh r. At any 
time the coordinates (x and y) of the tracers 
are known and the positions are integrated forward 
using a predictor corrector method (see paper 
1). The r array is then recalculated after 
tracer advection, so that the fraction of anomalous 
material within a cell of size llx lly around 
a mesh point is found. r at mesh i,j is 
where Nij 
ancl Nm is 
could fit 
a certain 
where Sc 
r .. = lJ 
Nij (81) 
is the number of tracers in cell ij 
the "maximum" number of tracers that 
in a cell, assuming each tracer had 
volume. From Figure 9, Nm is 
s s llx lly N c c (82) 
m str s lit ow ub lit 
is the area of one cell, Str is the 
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"equivalent" area of a single tracer, s is the 
nondimensional flux defined in (9), ow is the 
normalized thickness of anomalous material, 
ub is defined in Appendix A, and 8t is the time 
between tracer introductions. If ow is increased 
by a factor of 5 (=30km/6 km) when scaling the 
flux from crust to lithosphere and the value 
of A is decreased to 1/5 of its value, then 
the value of A artax in (A4) remains unchanged. 
The use of an implicit thickness of the anomalous 
material ow, smaller than the mesh spacing, 
does not introduce spurious mixing. F1rst, 
it was shown in the main text that unless subducted 
crust is concentrated through a fairly large 
volume (hundreds of kilometers} then the Stokes 
velocity is much smaller than the plate velocity, 
For comparable parameters, this means that a 
single "tracer" has a negligible velocity. 
Second, the Stokes velocity in the two-dimensional 
models is independent of the radius, for a constant 
anomalous mass. It can be shown [cf. Batchelor, 
1967] that the two-dimensional Stokes velocity 
has the form 
u 
c 
2 
ex g oo a 
n 
(B3) 
where oo is the two-dimensional density. If 
the two-dimensional mass is oe (= oo 11 a2), 
where a is the rad1us of the area that the mass 
is averaged over), then the Stokes velocity 
is 
u 0: 
c 
(B4) 
If oe 1s the mass of a tracer (or a clump of 
them), then the two-dimensional Stokes velocit:y 
is independent of the mesh spacing they are 
averaged over. Therefore the rather coarse 
mesh used here should not introduce spurious 
effects. This was confirmed when some of the 
cases originally computed using a 16x64 mesh 
were recomputed using a 32x128 mesh. 
Appendix C: Scaling the Transition Density 
Anomaly Ratios 
The transition value of AQ, used for the 
computations, depends on the Rayleigh number, 
as shown below. The transition values will 
be denoted in this section as A' Q and A'T· 
To scale the model results to the mantle, either 
an A'Q appropriate to mantle RQ's can be found, 
or alternatively, an AT, which is independent 
of RQ, can be found. In this section the defini-
tions and notation of Davies [1986] are followed 
where appropriate. 
First, the relation is found between A'Q 
and A'T· The density anomaly ratio, in terms 
of a constant heat flux has been defined as 
(8) 
K 8p (C1) 
Po ll D Q 
The Nusselt number is def1ned in general as 
Nu (C2) 
where qc is the heat that would be conducted 
in the absence of convection. When the heat 
flux is held constant, the average temperature 
can be found across the bottom, Tb, and therefore 
an approximate conductive heat flux can be defined 
as 
(C3) 
A Nusselt number can then be defined as 
(C4) 
Substituting (C4) into (C1), 
A' 8p -1 N-Q (T b -T t) T Poll 
(C5) 
So 
A'- = T N-T A' Q (C6) 
which is approximately equal to A'T• defined 
in (7), and therefore independent of the Rayleigh 
number. For a model run with an A' Q already 
known, an A'r can be found that can be compared 
with mantle AT's. 
An alternative method of scaling is to find 
the A' Q appropriate to the mantle RQ. The dependence 
of A' Q on RQ can be found by considering the 
Nusselt-Rayleigh number relation [cf. Davies, 
1986] 
Nu R 1/4 c Q (C7) 
where c is a constant and RQ is the Rayleigh 
number defined in (5). Substituting (C7) into 
(C1), and using the scale qc = K 8TID, we find 
A' = Q 
A' T 
c 
R -1/4 = , R -1/4 Q c Q (C8) 
which can be used to find A'Q's appropriate 
for mantle RQ's. 
In order to most closely match mantle and 
model parameters, the actual mantle temperature 
difference (Tb-Tt) in AT (defined in (7)) is 
taken to be the temperature difference across 
the litho~phere (the top thermal boundary layer). 
This quantity can be evaluated for the mantle 
from the cooling of the oceanic lithosphere 
[Parsons and Sclater, 1977; Cazenave, 1984]. 
In (C3), (Tb-Tt) is then approximately the temp-
erature difference across the top boundary layer 
for internally heated convection and (Tb-Tt)/2 
for bottom heated convection. Therefore for 
the botto~ heated (~=0) c~ses, the scaling 
A'r = 2NT AQ 
is used in lieu of (C6). 
(C9) 
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