The Chudnovsky and Chudnovsky algorithm for the multiplication in extensions of finite fields provides a bilinear complexity which is uniformly linear whith respect to the degree of the extension. Recently, Randriambololona has generalized the method, allowing asymmetry in the interpolation procedure and leading to new upper bounds on the bilinear complexity. We describe the effective algorithm of this asymmetric method, without derivated evaluation. Finally, we give examples with the finite field F 16 13 using only rational places, F 4 13 using also places of degree two and F 2 13 using also places of degree four.
Introduction
Let q be a prime power, F q the finite field with q elements and F q n the degree n extension of F q . Among all algorithms of multiplications in F q n , those based on Chudnovsky-Chudnovsky [20] method are known to provide the lowest bilinear complexity. This method is based on interpolation on algebraic curves defined over a finite field and provides a bilinear complexity which is linear in n. The original algorithm uses only points of degree 1, with multiplicity 1. Ballet and Rolland [9, 10] and Arnaud [1] improved the algorithm introducing interpolation at points of higher degree or higher multiplicity. The symmetry of the construction involves 2-torsion points that represent an obstacle to the improvement of upper bilinear complexity bounds. To eliminate this difficulty, Randriambololona [25] allowed asymmetry in the interpolation procedure, and then Pieltant and Randriambololona [24] derived new bounds, uniform in q, of the bilinear complexity. Unlike symmetric constructions, no effective implementation of this asymmetric construction has been done yet. In this article, we construct explicitly such multiplication algorithms for finite extensions of finite fields.
where U is running over all bilinear multiplication algorithms (resp. all bilinear symmmetric multiplication algorithms) in F q n over F q .
Known results.
In 1979, Winograd proved [31] that optimal multiplication algorithms realizing the lowest bilinear bound belong to the class of interpolation algorithms. Then, in 1988, Chudnovsky and Chudnovsky introduced a method [20] to prove the linearity [5] of the bilinear complexity of the multiplication in finite extensions of a finite field. In doing so, they proposed the first known multiplication algorithm using interpolation to algebraic function fields (of one variable) over F q . This original algorithm only uses points of degree 1, with multiplicity 1. Later, several studies focused on the qualitative improvement of this algorithm (for example [9, 1, 19] ) allowing interpolation at points of higher degree, or with higher multiplicity. In parallel, improvements of upper bounds (for example [10, 8, 15] ) and asymptotic upper bounds (for example [28, 14] ) of the bilinear complexity were obtained.
The first known effective finite field multiplication through interpolation on algebraic curves was proposed by Shokrollahi and Baum [17] . They used the Fermat curve x 3 +y 3 = 1 to construct a multiplication algorithm over F 4 4 with 8 bilinear multiplications. In [6] , Ballet proposed one over F 16 n where n ∈ [13, 14, 15] , using the hyperelliptic curve y 2 + y = x 5 of genus 2, with 2n + 1 bilinear multiplications. Notice that these aforementioned two algorithms only used rational points, with multiplicity 1. In 2009, Cenk and Özbudak proposed in [19] an explicit elliptic multiplication algorithm in F 3 9 with 26 bilinear multiplications. To this end, they used the elliptic curve y 2 = x 3 + x + 2, combining the ideas of using points of higher degree and higher multiplicity. In fact, few studies have been devoted to the effective construction of Chudnovsky type algorithms, and in particular when the degree of extensions reaches cryptographic size. In 2013, Ballet et al. [4] detailed a multiplication algorithm in F 3 57 with 234 bilinear multiplications using the elliptic curve y 2 + 2x 3 + 2x 2 + 1 = 0 with points of degree at most 4 and multiplicity at most 3. In 2015, Atighehchi et al. [2, 3] proposed a model allowing parallel computation, in which an ingenious use of normal bases provides efficient algorithms for both multiplication and exponentiation. They detailed an implementation in the finite field F 16 13 using the hyperelliptic curve y 2 + y = x 5 of genus 2. In 2012, Riandriambololona [25] introduced an asymmetric algorithm which generalizes the Chudnovsky algorithm and leads to better bounds, uniform in q, of the bilinearity. When g = 1, it is known [4] that an asymmetric algorithm can always be symmetrized (i.e. there always exists a symmetric version of an asymmetric algorithm). However, for greater values of g, it may not be the case. Thus, it is of interest to know an effective construction of this asymmetric algorithm. So far, no effective implementation has been proposed for such an algorithm. In this article, we detail a strategy to effectively construct asymmetric algorithms with higher degree but without derivated evaluation.
1.3. Organization of the paper and new results. In Section 2, we give an explicit translation of the generalization of the Chudnovsky and Chudnovsky algorithm given by Randriambololona [25, Theorem 3.5] . Then in Section 3, by defining a new design of this algorithm, we give a strategy of construction and implementation. In particular, thanks to a suitable representation of the Riemann-Roch spaces, we present the first construction of asymmetric effective algorithms of multiplication in finite fields. These algorithms are tailored to hardware implementation and they allow computations to be parallelized while maintaining a low number of bilinear multiplications. In Section 4, we give an analysis of the not asymptotical complexity of this algorithm. Finally, in Sections 5, 6, and 7, we give examples with the finite field F 16 13 using only rational places, F 4 13 using also places of degree two and F 2 13 using also places of degree four.
Multiplication algorithms of type Chudnovsky : Generalization of Randriambololona
In this section we present a generalization of Chudnovsky type algorithms, introduced in [25, Theorem 3.5] by Randriambololona, which is possibly asymmetric. Since our aim is to describe explicitly the effective construction of this asymmetric algorithm, we transform the representation of this algorithm, initially made in the abstract geometrical language, in the more explicit language of algebraic function fields. A comprehensive course on algebraic function fields can be found in [29] . Only the elementary terminology used along this paper is introduced.
Let F/F q be an algebraic function field over the finite field F q of genus g(F ). We denote by N 1 (F/F q ) the number of places of degree one of F over F q . If D is a divisor, L(D) denotes the Riemann-Roch space associated to D. We denote by O Q the valuation ring of the place Q and by F Q its residue class field O Q /Q which is isomorphic to F q deg Q where deg Q is the degree of the place Q.
In the framework of algebraic function fields, the result [25, Theorem 3.5] of Randriambololona can be stated as in Theorem 2.1. Note that we do not take into account derivated evaluations, since we are not interested in asymptotic results. It means that we describe this asymmetric algorithm with the divisor G = P 1 + · · · + P N where the P i are pairwise disctinct closed points of degree deg
Let us define the following Hadamard product in
Theorem 2.1. Let F/F q be an algebraic function field of genus g over F q . Suppose there exists a place Q of degree n. Let P = {P 1 , . . . , P N } be a set of N places of arbitrary degree not containing the place Q. Suppose there exist two effective divisors D 1 , D 2 of F/F q such that:
(i) The place Q and the places of P are not in the support of the divisors D 1 and D 2 .
(ii) The natural evaluation maps E i for i = 1, 2 defined as
is injective. Then for any two elements x, y in F q n , we have:
, where E Q denotes the canonical projection from the valuation ring O Q of the place Q in its residue class field F Q , • the standard composition map, T −1 |Im T the restriction of the inverse map of T on the image of T , E −1 i the inverse map of the restriction of the map E i on the quotient group L(D i )/ ker E i and ⊙ the Hadamard product in
Remark 2.2. The condition D 1 = D 2 (modulo the group of principal divisors) is not a sufficient condition to have a symmetric algorithm. Indeed, note that even if D 1 = D 2 then this algorithm can be not symmetric in the sens of Definition (1.1) if it uses places of degree strictly greater than one and if the bilinear multiplications in the residue class fields of these places are not computed (via the operation ⊙) with a symmetric algorithm. However, for simplicity, we will say that an algorithm of type Chudnovsky is symmetric when D 1 = D 2 (modulo the group of principal divisors). Indeed, the interest of such an asymmetric algorithm is to avoid the problem of 2-torsion elements in the divisor class group of the algebraic function field F/F q in order to have more flexibility in the choice of the algebraic function field F/F q since the conditions (ii) and (iii) become easier to satisfy (cf. [25, Remark 3.7] ).
Note also that in this presentation, we require that the divisors D 1 and D 2 are positive divisors in contrast to Theorem 3.5 in [25] . Indeed, in our context of effective construction, it is important to have Finally, for simplicity, we will use the same representation for F q deg P i and F q deg P j when deg P i = deg P j . Actually, we could only suppose that the products in F q deg P i and F q deg P j use bilinear multiplication algorithms having the same bilinear complexity.
Effective algorithm
3.1. Method and strategy of implementation. The construction of the algorithm is based on the choice of the place Q of degree n, the effective divisors D 1 and
and the basis of the residue class field F Q of the place Q.
In practice, following the ideas of [5] , we take as a divisor D 1 one place of degree n + g − 1. This has the advantage to solve both the problem of the support of divisor D 1 and the problem of the effectivity of the divisor D 1 . For the same reasons, the divisor D 2 is also chosen as a place of degree n + g − 1. Furthermore, we require additional properties described below.
3.2.
Finding good places D 1 , D 2 and Q. In order to obtain the good places, we draw them at random and check that they satisfy the required conditions. We proceed as follows:
(1) We draw at random an irreducible polynomial Q(x) of degree n in F q [X] and check that this polynomial is: (a) Primitive.
(b) Totally decomposed in the algebraic function field F/F q (which implies that there exists a place Q of degree n above the polynomial Q(x)). (2) We choose a place Q of degree n among the places of F/F q lying above the polynomial Q(x). (3) We draw at random a place D 1 of degree n + g − 1 and check that
Remark 3.1. Clearly, our method relies on the existence of places Q, D 1 and D 2 as defined above and such that D 1 − Q and D 2 − Q are non-special divisor of degree g − 1. We say some words about this. On the place Q, a sufficient condition for the existence of at least one place of degree n is given by the following inequality by [29, Corollary V.2.10 (c) 
Then, we are sure of the existence of a non-special divisor of degree g − 1 when q ≥ 4 [7] . The larger q is, the larger the probability to draw a non-special divisor of degree g − 1 becomes (Proposition 5.1 [16] ), but not necessarily as a difference of two places: this is an open problem. However, looking for non-special divisors of degree g − 1 as a difference of two places has many advantages.
Most of all, this solves easily the problem of the support of divisors D 1 and D 2 (condition (i) of Theorem 2.1) as well as the problem of the effectivity of these divisors. Indeed, in our context of construction, it is important to have
, which is the case if the divisors D 1 and D 2 are effective divisors. However, the property to have simultaneously an effective divisor (with the required properties) without having given places in its support is difficult to obtain theoretically because the method of the support moving (cf. [23] ), which is a direct consequence of Strong Approximation Theorem (cf. [29, Proof of Theorem I.6.4] ), has the drawback to imply the loss of effectivity.
Furthermore, in practice, it is easy to find Q and the divisors D i satisfying the required properties since there exist many such places in our context. However, it is not true in the general case. For instance, this fails when we consider an elliptic curve with only one rational point since for any elliptic curve, there exists a non-special divisor of degree g − 1 = 0 if and only if the divisor class number h is > 1, i.e. N 1 ≥ 2 (cf. [7, Section 3.2] ).
3.3.
Choosing good bases of the spaces.
3.3.1. The residue field F Q . When we take a place Q of degree n lying above a polynomial in F q [X], we mean that the residue class field is the finite field F q n for which we choose as a representation basis the canonical basis B Q generated by a root α of the polynomial Q(x), namely B Q = (1, α, α 2 , ..., α n−1 ). Note that if we wish to use a normal basis as a representation basis, it is convenient to find a place Q above a normal polynomial Q(x) and to make a change of basis between the canonical basis and the normal basis (α, α q , α q 2 ..., α q n−1 ). However, even in this case, it is necessary in our algorithm to preserve the canonical basis as basis of the residue field F Q because we need to have the constant component in the bases of the Riemann-Roch spaces L(D i ) for i ∈ {1, 2} (cf. Section 3.3.2) . From now on we identify F q n to F Q , as the residue class field F Q of the place Q is isomorphic to the finite field F q n .
Clearly, the choice of D i , i ∈ {1, 2} and Q of Section 3.2 implies that the maps E i of Theorem 2.1 are isomorphisms, since deg(
. Note that by Section 3.3.1, the choice of the basis of the residue field F Q implies that φ 1 = 1 and so E −1 
But then the function f admits a pole of order at least 1 at P 1 and a pole of order at least 1 at P 2 , which is impossible because the supports are disjoint. So, f ∈ F q and the proof is complete. Proposition 3.3. Let D 1 , D 2 and Q be places having the properties described in (3.2) . Consider the map Λ :
and ⊕ denotes the direct sum. In particular, if g = 0, then M = KerΛ is equal to {0}.
Proof. The divisors D 1 and D 2 which are effective divisors of degree n + g − 1 have the same dimension n by Section 3.3.2. Moreover, as deg(
Thus, the set L(D i ) ∩ KerΛ = {0} as well. Hence, there exists a vector space M ⊆ KerΛ of dimension g which gives the result.
Hence, we choose as basis of L(D 1 + D 2 ) the basis B D1+D2 defined by:
with B D1 and B D2 defined in Section 3.3.2 and B M = (f 2n , . . . , f 2n+g−1 ) is a basis of M.
3.4. Product of two elements in F q n . In this section, we use as representation bases of spaces
, the bases defined in Section 3.3. The product of two elements in F q n is computed by the algorithm of Chudnovsky and Chudnovsky . Let x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) be two elements of F q n given by their components over F q relative to the chosen basis B Q . According to the previous notation, we can consider that x and y are identified to the following elements:
The product f x f y of the two elements f x and f y is their product in the valuation ring O Q . This product lies in L(D 1 + D 2 ) since D 1 and D 2 are effective divisors. We consider that x and y are respectively the elements f x and f y embedded in the Rieman-Roch space
and I 2 (f y ) as follows. If, f x and f y have respectively coordinates f xi and f yi in B D1+D2 where i ∈ {1, . . . , 2n + g − 1}, we have: I 1 (f x ) = (f x1 := x 1 , . . . , f xn := x n , 0, . . . , 0) and I 2 (f y ) = (f x1 := y 1 , 0, . . . , 0, f yn+1 := y 2 , . . . , f y2n−1 := y n , 0, . . . 0). Now it is clear that knowing x (resp. y) or f x (resp. f y ) by their coordinates is the same thing.
and let Λ be the map defined as in Proposition (3.3) . Then, for any elements x, y ∈ F q n , the product of x by y is such that
where • denotes the standard composition map, T −1 |Im T the restriction of the inverse map of T on the image of T , and ⊙ the Hadamard product as in Theorem 2.1.
Proof. Let F q n be a finite extension of F q of degree n with a representation defined in Section 3.3.1. For any two elements x, y ∈ F q n , there exist two elements f x and f y respectively in L(D 1 ) and L(D 2 ) defined as in Section 3.3.2 such that E 1 (f x ) = f x (Q) = x and E 2 (f y ) = f y (Q) = y where f (Q) denotes the class of f in the residue class field F Q of the place Q. Thus,
and so computing the product xy is equivalent to computing the product f x f y . Moreover, since the divisors D 1 and D 2 are effective by the assumptions of Theorem 2.1 and Section 3.1, we have
. Now, the principle of the algorithm is to compute f x f y via the evaluation map T . In this aim, we represent the elements f x and f y in L(D 1 + D 2 ) respectively by I 1 (f x ) and I 2 (f y ) defined in this section. Then by Theorem 2.1,
We can now present the setup algorithm and the multiplication algorithm. Note that the setup algorithm is only done once.
Algorithm 1 Setup algorithm
The representation of the finite field F q =< a >, where a is a primitive element i.e. a generator of the associated cyclic group, is fixed. (2) The function field F/F q , the place Q, the divisors D 1 and D 2 and the points P 1 , . . . , P N are such that Conditions (ii) and (iii) in Theorem 2.1 are satisfied. In addition, we require that 1≤i≤N deg P i = 2n + g − 1. (3) Represent F q n in the canonical basis B Q = {1, α, α 2 , ..., α n−1 }, where F q n =< α > with α a primitive element as in Section 3.3.1. (4) Construct a basis (f 1 , . . . , f n , f n+1 Note that any element z of the field F q n is known by its components relatively to the canonical basis B Q : z = (z 1 , . . . , z n ) ∈ F q n (where z i ∈ F q ). Then, we have two ways to represent z in our algorithm: embedding
2 . When we want to multiply two elements x and y, we choose conventionally to represent x by
Algorithm 2 Multiplication algorithm
INPUT: x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ). OUTPUT: xy.
(
. . .
. . , w 2n−1 ) (remark that in the previous step we just have to compute the 2n − 1 first components of w). 
Complexity analysis
Without loss of generality, we suppose that deg
According to Theorem 2, Algorithm 2 requires that the natural evaluation map T is injective. A sufficient condition to get injectivity is given by Condition 2:
In terms of number of multiplications in F q , the complexity of this multiplication algorithm is as follows: calculation of z and t needs 2(2n 2 +ng−n) multiplications, calculation of u needs (2n+2g−2+r) sup 1≤i≤r
bilinear multiplications and calculation of 2n−1 first components of w needs (2n+g−1)(2n−1) multiplications (remark that in Algorithm 2, we just have to compute the 2n − 1 first components of w). The calculation of xy needs n + g multiplications. The total number of multiplications is bounded by 8n 2 + n(4g − 5) + (2n + 2g − 2 + r) sup 1≤i≤r
i . The asymptotic analysis of our method needs to consider infinite families of algebraic function fields defined over F q with increasing genus (or equivalently of algebraic curves) having the required properties. The existence of such families follows from that of families of algebraic function fields reaching the Generalized Drinfeld-Vladut bound of order r (cf. [11] ). For example, it is proved in [5] (with rational places i.e. r = 1), [9] and in [13] (with places of degree two i.e. r = 2), in [8] (with places of degree four i.e. r = 4) from a specialization of the type Chudnovsky symmetric algorithms on recursive towers of algebraic function fields of type Garcia-Stichtenoth that the bilinear complexity of the multiplication in any degree n extension of F q is uniformly linear in q with respect to n. Good asymptotic bounds are also obtained by using families of modular Shimura curves [14] . Similarly, Randriambololona improved the uniform (resp. asymptotic) bounds with an asymmetric algorithm of type Theorem 2.1. Hence, the number of bilinear multiplications of the algorithm 2.1 is in O(n) when the places used in the algorithm 2.1 have a degree one or two. Moreover, the genus g of the required curves also necessarily increases in O(n). Consequently, the total number of multiplications/additions/subtractions of the algorithm 2.1 is in O n 2 and the total number of bilinear multiplications is in O n .
Multiplication in F 16 n /F16
Set q = 16 and n = 13, 14, 15. Note that the multiplication algorithms in the extensions of degree n < 13 are symmetric because they are obtained with rational and elliptic function fields (with the best possible bilinear complexities of multiplication). Hence, it is only pertinent to consider the multiplication in extensions of degree ≥ 13 namely with function fields of genus g ≥ 2. From now on, F/F q denotes the algebraic function field associated to the hyperelliptic curve X with plane model y 2 + y = x
5
, of genus two. This curve has 33 rational points, which is maximal over F q according to the Hasse-Weil bound. We represent F 16 as the field F 2 (a) = F 2 [X]/(P (X)) where P (X) is the irreducible polynomial P (X) = X 4 + X + 1 and a denotes a primitive root of P (X) = X 4 + X + 1. Let us give the projective coordinates (x : y : z) of rational points of the curve X: P ∞ = (0 : 1 : 0) P 2 = (0 : 0 : 1) P 3 = (0 : 1 : 1) P 4 = (a : a : 1) P 5 = (a : a 4 : 1) 5.1. Construction of the required divisors.
5.1.1.
A place Q of degree n. It is sufficient to take a place Q of degree n in the rational function field F q (x)/F q , which totally splits in F/F q . It is equivalent to choose a monic irreducible polynomial Q(x) ∈ F q [x] of degree n such that its roots α i in F q n satisfy T r F2 (α 5 i ) = 0 for i = 1, ..., n where the map T r F2 denotes the classical function Trace over F 2 by [22, Theorem 2.25] . In fact, it is sufficient to verify that this property is satisfied for only one root since a finite field is Galois.
For example, for the extension n = 13, we choose the irreducible polynomial (3) Q(x) = x 13 + a 6 x 12 + a 5 x 11 + a 11
Let b be a root of Q(x). It is easy to check that T r F2 (b 5 ) = 0, hence the place (Q(x)) of F 16 (x)/F 16 is totally splitted in the algebraic function field F/F q , which means that there exist two places of degree n in F/F q lying over the place (Q(x)) of F 16 (x)/F 16 . For the place Q of degree n in the algebraic function field F/F q , we consider one of the two places in F/F q lying over the place (Q(x)) of F 16 (x)/F 16 , namely the orbit of the F 16 13 -rational point P 1i = (α i : β i : 1) where α i is a root of Q(x) and β i = The place Q and the divisors D 1 and D 2 satisfy the good properties since the dimensions of the divisor D 1 − Q and D 2 − Q are zero which means that the divisors D 1 − Q and D 2 − Q are non-special of degree g − 1.
Construction of required bases.

5.2.1.
The basis of the residue class field F Q . We choose as basis of the residue class field F Q the basis B Q associated to the place Q obtained in Section 5.1.1.
The basis of L(D
We choose as basis of the Riemann-Roch space L(D i ) the basis B Di such that E i (B Di ) = B Q is a basis of F Q as in Section 3.3.2, B D1 = (f 1 , ..., f n ) and B D2 = (f 1 , f n+1 ..., f 2n−1 ). For j ∈ {2, . . . , n}, any element f j of B D1 is such that
and for j ∈ {n + 1, . . . , 2n − 1}, any element f j of B D2 is such that
where
. To simplify, we set f j (x, y) = (f j1 (x), f j2 (x)). We have: 
The basis of
where, for j ∈ {1, . . . , 2n − 1}, the f i are defined above. The basis is completed with Set q = 4 and n = 4. With the algebraic function field F/F q defined over F 4 associated to the hyperelliptic curve X with plane model
, of genus two, we cannot multiply with places of degree one. Indeed, the number of places of degree one is N 1 (F/F 4 ) = 5. So, if we use only places of degree one we get that dim Im(T ) ≤ N 1 (F/F 4 ) whereas dim L(D 1 + D 2 ) = 2n + g − 1 = 10, namely the evaluation map T is not injective as required in Theroem 2.1.
We can ask if there exists another hyperelliptic curve of genus two that allows the multiplication with only places of degree one in F 4 4 . By definition, an hyperelliptic curve is a covering of degree two of the projective line P 1 (F q ). It is clear that the maximal number N q (g) of rational points of a projective smooth absolutely irreducible curve of genus g = 2 over F q is such that N q (2) ≤ 2q + 2. In the case of q = 4 and g = 2, this bound is least that the bound of Serre-Weil N q (2) ≤ q + 1 + 2m where m = ⌊2 √ q⌋. Hence, there does not exist a maximal Serre-Weil curve (i.e. attaining the Serre-Weil bound) over F 4 of genus two and N 4 (2) ≤ 2q + 2 = q + 1 + 2m − 3 = 10. In fact, Serre in [26] proves that N 4 (2) = 10 and Shabat in [27] exhibits an optimal (i.e. attaining N q (g)) curve of genus two over F 4 , namely the curve of equation y 2 + y = x x 3 +x+1 . Clearly, the sufficient Condition (2) fails since N 1 (F/F 4 ) > 2n + 2g − 2 implies that n < 4. Nevertheless, it is still possible to multiply according to Theorem 2.1 with the ten places of degree one of the algebraic function field F/F 4 associated to the curve y 2 + y = x x 3 +x+1 , by choosing suitable degree n place Q and divisors D 1 and D 2 of F/F 4 . For instance, using the description given by Magma, we can choose the n-degree place
that lies over the place (Q(x)) of the rational field F 4 (x) defined by Q(x) = x 4 + a 2 x 2 + a 2 x + a, and the divisors
and
of degree n + g − 1 = 5 that respectively lie over the places (D 1 (x)) and (D 2 (x)) of the rational field
and D 2 (x) = x 5 + x + a. Now, suppose that n = 5. In this case, we have dim L(D 1 + D 2 ) = 2n + g − 1 = 11 and still dim Im(T ) ≤ N 1 (F/F 4 ) = 10. This means that T can not be injective. Since the curve of equation
is optimal, it is impossible to multiply with only places of degree one in extensions of F 4 of degree n ≥ 5. Consequently, the algorithm has to be modified in order to use places of degree two. It is clear that we need to use as much as possible places of degree one to minimize bilinear complexity. Therefore, our algorithm will still use the curve of equation y 2 + y = x x 3 +x+1 . This curve has N 1 (F/F 4 ) = 10 rational places and N 2 (F/F 4 ) = 4 places of degree two. We represent F 4 as the field F 2 (a) = F 2 [X]/(P 1 (X)) where P 1 (X) is the primitive irreducible polynomial P 1 (X) = X 2 + X + 1 and a denotes a primitive root of P 1 (X) = X 2 + X + 1. As we also use evaluations over places of degree two, we need to define the finite field F 16 = F 4 2 as F 4 -vector space. So, we represent F 4 2 as the field F 4 (b) = F 4 [X]/(P 2 (X)) where P 2 (X) is the primitive irreducible polynomial P 2 (X) = X 2 + X + a and b denotes a primitive root of P 2 (X) = X 2 + X + a.
For the description of the places of degree one, we use the description given by Magma:
Note that the first two infinite places lie above the infinite place 1/x of the rational function field F q (x). Moreover, if (x : y : z) denotes the projective coordinates of rational points of the curve X, then these infinite places correspond to the two points to the infinity P ∞,1 = (0 : 1 : 0) and P ∞,1 = (1 : 0 : 0) of X.
For the description of the places of degree two, we use the description given by Magma:
2 + a 2 x + a 2 , (x 3 + x + 1)y + ax + a) Q 4 = (x 2 + a 2 x + a 2 , (x 3 + x + 1)y + ax + 1).
The basis B D1+D2 = (f 1 , . . . , f 2n+g−1 ) consists of the f i 's that are defined above for j ∈ {1, . . . , 2n − 1} and the g = 2 components f 10 (x, y) = g 10 (x)y + h 10 (x) r(x) and f 11 (x, y) = g 11 (x)y + h 11 (x) r(x) where: Set q = 2 and g = 2. In this case, it is known that N 2 (g) = 6 by the upper bound of Ihara [21] and the lower bound of Serre [26] and it is not sufficient to multiply in the extensions of F 2 of degree n ≥ 3. Hence, we need to use places of higher degree. Note that as by the above section, N 4 (g) = 10 = N 1 (F/F 2 ) + 2N 2 (F/F 2 ), we can only multiply in extensions of degree n ≤ 4 if we only use places of degree one and two (for any curve of genus two!). By consequence, we set n = 5 and we consider the curve used in Section 6 namely the algebraic function field F/F 2 associated to the hyperelliptic curve X with plane model y 2 + y = x x 3 +x+1 , of genus two. This curve has N 1 (F/F 2 ) = 4 rational places, N 2 (F/F 2 ) = 3 places of degree two and N 4 (F/F 2 ) = 2 places of degree four. For the description of the places, we use the description given by Magma. The places of degree one are :
y + x+1 x ) P 3 = (x, (x 3 + x + 1)y) P 4 = (x, (x 3 + x + 1)y + x + 1).
The places of degree two are:
Q 1 = (x + 1) Q 2 = (x 2 + x + 1, (x 3 + x + 1)y + 1) Q 3 = (x 2 + x + 1, (x 3 + x + 1)y + x + 1).
And the places of degree four are: R 1 = (x 4 + x 3 + 1, (x 3 + x + 1)y + x 2 + x + 1) R 2 = (x 4 + x 3 + 1, (x 3 + x + 1)y + x 3 + x 2 ).
According to our method, we choose the irreducible polynomial Q(x) = x 5 + x 3 + 1 of degree n = 5 and the two irreducible polynomials D 1 (x) = x 6 + x 5 + x 4 + x + 1 and D 2 (x) = x 6 + x 5 + x 2 + x + 1 of degree n + g − 1 = 6. The degree n place (Q(x)) and the two degree n + g − 1 places (D 1 (x)) and (D 2 (x)) of F q (x)/F q totally split in F/F q . Then we choose places Q, D 1 and D 2 of F/F q lying over these three places and such that D 1 − Q and D 2 − Q are non-special divisors of degree g − 1. Using the description of Magma, Q = (x 5 + x 3 + 1, (x 3 + x + 1)y + x 4 + x + 1) D 1 = (x 6 + x 5 + x 4 + x + 1, (x 3 + x + 1)y + x 5 + x 3 + 1) D 2 = (x 6 + x 5 + x 2 + x + 1, (x 3 + x + 1)y + x 5 + x 4 + x).
As in Section 3.3.2, we choose as basis of the Riemann-Roch space L(D i ) the basis B Di such that E i (B Di ) = B Q is a basis of F Q . We write B D1 = (f 1 , ..., f n ) and B D2 = (f 1 , f n+1 ..., f 2n−1 ). For j ∈ {2, . . . , n} and k ∈ {n + 1, . . . , 2n − 1}, any element f j of B D1 and f k of B D2 are respectively of the form:
where f j1 , f j2 , f k1 , f k2 ∈ F 4 [x] . To simplify, we set f j (x, y) = (f j1 (x), f j2 (x)) for all j ∈ {2, 2n − 1}. We have:
f 1 (x, y) = 1, f 2 (x, y) = (x 3 + x + 1, x 6 + x 4 + 1), f 3 (x, y) = (x 4 + x 3 + x 2 + 1, x 4 + x 2 + 1), X1 := Matrix(F2,n,1,ElementToSequence(1+b)); Y1 := Matrix(F2,n,1,ElementToSequence(1+b+b^2)); mult(X1,Y1); // Example 2 : b^4*(b^2+b^3) = b^20 X2 := Matrix(F2,n,1,ElementToSequence(b^4)); Y2 := Matrix(F2,n,1,ElementToSequence(b^2+b^3)); mult(X2,Y2); // Example 3 : (1+b+b^3)*(1+b+b^3) = b^21 X3 := Matrix(F2,n,1,ElementToSequence(1+b+b^3)); Y3 := Matrix(F2,n,1,ElementToSequence(1+b+b^3)); mult(X3,Y3);
