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Abstract 
This paper is the second part of a work dealing with two Schiitzenberger's conjectures on 
variable-length codes. It contains the detailed proofs of the characterization that we obtained 
for the degree and the decomposability of finite maximal codes over the alphabet {a, b} with at 
most 3 occurrences of the letter b in each word. 
L Introduction 
Codes are natural and important objects in formal language theory; a number of 
interesting results have been achieved since the 1950s when an algebraic approach to 
this theory was initiated by Schfitzenberger [21], Berstel and Perrin [1]. Indeed, it is 
the study of the bases of free submonoids of A*; a subset of C of A* being a code if any 
word of A* has at most one factorization into words of C. In spite of their simple 
definition, the structure of the codes is far from being understood and described; old 
conjectures still open today try to explain how they could be constructed. 
In this spirit, this paper intends to describe some important structural properties for 
a particular family of codes. It constitutes the second part of a work where we develop 
and use algebraic methods to study and characterize efficiently combinatorial proper- 
ties of codes [5, 6]. 
Schiitzenberger p oposed the conjecture that any finite maximal code could be 
reduced to a prefix code by moving letters inside the words of the code [18]. This 
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conjecture is really interesting since constructing prefix codes is very easy, and by 
opposition to general codes, their structure and properties are well known. This 
combinatorial property for finite maximal codes can be translated in algebraic terms: 
the conjecture has been generalized in the so-called factorization conjecture for- 
mulated in terms of noncommutative polynomials of Z(AS. It states that any finite 
maximal code C _ A* is factorizing, i.e. there exist finite subsets P, S of A* such that 
_C- 1 =_P(A_ - 1)_S (where _X denotes the characteristic polynomial of X). These two 
conjectures are unsolved, they have only partial answers [18, 20]. Particularly, it has 
been proved in [19, 12, 9, 10] that n-codes with n~< 3 are all factorizing (an n-code is 
a finite maximal code over the alphabet {a, b} with at most 3 occurrences ofthe letter 
b in each word). Moreover, algorithms exist to construct he polynomials _P and 
_S appearing in the equality C -1  =_P(_A-1)S. Very recently, it has been proved that 
4-codes containing the word b 4 are all factorizing [24]. 
We are here interested in 3-codes. We characterize the degree and decomposability 
of 3-codes C~_A* from the equalities _C-I=_P(A_--I)S that they satisfy. These 
notions give informations about the structure of codes: roughly speaking the degree 
is a parameter classifying each code and the decomposability shows how general 
codes are constructed using simpler codes. In another conjecture proposed by 
Schiitzenberger, it was thought hat codes had 'simple' degree and decomposability, 
but this conjecture has been solved negatively [7, 3, 17, 23], showing how it is impor- 
tant to study the concepts of degree and decomposability forcodes. These two notions 
have both an algebraic and a combinatorial definition. Algebraic tools are here mainly 
used in the proofs, to establish combinatorial properties of 3-codes. 
The case of 1-codes and 2-codes has already been presented with details in a former 
paper I-6]. In particular, in the first part of our work [6], we have developed two 
algebraic tools using formal power series. One is a characterization f codes C ~_ A* 
satisfying _C - 1 =_P(A_ - 1)_S for different pairs (_P, _S). It will be useful in the study of the 
degree of 3-codes. The second one deals with decomposability of codes. It is an 
algebraic haracterization f decomposable n-codes (1 ~< n~< 3) and is again related to 
the pairs (P_, _S). 
The paper is organized in four sections as follows. In Section 2, we precise our 
notations and vocabulary: we recall the notions of degree and decomposability of 
codes, the concept of factorizing codes, the factorization conjecture and its partial 
answers. Section 3 deals with algebraic techniques used to study the degree and the 
decomposability of codes, it also introduces the Krasner factorizations which are 
particular cyclic factorizations of Zn. Moreover, we give the structure of the pairs 
(P, S) related to the factorizing 3-codes. Section 4 contains our results, in particular, 
Theorem 4. i where 3-codes with degree > 1 are characterized using Krasner factoriz- 
ations. The proof is established by a sequence of lemmas and propositions. A rather 
technical part of it is detailed in the appendix. The end of Section 4 is concerned with 
decomposability of 3-codes. 
The collection of lemmas and propositions leading to Theorem 4.1 could seem long 
and technical. We did much effort to shorten the proofs. But the same difficulty 
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appears everywhere: we are concerned with polynomials in NI-a] rather than in Z [a], 
few tools in algebra deal with polynomials with positive coefficients. For instance, we 
did not succeed to give a 'short' proof for some divisibility properties of polynomials in
N[a] as in Lemmas 4.10 and 4.12. In the same way, we put in the appendix the more 
technical proof. The last section of paper deals with some comments about some 
generalization of the appendix's result. 
2. Preliminaries 
We first recall the definitions and basic properties of codes. We introduce notions of 
degree and decomposability for codes and we present factorizing codes and their 
properties. This section has not to be read systematically but will be referred when it is 
necessary. More details, examples and proofs can be found in [1, 2]. 
2.1. Codes 
Let A* be the free monoid generated by a finite alphabet A. A code C ~ A + is a set of 
words such that 
t I t r t Vwl , . . . ,w , ,w l , . . . ,w~,EC:  w l . . .w ,=wl . . .wm =~ n=m and Viw~=w~. 
C _ A ÷ is a prefix code if no word of C is a proper left factor of another one, i.e. 
C c~ CA + = O. Suffix codes are defined symmetrically such that C c~ A ÷ C = O. A biprefix 
code is a code both prefix and suffix. A code C _ A ÷ is maximal if it is not strictly 
included in another code over A. In the case of finite maximal codes C, it can be 
proved that a unique power a n belongs to C for any letter aeA.  
2.2. Degree-decomposability 
The degree d(C)/> 1 is a parameter associated with any finite maximal code C; it is 
defined in terms of interpretations of words. The triple (r, w,/) is an interpretation of
urA*  (with respect to C) ifu = rwl with w~C*, r (resp. l) a proper ight (resp. left) factor 
of some word in C. Two interpretations (r, w. l), (r', w', !') of u are adjacent if there exist 
P t I~ WI,W2,WI,w2~C such that 
w = WlW2, W' = w'l w'2, rwl = r'w'l, w21 = w'21'; 
otherwise, they are disjoint. If 6c(U) denotes the maximal number of pairwise-disjoint 
interpretations of u, then the degree of C is 
d(C) = min {rc(U)[ u E C* and A*uA* r~ C = 0}. 
A code with degree 1 is called synchronous, it is asynchronous in the opposite case. 
Notice that if a finite maximal code contains a letter of the alphabet, then it is 
synchronous. 
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The composition isan operation which constructs a new code from two given codes. 
Consider two codes C1 - A ÷, C2 - B + such that each letter beB appears in the words 
of C2. If there exists a bijection tp from B onto C1, the set tp(C2)= C is a code over the 
alphabet A, denoted by 
C2o~C1 (or C2oC1). 
One says that C = C2 ° C1 is obtained by composition of the codes C2 and C~. A code 
C_  A + is indecomposable if whenever C=C2 ° C~, then either C~ =A or C~ =C; 
otherwise, we say that C decomposes or is decomposable (over C1). 
The notions of degree and decomposability are related by the following property. 
Theorem 2.1. I f  C = C2 ° C1 is a finite maximal code, then 
d(C)=d(C2)d(C1). 
2.3. Factorizing codes 
This section is concerned with the factorization conjecture and its partial solutions. 
We assume that the reader is familiar with the theory of noncommutative series. 
For any semiring K, K((A)) (resp. K (A )  is the ring of series (resp. polynomials) with 
noncommutative ariables aeA and coefficients in K. For a series S, (S, w) denotes the 
coefficient of the word w in S. If X is a subset of A*, then X_=~x~xX denotes its 
characteristic series. The support supp(S) of a series S is equal to {weA*l(S, w)~0} 
and deg(S) denotes the degree of a polynomial S. 
We now show the interplay between codes and polynomials 1-1, 2]. A code C over 
A is factorizing if there exist two subsets P,S of A* such that each word weA* 
uniquely factorizes into w=sxp with seS, xeC*, peP, or equivalently 
_C- 1 = _P(_A - 1)_S. 
Finite maximal prefix (resp. suffix) codes C~_A ÷ are factorizing since 
_C-1 =_P(A_-I) (resp. _C-1 =(A_-1)_S) with P (resp. S) be the set of proper left 
(resp. right) factors of the words in C. 
As a special case, if C is a factorizing code with P, S finite, then C is a finite maximal 
code. Conversely, if C is a finite maximal factorizing code, then P, S are finite sets. 
However it is not known whether any finite maximal code is always factorizing 1-1, 18]. 
Conjecture 2.2. Any finite maximal code is factorizing. 
Only partial solutions to this conjecture are known. The next theorem is a 
characterization f finite maximal codes in terms of noncommutative polynomials 
of Z(A> 1-20]. 
Theorem 2.3. Let C be a finite subset of A +. Then C is a maximal code iff there exist 
polynomials P, S in Z(A> such that _C-1 =P(A-1)S.  
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In that case, we say that the pair (P, S), with P, S~Z(A),  is a factorization of the 
code C. Notice that Theorem 2.3 states that any finite maximal code has at least one 
factorization, whereas Conjecture 2.2 holds if there exists a factorization (P, S) of 
C with P, S in N(A)  (or equivalently with coefficients 0, 1). 
In the same paper, Reutenauer has also obtained an algebraic description of 
_C related to the degree d(C) of the code C. 
Theorem 2.4. Let C be a code with deoree d. Then there exist X, Y, ZeZ(A)  such that 
_C- 1 = X(d(A_ - 1) +(A_ - 1)Z(A_ - 1)) Y. 
For finite maximal codes over the alphabet {a,b} having 'few' times the letter 
b inside their words, Conjecture 2.2 is true 1-19, 12, 10]. We call n-code any finite 
maximal code C _ {a, b} ÷ with n letters b or less in each word. In the definition, it is 
supposed that at least one word of C exactly contains n letters b. 
Theorem 2.5. Any n-code C c {a, b} + with 1 ~ n <~ 3 is factorizing. Moreover, for any 
factorization (P, S) of C with P, SeZ(A) ,  then P, S are characteristic polynomials. 
The second statement of this theorem is more than a positive answer to 
Conjecture 2.2. It will be used several times in the forthcoming proofs. Notice that this 
second statement does not hold in general: it is already false for n = 6. On the other 
hand, 4-codes C with b*eC have been recently proved to be factorizing [24]. 
3. Techniques 
The degree and decomposability for 3-codes can be described in the same way than 
for 2-codes [6] but with more complex proofs due to the structure of 3-codes. We 
recall here the techniques that we developed in [6]. The idea is to connect he degree 
and the decomposability of 3-codes with their factorization (P, S). 
3.1. Multiple factorizations 
Papers by Perrin [17] and Bo6 [3] have established links between the degree of 
codes and the number of their factorizations (P, S). We have observed the same 
connections in our paper [6]. The following theorem describes in an algebraic way 
codes with multiple factorizations and will be used in the next section for studying the 
degree of 3-codes [6]. 
Theorem 3.1. Any finite maximal code C c_ A + has at least two factorizations (P1, $1), 
(P2, $2) where P1 # +-P2 i ff  
_C-- 1 = X(2(A_ -- 1 )+(8-1)Z(A_ -  1)) Y 
for some ,~Z,X,  Y,Z~Z(A)\O. 
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As a matter of fact, a more precise relation between P~, P2 and Sa, $2 can be proved 
[6]. 
Propos i t ion  3.2. Let C ~_ A + be a finite maximal code with at least two factorizations 
(P1,S1), (P2,$2) with P l# +-P2. Suppose polynomials P1,S2 having minimal degree. 
Then, for any factorization (P,S) of C such that P# + P I, P# + P2, 
P=P,(Al+(A_-- l)Z1) with 2xeZ, ZleZ<A>\0,  
S=(•2--[-Z2(A_--1))$2 with ,~2~Z, 2EZ(A)\0.  
3.2. Decomposability 
In the same way, the property of decomposability of codes can be easily described 
using noncommutative polynomials [6]. Bo~ already used a similar argument in [3]. 
Propos i t ion  3.3. Let C, C1 be two finite maximal codes such that C1 # A. I f  
C -  1 =_P(C_I - 1)S, 
with P, S ~_ A* and P or S # 1, then C decomposes over C1. 
Conversely, if (7 is a n-code, 1 <<. n <~ 3, decomposable over the code Ca ~-A +, then 
_C- 1 =_P(C, -  1)_S, 
with P,S___ A* and P or S#I .  
3.3. Cyclic factorizations 
In the next sections, we will intensively use the algebraic tools detailed in 
Theorem 3.1 and Proposition 3.3. We will also need the notion of cyclic factorizations 
of Z, which naturally appear in the construction of factorizations (P, S) of 3-codes 
[10] (see also Section 3.4). 
To simplify the notations, a M denotes the polynomial ~nEN(M,n)a"~N(a) with 
M a finite multiset of N. Given P, S two subsets of N, (P, S) is a cyclicfactorization f Z, 
if [13] 
VmeZ,,3 lp~P,  3!seS: m=p+smodn.  
Krasner proposed an algorithm to construct all the cyclic factorizations of Z, where 
the sum is as in N, without modulo n [15]. 
Propos i t ion  3.4. Let I, J be multisets of N. I f  I + J = {0, 1 .. . . .  n-  1 }, then I, J ~ N and 
there exist 1 = no[ n l [... Ink = n and a partition K u L of the indexes {0, 1 . . . . .  k -  1} such 
that 
Ha "' + x _ 1 1-1" a nj + ~ - 1 - -  - - -  a J  = I I  - -  a I 
.ieL 
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In the following, we call these particular cyclic factorizations (I, J) Krasner 
factorizations. Notice that this partition is again true for any finite sum of multisets 
I+ J+ ... +K={0,1  . . . . .  n - l}  [4]. 
Some of our proofs will use a recursive definition of Krasner factorizations sum- 
marized in the next proposition [9]. 
Proposition 3,5. Let I, J ~_ N such that 
aXaJ=a{O,1 ..... n-l/ (n > 1). 
Then a~=a {°'l ..... q-1}at' where q>l ,  I '~_N and l ' , J ,n are divisible by q. Setting 
~t = a q, 
a l'/q O~ J/q = O~ {0, 1 . . . . .  n/q -- 1 }. 
Next proposition gives a method to construct a more general class of cyclic 
factorizations [14, 11], used in the construction of any 3-code (see Theorem 3.7). 
However, the structure of general factorizations i unknown. The notation P ~> Q 
means that the polynomial P -Q  has all its coefficients positive or null. 
Proposition 3.6. Let P, S ~_ N and (I, J) be a Krasner factorization of Z,. Then (P, J), 
(resp. (I, S)), is a cyclic factorization of Z,  if/" 
aV=a~(1 +aU(a - 1))>~0 (resp. aS=aS(1 +aU(a - 1))/>0), 
with M a multiset of N. Moreover, M ~_ N. In this case (P, S) is also a factorization 
of Z,. 
3.4. Structure of 3-codes 
In [10], 3-codes are proved to be factorizing, moreover their structure is described: 
Krasner factorizations appear naturally in the form of factorizations (P, S) of 3-codes. 
The next theorem sums up these results. C" denotes the mirror image of C: it equals 
the set of words of C read from right to left. 
Theorem 3.7. Let C be a 3-code such that a"~C and 
(7-1 (or _67-1)=_P(A-1)_8, 
with P, S ~_ A*. Then either 
(a) P c_ a*,S ~_ a*wa*ba*ua*ba*ba*, 
P_=a ~, S_=So+SI+S2, 
So=a I, S1= ~, aM'bw, S2= ~, aM'bw 
w~So w~S1 
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where (l,J) is a Krasner factorization of Zn, and for any w~SouSx, Mw~-N and 
al(1 +aM-(a-  1))t>0, 
or  
(b) P,S ~ a*ua*ba*, 
_P =al  + ~ a'ba M', S_=aS + ~,aM~ba j, 
rER jeJ 
where (I, J)  is a Krasner factorization of Zn, the sets R, M,'s, Mj's are included 
in N and 
Rc_URj ,  R~I ,  withaR~=a1(l+aM~(a--1))>~O, 
jeJ 
aSaM,(a - 1)+aJ,~>0 with J ,= {J~JlreR~}, 
Vr~R\I,  VjeJ: aM'aA4J(a--1)+aM'>~O, 
VreRc~l, Vj~J: aM, aMJ(a--1)+aM,+aMJ>>.O. 
These conditions characterize 3-codes. 
The conditions tated in Theorem 3.7 possibly seem technical. The next examples 
indicate how they work. 
Example 3.1. The 3-code C = {a 4, a2b aSba 2, ab, ba 2, a2b 2, ab 2, baba 2, ababa 2, baaba 2, 
abaaba 2, b a, ab a } is defined by 
_C- 1 =a {°' I ) (a+b-  1)(a I°'2~ +a[°)b+a{l'a}ba 2 +al°}b2}, 
where 
(l,J)=({O, 1}, {0,2})is a Krasner factorization of Z4, 
al(1 +aI°}(a - 1))=a {1'21/>0, 
al(1 +a{1,3}(a - l))=a{°.5} >~0, 
and for any w~a{°}bua{l'3)ba2\{b}, 
Mw=0, a~(l +a~'(a-l))=a1>~O. 
The 3-code C = {a 4, ab, ba 2, aSba 2, a2ba 4, b 2, baba 2, baaba 2, ab 2, ababa 2, aba3ba 2, 
a2b2a 2, a2bab, a2ba2b, a2baSba z, a2b 3, a2b2aba 2, a2b2aaba 2, a2bab 2, a2bababa z,
a2babaaba 2} is constructed as follows: 
C_ - 1 =(a{°" l ) + a2ba{°" l } ) (a + b - 1)(a{°'2} + al°] b + a [ L 31ba2), 
with ({0, 1 }, {0, 2}) a Krasner factorization of Z4, R = RouR2 = {0, 1, 2, 5}, Mr = 0 for 
any r~R\{2}, J2 = {0}, aJ(a - 1)aM~ + 1 =aJ(a - 1)a {°'2} + 1 =a4 >~0. 
V. Bruy~re, C. De Felice / Discrete Mathematics 140 (1995) 47-77 55 
4. Degree and deeomposabifity 
The main result of this paper is Theorem 4.1. It links the number of factorizations to 
the degree of any 3-code and it shows how simple are asynchronous 3-codes. It states 
that 3-codes have at most two factorizations, one when the degree is 1 and two when 
the degree is 2 or 3. In the asynchronous case, some particular Krasner factorizations 
describe the form of the two distinct factorizations in a way to construct them. 
We conclude the section by some properties of decomposability for 3-codes 
(Section 4.3). The main fact is stated in Proposition 4.14: except for three particular 
biprefix codes of degree 3, any asynchronous 3-code is decomposable. 
Theorem 4.1. Any 3-code C has one or two factorizations. 
(a) C has degree 1 iff C has one factorization. 
(b) C has degree 2 iff C has two factorizations and there exist 1 <. kin and Y ~_ a*ba* 
such that 
C_- 1 (or _C-- 1)=al(2(A_ -- 1)+(A_ -- 1)a {° ..... k-l}(A_-- 1))(aJ'+ Y) 
(I, J', {0, k }) is a Krasner factorization of Zn. 
(c) C has degree 3 iff C has two factorizations 
Z ~_ a*ba* such that 
and there exist 1 <~ 2k I n and 
C-  1 (or C ' -  1)=at(3(A- 1)+(A - 1)[2a {0 ..... k-1} +aka{O, ...,k-l} + _Z](_A-- 1))a J' 
(I, J', {0, k, 2k}) is a Krasner factorization of Zn. 
Example 4.1. Let C be defined by 
C-  1 =a {°'2} [2(A-  1 )+(A-  1)(A- 1)](1 +ba). 
Then C is the 3-code {a 4, ab, a3b, a2ba, a4ba, b 2, a2b 2, ab2a, baba, aab2a, a2baba, b3a, 
a2b3a}. It has degree 2since (I, J', {0, k} ) = ({0, 2}, {0}, {0, 1 } ) is a Krasner factorization 
of Z4. 
The 3-code C = {a 6, ba 2, aaba 2, aba, a4ba, a2b, ash, b2a, a3b2a, bah, a3bab, ab 2, a4b 2, 
b a, a3b 3 } satisfying the equality 
C -  1 =a {°'3} [3(,51_- 1)+(_A- 1)(2 +a+b)(A_- 1)3 
has degree 3 because (I, J', {0, k, 2k }) = ({0, 3 }, {0}, {0, 1, 2} ) is a Krasner factorization 
of Z6. 
Numerous lemmas and propositions progressively lead to Theorem 4.1. These 
results are collected into two groups, one (Section 4.1) dealing with properties of 
multiple factorizations of 3-codes, the other (Section 4.2) containing related properties 
with the degree. 
xesupp(X), 
yesupp(Y), 
z~supp(Z), 
Thus, 
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4.1. Multiple factorizations 
We begin with two technical lemmas. The first one indicates that when we have few 
letters b inside the words of a code, then we can deduce interesting properties of the 
polynomials associated with it. 
Lemma 4.2. Let C be a 3-code, let 2~Z,X, Y,Z~Z(A) \O such that 
_C- 1 = X(2(A_ - 1)+ (_A - 1)Z(A_ - 1)) Y. 
Then two among supp(X), supp(Y), supp(Z) are included in a* and the last one is 
included in a*ua*u)ba*. 
Proof. Let x,y,z~A* be defined as 
Ixlb=max {Ix'lblx'~supp(X)}, 
I Ylb =max{ I Y'lbl Y'~supp(Y)}, 
IZlb=max{ IZ'Iblz' ~supp(Z)}. 
(_C- 1, xbzby) = (XA_ ZA_ Y, xbzby) = (X, x)(Z, z)(Y, y) ¢ 0. 
As _C is a characteristic polynomial and C is a 3-code, the word w = xbzby belongs to 
C with Iwlb=3, i.e. IXlb+lYlb+lZlb=l. [] 
Lemma 4.3. Let C be a code, let X, Y~_ A*, ).~Z, Z~Z(A)  such that 
_C- 1 -- _X (2(A_ - 1) + (A_ - 1)Z(_A - 1)) _Y. 
Suppose _X(2+(A_-1)Z) (resp. (;t+Z(A_-1))_Y) has coefficients O, 1. I f  Z~Z(a)  and 
X ~_ a* (resp. Y~_ a*), then Z is a characteristic polynomial. 
Proof. As (_C- 1, 1)= - 1 =(X_ ( -2+Z)  _Y, 1), we have (X, 1)= 1 and (_Y, 1)= 1. So 
Vi~N: (X_(;t+(A_- 1)Z),bai)=(X_bZ, bai)=(Z, ai). 
As _X(2+(A_- 1)Z) has coefficients 0, 1, then Z is a characteristic polynomial. [] 
The next two lemmas apply to 3-codes with multiple factorizations. By 
Theorem 3.1, there exist 2eZ and X, Y ,Z~Z(A) \O such that 
C - 1 = X_ (2(A - 1) + (A - 1) Z(A_ -- 1)) _Y. 
These lemmas tate that the polynomials X, Y, Z are particular and related to some 
Krasner factorizations and that 2 = 2 or 3 only. 
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Lemma 4.4. Let C be a 3-code. For any 2~Z and X, Y ,Z~Z(A) \O  such that 
C-  1 = X(2(A - 1)+(A_- 1)Z(A_ - 1)) Y, 
one of the following three cases holds: 
(a) X, Y,Z are characteristic polynomials and supp(X)~_a*, supp(Z)_a*,  
supp(Y) ~_ a*ua*ba* 
(b) X, Y,Z are characteristic polynomials and supp(Y)_ca*, supp(Z)_a*,  
supp(X) _ a*ua*ba* 
(c) X, Y are characteristic polynomials and supp(X) _ a*, supp(Y) _~ a*, 
Z=Zo+ Z~,b where ZoeN[a]  has coefficients 0, 1 or 2 and Zo.b is a characteristic 
polynomial with support in a*ba*. 
Moreover, in every case, 2 = 1 + (Z, 1). 
Proof. By Lemma 4.2 one of the following three cases holds: 
(a) supp(X) _ a*, supp(Z) _ a*, supp(Y) _~ a*~aa*ba*, 
(b) supp(Y) _ a*, supp(Z) _~ a*, supp(X) _ a*•a*ba*, 
(c) supp(X) _~ a*, supp(Y) ~ a*, supp(Z) _ a*taa*ba*. 
In any of these cases, by Theorem 2.5, X and (2 + Z(A - 1)) Y, X (2(A-  1)Z) and Y are 
characteristic polynomials. In cases (a) and (b), Z is also a characteristic polynomial 
by Lemma 4.3. 
Suppose that case (c) holds. Let X = a t, Y= a J' with I, J ' _ a*. Denote Z as Za + Za, b 
with supp(Za) ~_ a* and supp(Zo, b) _ a*ba*. If w is any word such that Iwlb=3, we 
have 
(_C- 1, w)=(XbZa, bb Y, w) 
showing that Z~. b is a characteristic polynomial. 
Consider the factorization (P, S) of C given by 
P = a t, 
S = (2 + Z(A_ - 1))a 1' = (2 + Z~(a - 1 ))a J' + Zoba J' + Zo. b(a - 1)a J' + Z~, bba J'. 
By Theorem 2.5, S has coefficients 0, ! only. So 
V ieN: 0 <~ (Z~ba J' + Zo. ~(a - 1)a J', aib) = (Zo, a i)  - -  (Za, b, aib) <<. 1. 
Consequently, (Zo, ai)e{0, 1, 2} for any ieN. 
Finally, 2= 1 +(Z, 1) because - 1 =(X, 1 ) ( -2+(Z ,  1))(Y, 1). [] 
Lemma 4.5. Let C be a 3-code with aneC, and let 
C-  1 -- X(2(A - 1) + (A_ - 1)Z(A - 1)) Y, 
with 2eZ and X, Y, ZeZ(A) \O .  Then there exist two Krasner factorizations (I,J), 
(I', J') of Z n such that 
I ~_I', J' ~_J, 
a r = aX(2 + an(a - 1)), a ~ = (2 + aU(a - 1))a J', 
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and al, aJ',a n are the restrictions to N[a]  of  X ,  Y ,Z ,  respectively. Moreover,  2=2 
or 2=3.  
Proof. By Lemma 4.4, either 
(a) C -  1 (or _C-- 1 )=X(2(A-  1 )+(A-  1 )Z(A-  1))(Yo+ _Yo.b) with X,Z ,  Ya ~- a*, 
Ya.b ~- a*ba*, 
or 
(b) C - 1 = X(2(A - 1) + (A -- 1) (Za + Z a. b)(A - 1)) Y with X,  Y ~_ a*, Z~. ~ ~_ a*ba*, 
ZaeN[a]  with coefficients 0, 1 or 2. 
Let us start with Case (b). Let X=a ~, _Y=a J' with I , J '~_ N and Z~=a H with 
H a multiset of N. C has two factorizations (PI, $1), (P2, $2) such that 
P1 =a~, $1 = (2 +(all  + Z_a, o)(A_ - 1))a J', 
P2 = at(2 + ( A_ - 1) (an + _Za, b)), S2=a J'. 
We have 
$1 = (2 + an(a - 1))a J' + anba J' + Z_a, ~(a - 1)a J' + Z_a, bba J', 
P2 = a~(2 + an(a- -  1)) + alba n + a~(a-  1) _Za, b + a~bZ_a, b. 
We denote 
a J=(A+an(a  - l))a J', a F = aI(2 +(a - 1)an). 
By Theorem 3.7(a), 
a I = (2 + an(a  - 1))a J' = aXa J = a1'a J" = a {°, x ..... n - 1~, 
where (1,J),  ( l ' , J ' )  are Krasner factorizations of Zn. We have also J '~ J  by 
Theorem 3.7(a) applied to the term Z_a, b ba J" of S~. Symmetrically with P2, we deduce 
that 1 ~ I'. 
By Lemma 4.4, 2 = 1 +(Z,  1), so 2 equals 1, 2 or 3. If 2--- 1, we are going to prove that 
att= Z_a. b = O, i.e. Z = 0, which is impossible. We have 
a J = (2 + an(a -- 1))a J' = a J" + an(a -- 1)a z'. 
As J '~  J, an(a -1)a  J' >>.0. if an# 0 and h = min(H), then 
(a n (a - 1 ) a J', a h ) < O. 
Thus, an= 0. _Za, ~ also equals 0, otherwise we have 
$1 =(1 + _Zo, b(A_ -- 1))a J' , 
thus, let aibaJ~Z,, b wherej  is minimum, then we have 0 <~ (St,  a~ba J) --- - 1, a contradic- 
tion. In conclusion, 2 equals 2 or 3. 
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We now consider Case (a). Let X_ = d ,  _Z = a n, Y-a = aS" with I, J', H _ N. C (or C')  
has the factorizations (Pt ,St) ,  (P2,$2) given by 
Pt  =at ,  St = (2 + an(A_ -- 1))(aJ' + Y-a.b), 
P2=at(2 +(A_ -- l)an), S2=a~'+ Y_a.b, 
with 
S 1 = (2 + an(a  - 1))a s" + anba s' + (2 + an(a - 1)) Y_o. ~ + aHb Y_o. b 
P2 = at(2 + (a - 1)a n ) + atba n. 
We denote 
ar =at(2+an(a-1)), aJ=(2+an(a-1))a "v. 
By Theorem 3.7, (I, J), (I', J ' )  are Krasner factorizations of Zn. 
Let us show that J '  _c j .  By Theorem 3.7(a) with St, we have 
anba J" + (2 + an(a - 1)) _Yo. ~ = ~ aMJba ~. 
j¢J 
Let Y_a, b = ~ v~ v aNvbav with 0 ~ Nv _ N for any v e V. If there exists j '~J ' \ J ,  then j 'e  V; 
otherwise let hEH, 
O=(j~jaM~ba~,ahba~')=(anbaJ'+(2+aU(a--1))Y_a,b, ahb J')=(anbaS',ahbai")>O. 
So j 'eV.  Now, let t=max(H+Nj,) .  Sincej'~J'\ J ,  then we have 
O=(k~jaMJbaJ, aZ+tbaJ' ) 
= (anba s" + (2 + an(a -- 1)) Y-a, b, at + t ba y) 
=(an aaNJ, at+ t )#O. 
This last relation is impossible. So J '  ~_ J. By Lemma 4.4, 2 = 1 or 2 = 2. As before, the 
case 2 = 1 never holds. 
It remains to prove that I _  I'. By Theorem 3.7(a) with the term anbYa.b of S~, 
we have 
(1 + aX(a- 1))al ~> 0. 
We have also 
a r = (2 + an(a-  l))a t = a t + (1 + art(a- 1))a t. 
Consequently, I _~ I'. [] 
Proposit ion 4.6 is a first step toward Theorem 4.1. 
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Proposition 4.6. Any 3-code has at most two factorizations. 
Proof. By contradiction, let (P1,SI), (P2,$2) and (Pa, $3) be three distinct factoriz- 
ations of C. Suppose that P1, $3 have minimal degree. By Proposition 3.2, there exist 
~,l,)],2~Z, ZI ,Z2eZ(A) \O  such that 
C -  1 =-P1 (21 A-(A_ - 1)21)(,LI_- 1)(22 + Z2(A_- 1))Sa. ( * ) 
As in Lemma 4.2, one can prove that supp(Pl), supp(Z1), supp(Z2), supp(S3) ~_ a*. By 
Theorem 2.5, Pl,(22A.Z2(A_-1))$3,P(21 +(A-1)Z1)  and $3 are polynomials with 
coefficients 0, 1 and we have (PI, 1)=($3, 1)= 1; polynomials ZI, Z2 are also charac- 
teristic by Lemma 4.3. Moreover, by Lemma 4.5, 21,22 equal 2 or 3. But as 
21=lA,(Zl,1),,,q.2=lA,(Z2,1 ) (Lemma 4.4), 21,22 are both equal to 2 and 
(Z1, 1)=(Z2, 1)= 1. 
Suppose bmeC, by putting a=0 in equation (.), we obtain 
b m-  1 =(P1, 1)(2 +(b-  1)(Z1, 1))(b- 1)(2 +(Z2, 1)(b- 1)) ($3, 1), 
b{0.1 ..... m-l} =(1 +b)(1 +b). 
This last equation is possible. [] 
The following proposition is close to Theorem 4.1, except for case (b). We will prove 
in the next section that this case never holds. 
Proposition 4.7. Let C be a 3-code with aneC such that 
C -  1 (or C - -  1)=X(2(,LI - 1)A,(A- 1)Z(A-  1)) Y, 
with 2~Z and X, Y, ZeZ(A) \O .  Then we 
(a) 2=2, X=a ~, Y=a1'+ -Ya, b, Z=att, 
ya, b ~_a.ba. ' aH=a{0,l ..... k-l}, l ~k ln  
(I, J ' , {0, k}) is a Krasner factorization of Zn. 
(b) 2=2, X=a i, Y=a J', Z=aH+Z_a.b, 
Za, b ~_a.ba ,, art=a{0,1 ..... k-U, l <~kln 
(I, J ' , {0, k}) is a Krasner factorization of Zn. 
(c) 2=3, X=a ~, Y=a J', Z=an +Zo.b, 
Za.b ~_a.ba. ' aU=2a{O,l ..... k-1}waka{O,l  ..... k-l}, 
(I, J ' ,  {0, k, 2k}) is a Krasner factorization of Z~. 
have one of the following three cases: 
l~2k ln  
Proof. From Lemma 4.5, let 
ar=(2+aH(a-  1))a t, aJ=(2+an(a - 1))a ~', 
a (o, 1 ..... n- l} = a t (2 + a n (a -- 1))a J', 
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where at, aS',a n are the restrictions to N[a]  of X,  Y ,Z ,  respectively. Recall that 
(a n, 1)= 2 -  1 (Lemma 4.4). So we write a u as 
a n =(2-1)a  {°' l..... k-1} +aka n', 
where H' is a multiset of N such that either H' =0, or min(H') > 0, or {min(H') = 0 and 
(a n', 1)#2--  1}. Then 
a t' =(1 +(2-  1)ak+akan'(a--  1))a t, aS=(1 +(2-- 1)a k +akan'(a - 1))a s'. 
Let 
Q =( (2 -1)  + an'(a - 1))a t, Q' =( (2 -1)  + att'(a - 1))a s'. 
So, a~'=a~+akQ, aS=aS'+akQ '. Since I ~_ I' and J ' _  J (Lemma 4.5), 
akQ >1 O, i.e. Q >~ 0 and akQ ' >i O, i.e. Q' >/0. 
Suppose H '=0,  let h '=min(H ' ) ,  
0~<(Q, ah') = ((2 - 1)a t, ah') - 1. 
So, h'~ I. In the same way with Q', h'~J' .  Thus, h 'e l  c~ J '  _ I'c~ J '=  {0}. Consequently, 
H '=0 =~ (an ' , l )¢O, (an ' , l )52 -1 .  
We recall from Lemmas 4.4 and 4.5 that we have either 
(a) _C- 1 (or _C ~- 1) = a~(2(A - 1) + (A - 1)an(A_ - 1))(aS'+ Y_a, b) with 2 = 2 and the 
coefficients of a n equal to 0 or 1 
or 
(b) C -1  =at(A(A_- 1)+ (A_- 1)(a n +Z_o,b)(A_- 1))a s' with 2 = 2 or 3 and the coeffi- 
cients of a n equal to 0, 1 or 2. 
Suppose 2=2. If H'=O, then (a n', 1)50, 51. So only case (b) is possible. We have 
(a n', 1)= 2 and 
0~<(Q, 1)=((2-1)a t, 1)+(an'(a - 1)a t, 1)= 1 -2 ,  
which is a contradiction. It follows that if 2 = 2, then H' = 0 in both cases (a) and (b), 
H=a{0,1 ..... k-l} and 
a{0, l ..... n- 1} = a t (2 + an(a -- 1))aS' = at(1 + ak)a s'. 
By Proposition 3.4, (I,J ', {0, k})is a Krasner factorization. The first two cases of the 
thesis hold. 
Suppose 2 = 3. Then H' =0, otherwise 
at '= (2 + an(a -  1))a t= (1 + 2ak)a t, 
while a t" is a characteristic polynomial. Moreover (a n', 1)50, 52. Since the coeffi- 
cients of a n are equal to 0, 1 or 2, then (a n', 1)=1. Let l~N, l~> 1,H" a multiset of 
N such that 
a n' = a{O, 1 ..... I- l} + a~a W', 
with either H"=O,  or min(H")>O, or {min(H")=O and (a n'', 1)=2}. 
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The third case leads to a contradiction. Indeed, in this case we have 
0 <~ (Q, a t) = ((2 - 1 + aU'(a - 1))a 1, a l) 
=((1 +al+a~aU"(a - 1))a t, at)=(a x +at+t ,a ' ) -2  
showing that leI. A symmetrical argument with Q' implies that leJ ' .  So 
l e I c~ J '  ~_ 1' c~ J '  = {0} (Lemma 4.5), which is impossible. 
The case min(H")>0 also never holds. The proof of this property is technical and 
long, it is detailed in the appendix. So, H" is empty, 
an=2a{O, ~ ..... k-S} + aka{O, 1..... I-l} 
and 
a{O, 1 ..... n- 1} = at(3 + aH(a _ 1))a J' = al( 1 + a k d- akal)a J'. 
By Proposition 3.4, k=l  and (I, J ' ,  {0,k,2k}) is a Krasner factorization of Zn. This 
concludes the proof. [] 
4.2. Degree 
As 3-codes contain either the word b, or the word b 2 or the word b a, they have at 
most degree 3. We know from Proposition 4.7 that 3-codes with two factorizations 
satisfy the following equation related to Krasner factorizations: 
_c -  1 = x_ (~(a_ - 1) + (d  - 1)z(_a - 1)) L 
where 2 = 2 or 3. In the next propositions, we prove that 2 is exactly the degree of the 
code C. Consequently, synchronous 3-codes have only one factorization. 
We begin with case (a) of Proposition 4.7. Cases (b) and (c) will be studied later in 
Proposition 4.11. 
Proposition 4.8. Let C be a 3-code such that 
C_- 1 (or C_ ~- 1)=al(2(A_ - 1)+(A_- 1)all(A_ -- 1))(aJ'+ Y-o.b), 
where Ya, b ~_a*ba*, aH=a {°'l ..... k-q, 1 <<,kin and (I,J', {0,k}) is a Krasner factoriz- 
ation of Z,.  Then C has degree 2. 
A way to compute the degree of a code is proposed in Theorem 2.1. We are 
therefore going to describe the codes over which C is decomposable using 
Proposition 3.3. We first establish a lemma which indicates, under the hypothesis of 
Proposition 4.8, the divisibility properties of the polynomial _Yo, b. The proof of the 
lemma requires some properties of cyclic factorizations ummarized in the 
Proposition 4.9 [9]. 
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Proposition 4.9. Let (I, J) be a Krasner factorization and M a subset of N such that 
ae =at(1 +aM(a - 1))/>0. Suppose that 3q > 1, ¥ i~I: i=0modq.  
(a) l f  min(M)>O, then a {° ..... q-l} divides a M in N(a).  Moreover, ae=aqt" for some 
P'~_N. 
(b) / f  min(M)=0, then ~t>~l: M={0,1 . . . . .  t -1}u( t+M' )  with M'=0 or 
min M' > 0. Moreover, 
aP'=al(l+aM'(a--1))>~O and ae=ata e'. 
Lemma 4.10. Under the hypotheses of Proposition 4.8, let Y_a.b=~.v~vaNvba  with 
O~N~_N for any veV. I f  there exists l <q<~k such that a {°'1 ..... q-l} divides a ~" in 
N[a], then a {°' l..... q-1} divides each a No in N[a]. 
Proof. C has the factorization (P, S) equal to 
e=a ~, S=(2 +aU(A_ - l))(aS'+ ~.v~vaN~ba~), 
By hypothesis H={0 .. . . .  k -1}.  So 2+an(a - 1)= 1 +a k and we get 
S = (1 + ah)a s' + aUba s" + y. vE v( a~ + akaN~) bav + Y. v~ v aubaNvba~. 
Denote aS= (1 + ak)a s'. By Theorem 3.7(a) we have 
aUbaS' + Y. v~ v( aN~ + akaN~) ba~ = ~,/~s aMJbaJ, 
with (1 + aM~(a-- 1))a t I> 0 and Mj _ N, Yj. Remember that I', 1 and k are all equal to 
0 rood q. 
For any ve Vn J ' ,  we have 
aM~ = a H q- aN~ + aka N~ 
and 
0 ~< (1 + aMo(a- 1))a J = aka t+ aN~(a - 1)(1 + a~)a i.
As (1 +ak)at=a r (Lemma 4.5), we get 
0 <~ aka ~ + aS~(a -- 1)a r <<, a t' + aN~(a-- 1)a r. 
Moreover, Mv=HuNvu(k+Nv)  is a subset of N, so min(Nv)>~k>0, l '=0modq 
(Proposition 3.5), so by Proposition 4.9 with Nv and I', a {°'1 ..... q-l} divides a N~ 
in N[a]. 
For any ve V\J ' ,  we have 
aM~ = any + aha N~ 
and 
0~<(1 +aMv(a - 1))a x =a~ +aN°(a - 1)(1 +ak)a ~ <~a r +aNv(a - 1)a r. 
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If min(N~)>0, then a {0'1 ..... q-1}]aNv in N[a] by Proposition 4.9 with N~ and I', 
otherwise, 
N~= {0, 1 . . . . .  l -  1}u(l+N'~), 
with N~=0 or min(N~)>0. We just have to prove that a {°'1 ..... q-1}[a{°,l ..... l-l} in 
N[a] because aN'~ is divisible by a {°' l..... q-I} (Proposition 4.9(b)). M~ is then equal to 
M~={0,1 . . . . .  l -  l}u(l+ N',)u{k,k + l ..... k +l -1}u(k  +l+ N'~). 
Since M~ is a subset of N, l<~k. If l=k, then a {°,1 ..... q-l} divides a {°'1 ..... I-l} in N[a] 
since q[I' (Proposition 3.5) and so q]k. If l< k, then 
M~={0 .... ,l-1}u(l+M'~). 
M'~ v~ 0 as k~ M~. As min(M'~) = k -  l > 0, a~(1 + an~(a- 1))/> 0 and I = 0 mod q, we have 
by Proposition 4.9(a), 
a {0'1 . . . . .  q-1}[aM;~=a{t't+l ..... t+l--l}+aN;~+akaN'~ in N[a], 
where t= k - I .  Remember a {°' 1 . . . . .  q-1} ]aN~ in N[a]. Putting a= 1 in this relation, one 
notices that q divides I. It follows that a {°'1 ..... q-1}]a{°,l ..... t-l} in N[a]. [] 
Proof of Proposition 4.8. Let us prove by induction on k that if C is a finite maximal 
code with degree d(C)~< 3 satisfying 
C_-I (or C_~-l)=a~(2(A_-l)+(A_-l)a {° ..... k-l}(A_--l))(al'+ ~ Y_o.b~, 
\ b~A\a / 
where A is any alphabet containing the letter a, with cardinality >/2, for any b~A\a, 
Yo, b ~--a*ba* and (1,J', {0,k}) is a Krasner factorization, then C has degree 2. This 
yields the thesis with the particular alphabet A = {a, b}. 
If k = 1, then 
-C- 1 =a~(A_2-- 1)(a~'+ ~ _Yo, b). 
b~A\a 
By Proposition 3.3, C decomposes over A 2 which has degree 2. As d(C) is supposed to 
be ~<3, d(C)--2 by Theorem 2.1. 
Let k> 1 and assume that the thesis is true for any 1 <~kl<~k. As (l,J',{O,k}) is 
a Krasner factorization, there exists 1 < q Ik, such that a {°'1 ..... q-1) divides either a I or 
a ~' in N[a] (Proposition 3.5). The second case generalizes the first one, we will only 
consider it. We have 
aJ'=aJ',a{O,l ..... q-l}, k=qkx with l <<.kl <<.k. 
Fix the letter b in A\a, Cb=CC~{a,b}* is a 3-code satisfying 
C_b-- 1 =a1(2(a+b - 1)+(a+b-  1)a {°' .... k-1}(a+b-- 1))(a1'+-Ya.b). 
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By Lemma 4.10 applied to each Y,,,b, -Y-o, b = a{°'i ..... q-l} --Y~', bwith Y',,,b ~-- a*ba*. Let Ct 
be the suffix code A { 1, a .... .  a ~- t } \ { 1, a .... .  a q- 1 }, then 
and 
(A_ -1)(aJ '+be~\ a_Ya.b)=(_Ct--1)(a Ji +be~\a Y-~.b) 
_C-- 1 =a~(2 +(_C1 - 1)a #{° . . . . .  k'-l})(_C1 -- 1)(a sl + ~, 
beA\a 
--a,b • 
Let A t be a new alphabet in bijection with C~, containing the letter ~t associated with 
the word a ~ of Ct. By Proposition 3.3, C = C2 ° C~, with C2 a code over A1 such that 
-C2-1=~d/a(2+(A-t-1) °t{° ..... k'-l})(A-t--1)( IxJi/'+ E -Y~t,a), 
#~a~\~ 
and Y~'I#- ~t*fl~*. As d(C1)= 1 (since beC1) and d(C)~<3, d(C2)~<3 by Theorem 2.1. 
Moreover, (l/q,J't/q,{O, kl}) is a Krasner factorization and 1 ~<kt <k, then C2 has 
degree 2 by the induction hypothesis. Consequently, C itself has degree 2 again by 
Theorem 2.1. [] 
Cases (b) and (c) of Proposition 4.7 are considered in the next proposition where it is 
proved that only case (c) is valid. 
Proposition 4.11. Let C be a 3-code such that 
C_- 1 =al(2(A_- 1) + (A_ - 1)(aa+Z_a,b)(A_- 1))a J', 
where Z~. b ~-- a*ba* and either 
2=2, an=a{O,1 ..... k-l}, (l,J',{O,k}) is a Krasner factorization, 
or  
2=3, aX=2a{O,l ..... k-q+aka{O,1 ..... k-l}, 
(I, J', {0, k. 2k}) is a Krasnerfactorization. 
Then, the first case never holds, and in the second one C has degree 3. 
Before we prove the following lemma. 
Lemma 4.12. Under the hypotheses of Proposition 4.11, let Z_a.b=~'oEraVba N~ 
(resp. ~,vEvaN~ba v) with O # Nv ~-- N for any ve V. Then 
(a) V ~_ H, each Nv ~ H. 
(b) I f  there exists 1 <qlk such that a {°'1 ..... q-l} divides a J (resp. a ~') in N[a], then 
a{O,i ..... q-l} divides each a N~ in N[a]. 
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Proof. Consider the factorization (P, S) of C given by 
S=( i t+(an+v~va~baN~)(A_- l ) )aS ' ,  P = a 1, 
where 
S = (it + aU(a -- 1))a z' + anba z" + ~, aVbaNv(a -- 1)a I' + ~ aVbaN~ba z'. 
veV vEV 
(a) Let v~ V and nv=min(Nv), as S is a polynomial with coefficients 0 or 1, 
O <~ ( anbaS' + ~vabbaN~(a-1)aS', a~ba"~) =( anbaS', a~ba"~ ) -  l. 
So v~H and V___ H. If _Zo, b is written as Y.vEvaN~ba ~,we have also V___ H using the 
factorization (P, S) of C with S = a s'. For both writings of _Za, b, it follows that each 
N,=_H. 
(b) We only prove the lemma under the condition that a {°'l ..... q-l} divides a ~, the 
proof is similar in the other case. By Theorem 3.7(a) applied to the factorization (P, S), 
a s = (2 + an(a - 1))a s', 
0 <~ anbaS'+ ~ abbaN~(a-- 1)aS' = ~ aMJba ~, ( * ) 
v~V j~J 
If it = 2 and a H = a {°' 1 ..... k- l}, take vE V ~_ H (by (a)). Then 
0 <~ aVba s' + a~baN~(a -- 1)a J' ~< ~ aMJba j, 
j~J 
consequently 
0 ~< (1 + aN"(a  - -  1))a s' ~< as = (it + aH(a -- 1))a s' = a s' + aha s'. 
If min(N~)>0, as J=Omodq (Proposition 3.5) and J '=_J  (Lemma 4.5), then 
a{0,1 ..... q- 1} IaN~ in N [a] by Proposit ion 4.9(a). Otherwise N~ = {0 . . . . .  1 -1  } u(l  + N'~) 
and (1 +aN~(a - 1))a s' =aZa ~r~ for some T~ _ N (Proposition 4.9(b)). So 
ata qTv <~ a s" -I- aka z'. 
This shows that l=Omodq because qTv, J '  and k are all equal to 0modq.  So 
a{0,1 ..... q-l} divides a {°'l ..... t-l}. It also divides a N~ in N[a]  (Proposition 4.9). The 
thesis follows. 
If 2=3 and aH=2a {°'1 ..... k-1}+a~a{°'l ..... k -q,  the argument is similar. Recall 
V~_ H. if re{0, 1 . . . . .  k -  1}, from ( • ) we get 
0 <~ 2a s" + aN~(a - 1)a s' ~< as = a s' + a~a s" + a2~a s', 
i.e. 
0 ~< (1 + aN"(a-- 1))a s" ~< aka s" + a2ka s'. 
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If v e {k, k + 1 . . . . .  2k -1  }, then from (*) we have 
0 <. a s" + aN~(a -- 1)a s" <<. a s = a s' + aka s' + a2ka s', 
i.e, 
0 ~< (1 + aN~(a - 1))a s' ~< as' + aka s" + a2ka s'. 
By a symmetric argument we get the conclusion. [] 
We also need some description of the degree of biprefix codes using formal series 
[1,p. 157]. 
Prop~ition 4.13. Let ZeN(A) ,  d=(Z, 1)+ 1 and QeZ(A)  such that 
Q - 1 =d(A_ -- 1) + (_A -- 1)Z(A_ -- 1). 
if 
(a) V a EA, w~A*: 0 <<. (Z, w) -  (Z, aw) ~ 1 and 0 <<. (Z, w) -  (Z, wa) <<. 1, 
(b) Ya, beA, weA*: (Z, aw)+(Z, wb)<.(Z,w)+(Z, awb), 
(c) 3w~A*: (Z,w)=0, 
then Q is the characteristic polynomial of some fnite maximal biprefix code with 
deoree d. 
Proof of Proposition 4,11. Consider the case 2=2. We will prove that if A is any 
alphabet containing a, with cardinality i> 2, if C is a code over A such that a"e C, then 
the following equation ever holds: 
c 1,(a-+ 
where H--{0,1 . . . . .  k - l} ,  (l,J',{O,k}) is a Krasner factorization of Z. and 
Z., b ~- a*ba*. 
Let k--1; assume the contrary. Let Cb= Cn{a, b}* be the 3-code such that 
_Cb -- 1 = al(2(a + b - 1) + (a + b -  1)(a n + Za, ~) (a + b - 1))a s'. 
Let _Z., b = Y~ v~ v avbaso as in Lemma 4.12, then one of the factorizations (P, S) of Cb is 
p=a 1, S=(2+(a-1)an)aJ'+anbaS'+ ~ aVbaS~(a-1)aS'+ ~ aVbaN"ba s'. 
v~V v~V 
By Lemma 4.12(a), V and each N~ are included in H= {0}, Z o, b=b and 
S = (2 + (a - 1))a s' +baa s' + bba s'. 
we obtain a contradiction with Theorem 3.7(a) applied to the third term bba s' of S. 
Let k > 1 minimum such that the equation 
_C-I =a'(2(A_- 1)+(_A--1)(a {°,' ..... k,-,} +be~\aZ_o.~)(A - -- 1))a s" 
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holds. We will see that one can deduce an identical equation but with 1 ~< kl < k, in 
contradiction with the choice of k. The thesis will follow. If k > 1, either a t or a J' is 
divisible in N[a]  by some a {°'1 ..... q} (Proposition 3.5). Suppose this is a t (the case 
of a s' is identical). By Lemma 4.12 applied to each 3-code, Cb=Cn{a,b}*, 
_Zo, b=Z_,' ba{°,l ..... q-l} with Z'~,b ~-- a*ba*. Consequently, 
a~=a {°'l . . . . .  q- l}a l ' ,  k=qkl (1~kl  <k), 
C__l=a',(C_~_l)(2+(aq{O, ' ..... k,-'}+b~\aZ_', b)(C_~--l))aJ' , 
with the code C~ = a {°' 1 ..... q-l}A\a{0,1 ..... q-1}. Let ,41 be an alphabet in bijection with 
C~ such that the letter ct of A~ corresponds to the word a ~ of C~. Thus, C=C2 o C~ 
(Proposition 3.3), where C2 - AT satisfies an equation identical to that of C: 
with (I 1/q, J'/q, {0, k 1 } ) being a Krasner factorization _Z~" # _~ ~*fl~*. 
Consider now the case 2 = 3. The techniques are the same, but here the result is 
positive. As in Proposition 4.8, we will prove by induction over k that if C is a code 
over A with degree at most 3, such that 
1,( o,01 ..... .1 , .o ,0 ,  ..... 
then C has degree 3. 
Let k = 1. We are going to show that 
C-  1 =at(Q - 1)a J', 
where Q is the characteristic polynomial of some finite maximal biprefix code with 
degree 3. Since deg(C)~>3, the conclusion will follow by Theorem 2.1. We have 
aH=2+a and Z-~aUq-~,beA\aZ_a,b . We first need a description of sets 
Zo, b=~vevaVba N~with f)v~Nv_ N, Vv. Lemma 4.12(a) states that each No and V are 
included in H= {0,0, 1}. We are going to show that 0e V and lq~Vn(Uv~vNv). Let 
Cb = Cry{a, b } * be the code satisfying 
_Cb-- 1 = a~(3(a + b -  1)+ (a + b-  1)(aR+Z_o.b)(a+b- 1))a J'. 
Consider its factorization, 
p=a i, S=(3+aU(a-1))al'+anbaJ'+ ~.aVbaNv(a--1)aJ'+ ~ a~baX~ba J'. 
v~V vEV 
With aU=2+a, we have aUbaJ'+Y.v~vaVbaN~(a--1)al'=2baa'+abaS'+Y.v~vaVbaN~ 
(a-- l)a ~' and this polynomial is characteristic. So 0e V. Assume that 1 e Vc~(Uv~ vN~): 
there exists some ve V such that l e VnN~. Applying Theorem 3.7(a) to the term 
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~,~va~baS~ba "r of S and as 1~ VnN~, 
aba J" <~anbaJ'+ ~, aVbaN~(a - 1)a J', 
v~V 
O<~ a I" <<.a J" +aN,(a _ 1)a z' =a  r. 
By Proposition 3.6, (I', T) is a cyclic factorization of Zn, but J '  ~_ T and recall that 
( l ' , J ' )  is also a cyclic factorization of Zn. So J '=T  and NI=0, a contradiction. 
Consequently, three cases are possible for _Za.b when one knows that 
V, Nv ~_ H= {0,0, 1}, OeV and 1 ¢ Vn(~wvN~): 
V -  {0}, No = {0}, _Za.b = b, 
V={0}, No={0,1}, Z_o,a=b+ba, 
V={0,1}, No={0}, NI={0}, Z_~.a=b+ab. 
The polynomial 
Q= 3(a+b-  1)+(a+b-  1)(aU + Z_o,a)(a+b - 1)+ 1 
appearing in _Ca-1 = at (Q-1)a  ~' is then the characteristic polynomial of one of the 
following three biprefix codes with degree 3 (see also Example 2.5, p. 150 in [1]): 
Cl={a,b}  a, C2={aS, a2b, aba2,abab, ab2,ba, b2a2,b2ab, ba}, C3=C~. 
This property remains true for the general code C _ A*. Indeed, 
C_--I =at(3(A_-- l)+(A_-- l)(2+a+be~\aZ_a,b)(A_ - - l ) )aZ'=at(Q--1)aJ '  , 
with Z_a, a equal to either b, or b + ab, or b + ba. Moreover, for any b, ceA\a,  b ~ c, it is 
impossible to have simultaneously 
Z_~,a=b+ba and Z_o,c=c+ac. 
Otherwise, let Cb, c = Cc~a*ba*ca*, thus 
0 <<. C_a, ~ - 1 = atb(2 + a)ca 1' + at(a - 1)Zo, aca J' + atbZ_o, c(a - 1)a J', 
(C_a.¢- 1,bac)= 1 - 1 - 1 = - 1. 
We conclude that Q is the characteristic polynomial of a biprefix code with degree 
3 by Proposition 4.13. 
Suppose k > 1. The proof is exactly as in case 2 = 2. Either a t or a J" is divisible in 
N[a] by some a {°'1 ..... q-l}. Suppose it is a t, from 
C_- l=a ' (3 (A_ l )+(A__ l ) (2a{O.  ~ .... k-l} _1_ aka{0,1 ..... k-l}d-bZA\aZ_a,a)(A_--l))aJ" , 
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we deduce that C = C2 ° Ct, with Ct = a {°' 1 ..... q-1}A\a{0,1 ..... q-l} and C2 ~- AT such 
that 
C-1_ - ~'t/'(At - 1) (3 + (2~t{°' l _ . . . . .  k~-  1} + ~Xkt~X{0' 1. . . . .  kt-l} 
#~A~\~ 
and (I1/q, J'/q, {0, kt, 2kt }) being a Krasner factorization. By the induction hypothe: 
sis, C2 has degree 3. As C1 has degree 1, C has degree 3 by Theorem 2.1. [] 
We are now able to achieve the proof of Thoerem 4.1 as the consequence of 
previous results. 
Proof of Theorem 4.1. Proposition 4.6 states that 3-codes have one or more factoriz- 
ations. 
The 3-code C has degree 1, 2 or 3. If d(C)= 2, then (Theorem 2.4) 
_C- 1 = X(2(A_ - 1)+(A - 1)Z(A_ - 1)) Y, 
with X, Y ,Z~Z(A) .  X, Y and Z are nonnull because 
- 1 =(X,  1 ) ( -2+(Z ,  1))(Y, 1). 
Propositions 4.7, 4.8 and 4.11 imply the sufficient condition of case (b) in Theorem 4.1. 
The same argument applies for the sufficient condition of case (c) using 
Propositions 4.7 and 4.11. 
Necessary condition of cases (b) and (c) follows from Propositions 4.8 and 4.11, 
respectively. 
Finally, a 3-code with degree 1 cannot have two factorizations considering 
Theorem 3.1, Propositions 4.7, 4.8, 4.11 and cases (b), (c) of Theorem 4.1. The converse 
is also true. [] 
4.3. Decomposability 
We have seen that the asynchronous 3-codes are built with some simple Krasner 
factorizations (Theorem 4.1). This justifies why they are all decomposable, xcept for 
three particular biprefix codes with degree 3, as pointed out in the proof of 
Propositions 4.8 and 4.11. In other words, the indecomposable codes inside the family 
of 3-codes are necessarily synchronous. 
Theorem 4.14. (a) Any 3-code with degree 2 is decomposable. 
(b) Any 3-code with degree 3 is decomposable, except he biprefix codes A 3, {a 3, a2b, 
aba 2, abab, ab 2, ba, b2a 2, b2ab, b 3 } and its reverse {a 3, ba 2, a2ba, baba, b2a, ab, a2b 2, 
bab 2, b 3 }. 
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As for 2-codes, decomposability of synchronous 3-codes can be characterized. 
Indeed, synchronous 3-codes have only one factorization (P,S) (Theorem 4.1(a)) 
which is described in Theorem 3.7; Proposition 3.3 provides a useful tool for studying 
decomposability, related to this factorization (P, S). Let us consider some examples. 
Example 4.2. By Theorem 3.7(a), the equality 
_C- 1 = a{°'2} (_A - 1)(a {°' l} +a{2.3}b+a{O,3,4}ba2b). 
defines the 3-code C={a 4, b, ba, a2ba, a6b, aba2b, a7ba2b, ba3b, a2ba3b, b2a2b, 
ba3ba2b, ba4ba2b, a2b2a2b, a2ba3baZb, a2ba4ba2b}, d(C)= 1 because it is impossible to 
write C -  1 as in cases (b) or (c) of Theorem 4.1. So the unique factorization of C is 
(P, S) = (a {0' 2}, a{O, 1} .~_ a{2, 3} b + a {0' 3, 4} ba2b). 
Suppose C is decomposable, By Proposition 3.3, 
C -  1 = _P'(_C, - 1)S', 
where C~ is a n-code, 1 ~< n~< 3, and P' or _S' # 1. By Theorem 2.5, C1 is factorizing, then 
_C, - 1 = _P"(A -- 1)_S" 
and 
_p'_p" = p = a{O,2}, S,'S'=S=a{O,l}+a{2,3}b+a{O,3,4}ba2b, 
since C has the only factorization (P, S). It is not difficult o see that _P' and _S' must be 
equal to 1, i.e. C= C1 a contradiction. Therefore C is indecomposable. 
By Theorem 3.7(b), the following equation 
_C'- 1 =(a {°' 1} + a2ba{O,3.4})(A_ _ 1)(a{O,2} + b + a {°' l}ba2) 
defines a 3-code C equal to {a 4, ab, a3ba 2, a2ba, a2ba 7, b 2, ab 2, a2bab, a2ba4b, a2baSb, 
b2a 2, ab2a 2, baba 2, ababa 2, a2ba2ba2, a2baSba 2,a2ba6ba 2,a2ba , a2ba3b 2, a2ba4b 2, 
a2b3a 2, a2ba3b2a 2,a2ba4b2a2, a2b2aba 2,a2ba3baba 2, a2ba4baba2}. In the same way 
one proves that it is also synchronous and indecomposable. [] 
As shown in the previous examples, we are able to characterize indecomposable 
asynchronous 3-codes; the conditions are some divisibility properties of their unique 
factorization (P, S). These conditions are rather technical and we omit them. The way 
we obtained them is roughly as follows: let C be a 3-code with degree 1 and (P, S) its 
unique factorization. By Proposition 3.3, C is decomposable over the n-code C1, 
1 ~<n~<3, iff
C-  1 = _P'(_C1 - 1)S', 
where C1 is a n-code, 1 ~< n~< 3, and _P' or _S' # 1. We have also by Theorem 2.5, 
_c l  - 1 = _P"(a_  - 1 )_s"  
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and then by unicity of (P, S), 
P = _P'_P", S=S"S'. 
As factorizations of n-codes, l~<n~3, are well-known [19,9,101 (see also 
Theorem 3.7), these last relations imply necessary and sufficient conditions for 
decomposability of C, they are detailed in [4]. By this way, the infinite family of 
indecomposable synchronous 3-codes of Example 4.3 is constructed in [4]. 
Example 43. Let q be a prime number, (l,J)=({O,q},(O, 1 . . . . .  q - l} )  a Krasner 
factorization of Z2~. Let M _ N equal to {0, 1 . . . . .  t -  1 } w(t + q + J) with t # 0 mod q. 
Then 
_C - 1 = al(_A -- 1)(a s + aMb + aMb 2) 
defines a 3-code C which is synchronous and indecomposable. 
5. Further comments 
The previous proofs show how it is sometimes difficult to establish properties of 
polynomials in N[a], when this is easier in Z[a]. We try several times to shorten the 
proof in the appendix, unsuccessfully. We have now the impression that it cannot be 
really shortened. Indeed, recall that in the appendix, two Krasner factorizations 
(I, J), (I', J ') of Z, are related by the equations 
aF=a1(3+an(a-1)), I~ I ' ,  
aS=aJ'(3+an(a-1)), J' GJ 
and that in the context of 3-codes, the polynomial 3 +an(a - 1) is in N[a]. We do not 
have a proof which does not use this context. 
On contrary, the more general question: 'If ar=a~P(a), aS=aS'p(a) with I ~_ I', 
J' ~_ J and P(a)eZ[a], then P(a)eN[a]?" is generally false. For instance, 
(I, J )=({0, 2}, {0, 1, 4, 5, 8, 9, 12, 13, 16, 17}) 
(I', 3') =({0, 1,2, 3,4, 10, 11, 12, 13, 14}, {0,5}) 
are Krasner factorizations of Z2o, such that I ~_ I', 3' _ J and 
P (a ) -  1 +a+a4-a  ~ +a s +a xx +a 12. 
The very particular situation in the appendix gives a positive answer to this question 
and could justify a long technical proof. We do not know under which additional 
hypotheses the former question receives a positive answer. We also do not know that 
is the exact connection with 3-codes or with general codes. 
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Appendix 
In Proposit ion 4.7(c), we have skipped a part of the proof which is here presented in 
the next proposition, as it is rather technical. 
The proposed proof uses properties of Krasner factorizations (see Section 3.3 and 
Proposit ion 4.9); some details are sometimes kipped. 
Proposition. Let  C be a 3-code with a"eC such that 
_C- 1 = at(3(A_- 1)+(A_- 1)(an + Z_a.b)(A_- 1))a s', 
a n = 2a{O, 1 ..... k- 1 } + aka{O, 1..... t -  1 } + a~a~a n'', 
with I , J '  ~ N, Zo.b ~-a*ba* and H" a multiset of  N such that H"=O or min(H')>0.  
Then H"=O.  
We start with a lemma. 
Lemma. l f  m in(H" )>O,  then k ~l ,  
Proof. Assume the contrary: k = I. By Lemma 4.5, a r= a1(3 + a l l (a -  1)) and I ~_ I', so 
0 ~< a1(2 + an(a -- 1)) -- at(a k + a 2k q- a 2k + n"(a - -  1)). Let 
0 ~<Q =at(1 +ak+ak+n' (a - -  1)) 
and in the same way 
O<~ Q'=aS'(1 +ak +ak+n' (a  - 1)). 
We have with h" =min(H") ,  
O<<.(Q, ak+h")=(aJ(1 +ak), ak+h")--(a ~+H'', ak+~"). 
So (al(1 + ak), a k + h') > 0, symmetrically (aS'(1 + ak), a k + h") > 0. Four cases are possible: 
(al a k, a n + h") = (a s "a k, a k + h") = 1, 
(a t , a k + h'' ) =(a s', ak+h")= 1, 
(ala k, a k+h'' ) =(a s', a k+h'' )= 1, 
(a I, a k+h'') = (aJ'a k, a k+h'') = 1. 
Each case leads to a contradiction. Indeed, the first case implies that 
0 < h"~lc~J '  ~_ lc~J = {0} (by Lemma 4.5). The second ease is similar. In the third case, 
h" e l, k + h" e J '  ~_ J. As aS=aS'(3 +an(a  - 1)), k ~ J and k + h" has two factorizations 
h"+ k- -0 + (k + h"), a contradiction with (I, J )  being a Krasner factorization. The last 
case is solved similarly. [] 
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Proof of the proposition. By Lemma 4.5, we know that 
al(3 +an(a - 1))=a r, I ~_ I' (a) 
aS'(3+aH(a--1))=a J, J '~_ J  (b) 
and (I, J), ( I ' , J ' )  are Krasner factorizations of Z,. 
The idea of the proof is to use an induction on the two Krasner factorizations (I, J), 
(I', J ' )  (as suggested by Proposition 3.5). We first consider the trivial cases. 
Case 1: I '=  {0} or J = {0}. This never holds. 
Indeed, if I '={0} (resp. J={0}), then ar=a ' (3+an(a -1) )= l  (resp. 
aa=aS ' (3+an(a -1) )= 1)which is impossible. 
Case 2: I = {0} or J '  = {0}. Then H"= O. 
If I=  {0}, then ar=3+aI~(a - 1)t>0. Assume h"=min(H")>0, thus 
O<~(3+aU(a--1),ak+l+h")=(l +ak +ak+t +ak+l+H" (a--1),ak+Z+h")<O. 
SO H"=O. The proof is similar with J '={0}. 
From now on, we suppose that l, J, I ' , J '~  {0}. Different cases are possible, as 
indicated by Proposition 3.5. 
Case 3:1 + a +.. .  + a ~- 1 l a I in N[a], with q >>. 2. Then one can apply an induction. 
As I~ I '  (Lemma 4.5), l+a+.. .+a¢-X<<.a r. So get q'>~q such that 
1 + a +. . .  + a q'- 1 l ar in N[a] (Proposition 3.5). From (b), one deduces that q lq' since 
J '  ~_ J, q' ~J', qEJ. 
Let us show that 
H={0,1 . . . . .  q-1}+qHx.  
The general writing for H is Ug=o.~_x(qHe+g). From (a), we get 
a {°' . . . .  q-l}ac111 =a {° ..... q-I}aq~l(3 +an(a - 1)) 
=3a{0 ..... q-1} aql , + aq~,(a~_ Dan. 
This gives q equations, one for each ge{0 .. . . .  q-1}: 
aga~i = 3aOa q1~ + a qtl (a ~ - l )agaCH,, 
a~li = 3aq11 + a~(a  ~-  1)aqU,. 
The solution H o to the last equality is unique, all Hg are then identical and equal to 
Hx, and H has the required form. 
After simplification, (a) and (b) are rewritten as 
aatl(3 +aqH~(a ~-  1))=a q~i, Ix ~ 11, 
aCS'~(3 +aqm(a q -  1))= a gs', J'l ~-- Jx. 
(Ix, J x), (I~, J i) are Krasner factorizations of Z./q. With ~t = a q, the same relations as 
before hold. 
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Case 4:1 +a+ ... +a ~'-1 [a s' in N[a], with q'>,2. Then one can apply an induction. 
The proof is as in case 3. 
Case 5: l+a+. . .+a~- l [a  s" in N[a] and l+a+. . .+aq ' - l ]a  r in N[a], with 
q,q'>~2. Then H"=0.  
Let us assume the contrary: min(H")>0. We will prove that this leads to a contra- 
diction, as a consequence ofthe following claims (A), (B), (C) and (D). We assume q~< q' 
(the other case is symmetrical). 
(A) k=l ,  l~>2, q=2. 
Recall that 
3+aU(a - 1)= 1 +ak +ak+t +ak+laW'(a - 1), 
where J '  = 0 rood q'. Then from (b), k = 1. So 1/> 2 by the lemma. Therefore q = 2. 
(B) a n = a M° + a N° with 
Mo= {0} •(1 +2Mh + {0, 1}) and aZ(l+aM°(a - 1))I>0, 
No= {0 . . . . .  t -  1}u(t+2N'o+ {0, 1}) and aZ(1 +aN°(a- 1))>/0. 
Indeed, consider the factorization (P,S) of C such that P=a ~ and 
S=(3 + an + _Zo, b)(_A -- 1))a s'. Let Z_a, b =y.vEraSvba ~,then 
S = (3 + (an(a - 1))aS' + aHbaS'+ ~ aZ%ba~(a - 1)at+ ~ aNvbaVba a'.
v~V v~V 
By applying Theorem 3.7(a) to the term ~v~vaSvba~ba J' of S, for each v, 
a ~ (1 + at%(a- 1)) I> 0. 
The same theorem states that 
anbaa'+ ~" aNvbaV(a-- 1)aS' = ~ aMJba j, 
v~V j~J 
with a~(1 +aMJ(a - 1))/>0, for any j. 
Let j=0 ,  then anb-aN°b=aM°b, aU=aN°+a M°. OeMonNo since (a n, 1)=2. As 
an=2 +aa{0,1 ..... I-l} +aaSa x'', the conclusion follows by Proposition 4.9. 
We now define R0 and R1 such that (Proposition 4.9): aa2R°= aJ(1 + a~°(a-  1)) and 
ata 2~' =a~(1 +aS°(a - 1)). Putting a= 1 in these equations we get 
lll=12Rol--12R~l. 
From (a), we also have 
a{0,1 ..... q'- 1} aq,li =aql~ +aa2RO+ataZ~,. ( , )  
Finally, we define 
ml = ]{g]g~q'I'l + {0, 1 . . . . .  q'--  1 }, g even} ], 
mz --] {010~q'll + {0, 1 .... , q ' -  1 }, g odd} [. 
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(C) Case q' even is impossible. 
Suppose q' even, then m l = m2. On the other hand, by ( . )  and I / l= 12Rol = 12R 1 I, if 
t is even, then ml =2m2 which is impossible, if t is odd, then m2 =2ml which is again 
impossible. 
(D) Case q' odd is impossible. 
We first prove that q'>3. J '~{0} and J' ~_J, q'~q'J't =J' ___ J=2 J l+{0,  1}. But q' 
is odd, so q'e2J~ + 1 and q' -  1~2J1 ~_ J. I fq '= 3, then 2e J, but 2 also belongs to I (as 
q = 2). This is impossible. 
As q'> 3 is odd, for any veq'l'l, there exist at least two odd and two even integers 
g in v+{0 . . . . .  q ' -  1}, so 
ml,m2>121q'l'xl . 
We also have 
Iml-m21<<,lq'l'll. 
Indeed, each ge l '  uniquely writes as g=v+i, with v~q'I'l, O<~i<~q'-1. Thus, if v is 
even, then 
I{glg~v+ {0, 1 . . . . .  q ' -  1},g even}l= 1+l{glg~v+ {0, 1 . . . . .  q ' -  1},g odd}l 
if v is odd, then 
I{g Igev+ {0, 1 . . . . .  q ' -  1},g even}l= - 1 +l{g Igev+ {0, 1 . . . . .  q ' -  1},g odd} I. 
We obtain the following contradiction: from (*) if t is even (resp. odd), as 
1II=12Rol=12Rll, then mx =2m2 (resp. m2=2m1), 
I q'l'll>>-Iml -m21 =m2(resp • m1)>121q'l'x I. 
The proof of the proposition can now be achieved, by induction over n. For n = 0, 
only the trivial case 2 is possible, for which the thesis is true. Suppose n> 0. If (I, J) or 
(I',J') are trivial Krasner factorizations, the thesis holds again by cases 1 and 2. 
Otherwise for general Krasner factorizations, we are in cases 3, 4 and 5. Case 5 implies 
the thesis and, by induction hypothesis, cases 3 and 4 too. [] 
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