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In this paper we study a class of stochastic control problems in
which the control of the jump size is essential. Such a model is a
generalized version for various applied problems ranging from op-
timal reinsurance selections for general insurance models to queue-
ing theory. The main novel point of such a control problem is that
by changing the jump size of the system, one essentially changes
the type of the driving martingale. Such a feature does not seem
to have been investigated in any existing stochastic control litera-
ture. We shall first provide a rigorous theoretical foundation for the
control problem by establishing an existence result for the multidi-
mensional structure equation on a Wiener–Poisson space, given an
arbitrary bounded jump size control process; and by providing an
auxiliary counterexample showing the nonuniqueness for such solu-
tions. Based on these theoretical results, we then formulate the con-
trol problem and prove the Bellman principle, and derive the cor-
responding Hamilton–Jacobi–Bellman (HJB) equation, which in this
case is a mixed second-order partial differential/difference equation.
Finally, we prove a uniqueness result for the viscosity solution of such
an HJB equation.
1. Introduction. In this paper we are interested in a class of stochastic
control problems in which the dynamics of the controlled system take the
following form:
Yt = x+
∫ t
0
b(Ys, us, πs)ds+
∫ t
0
σ(Ys−, πs, us)dX
u
s , t≥ 0,(1.1)
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where Xu is a martingale that satisfies the so-called structure equation:
[Xu]t = t+
∫ t
0
us dX
u
s , t≥ 0.(1.2)
In the above [Xu] denotes the quadratic variation of Xu, and u is some pre-
dictable process. It is easily seen that the process u “controls” exactly the
jumps of Xu, whence that of Y . We note that a martingale Xu satisfying
the structure equation (1.2) must satisfy 〈Xu〉t = t, that is, it is a so-called
normal martingale (cf. Dellacherie, Maisonneuve and Meyer [8]). In fact, it
is known that if a normal martingale Xu has the so-called representation
property, then it must satisfy the structure equation (see, e.g., E´mery [10] or
Section 2 for more detailed discussions). Typical examples of normal martin-
gales satisfying structure equation include Brownian motion, compensated
Poisson process and Aze´ma martingale, etc.
A stochastic control problem with control being the jump size can be seen
from the following example, which more or less motivated our study. In an
optimal reinsurance and investment selection problem, the dynamics of the
risk reserve of the insurance company can be described, in general, by a
stochastic differential equation (SDE) of the following form (see, e.g., [16]):
Yt = y+
∫ t
0
b(Ys, αs(·), πs)ds+
∫ t
0
σ(πs)dWs
(1.3)
−
∫ t
0
∫
R+
αs(x)f(s,x)N˜(dx, ds),
where W is a standard d-dimensional Brownian motion, representing the
uncertainty of the underlying security market; St
△
=
∫ t
0
∫
R+
f(s,x)N˜(dx, ds),
with N˜ being a compensated Poisson random measure, denotes the accumu-
lated incoming claims up to time t; the random field α is the “reinsurance
policy” (or “retention ratio”) and π = (π1, . . . , πn) is the usual investment
portfolio. If we consider only those reinsurance policies α(·) for which there
exist predictable processes β and u such that the following equation holds:
X0,ut
△
=
∫ t
0
βs dWs +
∫ t
0
∫
R+
αs(x)f(s,x)N˜(dx, ds),(1.4)
where X0,u satisfies the structure equation (1.2), then, noting that the
Brownian motion W itself satisfies the structure equation with (u ≡ 0),
we can then rewrite equation (1.3) as the general form of (1.1), in which
Xu
△
= (W,X0,u)T is now a (d+1)-dimensional normal martingale. In fact, if
the probability space is properly chosen, then one can show that (see Section
2 for details) for any bounded predictable process u, there are always such
α and β.
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We remark that the special nature of the normal martingale gives rise
to a financial market model that is complete, but with jumps (cf. Dritschel
and Protter [9]). This is based on an Ocone–Haussmann–Clark type formula
for normal martingales established in Ma, Protter and San Martin [17]. We
should also note that as a special class of normal martingales, the solutions
to structure equations are interesting in their own right, and have been stud-
ied by many authors (see, e.g., Attal and E´mery [3, 4], Taviot [21] and, very
recently, E´mery [11]; for the two-dimensional case, see also Attal and E´mery
[3, 4] and Kurtz [14]). However, this is a subject that has not been explored
fully. In fact, to our best knowledge, there has not been any general result re-
garding the well-posedness of such equations in higher dimensional cases. In
this paper we show that, in a Wiener–Poisson space, the issue becomes much
more tractable. In fact, we shall derive a necessary and sufficient condition
for a (multidimensional) normal martingale to satisfy a structure equation
in such a space. This characterization theorem will then lead to the existence
theorem of the (multidimensional) structure equation in a Wiener–Poisson
space. An interesting observation, however, is that such a solution is not
unique, even in the sense of law(!). We shall provide a counterexample in
the Appendix for the interested reader.
As the first step toward the full understanding of this new type of stochas-
tic control problem, we shall first establish the dynamic programming prin-
ciple and study the corresponding HJB equation. Several technical difficul-
ties arise immediately. For example, the nonuniqueness of the solution to the
structure equation requires a careful formulation of the control problem. For
this reason, we formulate the control problem over the canonical Wiener–
Poisson space. Also, since the control actions actually change the type of the
system (as a semimartingale), we need a general Itoˆ formula that covers all
possible cases in a unified form. Furthermore, it is necessary to validate the
Bellman principle in this new setting so that all our arguments will have a
rigorous theoretical foundation. It should also be noted that in this case the
HJB equation takes a new form which we shall name as a “mixed second-
order partial differential/difference equation,” depending on whether or not
the jump part of the control is present. To our best knowledge, such a type
of HJB equation is novel. As the main results of this paper, we prove that
the value function is the unique viscosity solution of the HJB equation.
The rest of the paper is organized as follows. In Section 2 we give necessary
background theory on normal martingales and, in particular, the proper-
ties of martingales satisfying structure equations in general Wiener–Poisson
spaces. In Section 3 we formulate the control problem and prove the con-
tinuity of the value function. In Section 4 we prove the Bellman principle,
and in Section 5 we verify that the value function is a viscosity solution
to the HJB equation. In Section 6 we prove the uniqueness of the viscosity
solution. A counterexample that shows the nonuniqueness of the solution of
the structure equation is given in the Appendix.
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2. Preliminaries. Throughout this paper, we denote by (Ω,F , P ;F) a
filtered probability space, and we always assume that the filtration F
△
=
{Ft}t≥0 satisfies the “usual hypotheses” (see, e.g., Protter [20]). The fol-
lowing notation will be used frequently in the sequel. Let (U,B(U),m) be
a generic measure space, with the σ-finite measure m, and E be a gen-
eral Euclidean space with Lebesgue measure. For any 1≤ p <∞, we denote
Lp
F
([0, T ]×U,dt× dm;E) to be the space of all random fields ϕ : [0, T ]×Ω×
U 7→ E such that:
(i) for fixed u ∈U , ϕ(·, ·, u) is F-progressively measurable;
(ii) it holds that
E
∫ T
0
‖ϕ(t, ·, ·)‖pLp(U,m) dt <∞.(2.1)
When p= 2 and the random fields are actually F-progressively measurable
processes, the space is denoted by L2
F
([0, T ];E) as usual. We shall denote
M20(F,R
d) to be the space of all Rd-valued, square integrable martingales
X defined on (Ω,F , P ;F) such that X0 = 0.
2.1. Normal martingales and structure equations. We first recall from [8]
that a square integrable martingale X is called “normal” if 〈X〉t = t. Here
〈X〉 is the conditional quadratic variation process of X , or the compensator
of the bracket process [X]. Since the processes [X] and 〈X〉 differ by a
martingale, if X also has the “representation property,” then it is readily
seen that there exists an F-predictable process u such that
[X]t − t=
∫ t
0
us dXs ∀t≥ 0.(2.2)
Equation (2.2) is called the structure equation driven by u and solved by
X , and was first studied by E´mery [10]. Examples of normal martingales
satisfying the structure equation include the following: Brownian motion
(u≡ 0), compensated Poisson process (u≡ α ∈R∗
△
=R \ {0}), in which case
X = α(Nt/α2 − t/α
2), where N is a standard Poisson process, as well as
the Aze´ma martingale (ut = −Xt−) and the “parabolic” martingale (ut =
−2Xt−), etc.
The general results of existence of the solution to the structure equa-
tion have been studied by several authors, but mostly restricted to the
one-dimensional case. For example, in E´mery [10] it is proved that for any
continuous function f :R 7→ R there exists at least one X ∈M20(F;R) de-
fined on a suitable filtered probability space (Ω,F , P,F), which solves the
structure equation with ut = f(Xt−), t ≥ 0. Moreover, in E´mery [11] it is
also shown that if f :R 7→ R is a more general deterministic function, and
ut = f(t), t ≥ 0, then the solution to the structure equation (2.2) exists,
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and it is unique in law. Other references regarding the well-posedness of
structure equations can be found, for example, in Meyer [18]; Kurtz and
Protter [15], Aze´ma and Rainer [5] or, more recently, Phan [19]. We should
note that to date neither the uniqueness nor the multidimensional existence
has been thoroughly explored. In fact, in general, even in a very special
Wiener–Poisson space, for a given predictable process u, the solution to the
structure equation (2.2) may not be unique, not even in law(!). We shall
provide a counterexample in the Appendix to clarify this issue.
To end this subsection, we list some properties of the solution of a struc-
ture equation, which will be useful in the sequel. If X ∈ M20(F,R) is a
solution to the structure equation (2.2) driven by the process u, we denote
∆Xt
△
= Xt − Xt−, and for each ω ∈ Ω, let DX(ω)
△
= {t > 0;∆Xt(ω) 6= 0}.
Then:
(i) For P -a.e. ω ∈Ω, it holds that ∆Xt = ut, for all t ∈DX(ω);
(ii) The continuous and the pure jump part of the martingale X , denoted
by Xc and Xd, satisfy respectively,
dXct = 1{ut=0} dXt and dX
d
t = 1{ut 6=0} dXt, t≥ 0.(2.3)
Finally, we recall that for any X ∈M2(F, P ), it holds that
[X]t =
∑
0<s≤t
(∆Xs)
2 + 〈Xc〉t = lim
|π|→0
n−1∑
i=0
(Xti+1 −Xti)
2,(2.4)
where π : 0 = t0 < · · ·< tn = t is any partition of the interval [0, t], and |π|
△
=
supi |ti+1 − ti| denotes the mesh size of π. Further, the limit in (2.4) is in
probability.
2.2. The Wiener–Poisson space. Since the well-posedness of the struc-
ture equation is essential in a control problem, we shall first take a closer
look at this issue, in a special probability space: the Wiener–Poisson space.
To be more precise, let (Ω,F , P ) be some probability space on which is
defined a d-dimensional standard Brownian motion B = {Bt : t ≥ 0} and a
(time-homogeneous) Poisson random measure µ, defined on [0, T ]×R. We
assume that B and µ are independent, and that the Le´vy measure of µ,
denoted by ν, satisfies the standard integrability condition∫
R∗
(1∧ |x|2)ν(dx)<+∞,(2.5)
where R∗
△
= R \ {0}. For simplicity, we assume that ν({0}) = 0. We denote
F
B,µ = {FB,µt }t≥0 to be the natural filtration generated by B and µ, that is,
FB,µt = σ{Bs, µ([0, s]×A); 0≤ s≤ t,A ∈ B(R
∗)}, t≥ 0, and denote by F the
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augmented version of FB,µ. Then F satisfies the usual hypotheses. In the
rest of the paper we shall content ourselves to this probability space without
further specification.
One of the most important features for the Wiener–Poisson space defined
above is the following martingale representation theorem (see, e.g., Jacod
and Shiryaev [13]): for any X ∈M2(F;Rd) such that X0 = 0, there exists
a unique pair of processes (α,β) ∈ L2
F
([0, T ];Rd×d) × L2
F
([0, T ] × R∗;dt ×
dν;Rd) for each T > 0, such that
Xt =
∫ t
0
αs dBs +
∫ t
0
∫
R∗
βs(x)µ˜(dx, ds), t≥ 0.(2.6)
Here µ˜(dt dx)
△
= µ(dt dx)− ν(dx)dt, (t, x) ∈ [0,∞)×R∗, is the compensated
Poisson random measure. In what follows we call the pair (α,β) in (2.6) the
“representation kernel” of X .
We now give a result that describes the necessary and sufficient conditions
for a square-integrable martingale to satisfy the structure equation in a
Wiener–Poisson space, which will play a crucial role in our future discussions.
Proposition 2.1. Let u= {ut}t≥0 be a bounded, F-predictable process
taking values in Rd; and let X ∈M20(F;R
d) that has a representation kernel
(α,β) in the sense of (2.6). Then, X satisfies a structure equation{
d[Xi]t = dt+ u
i
t dX
i
t , 1≤ i≤ d,
d[Xi,Xj ]t = 0, 1≤ i < j ≤ d, t≥ 0,
(2.7)
if and only if there are random sets Ais ∈ B(R
∗)⊗Fs, s≥ 0, 1≤ i≤ d, such
that:
(i)
∑d
k=1α
i,k
s α
j,k
s = δi,j1{uit=0}
, dt× dP -a.e.;
(ii) βit(x) = u
i
t1Ait
(x), dt× dν × dP -a.e.;
(iii) ν(Ait ∩A
j
t )1{uit 6=0,u
j
t 6=0}
= δi,j
1
(uit)
21{ujt 6=0}
, dt× dP -a.e., 1≤ i, j ≤ d.
In the above, “δij” is Kroneker ’s delta.
Proof. Let X ∈M20(F;R
d) be given and let (α,β) ∈L2
F
([0, T ];Rd×d)⊗
L2
F
(([0, T ] × R∗;dt × dν);Rd) be defined by (2.6). Then, the quadratic co-
variation process of Xi and Xj , for 1≤ i, j ≤ d, is given by
[Xi,Xj ]t =
d∑
k=1
∫ t
0
αi,ks α
j,k
s ds+
∫ t
0
∫
R∗
βis(x)β
j
s(x)µ(dx, ds)
=
∫ t
0
{
d∑
k=1
αi,ks α
j,k
s +
∫
R∗
βis(x)β
j
s(x)ν(dx)
}
ds(2.8)
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+
∫ t
0
∫
R∗
βis(x)β
j
s(x)µ˜(dx, ds).
Here we should note that
E
[∫ t
0
∫
R∗
|βis(x)β
j
s(x)|µ(dx, ds)
]
=E
[∫ t
0
∫
R∗
|βis(x)β
j
s(x)|ν(dx)ds
]
(2.9)
≤
{
E
[∫ t
0
∫
R∗
|βis(x)|
2ν(dx)ds
]}1/2
×
{
E
[∫ t
0
∫
R∗
|βjs(x)|
2ν(dx)ds
]}1/2
<∞.
Therefore, the last integral process in (2.8) is well defined, and it is a martin-
gale obtained by compensating the stochastic integral
∫ t
0
∫
R∗
βis(x)β
j
s(x)µ(dx, ds),
t≥ 0.
Now suppose that X satisfies (2.7). Then, plugging X with the form (2.6)
into (2.7) and comparing it with (2.8), the uniqueness of the predictable
semimartingale decomposition then leads us to the following identities:
(a) uit(ω)α
i,j
t (ω) = 0, for dt× dP -a.e. (t,ω); 1≤ i, j ≤ d;
(b)
∑d
k=1α
i,k
t (ω)α
j,k
t (ω) +
∫
R∗
βit(x,ω))β
j
t (x,ω))ν(dx) = δi,j , for dt× dP -
a.e. (t, x,ω), 1≤ i, j ≤ d;
(c) βit(x,ω)β
j
t (x,ω) = δi,j · u
i
tβ
i
t(x,ω), for dt× dν × dP -a.e. (t, x,ω), 1 ≤
i, j ≤ d.
Clearly, (a) implies that αi,jt (ω)1{uit(ω)6=0}
= 0, for dt×dP -a.e. (t,ω), 1≤ i,
j ≤ d. Also, if we define Ait
△
= {(x,ω) ∈R∗ ×Ω:βit(x,ω) 6= 0}, then it follows
from (c) that
βit(x,ω) = u
i
t(ω)1Ait
(x,ω), dt× dν × dP -a.e. (t, x,ω), 1≤ i≤ d,(2.10)
proving (ii). Now, setting i = j in (b) and using (2.10), we have, dt× dP -
almost surely,
1 =
d∑
k=1
|αi,kt |
2
1{uit=0}
+
∫
R∗
|uit|
2
1Ait
(x)ν(dx)
(2.11)
=
d∑
k=1
|αi,kt |
2
1{uit=0}
+ |uit|
2ν(Ait).
Multiplying 1{uit=0}
and 1{uit 6=0}
on both sides above, respectively, one can
easily see that
∑d
k=1 |α
i,k
t |
2 = 1 on {uit = 0} and ν(A
i
t) =
1
|uit|
2 on {u
i
t 6= 0},
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1≤ i≤ d, dt× dP -a.e. On the other hand, setting i 6= j in (b) we have, for
dt× dP -a.e.,
0 =
d∑
k=1
αi,kt α
j,k
t +
∫
R∗
βit(x)β
j
t (x)ν(dx)
(2.12)
=
d∑
k=1
αi,kt α
j,k
t 1{uit=0,u
j
t=0}
+ uitu
j
tν(A
i
t ∩A
j
t ).
We can then easily check that ν(Ait ∩A
j
t ) = 0 on the set {u
i
t 6= 0, u
j
t 6= 0},
hence, (iii) holds. This then further implies that
∑d
k=1α
i,k
t α
j,k
t = 0, dt× dP -
a.e., proving (i).
Conversely, if X ∈M20(F;R
d) has the form
Xt =X0 +
∫ t
0
αs dBs +
∫ t
0
∫
R∗
βsµ˜(dx, ds), t≥ 0,
with (α,β) satisfying (i)–(iii), then a straightforward calculation starting
from (2.8) shows that it satisfies the structure equation (2.7). The proof is
now complete. 
As a direct consequence of Proposition 2.1, we can now prove an existence
result for the structure equation on the Wiener–Poisson space. We note that
a Le´vy measure can have at most countably many atoms, we shall focus on
the continuous part of the Le´vy measure. In other words, denoting the set
of all atoms of ν by Γ, thus, the “continuous part” of ν, denoted by νc, is
defined by
νc(A) = ν(A)−
∑
z∈Γ∩A
ν({z}) ∀A ∈ B(R∗),0 /∈A,
where A is the closure of A in R. We have the following existence result for
a (possibly) multidimensional structure equation.
Theorem 2.2. Assume that νc([−1,1]) = +∞. Then, for any bounded,
F-predictable process ut = (u
1
t , . . . , u
d
t ), t ≥ 0, the structure equation (2.7)
has at least one solution in the Wiener–Poisson space (Ω,F , P,F,B,µ).
Proof. For each t≥ 0, let us define random times 1 = τ0t > τ
1
t > · · ·>
τdt > 0 inductively as
τ it =
{
sup{r < τ i−1t :ν
c((−τ i−1t ,−r]∪ [r, τ
i−1
t )) = (u
i
t)
−2}, uit 6= 0,
τ i−1t , u
i
t = 0.
(2.13)
This is always possible because νc([−1,1]) = +∞. Clearly, all τ it ’s are Ft-
measurable. Moreover, the mapping (t,ω) 7→ τ it (ω) is jointly measurable on
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R
∗ × Ω. In light of Proposition 2.1 we see that, for a given bounded, F-
predictable process u = (u1, . . . , ud), we can construct a solution X to the
structure equation (2.7) with the form of (2.6) by simply setting
Ait = [(−τ
i−1
t ,−τ
i
t ]∪ [τ
i
t , τ
i−1
t )]∩ Γ
c, 1≤ i≤ d,
(2.14)
αi,jt = δi,j1{uit=0}
, βit(x) = u
i
t1Ait
(x),
1≤ i, j ≤ d,x ∈R∗, t≥ 0.
It is easy to check that the conditions (i)–(iii) in Proposition 2.1 are satisfied,
hence, the conclusion follows. 
To conclude this section, we give an Itoˆ formula for processes that satisfy
an equation of type (2.7).
Proposition 2.3. Let u= {ut; t≥ 0} be a bounded F-predictable process
with values in Rd and X ∈M20(F;R
d) a solution to the associated structure
equation (2.7). Then, for any function ϕ ∈ C1,2([0, T ] × Rd), the following
formula holds:
ϕ(t,Xt)− ϕ(0,0) =
d∑
i=1
∫ t
0
A
i
us [ϕ](s,Xs−)dX
i
s
(2.15)
+
∫ t
0
(
∂
∂s
ϕ(s,Xs) +Lus [ϕ](s,Xs)
)
ds,
for all t ∈ [0, T ], with
A
i
u [ϕ](s,x) = 1{ui=0}
∂
∂xi
ϕ(s,x) + 1{ui 6=0}
ϕ(s,x+ uiei)− ϕ(s,x)
ui
,
Lu[ϕ](s,x) =
d∑
i=1
(
1{ui=0}
1
2
∂2
∂x2i
ϕ(s,x)(2.16)
+ 1{ui 6=0}
ϕ(s,x+ uiei)−ϕ(s,x)− u
i ∂
∂xi
ϕ(s,x)
(ui)2
)
,
where {e1, . . . , ed} is the canonical orthonormal basis in R
d.
Proof. We first apply the general Itoˆ formula to get, for all t ∈ [0, T ],
ϕ(t,Xt)− ϕ(0,X0)
=
∫ t
0
∂
∂s
ϕ(s,Xs)ds+
d∑
i=1
∫ t
0
∂
∂xi
ϕ(s,Xs−)dX
i
s
(2.17)
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+
1
2
d∑
i,j=1
∫ t
0
∂2
∂xi ∂xj
ϕ(s,Xs)d〈(X
i)c, (Xj)c〉s
+
∑
0<s≤t
(
ϕ(s,Xs)−ϕ(s,Xs−)−
d∑
i=1
∂
∂xi
ϕ(s,Xs−)∆X
i
s
)
.
Since ∆Xi∆Xj =∆[Xi,Xj ] = 0, whenever i 6= j, we see that at any given
time at most one coordinate ofX can jump. Furthermore, note that the jump
size of the process Xi is determined by ∆Xis = u
i
s, whenever ∆X
i
s 6= 0. Thus,
by a standard calculation using (2.7) and relation (2.4) for each Xi,1≤ i≤ d,
we can rewrite the last sum on the right-hand side of (2.17) as
d∑
i=1
∑
0<s≤t
1{uis 6=0}
ϕ(s,Xs− + u
i
sei)−ϕ(s,Xs−)−
∂
∂xi
ϕ(s,Xs−)u
i
s
(uis)
2
(∆Xis)
2
=
d∑
i=1
∫ t
0
1{uis 6=0}
ϕ(s,Xs− + u
i
sei)−ϕ(s,Xs−)−
∂
∂xi
ϕ(s,Xs−)u
i
s
(ui)2s
× (1{uis 6=0} ds+ u
i
s dX
i
s).
Finally, note that [Xi,Xj ] = 0, for all 1≤ i < j ≤ d. We see that 〈(Xi)c, (Xj)c〉=
0, for i 6= j, and the result follows easily. 
3. The stochastic control problem. In this section we formulate our con-
trol problem and give some preliminary results. Due to the technical sub-
tleties involved in the solutions of the structure equation as we indicated in
Section 2, we find it more convenient to work on a canonical Wiener–Poisson
space, which we now describe.
Let T > 0 be an arbitrarily given finite time horizon. For any 0≤ s < t≤
T , we denote Ω1s,t to be the space of all continuous functions from [s, t] to
R
d starting from 0, endowed with the sup-norm. We define B01
△
=B(Ω1s,t) to
be the topological σ-algebra of Ω1s,t, and let P
1
s,t be the Wiener measure on
(Ω1s,t,B
0
1).
Next, we denote Ω2s,t to be the set of all N-valued measures q on ([s, t]×
R
∗,B([s, t] × R∗)) and denote B02 to be the smallest σ-algebra to which
all mappings q ∈ Ω2s,t 7→ q(A) ∈ Z
+ ∪ {∞}, A ∈B([s, t]× R∗), are measur-
able. Let µs,t(q, ·)
△
= q(·) ∈Ω2s,t to be the coordinate random measure defined
on (Ω2s,t,B
0
2), and denote P
2
s,t to be the probability under which µs,t is a
Poisson random measure with Le´vy measure ν satisfying (2.5) and that
νc([−1,1]) = +∞. We note that the second condition is merely technical,
which will guarantee the existence of solutions to the structure equation,
thanks to Theorem 2.2.
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We now define, for each 0≤ s < t≤ T , Ωs,t
△
=Ω1s,t×Ω
2
s,t; Ps,t
△
= P 1s,t⊗P
2
s,t;
and Bs,t
△
= B01 ⊗B
0
2
Ps,t
, the completion of B01 ⊗B
0
2 with respect to the prob-
ability measure Ps,t. The canonical Wiener–Poisson space is then defined
as (Ω,F , P )
△
= (Ω0,T ,B0,T , P0,T ). We shall denote the generic element of
(Ω,F , P ) by ω
△
= (ω1, ω2), where ωi ∈Ω
i
0,T , i= 1,2; and we define
Bt(ω) = ω1(t), µ(ω,A) = ω2(A)
∀t ∈ [0, T ], ω ∈Ω, A ∈B([0, T ]×R∗).
Clearly, under the probability P , the process B is a standard Brownian
motion, and µ is a Poisson random measure with Le´vy measure ν, and they
are independent.
Finally, for t ∈ [0, T ], we shall denote Ft = (F ts)s∈[0,T ] to be the filtration
on [t, T ] in the following sense:
F ts
△
= σ{Br −Bt, µ(A) :A ∈B([t, r]×R
∗), t≤ r ≤ s}, t≤ s≤ T,
and F ts is a trivial σ-field for all s ≤ t. We assume that all F
t’s are aug-
mented by P -null sets. In particular, we set F
△
= F0, and Fs = F
0
s , for all
s ∈ [0, T ]. Furthermore, we denote by M2(F;Rd) the set of all Rd-valued,
square-integrable F-martingales X on (Ω,F , P ;F).
We are now ready to describe our control problem. Let U1 and U
d be two
nonempty compact sets in R and Rd, respectively, and set U =U1 ×U
d.
Definition 3.1. For all t ∈ [0, T ], we say that a triple (π,u,X) is a
“control at time t” if the following properties hold:
(i) (π,u) is a pair of Ft-predictable processes with values in U ;
(ii) X ∈M2(F;Rd) satisfies
[Xi]t = t+
∫ t
0
uis dX
i
s, 1≤ i≤ d, t ∈ [0, T ],
[Xi,Xj ]t = 0, 1≤ i < j ≤ d, t ∈ [0, T ],
Xs −Xt ⊥⊥Ft, ∀s≥ t.
(3.1)
Here “⊥⊥” stands for “independent of.” We denote by U(t) the set of all
controls at time t.
The following proposition gives two basic properties of U(t).
Proposition 3.2. (i) For any t ∈ [0, T ] and any U -valued Ft-valued
predictable couple of processes (π,u), there exists X ∈M2(F;Rd) such that
(π,u,X) ∈ U(t);
(ii) For any 0≤ t≤ t′ ≤ T , it holds that U(t′)⊂ U(t).
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Proof. The proof of (i) is quite straightforward. For any t ∈ [0, T ], we
first apply Theorem 2.2 to obtain a solution to the structure equation (2.7)
on [0, t], denote it by tX . We then apply Theorem 2.2 again to find a square
integrable, Ft-martingale {Xts, s ∈ [t, T ]} that solves the structure equation
on the interval [t, T ]. We now define a process
Xs =
{
tXs, s ∈ [0, t),
Xts −X
t
t +
tXt, s ∈ [t, T ].
One can easily check that X satisfies (3.1).
To see (ii), first note that, for all s ≥ 0, F t
′
s ⊂ F
t
s. Thus, if (π,u) is
F
t′ -predictable, it is also Ft-predictable. Now, let u be a Ud-valued Ft
′
-
predictable process and X be the corresponding solution of (3.1). Since Ft
′
is trivial before t′, u must be a.s. deterministic, and equation (3.1) restricted
to [0, t′] has a solution X of the form
Xis =
∫ s
0
1{uir=0}
dBir +
∫ s
0
∫
R∗
uir1Air(x)µ(dx, ds), s ∈ [0, t
′],
where Air is defined as the one in the proof of Theorem 2.2. In fact, this
solution is unique in law, since u is deterministic on [0, t′]. It then follows that
the process {Xs, s ∈ [0, t
′]} is of independent increments. Hence, Xs−Xt ⊥⊥
Ft, for s ∈ [t, t
′]. In particular, we have Xt′−Xt ⊥⊥Ft. Finally, for s ∈ (t
′, T ],
we write
Xs −Xt = (Xs −Xt′) + (Xt′ −Xt).
Since Xs−Xt′ is independent of Ft′ by definition, whence of Ft, we conclude
that Xs −Xt is independent of Ft, proving the proposition. 
We now describe the main ingredients of our control problem. Given any
initial data (t, y) ∈ [0, T ]×Rm and a control a= (π,u,X) ∈ U(t), we assume
that the controlled dynamics Y t,y,a = Y satisfy the following SDE driven by
the normal martingale X :
Ys = y+
∫ s
t
b(Yr, πr, ur)dr+
∫ s
t
σ(Yr−, πr, ur)dXr, s ∈ [t, T ],(3.2)
and we make the convention that Ys ≡ y, for all s < t. We consider the
following cost functional for the control problem:
J(t, y;a)
△
=E[g(Y t,y,aT )], (t, y) ∈ [0, T ]×R
m,(3.3)
and therefore, the value function is given by
V (t, y) = inf
a∈U(t)
E[g(Y t,y,aT )], (t, y) ∈ [0, T ]×R
m.(3.4)
Throughout this paper we shall make use of the following assumptions on
the coefficients b, σ and g.
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(H1) The functions b :Rm×U →Rm and σ :Rm×U →Rm×d are uniformly
continuous in (y,π,u) and Lipschitz in y, uniformly with respect to
(π,u).
(H2) The function g :Rm→R is bounded and continuous.
It is well known that, under the assumptions (H1) and (H2), for any
given control a ∈ U(0), there exists a unique F-adapted continuous solu-
tion to (3.2), that we denote by Y t,y,a = (Y t,y,as )s≥t, or Y
t,y for simplicity.
If a ∈ U(t), then Y t,y is Ft-adapted. A simple application of Itoˆ’s formula
(Proposition 2.3) yields the following result regarding the second-order op-
erator associated with the process Y t,y . We state it as a ready reference, but
omit the proof.
Proposition 3.3. Let a= (π,u,X) ∈ U(0) and Y = Y t,y be the unique
solution of equation (3.2). Then for any ϕ ∈C1,2([0, T ]×Rm), it holds that
ϕ(s,Ys)−ϕ(t, y)
=
d∑
i=1
∫ s
t
A
i
πr,ur [ϕ](r,Yr−)dX
i
r(3.5)
+
∫ s
t
(
∂
∂s
ϕ(r,Yr) +Lπr ,ur [ϕ](r,Yr)
)
dr, s ∈ [t, T ],
where
A
i
π,u[ϕ](r, y)
= 1{uir=0}∇yϕ(r, y)σ
i(y,π,u)
+ 1{ui 6=0}
ϕ(r, y + uiσi(y,π,u))−ϕ(r, y)
ui
,
Lπ,u[ϕ](r, y)
=∇yϕ(r, y)b(y,π,u)
+
d∑
i=1
(1{ui=0}
1
2(D
2
yyϕ(s, y)σ
i(y,π,u), σi(y,π,u))
+ 1{ui 6=0}(ϕ(r, y + u
iσi(y,π,u))−ϕ(s, y)
− ui∇yϕ(r, y)σ
i(y,π,u))/(ui)2).
Above, σi denotes the ith column of the matrix σ. 
We now give a useful result of the value function.
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Proposition 3.4. Assume (H1) and (H2). Then, the mapping (t, y) 7→
V (t, y) is continuous on [0, T ]×Rm.
Proof. It suffices to show that, for any M ≥ 1, V (·, ·) is continuous on
[0, T ]×BM (0), where BM (0) denotes the closed ball in R
m centered at 0,
with radius M .
To this end, let 0 ≤ t ≤ t′ ≤ T and y, y′ ∈ BM (0). Recall from Proposi-
tion 3.2(ii) that U(t′)⊂ U(t). One can deduce by standard arguments that,
for some C > 0, depending only on the coefficients b, σ and g, the following
inequalities hold for all 0≤ t≤ t′ ≤ T and y, y′ ∈Rm:
sup
a∈U(t)
E
{
sup
s∈[t,T ]
|Y t,ys |
2
∣∣∣Ft}≤C(1 + |y|2),
sup
a∈U(t)
E
{
sup
s∈[t′,T ]
|Y t,ys − Y
t′,y′
s |
2
∣∣∣Ft}(3.6)
≤C((1 + |y|2 + |y′|2)|t− t′|+ |y − y′|2),
where Y t,y and Y t
′,y′ are the solutions of (3.2) starting from (t, y) and (t′, y′),
respectively.
Now, for any ε > 0, there is some a= (π,u,X) ∈ U(t) depending on (t, y),
such that
V (t, y)≥E[g(Y t,yT )]− ε.(3.7)
Also, applying (3.6), we can find, for the given ε > 0, some N =Nε ≥ 1 such
that
sup
a∈U(t)
P{|Y t,yT | ∨ |Y
t′,y′
T | ≥N} ≤
2C(1 +M2)
N2
≤
ε
2
.(3.8)
Since g is bounded and continuous, thanks to (H2), for the given ε > 0
and N = Nε > 0, there exists δ = δ(ε,Nε) > 0 such that |g(z) − g(z
′)| ≤ ε,
whenever z, z′ ∈BN (0) and |z − z
′| ≤ δ. Consequently, we have
E{|g(Y t,yT )− g(Y
t′,y′
T )|}
≤ ε‖g‖∞ +E{|g(Y
t,y
T )− g(Y
t′,y′
T )|1{|Y t,y
T
|≤N,|Y t
′,y′
T
|≤N}
}(3.9)
≤ ε(1 + ‖g‖∞) + 2‖g‖∞P{|Y
t,y
T − Y
t′,y′
T |> δ}.
Combining (3.9) and (3.6), we obtain that
E{|g(Y t,yT )−g(Y
t′,y′
T )|} ≤ ε(1+‖g‖∞)+
2
δ2
‖g‖∞C{(1+2M
2)|t−t′|+ |y−y′|2}.
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Since V (t′, y′)≤E{g(Y t
′,y′
T )} always holds, it follows that
V (t, y)− V (t′, y′)
≥E{g(Y t,yT )− g(Y
t′,y′
T )} − ε(3.10)
≥−ε(‖g‖∞ +2)−
2
δ2
‖g‖∞C(1 + 2M
2){|t− t′|+ |y − y′|2}.
Taking lim inf over (t, y), (t′, y′) ∈ [0, T ]×BM (0), we obtain that
lim inf
0≤t′−tց0,|y−y′|→0
{V (t, y)− V (t′, y′)} ≥ 0.(3.11)
It is clear that to prove the continuity of V it suffices to prove the following
inequality:
lim sup
0≤t′−tց0,|y−y′|→0,
(V (t, y)− V (t′, y′))≤ 0.(3.12)
We again follow a more or less standard procedure. Namely, we first choose
a′ = (π′, u′,X ′) ∈ U(t′) so that
V (t′, y′)≥E[g(Y t
′,y′
T )]− ε.
Then, following the same estimates as was done for (3.10), we can derive
that
V (t, y)− V (t′, y′)
≤E[g(Y t,yT )]−E[g(Y
t′,y′
T )] + ε(3.13)
≤ ε(‖g‖∞ +2) + 2‖g‖∞C
1
δ2
((1 + 2M2)|t− t′|+ |y − y′|2).
Taking limsup for (t, y), (t′, y′) ∈ [0, T ]×BM (0), we derive (3.12).
Combining (3.11) and (3.12), we see that, on [0, T ] × BM (0) the limit
exists and
lim
0≤t′−tց0,|y−y′|→0,
(V (t, y)− V (t′, y′)) = 0.(3.14)
It then follows that
lim
|t′−t|+|y−y′|→0,
|V (t, y)− V (t′, y′)|
(3.15)
=
∣∣∣∣ lim
0≤s′−sց0,|z−z′|→0
(V (s, z)− V (s′, z′))
∣∣∣∣= 0,
where s= t∧ t′, s′ = t ∨ t′, (z, z′) = (y, y′) if t≤ t′ and (z, z′) = (y′, y) other-
wise. Consequently, V is continuous on [0, T ]×BM (0), and the proposition
follows. 
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4. The Bellman principle. In this section we prove the following “dy-
namic programming principle” (Bellman principle) for our control problem
(3.2)–(3.4).
Proposition 4.1 (Dynamic programming principle). Assume (H1)
and (H2). Then, for any (t, y) ∈ [0, T ] × Rm and 0 < h ≤ T − t, it holds
that
V (t, y) = inf
a∈U(t)
E[V (t+ h,Y t,y,at+h )].(4.1)
Proof. We fix 0≤ t≤ t+ h≤ T , y ∈ Rm and a= (π,u,X) ∈ U(t). We
denote the corresponding solution to equation (3.2) with initial data (t, y)
and control a by Y t,y . For each n≥ 1, we set Γn = {k2−n;k ∈ Zm}, and for
each z = k2−n ∈ Γn, we consider the m-dimensional cube I(z) :=
∏m
i=1[(ki−
1)2−n, ki2
−n).
Obviously, for any ε > 0, n ≥ 1, and z ∈ Γn, we can find some control
az = (πz, uz,Xz) ∈ U(t+h) such that the associated solution Y z
△
= Y t+h,z,a
z
satisfies
E[g(Y zT )] =E[g(Y
t+h,z,az
T )]≤ V (t+ h, z) + ε.(4.2)
Then we define the new control pair:
(π̂s, ûs) =
{
(πs, us), if s ∈ (t, t+ h),
(πzs , u
z
s), if Y
t,y
t+h ∈ I(z) and s ∈ [t+ h,T ],
(4.3)
and the process
X̂s =
{
Xs, if s ∈ [0, t+ h),
Xt+h + (X
z
s −X
z
t+h), if Y
t,y
t+h ∈ I(z) and s ∈ [t+ h,T ],
(4.4)
where z runs over all Γn. It is not hard to check that the process X̂ is
a solution of the structure equation (2.7) driven by û; and (π̂, û, X̂) is a
control in U(t). Let us denote by Ŷ the corresponding solution to equation
(3.2) with initial data (t, y). Since the processes {(πs, us,Xs), s ∈ [t, t+ h]}
and {(πzs , u
z
s,X
z
s −X
z
t+h), s ∈ [t+ h,T ], z ∈ Γ
n}, are independent, so are the
solutions {(Ŷs), s ∈ [t, t+h]} and {(Y
z
s ), s ∈ (t+h,T ]}, z ∈ Γ
n. Furthermore,
the uniqueness of the solution to SDE (3.2) implies that Ŷs = Y
t,y
s , for all
s ∈ [t, t+ h]; and for s ∈ [t+ h,T ], P -a.s. on the set {Y t,yt+h ∈ I(z)} it holds
that
Ŷs − Y
z
s = (Y
t,y
t+h − z) +
∫ s
t+h
(b(Ŷr, π̂r, ûr)− b(Y
z
r , π̂r, ûr))dr
+
∫ s
t+h
(σ(Ŷr, π̂r, ûr)− σ(Y
z
r , π̂r, ûr))dX̂r.
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Thus, with some standard estimates and using the fact that X̂ is a normal
martingale, as well as Gronwall’s inequality, we obtain that there is some
constant C > 0 (depending only on the Lipschitz constants of the coefficients
b and σ), such that
E
{
sup
s∈[t+h,T ]
∑
z∈Γn
|Ŷs − Y
z
s |
2
1I(z)(Y
t,y
t+h)
}
≤Cm4−n.(4.5)
Consequently, from (3.6) and the continuity and boundedness of the func-
tion g, we can deduce that, for some nε ≥ 1 and all n≥ nε,
E
{∑
z∈Γn
|g(ŶT )− g(Y
z
T )|1I(z)(Y
t,y
t+h)
}
≤ ε.(4.6)
Moreover, since the Y zT ’s and Y
t,y
t+h are independent, for every n≥N(ε), we
have
E{g(ŶT )} ≤ E
{∑
z∈Γn
g(Y zT )1I(z)(Y
t,y
t+h)
}
+ ε
=
∑
z∈Γn
E{g(Y zT )}P{Y
t,y
t+h ∈ I(z)}+ ε
≤
∑
z∈Γn
(V (t+ h, z) + ε)P{Y t,yt+h ∈ I(z)}+ ε
=
∑
z∈Γn
V (t+ h, z)P{Y t,yt+h ∈ I(z)}+ 2ε
= E
{∑
z∈Γn
V (t+ h, z)1I(z)(Y
t,y
t+h)
}
+ 2ε.
Letting n→+∞ and applying Proposition 3.4, we obtain from the bounded
convergence theorem that
V (t, y)≤E{g(ŶT )} ≤E{V (t+ h,Y
t,y
t+h)}+2ε.
Finally, since a= (π,u,X) ∈ U(t) is arbitrary, we conclude that
V (t, x)≤ inf
a∈U(t)
E{V (t+ h,Y t,y,at+h )}.
To prove the converse inequality, we borrow some idea of [12]. Namely, we
shall split the canonical probability space into two, and patch up the desired
control.
First recall that each canonical space Ωs,t is the product of the canoni-
cal Wiener space and the canonical space of the Poisson random measure,
thus, we can identify the probability spaces (Ω,F, P ) = (Ω0,T ,F0,T , P0,T )
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with (Ω0,t+h ×Ωt+h,T ,F0,t+h ⊗Ft+h,T , P0,t+h ⊗ Pt+h,T ) by the following bi-
jection p :Ω0,T 7→Ω0,t+h×Ωt+h,T . For ω = (ω1, ω2) ∈Ω0,T =Ω
1
0,T ×Ω
2
0,T , we
define 
ω0,t+h
△
= (ω1|[0,t+h], ω2|[0,t+h]) ∈Ω0,t+h,
ωt+h,T
△
= ((ω1− ω1(t+ h))|[t+h,T ], ω2|[t+h,T ]) ∈Ωt+h,T ,
p(ω)
△
= (ω0,t+h, ωt+h,T ).
Now, for ε > 0, let a= (π,u,X) ∈ U(t) such that
E[g(Y t,y,aT )]≤ V (t, y) + ε.
For all ω0,t+h ∈Ω0,t+h, we define a process on Ωt+h,T by
(π(ω0,t+h, ·), u(ω0,t+h, ·))(ωt+h,T ) = (π,u) ◦ p
−1(ω0,t+h, ωt+h,T ).
For P0,t+h-almost all ω0,t+h, (π(ω0,t+h, ·), u(ω0,t+h, ·)) is a version of an
Ft+h,T -predictable process and, following the construction of Proposition
2.1, we can prove that, if X solves the structure equation (2.7) driven by u on
[0, T ], then X(ω0,t+h, ·) =X ◦p
−1(ω0,t+h, ·) solves (2.7) driven by u(ω0,t+h, ·)
on the time interval [t+ h,T ].
We now consider the control process a(ω0,t+h, ·)
△
= (π(ω0,t+h, ·), u(ω0,t+h,
·),X(ω0,t+h, ·)). For each ω0,t+h ∈ Ω0,t+h, we denote ξ(ω0,t+h) =
Y t,y,at+h [p
−1(ω0,t+h, ·)] ∈ R
d. We note that Y t,y,at+h is Ft+h-measurable,
thus, ξ depends only on ω0,t+h. Next, we denote the solution of (3.2) on
[t + h,T ] × Ωt+h,T with initial condition ξ(ω0,t+h) by Y˜
t+h,ξ,a(ω0,t+h)(·)
△
=
Y t+h,ξ(ω0,t+h),a(ω0,t+h,·). Then, as in [12], one shows that for P0,t+h-almost
all ω0,t+h ∈ Ω0,t+h, the paths of Y
t,y,a[p−1(ω0,t+h, ·)] coincide with those of
Y˜ t+h,ξ,a(ω0,t+h)(·), Pt+h,T -almost surely. Moreover, for P0,t+h-almost every
ω0,t+h, it holds that
E{g(Y t,y,aT )|F
t
t+h}(p
−1(ω0,t+h, ·))
=E0,t+h{g(Y
t+h,z,a(ω0,t+h,·)
T )}|z=Y t,y,a
t+h
◦p−1(ω0,t+h,·)
,
Pt+h,T -almost surely. Now, for any given π0 ∈ U1, we put
π(ω0,t+h, ·)
△
= π01[0,t+h) + π(ω0,t+h, ·)1[t+h,T ],
u(ω0,t+h, ·)
△
= u(ω0,t+h, ·)1[t+h,T ],
X
ω0,t+h △=B1[0,t+h) + (X(ω0,t+h, ·)−Xt+h(ω0,t+h, ·) +Bt)1[t+h,T ].
Then, clearly a(ω0,t+h, ·) = (π(ω0,t+h, ·), u(ω0,t+h, ·),X
ω0,t+h) ∈ U(t+h). Con-
sequently, by definition of V (t+h, z), we have for all z ∈Rm and P0,t+h-a.s.
every ω0,t+h,
E[g(Y
t+h,z,a(ω0,t+h,·)
T )] =E[g(Y
t+h,z,a(ω0,t+h,·)
T )]≥ V (t+ h, z).
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This implies that
V (t, y) + ε≥ E[E[g(Y t,y,aT )|F
t
t+h]]
≥ E[V (t+ h, z)z=Y t,y,a
T
] =E[V (t+ h,Y t,y,aT )](4.7)
≥ inf
a∈U(t)
E[V (t+ h,Y t,y,aT )].
Since this is true for all ε > 0, we get the second inequality. This completes
the proof. 
5. The HJB equation. In this section we apply the Bellman principle of
the previous section to derive the corresponding Hamilton–Jacobi–Bellman
(HJB) equation for our control problem. To be more precise, we shall prove
that the value function is a viscosity solution of the following fully nonlinear
partial differential-difference equation (PDDE):−
∂
∂t
V (t, y)− inf
(π,u)∈U
Lπ,u[V ](t, y) = 0, (t, y) ∈ [0, T ]×R
m,
V (T, y) = g(y), y ∈Rm,
(5.1)
where the second-order operator Lπ,u is of the form (3.6),
Lπ,u[ϕ](t, y)
=∇yϕ(t, y)b(y,π,u)
+
d∑
i=1
{1{ui=0}
1
2(D
2
yyϕ(t, y)σ
i(y,π,u), σi(y,π,u))(5.2)
+ 1{ui 6=0}(ϕ(t, y + u
iσi(y,π,u))−ϕ(t, y)
− ui∇yϕ(t, y)σ
i(y,π,u))/(ui)2},
(5.3) ϕ ∈C1,2([0, T ]×Rm).
Here again, σi denotes the ith column of the matrix σ. We shall refer to
equation (5.1) as the HJB equation in the sequel. We should note that such
a second-order PDDE has not been studied systematically in the literature,
therefore, in what follows we give some detailed investigation regarding the
viscosity solution to such an equation. We begin by introducing the notion of
viscosity solution, following the approach by Barles, Buckdahn and Pardoux
in [6] (see also Alvarez and Tourin [1] and Amodori, Karlsen and La Chioma
[2]).
Definition 5.1. A continuous function V : [0, T ]×Rm→ R is called a
viscosity subsolution (resp. supersolution) of the PDDE (5.1) if:
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(i) V (T, y)≤ (resp. ≥) g(y), y ∈Rm; and
(ii) for any (t, y) ∈ [0, T )×Rm and ϕ ∈C1,2([0, T ]×Rm) such that V −ϕ
attains a local maximum (resp. minimum) at (t, y), it holds that
−
∂
∂t
ϕ(t, y)− inf
(π,u)∈U
L
δ
π,u[V,ϕ](t, y)≤ (resp. ≥) 0,(5.4)
for all sufficiently small δ > 0, where
L
δ
π,u[V,ϕ](t, y)
△
=∇yϕ(t, y)b(y,π,u)
+
d∑
i=1
{1{ui=0}
1
2(D
2
yyϕ(t, y)σ
i(y,π,u), σi(y,π,u))
+ 1{0<|ui|≤δ}(ϕ(t, y+ u
iσi(y,π,u))− ϕ(t, y)
− ui∇yϕ(t, y)σ
i(y,π,u))/(ui)2
+ 1{|ui|>δ}(V (t, y + u
iσi(y,π,u))− V (t, y)(5.5)
− ui∇yϕ(t, y)σ
i(y,π,u))/(ui)2},(5.6)
ϕ ∈C1,2([0, T ]×Rm).
A function V is called a viscosity solution of (5.1) if it is both a viscosity
subsolution and a supersolution of (5.1).
Remark 5.1. We note that the last two second-order difference quo-
tients in (5.5) are designed to take away the possible singularity at u = 0
when V is not smooth. Such an idea was also used in [6].
In the general theory of viscosity solutions one can often replace the local
maximum and/or minimum in the definition above by the global ones. We
shall verify that this can be done in our case as well. The proof follows
largely the idea of [6], Lemma 3.3.
Lemma 5.1. In Definition 5.1 one can consider only those test func-
tions ϕ ∈C1,2([0, T ]×Rm) such that V −ϕ achieves a global maximum (for
a viscosity subsolution) and a global minimum (for a viscosity supersolu-
tion), respectively, at (t, y). Furthermore, the operator L δπ,u[V,ϕ](t, y) can
be replaced by Lπ,u[ϕ](t, y) defined by (5.2).
Proof. We shall prove only the supersolution case. The proof of the
subsolution case is similar, but easier. We leave it to the interested reader.
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Let us first assume that V is a supersolution of (5.1) in the sense of
Definition 5.1. Fix any (t, y) ∈ [0, T )×Rm, and assume that ϕ ∈C1,2([0, T ]×
R
m) is such that V − ϕ attains its global minimum at (t, y) [i.e., V (s, z)−
ϕ(s, z)≥ V (t, y)−ϕ(t, y) for all (s, z) ∈ [0, T ]×Rm]. Then, for all (π,u) ∈U ,
and i= 1, . . . ,m, it holds that
V (t, y+ uiσi(y,π,u))− V (t, y)≥ ϕ(t, y+ uiσi(y,π,u))−ϕ(t, y).
Plugging this into (5.5), we obtain
L
δ
π,u[V,ϕ](t, y)≥Lπ,u[ϕ](t, y), (π,u) ∈U.
Moreover, since V is a supersolution in the sense of Definition 5.1, we have
−
∂
∂t
ϕ(t, y)− inf
(π,u)∈U
Lπ,u[ϕ](t, y)
(5.7)
≥−
∂
∂t
ϕ(t, y)− inf
(π,u)∈U
L
δ
π,u[V,ϕ](t, y)≥ 0,
for all δ > 0. Namely, (5.4) holds when Lδπ,u[V,ϕ] is replaced by Lπ,u[ϕ].
We now prove the converse. Let (t, y) ∈ [0, T ) × Rm be fixed, and let
ϕ ∈ C1,2([0, T ] × Rm) be such that V (s, z) − ϕ(s, z) ≥ V (t, y) − ϕ(t, y) for
all (s, z) in some δ0-neighborhood of (t, y) in [0, T ]×R
m. We define a new
function
ψ(s, z)
△
= ϕ(s, z)− (ϕ(t, y)− V (t, y))− ρ|(s, z)− (t, y)|4,
(s, z) ∈ [0, T ]×Rm,
for some ρ > 0 sufficiently small. By changing this function outside the δ0/2-
neighborhood of (t, y) if necessary, we can assume without loss of generality
that ψ(t, y) = V (t, y), and
V (s, z)≥ ψ(s, z) + ρ|(s, z)− (t, y)|4 ∀(s, z) ∈ [0, T ]×Rm.
Noting that ( ∂∂t ,∇y,D
2
yy)ψ(t, y) = (
∂
∂t ,∇y,D
2
yy)ϕ(t, y), we have
|L δπ,u[V,ψ](t, y)−L
δ
π,u[V,ϕ](t, y)|
≤
d∑
i=1
1{0<|ui|≤δ}
1
(ui)2
|(ψ(t, y + uiσi)−ψ(t, y))
(5.8)
− (ϕ(t, y + uiσi)−ϕ(t, y))|
≤C4σ(1 + |y|)
4dδ2ρ,
whenever δ ≤ δ02Cσ(1+|y|) , where Cσ > 0 is such that |σ|= |σ(y,π,u)| ≤Cσ(1+
|y|), (π,u) ∈U .
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Next, let χ ∈C∞([0, T ]×Rm) be a nonnegative function with supp(χ)⊂
{(s, z) ∈ [0, T ]× Rm : |(s, z)− (T/2,0)| < 1}. Since V is continuous, for any
ℓ ≥ 1, we can find νℓ ∈ (0,
1
4ℓ) such that, for all (s, z), (s
′, z′) ∈ [0, T ] × Rm
with
|(s, z)− (t, y)| ∨ |(s′, z′)− (t, y)| ≤ ℓ+1, |(s, z)− (s′, z′)| ≤ νℓ,
it holds that
|(V −ψ)(s, z)− (V −ψ)(s′, z′)| ≤ ρ
1
(2ℓ)4
.
We now set χℓ(s, z) =
1
νm+1
ℓ
χ( 1νℓ (s, z)), (s, z) ∈ [0, T ]×R
m, and define
ψℓ(s, z) = ψ(s, z) +
∫
[0,T ]×Rm
(
V (s′, z′)−ψ(s′, z′)− ρ
1
(2ℓ)4
)
× 1{|(s′,z′)−(t,y)|∈[ 1
2ℓ
,ℓ+1]}(5.9)
× χℓ((s, z)− (s
′, z′))ds′ dz′.
It can be easily verified that the sequence {ψℓ}ℓ≥1 ⊂C
∞([0, T ]×Rm) enjoys
the following properties:
(i) ψℓ(s, z) = ψ(s, z), for all (s, z) ∈ [0, T ] × R
m with |(s, z) − (t, y)| /∈
( 14ℓ , ℓ+ 2);
(ii) V (s, z)>ψℓ(s, z)≥ ψ(s, z), for all (s, z) ∈ [0, T ]×R
m with 1ℓ < |(s, z)−
(t, y)|< ℓ;
(iii) ψℓ(s, z) ≥ V (s, z) − ρℓ
−4, for all (s, z) ∈ [0, T ] × Rm with |(s, z) −
(t, y)| ∈ [1ℓ , ℓ].
We observe that these properties imply, in particular, the uniform con-
vergence of ψℓ to V on all compacts in [0, T ]× R
m. Moreover, due to our
assumption, the fact that V −ψℓ achieves a global minimum at (t, y) implies
that, for all ℓ≥ 1,
−
∂
∂t
ψℓ(t, y)− inf
(π,u)∈U
Lπ,uψℓ(t, y)≥ 0.
Hence, we can find for every ℓ≥ 1 a control state (πℓ, uℓ) ∈U such that
−
∂
∂t
ψℓ(t, y)−Lπℓ,uℓψℓ(t, y)≥−1/ℓ.(5.10)
By extracting a subsequence if necessary, we can assume without loss of gen-
erality that the sequence {(πℓ, uℓ)}ℓ≥1 converges to some (π,u) ∈ U (recall
that U is compact). Now,
Lπℓ,uℓ [ψℓ](t, y) =∇yψℓ(t, y)b(y,πℓ, uℓ) +
d∑
i=1
Θiℓ,(5.11)
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where
Θiℓ
△
= 1{ui
ℓ
=0}
1
2(D
2
yyψ(t, y)σ
i(y,πℓ, uℓ), σ
i(y,πℓ, uℓ))
+ 1{0<|ui
ℓ
|≤δ}(ψℓ(t, y+ u
i
ℓσ
i(y,πℓ, uℓ))−ψ(t, y)
− uiℓ∇yψ(t, y)σ
i(y,πℓ, uℓ))/(u
i
ℓ)
2(5.12)
+ 1{|ui
ℓ
|>δ}(ψℓ(t, y+ u
i
ℓσ
i(y,πℓ, uℓ))−ψ(t, y)
− uiℓ∇yψ(t, y)σ
i(y,πℓ, uℓ))/(u
i
ℓ)
2.
Now, since ψℓ converges to V uniformly on compacts, it follows that
lim
ℓ→∞
Θiℓ =

V (t, y+ uiσi(y,π,u))− V (t, y)− ui∇yψ(t, y)σ
i(y,π,u)
(ui)2
,
|ui|> 0;
1
2
(D2yyψ(t, y)σ
i(y,π,u), σi(y,π,u)),
if there is an infinite subsequence of uil with u
i
l = 0.
Note that the term in (5.12) that involves 1{0<|ui|≤δ} does not necessarily
have a limit, but since ψℓ ≥ ψ, we can at least conclude that, for all 1≤ i≤ d,
lim inf
ℓ→+∞
Θiℓ ≥ 1{ui=0}
1
2(D
2
yyψ(t, y)σ
i(y,π,u), σi(y,π,u))
+ 1{0<|ui|≤δ}(ψ(t, y+ u
iσi(y,π,u))− ψ(t, y)
− ui∇yψ(t, y)σ
i(y,π,u))/(ui)2(5.13)
+ 1{|ui|>δ}(V (t, y + u
iσi(y,π,u))− V (t, y)
− ui∇yψ(t, y)σ
i(y,π,u))/(ui)2.
Thus, in light of (5.11) we obtain that lim infℓ→+∞Lπℓ,uℓψℓ(t, y) ≥
L δπ,u[V,ψ](t, y). Combining with (5.10) and (5.8), we have
0≤−
∂
∂t
ψ(t, y)−L δπ,u[V,ψ](t, y)
≤−
∂
∂t
ϕ(t, y)−L δπ,u[V,ϕ](t, y) +C
4
σ(1 + |y|)
4 dρδ2,
whenever δ ≤ δ02Cσ(1+|y|) . Therefore, first letting ρ→ 0 and then taking the
infimum over all control states (π,u) ∈ U , we see that V is a viscosity su-
persolution. 
Our main result of this section is the following:
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Theorem 5.2. The value function V (t, y) defined by (3.4) is a viscosity
solution of (5.1).
Proof. We first show that V (·, ·) is a subsolution. Let (t, y) ∈ [0, T )×
R
m be fixed. Given an arbitrary deterministic constant control (π,u) ∈ U , we
consider a= (π,u,X) ∈ U(t) and denote by Y t,y the corresponding solution
to SDE (3.2), as usual. From Proposition 4.1 we see that, for all h > 0 with
t+ h≤ T , it holds that
V (t, y)≤Eµ{V (t+ h,Y t,yt+h)}.(5.14)
Now let ϕ ∈C1,2([0, T ]×Rm) be such tat V −ϕ achieves a global maximum
at (t, y). Then, by Itoˆ’s formula, one has
0≤ Eµ{V (t+ h,Y t,yt+h)− V (t, y)} ≤E
µ{ϕ(t+ h,Y t,yt+h)− ϕ(t, y)}
= Eµ
{∫ t+h
t
(∂sϕ(s,Y
t,y
s ) +Lπ,u[ϕ](s,Y
t,y
s ))ds
}
=
∫ t+h
t
Eµ{∂sϕ(s,Y
t,y
s ) +Lπ,u[ϕ](s,Y
t,y
s )}ds.
Since the process Y t,y has right-continuous trajectories, we see that the
mapping s 7→Eµ{∂sϕ(s,Y
t,y
s )+Lπ,u[ϕ](s,Y
t,y
s )} is right-continuous. Hence,
dividing both sides of the above inequality by h and taking the limit as h
tends to zero, we obtain that
−
∂
∂t
ϕ(t, y)−Lπ,uϕ(t, y)≤ 0 ∀(π,u) ∈ U.
It then follows from Lemma 5.1 that V is a viscosity subsolution.
We now prove that V (·, ·) is a supersolution. Again, let (t, y) ∈ [0, T )×Rm
and ϕ ∈C1,2([0, T )×Rm) be such that V − ϕ attains a global minimum at
(t, y). Since the value of Lπ,uϕ(t, y) depends only on the values of ϕ in a
C(1 + |y|)-neighborhood of (t, y), which does not depend on (π,u) ∈ U , we
can change the values of ϕ outside of this neighborhood without changing
infπ,uLπ,uϕ(t, y). Further, since V is bounded, we can also assume without
loss of generality that the functions ϕ, as well as all its derivatives are
bounded and such that, for some constant C, |ψ(s, z)| ≤C(1+ |z|)−2, (s, z) ∈
[0, T ]×Rm, with ψ = ∂sϕ,∇yϕ,D
2
yyϕ, respectively. In particular, we see that,
for some C > 0,
|Lπ,u[ϕ](s, z)| ≤C, (s, z) ∈ [0, T ]×R
m, (π,u) ∈ U.
On the other hand, from the continuity of the mapping (s, z, π, u)→ ∂∂sϕ(s, z)+
Lπ,u[ϕ](s, z), it follows that for an arbitrarily given ε > 0 there is some δ > 0
such that
|(∂sϕ(s, z) +Lπ,u[ϕ](s, z))− (∂sϕ(t, y) +Lπ,u[ϕ](t, y))| ≤ ε,(5.15)
STOCHASTIC CONTROL FOR NORMAL MARTINGALES 25
for all (s, z) ∈ [0, T ]×Rm with |(s, z)− (t, y)| ≤ 2δ, and for all (π,u) ∈U .
Let h ∈ (0, δ). By the Bellman principle (Proposition 4.1), for any ε > 0, we
can find a control aε = (πε, uε,Xε) ∈ U(t) such that the associated dynamics
Y ε,t,y satisfy that
V (t, y) + hε≥E[V (t+ h,Y ε,t,yt+h )].(5.16)
For notational simplicity, in what follows we shall drop the superscript “ε”
from each element of the control aε, when the context is clear. Thus, follow-
ing the same argument as in the subsolution case, one can show that
εh≥E
{∫ t+h
t
(∂sϕ(s,Y
t,y
s ) +Lπs,us [ϕ](s,Y
t,y
s ))ds
}
.(5.17)
Moreover, if we denote Aε,δ,h
△
= {sups∈[t,t+h] |Y
t,y
s − y| ≥ δ} for the given
constants ε, δ, h > 0, then we can find some constant C > 0 such that
P{Aε,δ,h}=
8
δ2
E
{
d∑
i=1
∫ t+h
t
|σi(Y t,ys , πs, us)|
2 d[Xi]s
}
+
2h
δ2
E
{∫ t+h
t
|b(Y t,ys , πs, us)|
2 ds
}
=
8
δ2
E
{
d∑
i=1
∫ t+h
t
|σi(Y t,ys , πs, us)|
2 ds
}
(5.18)
+
2h
δ2
E
{∫ t+h
t
|b(Y t,ys , πs, us)|
2 ds
}
≤ C(1 + |y|2)
1
δ2
h.
This, together with (5.15) and (5.17), yields, for 0<h< δ,
εh≥ Eµ
{∫ t+h
t
(∂sϕ+Lπs,us [ϕ])(s,Y
t,y
s )ds1Acε,δ,h
}
−ChP{Aε,δ,h}
≥ h
(
∂sϕ(t, y) + inf
(π,u)∈U
Lπ,u[ϕ](t, y)
)
− hε−C(1 + |y|2)
1
δ2
h2.
In other words, it holds that
∂
∂t
ϕ(t, y) + inf
(π,u)∈U
Lπ,uϕ(t, y)≤ 2ε+C(1 + |y|
2)
1
δ2
h.(5.19)
Finally, first letting h→ 0 and then ε→ 0 in (5.19), we derive the desired
inequality, hence, the result follows. 
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6. The uniqueness of the viscosity solution. In this section we discuss the
uniqueness issue regarding the Hamilton–Jacobi–Bellman equation (5.1). For
notational simplicity, we assume that d= 1. We should note that, given the
special form of the HJB equation, its Hamiltonian, defined by
H(t, y, v, p,S)
△
= inf
(π,u)
Lπ,u[ϕ](t, y)
= inf
(π,u)
(
pb(y,π,u)
(6.1)
+
d∑
i=1
{1{ui=0}
1
2 (Sσ
i(y,π,u), σi(y,π,u))
+ 1{ui 6=0}(ϕ(t, y+ u
iσi(y,π,u))− ϕ(t, y)
− uipσi(y,π,u))/(ui)2}
)
,
is not continuous in the variables (p,S). This in fact causes some funda-
mental difficulties in the uniqueness proof. We shall nevertheless prove a
uniqueness result under the following extra assumption on the control set
U .
(H3) There exists a compact set U1 ⊆R such that:
(i) 0 /∈U1;
(ii) U = U1 or U = {0} ∪U1.
Remark 6.1. The assumption (H3) amounts to saying that there exist
positive constants 0< δ0 ≤C, such that every admissible control u satisfies
ut 6= 0 =⇒ 0< δ0 ≤ |ut| ≤C ∀t ∈ [0, T ], P -a.s.
Such a restriction is not unusual. For example, in the insurance applications
the lower bound c could be thought of as the “deductible,” while the upper
bound C the “benefit limit,” of an insurance policy.
Our main result of this section is the following theorem.
Theorem 6.2. Assume (H1)–(H3). Then the value function V : [0, T ]×
R
m→R defined by (3.4) is the unique viscosity solution of (5.1) among all
bounded, continuous functions.
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Proof. We begin with a slight reduction. Let γ > 0 be any given con-
stant, and for any function V (t, x), define Vˆ (t, x)
△
= eγ(T−t)V (T − t, x). Then,
it is easy to check that V is a viscosity solution of (5.1) if and only if Vˆ is
a viscosity solution of the following equation:
∂
∂t
Vˆ (t, x) + γVˆ (t, x)− inf
(π,u)∈U
Lπ,uVˆ (t, x) = 0,
(t, x) ∈ [0, T ]×Rm,
Vˆ (0, x) = eγT g(x), x ∈Rm.
(6.2)
We now consider two functions V,W ∈ Cb([0, T ] × R), with V being the
subsolution of (6.2) and W the supersolution of (6.2). As usual, we shall
prove the uniqueness of the solution of (6.2) [hence, of (5.1)] by showing
that V ≤W . To this end, let us suppose that
θ
△
= sup
(t,x)∈[0,T ]×R
(V (t, x)−W (t, x))> 0,(6.3)
and look for a contradiction.
For any ε,α > 0, we consider the auxiliary function
Ψε,α(t, x, s, y) = V (t, x)−W (s, y)−
α
2
(|x|2 + |y|2)
−
α
2
(
1
T − t
+
1
T − s
)
−
1
2ε
|x− y|2 −
1
2ε
|s− t|2.
Since Ψ tends to −∞ as t, s→ T or x, y→∞, one concludes that for any ε
and α there exists (tˆ, xˆ, sˆ, yˆ) = (tˆε,α, xˆε,α, sˆε,α, yˆε,α) ∈ ([0, T )×R)
2, such that
Ψε,α(tˆ, xˆ, sˆ, yˆ) = max
([0,T ]×R)2
Ψε,α(t, x, s, y)
△
=Mε,α.(6.4)
Further, by (6.3) and the definition of the supremum, we see that, for all
η > 0, there exists a pair (tη , xη), 0< tη <T,xη ∈R, such that
V (tη, xη)−W (tη, xη)≥ θ− η/2.(6.5)
Combining (6.4) and (6.5), we can find αη such that, for all α ∈ (0, αη), it
holds that
Mε,α ≥ V (tη, xη)−W (tη, xη)−α|xη |
2 − α
1
T − tη
(6.6)
≥ (θ− η/2)−α
(
|xη|
2 +
1
T − tη
)
≥ θ− η.
In other words, if α< αη , then one must have
V (tˆ, xˆ)−W (sˆ, yˆ)−
|xˆ− yˆ|2 + |sˆ− tˆ|2
2ε
(6.7)
−
α
2
(|xˆ|2 + |yˆ|2)−
α
2
(
1
T − tˆ
−
1
T − sˆ
)
≥ θ− η.
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Now, for fixed α > 0, letting ε→ 0, we see that
|xˆ− yˆ|2 + |sˆ− tˆ|2→ 0, |xˆ|2 + |yˆ|2 ≤Cα.(6.8)
Therefore, possibly along a subsequence, still denoted by (tˆ, xˆ, sˆ, yˆ), the fam-
ily (tˆ, xˆ, sˆ, yˆ) converges to (tα, xα, tα, xα) for some (tα, xα) ∈ [0, T ]×R. Con-
sequently, we have
V (tˆ, xˆ)−W (sˆ, yˆ)→ V (tα, xα)−W (tα, xα)≥ θ.
Here, the last inequality is due to the definition of θ [cf. (6.3)] and that
lim sup
ε→0
(
1
2ε
(|xˆ− yˆ|2 + |sˆ− tˆ|2) +
α
2
(|xˆ|2 + |yˆ|2)
)
≤ η.(6.9)
We can now apply Ishii’s lemma [7] to obtain that, for all ρ > 0, there
exists (X,Y ) ∈R2m such that
(
tˆ− sˆ
ε
+
α
2
1
(T − tˆ)2
,
xˆ− yˆ
ε
+αxˆ,X
)
∈ P
1,2,+
V (tˆ, xˆ),(
tˆ− sˆ
ε
−
α
2
1
(T − sˆ)2
,
xˆ− yˆ
ε
−αyˆ, Y
)
∈ P
1,2,−
W (sˆ, yˆ),
(6.10)
and(
X 0
0 −Y
)
≤A+ ρA2 with A=
1
ε
(
Im −Im
−Im Im
)
+α
(
Im 0
0 Im
)
,
where P
1,2,+
V (tˆ, xˆ) [resp. P
1,2,−
W (tˆ, xˆ)] denotes the “parabolic superjet”
(resp. “subjets”), as defined in [7]. Choosing ρ=min(ε, 1α)≤
2
ε yields
A+ ρA2 ≤
3
ε
(
Im −Im
−Im Im
)
+2
(
α+
1
ε
)(
Im 0
0 Im
)
.(6.11)
Now, using the definition of a viscosity subsolution (for V ) of (5.1) via the
superjet (resp. supersolution for W via the subjets), we obtain that, for
all (t, s, x, y) ∈ [0, T ]2 × R2m and (a, p,S) ∈ P1,2,+V (t, x) [resp. (b, q,S′) ∈
P1,2,−W (t, x)],
a+ γV (t, x)
− inf
(π,u)∈U
(
pb(x,π,u)
+
V (t, x+ uσ(x,π,u))− V (t, x)− upσ(x,π,u)
u2
1{u 6=0}
+ 1{u=0}〈Sσ(x,π,u), σ(x,π,u)〉
)
≤ 0
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and
b+ γW (s, y)
− inf
(π,u)∈U
(
qb(y,π,u)
+ 1{u 6=0}
W (s, y+ uσ(y,π,u))−W (s, y)− uqσ(y,π,u)
u2
+ 1{u=0}〈S
′σ(y,π,u), σ(y,π,u)〉
)
≥ 0.
Indeed, for all (a, p,S) ∈ P1,2,+V (t, x), there is some ϕ ∈ C1,2([0, T ]× Rm)
such that V −ϕ≤ V (t, x)−ϕ(t, x) and (a, p,S) = ( ∂∂tϕ(t, x),∇ϕ(t, x),D
2ϕ(t, x))
(see [12]). Then the above relation follows from Definition 5.1 with δ less
or equal to δ0 from Remark 6.1. A symmetrical argument gives the above
relation for (b, q,S′) ∈ P1,2,−W (t, x).
Combining the above, we get
0≥ a− b+ γ(V (t, x)−W (s, y))
+ inf
(π,u)∈U
{qb(y,π,u)− pb(x,π,u)(6.12)
+ 1{u 6=0}u
−2(W (s, y+ uσ(y,π,u))−W (s, y)(6.13)
− V (t, x+ uσ(x,π,u)) + V (t, x)
+ u(pσ(x,π,u)− qσ(y,π,u)))
+ 1{u=0}(〈S
′σ(y,π,u), σ(y,π,u)〉
− 〈Sσ(x,π,u), σ(x,π,u)〉)}.
Now, in light of (6.10), we can find two sequences:
µn
△
= (tn, xn, an, pn, Sn)
→
(
tˆ, xˆ,
tˆ− sˆ
ε
+
α
2
1
(T − tˆ)2
,
xˆ− yˆ
ε
+ αxˆ,X
)
,
νn
△
= (sn, yn, bn, qn, S
′
n)
→
(
sˆ, yˆ,
tˆ− sˆ
ε
−
α
2
1
(T − sˆ)2
,
xˆ− yˆ
ε
−αyˆ, Y
)
,
as n→∞. Here, for all n ∈N, µn = (an, pn, Sn) ∈P
1,2,+V (tn, xn) [resp. νn =
(bn, qn, Tn) ∈ P
1,2,−W (sn, yn)]. We now apply (6.12) to each pair (µn, νn)
and then try to take the limit. Note that the special form of U , thanks to
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(H3), guarantees that at least along a subsequence, again denoted by itself,
it holds that
0≥
α
2
(
1
(T − tˆ)2
+
1
(T − sˆ)2
)
+ γ(V (tˆ, xˆ)−W (sˆ, yˆ))
+ inf
(π,u)∈U
{
xˆ− yˆ
ε
(b(xˆ, π, u)− b(yˆ, π, u))(6.14)
+α(xˆb(xˆ, π, u) + yˆb(yˆ, π, u))
+ 1{u 6=0}u
−2
(
W (sˆ, yˆ + uσ(yˆ, π, u))−W (sˆ, yˆ)
− V (tˆ, xˆ+ uσ(xˆ, π, u)) + V (tˆ, xˆ)(6.15)
+ u
(
xˆ− yˆ
ε
(σ(xˆ, π, u)− σ(yˆ, π, u))
+α(xˆσ(xˆ, π, u) + yˆσ(yˆ, π, u))
))
+ 1{u=0}(〈Y σ(yˆ, π, u), σ(yˆ, π, u)〉
− 〈Xσ(xˆ, π, u), σ(xˆ, π, u)〉)
}
.
Now, applying (6.11), we have
〈Y σ(yˆ, π, u), σ(yˆ, π, u)〉 − 〈Xσ(xˆ, π, u), σ(xˆ, π, u)〉
= σT (yˆ, π, u)Y σ(yˆ, π, u)− σT (xˆ, π, u)Xσ(xˆ, π, u)
(6.16)
≥−
3
ε
|σ(xˆ, π, u)− σ(yˆ, π, u)|2
− 2
(
α+
1
ε
)
(|σ(xˆ, π, u)|2 + |σ(yˆ, π, u)|2).
Recalling the definition of (tˆ, xˆ, sˆ, yˆ), we have
Ψε,α(tˆ, xˆ, sˆ, yˆ)≥Ψε,α(tˆ, xˆ+ uσ(xˆ, π, u), sˆ, yˆ + uσ(yˆ, π, u)).
Using relations (6.14) and (6.16), we get, after some simple straightforward
calculations,
0≥ γ(V (tˆ, xˆ)−W (sˆ, yˆ))−Cα(1 + |xˆ|+ |yˆ|)−C
1
ǫ
|xˆ− yˆ|2,
where C is a constant depending only on the bound and Lipschitz constants
of b and σ. Sending ε→ 0 and then α→ 0 in the above (taking the “limsup”
if necessary), and noting (6.9), we obtain that
η ≥ γθ.
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Since η can be arbitrarily small, we see that this is a contradiction. The
proof is now complete. 
APPENDIX: COUNTEREXAMPLE
We now construct an example to show that in general equation (2.7) may
not have a unique solution. Let us consider the case d= 1 and assume that
the Le´vy measure is of the form ν(dx)
△
= 1x21{x>0}.
Suppose that on some probability space we are given a Brownian motion B
and a Poisson random measure µ whose Le´vy measure is ν. We assume that
B and µ are independent, define the stopping time S = inf{t ≥ 0,Bt = 1}
and set us
△
= 1[S,+∞)(s). We shall construct two pairs of coefficients (αt, βt)
and (α′t, β
′
t), such that the corresponding normal martingales X and X
′
associated by (2.6) satisfy both (2.7) but are not identical in law.
To this end, let us set αt = 1[0,S](t), α
′
t = −1[0,S](t) and βt(x) = β
′
t(x) =
1At(x), where
At =
{
∅, on [0, S],
[1,∞), on [S,+∞).
Clearly, the process Nt
△
=
∫ t
0
∫ +∞
1 µ(dsde) = µ([0, t]× [1,∞)), t≥ 0, is a stan-
dard Poisson process independent of B. Now, define N˜t
△
= Nt − t, t ≥ 0.
Applying Proposition 2.1, we see that both processes
Xt =BS∧t + N˜t − N˜S∧t,
X ′t =−BS∧t + N˜t − N˜S∧t, t≥ 0,
satisfy the structure equation for the above defined process u. We now argue
that X and X ′ are not equal in law. Indeed, we write the stopping time S
as S = inf{t≥ 0,Xt = 1} and set S
′ = inf{t≥ 0,X ′t = 1}. Then, it is readily
seen that X
D
=X ′ if and only if (X,S)
D
= (X ′, S′).
Now consider the stopped processes XSt
△
= XS∧t and (X
′)S
′
t
△
= (X ′)S′∧t,
t ≥ 0. If X
D
=X ′, then XS
D
= (X ′)S
′
as well. But clearly XS is continuous,
while (X ′)S
′
has jumps on the set {S < S′}, which obviously has a strictly
positive probability, a contradiction.
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