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We investigate the influence of a Markovian environment on the dynamics of interacting spinful
fermionic atoms in a lattice. In order to explore the physical phenomena occurring at short times,
we develop a method based on a slave-spin representation of fermions which is amenable to the
investigation of the dynamics of dissipative systems. We apply this approach to two different
dissipative couplings which can occur in current experiments: a coupling via the local density and
a coupling via the local double occupancy. We complement our study based on this novel method
with results obtained using the adiabatic elimination technique and with an exact study of a two-
site model. We uncover that the decoherence is slowed down by increasing either the interaction
strength or the dissipative coupling (the Zeno effect). We also find, for the coupling to the local
double occupancy, that the final steady state can sustain single-particle coherence.
PACS numbers: 03.65.Yz, 03.75.Ss,05.30.Fk
I. INTRODUCTION
The behavior of physical systems is typically influenced
by the surrounding environment. However, identifying
the correct environmental mechanisms and their corre-
sponding effects is quite often a difficult task. For exam-
ple, the relevant environment can be as simple as exter-
nal noises, like magnetic field fluctuations, but can also
be system specific couplings such as electrons coupled to
phononic modes in solids or cold atomic gases subjected
to fluorescence scattering in near resonant optical lat-
tices [1]. In fact, a large corpus of theoretical frameworks
has been developed to describe the interactions between
a system and its environment in various limits. This
vast inventory ranges from the description of electron-
phonon couplings using baths of harmonic oscillators, to
the Markovian description of memory-less environments,
a prevalent approach in the field of quantum optics. In re-
cent years, the renewed interest for the physics of environ-
mentally coupled systems has been fueled by the realiza-
tion that environments can perturb non-trivially the cen-
tral system by inducing, for example, superconductivity
in solid state systems [2] or Zeno- and anti-Zeno effects in
quantum optical systems [3]. Furthermore, state prepa-
ration by environmental coupling, which optical pumping
is one of the most common implementations, has recently
been generalized and promises to be a great avenue to re-
alize intriguing states of matter [4–10]. The interest for
these systems is compounded by the prediction of sur-
prising effects such as the impeding of decoherence by
dissipative coupling in bosonic gases under dephasing or
atom losses [9, 11–15], the enhancement or appearance of
distinct transport properties under the influence of glob-
ally acting dissipation (see e.g. [16, 17] and references
therein), the presence of scaling regimes in the dissipative
quantum dynamics [12, 15, 18–20], and the occurrence of
glass-like dynamics in dissipatively coupled many-body
systems [18, 21, 22]. Despite these impressive advances,
the interplay between the environmental coupling and
the interacting many-body dynamics, and by extension
the induced effects, are still not fully understood.
The development of a better comprehension for these
systems, in particular for fermionic ones, has historically
been hindered by a lack of proper theoretical methods
to explore their rich physical structure. We develop here
a novel method, based on a slave-spin representation of
fermions [23], to uncover the physics of many-body sys-
tems coupled to Markovian environments. This newly de-
veloped approach proves to be extremely useful to investi-
gate the short-time dynamics of a broad class of strongly
interacting fermionic systems. We show its applicability
to two different kinds of dissipative processes: environ-
mental effects described by couplings to either the system
density or double-occupancy. The coupling to the den-
sity of fermions is one of possible dissipative effects that
can occur in ultracold fermionic gases in red-detuned op-
tical lattices [11, 24] by fluorescence scattering. In order
to engineer the coupling to the double occupancy, an in-
teraction energy shift can be added [10], such that only
doubly occupied sites are sensitive to a certain driven
transition. Thus, our findings have wide implications for
the stability of complex quantum states in realizable ex-
periments. We also supplement the developed approach
with comparisons to exact diagonalization and adiabatic
elimination methods [25–27] applied to the same dissipa-
tive many-body systems.
The rest of the article is structured as follows: in sec-
tion II, we present the model and the considered dis-
sipative couplings with their corresponding asymptotic
long-time steady states. In section III, we introduce the
different theoretical approaches. We describe in III A the
exact diagonalization approach, in III B the newly devel-
oped slave-particle approach, and in III C the adiabatic
elimination method. In section IV, we present our re-
sults for the coupling to the two different environments:
in IV A, the coupling to a local dephasing noise is inves-
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2tigated, whereas in IV B we consider the local coupling
to doubly occupied sites. The various arising effects, the
Zeno effect, the slowing down of decoherence and its os-
cillating behavior in the presence of strong interaction,
are discussed within this section. Finally, we conclude in
section V.
II. DESCRIPTION OF THE SYSTEM AND ITS
STEADY STATE
A. Model
We investigate the Hamiltonian evolution of interact-
ing fermions in a lattice potential described by the d-
dimensional Hubbard model
H = −J
∑
r,r′(r),σ
(
c†r,σcr′,σ + h.c.
)
(1)
+
U
2
∑
r
(nr,↑ + nr,↓ − 1)2
where c†r,σ is the creation operator for a fermion with spin
σ = {↑ , ↓} and site index r, nr,σ = c†r,σcr,σ is the den-
sity operator. Here r′(r) denotes all nearest-neighbors
of site r. The first term in Eq. (1) corresponds to the
kinetic energy of the fermions and J > 0 is the hopping
coefficient. The second term characterizes the repulsive
interaction with strength U > 0. This model is often
used to describe fermionic atoms confined to optical lat-
tice potentials [28, 29] or electrons in solids [30].
In addition to the unitary dynamics, we consider the
presence of different couplings to the environment caus-
ing a dissipative evolution. For Markovian processes,
the evolution of the density matrix, ρ, describing the
fermions follows a master equation
d
dt
ρ(t) = − i
~
[
H, ρ(t)
]
+D (ρ (t)) . (2)
The first term on the right hand side of Eq.(2) corre-
sponds to the unitary evolution induced by the Hamilto-
nian. The second term models the dissipative coupling.
The effects of the considered environments are described
by dissipators within the Lindblad formalism, i.e.
D(ρ) = γ
∑
r,σ
(
jr,σρ j
†
r,σ −
1
2
j†r,σjr,σρ−
1
2
ρ j†r,σjr,σ
)
(3)
where jr,σ denotes the quantum jump operators.
We consider here two types of dissipative environment.
These environments, chosen for the interesting dynamical
effects they induce, are described within the Lindblad
formalism using the following quantum jump operators:
(i) the local density
jr,σ = nr,σ; (4)
(ii) the local double occupancy density
jr,σ =
1√
2
nr,↑nr,↓. (5)
In the analysis that follows, we typically consider the
situation where the system is initially prepared in the
ground state of the Fermi-Hubbard model, and then the
coupling to the environment is switched on. Our study
focuses on the time evolution of the system which, as we
will present in details, strongly depends on the interplay
of the unitary and dissipative dynamics.
B. Structure of the decoherence free subspaces and
steady states
The two different dissipative couplings exemplify well
two distinct situations:
(i) the local density coupling has a unique steady state
towards which any initial state evolves;
(ii) the local double occupancy coupling has an entire
subspace of steady states and the asymptotic long
time state depends on the initial condition.
For case (i) the decoherence free subspace of the dissi-
pator, defined by D(ρ) = 0, is given by all density matri-
ces which are diagonal within the Fock basis. For these
density matrices the first term in the dissipator Eq. (3)
is exactly canceled by the last two terms. This implies
that without the Hamiltonian evolution, i.e. H = 0, the
entire set of diagonal density matrices are steady states
(ρ˙ = 0). While the interaction part of the Hamiltonian
leaves these states untouched, the competing kinetic term
lifts this degeneracy. As a consequence, only the infinite
temperature state, i.e. the state proportional to unity in
the Fock basis, is invariant under the combined action of
the dissipator and of the Hamiltonian. As we will later
use the representation of this steady state as a reduced
single site density matrix ρ˜ (where one traces out all sites
except one), we provide here its definition in the single
site Fock basis
ρ˜(t) =
∑
m=0,↑,↓,↑↓
ρ˜m(t)|m〉〈m| (6)
ρ˜0(t =∞) = (1− n¯↑)(1− n¯↓) (7)
ρ˜↑(t =∞) = n¯↑(1− n¯↓) (8)
ρ˜↓(t =∞) = (1− n¯↑)n¯↓ (9)
ρ˜↑↓(t =∞) = n¯↑n¯↓. (10)
where n¯σ denotes the average density for the fermions
with spin σ. It is important to note that we are consid-
ering here an infinite homogeneous system in any dimen-
sion.
For case (ii), where the environment effectively couples
to the local double occupancy, the situation is very differ-
ent. Here the decoherence free subspace is much larger.
3It contains the diagonal matrices in Fock space, but ad-
ditionally, states which have no double occupancies, but
still coherence. Since the interaction does not affect this
subclass of states, all states belonging to this subspace
and that are additionally eigenstates of the kinetic term
of the Hamiltonian are steady states. The infinite tem-
perature state is one of these steady states. However, the
actual steady state reached depends on the overlap of the
initial wavefunction with the possible steady states and
can thus vary. We will discuss this situation in more de-
tail below using the example of two fermions on two sites
where almost analytical solutions are found. The occur-
rence of this entire subspace of steady states induces a
very interesting long time dynamics. However, in this
work we put the emphasis on the short time dynamics
which is more relevant to current experiments, and we
postpone further discussions on the long time dynamics
to future works.
III. METHODS
A. Eigenvalues and eigenstates for the master
equation
The evolution equation (2) is a linear with respect to
the density matrix. It can thus be rewritten in the matrix
form
∂tρ = Mρ. (11)
Here ρ is reordered as a vector and the elements of the
matrix M are chosen to be identified with the right-hand
side of the master equation. Using this matrix form is
advantageous as the time evolution of an initial density
vector ρ(t = 0) is then related to the (complex) eigen-
values λi and right eigenvectors vi of the non-Hermitian
matrix M , i.e.
ρ(t) =
∑
i
cie
tλivi. (12)
The weights ci are chosen such that the initial state can
be represented as ρ(t = 0) =
∑
i civi. One directly sees
from this expression, that the real and imaginary parts of
the eigenvalues lead to very different dynamics with time
t. Whereas the imaginary part leads to an oscillatory
behavior, a real negative contribution of the eigenvalues
leads to an exponential decay. Due to these exponential
decays, only the states having null real parts will survive
at long times and can potentially be steady states.
1. Application to a system of two fermions on two sites
In this subsection, we consider the simplified problem
of two fermions, one with spin up and one with spin down,
on two sites. This problem is, to a certain extent, treat-
able analytically and can already provide a lot of insight
into the interplay of the hopping, interaction and dissi-
pative terms. We will see in the discussion of the results
in Sec. IV that the main dynamical effects occurring on
two sites are recovered in the extended system. For this
system of two sites, we choose the Fock basis (| ↑↓, 0〉,
|0, ↑↓〉, |↑, ↓〉|↓, ↑〉). Within this basis the Hamiltonian is
represented as
H =
 U 0 −J J0 U −J J−J −J 0 0
J J 0 0
 (13)
and its ground state is given by
|GS〉 = 1
A1

−4J
−4J
−U −√16J2 + U2
U +
√
16J2 + U2
 (14)
with A1 =
1√
2(U+
√
16J2+U2)
2
+32J2
. The master equation
can be understood as 16 coupled differential equations
and the density matrix as a vector with 16 entries. Even
though this system is still quite complex, a lot of infor-
mation can be extracted by diagonalizing the matrix M .
This can typically not be fully performed analytically,
but approximate analytical expressions are obtained for
the dominating eigenvalues. In the following sections, we
analyze the effect of the two aforementioned quantum
jump operators.
2. Solutions for case (i): dissipative coupling to the local
density
In the case of two fermions on two sites where the
effective dissipative coupling is to the local density, the
dissipator is described by
Dn(ρ) = −γ
 0 2ρ12 ρ13 ρ142ρ21 0 ρ23 ρ24ρ31 ρ32 0 2ρ34
ρ41 ρ42 2ρ43 0
 (15)
and the eigenvalues can be determined analytically. As
we are mainly interested in analyzing time evolutions
which begin from the ground state of the Hamiltonian,
we restrict our discussion to eigenmodes having an over-
lap with this ground state. The relevant eigenvalues and
4eigenstates are thus
λn,0 = 0, vn,0 =
1
4
1 0 0 00 1 0 00 0 1 0
0 0 0 1
 , (16)
λn,1 = −2γ, vn,1 = 1
2
 0 −1 0 0−1 0 0 00 0 0 1
0 0 1 0
 , (17)
λn,2 = −γ − 1√
2
√
−16
(
J
~
)2
+ γ2 −
(
U
~
)2
−A,
(18)
λn,3 = −γ + 1√
2
√
−16
(
J
~
)2
+ γ2 −
(
U
~
)2
−A,
(19)
λn,4 = −γ − 1√
2
√
−16
(
J
~
)2
+ γ2 −
(
U
~
)2
+A,
(20)
λn,Zeno = −γ + 1√
2
√
−16
(
J
~
)2
+ γ2 −
(
U
~
)2
+A,
(21)
with A =
√
−64γ2 (J~ )2 + [16 (J~ )2 + γ2 + (U~ )2]2.
Only the eigenvectors corresponding to the first and sec-
ond eigenvalues have an easy analytical form and have
been presented above (in matrix form). The eigenvalue
λn,0 is the only one to be null (for J, U, γ 6= 0) which
means that the corresponding density matrix vn,0, pro-
portional to the identity, is the only asymptotic long-time
state of the system. As the identity density matrix cor-
responds to the infinite temperature state or the totally
mixed state of the system, the combined effect of the
dissipation and of the Hamiltonian evolution is to heat
up the system towards the infinite temperature state. In
contrast, the state corresponding to eigenvalue λn,1 de-
cays exponentially with a rate 2γ. In turn, the form
of the corresponding eigenstate vn,1 implies that the co-
herence between the doubly occupied states | ↑↓, 0〉 and
|0, ↑↓〉 and between the states | ↑, ↓〉 and | ↓, ↑〉) is fragile
and decays exponentially.
The eigenvalues λn,2 and λn,3 have an imaginary part
for all UJ > 0 and
~γ
J ≥ 0 which is, at large values of
the interaction strength, proportional to U . While the
imaginary parts cause oscillations, in the region where
the overlap of the ground state with these states is maxi-
mal, the characteristic damping time, τdamp =
1
|Re(λn,2)| ,
is much shorter than an oscillation period given by T =
2pi
|Im(λn,2)| . As a consequence, in this regime the oscilla-
tions are overdamped. In contrast, the eigenvalues λn,4
and λn,Zeno are real for all
U
J ≥ 0 and ~γJ ≥ 0. There-
fore, the corresponding density matrices will only show
a simple exponential decay. For small hopping elements
J  U, ~γ, the eigenvalues can be well described by
λn,4 = −2γ,
and
λn,Zeno = − 8γJ
2
(~γ)2 + U2
.
The density matrices corresponding to λn,4 will thus de-
cay rapidly with a decay rate 2γ. In contrast, the eigen-
value λn,Zeno has only a contribution quadratic in the
hopping element, and consequently the corresponding
density matrix decays very slowly. In particular, for large
dissipative coupling the decay rate is approximately given
by − 8J2~2γ which decreases with increasing dissipative cou-
pling γ. This counterintuitive phenomenon is known as
the Zeno effect and its origin will be discussed further
in section III C. For U  ~γ, the decay rate is approxi-
mated by − 8γJ2U2 , this effect is known for bosonic systems
as interaction impeding effect [11, 12, 18]. A similar slow
time-scale arises in the presence of atom losses and has
been named non-linear Zeno effect [13–15].
3. Solutions for case (ii): dissipative coupling to the local
double occupancy
For the coupling to the local double occupancy, the
dissipator can be written in the form
Dd(ρ) = −γ
2
 0 2ρ12 ρ13 ρ142ρ21 0 ρ23 ρ24ρ31 ρ32 0 0
ρ41 ρ42 0 0
 . (22)
While determining analytically the full eigensystem for
the corresponding evolution equation is very involved,
valuable information can already be obtained by consid-
ering a few important eigenvalues. Comparing this sys-
tem to the previous case where the dissipative coupling
was through the local density, one important difference
is the occurrence of two eigenvalues with zero values:
λd,0 = 0, vd,0 =
1
4
1 0 0 00 1 0 00 0 1 0
0 0 0 1
 , (23)
λ′d,0 = 0, v
′
d,0 =
1
2
0 0 0 00 0 0 00 0 1 1
0 0 1 1
 . (24)
This observation implies that the steady state is not
unique anymore, but formed from a combination of these
two eigenstates. This situation occurs as the dissipation
does not act on singly occupied sites. Therefore, any
state in which no doubly occupied sites are present, and
5which is additionally an eigenstate of the kinetic part
of the Hamiltonian, is stable. As a consequence a coher-
ence between singly occupied states, present in the initial
state, survives in the long-time limit. In addition to the
steady state values, four other eigenvalues also play an
important role if the initial state is the ground state of
the Hamiltonian. These are the roots of the polynomial
equation in λ
24γ2
(
J
~
)2
+
[
γ3 + 80γ
(
J
~
)2
+ 4γ
(
U
~
)2]
λ
+
[
5γ2 + 64
(
J
~
)2
+ 4
(
U
~
)2]
λ2 + 8γλ3 + 4λ4 = 0 .
(25)
In the limit of J  ~γ, U the corresponding four eigen-
values become
λd,1 = −γ, (26)
λd,2 = −γ
2
− iU
~
, (27)
λd,3 = −γ
2
+ i
U
~
, (28)
λd,Zeno = − 24γJ
2
(~γ)2 + 4U2
. (29)
(30)
The slowest decay rate is given by the eigenvalue λd,Zeno.
Similarly to λn,Zeno for the case of the coupling to the
local density, λd,Zeno presents both the “Zeno”-behavior
proportional to J
2
~2γ for large γ, and an interaction im-
peding, proportional to γJ
2
U2 for strong interaction U . It
is interesting to note that the transition to the interac-
tion impeding regime is occurring at smaller values of U
compared to ~γ than for λn,Zeno. Moreover, when the
initial state is the ground state of the Hamiltonian, the
amplitude of the overlap with this slowly decaying state
increases with increasing U . In this regime of large inter-
action, the slow decaying “eigenmatrix” is proportional,
up to zeroth order in the hopping, to
vd,Zeno =
1
2
−1 0 0 00 −1 0 00 0 1 −1
0 0 −1 1
 . (31)
This state is clearly invariant under the action of the
dissipator Dd, Eq. (22), but is connected via the kinetic
term to states which are not invariant under the action
of the dissipator. Thus, even though the dissipator does
not directly act on state vd,Zeno, this state decays due to
the interplay of the Hamiltonian and dissipative terms.
In contrast, due to a direct coupling to the dissipation,
the other relevant eigenvalues correspond to much faster
decay rates of the order of γ. Additionally, the imagi-
nary parts of λd,2 and λd,3 induce oscillations (present
for large interaction strength), the frequency of which is
approximately linear in U/~.
B. Dissipative dynamics within a slave-spin
representation approach
1. Definition of the slave-spin representation
We explain here how the slave-spin representation of
fermionic operators, first developed to study the equilib-
rium physics of multi-orbital Hubbard models [23], can
be successfully applied to explore the short-time dynam-
ics of dissipative fermionic systems. As for any slave-field
representations, the slave-spin approach relies on enlarg-
ing the Hilbert space and then imposing a local constraint
to eliminate unphysical states. The objective of this ap-
proach is to choose the auxiliary states in a way which
will allow one to handle the model with greater ease. Ap-
plying the constraint on average effectively corresponds
to treating the system within the mean-field approxima-
tion.
The fermionic slave-spin representation was developed
following the realization that the two possible occupan-
cies of a spinless fermion on a given site, nc = 0 and
nc = 1, can be considered as the two possible states of
a spin- 12 variable, S
z = − 12 and Sz = 12 , a mapping
widely used to represent hard-core bosons. Here the la-
bel “c” denotes the physical fermion. In the fermionic
context, where anticommutation properties need to be
maintained, one also introduces an auxiliary fermionic
field, f , and the local constraint Sz + 12 = f
†f which,
together, translate into a faithful representation of the
Hilbert space:
|nc = 0〉 = |nf = 0, Sz = −1
2
〉,
|nc = 1〉 = |nf = 1, Sz = +1
2
〉. (32)
This representation is often useful as it allows one to
choose the auxiliary fermionic sector in such a way that
it consists solely of non-interacting terms. The more in-
tricate interaction terms are all described using auxiliary
spins (in other words, in the charge sector) allowing for
a more effective treatment.
One can correctly wonder why we chose, among the
plethora of slave-field representations developed over the
years for Hamiltonian systems, to extend the slave-spin
representation method to dissipative systems.
It is known that different slave-variable representations
lead to different mean-field theories, and that, generally,
the quality of a given mean-field treatment can be im-
proved by adapting the slave fields to a system speci-
ficities. For equilibrium problems, one usually tries to
find the right balance between the simplicity of the rep-
resentation, the number of unphysical states introduced,
and the possibility of an analytical treatment for the re-
sulting mean-field theory. In the case of time-dependent
problems, the optimal conditions are, to the best of our
knowledge, not as well known. From our experience, it
appears that a good description of the system dynamics
can be achieved if the Hilbert space of the relevant sector
6(charge or spin) is of the correct physical size even when
the constraint is only applied on average. When the size
of the sector is enlarged, we noticed that the presence
of spurious states usually lead to unphysical interference
effects. For example, we found that the celebrated slave-
rotor approach [31] cannot be used to study the dynamics
of the charge sector because, at the mean-field level, the
presence of unphysical states leads to catastrophic inter-
ference effects and thus gives unphysical evolutions.
Within the slave-spin representation, there is a certain
freedom in choosing the appropriate representation for
the physical fermions. As we consider here a half-filled
system, we choose the representation
c†r,σ → 2Sxr,σf†r,σ,
cr,σ → 2Sxr,σfr,σ, (33)
which is correct on the physical Hilbert space. This
choice ensures that the single particle spectral weight Z
(the amplitude corresponding to a single particle state)
remains equal to one for U = 0 even when further mean-
field approximations are made [31]. With this choice, the
Fermi-Hubbard Hamiltonian takes the form
H = −4J
∑
r,r′(r),σ
f†rσfr′σS
x
rσS
x
r′σ +
U
2
∑
r
(∑
σ
Szrσ
)2
+ θ
∑
r,σ
(
Szrσ +
1
2
− f†rσfrσ
)
. (34)
Here the last term enforces the local constraint on av-
erage using the Lagrange multiplier θ. As we restrict
ourselves to the situation where the system is half-filled,
we can set θ = 0. The Lagrange multiplier term then
disappears all together.
One can further recast the dissipator within the slave-
spin representation. However, this rewriting is not
unique as the jump operators can be written using ei-
ther the auxiliary fermionic or spin operators. The most
appropriate choice often depends on the tractability of
the resulting equation of motion. We choose here to re-
cast the dissipator, D(ρ), using exclusively the auxiliary
spin operators. When the dissipation couples to the local
density, the jump operator is rewritten as jrσ = nrσ →
Szrσ +
1
2 and the dissipator adopts the simple form
Dsn(ρ) = γ
∑
r,σ
(
SzrσρS
z
rσ −
1
4
ρ
)
. (35)
While for coupling to the double occupancy density,
the jump operator is recast as jrσ =
1√
2
nr↑nr↓ →
1√
2
(Szr↑S
z
r↓ +
1
2S
z
r↑ +
1
2S
z
r↓ +
1
4 ). In this case, we denote
the dissipator as Dsd(ρ).
2. The Lindblad equation within the slave-spin
representation
Now that we have recast the Fermi-Hubbard Hamilto-
nian and the dissipator within the slave-spin representa-
tion, we can find the corresponding Lindblad equation.
We assume here that the density matrix representing the
system is a direct product of the spin and fermionic aux-
iliary spaces, i.e. ρ = ρs ⊗ ρf . This assumption is often
justified but implies that the charge and spin sectors are
only minimally coupled. This procedure can be further
generalized, if one considers the general decomposition of
a density matrix into the weighted sum of several such
products and evolve each term separately as permitted
by the linear character of the evolution equations.
Using this choice for the density matrix, the Lindblad
equation takes the form
ρ˙s ⊗ ρf + ρs ⊗ ρ˙f = (36)
− i
~
−4J ∑
r,r′(r),σ
f†rσfr′σS
x
rσS
x
r′σ
+
U
2
∑
r
(∑
σ
Szrσ
)2
, ρs ⊗ ρf
+ Ds(ρs)⊗ ρf .
Taking partial traces over the fermionic and spin auxil-
iary spaces, we obtain two coupled differential equations.
The evolution of the auxiliary spin space (the charge sec-
tor) is described by the equation
ρ˙s = − i
~
−4J ∑
r,r′(r),σ
Trf
(
f†rσfr′σ
)
SxrσS
x
r′σ (37)
+
U
2
∑
r
(∑
σ
Szrσ
)2
, ρs
+Ds(ρs).
While the evolution of the fermionic part of the density
matrix (the spin sector) is given by the differential equa-
tion
ρ˙f = − i
~
−4J ∑
r,r′(r),σ
Trs (S
x
rσS
x
r′σ) f
†
rσfr′σ, ρ
f
.(38)
To summarize our result up to this point, we now have
two coupled mean-field Lindblad equations describing the
evolution of the spin and charge sectors of a dissipative
half-filled fermionic system. Our main approximation
was to apply only on average the constraint ensuring the
correct dimensionality of the system Hilbert space.
3. Further mean-field decoupling
To make further progress, we perform a mean-field de-
coupling of the charge sector which corresponds to rewrit-
ing the density matrix as a direct product over all sites:
ρs =
⊗
r ρ
s
r. Additionally, as we are dealing with a trans-
lationally invariant system, we assume that all ρsr are
equal and denote the local density matrix as ρ˜s. Under
7this simplification, the Lindblad equation for the auxil-
iary fermions can be brought to a diagonal form in mo-
mentum space:
ρ˙f = − i
~
[∑
kσ
Zσ(t) k nkσ, ρ
f
]
(39)
where Zσ(t), the charge spectral weight, is given by
Zσ(t) = 4 (Trs(S
x
σ ρ˜
s))
2
= 4 〈Sxσ〉2 (40)
with k = −J
∑
r′(r) e
i k·(r−r′). Interestingly, one can
show that when the evolution begins from the ground
state of the mean-field Fermi-Hubbard model, which cor-
responds, for the auxiliary fermions, to the Fermi sea,
the density matrix ρf is time independent.
In contrast, the evolution of the charge sector is much
more involved as the interaction and dissipative terms
have been exclusively rewritten using auxiliary spins. At
the mean-field level, and under the assumption of trans-
lational invariance, the evolution equation for this sector
reads
˙˜ρs = − i
~
−Jeff ∑
σ
〈Sxσ〉Sxσ +
U
2
(∑
σ
Szσ
)2
, ρ˜s

+ Dsloc(ρ˜
s) (41)
where the effective time-independent auxiliary spin cou-
pling (independent of σ at half-filling) is
Jeff = J
σ
eff = −
8
Ω
∑
k
kTrf
(
nkσρ
f
)
= − 8
Ω
∑
k
k〈nkσ〉
with Ω the number of sites. Dsloc(ρ˜
s) is the local dissipa-
tor defined as
Dsloc(ρ˜
s) = γ
∑
σ
(
jσρ˜
s jσ − 1
2
j2σρ˜
s − 1
2
ρ˜s j2σ
)
.
Consequently, to understand the evolution of the charge
under both dissipative and interaction effects, we solve
Eq. (41) to find ρ˜s(t). Alternatively, we can consider
directly the evolution of any observable of the charge
sector, O, using the Heisenberg equation [27]
d
dt
〈O〉=
〈
i
−Jeff ∑
σ
〈Sxσ〉Sxσ +
U
2
(∑
σ
Szσ
)2
, O
〉
+ 〈Dsloc(O)〉 (42)
as 〈O(t)〉 = Trs(O ρ˜s(t)). As Eq. (42) provides us with
a more intuitive understanding of the physics at play,
we will predominantly use this alternative form in the
following sections to study the evolution of the charge
sector.
4. Mean-field ground state in the charge sector
As mentioned previously, we want to evolve the system
from its ground state that it is decoupled from the dissi-
pative environment. We therefore want to determine the
ground state of the mean-field Hamiltonian
H = −Jeff
∑
σ
〈Sxσ〉Sxσ +
U
2
(∑
σ
Szσ
)2
. (43)
As at half-filling 〈Suσ 〉 = 〈Suσ¯ 〉 and 〈SuσSvσ¯〉 = 〈Suσ¯Svσ〉 for
u, v ∈ {x,y,z}, we identify the ground state by requiring
that
〈Ψ(Jeff, U, 〈Sx↑ 〉) | Sx↑ | Ψ(Jeff, U, 〈Sx↑ 〉)〉 = 〈Sx↑ 〉 (44)
where |Ψ(Jeff, U, 〈Sx↑ 〉)〉 is the ground state wavefunction
obtained by diagonalizing the mean-field Hamiltonian
given by Eq. (43) while holding 〈Sx↑ 〉 fixed. Using this
self-consistent approach, we find that in the ground state
〈Sx↑ 〉gs =
1
4
√
4−
(
U
Jeff
)2
(45)
in the range 0 ≤ U ≤ 2Jeff, and 0 for U > 2Jeff. In the
first range, we also identify that
〈Sx↑Sx↓ 〉gs =
1
4
,
〈Sy↑Sy↓ 〉gs =
U
8Jeff
,
〈Sz↑Sz↓〉gs = −
U
8Jeff
,
while 〈Sy↑ 〉, 〈Sz↑〉, 〈Sx↑Sy↓ 〉, 〈Sx↑Sz↓〉, and 〈Sy↑Sz↓〉 are zero
in the ground state. Consequently, within this mean-
field approximation, we obtain that a metallic phase with
spectral weight Zσ = 1−
(
U
2Jeff
)2
exists for 0 ≤ U ≤ 2Jeff.
As expected, our choice of representation for the physical
fermions, Eq. (33), captures correctly that Z = 1 at U =
0. This simple mean-field model also predicts correctly
that the double occupation, 〈n↑n↓〉, is 14 at U = 0 and
zero when the system becomes insulating and that the
local density, 〈n↑〉+ 〈n↓〉, is one for all U . These findings
are in agreement with results obtained in previous studies
based on the slave-spin method [23, 32].
5. Case (i): Dissipative coupling to the local density
We can now use our newly developed mean-field for-
malism to study the evolution of an interacting fermionic
system dissipatively coupled to its environment through
the local density, i.e. for the jump operator jr,σ = nr,σ.
We consider here a situation where the fermionic sys-
tem is initially metallic (low interaction U) and isolated
from its environment. As we want to understand how
8the charge spectral weight evolves under the influence of
dissipative effects, we need to consider the evolution of
〈Sxσ〉. We identify a set of four coupled differential equa-
tions that needs to be solved together to uncover the
evolution of the spectral weight Zσ:
d
dt
〈Sx↑ 〉 = −
γ
2
〈Sx↑ 〉 −
U
~
〈Sy↑Sz↓〉, (46)
d
dt
〈Sz↑Sz↓〉 = −2
Jeff
~
〈Sx↑ 〉〈Sy↑Sz↓〉, (47)
d
dt
〈Sy↑Sy↓ 〉 = −γ 〈Sy↑Sy↓ 〉+ 2
Jeff
~
〈Sx↑ 〉〈Sy↑Sz↓〉, (48)
d
dt
〈Sy↑Sz↓〉 = −
γ
2
〈Sy↑Sz↓〉+
U
4~
〈Sx↑ 〉
+
Jeff
~
〈Sx↑ 〉
(
〈Sz↑Sz↓〉 − 〈Sy↑Sy↓ 〉
)
. (49)
In the following, we discuss the solution of this set
of equations for various instantaneous quenches where
the metallic state is quenched (at t = 0) to analytically
solvable limits:
a. Instantaneous quench to U = 0. When the metal-
lic system is quenched to the non-interacting limit, the
equation for 〈Sx↑ 〉 is closed and is written as
d
dt
〈Sx↑ 〉 = −
γ
2
〈Sx↑ 〉, (50)
which has for solution
〈Sx↑ (t)〉 = 〈Sx↑ 〉t=0 e−
γ
2 t. (51)
In this limit, the charge spectral weight, Z(t) =
4 〈Sx↑ (t)〉2, decays exponentially fast with rate γ.
b. Instantaneous quench to Jeff = 0. When the
metallic system is quenched to a limit where the lattice
sites decouple, considering the two following equations is
sufficient:
d
dt
〈Sx↑ 〉 = −
γ
2
〈Sx↑ 〉 −
U
~
〈Sy↑Sz↓〉,
d
dt
〈Sy↑Sz↓〉 = −
γ
2
〈Sy↑Sz↓〉+
U
4~
〈Sx↑ 〉. (52)
These equations have for solution
〈Sx↑ (t)〉 = e−
γ
2 t
[
B1 cos
(
U
2~
t
)
− 2B2 sin
(
U
2~
t
)]
,
〈Sy↑Sz↓(t)〉 = e−
γ
2 t
[
B2 cos
(
U
2~
t
)
+
B1
2
sin
(
U
2~
t
)]
.
(53)
As the evolution begins from the metallic state, we ob-
tain that B2 = 0 and B1 =
1
4
√
4−
(
U
Jeff
)2
. This result
indicates that 〈Sx↑ (t)〉 decays exponentially with rate γ/2,
but that this decay is dressed with oscillations of period
Tp = 4pi~/U .
6. Case (ii): Dissipative coupling to the double occupancy
We also explore the evolution of an interacting
fermionic system dissipatively coupled to its environment
through the local double occupancy, i.e. for the jump op-
erator jr =
1√
2
nr,↑nr,↓. We consider once again an initial
situation where the fermionic system is half-filled, metal-
lic and isolated from its environment. In this case, to
understand the behavior of the charge spectral weight,
one needs to solve the following set of equations:
d
dt
〈Sx↑ 〉 = −
U
~
〈Sy↑Sz↓〉 −
γ
2
(
〈Sx↑Sz↓〉+
1
2
〈Sx↑ 〉
)
,(54)
d
dt
〈Sy↑Sz↓〉 =
U
4~
〈Sx↑ 〉+
Jeff
~
〈Sx↑ 〉(〈Sz↑Sz↓〉 − 〈Sy↑Sy↓ 〉)
−γ
4
(
〈Sy↑Sz↓〉+
1
2
〈Sy↑ 〉
)
, (55)
d
dt
〈Sx↑Sz↓〉 = −
U
4~
〈Sy↑ 〉 −
Jeff
~
〈Sx↑ 〉〈Sx↑Sy↓ 〉
−γ
4
(
〈Sx↑Sz↓〉+
1
2
〈Sx↑ 〉
)
, (56)
d
dt
〈Sy↑ 〉 =
Jeff
~
〈Sx↑ 〉〈Sz↑〉+
U
~
〈Sx↑Sz↓〉
−γ
2
(
〈Sy↑Sz↓〉+
1
2
〈Sy↑ 〉
)
, (57)
d
dt
〈Sz↑〉 = −
Jeff
~
〈Sx↑ 〉〈Sy↑ 〉, (58)
d
dt
〈Sx↑Sx↓ 〉 =
γ
4
(
〈Sy↑Sy↓ 〉 − 〈Sx↑Sx↓ 〉
)
, (59)
d
dt
〈Sx↑Sy↓ 〉 = −
γ
2
〈Sx↑Sy↓ 〉+
Jeff
~
〈Sx↑ 〉〈Sx↑Sz↓〉, (60)
d
dt
〈Sy↑Sy↓ 〉 = −
γ
4
(
〈Sy↑Sy↓ 〉 − 〈Sx↑Sx↓ 〉
)
+2
Jeff
~
〈Sx↑ 〉〈Sy↑Sz↓〉, (61)
d
dt
〈Sz↑Sz↓〉 = −2
Jeff
~
〈Sx↑ 〉〈Sy↑Sz↓〉. (62)
As for the case of the density coupling, we solve these
equations numerically to obtain the behavior of 〈Sxσ〉 for
general combinations of the parameters U , Jeff and γ. We
present the results for this general case in a later section.
For now we consider the limiting case of an instantaneous
quench to the non-interacting limit U = 0. In this case,
one only needs Eqs. (54), (56) and (60) to uncover the
evolution of the spectral weight. After a few algebraic
manipulations, these three equations can be combined
into one to give
d2
dt2
〈Sx↑ 〉 +
γ
2
d
dt
〈Sx↑ 〉+
1
2
J2eff
~2
〈Sx↑ 〉3
−〈Sx↑ (0)〉2
J2eff
2~2
e−
γ
2 t〈Sx↑ 〉 = 0 (63)
together with the initial condition
d
dt
〈Sx↑ 〉|t=0 = −
γ
2
(
〈Sx↑Sz↓(0)〉+
1
2
〈Sx↑ (0)〉
)
. (64)
9At long times, we find surprisingly that the solution is
given by an algebraic decay following
〈Sx↑ (t)〉 ∼
√
1
γ t
. (65)
A similar algebraic decay has been seen before for a
dissipative coupling to the spin density difference [8] in
fermionic systems, in bosonic systems [12, 15, 18] and
in spin systems [33]. However, the validity of this re-
sult is questionable as this algebraic decay occurs at long
times, a regime where the slave-spin approach combined
with the mean-field approximation is believed to lack ac-
curacy. Obtaining the same result using an alternative
method would be highly valuable.
C. Adiabatic elimination method
In this section, we discuss how the adiabatic elim-
ination method is applied to study the evolution of
strongly-interacting dissipative fermionic systems. Adi-
abatic elimination is commonly used in quantum op-
tics [25–27] to understand, for example, the interaction
of light fields with single atoms. However, in the area
of strongly correlated systems, this method has only be-
come popular recently (see for example [4, 6, 8, 12, 18, 34]
and references therein). The idea behind adiabatic elim-
ination is to derive an effective description of the slow
degrees of freedom, by coarse graining the time evolu-
tion and taking only virtual transitions to fast modes
into account. Therefore, adiabatic elimination describes
well the effective slow (long time) dynamics of the sys-
tem. This approach is complementary to the slave-spin
method presented in the previous section as the latter is
good, at the mean-field level, to describe the short time
dynamics.
We concentrate here on case (i): the dissipative cou-
pling with the local density as the quantum jump opera-
tor. The decoherence free subspace of the dissipatorDn is
given by density matrices which are diagonal in the Fock
representation. A density matrix in this decoherence
free subspace can be represented by ρ =
∑
~m ρ
~m
~m|~m〉〈~m|.
Here the vector ~m = (m1,m2,m3, · · · ,mΩ) denotes a
chosen configuration of states. The local states on site
j = 1, . . . ,Ω are denoted by mj = 0,↑,↓ or ↑↓. ρ~m~m is the
weight of the diagonal state: a diagonal element within
the Fock representation. Both the unitary evolution,
caused by the interaction term, and the dissipative evo-
lution leave the diagonal elements of the density matrix
ρ invariant. In contrast, the action of the dissipator on
the off-diagonal terms of a density matrix is proportional
to the coupling strength γ and thus induces a decay at
a rate proportional to the coupling strength. Therefore,
at long times, the dynamics will be dominated by the
diagonal terms. In this regime, the evolution is driven
by the kinetic term of the Hamiltonian which couples
the decoherence free subspace to small and fast decaying
FIG. 1: (Color online): Schematic of the adiabatic elimina-
tion treatment. The slow diagonal states ρ~m~m and ρ
~ml,↑
~ml,↑ are
connected via excitations (arrow J) to the fast decaying state
ρ~m~ml,↑ on which both the interaction, U , and dissipation, γ,
terms can act.
off-diagonal terms (see Fig. 1). Coarse graining the time-
scale of the dynamical evolution allows one to describe
the system effective slow dynamics using solely diagonal
matrices as the connection to the off-diagonal matrices is
integrated out. This effective dynamics, which plays out
within the decoherence free subspace, can be formulated
as a classical master equation for the different diagonal
configurations as derived below.
In the following, we will first show an example of how
the integration of the fast degrees of freedom is performed
in order to obtain the classical master equations. After-
wards, we will perform the mean-field decoupling, and
derive an effective equation for the dynamics of the re-
duced single site density matrix. For notational simplic-
ity we will refer here to a linear chain, however, these
results can be easily extended to higher dimensions.
1. Adiabatic elimination of the fast modes
As an illustrative example, we will derive in the follow-
ing the classical master equations determining the evo-
lution of the weight ρ~m~m(t) corresponding to a configu-
ration of atoms in which the site l is doubly occupied,
i.e. ml = ↑↓.
Off-diagonal elements are generated starting from the
diagonal configuration by the application of a local hop-
ping term, e.g. ρ~m~ml,σ |~ml,σ〉〈~m| =
(
c†l+1,σcl,σ ρ
~m
~m|~m〉〈~m|
)
with σ = ↑, ↓. The action is only non-zero for ml+1 = 0
or ml+1 = σ¯, where σ¯ is the opposite of σ. We will
only discuss these cases in the following. The corre-
sponding generated configuration is then given by ~ml,σ =
10
(~mL,m
′
l,σ,m
′
l+1,σ,~mR) with m
′
l,σ = σ¯ and m
′
l+1,σ = σ for
ml+1 = 0 and m
′
l+1,σ = ↑↓ for ml+1 = σ¯. ~mL and
~mR are, respectively, the vector of the configuration of
fermions to the left of site l and to the right of site l+ 1.
Neglecting small and fast decaying off-diagonal terms,
the evolution of ρ~m~ml,σ is given by
~∂tρ~m~ml,σ = [−~γ + iU (1− nl+1,σ¯)] ρ~m~ml,σ
+iJ
(
ρ~m~m − ρ~ml,σ~ml,σ
)
, (66)
where nl+1,σ¯ is the occupation of the particle with spin
σ¯ on site l+ 1 in the configuration ~m. This equation can
be integrated giving [35]
ρ~m~ml,σ (t) = e
−(γ−iU(1−nl+1,σ¯)/~)tρ~m~ml,σ (0)
+ i(J/~)e−(γ−iU(1−nl+1,σ¯)/~)t
×
∫ t
0
e(γ−iU(1−nl+1,σ¯)/~)τ
(
ρ~m~m(τ)− ρ~ml,σ~ml,σ (τ)
)
dτ.
(67)
After an integration by parts and neglecting the fast de-
caying and dephasing terms, this leads to
ρ~m~ml,σ (t) = −
J
U(1− nl+1,σ¯) + i~γ
(
ρ~m~m(t)− ρ~ml,σ~ml,σ (t)
)
.
(68)
The diagonal density matrices evolution is only con-
nected to these off-diagonal elements thus giving
d
dt
ρ~m~m =
J
~
∑
l,σ
(
iρ~m~ml,σ + h.c.
)
. (69)
Inserting Eq. (68) into Eq. (69), we obtain
d
dt
ρ~m~m = −
∑
l,σ
J2γ
(~γ)2 + U2(1− nl+1,σ¯)2
(
ρ~m~m − ρ~ml,σ~ml,σ
)
.
(70)
For the general case, where ml and ml+1 can take any
value, the evolution equation naturally becomes
d
dt
ρ~m~m=−
∑
l,σ
J2γ [nl+1,σ(1− nl+1,σ)]
(~γ)2 + U2(nl,σ¯ − nl+1,σ¯)2
(
ρ~m~m − ρ~ml,σ~ml,σ
)
.
(71)
We have therefore derived the effective classical master
equations describing the evolution of the diagonal ele-
ments of the density matrices by integrating out the off-
diagonal parts.
2. Thermodynamic limit
The set of equations (70) can in principle be solved
numerically, i.e. by classical Monte-Carlo methods. How-
ever, as a large number of degrees of freedom is still in-
volved, we further simplify the equations by considering
the thermodynamic limit. We take the number of atoms
of spin σ, Nσ, to infinity while keeping n¯σ constant. In
this case, a useful approach is to use the factorized ansatz
ρ =
⊗
l [
∑
m ρm,l(t)|m〉〈m|], where l labels the differ-
ent sites. We further consider a translationally invariant
system, and for this reason we will drop the l index in
the following. The reduced single site density matrix
ρ˜ =
∑
m ρ˜m(t)|m〉〈m| has only one degree of freedom
which we chose as the element ρ˜↑↓(t). The other ele-
ments follow from the knowledge of the filling and from
the trace of ρ˜ being unity. The elements of ρ˜ are thus
given by
ρ˜0(t) = 1− n¯↑ − n¯↓ + ρ˜↑↓(t), (72a)
ρ˜↑(t) = n¯↓ − ρ˜↑↓(t), (72b)
ρ˜↓(t) = n¯↑ − ρ˜↑↓(t). (72c)
Using Eq. (70), the time evolution of ρ˜↑↓ becomes
dρ˜↑↓
dt
= z
d
dt
(ρ˜↑↓ρ˜0 + ρ˜↑↓ρ˜↑ + ρ˜↑↓ρ˜↓ + ρ˜↑↓ρ˜↑↓)
= −
[
2J2γ
(~γ)2 + U2
(2ρ˜↑↓ρ˜0 − ρ˜↓ρ˜↑ − ρ˜↑ρ˜↓)
+
2J2
~γ2
 ∑
σ=↑,↓
ρ˜↑↓ρ˜σ − ρ˜σρ˜↑↓

= − 4zJ
2γ
(~γ)2 + U2
(ρ˜↑↓ρ˜0 − ρ˜↓ρ˜↑) (73)
where z is the lattice connectivity. Using Eqs. (72) we
thus get
dρ˜↑↓(t)
dt
= γn,ad (n¯↑n¯↓ − ρ˜↑↓(t)) (74)
where γn,ad =
8J2γ
~2γ2+U2 for a one-dimensional lattice. It
is worth noting the similarity between γn,ad and λn,Zeno.
Eq. (74) is, as above expressed, consistent with the an-
alytically derived steady state (Eqs. (7) through (10)),
and is easily integrated to give
ρ˜↑↓(t) = n¯↑n¯↓ + (ρ˜↑↓(0)− n¯↑n¯↓)e−γn,adt. (75)
An exponential decay with a suppressed rate γn,ad is
found which is in agreement with the two site result. As
discussed for the two site case, the Zeno-effect induces a
decreasing decay rate of J2/(~2γ) for large bare coupling
strength γ. Additionally, the interaction is found to slow
down considerably the decay rate as γJ2/U2 for large in-
teraction strength. A similar dynamical effect had been
observed in dissipative bosonic systems [11–15, 18].
We can further use the dynamics of the diagonal terms,
to compute the coherence of the systems using Eq. (68).
The time evolution of the coherence is given by
C(t) = − 8JU
~2γ2 + U2
(ρ˜↑↓ρ˜0 − ρ˜↓ρ˜↑)
= − 8JU
~2γ2 + U2
(ρ˜↑↓(0)− n¯↑n¯↓)e−γn,adt, (76)
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whereas the evolution equation for the fluctuations is
given by
κ(t) = (ρ˜↓(t) + ρ˜↑(t) + 4ρ˜↑↓(t))− (n¯↑ + n¯↓)2
=
{
n¯↑ + n¯↓ + 2
[
n¯↑n¯↓ + (ρ˜↑↓(0)− n¯↑n¯↓)e−γn,adt
]}
−(n¯↑ + n¯↓)2
= κ(∞) + 2 (ρ˜↑↓(0)− n¯↑n¯↓) e−γn,adt (77)
The presence of strong interaction can thus cause the
dynamics to dramatically slow down as the characteristic
exponent is inversely proportional to U2.
IV. DISSIPATIVE EVOLUTION
A. Dissipative coupling to the local density
Dissipative coupling to the local density causes the
fermionic system to heat up and to flow, at long times,
towards the infinite temperature state, i.e. the totally
mixed state proportional to unity in the Fock basis. Even
though this final state is fairly simple, the evolution to-
wards this state is very interesting and presents various
features which depend on the interplay between the in-
teraction, dissipation and hopping terms. We focus here
on the evolution of the local kinetic energy as many
of the interesting dynamical features are exemplified by
this quantity. Within the slave-spin representation, at
the mean-field level, the local kinetic energy is given by
Ekin(t) = −J
∑
σ 〈c†j,σcj′,σ〉 = −Jeff
∑
σ〈Sxσ(t)〉2, where
j and j′ are neighboring sites. Whereas for the two
fermions on two sites toy model, the kinetic energy is
Ekin(t) = −2 J Re [ρ13 + ρ23 − ρ14 − ρ24] where the ρll′
are entries in the 4 × 4 density matrix representing the
system. For all situations considered here, we choose the
initial state to be the ground state of the metallic phase,
consequently Ekin(0) 6= 0. Such a phase exists in the
range 0 < U < 2 Jeff when the d-dimensional fermionic
system is represented within the mean-field slave-spin ap-
proach. In contrast, for the two fermions on two sites
model, the kinetic energy is finite for all finite values of
U/J .
When the evolution of the metallic state takes place
in the absence of interaction, i.e. at U = 0, the kinetic
energy decays exponentially as Ekin(t) = Ekin(0) e
−γt.
Within the slave-spin approach, using the Heisenberg pic-
ture for the master equation, this result is recovered and
is illustrated in Fig. 2.
The presence of interaction alters this behavior. Typ-
ical evolutions of the kinetic energy for different interac-
tion strengths, evaluated within the slave-spin approach,
are illustrated in Fig. 2. As it can be seen on this fig-
ure, in addition to the exponential decay, the presence
of interaction causes oscillations. For large interaction
strengths, U  ~γ, Jeff , the oscillation period is ap-
proximately inversely proportional to the interaction, i.e.
Tp ≈ 4pi~U . This finding is supported by an analysis of
the behavior of the eigenvalues extracted from the two-
fermion, two-site system (see section III A 2). Whereas
eigenvalues λn,0, λn,1, λn,4 and λn,Zeno are purely real
and therefore only cause an exponential decay, the imag-
inary parts of both λn,2 and λn,3 are proportional to
±U/~ in the large U limit (see Fig. 4).
In the opposite limit, for small interaction strengths,
U  ~γ, J , the imaginary parts of λn,2 and λn,3 ex-
hibit a different behavior. To linear order in U , we find
that the imaginary parts go as ∼ ∓4J/~ for 4J  ~γ, U
while ∼ ∓U/~ for ~γ  4J, U . The behavior of both
λn,2 and λn,3 is illustrated in Fig. 5: for U = 0.1J and
~γ  4J the imaginary parts of these eigenvalues are
approximately equal to ±U/~, whereas for ~γ < 4J their
imaginary parts grow rapidly to ±4J/~. For a system
made of many sites, the dependence of the oscillation
frequency of the kinetic energy with increasing γ is seen
in Fig. 3 (result obtained using the slave-spin approach).
At low γ = 0.01~/Jeff , fast oscillations (with a weak am-
plitude) can be seen in Fig. 3 (a) compared to slower os-
cillations evident in the logarithmic scale in Fig. 3 (b) for
γ = 0.1~/J . This figure also shows that in an extended
systems, at low interaction strength, the exponential de-
cay of the kinetic energy, Ekin(t) ∝ e−γt, exact for U = 0,
still holds for the oscillation envelope.
However, in Fig. 3, an initial decay rate slightly larger
than γ can be seen. To understand this deviation, we an-
alyze the structure of the real parts of the eigenvalues for
the system of two fermions on two sites. We find that the
real parts of eigenvalues λn,2 and λn,3 are approximately
−γ. However, the real part of λn,1 and, for large γ, the
real part of λn,4 both take value close to −2γ. This is
clearly depicted in Fig. 5.
The behavior of the real part of λn,Zeno is even more
fascinating: for ~γ, U  J , this eigenvalue approaches
zero as λn,Zeno = − 8γJ
2
(~γ)2+U2 (see Figs. 4 and 5). This
result implies that the components of the density matrix
which overlap with the corresponding eigenvector become
very stable and the system evolves very slowly. There-
fore, the system dynamics exhibits two regimes: a short
time exponential decay with a rate proportional to γ and
a long time decay dominated by the rate λn,Zeno. In
Fig. 6, the presence of these two regimes can be seen in
the time-evolution of the kinetic energy for the two-site
system.
The long time exponential decay of the kinetic energy
with rate λn,Zeno is also recovered in the extended sys-
tem when its evolution is analyzed using the adiabatic
elimination technique (see section III C). Within this ap-
proach, a simple picture for the origin of this effect is
gained by interpreting the dissipative coupling as a mea-
surement process. A large dissipative coupling acts as
a projection onto the dissipation free subspace where no
evolution occurs. Therefore, at long times, the state evo-
lution is slowed down by the dissipative measurement as
it is inevitably close to the dissipation free subspace. In
contrast to the usual Zeno picture which also occurs in
absence of interaction, in the fermionic systems under
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FIG. 2: (Color online): Time-evolution of the normalized ki-
netic energy for a dissipative coupling ~γ = 0.1Jeff to the
local density and for various interaction strengths in (a) lin-
ear scale and (b) log scale. These results are obtained within
the slave-spin approach solving Eqs. (46) to (49). The evo-
lution begins from the metallic ground state of the mean-
field Hamiltonian describing the charge sector (Eq. (43)) with
Z(t = 0) = 1, 0.44, 0.098 for U/Jeff = 0, 1.5, 1.9 respectively.
study an additional process occurs due to the presence
of strong interactions. For large interaction strengths,
the decay rate is suppressed as γJ2/U2. This strong
suppression of the decay rate can be understood by con-
sidering the balance of energy. Decoherence is caused
by the proliferation of excitations, a process requiring a
large amount of (interaction) energy. As this energy can
only be injected into the system by the dissipative pro-
cess itself, very few excitations are generated.
Within the slave-spin approach, only a weak depen-
dence of the decay rate on the interaction strength is
observed (Fig. 2) and the Zeno effect is not visible. We
attribute this situation to the single-site mean-field de-
coupling used to study the system evolution within the
slave-spin approach. Due to this mean-field decoupling,
〈Sx↑ 〉 decays rapidly for large dissipative couplings to the
local density: the connection to the bath of sites is there-
fore suppressed and the system freezes artificially. The
use of such mean-field approximations can thus result in
the appearance of artificial steady states that are not the
true long time limits, consequently these approximations
must be used with great care. However, the absence of
the Zeno effect in this particular case is not a fundamen-
tal flaw of the slave-spin approach as it is due to our
drastic mean-field decoupling. In fact, we will see in the
next section that, for a dissipative coupling to the dou-
ble occupation, the Zeno effect is recovered within the
slave-spin approach even at the level of the single-site
FIG. 3: (Color online): Time-evolution of the normalized
kinetic energy for different dissipative couplings to the lo-
cal density for an interaction strength U = Jeff in (a) linear
scale and (b) log scale. The results are obtained within the
slave-spin approach solving Eqs. (46) to (49). Here again the
evolution begins from the metallic ground state of the mean-
field Hamiltonian describing the charge sector (Eq. (43)) with
Z(t = 0) = 0.75 for U = Jeff. The two dotted lines denote
pure exponential decay ∝ e−γt for ~γ/Jeff = 0.01 and 0.1.
mean-field decoupling.
B. Dissipative coupling to the local double
occupancy
Similarly to the coupling to the local density, a dissi-
pative coupling to the local double occupancy also causes
the fermionic system to heat up. However, in the latter
case, the steady state occurring in the long time limit
depends crucially on the initial state. In particular, we
find that the single particle coherence can survive even
under the presence of dissipation, and that the final state
is a combination of the infinite temperature state and of
eigenstates of the kinetic part of the Hamiltonian. This
eigenstate possesses this special feature that it is only
made of singly occupied sites.
One of the remarkable features of this dynamics,
clearly noticeable in Fig. 7, is the long-time slowing down
of the decay rate with increasing dissipative coupling
strength. Within the two-fermion on two-site model,
this slowing down corresponds to the occurrence of an
eigenvalue, λd,Zeno, having a real part proportional to
− 24γJ2(~γ)2+4U2 (up to second order in J). For the case
of large dissipative coupling, when ~γ  U , the real
part of this eigenvalue becomes proportional to − J2~2γ and
corresponds to the previously discussed Zeno effect (see
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FIG. 4: (Color online) Real (a) and imaginary (b) parts for
λn,2 (solid black), λn,3 (dotted orange), λn,4 (dashed blue)
and λn,Zeno (dotted red) versus U/J for a system of two
fermions (one spin up and one spin down) on two sites with
dissipative coupling ~γ/J = 1 to the local density. The solid
thin lines correspond to analytical predictions for the real
parts −8γJ2/[(~γ)2 + U2] (red) and −2γ (blue), and for the
imaginary parts U/~ (orange) and −U/~ (black). The real
parts of λn,2 and λn,3 are both equal to −J/~ whereas the
imaginary parts of both λn,4 and λn,Zeno are null.
Fig. 8).
Surprisingly, within the slave-spin approach, the de-
cay rate is found to adopt an algebraic form for U = 0.
For the case of an instantaneous quench to the non-
interacting limit, the slave-spin differential equation can
be solved analytically, and we find the kinetic energy to
decay as 1γt . The numerical simulations at small γ pro-
vide support for the presence of similar algebraic decays
even for slightly larger interaction strengths. However,
for these cases the identification of the exact mathemat-
ical form is a much more difficult task. Nevertheless, we
can clearly see in Fig. 9 that the asymptotic long-time
state at large dissipative couplings or large interaction
strengths still possesses a large amount of kinetic energy,
an observation that is in agreement with our predictions
obtained in the analytically solvable limits. An investiga-
tion using the adiabatic elimination method could clarify
the exact form of the decay and the properties of this
new steady state; however, due to the high dimensional
decoherence free subspace, which complicates the situa-
tion considerably, such a study is beyond the scope of the
current work.
Finally, the evolution of the kinetic energy within the
slave-spin approach is characterized by the presence of os-
cillations at finite interaction strengths. The frequency
of these oscillations is approximately proportional to U/~
for very large interaction values as can be seen in Fig. 9.
However, for small values of U , the oscillation frequency
decreases with increasing values of the dissipative cou-
FIG. 5: (Color online): Real (a) and imaginary (b) parts for
λn,2 (solid black), λn,3 (dotted orange), λn,4 (dashed blue)
and λn,Zeno (dotted red) versus ~γ/J for a system of two
fermions (one spin up and one spin down) on two sites with
interaction strength U/J = 0.1 and dissipative coupling to
the local density. The solid thin lines correspond to analytical
predictions for the real parts −8γJ2/[(~γ)2 + U2] (red) and
−2γ (blue). The imaginary parts of both λn,4 and λn,Zeno are
null.
FIG. 6: (Color online): Time-evolution of the kinetic energy
for a two-site two-fermion system with a dissipative coupling
~γ/J = 3 to the local density. This figure highlights the pres-
ence of two regimes: a short time exponential decay with a
rate proportional to γ and a long time decay dominated by
the rate λn, Zeno. The black dash-dotted lines are the corre-
sponding Zeno predictions.
pling, γ (see Fig. 7). For the two-fermion on two-site
system, this result corresponds to the saturation, at small
U , of the imaginary parts of eigenvalues λd,4 and λd,Zeno
as shown in Fig. 10.
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FIG. 7: (Color online): Time-evolution of the normalized ki-
netic energy for an interaction strength U = Jeff and differ-
ent dissipative couplings to the local double occupancy. The
results are obtained within the slave-spin approach solving
Eqs. (54) to (60). The evolution begins from the metallic
ground state of the mean-field Hamiltonian describing the
charge sector (Eq. (43)) with Z(t = 0) = 0.75 for U = Jeff.
FIG. 8: (Color online): Real (a) and imaginary (b) parts
for λd,1 (dashed blue), λd,2 (black), λd,3 (dotted orange) and
λn,Zeno (dotted red) versus ~γ/J for two fermions (one spin
up and one spin down) on two sites with U/J = 3 and dissi-
pative coupling to the local double occupancy. The solid thin
lines correspond to analytical predictions for the real parts
−24γJ2/[(~γ)2 + U2] (red), −γ/2 (orange), −γ (blue), and
for the imaginary parts −U/~ (black) and U/~ (orange). The
imaginary parts of both λd,1 and λd,Zeno are null.
V. CONCLUSION
We investigated the dynamics of strongly interacting
fermions in a lattice and submitted to dissipative effects.
We studied in detail two kinds of dissipative processes:
in the first situation, the environment is effectively cou-
pled to the local fermionic density whereas, in the second
case, the dissipative coupling is to the local double oc-
cupancy. As a preamble, we analyzed a system of two
atoms (one for each spin) on two sites in order to ob-
tain initial insights into the dynamics of these open sys-
FIG. 9: (Color online): Time-evolution of the normalized ki-
netic energy for a dissipative coupling ~γ/Jeff = 10 to the
local double occupancy and different interaction strengths.
The results are obtained within the slave-spin approach solv-
ing Eqs. (54) to (60). Here again the evolution begins from the
metallic ground state of the mean-field Hamiltonian describ-
ing the charge sector (Eq. (43)) with Z(t = 0) = 0, 0.8, 0.098
for U/Jeff = 0, 0.8 1.9 respectively.
FIG. 10: (Color online): Real (a) and imaginary (b) parts
for λd,1 (dashed blue), λd,2 (black), λd,3 (dotted orange) and
λn,Zeno (dotted red) versus U/J for two fermions (one spin
up and one spin down) on two sites with dissipative coupling
~γ/J = 10 to the local double occupancy. The solid thin
lines correspond to analytical predictions for the real parts
−24γJ2/[(~γ)2 + U2] (red), −γ/2 (orange), γ (blue), and for
the imaginary parts −U/~ (black) and U/~ (orange). The
imaginary parts of both λd,1 and λd,Zeno are null.
tems. We then developed a novel method to study the
short-time dynamics of fermionic many-body open sys-
tems based on a slave-spin representation of the interact-
ing fermions. In parallel, for the case of fermions with
a dissipative coupling to the local density, we pursued a
radically different approach and explored their dynamics
using adiabatic elimination. This method is designed to
work well at long times and complements well the mean-
15
field slave-spin approach. We applied these techniques to
the two types of dissipative processes, and found that in
both cases it is possible to highlight the presence of slow
decaying states occurring due to the Zeno-effect or to
“interaction impeding” (also referred to as “interaction
Zeno-effect”). We were also able to identify important
properties of the steady states. In particular, for the
coupling to the local density, we found that the steady
state is unique and is the infinite temperature state. We
also predicted that, for dissipation coupled to the den-
sity, the short time dynamics (from the ground state of
the fermionic Hamiltonian) is characterized by an expo-
nential decay with oscillations whose period dependent
on the interaction strength U . For the local coupling to
the double occupancy, we found that, unlike in the pre-
vious case, the steady state is not unique and depends
on the initial condition. The presence of coherence at
long times also allows for a more reliable use of the slave-
spin method while it greatly complicates the use of the
adiabatic elimination approach. For this last coupling,
we observed an exponentially decaying behavior which
depends on U . The mean-field slave-spin approach also
predicts the presence of a power law decay when the dis-
sipative system is quenched to the non-interacting limit.
However, this interesting result remains to be confirmed
using a complementary approach, which is left to future
work. To conclude, we believe that the slave-spin method
developed here, and benchmarked against other reliable
approaches, provides a new and exciting framework to
study notoriously complex systems: interacting lattice
fermions coupled to a dissipative environment.
Note: During the final stage of this work, a comple-
mentary article (Ref. 36) appeared online. The authors of
this article derived the Master equation for the fermionic
atoms with a coupling to the local density. Addition-
ally, an analysis of the two-site and one-dimensional
fermionic systems was performed using a combination of
the stochastic wave function method and of the density-
matrix renormalization group.
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