Abstract. Three recurrent neural networks are presented for computing the pseudoinverses of rank-deficient matrices. The first recurrent neural network has the dynamical equation similar to the one proposed earlier for matrix inversion and is capable of Moore-Penrose inversion under the condition of zero initial states. The second recurrent neural network consists of an array of neurons corresponding to a pseudoinverse matrix with decaying self-connections and constant connections in each row or column. The third recurrent neural network consists of two layers of neuron arrays corresponding, respectively, to a pseudoinverse matrix and a Lagrangian matrix with constant connections. All three recurrent neural networks are also composed of a number of independent subnetworks corresponding to the rows or columns of a pseudoinverse. The proposed recurrent neural networks are shown to be capable of computing the pseudoinverses of rank-deficient matrices.
1. Introduction. A pseudoinverse (also known as the Moore-Penrose generalized inverse) is a generalization of the inverse of a nonsingular matrix to the inverse of a singular or a rectangular matrix. Similar to the inverse matrices, the pseudoinverses are widely used for system modeling and design in a variety of applications such as control, robotics, signal processing, and associative memories [5, 8, 9, 22] . In many real-time systems, real-time solutions of pseudoinverse matrices are usually imperative. An example of such applications in robotics is the solution to the manipulator inverse kinematics problem in real-time motion control of kinematically redundant robots. In the real-time applications, the existing sequential algorithms are often not competent, and parallel methods are desirable.
In recent years, neural networks have emerged as parallel distributed computational models for solving numerous computationally intensive problems. Many results have been published on using neural networks to solve a wide variety of matrix algebra problems. Feedforward and recurrent neural networks have been developed for solving systems of linear algebraic equations [2, 13, 14, 15, 17, 20] , eigenvalue and eigenvector [3, 12] , LU decomposition and Cholesky factorization [18] , and a variety of other matrix algebra problems [1, 4, 21] . Specifically, nonlinear and linear recurrent neural networks [6, 10, 16, 17] have been developed for the inversion of square and full-rank rectangular matrices. The results of these investigations have demonstrated the feasibility and potential of using neural networks for Moore-Penrose inversion of rank-deficient matrices.
In this paper, three recurrent neural networks are presented for computing the pseudoinverses of rank-deficient matrices. The first recurrent neural network has the dynamical equation similar to the one proposed earlier for matrix inversion [16] . It is shown that the recurrent neural network is capable of computing the pseudoinverses of rank-deficient matrices under the condition of zero initial states. Derived from a convex quadratic programming formulation, the second recurrent neural network consists of an array of neurons corresponding to a pseudoinverse matrix with decaying self-connections and constant connections in each row or column. Based on the quadratic programming formulation and derived from two linear matrix equations, the third recurrent neural network consists of two layers of neuron arrays corresponding to, respectively, a pseudoinverse matrix and a Lagrangian matrix with constant connections between neurons in different layers. Similar to the recurrent neural networks for matrix inversion developed earlier, the second and third recurrent neural networks are also composed of a number of independent subnetworks corresponding to the rows or columns of a pseudoinverse matrix. The proposed recurrent neural networks are shown to be capable of computing the pseudoinverses of rank-deficient matrices. The performance of the proposed recurrent neural networks is demonstrated by means of two numerical examples.
Preliminaries. For a given matrix A ∈ ℜ
m×n , its pseudoinverse A + ∈ ℜ n×m satisfies the following matrix equations (Penrose properties) [11] :
where A T denotes the transpose of A. Grouping the first two elements in the left-hand side and taking the transpose of both sides of (1) we have
Substituting (3) into (5) we have
Similarly, grouping the last two elements in the left-hand side and taking the transpose of both sides of (1) we have
Substituting (4) into (7) we have
If the matrix A has full rank (i.e., rank(A) = min{m, n}), then A T A or AA T is nonsingular. It is well known that A + can be determined, in the full-rank case, by solving linear matrix equation (6) or (8); i.e.,
If the matrix A is rank-deficient (i.e., rank(A) < min{m, n}), a unique A + still exists but cannot be obtained using (9) simply because of the singularity of A T A and AA T if m = n or of the rank deficiency of A if m = n. In the rank-deficient case, A + cannot be determined based only on (6) or (8) either, as (6) and (8) have an infinite number of solutions. One closed-form solution of A + for a rank-deficient A is
3. Dynamical equation NN 1 . In neural network literature, several neural networks have been presented for full-rank matrix inversion [6, 10, 16, 17] . In general, the recurrent neural networks for matrix inversion may not be suitable for computing the pseudoinverses of rank-deficient matrices. This section, however, will show that the pseudoinverses of rank-deficient matrices can be determined by using a recurrent neural network similar to that presented in [16] under the condition of zero initial states.
The dynamical equation of the linear recurrent neural network for nonsingular matrix inversion proposed in [16] can be described as follows:
where V (t) is a matrix of activation state variables corresponding to the inverse matrix of A and µ is a positive scaling constant. It has been proven that the recurrent neural network is asymptotically stable in the large and the steady-state matrix of the recurrent neural network is equal to the inverse matrix of A; i.e., for all V (0), lim t→∞ V (t) = A −1 [16] . For an m × n rectangular full-rank matrix A where m ≥ n (i.e., rank(A) = n), the recurrent neural network defined in (11) can be used for computing the pseudoinverse by simply allowing the activation state matrix to be rectangular. Since −µA T A is always negative definite, the resulting recurrent neural network is still asymptotically stable in the large and the steady-state matrix satisfies (6) . The result can be easily extended, if m < n, by defining the dynamical equation of a recurrent neural network as follows:
Since µ > 0 and −µAA T is also always negative definite, the recurrent neural network is asymptotically stable in the large and its steady-state matrix satisfies (8) .
The recurrent neural network defined above is a linear dynamical system in matrix form. According to the linear systems theory [8] , the closed-form solution of the state matrix can be described as follows:
In the case of a full-rank rectangular A, lim t→∞ V (t) = A + , which is a straightforward generalization of the results presented in [16] . Because A is of full rank and −A T A or −AA T is symmetric and negative definite, all the eigenvalues of −µA T At or −µAA T t are real and negative. Therefore, the first matrix term in the right-hand side of (13) approaches the zero matrix of the same size as time approaches infinity, regardless of the initial states; i.e.,
Equations (13) and (14) and lim t→∞ V (t) = A + imply that
which is independent of V (0). It can be verified, based on the definition and properties of matrix exponential, that the closed-form solution of A + in (15) satisfies (1) to (4) and is independent of µ.
In the case of a rank-deficient A, (14) is not true due to the singularity of A T A and AA T . Therefore, the steady-state matrix of the above recurrent neural network depends on the initial state matrix and is generally not equal to A + . The first matrix term in the right-hand side of (13), however, can be forced to be zero by setting zero initial states, in view of (15) .
In light of the above discussion, the dynamical state equation of the first recurrent neural network for computing pseudoinverses of rank-deficient matrices (N N 1 ) can be described as follows:
where M is a positive diagonal matrix (M ∈ ℜ n×n if m ≥ n and M ∈ ℜ m×m if m < n). The simplest choice of M is µI, where µ > 0 and I is an identity matrix.
Similar to the recurrent neural networks for matrix inversion [16, 17] , N N 1 is composed of a number of independent subnetworks. Specifically, the number of subnetworks is m if m ≥ n or is n if m < n. The connection weight matrix of the neurons in each subnetwork is identical and defined as −M A T A if m ≥ n or −AA T M if m < n. Note that the size of the connection weight matrix is min{m, n} × min{m, n} which usually has fewer connections than being defined otherwise. The threshold (input) matrix of the neuron array is M A T if m ≥ n or A T M if m < n. Since −A T A and −AA T are always positive semidefinite and M is symmetric and positive definite, the eigenvalues of the connection weight matrix in N N 1 are real and nonnegative. Therefore, the recurrent neural network is also asymptotically stable in the large. Figure 1 depicts the architecture of the recurrent neural network for computing pseudoinverses.
As discussed in [16] , the convergence rate of the linear recurrent neural network N N 1 is directly proportional to the smallest nonzero eigenvalue of the connection weight matrix. Specifically, the time needed for the recurrent neural network to converge is approximately 5/|λ min (W )|, where λ min (W ) is the minimum nonzero eigenvalue of the connection weight matrix
As will be shown through illustrative examples in section 6, the recurrent neural network N N 1 is indeed able to generate the pseudoinverses of rank-deficient matrices at the projected convergence rate. For ill-conditioned A T A or AA T , M can be used for preconditioning A T A or AA T in order to increase the convergence rate of the recurrent neural network. be set to zero repetitively. This zero setting requirement in real time is time-consuming and entails the state holding prior to zero setting. The difficulty for setting zero initial states may also arise in the presence of ground noise in an analog implementation of the recurrent neural network. In this section, another recurrent neural network (N N 2 ) will be presented for computing the pseudoinverses of rank-deficient matrices without requiring zero initial states.
Because of the singularity of A T A and AA T , (6) and (8) have an infinite number of solutions. In order to determine a unique A + by use of (6) or (8), an additional requirement is necessary. It is not surprising to see that the additional requirement is the minimality of a unitarily invariant function of V (e.g., the Frobenius norm of V ) [7] .
In light of the above discussion, the pseudoinverse problem can be formulated as the following convex quadratic programming problem:
where V ∈ ℜ n×m is a matrix of decision variables corresponding to pseudoinverse A + and V F is the Frobenius norm of V defined as tr(V T V ). Note that the constraints (19) and (20) are virtually (6) and (8), respectively. In the neural network literature, many neural networks have been developed for solving convex quadratic programming problems. Recently, a recurrent neural network called a deterministic annealing neural network has been proposed for convex programming [19] . This recurrent neural network has been proven to be asymptotically stable in the large and capable of solving convex programming problems. The second recurrent neural network is tailored from the deterministic annealing neural network.
Based on the convex quadratic programming formulation, the dynamical equation of the second recurrent neural network (N N 2 ) can be described as follows:
where T (t) is a nonnegative and monotonically decreasing scalar variable called temperature parameter (i.e., T (t) ≥ 0, dT (t)/dt < 0, and lim t→∞ T (t) = 0). The role of T (t) for optimization is explained in [19] . Three simple choices of T (t) used in [19] are
where β > 0, η > 0, and α > 1. The initial value and slope of T (t) are determined by β and η, respectively. Similar to N N 1 and the recurrent neural networks for matrix inversion [16, 17] , N N 2 is composed of a number of independent subnetworks. The connection weight matrix of the neurons in each subnetwork is identical and defined as −M 3 . The state matrix of the recurrent neural network N N 2 is able to converge to the pseudoinverses of rank-deficient matrices, without the need for setting zero initial states. The design parameters in the temperature variables T (t) (β and η), however, need to be determined for each pseudoinverse. Because the time-varying T (t) is generally problem dependent and the resulting decaying connection weights complicate a hardware implementation of the recurrent neural network, one may consider better alternatives. This section discusses a twolayer time-invariant linear recurrent neural network (N N 3 ) that can still solve the convex quadratic programming problem (18)- (20) but without using T (t).
Dynamical equation NN
The convex quadratic program formulated in the preceding section is in matrix form. The decomposability of N N 2 implies that the matrix-valued quadratic program can be equivalently decomposed into either m or n independent vector-valued quadratic programs. Specifically, if m ≥ n, then for i = 1, 2, . . . , m we have
where v i is the ith column of V and a i is the ith row of A; if m < n, then for j = 1, 2, . . . , n we have
where v j is the jth row of V and a j is the jth column of A. Note that the decomposed quadratic programs are subject to linear equality constraints only.
Let us first consider the case where m ≥ n. The Lagrangian of the ith quadratic program subject to linear equality constraints described in (26) and (27) can be defined as follows:
where λ i ∈ ℜ n is a column vector of Lagrangian multipliers. By setting the gradients of L i (v i , λ i ) with respect to v i and λ i to zero, the Lagrange necessary optimality condition gives rise to the following linear algebraic equations:
Multiplying both sides of (31) by −1, then combining (31) and (32), we have
A T Aλ i , the last two terms are canceled. Therefore, the spectrum of the coefficient matrix on the left-hand side of (33) contains zero, negative reals, and complex conjugates with negative real parts only. Furthermore, since the Hessian matrix of L i (v i , λ i ) with respect to v i is an identity matrix and always positive definite, the Lagrange necessary optimality condition (33) is also sufficient. The augmented linear system of algebraic equations in (33) does not have a unique solution since A T A is singular. The solution of v i , however, is unique due to the strict convexity of
Based on the results of solving linear algebraic equations using neural networks [15] , the dynamical equation of the ith subnetwork in N N 3 for solving (33) can be described as follows:
The architecture of a subnetwork in N N 3 consists of two bidirectionally connected layers. The (top) output layer contains n self-inhibitorily connected neurons representing the vector of decision variables v i . The (bottom) input layer contains n mutually isolated neurons representing the vector of Lagrangian multipliers λ i . The interlayer connection weight matrix from the neurons in the output layer to those in the input layer is defined as M A T A and the interlayer connection weight matrix from the neurons in the input layer to those in the output layer is defined as −M A T A. The biasing threshold (input) vector for the input layer is defined as M a T i . Note that the connection weight matrix is identical for every subnetwork. Figure 2 illustrates the two-layer architecture of a subnetwork in N N 2 .
Since the connection weight matrix for every subnetwork is identical, the m subnetworks can be combined and expressed in the following matrix form:
where Λ(t)
The dynamical equation of N N 3 can be described as follows when m ≥ n:
SinceM is symmetric and positive definite and the spectrum ofÃ 1 contains zero, negative reals, and complex conjugates with negative real parts only, the spectrum of the connection weight matrix contains zero, negative reals, and complex conjugates with negative real parts only. According to the linear dynamical systems theory, the recurrent neural network N N 3 is asymptotically stable in the large. At the steady state, dV (t)/dt = 0 and dΛ(t)/dt = 0 by definition of time derivative. Therefore,
which satisfies the Lagrange optimality condition. Similarly, if m < n, the dynamical equation of N N 3 can be described as follows:
The dynamical equation of N N 3 can also be described in the following compact form when m < n:
The optimality condition can also be satisfied at the steady states.
6. Illustrative examples. The validity and performance of the recurrent neural networks have been investigated by extensive computer simulations. In this section, two illustrative examples are discussed. To facilitate the presentation of the simulation results, the following instrumental matrices are defined:
where 7 ) seconds (i.e., 1µs). The convergence rates of these recurrent neural networks can be expedited by using a larger value of µ. As indicated in section 4, the convergence rate of N N 2 can also be accelerated by properly increasing η and accordingly adjusting β. The rank of A is 2, the spectrum of AA T is {0, 3, 5}, and the spectrum ofÃ 2 is {0, −0.5 ± 4.974937i, −0.5 ± 2.958040i, −1}. Simulations were performed using the three proposed recurrent neural networks, with M = µI and µ = 10 and (c) illustrate the transients of V (t), Λ(t), and V (t) Figures 6, 7 , and 8, the activation state matrix V (t) in all the proposed recurrent neural networks can reach the steady states very rapidly, with also N N 1 being fastest, N N 3 being slowest, and N N 2 being in-between.
7. Concluding remarks. The proposed recurrent neural networks provide three parallel and distributed computational models for computing pseudoinverses of rankdeficient matrices. Similar to the recurrent neural networks for matrix inversion, the recurrent neural networks for Moore-Penrose inversion are also composed of a number of independent subnetworks with identical connection weights and different inputs (thresholds). This feature enables a subnetwork of the recurrent neural networks to compute the rows or columns of the pseudoinverse of a rank-deficient matrix successively. In contrast to traditional sequential algorithms, the convergence rates of the recurrent neural networks are directly proportional to the minimum nonzero eigenvalues of the adjustable weight matrices rather than to the sizes of the rank-deficient matrices for Moore-Penrose inversion. It is the size-independent convergence rate that makes the proposed recurrent neural networks viable for large-scale applications. It is the real-time computing capability that makes the proposed recurrent neural networks attractive tools for modeling and control of real-time systems. Although this paper considers the pseudoinverses of real matrices only, the results can be easily generalized to the case of complex matrices. Further studies on this topic include hardware implementation and practical applications of the proposed recurrent neural networks.
