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Charge transport in nanostructures and thin films is fundamental to many phenomena and pro-
cesses in science and technology, ranging from quantum effects and electronic correlations in meso-
scopic physics, to integrated charge- or spin-based electronic circuits, to photoactive layers in energy
research. Direct visualization of the charge flow in such structures is challenging due to their nanome-
ter size and the itinerant nature of currents. In this work, we demonstrate non-invasive magnetic
imaging of current density in two-dimensional conductor networks including metallic nanowires and
carbon nanotubes. Our sensor is the electronic spin of a diamond nitrogen-vacancy center attached
to a scanning tip. Using a differential measurement technique, we detect DC currents down to a
few µA above a baseline current density of ∼ 2 · 104 A/cm2. Reconstructed images have a spatial
resolution of typically 50 nm, with a best-effort value of 22 nm. Current density imaging offers a
new route for studying electronic transport and conductance variations in two-dimensional materials
and devices, with many exciting applications in condensed matter physics.
I. INTRODUCTION
Non-invasive detection of currents is possible thanks to
the long-range magnetic field that appears near moving
charges, according to the law of Biot and Savart1. Al-
though a map of the Oersted field does not directly repro-
duce an image of current flow, the current density can for
some geometries be rigorously reconstructed. A particu-
larly important class of conductors are two-dimensional
structures, such as patterned electronic circuits, semi-
conductor electron and hole gases, or organic and in-
organic thin films. In this case it is possible to recon-
struct the two-dimensional current density from a sin-
gle component of the magnetic field, recorded in a plane
at a fixed distance over the conductor2. Millimeter-to-
micrometer current density mapping has been performed
by scanning Hall probes3, magneto-optical methods4,
magnetoresistance probes5, scanning SQUIDs6–8, and di-
amond chips with large ensembles of nitrogen-vacancy
(NV) centers9–12.
Despite of many challenges, there is a strong incen-
tive to extend current density mapping to higher resolu-
tion, especially if the nanometer regime can be reached.
At the nanoscale, many interesting phenomena may be
explored, such as branched electron flow13,14, weak lo-
calization and universal conductance fluctuations15, edge
conductance16,17, dissipation-less currents18,19, or impu-
rity back-scattering20,21. A nanometer scale imaging ca-
pability could hence play an important role in mesoscopic
condensed matter physics and guide the development of
novel materials and circuits. Impressive advances in sub-
micrometer current density mapping have recently been
made with nano-SQUIDs fabricated on the ends of pulled
glass capillaries22,23.
In this work, we demonstrate sub-30-nm-resolution
imaging of current density in patterned nanowire devices
at room temperature using a scanning diamond magne-
tometer. We find that the technique is ideally suited for
current density mapping, as the scanning sensor spin is
point-like and naturally provides a single component of
the vector magnetic field. We further show that DC and
microwave currents can be mapped and reconstructed
separately, providing two independent means for analyz-
ing local current flow. Finally, we demonstrate the po-
tential of the technique by imaging currents flowing in a
bundle of carbon nanotubes.
Diamond magnetometry uses a single defect spin in
a diamond tip to sense the local magnetic field near a
sample24. Optically-detected electron paramagnetic res-
onance (EPR) is used to probe the resonance of the
spin via application of a microwave field and fluorescence
detection25,26. Because the spin resonance shifts with
DC magnetic field via the Zeeman effect, the resonance
frequency is directly proportional to the local magnetic
field. By controlled scanning of the diamond tip over
the sample, high resolution magnetic images can be ob-
tained. Recent work has mostly focused on magnetic
nanostructures27 including single electron spins28, thin
magnetic films29–32 and surfaces of superconductors33,34.
In the present work we apply the technique to image
charge currents via the Oersted magnetic field.
II. APPARATUS
The key element in our measurement apparatus is a
scanning tip with a single NV center at its apex (Fig.
1). Peripheral instrumentation permits optical pump-
ing and readout of the NV spin and its manipulation
by microwave magnetic fields. The tips are prepared
by picking up ∼ 25 nm-diameter diamond nanoparti-
cles with a commercial atomic force microscopy (AFM)
cantilever27,29,35. The symmetry axis of attached NV
centers, which defines the (θ, φ) vector orientation of the
sensor (see Fig. 1), is determined via EPR spectroscopy.
The distance z between the NV center and the sample
surface can be inferred from one-dimensional line scans
across a current-carrying nanowire (see below).
The magnetic field is measured by recording a
continuous-wave EPR spectrum and determining the
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FIG. 1. Setup and components of the scanning diamond
magnetometer. A scanning probe with a nitrogen-vacancy
(NV) center at the end is positioned z < 100 nm over a
current-carrying nanostructure. The electron spin resonance
(EPR) frequency of the NV center is continuously measured
using microwave irradiation and optical fluorescence detection
with a nearby objective (not shown). The magnetic field gen-
erated by the DC current causes a Zeeman shift of the EPR
frequency that can be converted to units of magnetic field.
The NV center only responds to fields that are parallel to its
symmetry axis n, defined by the angles θ and φ (see inset).
To map the current density, the magnetic field is recorded in
an (x, y) plane at a fixed distance z from the surface followed
by an image reconstruction. Experiments are carried under
ambient conditions and in a small static bias field of ∼ 4 mT.
peak frequency of the resonance using a Lorentzian
fit36,37 (see Fig. 2a-c). To eliminate long-term electrical
or thermal drift and to discriminate the current-induced
field from other magnetic fields, we have implemented
a differential measurement technique. At each measure-
ment location, two EPR spectra are recorded with a pos-
itive (+I) or negative (−I) source current applied to the
device. Spectra are taken by square wave modulation of
the DC source at 1 kHz and binning photon counts in syn-
chrony with the modulation. In this way, low-frequency
drift and background signals are efficiently rejected. The
difference between the EPR peak frequencies of the two
spectra, δω = 12 (ω+I − ω−I) [see Fig. 2b], then directly
corresponds to the component of the Oersted field that
is parallel to the NV axis,
B|| = Bdc · n = δω
γ
=
ω+I − ω−I
2γ
, (1)
where γ = 28 GHz/T is the gyromagnetic ratio of the
electronic spin and n = (sin θ cosφ, sin θ sinφ, cos θ) is
the unit vector along the NV symmetry axis (see Fig. 1).
The Lorentzian fit also yields values for the line width
parameter Ω and the optical contrast  (see Fig. 2b)
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FIG. 2. Basic protocol for current measurements. (a) En-
ergy level diagram of the NV center indicating the ms = 0 to
ms = −1 sensing EPR transition. (b) Differential measure-
ment scheme: Two EPR spectra are recorded with positive
or negative DC current ±I applied, leading to opposite shifts
of the peak frequencies ω+I and ω−I . δω is the differential
frequency shift, ω0 =
1
2
(ω+I +ω−I) is the center frequency in
absence of any current, Ω the resonance line width, and  the
optical contrast. (c) Example experimental data illustrating
the schematic in (b). (d) Line scan across a 100×100 nm2 Pt
nanowire centered at x = 420 nm with an applied current of
I = 96 µA. Right scale converts the frequencies to units of
magnetic field. (e) Differential line shift δω. The bold red line
represents a fit to the Oersted magnetic field expected from
an infinite straight wire with stand-off z = 27 nm. The NV
center was oriented along (θ, φ) = (70◦, 67◦). (f) Line scan
acquired with a different NV tip and a current of 3 µA.
which can be used to infer the local microwave field Bmw,
B⊥ = |Bmw × n| ≈ 2Ω
γ
√

max
(2)
where max is the saturated optical contrast
36,37.
To develop our current imaging technique, we fabricate
several sets of nanowire test devices with different geome-
tries, including straight sections, turns, kinks and splits.
The metallic nanowires are made by e-beam lithography
3and Pt deposition and have cross-sections between 50×50
and 100×100 nm2 (see Ref. 37). The devices can be con-
nected to both a DC and microwave source (∼ 2.7 GHz)
such that the same nanowire can be used for producing
DC fields and actuating the EPR transition. To test a
device, we scan the NV center laterally across a straight
section of a nanowire while applying a current, and record
the differential line shift δω as a function of x position
(Fig. 2d,e). This line scan can be compared to an an-
alytical model and allows us to accurately calibrate the
stand-off distance z; for the tips used in this study, stand-
offs were typically between 25 nm and 100 nm.
The line scans also provide an estimate of the min-
imum detectable current. For DC currents, this value
is around ∼ 1 µA (Fig. 2f). The minimum detectable
microwave current is in principle much lower, and ulti-
mately limited by the T1 time of the NV spin
38. For
T1 = 10 µs, the magnetic field noise is ∼ 2.5 nT/
√
Hz,
corresponding to a noise in the microwave current of a
few nA/
√
Hz. However, because microwave imaging re-
quires precise matching of the spin energy levels to the
microwave frequency, we found it difficult to detect mi-
crowave currents < 50 µA (Ref. 37).
III. MAGNETIC IMAGING
To demonstrate two-dimensional imaging, we use a Y-
shaped structure where the current is injected at the bot-
tom (S) and collected by the two arms at the top (D1
and D2, see electron micrograph in Fig. 3a). To form
a magnetic image of the current flowing in this device,
the diamond tip is scanned laterally in a plane at fixed
z spacing from the top of the wire (Fig. 1). The spacing
is maintained by briefly approaching and retracting the
tip by a known amount before each point. The resulting
magnetic image, shown in Fig. 3b, clearly reflects the
geometry of the underlying structure. Since this image is
taken with an NV center oriented nearly parallel to the z
axis, the magnetic field is positive to one side of the wire
while it is negative to the other side.
In addition to the DC magnetic field, we can also image
the microwave magnetic field by plotting the line width
parameter Ω (Fig. 3c). For sufficiently strong microwave
fields where the optical contrast is saturated ( ≈ max),
microwave amplitude and line width are directly propor-
tional, B⊥ ≈ 2Ω/γ [see Eq. (2)]. Because both the DC
and microwave fields originate from the same conductor
(and neglecting the effects of skin depth and wavelength),
it can be expected that the two fields have the same spa-
tial distribution. The vector component picked up in the
two imaging modes is, however, orthogonal. While the
DC image corresponds to the magnetic field parallel to
the spin orientation n, the microwave image represents
the component transverse to n. This feature can be ob-
served in Fig. 3b,c, where the DC field passes through
zero right above the conductor while the microwave field
is maximized at this location, as expected from the ap-
proximately vertical orientation of this NV center.
IV. RECONSTRUCTION OF CURRENT
DENSITY
In a next step, we reconstruct the two-dimensional cur-
rent density J(x, y) = (Jx, Jy) from the DC magnetic im-
age B||(x, y). This can be achieved by inverting Biot and
Savart’s law. For this purpose we adapt an inverse filter-
ing technique described by Roth et al. 2. As discussed
in the Supplemental Material (Ref.37), the reconstructed
current density in Fourier space is
Jx(kx, ky) =
w(k, λ)ky
g(k, z) [eyky − exkx + iezk]B||(kx, ky, z)(3)
Jy(kx, ky) =
w(k, λ)kx
g(k, z) [exkx − eyky − iezk]B||(kx, ky, z)(4)
where kx, ky are k-space vectors, k = (k
2
x + k
2
y)
1/2 and
where (ex, ey, ez) = n is the sensor orientation. A similar
set of equations can be derived to infer J(x, y) from the
microwave field B⊥(x, y)37. The function g(k, z) is the
Green’s function
g(k, z) =
µ0heff
2
e−kz , (5)
where heff = (1− e−kh)/k is an effective thickness and h
the physical thickness of the conductor (see Fig. 1). In
addition, w(k, λ) is a window function required to sup-
press noise at high spatial frequencies k where g(k, z) is
small. We use a Hanning window,
w(k, λ) =
{
1
2
[
1 + cos(12kλ)
]
if |k| < 2pi/λ
0 otherwise
, (6)
with cut-off wavelength λ. The wavelength λ plays the
role of a spatial filtering parameter that can be tuned to
adjust image resolution and noise rejection (see below).
Beside the Hanning filter, several optional image process-
ing steps are found to significantly improve the quality
of the reconstruction37.
Figs. 3d-f display the results of the reconstruction,
which include the magnitude of the current density |J| as
well as the individual components Jx and Jy. Given that
the raw data is rather coarsely sampled and has limited
signal-to-noise ratio (SNR), the quality of the reconstruc-
tion is quite remarkable. This apparent improvement is
expected, because the reconstruction process inherently
acts as a spatial low-pass filter through the cut-off pa-
rameter λ. Excellent agreement is found with the scan-
ning electron micrograph of Fig. 3a. Even fine features,
such as the zig-zag structure at the top left corner, are
reasonably well resolved, and positive and negative cur-
rent densities are reliably reproduced. The magnitudes
of the currents entering and exiting through the three
arms quantitatively agree with Kirchhoff’s rule and the
nominal source current.
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FIG. 3. Two-dimensional images of geometry, magnetic field and reconstructed current density for a Pt nanowire test device.
(a), Scanning electron micrograph of the device indicating the direction of current flow (I = 90 µA). (b), Image (raw data)
of the differential line shift, representing the component B|| of the DC magnetic field that is parallel to the NV center axis
n. The scanning NV center had a stand off z ≈ 75 nm and an orientation (θ, φ) = (2◦, 322◦). Images are composed of an
array of 50 × 50 pixels spaced by 60 nm, where each pixel required one minute of averaging. The pixelated areas correspond
to regions where the EPR spectrum was not well resolved and the Lorentzian fit error was large. (c), Image (raw data) of the
line width, representing the component B⊥ of the microwave magnetic field that is transverse to n. (d), Current density image
|J(x, y)| reconstructed from B|| using a spatial filtering parameter of λ = 215 nm. The corresponding reconstruction from B⊥
is provided in Supplemental Fig. S2. (e), Jx and Jy components of the current density. All scale bars are 1 µm.
V. SPATIAL RESOLUTION
A key feature of scanning diamond magnetometry is
the technique’s potential for imaging with high spatial
resolution and sensitivity. In our experiment, the reso-
lution can be tuned through the filter parameter λ. By
reducing λ, the resolution is refined up to the point where
the noise in the reconstructed image becomes excessive
(see Fig. 4a,b). This occurs at a certain critical wave-
length λcrit that is of order of the tip stand-off z, here
λcrit ≈ 50 nm. The critical wavelength is due to the ex-
ponential factor in the Green’s function g ∝ e−kz (Eq.
5) and the maximum allowed wave vector k = 2pi/λ (Eq.
6). To estimate the image resolution, we can inspect a
line cut across the conductor for λ ≈ λcrit (Fig. 4c).
The spatial resolution, defined as the x distance over
which the signal rises from 15% to 85% of its maximum,
is about 22 nm. This distance corresponds to 2σ of a
Gaussian convolved with the conductor shape (Sparrow’s
criterion39,40), and is consistent with the fastest permit-
ted spatial oscillation of λ/4 ∼ 14 nm ≤ 2σ.
We can further determine the baseline current den-
sity and integrated conductor current as a function of λ
(Figs. 4d,e). We find that both quantities are approxi-
mately constant when λ is chosen larger than the critical
wavelength λcrit. For the dataset in Fig. 4, the base-
line current density (root-mean-square value) is of order
2 · 104 A/cm2. This converts to a minimum detectable
current of ∼ 1 µA (Fig. 4e), in agreement with our ear-
lier finding.
VI. CARBON NANOTUBE IMAGING
Finally, we explore the application of the technique to
detect currents flowing in bundles of carbon nanotubes
(CNTs). The CNTs were vertically grown on Si with Fe
as the catalyst41, dispersed onto a quartz substrate, and
contacted by e-beam lithography37. Fig. 5 shows an ex-
ample of CNT imaging. In this experiment, the line shift
δω has a relatively low signal-to-noise ratio (Fig. 5b) and
the optical contrast  (Fig. 5c) provides the strongest
image contrast. The line width Ω ≈ 3 MHz is approxi-
mately constant (Supplemental Fig. S3). This represents
the regime of low microwave amplitude where the EPR
transition is not saturated and  ∝ √B⊥ (see Eq. (2)
and Refs. 36 and 37). Both the δω and  images can
be reconstructed (Figs. 5d,e), with significantly better
resolution resulting from the optical contrast data. The
current density image reveals interesting features about
the CNT bundle; in particular, only a center portion of
the bundle appears to be conducting while a number of
side loops (arrows in Fig. 5a) do not carry any measur-
able current.
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FIG. 4. Demonstration of 22 nm spatial resolution. (a), Magnetic image of an elbow-shaped Pt nanowire with a source current
of 96 µA. (b), Current density |J| reconstructed for decreasing values of the spatial filter parameter λ. (c), One-dimensional
plot along the dashed line in (b). The blue solid line represents the data and the red dashed curve represents the conductor
shape (green) convolved with a Gaussian. The spatial resolution, indicated by the 15%-85% rise of the signal, is ∼ 22 nm. (d),
Root-mean-square noise of the background (dotted rectangle in b) and peak current density of the wire (hollow dot in b) as a
function of λ. (e), Integrated current and corresponding background current as a function of λ. Integration of nanowire current
was done over dashed line in (b) and over the nanowire height (h ∼ 100 nm). Background current represents background
current density multiplied by conductor cross-section.
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FIG. 5. Imaging results for carbon nanotubes (CNTs). (a), Topographic image recorded using an atomic force microscope.
The typical CNT height is 10 nm. (b), Image (raw data) of the differential line shift δω/γ, representing the DC magnetic field
B||. (c), Image (raw data) of the optical contrast , representing the microwave magnetic field B⊥. max was 0.23. (d,e), Current
density |J| reconstructed from (b) and (c), respectively. Clearly, only the center tube is conducting and none of the extra loops
(arrows in a) carry any current. Nominal source current was 10 µA, tip stand-off was 40 nm, and (θ, φ) = (66◦, 220◦). Filter
parameters were λ = 130 nm and 60 nm for (d) and (e), respectively. Scale bars are 500 nm.
6VII. CONCLUSIONS AND OUTLOOK
In summary, we have shown that the technique of scan-
ning diamond magnetometry enables two-dimensional
imaging of current density with sub-30-nm spatial res-
olution and ∼ 1 µA sensitivity. The magnetic imaging
process is passive, with no direct disturbance of the elec-
tron flow, and can be carried out under ambient condi-
tions. Further improvements can be expected as the dia-
mond probe and acquisition techniques are being refined.
For example, by replacing our nanodiamond probes with
etched single-crystal diamond tips30,33,34,42, a resolution
below 10 nm should be reachable. Moreover, pulsed EPR
techniques could be employed to detect signals via spin
echoes43,44 or optimized phase-estimation protocols45–47,
with expected magnetic sensitivities in the 10 − 100 nT
range. Together, these advances would lower the cur-
rent sensitivity to near 1 nA. Such a capability would
allow resolving even weak current density fluctuations,
and possibly provide new insight into the local conduc-
tance of two-dimensional materials in condensed matter
physics.
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