One of the most problematic issues in contemporary meta-analysis is the estimation and interpretation of moderating effects. Monte Carlo analyses are developed in this article that compare bivariate correlations, ordinary least squares and weighted least squares (WLS) multiple regression, and hierarchical subgroup (HS) analysis for assessing the influence of continuous moderators under conditions of multicollinearity and skewed distribution of study sample sizes (heteroscedasticity). The results show that only WLS is largely unaffected by multicollinearity and heteroscedasticity, whereas the other techniques are substantially weakened. Of note, HS, one of the most popular methods, typically provides the most inaccurate results, whereas WLS, one of the least popular methods, typically provides the most accurate results.
The use of meta-analysis as a mode for theory testing has grown considerably in recent years, a growth that is verging on maturation. In the beginning, the great challenge for meta-analysis was mere acceptance. There was substantial doubt that such a technique was statistically sound, and consequently many of the initial publications in this area were focused on education as well as responding to fundamental criticisms (e.g., Sackett, Schmitt, Tenopyr, Kehoe, & Zedeck, 1985) . After this infancy, metaanalytic research moved on to refining its basic elements, first the estimation of mean effects, and following this, the estimation of the residual variance, that is, the homogeneity of results or degree of situational specificity (e.g., Alexander, Carson, Alliger, & Cronshaw, 1989; Rosenthal & Rubin, 1986) .
Finally, research attention has settled on the more advanced stages of meta-analysis. Recent writings have discussed or illustrated its use in testing hypotheses relating to structural equation models (e.g., Hom, Caranikas-Walker, Prussia, & Griffeth, 1992; Viswesvaran & Ones, 1995) and levels of analysis (e.g., Ostroff & Harrison, 1999) . In particular, meta-analysis has become involved in moderator analysis. Moderator analysis asks the theoretically relevant question, How does one explain heterogeneous results or situational specificity? In the context of meta-analysis, a moderator variable is a systematic difference among studies under review that might explain differences in the strength or direction of observed relationships between the primary variables of interest. Under the rubric of both theory building and hypothesis testing, most contemporary meta-analytic studies include some investigation of the influence of theoretically relevant factors that might moderate the relationship between the constructs under investigation. Unfortunately, much confusion regarding moderator analysis remains. As of yet, several problems that would be expected under realistic conditions need to be further addressed, and to the extent that they are allowed to remain underinvestigated, efforts at theory building are severely hampered. Consequently, it is the focus of this article to remove a few of these hindrances by comparing methods of moderator estimation under different conditions.
Moderator Detection Versus Moderator Estimation
To begin with, we clarify exactly what aspect of moderator analysis we sought to improve. Typically, moderator analysis occurs in two stages: moderator detection and moderator estimation. In the initial moderator detection stage, an inquiry is made as to whether substantive moderators exist to be detected. Essentially, this is a preliminary question seeking a yes or no answer to the question of whether there is enough variance in observed results to warrant an attempt to identify specific moderators within a data set. Several techniques are commonly used, especially Q statistics, the 75% rule, and credibility intervals. Q statistics, which are related to the level of variance across study results relative to the sampling error variance (Hedges & Olkin, 1985) , generate a decision rule specifying whether there is a statistically significant level of variability in standardized effect sizes, such as correlation coefficients or d statistics, across studies. Similarly, the 75% rule also suggests that unless 25% or more of the variance in observed effect sizes remains after accounting for statistical artifacts, it is unlikely that substantive moderators exist (Hunter & Schmidt, 1990) . Finally, the breadth of credibility intervals is often used as a harbinger of moderator effects, with larger spans indicating an increased likelihood that moderators exist (Whitener, 1990) . The common feature of all of these approaches is that they focus on either the practical or the statistical significance of the residual variability in a data set. If statistical tests suggest heterogeneity in results, it could indicate any number of conclusions, including unobserved or undetected moderating variables.
After consulting these initial indicators and determining that their portents seem promising, moderator analysis proceeds to the second stage, which is estimating relevant moderating variables. This requires going beyond the previous conclusion that observed effects are significantly heterogeneous and attempting to determine precisely what proportion of variance can be attributed to which moderator variables. For these purposes, a measure of moderator effect size, such as the proportion of variance estimated, is called for. It is this second moderator estimation stage that is the focus of our research. Under realistic meta-analytic conditions, we compare four popular moderator estimation techniques using Monte Carlo methodology. We discuss these realistic conditions, the four moderator estimation techniques, and the Monte Carlo methodology each in turn.
Realistic Conditions
Traditionally, research on meta-analysis has been highly practical, attempting to compare various methods under conditions that most closely conform to reality. Failure of estimators at boundary conditions, such as behavior of estimators at extreme correlations, is viewed as nonconsequential because of a lack of broad usefulness (e.g., Hunter & Schmidt, 1994) . Far more attention is placed on cases where correlations are in realistic ranges and sample sizes conform to what is observed in the literature. However, current research still tends to deviate from typical reality in three notable ways. Often, moderators are viewed individually rather than in combination, moderators are considered dichotomous rather than continuous, and sample size distributions are considered normal rather than skewed. In sequence, we consider the ramifications of each of these departures.
Single Versus Multiple Moderators
First, many Monte Carlo studies have examined moderators individually rather than generating multiple moderating variables (e.g., Overton, 1998; Sackett, Harris, & Orr, 1986; Sánchez-Meca & Marín-Martínez, 1998) , although there are notable exceptions (e.g., Hedges & Olkin, 1985) . Whereas single moderator studies are appropriate for testing power to detect lack of homogeneity of effect sizes, multiple moderators must be considered when attempting to assess the contribution of specific moderators to effect size variability. These studies mirror a tendency of many metaanalysts to explore moderators in a bivariate fashion rather than using multivariate techniques. For example, Kossek and Ozeki (1998) , examining the work-family conflict and job-life satisfaction relationship, investigated the moderating effects of marital status and sex only separately, not in conjunction. Jenkins, Mitra, Gupta, and Shaw (1998) , examining the financial incentives and performance relationship, investigated the effects of setting, task type, and theoretical framework each separately. Also, in their meta-analysis of authoritarianism and defendant culpability, Narby, Cutler, and Moran (1993) considered four different moderators, but each was considered in sequence individually. Many other examples exist where several moderators are examined in sequence rather than with combined, multivariate analyses (e.g., Bommer, Johnson, Rich, Podsakoff, & Mackenzie, 1995; Damanpour, 1995; Driskell, Willis, & Copper, 1992; O'Leary-Kelly, Martocchio, & Frink, 1994; Williams & Livingstone, 1994) . Viswesvaran and Sanchez (1998) described this inattention to multiple moderating effects as a cause for considerable concern, as it is unrealistic to assume that moderating effects are due to one and only one source. It is likely that many moderators are not orthogonal but share substantial variance. As an example of this, Mullen and Riordan (1988) conducted a meta-analysis on causal attributions for performance where they separately examined the effects of team size and focus of attribution question. Perhaps this separation is inappropriate if we consider that the two moderators correlate at Ϫ.99. Also, Williams and Livingstone (1994) examined the moderating influence of several measures of unemployment on performance-turnover relationships separately, although within their data set, state and national unemployment rates correlated at .70, state and city unemployment rates correlated at .88, and occupation and industry unemployment rates correlated at .44. As another example, Kühberger's (1998) recent meta-analysis on framing effects in decision making described a potential moderating influence of year of publication that could also be attributed to changes in the nature of experimental designs over time as theory developed and new questions were addressed. With such high correlations, attributing effects to any one variable in isolation is difficult, as recognized by some of these authors in their discussions.
The danger of ignoring issues of multicollinearity is not only to complicate issues, by failing to eliminate redundant variables, but also to misdirect researchers' attention. As Miller and Pollock (1994) discussed with regards to meta-analysis and theory development, "to the degree that there is more multicollinearity among the variables of theory A than among those of theory B, if any single hypothesis of A receives support, the total number of supported hypotheses of A is also likely to be exaggerated" (p. 478). Unfortunately, given that multicollinearity is an important issue when modeling multiple moderators, our understanding of it is inadequate, with relatively few Monte Carlo studies exploring multiple moderating variables. We do know general tendencies, such as attenuation of standardized regression coefficients and increases in standard errors associated with all regression coefficients, but as Viswesvaran and Sanchez (1998) noted, "efforts to use meta-analysis for theory building . . . call for precise estimates of moderator influences" (p. 85). Consequently, we need to determine precisely how different moderator estimation techniques are indeed affected by multicollinearity.
Dichotomous Versus Continuous Moderators
Second, most simulation research on meta-analysis has concentrated on dichotomous conditions, where samples are drawn from two distinct populations (e.g., Overton, 1998; Sackett et al., 1986; Sagie & Koslowsky, 1993) , although there are, again, notable exceptions (e.g., Hedges & Olkin, 1985; Sánchez-Meca & Marín-Martínez, 1998) . Of course, there are numerous cases where moderating factors are truly categorical, such as gender or qualitatively distinct measurement instruments, in which case inferences from these previous studies are extremely important. However, many researchers argue that it is frequently the case that underlying phenomena are continuous (Kosko, 1993) . Examples of continuous moderators that might be examined in meta-analysis in applied psychology include response rate, number of items in measurement instruments, lag between measurement of independent and dependent variables, time-related characteristics of samples (e.g., average participant age, experience, or job tenure), unemployment rates when studies are being conducted, size or profitability data from the organization from which data were collected, or year in which the study was conducted. What research that has been done on continuous moderator analysis is notable, but it is insufficient by itself. For example, Sánchez-Meca and Marín-Martínez (1998) used Monte Carlo methodology to examine the ability of several homogeneity tests to detect a single continuous moderator. The results from this study showed that statistical power to detect moderators might be a concern in some situations. This finding, though useful, only addresses the initial moderator detection stage and not the later stage of estimating effect sizes.
Normal Versus Skewed Sample Size Distributions
Third, a condition that has not been consistently modeled realistically is the shape of the sampling distribution for effect sizes (see Cornwell & Ladd, 1993) . Most Monte Carlo research to date has either assigned all studies the same number of participants or drawn the number of participants per study from a normal distribution. This does not conform to the reality of observed samples, which are more likely to have a large number of studies near some mean value and a few outliers of greater size (Sánchez-Meca & Marín-Martínez, 1998 ). This right skew in the distribution of sample sizes creates heteroscedasticity, a nontrivial problem with most statistics. Heteroscedasticity exists when error of estimation for a regression line is not constant across all predictor values. All proportion of variance estimates are generated on the basis of the error of fit between the predicted value of the outcome variable and the observed outcome variable. The fitting process requires that variance is constant across all observations. However, when variance is not constant, it is possible that proportion of variance attributed to various effects will be incorrect because those data points that are less representative receive equal weight in the computation of the regression line. The net effect of placing inordinate weight on less reliable data points is a reduction in fit, which will be reflected in lower values for R 2 . These same effects also hold for bivariate correlations, which are, of course, equivalent to standardized regression coefficients from a bivariate regression. A formal presentation of this issue is presented in Appendix A, following from Hedges and Olkin (1985) . However, the degree to which heteroscedasticity is a problem in psychological research has not been consistently identified. As Hunter and Schmidt (1990) noted, this issue "may not be serious" (p. 408), and Nunnally and Bernstein (1994) described it as "usually not a great problem" (p. 130). Unfortunately, these statements do not describe the conditions under which their conclusions hold.
Comparison of Procedures
There are essentially four methods available to deal with continuous moderators that are correlated with the effect size: bivariate correlations, ordinary least squares (OLS) regression, weighted least squares (WLS) regression, and hierarchical subgrouping (HS). Among these methods, there are unique advantages and disadvantages. We discuss each in turn.
Bivariate Correlations
The first moderator estimation method is to compute a simple correlation between the effect size and the observed value of a moderator variable (Hunter & Schmidt, 1990) . The advantages of this method are intuitive. First, if the underlying moderator is truly continuous and linearly related to the effect size, not only does the correlation provide a readily understood metric for assessing the relationship between an effect size and the observed moderators, but it can also be squared to show the proportion of variance attributable to moderators. Additionally, these correlations can serve as the inputs into subsequent structural equation models. Unfortunately, bivariate correlations are also most subject to the problems of spuriousness or suppressor effects (Hunter & Schmidt, 1990) . In the former case, variance that should properly be attributed to another variable will be attributed to the variable under consideration. These are the problems described earlier in the Single Versus Multiple Moderators Section. It should be noted that the bivariate correlation is not alone in having this potential weakness; all methods using univariate prediction are prone to the same tendency toward identifying spurious relationships when the variables under study are not randomly assigned. Unfortunately, study conditions such as average age of participants might well be confounded with average tenure, lag between measurement of independent and dependent variables may be related to other environmental characteristics such as organizational profitability or organization size, and number of questions on measurement instruments may be related to response rate.
Despite these reservations, a few meta-analyses rely predominantly on bivariate correlations to detect moderators. For example, the previously mentioned Mullen and Riordan (1988) metaanalysis relied simply on bivariate correlations to examine moderators. In addition, Driskell et al.'s (1992) meta-analytic moderator detection is almost exclusively based on the correlation, going beyond it only to explore one interaction from several possible (i.e., type of task).
OLS Multiple Regression
The second method for analyzing continuous moderators is to perform a multiple regression analysis with observed effect sizes as the dependent variable and the level of all moderators for each study entered as the independent variables. This method was first used by Glass (1977) and thus has been a component of metaanalytic research from the beginning. More recent examples include A. Cohen (1993) , Conway (1999) , Kühberger, SchulteMecklenbeck, and Perner (1999) , Richman, Kiesler, Weisband, and Drasgow (1999) , and Huffcutt and Roth (1998) .
The principal advantage of a regression model is the ability to separate the effects of different variables and hopefully remove problems of spuriousness and suppressor effects. This advance in interpretation comes with an inherent limitation, however. If the moderator variables are highly correlated with one another, then the variance that is shared by the independent variables is not attributed to either variable, although the overall R 2 for the model does use this information (Viswesvaran & Sanchez, 1998) . There is nothing preventing a researcher from looking at simple bivariate correlations in conjunction with this technique, but these bivariate correlations will have very limited interpretation, because they contain variance that is correctly attributed to the presence of the other moderator. Thus, bivariate correlations in conjunction with R 2 from multiple regression provide some initial information about whether effects are occurring, but it is impossible to draw infer-ences about which predictor is actually contributing which proportion of variance in observed results. Instead, researchers can conclude that the R 2 is the proportion of variance attributable to the combined set of variables entered into the regression equation. These inferential procedures are extremely important when using meta-analysis for theory testing.
WLS Multiple Regression
The third method is WLS multiple regression, an approach advocated by Hedges and Olkin (1985) . They argued against using OLS multiple regression because the assumption that error variance is constant across observations is violated. In other words, heteroscedasticity exists, as the spread of effect sizes (the error of estimates) is not uniform across all correlation levels. A formal derivation of this method is presented in Appendix B. Because sampling error variance depends on the study's sample size and the effect size, the lower the effect is, the larger is the sampling variance. Consequently, Hedges and Olkin suggested weighting the multiple regression according to the inverse of the sampling error variance. Some researchers have argued that it is possible that samples displaying very strong effects will be overweighted, suggesting a need for more simulations assessing the severity of this problem under realistic conditions (Overton, 1998) .
It should be noted that the use of weighting for unequal sample sizes has a long history, preceding that of Hedges and Olkin (1985) . It had previously been used in a number of cases where the error associated among samples was not equal. Examples range from the estimation of demand for automobiles, where variance estimated in budget functions is related to the number of individuals in a particular income group (e.g., Farrell, 1954) , to the study of the relationship between diet and mortality, where different sample sizes are available for each study (e.g., Leech & Cowling, 1982) . More recent examples using WLS multiple regression in applied psychology meta-analyses include Phillips (1998) and Walters, Stuhlmacher, and Meyer (1998) . Most notably, a study of flexible and compressed work schedules on performance outcomes found quite different results by using WLS multiple regression than would have been surmised with subgrouping approaches (Baltes, Briggs, Huff, Wright, & Neuman, 1999) .
HS Analysis
The final method for moderator estimation is the subgroup method advocated by Hunter and Schmidt (1990) . These authors noted that correlation of the proposed moderator variable with the effect size has been used incorrectly in a number of studies. To correct for problems of chance correlation and multicollinearity, they proposed a hierarchical subdivision of moderators into subgroups. Essentially, the subgroup method, as it has been practiced, involves first conducting a full meta-analysis. If a significant proportion of variance remains after accounting for sampling error and other sources of artifactual variance, the studies are separated into groups according to theoretically predicted moderators. This subgrouping is hierarchical by allowing moderators to "nest" within each other so as to consider them in combination. Each of these subgroups are then themselves meta-analyzed and evaluated in terms of variance. If the procedure shows that there is no residual variance left, then the search for moderators is discontinued, because there is nothing for artifacts to explain. The process continues into smaller and smaller groups until acceptable homogeneity of effect sizes is achieved.
There are two potential problems with a subgrouping method. First, the procedure involves dichotomizing studies. This feature makes an ideal method when there are multiple categorical moderators, such as results for men and women, or results obtained using different measurement instruments or procedures (e.g., Carlson & Schmidt, 1999) . However, dichotomization is more problematic for truly continuous moderator variables, as these splits will reduce the variance in these variables artificially, leading to an underestimate of variance due to moderators (Hunter & Schmidt, 1990; Stone-Romero & Anderson, 1994) . Second, the procedure reduces the number of studies per analysis. Although this procedure is useful for multiple groups of data, it reduces the number of studies to be analyzed in each step quite dramatically and increases the estimated sampling error within each group. Thus, it results in the same type of low power to detect moderators described in earlier research (Sackett et al., 1986; Stone-Romero & Anderson, 1994) . Although the present study does not consider second-order sampling error directly, this is also likely to be more pronounced when multiple subgroups are created.
Despite these potential problems with HS, it is a popular technique because of its use in the Hunter and Schmidt (1990) methodology for psychometric meta-analysis. Some researchers have dichotomized continuous variables when sufficient information about these variables to permit linear models is available. For example, Finkelstein, Burke, and Raju (1995) reduced the age of raters into two groups, young and old; Williams and Livingstone (1994) subgrouped unemployment rates into high and low; and Healy, Lehman, and McDaniel (1995) dichotomized tenure into less than or greater than 5 years. Similarly, Klein, Wesson, Hollenbeck, and Alge (1999) reduced a continuous measure of goal difficulty into three groups: easy, moderate, and difficult. In their meta-analysis, Huffcutt, Roth, and McDaniel (1996) reported that it was "necessary to categorize the uncorrected validity coefficients because they were continuous" (p. 466).
Purpose and Rationale
The purpose of this study was to investigate how well available moderator estimation techniques correctly detect continuous moderators under conditions of multicollinearity and heteroscedasticity. Given the previous discussion, we expected that bivariate correlations would substantially overestimate the variance under conditions of multicollinearity, because of the double-counting of shared variance, but that OLS would underestimate the variance under the same conditions, because of the problems in computing R 2 under the nonnormal distribution of sample sizes. We expected that WLS would outperform other methods under heteroscedastic conditions, where data vary substantially in terms of precision and the traditional methods for computing proportion of variance are incorrect. Finally, we expected that the HS method would tend to consistently underestimate variance due to the dichotomization of a continuous variable.
Method
A purely analytic solution was not feasible to compare methods of moderator estimation across realistic conditions, because of the complexity of the underlying functions (particularly the potential interactions of multicollinearity, skew, and number of studies available for meta-analysis) and because of our goal of quantifying how substantial the expected problems with traditional methods would be. Consequently, we conducted a series of meta-analyses using Monte Carlo methodology. Data analysis was carried out with the Resampling Stats software (Simon, 1999) in two stages. First, we generated meta-analytic data sets under several pertinent conditions. Second, we analyzed such data sets using the discussed methods: bivariate correlations, OLS regression, WLS regression, and HS. For each relevant condition, we repeated the previous two stages 15,000 times.
Generation of the Meta-Analytic Data Set
To generate the data set, we created two continuous moderators under different levels of multicollinearity and heteroscedasticity. To determine how robust any observed effects were, we also varied several other parameters, specifically the number of studies (k), the mean overall effect size ( xy ), the size of the moderator effect ( r xy m 1 m 2 ), and the level of skew. In total, we created meta-analytic data sets under 180 different conditions. These conditions are summarized in the following sections.
Number of studies. The number of studies (k) per meta-analysis was systematically varied at 12, 24, 48, 96, and 192 . This range of studies encapsulates that observed in most meta-analytic research (e.g., Barrick & Mount, 1991; Damanpour, 1995; Stuhlmacher & Walters, 1999) as well as in other meta-analytic Monte Carlo studies. Although few meta-analyses use close to 12 studies, it is often worth investigating such small samples with Monte Carlo methods to demonstrate small sample properties. In addition, these numbers were chosen to facilitate later analysis by the HS method, as they can all be evenly divided by 4.
Overall effect size. Overall effect size, or rho ( xy ), for the relationship between x and y variables was set at three different levels: .10, .30, and .50. These three numbers reflect J. Cohen's (1988) generic specification of a small, medium, and large effect size.
Sample size, skew, and heteroscedasticity. Because heteroscedasticity depends on the skew of sample size, we consider all these issues in this section. Average number of data points or simulated participants per meta-analysis was kept constant at a mean of 148.4. This number permits a median of 100 under our condition of right skew, and 100 approximately represents the average sample size for psychological research (Aguinis & Whitehead, 1997; Hunter & Schmidt, 1990) . Two levels of skew were chosen at what we considered two realistic extremes. Sánchez-Meca and Marín-Martínez (1998) estimate that the average meta-analysis is skewed at 1.55. Consequently, one of our conditions was right skewed at 2.66 whereas the other condition was zero skewed or normally distributed. Because lognormal distributions have been found to be very useful in modeling right-skewed social phenomena (Mooney, 1997) , we modeled our right skew by multiplying a lognormal distribution with a median of 1.0 and a standard deviation of 0.9 by 100. We modeled the normally distributed sample size by setting the same mean of 148.4, but setting the deviation at 35.95, approximately one fourth of the mean. This number helps to maintain the normal distribution so as to minimize the occurrence of negative or excessively low numbers that must be recoded. After rounding to the nearest whole number, we recoded all data below 25 to be 25, because sampling error estimations become less accurate below this number (Hunter & Schmidt, 1994) . When the number was above 1,000, we recoded it as 1,000 as per Tukey's (1960) findings that outliers can produce extremely deviant results and because outliers are not the focus of our investigation (see also Schmidt et al., 1993) .
Overall moderator effect. The overall moderator effect was set as a proportion of overall variance. We set this at 1%, 10%, and 30% to represent small, medium, and large effects, respectively. For example, when the moderator effect is 30%, 70% of the overall variance is due to sampling error and 30% is due to the moderators. To create a specific moderator effect, we first calculated the expected sampling error variance ( SE 2 ) using Hotelling's (1953) formula. The Hotelling formula, as discussed by Hunter and Schmidt (1994) , largely corrects for an extremely small bias in the usual Fisher's (1921) sampling error formula. On the basis of this number and some algebraic manipulations, we expressed our combined moderators ( r xy m 1 m 2 2 ) in terms of absolute variance. Moderators and multicollinearity. We created our individual moderators by first dividing the variance of our overall moderator effect into two equal but orthogonal sources of variance: A 2 and B 2 . Using a normal distribution, we randomly allowed xy to vary first according to A and then according to B . We kept the range of xy from .99 or Ϫ.99, recoding if the correlation was greater or less than each of these numbers, respectively. This prevented nonsense values outside the range of correlations (i.e., 1 to Ϫ1) as well as preventing extreme correlations that hinder the effective estimation of sampling error. The final adjusted xy was recorded as Source A and Source B . To create the observed moderators, we standardized both sources of moderator variance and set Moderator 1 (m 1 ) to be equal to Source A and set Moderator 2 (m 2 ) as a combination of both Source A and Source B . The degree that m 2 is a combination of both sources of variance translates into multicollinearity ( m 1 m 2 ). We considered three levels of multicollinearity: 0, .25, and .50.
Analysis of the Meta-Analytic Data Set
Every meta-analytic data set was analyzed using the same four moderator estimation methods. Each of these methods is discussed in turn.
Bivariate correlation. This is the simplest of all the analyses. We conducted a bivariate correlational analysis by individually correlating m 1 and m 2 with observed study correlations as per
OLS multiple regression. We derived the OLS multiple regression analysis using the equation provided by Nunnally and Bernstein (1994) 
In addition, we further adjusted scores for overfitting bias using the traditional Wherry (1931) formula. Where k is the number of studies and p is the number of predictors, the equation is
Though this formula is not entirely accurate when the k/p ratio is relatively low, whereupon Browne's (1975) formula is often recommended, it is the most commonly used and is often the only one used by popular statistical programs (e.g., SPSS, SAS; also see Cattin, Kromrey, & Hines, 1980; Schmitt & Ployhart, 1999) . By keeping to Wherry's formula, results reflect how multiple regression is typically practiced. WLS multiple regression. Conducting a WLS multiple regression analysis is very similar to OLS except that correlations should be based on inverse sampling-error weighting. Consequently, we calculated the usual Fisher's (1921) formula for sampling error for every study and then took its inverse square root to create the appropriate weight. We then took this weight and multiplied it with standardized versions of our observed correlations and moderator variables as described in Appendix B. Using these weighted variables, we calculated the appropriate bivariate correlations as per Equation 1 and applied to Equation 2. The only new equation used in WLS is the sampling error formula as per 100 STEEL AND KAMMEYER-MUELLER
Having weighted both the effect size and moderator by the inverse of the sampling error as described in Appendix B, the estimation procedure becomes identical to the one described in Equation 2 and the bias correction described in Equation 3.
HS.
We conducted an HS analysis as per the procedures described by Hunter and Schmidt (1990) . To summarize, correlations are divided into groups according to the median split of m 1 . Each of these groups is further subdivided according to the median split of m 2 . Each of the now four subgroups is meta-analyzed to generate observed variance and sampling error variance and to subtract the latter from the former. Sampling error variance was calculated as per the sample-size weighted average of Equation 4, and total observed variance was calculated as per 
To put the HS method in common terms with the other three techniques, one must recognize that if all the moderator variance has been explained by subdividing, then observed variance minus sampling error variance should equal zero. On the other hand, if none of the moderator variance has been explained, then observed variance minus sampling variance should equal moderator variance. Consequently, we took the average positive remaining variance after considering sampling error as representing unaccounted for moderator variance, and we subtracted this residual from the true moderator variance for each meta-analysis. Again, for example, if we expect moderators to account for 30% of the variance and if subgroup analysis leaves an average of 10% as unexplained, we can conclude that the HS technique accounted for on average 20% of the effect size variance. In accord with Hunter and Schmidt (1990) , when the observed variance minus sampling error variance was less than zero, the proportion of variance attributed to moderators was set at zero.
Results
Results from each round of Monte Carlo simulations under the right-skewed conditions are presented in Tables 1 to 3 ), respectively. The next column is the R 2 from OLS multiple regression with m 1 and m 2 as predictors, followed by the R 2 from WLS multiple regression. Finally, results from the HS method are presented in the last column.
Results from each round of Monte Carlo simulations, in which sample sizes are drawn from a normal distribution, are presented in Table 4 . Table 4 is essentially the same as Tables 1 through 3 except we held xy constant at .30 to avoid adding redundant information. The moderator estimation proved to be largely unaffected by changes in xy with the exception of WLS. WLS increased slightly (less than 1%) as xy increased from .10 to .50 at small sample sizes, but this amount was insufficient to affect our interpretations.
A graphical display of the results from the tables using uncorrelated moderators and a true underlying population effect indicates the true percentage of variance in effect sizes associated with the combination of moderators, xy represents the correlation between x and y variables, k is the number of studies per meta-analysis, m 1 m 2 is the correlation between Moderator 1 and Moderator 2, and r r xy m i 2 is the squared correlation between moderator i and the observed effect sizes. OLS (ordinary least squares) represents the multiple correlation between the moderators and observed effect sizes, WLS (weighted least squares) represents the sample-size weighted correlation between moderators and observed effect sizes, and HS (hierarchical subgrouping) is the percentage of variance attributed to moderators by HS methods. size ( xy ) of .30 is presented in Figures 1-4 . These graphs demonstrate the rate at which various estimation techniques converge toward their asymptotic values, as well as the relationship between the values toward which these estimators converge and the true moderator effect size, which is indicated by the thick horizontal line.
One can estimate the precision of our findings by comparing the bivariate correlations. For each level of k, values of r r xy m 1 2 should all be the same as well as equivalent to r r xy m 2 2 when m 1 m 2 is zero. If we put all of these numbers into a common metric by taking the absolute deviations from their respective means, it gives us a sample of 48 for each level k with which to estimate standard error. Consequently, 95% confidence limits for our estimates are Ϯ0.22% when k ϭ 12, Ϯ0.14% when k ϭ 24, Ϯ0.12% when k ϭ 48, Ϯ0.08% when k ϭ 96, and Ϯ0.06% when k ϭ 192. indicates the true percentage of variance in effect sizes associated with the combination of moderators, xy represents the correlation between x and y variables, k is the number of studies per meta-analysis, m 1 m 2 is the correlation between Moderator 1 and Moderator 2, and r r xy m i 2 is the squared correlation between moderator i and the observed effect sizes. OLS (ordinary least squares) represents the multiple correlation between the moderators and observed effect sizes, WLS (weighted least squares) represents the sample-size weighted correlation between moderators and observed effect sizes, and HS (hierarchical subgrouping) is the percentage of variance attributed to moderators by HS methods. indicates the true percentage of variance in effect sizes associated with the combination of moderators, xy represents the correlation between x and y variables, k is the number of studies per meta-analysis, m 1 m 2 is the correlation between Moderator 1 and Moderator 2, and r r xy m i 2 is the squared correlation between moderator i and the observed effect sizes. OLS (ordinary least squares) represents the multiple correlation between the moderators and observed effect sizes, WLS (weighted least squares) represents the sample-size weighted correlation between moderators and observed effect sizes, and HS (hierarchical subgrouping) is the percentage of variance attributed to moderators by HS methods.
Bivariate Correlations
As Tables 1 through 4 confirm, bivariate correlations over-and underestimate moderator effects according to several factors. To begin with, they are very susceptible to multicollinearity. This may seem to many researchers an obvious weakness, but it still deserves to be explicitly stated given the issue is often ignored in practice. With bivariate correlations, variance common to both moderators will be attributed to both when perhaps it would best be attached only to one of them because of a clear causal influence from one moderator to another, or where it is possible that common variance is due to some unmeasured causal factor. Conse- is the squared correlation between moderator i and the observed effect sizes, OLS (ordinary least squares) represents the multiple correlation between the moderators and observed effect sizes, WLS (weighted least squares) represents the sample-size weighted correlation between moderators and observed effect sizes, and HS (hierarchical subgrouping) is the percentage of variance attributed to moderators by HS methods. quently, multicollinearity will artificially increase the total estimated moderator effect. For example, in Table 4 when k ϭ 192 and r xy m 1 m 2 2 ϭ 30%, the procedure will correctly estimate total variance when m 1 m 2 is zero. As multicollinearity increases, correlations overestimate. When m 1 m 2 ϭ 0.50, the method erroneously attributes 42.3% of variance to moderators. A second issue is that bivariate correlations are affected by sample size and will overestimate with smaller k. Again referring to Table 4 This finding is consistent with statistical overfitting, which is a common problem when too few respondents (in this case, studies) are available per regressor (Tabachnick & Fidell, 1989) . Essentially, the procedure has accidentally treated error variance as moderator variance by generating numerous spuriously strong linear relationships within each study, which are then added together, giving the illusion of consensus. Of course, correction procedures discussed earlier are available that substantially reduce this particular bias (Cattin et al., 1980; Schmitt & Ployhart, 1999) . However, because they are rarely used in the case of correlations, we also refrained from applying them here.
Finally, results are affected by skew or heteroscedasticity. When sample sizes are selected from a normal distribution (Table 4) , the estimate will eventually converge on the true correlation given enough k. 
OLS Multiple Regression
Like bivariate correlations, OLS multiple regression is susceptible to heteroscedasticity and will fail to asymptotically converge on the true moderator effect under right-skewed conditions. For all cases, considering xy ϭ .30 with no multicollinearity and at 196 studies, at r xy m 1 m 2 2 ϭ 1%, the estimate of R 2 ϭ 0.5%; at r xy m 1 m 2 2 ϭ 10%, the estimate of R 2 ϭ 5.1%; and at r xy m 1 m 2 2 ϭ 30%, the estimate of R 2 ϭ 17.0%. These are even more substantial underestimates than would be arrived at with bivariate correlations.
One difference between OLS and bivariate correlations is in the area of multicollinearity. In a sense, OLS tries to estimate the combined variance of the moderators, that is, m 1 m 2 , so as not to double-count it. When sample size is low, OLS will tend to underestimate this multicollinearity, again because of overfitting, and this will help to overestimate the total moderator variance. Fortunately, this is not much of problem, as this underestimation of m 1 m 2 helps to counter the likely overestimation of r xy m 1 2 and r xy m 2 2 . As sample size increases, overfitting of both types quickly shrinks, and the same convergence to an artificially low estimate occurs. This is evident from Table 2 , where OLS attributes approximately 5% of variance to moderators (instead of the correct 10%) at k ϭ 192, and Table 3 , where OLS attributes approximately 17% of variance to moderators (instead of the correct 30%) at k ϭ 192. In both cases, the estimates are not systematically affected by multicollinearity or underlying xy . This problem is almost entirely absent from the somewhat unlikely case in which study sample sizes are normally distributed, where OLS R 2 is generally quite close to the correct proportion of variance. Returning to across all conditions and produces stable estimates but of course cannot resolve the error in estimation resulting from heteroscedasticity.
WLS Multiple Regression
WLS multiple regression proved to perform very differently from the other linear analyses. To begin with, WLS was unaffected by multicollinearity, giving virtually the same estimate regardless of how correlated the moderators were. It is evident that WLS can partially compensate for expected error in estimation and thus is not subject to severely biased estimation because of m 1 m 2 being much greater than zero, even at small sample sizes. Consider Table 2 , where xy ϭ .50, m 1 m 2 ϭ 0, and k ϭ 12, WLS regression attributes 8.58% of variance to moderators; when m 1 m 2 ϭ .25, this estimate is 8.33%; and when m 1 m 2 ϭ .50, this estimate is 8.46%. Thus, even as m 1 m 2 changes quite considerably, WLS results are affected very slightly, even with small sample sizes. Because of correction Equation 3, there is little overfitting in WLS. Unlike OLS, however, eliminating overfitting produces very nearly correct estimates for all sample sizes and under all conditions. In Table 4 , where r xy m 1 m 2 2 ϭ 30% and m 1 m 2 ϭ 0, when k ϭ 12, regression attributes 27.2% of variance to moderators. When k ϭ 24, however, this estimate is 29.1%; when k ϭ 48, it is 30.0%; when k ϭ 96, it is 30.5%; and finally, when k ϭ 192, the regression resolves at a slight overestimate of 30.9%. Thus, under most conditions, WLS produces the most accurate results.
In addition, where OLS performs considerably worse under conditions of skew, WLS actually performs slightly better. The reason WLS performs better is its ability to take advantage of accurate large sample-size results and anchor the regression line around these results, a benefit that becomes less relevant when results are normally distributed. Finally, WLS is unique among the estimation techniques as it is affected by xy to a small extent. When k is low and moderator variance is high, large differences in xy approach a 1% difference in the moderator effect. This would be as expected being that sample error is used as the weighting in WLS, and a component of it is r xy . Consequently, the higher the xy value is, the lower the sampling error tends to be. In summary, WLS is the only one of the four techniques here that will come close to converging on the true underlying variance with more k under all conditions.
HS Method
The HS method performed quite differently from the other moderator estimation techniques. To begin with, HS is atypically susceptible to multicollinearity. Specifically, multicollinearity increases HS estimates of the moderator effect, and it continues to do so despite changes in k. One can understand the underlying reason for this by looking at the special condition when m 1 m 2 ϭ 1. In this circumstance, there is, in truth, only one moderator, and by being hierarchically subgrouped twice, it is divided into four groups, each representing a quartile of the distribution. Because increasing the number of subgroups increases the variance accounted (Arnold, 1982) , HS should estimate a larger moderator effect with multicollinearity.
HS is also affected by sample size, but not in a consistent manner. When the moderator effect is small (e.g., 1%, as in Table  1 ), it will initially overestimate at low k and then ultimately underestimate at higher k. When the moderator effect is large (e.g., 30%, as in Table 3 ), HS will consistently underestimate the effect, though it will come closer to the true value at larger k. Explaining this pattern of effects is somewhat complex as it is contingent on at least three different issues. The first issue pivots around HS's dependence on the estimation of sampling error variance and total variance. Whereas sampling variance has been shown to be accurately estimated (Hunter & Schmidt, 1994) , total variance tends to be underestimated at low k and overestimated at higher k (Cornwell & Ladd, 1993) . Ultimately, this means that simply by virtue of having lower k-that is, through the process of subgrouping itself-it is more likely that sampling error will account for all variance. In other words, subgrouping can create the appearance of a moderator effect where there is none.
The second issue is the "stopping rule." The HS method is contingent on there being residual variance to explain. If all the variance is already accounted by sampling error, moderator estimation will not account for additional variance. That is, negative variance is treated as zero variance. However, there is a problem. Though this stopping rule makes sense by preventing nonsense negative variance, it also can prevent a normal distribution of expected effects. Consider what would happen if there were no moderator effects at all and the ratio of sampling error variance to total variance was expected to be one (i.e., they were expected to be equal). Despite this expectation of equivalence, there will be some variation in the estimation so that at times sampling error is greater than total variance and at times sampling error is less than total variance. Given the stopping rule, we count the latter but not the former, changing a normal distribution of effects into one resembling a Pareto distribution, with only the mode being zero. Consequently, the average amount of residual variance when there is no effect, in terms of mean and median, will be greater than zero, giving more opportunity to detect spurious moderator effects. This outcome is clearly seen in Table 1 . The moderator effect shrinks with higher k, reflecting that with higher k the distribution of residuals is shrinking, too. Also of importance, the distribution effects of the stopping rules are contingent on the underlying moderator effect. As the moderator effect increases, negative variance becomes less likely, and consequently it becomes less likely that the stopping rule will be activated. At large moderator effects, such as in Table 3 , the residual variance is normally distributed at all levels of k.
Finally, a third issue is that HS subdivides a continuous moderator. The problem with subdivision in this context is well known (Hunter & Schmidt, 1990; Stone-Romero & Anderson, 1994) , with J. Cohen and Cohen (1983) describing the technique as "throwing away information" and creating "a crippled variable" (p. 309). Ultimately, the HS methodology will inherently misgauge the moderator effect and, under most conditions, asymptote toward some underestimate.
Discussion
As Kurt Lewin wrote, "Nothing is as practical as a good theory" (Marrow, 1969) , and for our science to grow, we need to improve our theories. Theory building is increasingly relying on moderator analysis of meta-analytic data (Miller & Pollock, 1994; Mullen, Salas, & Miller, 1991; Viswesvaran & Ones, 1995) . Little research had been done on continuous moderators under realistic conditions, where multicollinearity and heteroscedasticity are possible, despite the importance of these issues. To address this neglect, we explored four moderator estimation techniques in this study: bivariate correlations, OLS regression, WLS regression, and HS. In addition to varying multicollinearity and heteroscedasticity, we considered the effects of number of studies, overall effect size, skew, and moderator effect. Depending on the condition, all performed somewhat differently, with WLS achieving the best overall estimates. This is a most interesting finding, in light of the general scarcity of the use of WLS in applied psychology research. The observed performance of each moderator detection technique is discussed in sequence. Following this, we use data from three published meta-analyses to demonstrate the different effects of moderator estimation techniques.
Moderator Estimation Techniques
Bivariate correlation. Bivariate correlations show three great weaknesses. First, zero-order correlations tend to overestimate by attributing higher proportions of variance to collinear moderators than multiple regression methods, a finding consistent with the Viswesvaran and Sanchez (1998) expectation. Second, they tend to overestimate at lower k by overfitting, accidentally treating error variance as moderator variance. Third, they tend to underestimate when sample sizes are right skewed, that is, under conditions of heteroscedasticity. This final problem deserves special note, as the underestimate due to heteroscedasticity can be substantial and yet the psychological literature has largely discounted this possibility (e.g., Hunter & Schmidt, 1990; Nunnally & Bernstein, 1994) . In total, bivariate correlations are not recommended for general moderator estimation. If one examines Tables 1-3, there are very few times that correlations give a correct estimate of the moderator effect and then only because of errors of overestimation being balanced by errors of underestimation, certainly not a dependable outcome. Given these weaknesses, correlations may still be of some value as inputs into subsequent path analyses and structural equation models, but they should be interpreted cautiously on their own.
OLS multiple regression. OLS regression shows many of the same weaknesses as bivariate correlations. It will tend to underestimate with right-skewed sample sizes because of violations of the assumption of heteroscedasticity. On the other hand, the technique does manage to adequately compensate for multicollinearity, especially at higher k, and proves to estimate very well when sample sizes are normally distributed. The value of this is somewhat mixed, as most meta-analyses will be at smaller k than desirable and will be under right-skewed conditions. Typically, one will not want to use OLS multiple regression for meta-analytic moderator estimation unless one is certain that the distributions of effect sizes and sample sizes are normally distributed.
WLS multiple regression. WLS regression proves to be a very effective meta-analytic moderator estimation technique with only a few weaknesses. First, it will tend to misestimate the moderator effect at lower k, a problem common to all techniques explored here. Fortunately, this misestimation for WLS is largely avoidable simply if researchers use more accurate correction techniques than Wherry's (1931) formula (see Cattin et al., 1980; Schmitt & Ployhart, 1999) . Second, it appears to be very slightly affected by the underlying rho, likely due to r xy being used in the weighting formula. On the other hand, it has several unique strengths. First, it is the only technique that is virtually unaffected by multicollinearity, giving the same estimate despite variations in m 1 m 2 . Second, it is the only method described here that actually converges toward the true moderator effect size as the number of studies per meta-analysis increases, despite variations in heteroscedasticity. Given these strengths, WLS is recommended for metaanalytic moderator estimation.
Researchers working with this procedure should bear in mind, however, that weighting by sampling error variance can be dangerous. Increases in sample size have a consistent effect on sampling error variance directly proportional to the inverse of sample size minus one. However, decreases in variance as a function of observed correlations are exponential. Given constant sample size, weighting by sampling error will count a correlation of .999 about a hundred times more than a correlation of .99 and about a hundred thousand times more than a correlation of .60. For example, a study based on 20 participants with a correlation of .99 would be given the same weight as another study based on 20,000 participants but with a correlation of .60. Theoretically, a correlation of 1 would be infinitely weighted regardless of the sample size it was based on. In the same way that weighting using extreme outlier sample sizes in meta-analysis may be dangerous, so might weighting using extreme outlier correlation values. This problem has been demonstrated by Overton (1998) , who recommends comparing WLS and OLS results to determine whether outlier effect sizes are substantially affecting estimates.
Also of note, one common solution to right-skewed distributions is the use of a logarithmic transformation of the dependent variable, as is often done in estimation relationships involving wage or income in labor economics (Greene, 2000) . Those familiar with recent work on techniques for circumventing problems of skewed effect sizes (e.g., Hoaglin, Mosteller, & Tukey, 1983; Hoaglin, Mosteller, & Tukey, 1985) may also wonder whether it is possible to simply change the distribution of effect sizes through one of these procedures and then perform estimations using OLS regression, which is relatively unbiased under normal conditions. However, such procedures are not warranted in this case because they apply to the situation where individual data points are not normally distributed. In the case of meta-analysis, it is not the correlations per se that are skewed but rather the underlying number of subjects used at each level of correlation. The correlations used in this study were in fact normally distributed across studies, so transforming these data would not yield any superior estimate.
HS. HS is a popular moderator estimation technique used in meta-analytic research, but as demonstrated by all evidence gathered here, there are several shortcomings. Of all moderator estimation techniques, the HS method performs the worst, owing to many substantial and complex problems. Given that these problems are discussed more extensively in the Results section, we summarize them only briefly here. First, HS tends to overestimate with multicollinearity. This is of note because HS is hierarchical in specific attempt to overcome the effects of multicollinearity (Hunter & Schmidt, 1990) , an attempt not entirely successful with continuous moderators. Second, HS will tend to overestimate moderator effects with smaller k, on the basis of flawed estimates of total variance under smaller k (see Table 1 ). Third, the stopping rule used to prevent negative variance means that the mean average amount of residual variance is often overestimated. How much mean overestimation there is depends on both k and the underlying moderator effect. Finally, the HS method will underestimate because it dichotomizes a continuous variable and consequently loses relevant variance. Only when other errors help to overestimate will the HS technique approach the true moderator effect. Given all of these problems, it is strongly recommended that the shortcomings of HS be addressed before use with continuous moderators.
Example Analyses
To demonstrate the effect that these different analytic techniques have, we reanalyzed three published meta-analyses, the authors of which were conscientious enough to include their data sets. First, we examine Rodgers and Hunter (1991) to demonstrate the effects of multicollinearity. Second, we show the effects of WLS using Driskell et al. (1992) . Finally, we assess the possibility of suppressor effects and multicollinearity in data from Williams and Livingstone (1994) . Because typesetting errors occur and data reentry errors are possible, we confirmed the veracity of each data set by replicating several of each study's original reported findings before conducting our own analyses.
To begin with, we reconsidered Rodgers and Hunter's (1991) monograph on management by objectives. Rodgers and Hunter found that the three levels of top management commitment (i.e., low, moderate, and high) moderated the positive effects of management by objectives on productivity; together they correlate at .67, a finding we replicated. Management commitment was based on two variables, the participation of top management and their level of support. Consequently, they concluded that the "full effectiveness requires not only the support of top management but also their participation" (p. 332). However, they did not analyze the separate contributions of support and participation before combining them into the summary variable of commitment. Because of the nature of the data set, sample size per study was not available, thus precluding the use of WLS though not OLS multiple regression.
In our reanalysis, we were able to expand the data set slightly by noting that when management commitment is low, support and participation should be low, too. This allowed us to add two data points that were previously empty for the participation variable, a modification that helped to clarify but not substantively change the end result. After this, we ran a hierarchical OLS multiple regression, entering support first, then participation, and then commitment. Support alone proved to provide significant variance (R ϭ .61), F(1, 21) ϭ 12.47, p Ͻ .01, with participation and commitment failing to incrementally predict. After considering multicollinearity, it appears a different conclusion could be reached. Only top management support seems to be necessary for a successful management by objectives program.
In another study, Driskell et al. (1992) considered the effects of learning on performance. In their examination of degree of overlearning as a moderator, they relied on the bivariate correlation, an analysis we reconducted using WLS. With the bivariate OLS, R 2 ϭ .22 and F(1, 86) ϭ 24.11, p Ͻ .01, whereas with a bivariate WLS, R 2 ϭ .36 and F(1, 86) ϭ 48.72, p Ͻ .01, a relative increase in explained variance of approximately 60%. This is a clear demonstration of the incremental variance that WLS can account for.
Another example of the difference between results from WLS and bivariate models is provided by Williams and Livingstone (1994) . They analyzed the relationship between performance levels and voluntary turnover and concluded that although reward contingency is a significant moderator, unemployment rates are generally not. To demonstrate this, they conducted a series of nonnested subgroupings with unemployment rates at the national, industry, occupation, state, and city levels despite the fact that these figures are highly correlated, as described earlier. It is interesting to note that although the national unemployment rates as dichotomized did not explain variance in results in the original study and remain insignificant when analyzed in a bivariate fashion with WLS, the national unemployment rates do explain significant variance when entered as a predictor in a model containing study time frame and reward contingency. The change in r 2 when national unemployment is added to the other two as a predictor is a statistically significant .11, meaning that this variable uniquely explains 11% of the variance in outcomes with reward contingency and study time frame held constant.
Strengths, Limitations, and Future Directions
This study had some notable strengths and limitations, and it is important to mention both. At 15,000 repetitions, total studies per estimate range from 180,000 to 2,880,000, or approximately 27 million to 430 million separate data points or simulated participants. This is a noteworthy number representing one to two orders of magnitude more simulation runs than have been conducted in similar research and thus allowing for practically error-free estimates. However, 10,000 to 25,000 repetitions are typically used in most Monte Carlo research (Mooney, 1997) , and consequently future meta-analytic simulations should endeavor to match or even increase this number. Fortunately, improvements in computer and software capabilities are decreasing the need to rely on (considerable) human patience to meet this target.
Also of note are the 180 different conditions that this study modeled. This is considerably more than seen in other similar research. However, it would be of interest to expand the conditions and show the robustness of any finding. We varied most of the factors we felt were relevant, but a case could be made for exploring other variables. For example, one element that we considered varying but did not is the sampling error weight for WLS. Instead, we consistently used Fisher's (1921) traditional sample error formula, acknowledging that it could generate inordinately large weights (i.e., infinite) at extremely high correlations. To prevent unreasonably large sampling error weights, we recoded any study above .99 or below Ϫ.99 as .99 and Ϫ.99, respectively, and this strategy seemed to be effective. However, other researchers might consider using different cutoffs for recoding or a differ-ent sampling formula altogether. Several researchers have suggested that one could estimate sampling error variance better at low sample sizes by using the formula 1/N Ϫ 3 in conjunction with the Fisher's Z transformation (see Callender & Osburn, 1988) . Also, Hedges (1989) used a hypergeometric function to provide a completely unbiased estimate of sampling error. Consequently, further refinements in this direction should be fruitful.
Another possible direction for future research is to investigate the influence of the usual set of statistical corrections for artifacts such as unreliability, range restriction, and dichotomization of continuous variables in individual studies (Hunter & Schmidt, 1990) on the results obtained here. The generally weak effect of underlying population correlations for most analytical techniques suggests that attenuation in these correlations will not strongly affect results and that standard correction formulas applied to the base data can be readily combined with regression modeling (Aguinis & Pierce, 1998) . However, because the number of studies required to achieve a stable estimate using all techniques increases as the correlation between moderators and the study effect sizes decreases, it seems that estimates under conditions of low reliability would similarly require a very large number of studies. The best method for correcting these estimates should be explored, and the impact of corrections using artifact distributions on the variance of estimated R 2 statistics should be identified. Finally, the issue of categorical moderator variables deserves further attention. Though many research questions will be framed with continuous moderators, categorical variables are still relatively common. It is possible that the HS method, despite its weaknesses, could prove to be the superior technique. Much of its underestimation is due to the dichotomization or polytimization of a continuous variable. However, other problems, such as the spurious moderator effects due to subgrouping itself, seem to be inherent limitations. Whether HS can overcome its flaws in both a meta-analytic and a categorical arena has yet to be investigated.
