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Introduction
The use of artificial intelligence intelligence (AI) in medicine can 
be traced back to 1968 when Paycha published his paper Le diagnostic 
a l’aide d’intelligences artificielles: presentation de la premiere machine 
diagnostri [1]. Few years later Shortliffe et al. [2] presented an expert 
system named Mycin which was able to identify bacteria causing severe 
blood infections and to recommend antibiotics. Despite the fact that 
Mycin outperformed members of the Stanford medical school in the 
reliability of diagnosis it was never used in practice due to a legal issue - 
who do you sue if it gives a wrong diagnosis? [3]. However only in 2016 
when the artificial intelligence software built into the IBM Watson AI 
platform correctly diagnosed and proposed an effective treatment for 
a 60-year-old woman’s rare form of leukemia the AI use in medicine 
become really popular [4]. 
On of first papers presenting the use of AI in paediatrics was 
published in 1984. The paper  introduced a computer-assisted medical 
decision making system called SHELP, aimed to diagnose inborn 
errors of metabolism even in very rare cases [5]. More than 30 years 
later the above mentioned Watson platform was successfully utilized in 
Boston Children’s Hospital to help their clinicians diagnose and treat 
rare paediatric diseases [6]. 
AI based decision support is founded on machine learning (ML), 
a subfield of computer science, defined by Arthur Samuel in 1959, 
as the ability to teach computers what to do without being explicitly 
programmed [7]. The advantage of machine learning is that it “learns” 
from data. Such data is routinely collected in electronic medical 
encounters. ML works well either on big data, however it is also more 
sensitive than traditional statistical methods on small data. Another 
advantage of ML is that it searches the data for all possible hypothesis, 
hence no a – priory hypothesis is needed [8].
AI in pediatrics from a bibliometric perspective
To get a broader picture of the utilization of AI in paediatrics from 
the descriptive, historical and thematic point of view, we analysed 
the research literature retrieved from the Web of Science database 
(Thomas Reuters, USA) using a bibliometric approach. “Bibliometrics 
is to scientific papers as epidemiology is to patients” argued Lewisson 
and Devey in their 1999 paper [9]. From the scientific point of view 
bibliometrics could be defined as the application of mathematical, 
statistical and heuristic methods to scientific publications [10]. To 
analyse and visualize the context of the application of AI and ML in 
paediatrics we used bibliometric mapping and a tool called VOSviewer 
(Leiden University, Netherlands) [11]. A bibliometric map could reveal 
different patterns and aspects of research literature content in a form of 
science landscapes. In our study two types of landscape were induced, 
namely a timeline landscape and a cluster landscape. The timeline 
science landscapes was used to analyse the evolution of research topics. 
The terms appearing in the cluster landscape were used as codes to 
perform thematic analysis [12]. The codes were used first to define and 
name a theme for each cluster and second as keywords to select the 
appropriate papers from the corpus to refine themes. 
The search in Web of Science All databases (Thomas Reuters, USA) 
performed on 26th of August resulted in a corpus of 1662 papers. Most 
of them were original papers and reviews (87%). The search was done 
using the search string “machine learning” or “rough sets” or (“decision 
tree*” and (induction or heuristic)) or “artificial neural networks” 
or “support vector machines” or “rough sets” or “deep learning” or 
“intelligent systems” or “artificial intelligence” restricted to the research 
area Pediatrics. 
The analysis of the corpus showed that first paper presenting 
the application of AI in pediatrics was published in 1984 (Figure 1). 
Two years later a first article on use of machine learning appeared, 
introducing a classifier of ECG signals based on linear prediction 
techniques [13]. Incubation period in literature production, featuring 
a small and constant number of publications lasted till 1993 (n < 4 
publication/year), when the initiation period begun. The initiation 
period was characterized by a linear growth in the number of 
publications (from 20 to 44 publication/year). In 2005 the rapid growth 
phase began (from 60 to 180 publications/year) followed by a decline 
in the number of publications after 2015. In 1993 when the positive 
trend started, the research literature production was spread between 
seven countries. In 2015, in the time of literature production peak, the 
production country spread reached 45 countries. 
The timeline science landscape (Figure 2) shows three historical 
periods:
- Before 2008: Research was focused on applications based on 
decision trees, genetic algorithms, artificial neural networks and 
ruled based systems. They were used for knowledge extraction 
and decision making. The areas were preterm birth, mortality and 
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Figure 1. The dynamics of research literature production in artificial intelligence use in paediatrics
Figure 2. The timeline of research literature production on artificial intelligence use in paediatrics
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survival prediction, and cancer, neuroblastoma, melanoma and 
lesion treatment;
- 2009 – 2012: Application included use of discriminant analysis, 
logistic regression models and support vector machine for 
prediction, prognosis, therapy, care, feature selection, and signal 
(EEG, ECG) speech and image processing. Health areas concerned 
were infections, seizure, genetics and pathology. Target groups were 
new-borns, premature infants and young children. The robots and 
computer aided design system were introduced into paediatrics.
- 2013 and beyond: This period was focused on application of ML in 
schizophrenia, pneumonia, asthma, abnormality and epilepsy. The 
period is also characterized with a new target group - the children 
with autism spectrum disorder and children with attention deficit 
hyperactivity. No new ML approaches emerged, however, the 
assessment of accuracy with introduction of new metrics become 
important. The research focus was shifted from classification to 
predictive models.
Using the thematic analysis (Figure 3) we identified six themes:
AI in brain mapping applications include prediction of child 
brain maturity based on fMRI [14], brain functional connectivity in 
preterm infants [15], classifying individuals at high-risk for psychosis 
based on functional brain activity [16], prediction of pediatric unipolar 
depression [17], analysis of resting-state brain function for attention-
deficit/hyperactivity disorder, predicting the language outcomes 
following cochlear implantation [18] and similar;
AI use in pattern recognition are used for seizure prediction 
in children with epilepsy [19], visualization of complex data [20], 
predicting neurodevelopment [21] , identifying motor abnormalities 
[22], analysing EMG, ECG and other signal [23], image analysis, 
segmentation [24], etc;
AI use in developmental disorders where examples include 
quantifying risk for anxiety disorders in preschool children [25], 
developing socially intelligent robots as possible educational or 
therapeutic toys for children with autism [26], identifying children 
with autism based on face abnormality [27] etc;
AI in paediatric emergency care was used for automated 
appendicitis risk stratification [28], supporting diagnostic decisions [29], 
traumatic brain injury [30] and detection of low-volume blood loss [31]; 
Machine learning approaches most frequently employed were 
artificial neural networks [19], support vector machines [32], decision 
trees [33] and Bayesian networks [34]; and 
AI use in pediatric oncology and gene profiling was characterized 
with applications like identification of regenerating bone marrow cell 
Figure 3. Themes regarding artificial intelligence use in paediatrics
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populations [35], benchmarking key genes for cancer drug development 
(36), gene expression profiling for children with neuroblastoma or 
lymphoblastic leukaemia [37]. 
Conclusion
Above analysis showed that AI use in pediatrics is expanding. 
Their use resulted in more accurate and faster diagnoses, improved 
decision making, more specific and sensitive identification high-
risk and improved clinical outcomes. In that manner there were less 
adverse events, less readmissions and in general less costs. However 
the analysis also revealed that AI is still not used to their full potential. 
Main reasons encountered were: 
- AI tools are not pediatrician friendly and requires specific 
information technology skills to be employed 
-  most pediatricians either have never even heard of AI, or they don’t 
trust it; 
- AI use has been mostly tested only on small cases; and
- there are legal issues in AI  use in medicine. 
To overcome above obstacles AI approaches must be made more 
user friendly. Academic institutions should support and reward 
the development of AI capability and capacity in medical students. 
Successful applications of AI in practice or research should gain 
academic and professional recognition and promotion. Academic 
pediatric centers should include AI use in their strategies for building 
better health care. 
Author contributions
Study concept and design: PK, JZ, HB. Interpretation of data: 
PK, JZ; HB. Drafting of the manuscript: PK. Critical revision of the 
manuscript: JZ, HB, Data analysis and acquisition of data: PK. 
References
1. Paycha F (1968) [Diagnosis with the aid of artificial intelligence: demonstration of the 
1st diagnostic machine]. Presse Therm Clim 105: 22-25. [Crossref] 
2. Shortliffe E, Davis R, Axline S, Buchanan B, Green C, et al. (1975) Computer-Based 
Consultations in Clinical Therapeutics - Explanation and Rule Acquisition Capabilities 
of Mycin System. Comput Biomed Res 8: 303-320. [Crossref]
3. Mccauley N, Ala M (1992) The Use of Expert Systems in the Health-Care Industry. 
Inf Manage 22: 227-235. 
4. IBM’s Watson gives proper diagnosis after doctors were stumped - NY Daily News. 
[cited 2017 May 29]. [Available from: http://www.nydailynews.com/news/world/ibm-
watson-proper-diagnosis-doctors-stumped-article-1.2741857] 
5. Sugiyama K, Hasegawa Y (1984) COMPUTER ASSISTED MEDICAL DIAGNOSIS 
SYSTEM FOR INBORN ERRORS OF METABOLISM. [Available from: https://
www.scopus.com/inward/record.uri?eid=2-s2.0-0021404463&partnerID=40&md5=4
bac1855ab9a045fcd1cb377688975c2]
6. Watson the Pediatrician. [cited 2017 May 29]. [Available from: http://www.
clinicalinformaticsnews.com/2016/2/5/watson-pediatrician.html]
7. What Is Machine Learning? (IT Best Kept Secret Is Optimization) [cited 2017 May 29]. 
[Available from: https://www.ibm.com/developerworks/community/blogs/jfp/entry/
What_Is_Machine_Learning?lang=en]
8. Stingone JA, Mervish N, Kovatch P, McGuinness DL, Gennings C, et al. (2017) Big 
and disparate data: considerations for pediatric consortia. Curr Opin Pediatr 29: 231-
239. [Crossref] 
9. Lewison G, Devey ME (1999) Bibliometric methods for the evaluation of arthritis 
research. Rheumatology (Oxford) 38: 13-20. [Crossref] 
10. De Bellis N (2009) Bibliometrics and Citation Analysis. Lanham, Maryland, Toronto, 
Plymouth, UK: The Scarecrow Press, Inc.
11. ZavrÅ¡nik J, Kokol P, Del Torso S, Blažun Vošner H (2016) Citation context and impact of 
‘sleeping beauties’ in paediatric research. J Int Med Res 44: 1212-1221. [Crossref] 
12. Braun V, Clarke V (2014) What can “thematic analysis” offer health and wellbeing 
researchers? Int J Qual Stud Health Well-Being 9. [cited 2017 May 31]. [Available 
from: http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4201665/]
13. Marques de Sá JP, Abreu-Lima C (1986) A new ECG classifier based on linear 
prediction techniques. Comput Biomed Res 19: 213-223. [Crossref]
14. Dosenbach NU, Nardos B, Cohen AL, Fair DA, Power JD, et al. (2010) Prediction of 
individual brain maturity using fMRI. Science 329: 1358-1361. [Crossref] 
15. Smyser CD, Dosenbach NUF, Smyser TA, Snyder AZ, Rogers CE, et al. (2016) 
Prediction of brain maturity in infants using machine-learning algorithms. Neuroimage 
136: 1-9. [Crossref]
16. Modinos G, Mechelli A, Pettersson-Yeo W, Allen P, McGuire P, et al. (2013) Pattern 
classification of brain activation during emotional processing in subclinical depression: 
Psychosis proneness as potential confounding factor. PeerJ 1: e42. [Crossref]
17. Wu MJ, Wu HE, Mwangi B, Sanches M, Selvaraj S, et al. (2015) Prediction of pediatric 
unipolar depression using multiple neuromorphometric measurements: A pattern 
classification approach. J Psychiatr Res 62: 84-91. [Crossref]
18. Deshpande AK, Tan L, Lu LJ, Altaye M, Holland SK (2016) fMRI as a Preimplant 
Objective Tool to Predict Postimplant Oral Language Outcomes in Children with 
Cochlear Implants. Ear Hear 37: e263-272. [Crossref] 
19. Ramgopal S, Thome-Souza S, Jackson M, Kadish NE, Sánchez Fernández I, et al. 
(2014) Seizure detection, seizure prediction, and closed-loop warning systems in 
epilepsy. Epilepsy Behav 37: 291-307. [Crossref]
20. Vallmuur K (2015) Machine learning approaches to analysing textual injury 
surveillance data: A systematic review. Accid Anal Prev 79: 41-49. [Crossref]
21. Stingone JA, Pandey OP, Claudio L, Pandey G (2017) Using machine learning to 
identify air pollution exposure profiles associated with early cognitive skills among 
U.S. children. Environ Pollut 230: 730-740. [Crossref]
22. Crippa A, Salvatore C, Perego P, Forti S, Nobile M, et al. (2015) Use of Machine 
Learning to Identify Children with Autism and Their Motor Abnormalities. J Autism 
Dev Disord 45: 2146-2156. [Crossref] 
23. Badilini F, Vaglio M, Dubois R, Roussel P, Sarapa N, et al. (2008) Automatic analysis 
of cardiac repolarization morphology using Gaussian mesa function modeling. J 
Electrocardiol 41: 588-594. [Crossref]
24. Wang Z, Fernández-Seara M, Alsop DC, Liu W-C, Flax JF, et al. (2008) Assessment 
of functional development in normal infant brain using arterial spin labeled perfusion 
MRI. NeuroImage 39: 973-978. [Crossref]
25. Carpenter KLH, Sprechmann P, Calderbank R, Sapiro G, Egger HL (2016) Quantifying 
risk for anxiety disorders in preschool children: A machine learning approach. PLoS 
One 11: [Crossref]. 
26. Chevalier P, Isableu B, Martin JC, Tapus A (2016) Individuals with autism: Analysis of 
the first interaction with Nao robot based on their proprioceptive and kinematic profiles. 
Advances in Intelligent Systems and Computing 371. [https://www.scopus.com/inward/
record.uri?eid=2-s2.0-84983113142&doi=10.1007%2f978-3-319-21290-6_23&partne
rID=40&md5=3cb2ca7168125ab28fc6e2b5dd4aafb3]
27. Liu W, Li M, Yi L (2016) Identifying children with autism spectrum disorder based 
on their face processing abnormality: A machine learning framework. Autism Res 9: 
888-898. [Crossref]
28. Deleger L, Brodzinski H, Zhai H, Li Q, Lingren T, et al. (2013) Developing and 
evaluating an automated appendicitis risk stratification algorithm for pediatric patients 
in the emergency department. J Am Med Inform Assoc 20: e212-220. [Crossref]
29. Mani S, Ozdas A, Aliferis C, Varol HA, Chen Q, et al. (2014) Medical decision support 
using machine learning for early detection of late-onset neonatal sepsis. J Am Med 
Inform Assoc 21: 326-336. [Crossref]
30. Chong SL, Liu N, Barbier S, Ong MEH (2015) Predictive modeling in pediatric 
traumatic brain injury using machine learning Data analysis, statistics and modelling. 
BMC Med Res Methodol 15: 22. [Crossref]
31. Stewart CL, Mulligan J, Grudic GZ, Convertino VA, Moulton SL (2014) Detection of 
low-volume blood loss: Compensatory reserve versus traditional vital signs. J Trauma 
Acute Care Surg 77: 892-897. [Crossref]
32. Yoo J, Yan L, El-Damak D, Altaf MAB, Shoeb AH, et al. (2013) An 8-channel 
scalable EEG acquisition SoC with patient-specific seizure classification and recording 
processor. IEEE J Solid-State Circuits 48: 214-228. 
Kokol P (2017) Artificial intelligence and pediatrics: A synthetic mini review
 Volume 2(4): 5-5Pediatr Dimensions, 2017              doi: 10.15761/PD.1000155
Copyright: ©2017 Kokol P. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits unrestricted use, 
distribution, and reproduction in any medium, provided the original author and source are credited.
33. Podgorelec V, Kokol P, Stiglic B, Rozman I (2002) Decision trees: an overview and 
their use in medicine. J Med Syst 26: 445-463. [Crossref] 
34. Zhang B, Zhang Y, Begg RK (2009) Gait classification in children with cerebral palsy 
by Bayesian approach. Pattern Recognit 42: 581-586. 
35. Voigt AP, Eidenschink Brodersen L, Pardo L, Meshinchi S, Loken MR (2016) 
Consistent quantitative gene product expression: #1. Automated identification of 
regenerating bone marrow cell populations using support vector machines. Cytometry 
A 89: 978-986. [Crossref]
36. Chaiboonchoe A, Samarasinghe S, Kulasiri D (2009) Using emergent clustering 
methods to analyse short time series gene expression data from childhood leukemia 
treated with glucocorticoids: 741-747. [https://www.scopus.com/inward/record.
uri?eid=2-s2.0-80053022623&partnerID=40&md5=c0100f7194400b90242135c9562
5910a]
37. Salazar BM, Balczewski EA, Ung CY, Zhu S (2016) Neuroblastoma, a Paradigm for 
Big Data Science in Pediatric Oncology. Int J Mol Sci 18: 37. [Crossref]
