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LINEAR CONVERGENCE OF A DUAL OPTIMIZATION
FORMULATION FOR DISTRIBUTED OPTIMIZATION ON
DIRECTED GRAPHS WITH UNRELIABLE COMMUNICATIONS
C.H. JEFFREY PANG
Abstract. This work builds on our recent work on a distributed optimization
algorithm for graphs with directed unreliable communications. We show its
linear convergence when we take either the proximal of each function or an
affine minorant for when the function is smooth.
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1. Introduction
Let G = (V,E) be a directed graph. Consider the distributed optimization
problem
min
x∈Rm
∑
i∈V
[
fi(x) + 12‖x− x¯i‖2
]
. (1.1)
Here, fi(·) are closed convex functions. The challenge in distributed optimization
is that the communications in the algorithm need to be along the directed edges in
the underlying graph. Ideally, one would like to solve the problem in (1.1) without
the quadratic regularization term, but this regularization term shall be useful for
algorithm we describe in this paper.
If fi(·) are the zero functions and m = 1, then the minimizer of (1.1) is ex-
actly 1|V |
∑
i∈V x¯i, which is precisely the averaging consensus problem. Some re-
sults on averaged consensus include [BGPS06, DKM+10]. Recently, a distributed
asynchronous algorithm for averaged consensus on a directed graph with unreli-
able communications was designed in [BCS17], building on the work of [BBT+10,
VHDG11, HVDG16]. The averaged consensus algorithm is useful as a building
block for further distributed optimization algorithms.
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If the averaged consensus algorithm were made to be a building block of a dis-
tributed algorithm, then one has to decide whether the averaged consensus algo-
rithm has run for sufficiently long. This introduces communication problems to the
algorithm, which affects its effectiveness and applicability. If the distributed opti-
mization algorithm were extended from the averaged consensus algorithm instead,
then we do not have this issue.
1.1. Distributed dual ascent algorithms for (1.1). We showed in [Pan18a]
that a dual ascent interpretation of (1.1) leads to a distributed, asynchronous,
decentralized algorithm with deterministic convergence (while also showing that
the algorithm also works for time-varying graphs) on undirected graphs. The dual
ascent interpretation can be traced to [CDV10, CDV11, ACP+17] and perhaps
earlier, and in the case where the fi(·) are all indicator functions of closed convex
sets, to Dykstra’s algorithm [Dyk83, BD85, Han88, GM89] (see also [Deu01, BC11,
ER11]). Our proof in [Pan18a] was adapted from [GM89], and also makes use of
ideas in [HD97] in order to show the asynchronous nature of our algorithm. We also
developed this dual ascent interpretation more extensively for undirected graphs in
subsequent works by looking at convergence rates [Pan18c] and for the case when
fi(·) are level sets of subdifferentiable functions [Pan18d].
An algorithm for the averaged consensus problem on directed graphs with un-
reliable communications was recently proposed in [BCS17]. It is natural to ask
whether the results for undirected graphs carry over to the case of directed unre-
liable communications. In [Pan18e], we showed that the algorithm of [BCS17] can
be generalized to the problem (1.1) and has a similar dual ascent intepretation as
[Pan18a].
1.2. Contributions of this paper. We consider the algorithm in [Pan18e] for
the case where the edges are directed and unreliable. We show that we can apply
the techniques in [Pan18b] (proved for the case of undirected graphs) to avoid
proximal operations on fi(·) by taking subgradient approximations and using affine
minorants. The techniques in [Pan18c] are generalized to give linear convergence
of the dual objective value when the smooth functions fi(·) may be approximated
by affine minorants, which leads to the linear convergence to the primal minimizer.
2. Preliminaries: Algorithm description
In this section, we incorporate [Pan18b, Pan18c] (for the case when some of
the functions fi(·) in (1.1) are treated as subdifferentiable functions) into [Pan18e],
stating the dual optimization interpretation of (1.1) and our algorithm.
Let m¯ = 1|V |
∑
i∈V x¯i. We have∑
i∈V
1
2‖x− x¯i‖
2 = |V |2 ‖x− m¯‖
2 +
∑
i∈V
x¯Ti x¯i − |V |m¯T m¯︸ ︷︷ ︸
C
. (2.1)
So we can assume that all x¯i in (1.1) are equal to m¯. (This assumption does not
mean that a starting primal variable needs to be m¯.) Let {sα}α∈V ∪E be such that∑
α∈V ∪E
sα = |V |, and sα
{
> 0 for all α ∈ V
≥ 0 for all α ∈ E. (2.2)
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Let x ∈ [Rm]|V ∪E|, and for all i ∈ V , let fi : [Rm]|V ∪E| → R ∪ {∞} be defined as
fi(x) = fi([x]i). Let the set F be
F :=
{{i, (i, j)} : (i, j) ∈ E} ∪ {{i, j} : (i, j) ∈ E}. (2.3)
and let the hyperplane H{α1,α2}, where {α1, α2} ∈ F , be defined by
H{α1,α2} := {x ∈ [Rm]|V ∪E| : [x]α1 = [x]α2}. (2.4)
We assume the underlying graph is strongly connected, so the intersection ∩β∈FHβ
is the diagonal set D defined by
∩β∈F Hβ = D :=
{
x ∈ [Rm]|V ∪E| : [x]α1 = [x]α2 for all α1, α2 ∈ V ∪ E
}
. (2.5)
The primal problem (1.1) can then be equivalently written in the product space
formulation as
min
x∈[Rm]|V∪E|
∑
α∈V ∪E
sα
2 ‖[x]α − m¯‖2 +
∑
i∈V
fi(x) +
∑
β∈F
δHβ (x) + C, (2.6)
where C is as marked in (2.1). Any component of an optimal solution to (2.6) is
an optimal solution to (1.1). The (Fenchel) dual of (2.6) can be calculated to be
sup
zα∈[Rm]|V∪E|
α∈V∪F
|V |
2 ‖m¯‖
2−
∑
i∈V
f∗i (zi)−
∑
β∈F
δH⊥
β
(zβ)−
∑
α∈V ∪E
sα
2
∥∥∥∥∥∥m¯− 1sα
[ ∑
α2∈V ∪F
zα2
]
α
∥∥∥∥∥∥
2
+C.
(2.7)
The case when sα = 1 for all α ∈ V and sα = 0 for all α ∈ E has been discussed
in detail in [Pan18a, Pan18b, Pan18c, Pan18d]. The treatment there implies that
there is strong duality between (2.6) and (2.7), even if dual optimizers may not
exist. We can define the values {xα}α∈V ∪E by
xα := m¯− 1sα
[ ∑
α2∈V ∪F
zα2
]
α
, (2.8)
which simplifies the formula in (2.7). As explained in [Pan18e], this xα is precisely
the primal value that is being tracked by each vertex or edge α. To simplify
discussions, we let
z = {zi}i∈V , x = {xα}α∈V ∪E , and s = {sα}α∈V ∪E .
Sometimes we may write [x]α in place of xα. Sometimes we may have z to mean
{zα}α∈V ∪F and not mention x because of the relationship (2.8). For convenience,
instead of considering (2.7), we may at times consider
inf
zα∈[Rm]|V∪E|
α∈V∪F
FS(z, s) :=
∑
i∈V
f∗i (zi) +
∑
β∈F
δH⊥
β
(zβ) +
∑
α∈V ∪E
sα
2 ‖xα‖
2. (2.9)
Note that (2.7) and (2.9) are related by a sign change and a constant. We partition
the vertex set V as the disjoint union V = V1 ∪ V2 so that
• fi(·) are proximable functions for all i ∈ V1.
• fi(·) are subdifferentiable functions (i.e., a subgradient is easy to obtain)
such that dom(fi) = Rm for all i ∈ V2.
In [Pan18e], we showed that in the case when all the functions fi(·) are treated as
proximable functions (i.e., V2 = ∅), the algorithm there produces iterates (z,x, s)
such that the function values in (2.9) are nonincreasing. For functions in V2, the
strategy in [Pan18b, Pan18c] is to create approximations fki (·) ≤ fi(·) so that the
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conjugates satisfy [fki ]∗(·) ≥ f∗i (·). Let fki (·) be defined in a similar manner as fi(·),
and
inf
zα∈[Rm]|V∪E|
α∈V∪F
F˜ kS (z,x, s) :=
∑
i∈V1
f∗i (zi)+
∑
i∈V2
[fki ]∗(zi)+
∑
β∈F
δH⊥
β
(zβ)+
∑
α∈V ∪E
sα
2 ‖xα‖
2
(2.10)
would be a majorization of the function in (2.9). We shall prove in Section 3 that
solving subproblems of the form (2.10) gives us linear convergence of the minimal
value of (2.9) when all the functions fi(·) are smooth.
Just like in [BCS17], we introduce the variable yα so that
yα = sαxα for all α ∈ V ∪ E. (2.11)
With these preliminaries, we present Algorithm 2.1 on the following page. Opera-
tions A and B in Algorithm 2.2 are the same as in [BCS17, Pan18e], but Operation
C is now modified from [Pan18e] to take into account the setup in [Pan18b, Pan18c].
We now give a short explanation of Algorithms 2.1 and 2.2, explaining what was
being done in [BCS17] and [Pan18e].
Remark 2.3. (Algorithms 2.1 and 2.2, and [BCS17]) Operations A and B of Al-
gorithm 2.2 are described in [BCS17]. When operation A is carried out, node i
sends data to all its out-neighbors. In operation B, a node receives data from its
in-neighbors. Even if node j does not receive information from node i immediately,
the information is delayed and not lost. For each (i, j) ∈ E, the variable y(i,j) ∈ Rm
defined by
y(i,j) := σi,y − ρ(i,j),y
to be the data that is sent by node i but not yet received by node j. If all information
from a node is eventually received by all its out-neighbors and fi(·) are zero for all
i ∈ V , then then [BCS17] proved that yki /ski converges linearly to 1|V |
∑
i∈V x¯i for
all i ∈ V .
3 y s
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3 y s
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85
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Figure 2.1. The top diagram illustrates Operations A and B in
Algorithm 2.2 due to [BCS17]. The bottom diagram illustrates
that in [BCS17], the value yα/sα converges to the desired average
for all α ∈ V ∪ E.
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Algorithm 2.1. (Main algorithm) We have the following algorithm.
Start with y0α such that 1|V |
∑
i∈V y
0
i = m¯, and y0α = 0 for all α ∈ E.
Start with s0α = 0 for all α ∈ E.
Start with s0i = 1, σ0i,y = 0 and σ0i,s = 0 for all i ∈ V .
For all i ∈ V2, let f0i : Rm → R and [z0i ]i be
such that f0i (·) is affine with gradient [z0i ]i and f0i (·) ≤ fi(·),
and let y0i ← y0i − [z0i ]i.
For all i ∈ V1, start with [z0i ]i = 0.
Start with ρ0(i,j),y = 0 and ρ0(i,j),s = 0 for all (i, j) ∈ E.
For k = 1, . . .
% Carry all data from last iteration.
ykα = yk−1α and skα = sk−1α for all α ∈ V ∪E, and fki (·) = fk−1i (·) for all i ∈ V2
σki,y = σk−1i,y , σki,s = σk−1i,s and [zki ]i = [zk−1i ]i for all i ∈ V
ρk(i,j),y = ρ
k−1
(i,j),y and ρk(i,j),s = ρ
k−1
(i,j),s for all (i, j) ∈ E
Perform operation A, B and/or C in Algorithm 2.2.
end for
Algorithm 2.2. (Operations A, B and C) We describe operations A, B and C:
01 A (Node i sends data to all out-neighbors)
02 Choose a node i ∈ V .
03 yki = yki /(degout(i) + 1); ski := ski /(degout(i) + 1)
04 σki,y = σki,y + yki ; σki,s = σki,s + ski .
05 B (Node j receives data from i)
06 Choose edge (i, j) ∈ E so that j receives data along (i, j).
07 ykj = ykj + σki,y − ρk(i,j),y; skj = skj + σki,s − ρk(i,j),s
08 ρk(i,j),y = σki,y; ρk(i,j),s = σki,s
09 C (Update yj and [zj ]j by minimizing dual function)
10 Choose a node j ∈ V .
11 xtemp = 1sk
j
(ykj + [zkj ]j)
12 If j ∈ V1 (i.e., fj(·) to be treated as a proximable function):
13 xkj := arg minx
skj
2 ‖xtemp − x‖2 + fj(x)
14 [zkj ]j = skj (xkj − xtemp)
15 else (if j ∈ V2, i.e., fj(·) treated as a subdifferentiable function)
16 Recall fk−1j (·) ≤ fj(·) is an affine approximate from previous iterations.
17 Let vk−1j ∈ ∂fj(xk−1j ).
18 Define f˜k−1j : Rm → R by f˜k−1j (x) := [vk−1j ]T (x− xk−1j ) + fj(xk−1j ),
19 xkj := arg minx
[
max{fk−1j , f˜k−1j }(x) +
skj
2 ‖x− xtemp‖2
]
.
20 Let [zkj ]j = skj (xkj − xtemp)
21 Let fkj (x) := [zkj ]Tj (x− xkj ) + max{fk−1j , f˜k−1j }(xkj ).
22 (We then have xkj = arg minx
[
fkj (x) +
skj
2 ‖x−xtemp‖2
]
and fkj (·) ≤ fj(·))
23 end
Remark 2.4. (Algorithms 2.1 and 2.2, and [Pan18e]) In [Pan18e], we noticed that the
operations A and B reduces the dual objective value in (2.10). We also noticed that
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if fi(·) is a proximable function, then lines 13 and 14 in Operation C of Algorithm
2.2 result in a decrease in the dual objective value (2.10). Lines 16 to 22 of Operation
C incorporates the procedure described in [Pan18b] to decrease a majorization (2.9)
of (2.10) for the case when fi(·) is subdifferentiable; this step allows for a more
direct treatment of subdifferentiable functions fi(·) without having the compute
the proximal operations of lines 13 and 14. Under reasonable conditions, the values
{xkα}∞k=0 all converge to the optimal primal solution for all α ∈ V ∪ E. We shall
show in Theorem 3.4 the linear convergence when all fi(·) are smooth.
The following result will be useful for later discussions.
Proposition 2.5. (Sparsity) The following results below hold:
(1) If i ∈ V , then zi ∈ [Rm]|V ∪E| is such that [zi]α = 0 for all α ∈ [V ∪E]\{i}.
(2) If {α1, α2} ∈ F , then z{α1,α2} ∈ [Rm]|V ∪E| is such that [z{α1,α2}]α = 0 for
all α ∈ [V ∪ E]\{α1, α2}, and [z{α1,α2}]α1 + [z{α1,α2}]α2 = 0.
Proof. The proof is elementary and exactly the same as that in [Pan18a]. (Part
(1) makes use of the fact that fi(·) depends on only the i-th coordinate of the
input, while part (2) makes use of the fact that δ∗H{α1,α2}(·) = δH⊥{α1,α2}(·), and
δH⊥{α1,α2}
(z{α1,α2}) <∞ implies the conclusions in (2).) 
The following result is a slight extension of a result in [Pan18b].
Lemma 2.6. [Pan18b] Suppose f : X → R is a closed convex subdifferentiable
function such that dom(f) = X. Consider the problem
min
x
f(x) + s2‖x− x¯‖2, (2.12)
which has (Fenchel) dual
max
x
− f∗(z) + s2‖x¯‖2 − s2‖ 1sz − x¯‖2. (2.13)
Strong duality is satisfied for this primal dual pair. Let the common objective value
be v∗. Let f1 : X → R be an affine function f1(x) := aT1 x+b1 such that f1(·) ≤ f(·).
We have f∗1 (·) ≥ f∗(·). Let z1 be the maximizer of maxz −f∗1 (z)+ 12‖x¯‖2− 12‖z−x¯‖2,
and let the corresponding solution to the primal problem minx f1(x) + 12‖x − x¯‖2
be x1. Define f˜1 : X → R to be an affine minorant of f(·) at x1, i.e., f˜1(x) =
f(x) + sT1 (x− x1) for some s1 ∈ ∂f(x1). Let x2 be the minimizer to the problem
min
x
[max{f1(x), f˜1(x)}+ s2‖x− x¯‖2], (2.14)
and let z2 be the dual solution. Let f2 : X → R be the affine function such that the
problem
min
x
f2(x) + s2‖x− x¯‖2
has the same primal and dual solutions x2 and z2. Let
αi = v∗ − [−f∗i (zi) + s2‖x¯‖2 − s2‖ 1szi − x¯‖2] for i = 1, 2.
One can see that αi ≥ 0, and αi is the measure of the gap between the estimate of
the dual objective value (2.13) and its true value v∗. If f(·) is smooth and ∇f(·) is
Lipschitz with constant L′, then
1
4((L′/s)+1)
(
α2
α1
)2
+ α2α1 ≤ 1. (2.15)
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Proof. We note that the case where s = 1 was already treated in [Pan18b]. For the
case where s 6= 1, we can look at the function f(·)s + 12‖x − x¯‖2. Then ∇
(
f
s
)
(·)
has a Lipschitz constant of L′/s, which gives the formula (2.15). 
3. Main result
In this section, we prove the linear convergence of Algorithm 2.1.
Throughout this section, we make the following assumption.
Assumption 3.1. For the problem (2.9), we make the following assumptions:
(1) {sα}α∈V ∪E satisfies (2.2).
(2) There are constants smin, smax > 0 such that for all α ∈ V ∪ E, if sα > 0,
then smin ≤ sα ≤ smax.
(3) For all i ∈ V , f∗i (·) is strongly convex with modulus σ > 0, which is equiv-
alent to ∇fi(·) being Lipschitz continuous with constant 1σ . [Note that in
general, fi(·) are subdifferentiable for all i ∈ V2, but we now limit to only
smooth fi(·) for our linear convergence result.]
3.1. Outline of proof. We first give an outline of the proof before proceeding
with more technical details. Since Algorithm 2.1 is time invariant, we can assume
that we start with the iterates {z0,x0, s0} and the functions f0i (·) ≤ fi(·) for all
i ∈ V2. We assume that in the first iteration to get {z1,x1, s1} and the functions
{f1i (·)}i∈V2 , operation C in Algorithm 2.2 is carried out for all i ∈ V . (We feel that
it is simplest to explain in this manner.) Since Operation C does not change s, we
have s0 = s1.
We also define {z+,x+, s0} to be obtained from {z0,x0, s0} when operation C
is conducted for all nodes i ∈ V , but by assuming the functions fi(·) to be all
proximable (i.e., the first option in Operation C is performed on all nodes). We
make use of Lemma 2.6 to relate between F˜ 1S(z1,x1, s1) and FS(z+,x+, s1).
By the case of si = 1 for all i ∈ V and sα = 0 for all α ∈ E, we know that there
is a finite dual optimal value, say F ∗S . We assume that there is a constant K such
that for all edges (i, j) ∈ E, there is a k ∈ {1, . . . ,K−1} such that in iterating from
(zk,xk, sk) to (zk+1,xk+1, sk+1), operation A is conducted on node i and operation
B is conducted on edge (i, j) for some j ∈ Nout(i). We then show that there is
some constant c ∈ (0, 1) such that F˜KS (zK ,xK , sK)− F ∗S ≤ c(F˜ 0S(z0,x0, s0)− F ∗S),
which gives linear convergence to the optimal dual objective value.
For convenience, we introduce fα : [Rm]|V ∪E| → R ∪ {∞} for α ∈ E defined by
fα(·) = 0 so that f∗α(·) = δ{0}(·) for all α ∈ E. For all α ∈ E, the corresponding
variable zα would satisfy δ{0}(zα) being finite, which would result in
fα(·) = 0 and zα = 0 for all α ∈ E throughout. (3.1)
Let x∗ ∈ Rm be the optimal solution to (1.1), and let x∗ ∈ [Rm]|V ∪E| be such that
all |V ∪ E| components of x∗ are x∗. Fenchel duality gives us
〈x∗, zki 〉 ≤ fi(x∗) + f∗i (zki ) ≤ fi(x∗) + [fki ]∗(zki ) for all i ∈ V (3.2a)
and 〈x∗, zkβ〉 ≤ δHβ (x∗) + δH⊥
β
(zkβ) for all β ∈ F. (3.2b)
For convenience, we define vH ∈ [Rm]|V ∪E| as
vH :=
∑
β∈F
zβ . (3.3)
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Similar to the techniques that we used in [Pan18a, Pan18e] that can be traced back
to [GM89], the duality gap (in the first line of (3.4) below, which is the optimal
value of (2.6) minus the value of the dual problem (2.7)) satisfies∑
α∈V ∪E
skα
2 ‖x
∗ − m¯‖2 +
∑
i∈V
fi(x∗) +
∑
β∈F
δHβ (x∗)−
|V |
2 ‖m¯‖
2
+
∑
i∈V
[fki ]∗(zki ) +
∑
β∈F
δH⊥
β
(zkβ) +
∑
α∈V ∪E
skα
2
∥∥∥∥m¯− 1skα [vkH − zα]α
∥∥∥∥2
(3.2)
≥
〈
x∗,
∑
α∈V ∪F
zkα
〉
+
∑
α∈V ∪E
skα
(
1
2‖x
∗ − m¯‖2 + 12
∥∥∥∥m¯− 1skα [vkH − zα]α
∥∥∥∥2 − 12‖m¯‖2
)
=
∑
α∈V ∪E
skα
(〈
x∗,
1
skα
[vkH − zα]α
〉
+ 12‖x
∗‖2 − 〈x∗, m¯〉+ 12
∥∥∥∥m¯− 1skα [vkH − zα]α
∥∥∥∥2
)
=
∑
α∈V ∪E
skα
2
∥∥∥∥x∗ − (m¯− 1skα [vkH − zα]α
)∥∥∥∥2 (2.8),(3.3)= ∑
α∈V ∪E
skα
2
∥∥x∗ − xkα∥∥2 . (3.4)
We will prove that the duality gap converges to zero at a linear rate in Theorem
3.4. Thus, by (3.4) and Assumption 3.1(2), {xki }k converges to x∗ at a linear rate
for all i ∈ V .
3.2. The proof. We write zˆ0 ∈ Rm as
zˆ0 := − 1|V |
∑
α∈V ∪E
s0αx
0
α
(2.8)= − 1|V |
∑
α∈V ∪E
s0α
[
m¯− 1s0α
[ ∑
α2∈V ∪F
z0α2
]
α
]
Prop 2.5= − 1|V |
∑
α∈V ∪E
[
s0αm¯− [z0α]α
] (2.2)= −m¯+ 1|V | ∑
α∈V ∪E
[z0α]α. (3.5)
Let z∗ ∈ [[Rm]|V ∪E]]|V ∪F | be an optimal solution to the dual problem FS(·, s0),
and let zˆ∗ ∈ Rm be defined in a similar manner to (3.5) to be zˆ∗ = −m¯ +
1
|V |
∑
α∈V ∪E [z∗α]α. We have
|V |(zˆ0 − zˆ∗) (3.5)= ∑
α∈V ∪E
[z0α − z∗α]α
(3.1)=
∑
α∈V
[z0α − z∗α]α. (3.6)
We define e ∈ [Rm]|V ∪E| so that
−zˆ0 + [e]α = x0α
(2.8),(3.3),Prop 2.5= m¯− 1s0α [v
0
H + z0α]α. (3.7)
Then s0α[e]α
(3.7)= s0αm¯− [v0H + z0α]α + s0αzˆ0 and so∑
α∈V ∪E
s0α[e]α
(2.2),(3.3)= |V |m¯−
∑
α∈V ∪E
[z0α]α + |V |zˆ0
(3.5)= 0. (3.8)
The value F˜ 0S(z0,x0, s0) can be written as
F˜ 0S(z0,x0, s0)
(2.10),(3.7)=
∑
α∈V ∪E
[
[f0α]∗([z0α]α) +
s0α
2 ‖ − zˆ0 + [e]i‖2
]
. (3.9)
Let z∗ be a minimizer of FS(·, s0). The strong convexity of the f∗i (·) for all i ∈ V
ensures that z∗i is unique if i ∈ V . (Though z∗α need not be unique if α ∈ F .) Since
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x∗ is the optimal primal solution, we have zˆ∗ = − 1|V |
∑
α∈V ∪E s
0
αx
∗ (2.2)= −x∗. So
the unique solution has the value
F ∗S := FS(z∗, s0)
(2.9)=
∑
α∈V ∪E
[
f∗α([z∗α]α) +
s0α
2 ‖ − zˆ∗‖2
]
. (3.10)
Lemma 3.2. Suppose Assumption 3.1 holds. Suppose {z0α}α∈V ∪F is a dual vari-
able, and let the derived variables x0, v0H and e be as defined in the above commen-
tary. For all i ∈ V , let z+i ∈ [Rm]|V ∪E| be defined so that [z+i ]α = 0 when α 6= i
and
[z+i ]i = arg min
z∈Rm
f∗i (z) +
s0i
2 ‖ − zˆ0 + [e]i + 1s0
i
[[z0i ]i − z]‖2 for all i ∈ V. (3.11)
For all i ∈ V , let f˜i : Rm → R and f˜i : [Rm]|V ∪E| → R be related through f˜i(x) =
f˜i([x]i). Assume also that f0i (·) ≤ fi(·), which is equivalent to [f0i ]∗(·) ≥ f∗i (·). Let
F˜S(·, s) : [[Rm]|V ∪E|]|V ∪F | → R ∪ {∞} be defined in a manner similar to (2.10) as
F˜ 0S(z, s) :=
∑
i∈V
[f˜0i ]∗(zi) +
∑
β∈F
δ∗Hβ (zβ) +
∑
α∈V ∪E
s0α
2
∥∥∥m¯− 1s0α [ ∑
α2∈V ∪F
zα2 ]α
∥∥∥2.
(3.12)
Then recalling (3.1), one can check that
FS({zi}i∈V , {z0α}α∈F , s0) =
∑
α∈V ∪E,s0α>0
[
f∗α([zα]α) +
s0α
2 ‖ − zˆ0 + [e]α + 1s0α [z
0
α − zα]α‖2
]
and F˜ 0S({zi}i∈V , {z0α}α∈F , s0) =
∑
α∈V ∪E,s0α>0
[
[f0α]∗([zα]α) +
s0α
2 ‖ − zˆ0 + [e]α + 1s0α [z
0
α − zα]α‖2
]
.
Let z∗ be a minimizer of FS(·, s0), and let z+β = z0β for all β ∈ F . Then there exists
constants γ ∈ (0, 1) and M > 0 such that if z0 and z+ are related as described, then
FS(z+, s0)− FS(z∗, s0) (3.13)
≤ γ[FS(z0, s0)− FS(z∗, s0)] +M
∑
α∈V ∪E,s0α>0
‖[e]α‖2
≤ γ[F˜ 0S(z0, s0)− FS(z∗, s0)] +M
∑
α∈V ∪E,s0α>0
‖[e]α‖2.
Proof. For this proof, s will stay as s0 throughout, so we shall just use s. The
second inequality of (3.13) is obvious from [f0i ]∗(·) ≥ f∗i (·) for all i ∈ V2. We prove
the first inequality. By (3.11) and Assumption 3.1(3), we have, for all α ∈ V ∪ E
such that sα > 0,
f∗α([z0α]α) + sα2 ‖ − zˆ0 + [e]α‖2 (3.14)
(3.11)
≥ f∗α([z+α ]α) + sα2 ‖ − zˆ0 + [e]α + 1sα [z0α − z+α ]α‖2 +
σ+(1/sα)
2 ‖[z0α − z+α ]‖2.
Assu 3.1(2)
≥ f∗α([z+α ]α) + sα2 ‖ − zˆ0 + [e]α + 1sα [z0α − z+α ]α‖2 +
σ+(1/smax)
2 ‖[z0α − z+α ]‖2.
Also, the optimality condition of (3.11) implies that −zˆ0 + [e]α + 1sα [z0α − z+α ]α ∈
∂fα([z+α ]α). So together with Assumption 3.1(3), for all α ∈ V ∪E such that sα > 0,
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we have
f∗α([z∗α]α) + sα2 ‖ − zˆ∗‖2
Assu 3.1(3)
≥ f∗α([z+α ]α) + sα2 ‖ − zˆ∗‖2 (3.15)
+〈−zˆ0 + [e]α + 1sα [z0α − z+α ]α, [z∗α − z+α ]α〉+ σ2 ‖[z∗α − z+α ]α‖2
= f∗α([z+α ]α) + sα2 ‖ − zˆ0 + [e]α + 1sα [z0α − z+α ]α‖2 + σ2 ‖[z∗α − z+α ]α‖2
+ sα2 ‖ − zˆ∗‖2 + 〈−zˆ0 + [e]α + 1sα [z0α − z+α ]α, [z∗α − z+α ]α〉
−( sα2 ‖zˆ0‖2 + 12sα ‖[z0α − z+α ]α‖2 + sα2 ‖[e]α‖2
+〈−zˆ0, [z0α − z+α ]α〉+ 〈sα[e]α,−zˆ0〉+ 〈[e]α, [z0α − z+α ]α〉).
For the terms not involving [e]α in the last formula of (3.15), we have∑
α∈V ∪E,sα>0
〈 1sα [z0α − z+α ]α, [z∗α − z+α ]α〉
≥ ∑
α∈V ∪E,sα>0
[
− 12sα ‖[z0α − z+α ]α‖2 − 2‖[z∗α − z+α ]α‖2
]
, (3.16)
and ∑
α∈V ∪E,sα>0
[〈−zˆ0, [z∗α − z+α ]α〉+ 〈zˆ0, [z0α − z+α ]α〉+ sα2 ‖ − zˆ∗‖2 − sα2 ‖zˆ0‖2]
=
∑
α∈V ∪E,sα>0
[〈zˆ0, [z0α − z∗α]α〉+ sα2 ‖ − zˆ∗‖2 − sα2 ‖zˆ0‖2] (3.17)
(3.6)= |V |〈zˆ0, zˆ0 − zˆ∗〉+ |V |2 ‖zˆ∗‖2 − |V |2 ‖zˆ0‖2 = |V |2 ‖zˆ0 − zˆ∗‖2 ≥ 0.
For the terms involving [e]α in the last formula in (3.15), we have
∑
α∈V ∪E,sα>0
〈[e]α, [z∗α − z+α ]α〉 ≥
∑
α∈V ∪E,sα>0
[− 12‖[e]α‖2 − 2‖[z∗α − z+α ]α‖2] ,
∑
α∈V ∪E,sα>0
〈sα[e]α,−zˆ0〉 (3.8)= 0, (3.18)
∑
α∈V ∪E,sα>0
〈[e]α, [z0α − z+α ]α〉 ≥
∑
α∈V ∪E,sα>0
[− 2‖[e]α‖2 − 12‖[z0α − z+α ]α‖2] .
Summing up the right hand sides of (3.16), (3.17) and (3.18) and
∑
α∈V ∪E [σ2 ‖[z∗α−
z+α ]α‖2 − sα2 ‖[e]α‖2 − 12sα ‖[z0α − z+α ]α‖2] and setting  = σ/2 gives∑
α∈V ∪E,sα>0
[
(σ2 − )‖[z∗α − z+α ]α‖2 − ( 12 + 12sα + 12sα )‖[z0α − z+α ]α‖2
−[ 12 + sα2 + 2 ]‖[e]α‖2
]
(3.19)
=
∑
α∈V ∪E,sα>0
[− ( 1σ + 1σsα + 12sα )‖[z0α − z+α ]α‖2 − [ 1σ + sα2 + σ4 ]‖[e]α‖2]
Assu 3.1(2)
≥ ∑
α∈V ∪E,sα>0
[− ( 1σ + 1σsmin + 12smin )‖[z0α − z+α ]α‖2 − [ 1σ + smax2 + σ4 ]‖[e]α‖2].
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Note that 1σ +
1
σsmin
+ 12smin =
2smin+2+σ
2σsmin . Summing the formulas in (3.15) to (3.19),
we have ∑
α∈V ∪E,sα>0
[
f∗α([z∗α]α) + 12‖ − zˆ∗‖2
]
(3.15) to (3.19)
≥ ∑
α∈V ∪E,sα>0
[
f∗α([z+α ]α) + 12‖ − zˆ0 + [e]α + 1sα [z0α − z+α ]‖2
]
(3.20)
+
∑
α∈V ∪E,sα>0
[
−( 2smin+2+σ2σsmin )‖[z0α − z+α ]α‖2 − [ 1σ + smax2 + σ4 ]‖[e]α‖2
]
.
(We say a bit more about (3.20). Recall from (2.2) that si > 0 for all i ∈ V , so
f∗i ([z∗i ]i) would be part of the sum for all i ∈ V . If α ∈ E, then (3.1) implies
that f∗α(·) = δ{0}(·), so if f∗α([zα]α) were to be finite, then it has to be zero. Thus
f∗α([zα]α) can be dropped from future sums as needed.) We can then sum up (3.14)
multiplied by 2smin+2+σσsmin(σ+(1/smax)) and (3.20) to get(
2smin+2+σ
σsmin(σ+(1/smax))
) ∑
α∈V ∪E,sα>0
[f∗α([z0α]α) + 12‖ − zˆ0 + [e]α‖2] (3.21)
+
∑
α∈V ∪E,sα>0
[
f∗α([z∗α]α) + 12‖ − zˆ∗‖2
]
≥
(
2smin+2+σ
σsmin(σ+(1/smax)) + 1
) ∑
α∈V ∪E,sα>0
[
f∗α([z+α ]α) + 12‖ − zˆ0 + [e]α + 1sα [z0α − z+α ]α‖2
]
−[ 1σ + smax2 + σ4 ]
∑
α∈V ∪E,sα>0
‖[e]α‖2.
Letting γ =
(
2smin+2+σ
σsmin(σ+(1/smax))
)
/
(
2smin+2+σ
σsmin(σ+(1/smax)) + 1
)
, we can rearrange (3.21)
to get the first inequality in (3.13) with M = (1−γ)[ 1σ + smax2 + σ4 ]. This concludes
the proof. 
Another part of the proof is to show a formula relating the decrease in objective
value to the distance between consecutive iterates. In order to prove the following
result, we need to adopt the convention throughout the rest of the paper, in addition
to (2.11), that
x(i,j) = xi whenever s(i,j) = 0. (3.22)
Lemma 3.3. We can assume without loss of generality that Operation B on the
edge (i, j) always follows immediately after Operation A on the node i. Then there
is a constant γ4 > 0 such that for all consecutive iterates, we have
F˜ k+1S (zk+1, sk+1) ≤ F˜ kS (zk, sk)− γ42 ‖xk − xk+1‖2. (3.23)
Proof. We split into three different cases:
Case 1: Operation C on node i.
In this case, only xi changes and sk+1 = sk, so ‖xk − xk+1‖2 = ‖xki − xk+1i ‖2.
Now, the form of the optimization problem gives
F˜ k+1S (zk+1, sk+1) ≤ F˜ kS (zk, sk)− s
k
i
2 ‖xk − xk+1‖2
Assu 3.1(2)
≤ F˜ kS (zk, sk)− smin2 ‖xk − xk+1‖2.
Case 2: Operation A on node i.
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We first state an easily checkable identity that would be used often in this proof:
sa‖xa‖2 + sb‖xb‖2 − (sa + sb)‖ saxa+sbxbsa+sb ‖2 = sasbsa+sb ‖xa − xb‖2. (3.24)
There are two further cases.
Case 2a: When the data is received by a node j ∈ Nout(i).
We have xk+1j =
sk+1
i
xki+s
k
(i,j)x
k
(i,j)+s
k
j x
k
j
sk+1
i
+sk(i,j)+s
k
j
and sk+1i = ski /(degout(i) + 1). Note also
that sk+1j = sk+1i + sk(i,j) + skj . We first try to show that there is a constant γ4 > 0
such that
sk+1
i
2 ‖xki ‖2 +
sk(i,j)
2 ‖xk(i,j)‖2 +
skj
2 ‖xkj ‖2 −
sk+1
j
2
∥∥xk+1j ∥∥2 (3.25)
≥ γ42
(
‖xk+1(i,j) − xk(i,j)‖2 + (degout(j) + 1)‖xkj − xk+1j ‖2
)
.
Suppose sk(i,j) > 0. Note that s
k+1
(i,j) = 0 in this case, so xki = x
k+1
i
(3.22)= xk+1(i,j).
Then
sk+1
i
2 ‖xki ‖2 +
sk(i,j)
2 ‖xk(i,j)‖2 −
sk+1
i
+sk(i,j)
2
∥∥∥∥ sk+1i xki+sk(i,j)xk(i,j)sk+1
i
+sk(i,j)
∥∥∥∥2(3.26)
(3.24)= s
k+1
i
sk(i,j)
2(sk+1
i
+sk(i,j))
‖xki − xk(i,j)‖2
(3.22)= s
k+1
i
sk(i,j)
2(sk+1
i
+sk(i,j))
‖xk+1(i,j) − xk(i,j)‖2
Assu 3.1(2)
≥ smin4 ‖xk+1(i,j) − xk(i,j)‖2.
Note that if sk(i,j) = 0, then x
k+1
(i,j)
(3.22)= xk+1i = xki
(3.22)= xk(i,j), so one can check that
the left and right hand sides of (3.26) are both zero, so (3.26) would automatically
be satisfied.
Next, note that xk+1j = 1sk+1
i
+sk(i,j)+s
k
j
[(sk+1i + sk(i,j))
sk+1
i
xki+s
k
(i,j)x
k
(i,j)
sk+1
i
+sk(i,j)
+ skjxkj ],
which gives
xk+1j − xkj =
sk+1
i
+sk(i,j)
sk+1
i
+sk(i,j)+s
k
j
[
sk+1
i
xki+s
k
(i,j)x
k
(i,j)
sk+1
i
+sk(i,j)
− xkj
]
. (3.27)
Recall sk+1j = sk+1i + sk(i,j) + skj . We have
sk+1
i
+sk(i,j)
2
∥∥∥∥ sk+1i xki+sk(i,j)xk(i,j)sk+1
i
+sk(i,j)
∥∥∥∥2 + skj2 ‖xkj ‖2 − sk+1j2 ∥∥xk+1j ∥∥2 (3.28)
(3.24)= (s
k+1
i
+sk(i,j))s
k
j
2(sk+1
i
+sk(i,j)+s
k
j
)
∥∥∥∥ sk+1i xki+sk(i,j)xk(i,j)sk+1
i
+sk(i,j)
− xkj
∥∥∥∥2
(3.27)= (s
k+1
i
+sk(i,j)+s
k
j )s
k
j
2(sk+1
i
+sk(i,j))
∥∥xk+1j − xkj∥∥2 Assu 3.1(2)≥ smin2 ‖xk+1j − xkj ‖2.
Summing up (3.26) and (3.28) easily leads to a choice of γ4 > 0 so that (3.25) holds.
Case 2b: When the data is not received by a node j ∈ Nout(i).
In this case, note that xk+1j = xkj , and xk+1(i,j) =
sk+1
i
xki+s
k
(i,j)x
k
(i,j)
sk+1
i
+sk(i,j)
. Just like in
(3.27), in the case when sk(i,j) > 0, we have x
k+1
(i,j) − xk(i,j) =
sk+1
i
sk+1
i
+sk(i,j)
(xki − xk(i,j)),
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and so we can reduce γ4 in (3.25) if necessary so that
sk+1
i
2 ‖xki ‖2 +
sk(i,j)
2 ‖xk(i,j)‖2 −
sk+1
i
+sk(i,j)
2
∥∥∥∥ sk+1i xki+sk(i,j)xk(i,j)sk+1
i
+sk(i,j)
∥∥∥∥2
(3.24)= s
k+1
i
sk(i,j)
2(sk+1
i
+sk(i,j))
‖xki − xk(i,j)‖2 =
sk(i,j)(s
k+1
i
+sk(i,j))
2sk+1
i
‖xk+1(i,j) − xk(i,j)‖2
Assu 3.1(2)
≥ smin2 ‖xk+1(i,j) − xk(i,j)‖2 ≥ γ42 ‖xk+1(i,j) − xk(i,j)‖2. (3.29)
If sk(i,j) = 0, then we see that both sides of (3.29) are zero, so the choice of γ4 is
irrelevant for (3.29) to hold. 4
After establishing the inequalities (3.25) and (3.29) for the cases 2a and 2b,
we now prove that (3.23) holds. If j receives data from i, then by recalling the
convention in (3.22), we have
(degout(j) + 1)‖xkj − xk+1j ‖2
(3.22)
≥ ‖xkj − xk+1j ‖2 +
∑
j+∈Nout(j)
sk
(j,j+)
=0
‖xk(j,j+) − xk+1(j,j+)‖2.
(3.30)
Note that
F˜ kS (zk, sk)− F˜ k+1S (zk+1, sk+1) (3.31)
=
∑
j∈Nout(i)
j receives data
[
sk+1
i
2 ‖xki ‖2 +
sk(i,j)
2 ‖xk(i,j)‖2 +
skj
2 ‖xkj ‖2 −
sk+1
j
2
∥∥xk+1j ∥∥2]
+
∑
j∈Nout(i)
j does not receive data
[
sk+1
i
2 ‖xki ‖2 +
sk(i,j)
2 ‖xk(i,j)‖2 −
sk+1
i
+sk(i,j)
2
∥∥∥xk+1(i,j)∥∥∥2]
(3.25),(3.29)
≥ ∑
j∈Nout(i)
j receives data
γ4
2
[
‖xk+1(i,j) − xk(i,j)‖2 + (degout + 1)‖xk+1j − xkj ‖2
]
+
∑
j∈Nout(i)
j does not receive data
γ4
2
[
‖xk+1(i,j) − xk(i,j)‖2
]
Combining the inequalities (3.31), (3.30) gives us (3.23) as required. 
We conclude with the theorem on the linear convergence of Algorithm 2.1.
Theorem 3.4. Suppose Assumption 3.1 is satisfied, and (z1,x1, s1) is obtained
from (z0,x0, s0) as described in Subsection 3.1. Suppose there is a constant K > 0
such that for any edge (i, j) ∈ E, there is some k¯ ∈ {1, . . . ,K − 1} such that in
order to obtain (zk¯+1,xk¯+1, sk¯+1) from (zk¯,xk¯, sk¯), Operation A is conducted on
node i followed by Operation B on edge (i, j). Then there is some γ5 ∈ (0, 1) such
that
F˜KS (zK , sK)− F ∗S ≤ γ5[F˜ 0S(z0, s0)− F ∗S ].
Proof. Let z+ ∈ [[Rm]|V ∪E|]|V ∪F | satisfy (3.11), where zˆ0 (3.5)= 1|V |
∑
α∈V ∪E [z0α]α −
m¯ like in Lemma 3.2. Lemma 3.2 shows that there is a γ ∈ (0, 1) such that
FS(z+, s0)− FS(z∗, s0)
(3.13)
≤ γ[F˜ 0S(z0, s0)− FS(z∗, s0)] +M
∑
α∈V ∪E,s0α>0
‖eα‖2.
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Let pα = −zˆ0 + [e]α + 1s0α [z
0
α]α, which is the proximal center in the formula (3.11).
Lemma 2.6 implies that there is a constant γ2 ∈ [0, 1) such that, for all α ∈ V2,[
[f1α]∗([z1α]α) +
s0α
2 ‖pα − 1s0α [z
1
α]α‖2
]− [f∗α([z+α ]α) + s0α2 ‖pα − 1s0α [z+α ]α‖2] (3.32)
≤ γ2
[[
[f0α]∗([z0α]α) +
s0α
2 ‖pα − 1s0α [z
0
α]α‖2
]− [f∗α([z+α ]α) + s0α2 ‖pα − 1s0α [z+α ]α‖2]].
Summing (3.32) over all α ∈ V ∪ E gives
F˜ 1S(z1, s0)− FS(z+, s0)
(3.12)
≤ γ2[F˜ 0S(z0, s0)− FS(z+, s0)]. (3.33)
Note that s1 = s0. We have
F˜ 1S(z1, s1)− FS(z∗, s0) (3.34)
= F˜ 1S(z1, s1)− FS(z+, s0) + FS(z+, s0)− FS(z∗, s0)
(3.33)
≤ γ2[F˜ 0S(z0, s0)− FS(z+, s0)] + FS(z+, s0)− FS(z∗, s0)
= γ2[F˜ 0S(z0, s0)− FS(z∗, s0)] + (1− γ2)[FS(z+, s0)− FS(z∗, s0)]
Lem 3.2≤ [1− (1− γ)(1− γ2)]︸ ︷︷ ︸
γ3
[F˜ 0S(z0, s0)− F ∗S ] + (1− γ2)M
∑
α∈V ∪E,s0α>0
‖eα‖2.
Since γ < 1 and γ2 < 1, the γ3 as marked above satisfies γ3 ∈ [0, 1). We now
consider 2 cases.
Case 1: (1− γ2)M
∑
α∈V ∪E,s0α>0 ‖eα‖2 ≤
1−γ3
2 [F˜ 0S(z0, s0)− F ∗S ].
We make use of the fact that the objective value is nonincreasing to get
F˜KS (zK , sK)− F ∗S ≤ F˜ 1S(z1, s1)− F ∗S
(3.34), Case 1
≤ 1+γ32 [F˜ 0S(z0, s0)− F ∗S ]. (3.35)
Case 2: (1− γ2)M
∑
α∈V ∪E,s0α>0 ‖eα‖2 ≥
1−γ3
2 [F˜ 0S(z0, s0)− F ∗S ].
We recall that xkα
(2.8)= m¯ − 1sα
∑
α2∈V ∪F [z
k
α2 ]α. It is elementary to check from
(3.5) that (−zˆ0, . . . ,−zˆ0) is the projection of x0 onto the diagonal set D in the ‖·‖s
seminorm, i.e.,
−zˆ0 (3.5)= arg min
x
∑
α∈V ∪E
s0α‖x− x0α‖2. (3.36)
We have
∑
α∈V ∪E
s0α‖eα‖2
(3.7)=
∑
α∈V ∪E
s0α‖x0α − (−zˆ0)‖2
(3.36)= min
x
∑
α∈V ∪E
s0α‖x0α − x‖2
Assu (3.1)(2)
≤ min
x
∑
α∈V ∪E
smax‖x0α − x‖2
= smaxd(x0, D)2. (3.37)
By linear regularity arguments typically used in the method of alternating projec-
tions applied to (2.4) and (2.5), there is a constant κ > 0 such that d(x, D) ≤
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κmaxβ∈F d(x, Hβ). Let β∗ ∈ F be such that d(x0, D) ≤ κd(x0, Hβ∗). To summa-
rize,
1−γ3
2M(1−γ2) [F˜
0
S(z0, s0)− FS(z∗, s0)]
Case 2≤ ∑
α∈V ∪E,sα>0
‖[e]α‖2(3.38)
Assu (3.1)(2)
≤ ∑
α∈V ∪E
s0α
smin
‖[e]α‖2
(3.37)
≤ smaxsmin d(x0, D)2 ≤ smaxκ
2
smin
d(x0, Hβ∗)2.
The hyperplane Hβ∗ can either be of the two cases, {i, (i, j)} or {i, j}, where
(i, j) ∈ E. In both cases, suppose in iteration k¯, Operations A is performed on
node i transmits and node j receives the data in iteration, and that k¯ + 1 ≤ K.
Claim: There is some (zk¯+0.5,xk¯+0.5, sk¯+0.5) such that the γ4 > 0 in Lemma
3.3 can be adjusted if necessary so that
F˜ k¯+1S (zk¯+1, sk¯+1) ≤ F k¯S (zk¯+0.5, sk¯+0.5) ≤ F˜ k¯S (zk¯, sk¯)− γ42 ‖xk¯ − xk¯+0.5‖2,
(3.39)
and d(xk¯, Hβ∗) ≤ smin+smax2smin ‖xk¯ − xk¯+0.5‖. (3.40)
We split into two cases
Case 2a: β∗ = {i, (i, j)}
We can take xk¯+0.5 to be xk¯+1. Then (3.39) follows from Lemma 3.3. Since
sk¯+1(i,j) = 0, by (3.22), we have x
k¯+1
i = xk¯+1(i,j), so xk¯+1 ∈ Hβ∗ . This means that (3.40)
holds even if smin+smax2smin were replaced by the constant 1.
Case 2b: β∗ = {i, j}
Define xk¯+0.5 and sk¯+0.5 by
xk¯+0.5α′ =

sk¯+1
i
xk¯i+s
k¯
j x
k¯
j
sk¯+1
i
+sk¯
j
if α′ = j
xk¯α′ otherwise,
and sk¯+0.5α′ =

sk¯i − sk¯+1i if α′ = i
sk¯j + sk¯+1i if α′ = j
sk¯α′ otherwise.
(3.41)
We first show (3.39). From how zk¯+0.5 and xk¯+0.5 are defined, we have
F˜ k¯S (zk¯, sk¯)− F˜ k¯S (zk¯+0.5, sk¯+0.5) (3.42)
(3.12)= s
k¯+1
i
2 ‖xk¯i ‖2 +
sk¯j
2 ‖xk¯j ‖2 −
sk¯+1
i
+sk¯j
2 ‖
sk¯+1
i
xk¯i+s
k¯
j x
k¯
j
sk¯+1
i
+sk¯
j
‖2
(3.24)= s
k¯+1
i
sk¯j
2(sk¯+1
i
+sk¯
j
)
‖xk¯i − xk¯j ‖2
(3.41)= s
k¯
j (s
k¯+1
i
+sk¯j )
2sk¯+1
i
‖xk¯+0.5j − xk¯j ‖2
Assu 3.1(2)
≥ smin
2 ‖xk¯+0.5j − xk¯j ‖2
(3.41)= smin2 ‖xk¯+0.5 − xk¯‖2.
We now show the first inequality in (3.39). Recall (2.11), and let di = degout(i)+1.
The formulas in (3.41) can be equivalently written as
yk¯+0.5α′ =

(
1− 1di
)
yk¯i if α′ = i
yk¯j + 1di y
k¯
i if α′ = j
xk¯α′ otherwise,
and sk¯+0.5α′ =

(
1− 1di
)
sk¯i if α′ = i
sk¯j + 1di s
k¯
i if α′ = j
sk¯α′ otherwise.
(3.43)
One way to interpret (3.43) is that the change from (zk¯,xk¯, sk¯) to (zk¯+0.5,xk¯+0.5, sk¯+0.5)
is a transfer of mass from i to j. One can see that the change from (zk¯+0.5,xk¯+0.5, sk¯+0.5)
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to (zk¯+1,xk¯+1, sk¯+1) involves a transfer of mass from (i, j) to j, from i to (i, j′) for
all other j′ ∈ Nout(i)\{j}, as well as possibly from (i, j′) to j′ for j′ ∈ Nout(i)\{j}
if the corresponding Operation B were carried out. As we saw in the derivation in
(3.42), each transfer of mass reduces the dual objective value, which will give the
first inequality in (3.39).
To see (3.40), note that
d(xk¯, Hβ∗)2
(2.4)= ‖xk¯i − 12 (xk¯i + xk¯j )‖2 + ‖xk¯j − 12 (xk¯i + xk¯j )‖2 = 12‖xk¯i − xk¯j ‖2
(3.41)= s
k¯+1
i
+sk¯j
2sk¯+1
i
‖xk¯j − xk¯+0.5j ‖2
Assu 3.1(2)
≤ smin+smax2smin ‖xk¯j − x
k¯+0.5
j ‖2
(3.41)= smin+smax2smin ‖xk¯ − xk¯+0.5‖2.
This ends the claim. 4
Now,
F˜KS (zK , sK) ≤ F˜ k¯S (zk¯+0.5, sk¯+0.5) (3.44)
Lem 3.3,(3.39)
≤ F˜ 0S(z0, s0)− γ42
(
‖xk¯ − xk¯+0.5‖2 +
k¯−1∑
k′=0
‖xk′ − xk′+1‖2
)
.
Let x˜k¯+0.5 ∈ Hβ∗ be such that ‖xk¯ − x˜k¯+0.5‖ = d(xk¯, Hβ∗). Then
γ4
2
(
‖xk¯ − xk¯+0.5‖2 +
k¯−1∑
k′=0
‖xk′ − xk′+1‖2
)
(3.45)
(3.40)
≥ γ4smin(smin+smax)
(
‖xk¯ − x˜k¯+0.5‖2 +
k¯−1∑
k′=0
‖xk′ − xk′+1‖2
)
≥ γ4smin
(k¯+1)(smin+smax)
∥∥∥(xk¯ − x˜k¯+0.5) + k¯−1∑
k′=0
(xk′ − xk′+1)
∥∥∥2
≥ γ4smin
K(smin+smax)‖x0 − x˜k¯+0.5‖2
x˜k¯+0.5∈Hβ∗≥ γ4sminK(smin+smax)d(x0, Hβ∗)2
(3.38)
≥ γ4s2min(1−γ3)2K(smin+smax)smaxM(1−γ2)κ2 [F˜ 0S(z0, s0)− F ∗S ].
Combining (3.44) and (3.45) gives
F˜KS (zK , sK)− F ∗S
(3.44),(3.45)
≤
(
1− γ4s2min(1−γ3)2K(smin+smax)smaxM(1−γ2)κ2
)
[F˜ 0S(z0, s0)− F ∗S ].
(3.46)
Combining (3.35) for case 1 and (3.46) gives the conclusion needed. 
4. Numerical experiments
We conduct some simple experiments by looking at the case wherem = 6 and the
graph has 6 nodes and contains two cycles, 1→ 2→ 3→ 5→ 1 and 2→ 4→ 6→
2. Let e be ones(m,1). First, we find {vi}i∈V and x¯ such that
∑
i∈V vi+|V |(e−x¯) =
0. We then find closed convex functions fi(·) such that vi ∈ ∂fi(e). It is clear from
the KKT conditions that e is the primal optimum solution to (1.1) if x¯i = x¯ for all
i ∈ V .
We define fi(·) as functions of the following type:
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(F-S) fi(x) := 12xTAix + bTi x + ci, where Ai is of the form vvT + rI, where v
is generated by rand(m,1), r is generated by rand(1). bi is chosen to be
such that vi = ∇f(e), and ci = 0.
The first and last formulas of (3.4) indicate how fast the primal iterates {xα}α∈V ∪E
are converging to the optimal solution x∗, and we call these values the “duality gap”
and the “norms squared s-sum” Figure 4.1 shows a plot of the results obtained by
a random experiment where we perform 1000 iterations of the smooth case. We
conduct two different experiments: one for when all functions are treated to be in
V1 (called the prox case) and one when all functions are treated to be in V2 (called
the subdifferentiable case). We observe linear convergence for both cases.
Figure 4.1. Plots of the formulas in (3.4)
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