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COINCIDENCE INVARIANTS AND HIGHER REIDEMEISTER
TRACES
KATE PONTO
Abstract. The Lefschetz number and fixed point index can be thought of as
two different descriptions of the same invariant. The Lefschetz number is alge-
braic and defined using homology. The index is defined more directly from the
topology and is a stable homotopy class. Both the Lefschetz number and index
admit generalizations to coincidences and the comparison of these invariants
retains its central role. In this paper we show that the identification of the Lef-
schetz number and index using formal properties of the symmetric monoidal
trace extends to coincidence invariants. This perspective on the coincidence
index and Lefschetz number also suggests difficulties for generalizations to a
coincidence Reidemeister trace.
Introduction
A coincidence point for a pair of maps f, g : M → N is a point x of M such
that f(x) = g(x). Coincidence points are a natural generalization of fixed points
and there is a corresponding generalization of the Lefschetz fixed point theorem.
Theorem A. [13] Suppose M and N are closed, smooth, Q-orientable manifolds
of the same dimension and f, g : M → N are continuous maps. If f and g have no
coincidence points then the Lefschetz number of f and g
L(f, g) :=
∑
i
(−1)itr
à
Hi(M ;Q)
f∗ // Hi(N ;Q) Hi(M ;Q)
Hdim(N)−i(N ;Q)
g∗ //
−∩[N ]
OO
Hdim(N)−i(M ;Q)
−∩[M ]
OO
í
is zero.
The vertical maps above are the Poincare´ duality isomorphism and they play in
essential role in the definition of L(f, g). The main result of this note is to give a
simple proof of the following generalization.
Theorem B. Suppose M and N are closed, smooth manifolds and
θ : Tν△⊂N×N ∧K → L ∧M+
Date: September 18, 2018.
719 Patterson Office Tower, Department of Mathematics, University of Kentucky, Lexington,
KY, kate.ponto@uky.edu
The author was partially supported by NSF grant DMS-1207670.
1
2 KATE PONTO
is a stable map for spaces (or spectra) K and L. If continuous maps f, g : M → N
have no coincidence points then
∑
i
(−1)itr
Ç
H˜i(M+ ∧K;Q)
(f×g)∗// H˜i(Tν△⊂N×N ∧K;Q)
θ∗ // H˜i(L ∧M+;Q)
å
is zero.
While the formulation of this result using the map θ is nonstandard, Theorem A
and the generalizations in [20,21] follow from this result. It will allow us to prove a
generalization of Theorem A where fundamental classes are replaced by arbitrary
homology classes. See §2.
The proofs here use duality and trace in symmetric monoidal categories [3, 17].
This allows for short, conceptual proofs that are very similar to the corresponding
proofs of the Lefschetz fixed point theorem [3] and Reidemeister trace [16].
We finish by considering a generalization of the Lefschetz fixed point theorem
for coincidences to Reidemeister traces. The approach here does not appear to
generalize to this case and this failure is very suggestive. If there are algebraic
generalizations of the Reidemeister trace to coincidences similar to the original
definition in [7] we would expect to see an easy comparison of this invariant and
a topological invariant using functoriality as for the Lefschetz number. Instead we
have a very natural description of the Reidemeister trace for fixed points in terms
of the categorical trace while the generalization to coincidences suggested by [1, 9]
is fundamentally incompatible with the trace.
Remark. In this paper we focus on closed smooth manifolds. Many of the results
could also be stated in terms of compact ENRs (or finite CW complexes) by re-
placing normal bundles by mapping cylinders.
1. Traces for symmetric monoidal categories
The trace in symmetric monoidal categories is a generalization of the trace in
linear algebra that retains many of the important properties. In particular, it satis-
fies a generalization of invariance of basis and is functorial. The generalized trace is
a trace for endomorphisms of modules over a commutative ring, endomorphisms of
chain complexes of modules over a commutative ring, and endomorphisms of closed
smooth manifolds or compact ENRs. This section is a summary of [3, 14, 17].
Let V be a symmetric monoidal category with monoidal product ⊗, unit S, and
symmetry isomorphism γ.
Definition 1.1. An object A in V is dualizable with dual A⋆ if there are mor-
phisms
η : S → A⊗A⋆ and ǫ : A⋆ ⊗A→ S
such that the composites
A ∼= S ⊗A
η⊗id // A⊗A⋆ ⊗A
id⊗ǫ // A⊗ S ∼= A
A⋆ ∼= A⋆ ⊗ S
id⊗η // A⋆ ⊗A⊗A⋆
ǫ⊗id // S ⊗A⋆ ∼= A⋆
are identity maps.
The map η is the coevaluation and ǫ is the evaluation. We say that (A,A⋆)
is a dual pair.
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A module over a commutative ring is dualizable if and only if it is finitely gen-
erated and projective. A chain complex of modules over a commutative ring is
dualizable if and only if it is finitely generated and projective in each degree and
only finitely many degrees are nontrivial.
We say a space is dualizable if its suspension spectrum is dualizable in the
stable homotopy category.
Proposition 1.2. [14, III.4.1, III.5.1] If M is a closed smooth manifold then
M+ := M ∐ ∗ is dualizable. If TνM is the Thom space of the normal bundle of an
embedding of M in Rp, the dual of M+ is Σ
−pTνM
If A is dualizable with dual A⋆ and f : A→ A is a morphism in V , the dual of
f , denoted f⋆, is the composite
A⋆ ∼= A⋆ ⊗ S
id⊗η // A⋆ ⊗A⊗ A⋆
id⊗f⊗id // A⋆ ⊗A⊗A⋆
ǫ⊗id // S ⊗A⋆ ∼= A⋆
Definition 1.3. If A is dualizable with dual A⋆, P,Q are objects of V and f : P ⊗
A→ A⊗Q is an morphism in V , the trace of f , tr(f), is the composite
P ∼= P ⊗ S
id⊗η // P ⊗A⊗A⋆
f⊗id // A⊗Q⊗A⋆
γ
A⋆ ⊗A⊗Q
ǫ⊗id // S ⊗Q ∼= Q.
The trace of a linear transformation is the usual linear algebra trace. The trace of
a chain map is the alternating sum of the levelwise traces. If f is an endomorphism
of a closed smooth manifold and H∗(− : Q) is the rational homology functor, the
trace of H∗(f : Q) is the Lefschetz number of f . The trace of f in the stable
homotopy category is the fixed point index of f .
It is important to note that the trace is independent of the choice of dual,
coevaluation, and evaluation.
Proposition 1.4. Let F : V → W be a strong symmetric monoidal functor and
A ∈ V be dualizable with dual A⋆. Then F (A) is dualizable with dual F (A⋆).
For any map f : Q⊗A→ A⊗ P , we have
F (tr(f)) = tr
Å
F (Q)⊗ F (A)→ F (Q⊗A)
F (f)
−−−→ F (A⊗ P )→ F (A)⊗ F (P )
ã
.
The rational homology functor is a strong symmetric monoidal functor and for
each stable map M → N there is an induced map H∗(M ;Q) → H∗(N,Q). In
particular, if πs0(S
0) is the zeroth stable homotopy group of S0, there is a map
ι : πs0(S
0) → Hom(Q,Q). The map ι is injective and there is an isomorphism
Z→ πs0(S
0) where the image of 1 ∈ Z under ι is the identity map of Q.
Corollary 1.5. [3] If f : M →M is an endomorphism of a closed smooth manifold
the image of the fixed point index of f under the injection ι is the Lefschetz number
of f .
There are two results about the trace that will be used to compare the invariants
defined here with previously defined approaches to coincidence invariants. Both are
easily verified using string diagrams [8, 17].
Lemma 1.6. Given dualizable objects A and B and isomorphisms ψA : A
⋆ → A⊗P
and ψB : Q⊗B → B
⋆ the trace of
Q⊗A
1⊗f // Q⊗B
ψB // B⋆
g⋆ // A⋆
ψA // A⊗ P
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ηA
f
ψB
ηA
g
ǫB
ψA
ǫA
A
A
B
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A⋆
A⋆
A
B
Q
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=
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P
Figure 1. Proof of Lemma 1.6
is the composite
Q ≃ Q⊗ S
1⊗ηA // Q⊗A⊗A⋆
12⊗ψA // Q⊗A⊗A⊗ P
1⊗g⊗f⊗1 //
Q⊗B ⊗B ⊗ P
1⊗γ⊗1// Q⊗B ⊗B ⊗ P
ψB⊗1
2
// B⋆ ⊗B ⊗ P
ǫB⊗1 // S ⊗ P ≃ P
Suppose given dualizable objects A and B in a symmetric monoidal category
along with maps φA : A → A ⊗ A and βˆ : Q ⊗ B → B
⋆. For maps g : A → B and
α : S → A define gφ,α : B → A to be the composite
Q⊗B
βˆ
−→ B⋆
g⋆
−→ A⋆ ≃ A⋆ ⊗ S
1⊗α
−−−→ A⋆ ⊗A
1⊗φA
−−−−→ A⋆ ⊗A⊗A
ǫA⊗1−−−→ S ⊗A ≃ A.
Let β : Q⊗B⊗B → S be the composite Q⊗B⊗B
1⊗γ
−−−→ Q⊗B⊗B
βˆ⊗1
−−−→ B⋆⊗B
ǫB−−→
S.
Lemma 1.7. The trace of f ◦ gφ,α is the composite
Q
1⊗α
−−−→ Q⊗A
1⊗φA
−−−−→ Q⊗A⊗A
1⊗g⊗f
−−−−→ Q ⊗B ⊗B
β
−→ S.
2. Lefschetz Numbers
Following [4–6, 9–12, 20, 21] we start from the observation that the coincidence
points of maps f, g : M → N are the intersection of the diagonal in N with the
image of the product
f × g : M → N ×N.
If we use ν△⊂N×N to denote the normal bundle of the diagonal in N × N and
Tν△⊂N×N to denote the Thom space of this bundle, for coincidence free maps the
composite
M
f×g // N ×N // Tν△⊂N×N
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Figure 2. Proof of Lemma 1.7
where the second map is the Thom collapse will be homotopic to the constant map
at the collapse point. We denote this composite by f × g since context will make
the meaning unambiguous.
To define the invariants described in the introduction and prove comparison
results we need some additional structure. In this paper we encode that structure
using a stable map
θ : K ∧ Tν△⊂N×N →M+ ∧ L.
This is exactly the structure needed to define traces as in the previous section and
apply Proposition 1.4. If f and g have no coincidences the composite
K ∧M+
idK ∧(f×g) // K ∧ Tν△⊂N×N
θ // M+ ∧ L
will be homotopically trivial.
Definition 2.1. The coincidence index of f and g relative to θ is the sym-
metric monoidal trace of the composite
K ∧M+
idK ∧(f×g) // K ∧ Tν△⊂N×N
θ // M+ ∧ L
The homotopy class of the index is clearly trivial if f and g have no coincidences
or are homotopic to maps without coincidences.
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There is also a corresponding Lefschetz number. It is the symmetric monoidal
trace of the composite
H∗(K)⊗H∗(M+)
id⊗(f×g)∗ // H∗(K)⊗H∗(Tν△⊂N×N)
θ∗ // H∗(L)⊗H∗(M+)
where H∗(−) is rational homology or any other homology theory with a Ku¨nneth
isomorphism.
Proposition 1.4 implies the following result.
Theorem B. The map induced on homology by the coincidence index of f and g
relative to θ is the same as the Lefschetz number of H∗(f) and H∗(g) relative to
H∗(θ).
This theorem is the coincidence generalization of the familiar Lefschetz-Hopf
result that compares topologically and algebraically defined fixed point invariants.
As the index is zero for any pair of maps that are homotopic to coincidence free
maps, this implies the usual statement that the Lefschetz number of coincidence
free maps is zero.
To demonstrate the value of this approach we now provide two examples of the
required comparison map θ. These maps will allow us to recover Theorem A as
well as generalizations in [20, 21].
2.1. Orientability. Let k∗ be a homology theory and suppose M and N are k∗-
orientable. If k is the spectrum associated to k∗ there are Thom isomorphisms [15,
20.5.8]
ψM : k ∧ TνM ∼= k ∧ Σ
p−mM+ and ψN : k ∧ Tν△⊂N×N ∼= k ∧Σ
nN+
where νM is the normal bundle of an embedding of M in R
p, m is the dimension
of M , and n is the dimension of N .
The Thom isomorphism induce the familiar homology isomorphisms
k˜i(TνM ) ∼= k˜i(Σ
p−mM+) ∼= k˜i−p+m(M+) k˜i(Tν△⊂N×N) ∼= k˜i(Σ
nN+) ∼= k˜i−n(N+)
and define a map
θ : k ∧ Sp−m ∧ Tν△⊂N×N
1∧ψN
k ∧ Sp−2m+n ∧M+
k ∧ Sp−m+n ∧N+
π // k ∧ Sp−m+n
1∧C // k ∧ S−m+n ∧ TνM
1∧ψM
OO
where π is the projection map for N and C is the Thom collapse for an embedding
of M in Rp.
Theorem 2.2. If k∗ has a Ku¨nneth isomorphism and M and N are closed smooth
k-orientable manifolds the stable homotopy class of the index with respect to this θ
is the same as
∑
i
(−1)itr
à
k˜i(M+)
f∗ // k˜i(N+)
∼=

k˜m−n(S
0)⊗ k˜i(M+)
k˜i+q−n(TνN )
(g⋆)∗ // k˜i+p−n(TνM )
∼=
OO
í
.
Since Poincare´ duality is the composite of Spanier-Whitehead duality and the
Thom isomorphism, this sum of traces agrees with the sum in Theorem A. As the
index of coincidence free maps is trivial this theorem implies Theorem A.
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Proof. The index of f and g is the symmetric monoidal trace of the composite
k ∧ Sm ∧M+
id∧ id∧(f×g) // k ∧ Sm ∧ Tν△⊂N×N
θ // k ∧ Sn ∧M+.
This agrees with the trace of the composite
k˜∗(S
m ∧M+)
k∗(f×g) // k˜∗(Tν△⊂N×N)
k∗(θ) // k˜∗(Sn ∧M+).
The trace is invariant under cyclic permutation and the trace is the identity functor
on endomorphisms of the unit object [17], so the trace of k∗(θ)k∗(f ×g) is the same
as the composite
k∗(S
p)
C∗

k∗(S
p−m ∧N+ ∧N+) // k∗(Sp−m ∧ Tν△⊂N×N)
ψN

k∗(TνM )
ψM // k∗(Sp−m ∧M+)
f∧g
OO
k∗(S
p−m+nN+)
π // k∗(Sp−m+n)
The Thom isomorphisms are compatible with the evaluation map for N and the
coevaluation map for M in the sense that the diagrams
Sq−n ∧N+ ∧N+ //
ψN∧id

Sq−n ∧ Tν△⊂N×N
ψN

Sp
C

ηM
$$
TνN ∧N+ //
ǫN
,,
Sq ∧N+
π

TνM
△T
//
ψM

M+ ∧ TνM
id∧ψM

Sq Sp−m ∧M+
△ // Sp−m ∧M+ ∧M+
commute. (k’s have been omitted for readability.) This allows us to rewrite the
composite above as
k∗(S
p)
ηM

k∗(S
p−m ∧N+ ∧N+)
ψN // k∗(Sp−m−q+n ∧ TνN ∧N+)
ǫN

k∗(M+ ∧ TνM )
ψM // k∗(Sp−m ∧M+ ∧M+)
f∧g
OO
k∗(S
p−m+n)
Then Lemma 1.6 implies this composite agrees with the description given in the
statement of the theorem. 
2.2. (Co)Homology Classes. This proof suggests a further generalization where
we replace the fundamental classes by arbitrary homology and cohomology classes.
Let k be a multiplicative cohomology theory with multiplication µ.
Proposition 2.3. For classes α ∈ ka(M+) and β ∈ k
b(Tν△⊂N×N) the map
k∗(S
a)
α // k∗(M+)
(f×g)∗// k∗(Tν△⊂N×N)
β(−) // k∗(Sb)
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is the trace of the composite
k∗(S
q−b ∧N)
βˆ // k∗(TνN)
(g⋆)∗// k∗(Sq−p ∧ TνM )
−∩α

k∗(S
q−a ∧M+)
f∗ // k∗(Sq−a ∧N+)
The map βˆ is as in Lemma 1.7. We abuse notation and let − ∩ α applied to
δ ∈ kc(TνM ) be the composite along the top and right sides of the diagram below.
Sa+c
δ∧α //
(△∧id)◦α

TνM ∧ k ∧M+ ∧ k
id∧△ // TνM ∧ k ∧M+ ∧M+ ∧ k
γ

Sc ∧M+ ∧M+ ∧ k
id2 ∧δ∧id//
δˇ∧id2

M+ ∧M+ ∧ TνM ∧ k ∧ k
γ // TνM ∧M+ ∧M+ ∧ k ∧ k
ǫ∧id∧µ

Sp ∧ k ∧M+ ∧ k
∼ // Sp ∧ k ∧M+ ∧ k
id2 ∧µ // Sp ∧M+ ∧ k
We let δˇ be the compositeM+∧S
c id∧δ−−−→M+∧TνM∧k ≃ TνM∧M+∧k
ǫ∧id
−−−→ Sp∧k
and observe that the image of δ under − ∩ α is the usual cap product of α and δˇ.
Proof. By Lemma 1.7, the trace of the composite
k∗(S
q−b ∧N)
βˆ // k∗(TνN)
(g⋆)∗

k∗(TνM ∧ S
q−p−a ∧M+)

k∗(S
q−p ∧ TνM )
αoo
−∩α

k∗(TνM ∧ S
q−p−a ∧M+ ∧M+)
ǫ⊗id // k∗(Sq−a ∧M+)
f∗ // k∗(Sq−a ∧N+)
is the same as k∗(S
a)
α // k∗(M+)
(f×g)∗// k∗(Tν△⊂N×N)
β(−) // k∗(Sb) . 
Classes α ∈ ka(M+) and β ∈ k
b(Tν△⊂N×N) are associated to stable maps
α : Sa → M+ ∧ k and β : Tν△⊂N×N ∧ S
−b → k and using these descriptions the
map in Proposition 2.3 can also be written as the composite
Sa
α //M+ ∧ k
f×g // Tν△⊂N×N ∧ k
β // Sb ∧ k ∧ k
id∧µ // Sb ∧ k.
To compare with [20,21] we restrict to the case of rational homology. There is a
composite
(2.4) Hom(H∗(N), H∗+i(N))
Hom(H∗(N),Q)⊗H∗+i(N)
∼
OO
// H∗(N)⊗H∗+i(N)
−∩− // Hi(N)
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where the unlabeled map is the universal coefficients isomorphism. For α ∈ Ha(M+)
the Lefschetz homomorphism of f and g evaluated at α [21, 5.1] is the image of
(2.5)
H∗−q+n(N) ∼= H∗(TνN)
g∗
−→ H∗−q+p(TνM )
−∩α
−−−→ H∗−q+a(M)
f∗
−→ H∗−q+a(N)
under 2.4.
The coincidence index of f and g [21, 4.2] is defined to be the composite
H∗(M+)
f×g
−−−→ H∗(Tν△⊂N×N) ∼= H∗−n(N+)
where the second map is the Thom isomorphism.
Theorem 2.6. [20, 2.3] [21] The Lefschetz homomorphism at α agrees with the
coincidence index at α.
Proof. We can determine the resulting element of H∗(N) under either the Lefschetz
number or coincidence index by evaluating at each element in H∗(N).
For the Lefschetz homomorphism, first observe that for each ι ∈ Ha−n(N) the
image of a homomorphism under
(2.7) Hom(H∗−q+n(N), H∗−q+a(N))
H∗−q+n(N)⊗H∗−q+a(N)
∼
OO
−∩− // Ha−n(N)
ι(−) // Q
is the same as the image under
Hom(H∗−q+n(N), H∗−q+a(N))
H∗−q+n(N)⊗H∗−q+a(N)
id⊗(ι∩−)//
∼
OO
H∗−q+n(N)⊗H∗−q+n(N)
ev // Q
Using universal coefficients we can replace ev with the evaluation map for H∗(N)
and then the image of a map ψ : H∗−q+n(N) → H∗−q+a(N) under 2.7 is the sym-
metric monoidal trace of
H∗−q+n(N)
ψ
−→ H∗−q+a(N)
ι∩−
−−→ H∗−q+n(N).
Then the Lefschetz homomorphism evaluated at α and ι is the trace of
H∗−q+n(N) ∼= H∗(TνN )
(g⋆)∗
−−−→ H∗−q+p(TνM )
−∩(f∗(ι)∩α)
−−−−−−−−→ H∗−q+n(M)
f∗
−→ H∗−q+n(N).
Applying Proposition 2.3 with f∗(ι) ∩ α as the homology class for M+ we see
that the Lefschetz homomorphism evaluated at α and ι is the composite
H∗(S
n−p)
f∗(ι)∩α// H∗(M+)
(f×g)∗// H∗(Tν△⊂N×N)
β(−) // H∗(Sn)
where β is the trivialization of the tangent bundle in rational homology followed
by the projection. In particular, the diagram
N+ ∧N+ ∧HQ
id∧△∧id

// Tν△⊂N×N ∧HQ
βˆ∧id

N+ ∧N+ ∧N+ ∧HQ
β∧id2 // Sn ∧HQ ∧N+ ∧HQ
γ // Sn ∧N+ ∧HQ ∧HQ
where the unlabeled horizontal map is a collapse and βˆ is the Thom isomorphism
commutes. Then Figure 3 recovers the form of the coincidence index in [21].

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Figure 3. Comparison with the coincidence index in [21].
2.3. Intersections. These results are not specific to coincidences but apply to all
intersections. As the generalizations are straightforward we only sketch the ideas.
Let Q be a submanifold of a manifold P and f : M → P be a continuous map.
If the image of f is disjoint from Q the composite of f with the Thom collapse for
the normal bundle of Q in P
M
f // P // TνQ⊂P
is trivial. It is homotopically trivial if f is homotopic to a map g whose image is
disjoint from Q. In general the converse is not true, see [9] for a refinement that
gives a necessary and sufficient condition.
As in the previous section a stable map θ : K ∧ TνQ⊂N → L ∧M+ defines both
an index and Lefschetz number.
Definition 2.8. The intersection index of f and Q relative to θ is the sym-
metric monoidal trace of the composite
K ∧M+
id∧f // K ∧ TνQ⊂N
θ // L ∧M+.
The Lefschetz number is the symmetric monoidal trace of the composite
H∗(K)⊗H∗(M+)
id⊗f∗ // H∗(K)⊗H∗(TνQ⊂N )
θ∗ // H∗(L)⊗H∗(M+)
where H∗ is rational homology.
With these definitions Theorem B and its proof generalize immediately.
Theorem 2.9. The map induced on homology by the coincidence index of f and
Q relative to θ is the same as the Lefschetz number of f and Q relative to H∗(θ).
COINCIDENCE INVARIANTS AND HIGHER REIDEMEISTER TRACES 11
3. Traces for bicategories
To extend to the Reidemeister trace we need to replace the trace in a symmetric
monoidal category with the trace in a bicategory. This section is a brief summary
of the relevant parts of [15, 16, 18].
Definition 3.1. A bicategory B consists of
• A collection obB.
• Categories B(A,B) for each A,B ∈ obB.
• Functors
⊙ : B(A,B) ×B(B,C) → B(A,C)
UA : ∗ → B(A,A)
for A, B and C in obB.
Here ∗ denotes the category with one object and one morphism. The functors ⊙
are required to satisfy unit and associativity axioms up to natural isomorphisms in
B(A,B).
The elements of obB are called 0-cells. The objects of B(A,B) are called
1-cells. The morphisms of B(A,B) are called 2-cells.
The most suggestive example for the purposes of this paper is the bicategory
whose objects are rings and for each pair of rings R and S the associated category
is the category of R-S bimodules and their homomorphisms. The composition is
given by tensor product and a ring regarded as a module over itself is the unit.
Definition 3.2. [15, 16.4.1] A 1-cell X ∈ B(A,B) is right dualizable with dual
Y ∈ B(B,A) if there are 2-cells
η : UA // X ⊙ Y ǫ : Y ⊙X // UB
such that the composites
Y ∼= Y ⊙ UA
id⊙η // Y ⊙X ⊙ Y
ǫ⊙id // UB ⊙ Y ∼= Y
X ∼= UA ⊙X
η⊙id // X ⊙ Y ⊙X
id⊙ǫ // X ⊙ UB ∼= X
are identity maps.
The map η is the coevaluation and ǫ is the evaluation. We say (X,Y ) is a
dual pair.
Like the symmetric monoidal trace, the trace of a 2-cell is defined using a com-
posite of the coevaluation and evaluation for a dual pair. Unlike that case, the
source of the evaluation and target of the coevaluation are not isomorphic. To
accommodate this, we need more structure on a bicategory before we can define
the trace.
Definition 3.3. [16, 4.4.1] A shadow for a bicategory B is a functor
〈〈−〉〉:
∐
B(A,A) → T
to a categoryT and unital and associative natural isomorphisms 〈〈X ⊙ Y 〉〉∼= 〈〈Y ⊙X〉〉
for every pair of 1-cells X ∈ B(A,B) and Y ∈ B(B,A).
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Definition 3.4. [16, 4.5] Let X be a dualizable 1-cell in B with dual Y and
f : Q⊙X → X ⊙ P be a 2-cell in B. The trace of f is the composite
〈〈Q〉〉∼= 〈〈Q⊙ UA〉〉
id⊙η // 〈〈Q ⊙X ⊙ Y 〉〉
f⊙id

〈〈X ⊙ P ⊙ Y 〉〉
∼ // 〈〈P ⊙ Y ⊙X〉〉
id⊙ǫ // 〈〈P ⊙ UB〉〉∼= 〈〈P〉〉.
The main result of the next section is a comparison of traces in two different
bicategories. One of these traces is a more familiar description of the Reidemeister
trace and the other is an alternative description that has some significant technical
advantages. We first describe the relevant bicategories.
3.1. GpTop. The 0-cells in the bicategory GpTop are finite groups. A 1-cellX : G→
H is a based space with an action of G × H where the actions of G and H are
separately free away from the base point. The morphisms from X : G → H to
Y : G→ H are stable homotopy classes of equivariant maps from X to Y .
The bicategorical composition is given by the smash product followed by the
quotient by the diagonal action. The unit object associated to a finite group G is
G+ regarded as a G-G set with a trivial action on the base point. The shadow in
GpTop is the quotient by the diagonal action of the group.
Theorem 3.5. [16, 3.2.3] For a closed smooth manifold M the universal cover
M˜+ is dualizable as a ∗ × π1(M) space in the bicategory GpTop.
For a continuous map f : M →M there are induced maps f∗ : π1(M)→ π1(M)
and f˜ : M˜ → M˜ (with some care for base points). The map f˜ is not π1(M)
equivariant but it does induce an equivariant map M˜ → M˜⊙(π1M)f where π1(M)f∗
is the π1(M)− π1(M) set π1(M) where the right action is via f∗.
Theorem 3.6. [16, 3.2.3] The trace of f˜ : M˜ → M˜ ⊙ (π1M)f is the Reidemeister
trace.
3.2. Ex. A parametrized space over a space B is a space E along with maps
σ : B → E and p : E → B such that p ◦ σ is the identity map of B. A map of
parametrized spaces commutes with both p and σ. For notation and terminology
we will follow [19] which builds on [15].
Parametrized spaces are the 1-cells in a bicategory Ex defined in [15]. The 0-cells
are topological spaces and a 1-cell from A to B is a parametrized space over A×B.
The two cells are fiberwise stable homotopy classes of maps. In the examples here
the bicategory composition is given by a fiberwise smash product followed by the
pullback along the diagonal map and by quotienting the resulting section. For this
bicategory we will follow the notation and conventions of [19, §3].
Theorem 3.7. [15, 18.5.1, 18.6.1] IfM is a closed smooth manifold S0M :=M∐M ,
regarded as a parametrized space over ∗ ×M , is right dualizable.
For a map of topological spaces f : X → Y , we define spaces
P (id, f) := {(γ, x) ∈ Y I ×X |γ(0) = f(x)}
P (f, id) := {(x, γ) ∈ X × Y I |γ(1) = f(x)}
The first has a map to Y ×X by (γ, x) 7→ (γ(1), x) and the second has a similar
map to X × Y . These become parametrized spaces with the addition of a disjoint
section. We let Yf := P (id, f)∐ (Y ×X) and fY := P (f, id) ∐ (X × Y ).
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Theorem 3.8. [15, 17.3.1] For any map of spaces f : X → Y (fY, Yf ) is a dual
pair.
In the bicategory Ex the shadow is given by pulling back along the diagonal map
and then quotienting by the resulting section. In particular, for an endomorphism
f : X → X , 〈Xf〉〉∼= (Λ
fX)+.
4. Reidemeister trace
Now we consider corresponding generalizations to the Nielsen number and Rei-
demeister trace to coincidences. There is a coincidence Nielsen number [22] but our
interest here is the Reidemeister trace and so we are looking for a trace description.
A continuous map f : M →M induces a fiberwise map SM → SM ⊙Mf .
Theorem 4.1. The bicategorical trace of SM → SM⊙Mf is the Reidemeister trace
of f .
There are two ways to approach Theorem 4.1. We can think of the invariants
defined in [9] as the definition of the Reidemeister trace and then the identification
we require can be found in [1]. Alternatively, we can use a more classical description
of the Reidemeister trace in terms of fixed point indices and fixed point classes and
apply techniques from [16]. We give a proof using the second approach here.
Proof. The universal cover M˜ →M is classified by a map φ : M → Bπ1(M) and so
the π1(M)-space M˜ is equivalent to the pullback M ×Bπ1(M) Eπ1(M). Using the
notation above we write this as
M˜+ ∼= S
0
M ⊙ φB(π1(M))⊙
¤ (Eπ1(M), ρ)+
where ¤ (Eπ1(M), ρ)+ is the parametrized space Eπ1(M) ∐ Bπ1(M) → Bπ1(M)
regarded as a space over Bπ1(M)×∗. The space Eπ1M also has an action of π1M
that commutes with the quotient map.
Both S0M and φBπ1(M) are dualizable. For
¤ (Eπ1(M), ρ)+ we do not have a dual
pair in a bicategory, but we do have a map
△!S
0
Bπ1(M)
→ ¤ (Eπ1(M), ρ)+ ∧π1(M) (Eπ1(M), ρ)+
over Bπ1(M)×Bπ1(M) and a π1(M)× π1(M)-equivariant map
(Eπ1(M), ρ)+ ⊙ ¤ (Eπ1(M), ρ)+ → π1(M)+
which make the usual triangle diagrams for a dual pair commute. The first map
is defined by lifting any path in Bπ1(M) to Eπ1(M) and then evaluating at the
end points. Since we quotient by π1(M) this will be independent of choices. For
the second map two points in the same fiber are taken to the group element that
transforms one to the other.
If fˆ : Bπ1(M)→ Bπ1(M) is the map induced by f , the commutative diagram
M
f //
φ

M
φ

Bπ1(M)
fˆ // Bπ1(M)
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defines a map Sf ⊙ φBπ1(M)→ φBπ1(M)⊙Bπ1(M)B(fˆ) [19, 3.3]. We can define
a map
Bπ1(M)B(fˆ) ⊙ (Eπ1(M), ρ)+ → (Eπ1(M), ρ)+ ∧π1(M) π1(M)f∗
by ((γ, x), e) 7→ γ˜(0) where γ˜ is a lift of γ to a path ending at fˆ(e). This is a map
over Bπ1(M) and equivariant with respect to the right action of π1(M).
Using the identification M˜+ ∼= S
0
M ⊙ φB(π1(M))⊙ (Eπ1(M), ρ)+ the composite
S0M ⊙ φBπ1(M)⊙
¤ (Eπ1(M), ρ)+ f⊙id−−−→ S0M ⊙Mf ⊙ φBπ1(M)⊙ ¤ (Eπ1(M), ρ)+
−−−→ S0M ⊙ φBπ1(M)⊙Bπ1(M)B(fˆ) ⊙
¤ (Eπ1(M), ρ)+
−−−→ S0M ⊙ φBπ1(M)⊙
¤ (Eπ1(M), ρ)+ ∧ π1(M)f∗ .
is the map f˜ : M˜ → M˜ ⊙ (π1M)f∗ induced by f . Then the trace of f˜ : M˜ →
M˜ ⊙ (π1M)f∗ is the composite [18, 7.5] [19, 5.2]
S0
tr(f)
−−−→ 〈〈Mf〉〉−→ 〈〈Bπ1(M)B(fˆ)〉〉−→ 〈〈π1(M)f∗〉〉.
The composite of the second and third maps takes a twisted loop in M to its
associated fixed point class. 
We now attempt to mimic this description for coincidences. If Q is a submanifold
of P SνQ⊂P is the fiberwise one point compactification of the normal bundle of this
embedding. This is a parametrized space over Q where the map is induced by the
projection map for the bundle. The map Q→ SνQ⊂P is the section at infinity.
Corresponding to the classical Thom collapse there is a fiberwise homotopy
Pontryagin-Thom collapse for △ in N ×N
ψ : S0N×N → S
ν△⊂N×N ⊙ i△(N ×N)
[1, §6] and [2, II.12]. Composing the fiberwise map induced by f and g S0M →
S0N×N ⊙ (N ×N)f×g with the homotopy Pontryagin-Thom collapse we have a map
(4.2) S0M → S
ν△⊂N×N ⊙ i△(N ×N)⊙ (N ×N)f×g.
Further, this is precisely the invariant that detects intersections.
Theorem 4.3. [9, Theorem 3.4] If dim(M) + 3 ≤ 2 dim(N) the fiberwise stable
homotopy class of 4.2 is trivial if and only if there is are maps f ′, g′ : M → N ,
homotopic to f and g, such that f ′ and g′ have no coincidences.
The natural composite to consider for the coincidence Reidemeister trace is
S0 → S0M ⊙ S
νM → Sν△⊂N×N ⊙ i△(N ×N)⊙ (N ×N)f×g ⊙ S
νM
?
−→ S0M ⊙ fN ⊙Ng ⊙ S
νM → 〈〈Λf,gN〉〉
where the second to last map would need to be a generalization of the Thom
isomorphisms for M and N . To use the approach of the first section we need to
rewrite the last two maps using the evaluation for the dual pair (S0M , S
νM ). At this
point we encounter the major difference between duality in monoidal categories and
in bicategories - duality in symmetric monoidal categories is symmetric but it is
sided in a bicategory. There is no adjunction that will allow us to introduce the
the evaluation as we did in the previous section. This is a major obstruction to
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defining generalizations of the Reidemeister trace like those in [7] for coincidences
and suggests that a very different approach may be needed.
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