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Abstrakt
Diplomova´ pra´ce se zaby´va´ rozdeˇlen´ım extre´mn´ıch hodnot. V prvn´ı cˇa´sti je zformulova´na
a doka´za´na limitn´ı veˇta pro rozdeˇlen´ı maxim. Da´le jsou rozebra´ny za´kladn´ı vlastnosti
rozdeˇlen´ı extre´mn´ıho typu. U´strˇedn´ı roli diplomove´ pra´ce hraj´ı neparametricke´ odhady
indexu extre´mn´ı hodnoty. Prˇedevsˇ´ım je zde odvozen Hill˚uv a momentovy´ odhad, pro ktere´
je na za´kladeˇ vy´sledk˚u z matematicke´ analy´zy navrzˇena volba indexu prahove´ statistiky
pomoc´ı metody bootstrap. Odhady indexu extre´mn´ı hodnoty jsou srovna´ny na za´kladeˇ
simulac´ı z vhodneˇ vybrany´ch rozdeˇlen´ı, ktera´ jsou bl´ızka´ rozdeˇlen´ı sra´zˇkovy´ch u´hrn˚u z
vybrane´ desˇtˇove´ rˇady. Pro tuto rˇadu je doporucˇen vhodny´ odhad a zvolen index prahove´
statistiky, cozˇ patrˇ´ı mezi nejteˇzˇsˇ´ı u´lohy z oblasti extre´mn´ıch hodnot.
Summary
The concern of this diploma thesis is extreme value distributions. The first part formulates
and proves the limit theorem for distribution of maximum. Further there are described
basic properties of class of extreme value distributions. The key role of this thesis is on
non-parametric estimations of extreme value index. Primarily, Hill and moment estima-
tor are derived, for which is, based on the results of mathematical analysis, suggested
an alternative choice of optimal sample fraction using a bootstrap based method. The
estimators of extreme value index are compared based on simulations from proper chosen
distributions, being close to distribution of given rain-fall data series. This time series is
recommended a suitable estimator and suggested choice of optimal sample fraction, which
belongs to the most difficult task in the area of extreme value theory.
Kl´ıcˇova´ slova
rozdeˇlen´ı extre´mn´ıch hodnot, index extre´mn´ı hodnoty, Hill˚uv odhad, Momentovy´ odhad,
bootstrap
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2
1. U´VOD
1. U´vod
Teorie extre´mn´ıch hodnot je jedinecˇnou statistickou discipl´ınou pro vytva´rˇen´ı technik
a model˚u k popisu prˇedevsˇ´ım neobvykly´ch jev˚u. Nalezne sve´ uplatneˇn´ı prˇedevsˇ´ım v ob-
lastech hydrologie, financˇnictv´ı, pojiˇst’ovnictv´ı, stroj´ırenstv´ı a v mnoha dalˇs´ıch odveˇtv´ıch.
Slouzˇ´ı naprˇ´ıklad k predikci extre´mn´ıch za´plav, povodn´ı, velky´ch bourˇ´ı, prˇ´ırodn´ıch pozˇa´r˚u,
plneˇn´ı velky´ch pojistny´ch uda´lost´ı, akciove´ho rizika, rizika denn´ıho trhu, zˇivotnost´ı vy´robk˚u,
doby prˇezˇit´ı jedinc˚u populace a k mnoha dalˇs´ım u´cˇel˚um.
Existuj´ı dva r˚uzne´ prˇ´ıstupy k analy´ze extre´mn´ıch hodnot. Prvn´ı z nich je zalozˇen na vy-
tvorˇen´ı blokovy´ch maxim. V mnoha situFac´ıch je zvykem uvazˇovat rocˇn´ı maxima (metoda
AMS-Annual Maxima Series). Druha´ takzvana´ prahova´ metoda je zalozˇena na vy´beˇru
nejveˇtsˇ´ıch pozorova´n´ı z cele´ho pozorovane´ho vy´beˇru (metoda POT-Point Over Thre-
shold).
Analy´za blokovy´ch maxim vede na parametricke´ modely, ktere´ vycha´zej´ı z limitn´ı
veˇty pro rozdeˇlen´ı maxim. Jako model prˇedpokla´daj´ı trˇ´ıdu rozdeˇlen´ı extre´mn´ıch hodnot.
Parametry rozdeˇlen´ı lze odhadnout naprˇ´ıklad pomoc´ı metody maxima´ln´ı veˇrohodnosti.
Ukazuje se, zˇe konvergence je velmi pomala´. Vzhledem k omezen´ı se na blokova´ maxima je
potrˇeba velmi rozsa´hly´ch na´hodny´ch vy´beˇr˚u a neˇktera´ vy´znamna´ velka´ pozorova´n´ı nemus´ı
by´t zohledneˇna. Vy´hodou mu˚zˇe by´t eliminace cyklicke´ a periodicke´ slozˇky. V neˇktery´ch
prˇ´ıpadech lze pomoc´ı blokovy´ch maxim z´ıskat neza´visla´ stejneˇ rozdeˇlena´ pozorova´n´ı.
V prˇ´ıpadeˇ prahovy´ch metod lze vzhledem k limitn´ımu rozdeˇlen´ı velky´ch pozorova´n´ı
prove´st statistickou indukci na za´kladeˇ zobecneˇne´ho Paretova rozdeˇlen´ı. Mensˇ´ı pozornost
je v praxi veˇnova´na metoda´m semi-parametricky´m, na ktere´ je zameˇrˇena tato pra´ce.
Statisticka´ indukce je sice oproti blokovy´m maxima´m zalozˇena na v´ıce pozorova´n´ıch,
v praxi se ale cˇasto jedna´ o cˇasove´ rˇady, ktere´ neprˇedstavuj´ı neza´visla´ pozorova´n´ı. Mı´ra
vlivu stochasticky´ch proces˚u na semi-parametricke´ metody je prˇedmeˇtem mnoha jiny´ch
studi´ı. Velky´m proble´mem vsˇech prahovy´ch metod je volba prahu, ktera´ bude navrzˇena
v te´to pra´ci.
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2. Za´kladn´ı pojmy
Nejprve budou uvedeny neˇktere´ za´kladn´ı pojmy z teorie pravdeˇpodobnosti, ktere´ bu-
dou cˇasto uzˇ´ıva´ny v dalˇs´ıch cˇa´stech textu. Budeme se cˇa´stecˇneˇ drzˇet znacˇen´ı podle [15],
prˇ´ıpadneˇ [1].
Prˇedpokla´dejme, zˇe je pevneˇ da´n pravdeˇpodobnostn´ı prostor (Ω,A, P ), kde Ω je li-
bovolna´ nepra´zdna´ mnozˇina elementa´rn´ıch jev˚u, A je mnozˇinova´ σ-algebra na Ω a P je
pravdeˇpodobnost na jevove´m poli (Ω,A).
Definice 2.1 Na´hodnou velicˇinou vzhledem k jevove´mu poli A rozumı´me zobrazen´ı
X : Ω → R, kdy pro kazˇde´ x ∈ R plat´ı {ω : X(ω) ≤ x} ∈ A. Ω je mnozˇina vsˇech
elementa´rn´ıch jev˚u.
Definice 2.2 Necht’ X je na´hodna´ velicˇina definovana´ na pravdeˇpodobnostn´ım prostoru
(Ω,A, P ). Funkci F (x) = P (X ≤ x) definovanou pro vsˇechna x ∈ R nazy´va´me distribucˇn´ı
funkc´ı na´hodne´ velicˇiny X.
Definice 2.3 Necht’ X1, X2, X3, . . . je posloupnost na´hodny´ch velicˇin s prˇ´ıslusˇnou po-
sloupnost´ı distribucˇn´ıch funkc´ı F1, F2, F3, . . . . Pak rˇekneme, zˇe posloupnost X1, X2, X3, . . .
konverguje v distribuci k na´hodne´ velicˇineˇ X s distribucˇn´ı funkc´ı F , pra´veˇ kdyzˇ
lim
n→∞Fn(x) = F (x)
alesponˇ ve vsˇech bodech spojistosti x distribucˇn´ı funkce F . P´ıˇseme Xn
D→ X. Rozdeˇlen´ı
na´hodne´ velicˇiny X nazy´va´me limitn´ı nebo asymptoticke´.
Definice 2.4 Rˇekneme, zˇe posloupnost na´hodny´ch velicˇin X1, X2, X3, . . . konverguje k na´hodne´
velicˇineˇ X podle pravdeˇpodobnosti, jestliˇze pro kazˇde´  > 0 plat´ı
lim
n→∞P (|Xn −X| > ) = 0
a p´ıˇseme Xn
P→ X.
Veˇta 2.1 (Centra´ln´ı limitn´ı veˇta.) Necht’ X1, X2, X3, . . . je posloupnost neza´visly´ch
stejneˇ rozdeˇleny´ch na´hodny´ch velicˇin s konecˇnou strˇedn´ı hodnotou µ a konecˇny´m rozptylem
σ > 0. Pak posloupnost
√
n
1
n
∑n
i=1Xi − µ
σ
D→ N(0, 1).
D˚ukaz. Naprˇ´ıklad v [31] nebo [22].
Definice 2.5 Necht’ F je distribucˇn´ı funkc´ı. Pravy´ koncovy´ bod x∗ distribucˇn´ı funkce F
definujeme jako
x∗ = sup{x : F (x) < 1}.
Pozna´mka. Prˇipousˇt´ıme i mozˇnost x∗ =∞
Definice 2.6 Necht’ X je na´hodna´ velicˇina, ktera´ ma´ distribucˇn´ı funkci F . Rˇekneme, zˇe
na´hodna´ velicˇina X ma´ degenerovane´ rozdeˇlen´ı, jestliˇze existuje x0 ∈ R, takove´, zˇe plat´ı
F (x) =
{
0, pro x < x0
1, x ≥ x0.
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Definice 2.7 (Norma´ln´ı (Gaussovo) rozdeˇlen´ı). Rˇekneme, zˇe na´hodna´ velicˇina X
ma´ norma´ln´ı rozdeˇlen´ı, je-li hustota pravdeˇpodobnosti tvaru
f(x) =
1
σ
√
2pi
e−
(x−µ)2
2σ2 ,
kde µ ∈ R a σ2 > 0 jsou nezna´me´ parametry. Znacˇ´ıme X ∼ N(µ;σ2). Strˇedn´ı hodnota
X je EX = µ a rozptyl DX = σ2. Rozdeˇlen´ı N(0, 1) by´va´ oznacˇova´no jako normovane´
(nebo standardizovane´) norma´ln´ı rozdeˇlen´ı.
Definice 2.8 (standardizovane´ zobecneˇne´ Paretovo rozdeˇlen´ı). Rˇekneme, zˇe na´hodna´
velicˇina X ma´ standardizovane´ zobecneˇne´ Paretovo rozdeˇlen´ı, je-li distribucˇn´ı funkce
Hγ(x) =
{
1− (1 + γx)−1/γ, γ 6= 0,
1− e−x, γ = 0. (2.1)
kde x ≥ 0 pro γ ≥ 0 a 0 ≤ x ≤ −1
γ
pro γ < 0. Znacˇ´ıme X ∼ GP(γ)
Definice 2.9 Necht’ h je neklesaj´ıc´ı funkce na mnozˇineˇ rea´lny´ch cˇ´ısel. Funkci h← urcˇenou
prˇedpisem
h←(x) = inf{y : h(y) ≥ x}
nazveme zleva spojitou pseudo-inverz´ı k funkci h. Specia´lneˇ, je-li F distribucˇn´ı funkc´ı, pak
F← nazy´va´me kvantilovou funkc´ı k F . Je-li h bijektivn´ı funkc´ı, pak h← je rovneˇzˇ obycˇejnou
inverzn´ı funkc´ı k h.
Lemma 2.10 Necht’ fn je neklesaj´ıc´ı posloupnost funkc´ı, g je neklesaj´ıc´ı funkce. Da´le
prˇedpokla´dejme, zˇe x je bod spojitosti funkce g, x ∈ (a, b), a, b ∈ R a
lim
n→∞ fn(x) = g(x).
Pak pro kazˇdy´ bod spojitosti x ∈ (g(a), g(b)) plat´ı
lim
n→∞ fn
←(x) = g←(x).
D˚ukaz. Viz. [15] (str. 5).
Definice 2.11 Necht’ F je distribucˇn´ı funkce. Funkci U urcˇenou prˇedpisem
U(t) = F←
(
1− 1
t
)
, t > 1,
nazveme kvantilovou funkc´ı chvostu k distribucˇn´ı funkci F .
Pozna´mka. Polozˇme t = 1
1−F (U) a vyja´drˇeme
t− tF (U) = 1
F (U) =
t− 1
t
= 1− 1
t
.
5
Protozˇe F je neklesaj´ıc´ı, dosta´va´me
U(t) = F←
(
1− 1
t
)
.
Tedy U(t) je zleva spojitou pseudo-inverz´ı k 1
1−F (x) .
Na obra´zku (2.1) je vykreslena distribucˇn´ı funkce F (x) = Hγ(x), funkce
1
1−F (x) , kvan-
tilova´ funkce F←(u) a kvantilova´ funkce chvostu U(t) pro zobecneˇne´ Paretovo rozdeˇlen´ı
GP(γ). Vsˇimneˇme si, zˇe x > 0, 1
1−F (x) ∈ (1,∞), t > 1.
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Obra´zek 2.1: Zobecneˇne´ Paretovo rozdeˇlen´ı GP(γ) s distribucˇn´ı funkc´ı F (x) = Hγ(x), kvantilo-
vou funkc´ı F←(u) = 1γ ((1− u)−γ − 1) a kvantilovou funkc´ı chvostu U(t) = 1γ (tγ − 1) pro r˚uzne´
hodnoty γ.
Definice 2.12 Necht’ X1, X2 . . . , Xn je konecˇna´ posloupnost neza´visly´ch stejneˇ rozdeˇleny´ch
na´hodny´ch velicˇin z rozdeˇlen´ı o distribucˇn´ı funkci F . Posloupnost X1, X2 . . . , Xn pak
nazy´va´me na´hodny´m vy´beˇrem rozsahu n z rozdeˇlen´ı o distribucˇn´ı funkci F .
6
2. ZA´KLADNI´ POJMY
Definice 2.13 Meˇjme na´hodny´ vy´beˇr X1 = X1(ω), X2 = X2(ω) . . . , Xn = Xn(ω), ω ∈ Ω
z rozdeˇlen´ı o distribucˇn´ı funkci F , ktery´ usporˇa´da´me vzestupneˇ podle velikosti. Dostaneme
na´hodny´ vektor (X1,n(ω), X2,n(ω), . . . , Xn,n(ω)), kde
Xi,n(ω) = Xki(ω), pro 1 ≤ i ≤ n, {k1, k2, . . . , kn} = {1, 2, . . . , n}, ω ∈ Ω,
X1,n(ω) ≤ X2,n(ω) . . . ≤ Xn,n(ω).
Specia´lneˇ
X1,n(ω) = min{X1(ω), X2(ω), . . . , Xn(ω)}, ∀ω ∈ Ω,
Xn,n(ω) = max{X1(ω), X2(ω), . . . , Xn(ω)}, ∀ω ∈ Ω.
Velicˇina´m
X1,n, X2,n, . . . , Xn,n
se rˇ´ıka´ usporˇa´dany´ na´hodny´ vy´beˇr rozsahu n. Jeho realizaci pak znacˇ´ıme x1,n, x2,n, . . . , xn,n.
Definice 2.14 Meˇjme na´hodny´ vy´beˇr X1, X2 . . . , Xn z rozdeˇlen´ı o distribucˇn´ı funkci F .
Funkci
Fˆn(x) =

0, x < X1,n.
i
n
, Xi,n ≤ x < Xi+1,n
1, x ≥ Xn,n
nazy´va´me vy´beˇrovou (empirickou) distribucˇn´ı funkc´ı na´hodne´ho vy´beˇru X1, X2 . . . , Xn.
Pozna´mka. Empiricka´ distribucˇn´ı funkce Fˆn(x) je prˇirozeneˇ odhadem distribucˇn´ı funkce
F a hraje velmi vy´znamnou roli prˇi neparametricky´ch odhadech a u neparametricke´ me-
tody bootstrap, ke ktere´ se dostaneme pozdeˇji. Da´le budou uvedeny neˇktere´ jej´ı za´kladn´ı
vlastnosti a uka´zˇeme, zˇe Fˆn(x) je nestranny´m a konzistentn´ım odhadem F . Na obra´zku
(2.2) je prˇ´ıklad empiricke´ distribucˇn´ı funkce na´hodne´ho vy´beˇru z norma´ln´ıho rozdeˇlen´ı
N(0, 1).
Obra´zek 2.2: Empiricka´ distribucˇn´ı funkce Fˆ20(x) na za´kladeˇ dvaceti pozorova´n´ı z norma´ln´ıho
rozdeˇlen´ı N(0, 1). Tecˇkovana´ cˇa´ra znacˇ´ı skutecˇnou distribucˇn´ı funkci F . Realizace na´hodne´ho
vy´beˇru je zna´zorneˇna pomoc´ı symbolu ×.
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• Empiricka´ distribucˇn´ı funkce Fˆn(x) je distribucˇn´ı funkce rovnomeˇrne´ho diskre´tn´ıho
rozdeˇlen´ı na mnozˇineˇ {Xi,n}ni=1.
• Na´hodna´ velicˇina Z ∈ R s rozdeˇlen´ım o distribucˇn´ı funkci Fˆn je diskre´tn´ı a plat´ı
P (Z = xi,n) =
1
n
pokud hodnoty {xi,n}ni=1 jsou r˚uzne´, cozˇ pro vy´beˇry ze spojite´ho
rozdeˇlen´ı plat´ı s pravdeˇpodobnost´ı 1.
• Zrˇejmeˇ
lim
x→−∞ Fˆn(x) = limx→−∞F (x) = 0,
lim
x→∞ Fˆn(x) = limx→∞F (x) = 1,
• Oznacˇme Rn(x) pocˇet prvk˚u, ktere´ jsou mensˇ´ı nezˇ x. Zrˇejmeˇ Rn(x) = nFˆn(x) a
P (Rn(x) = k) =
(
n
k
)
F n(x)(1− F (x))n−k, k ∈ {0, 1, 2, . . . , n}.
Rn(x) ma´ tedy binomicke´ rozdeˇlen´ı Bi(n, F (x)) se strˇedn´ı hodnotou nF (x) a roz-
ptylem nF (x)(1− F (x)). Odtud
E(Fˆn(x)) = F (x)
a
D(Fˆn(x)) =
F (x)(1− F (x))
n
,
a tedy pro kazˇde´ x ∈ R je Fˆn(x) nestranny´m odhadem F (x).
• Protozˇe Fˆn(x) je nestranny´m odhadem F (x) a D(Fˆn(x)) → 0 pro n → ∞, plat´ı
(viz. [1] nebo [21]), zˇe Fˆn(x) konverguje v pravdeˇpodobnosti k F (x) tj.
lim
n→∞P (|Fˆn(x)− F (x)| > ) = 0, pro vsˇechna  > 0,
a tedy Fˆn(x) je konzistentn´ım odhadem F (x) pro kazˇde´ x ∈ R. Odtud zrˇejmeˇ
E(Fˆn(x)− F (x))2 → 0.
• Z centra´ln´ı limitn´ı veˇty (2.1) podle [31] str. 265 plyne
√
n(Fˆn(x)− F (x)) D→ N(0, F (x)(1− F (x))).
Pozna´mka o znacˇen´ı. V pra´ci se vyskytuj´ı pouze prˇirozene´ logaritmy. Vesˇkera´ oznacˇen´ı
logaritmu prˇedstavuj´ı prˇirozeny´ logaritmus. Vy´beˇrovy´ pr˚umeˇr je obvykle znacˇen vodorov-
nou cˇarou, naprˇ´ıklad X. Vyuzˇ´ıvaj´ı se za´kladn´ı pojmy z teorie odhad˚u, ktere´ lze nale´zt
v [1]. Bud’ θˆ odhadem parametru θ. Vychy´len´ı odhadu θˆ znacˇ´ıme jako bias(θˆ). Podobneˇ
strˇedn´ı kvadratickou chybu odhadu θˆ znacˇ´ıme MSE(θˆ).
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3. ROZDEˇLENI´ EXTRE´MNI´CH HODNOT
3. Rozdeˇlen´ı extre´mn´ıch hodnot
3.1. U´vod
Meˇjme posloupnost neza´visly´ch stejneˇ rozdeˇleny´ch na´hodny´ch velicˇin X1, X2, . . . s disti-
ribucˇn´ı funkc´ı F . Centra´ln´ı limitn´ı veˇta popisuje limitn´ı chova´n´ı cˇa´stecˇny´ch sum X1 +
X2 + · · · + Xn pro n → ∞, zat´ımco teorie extre´mn´ıch hodnot popisuje limitn´ı chova´n´ı
extre´mu˚
Mn = Mn(ω) = max{X1(ω), X2(ω), . . . , Xn(ω)}, ω ∈ Ω
nebo min{X1(ω), X2(ω), . . . , Xn(ω)}, ω ∈ Ω pro n → ∞. Omez´ıme se vsˇak pouze na
prˇ´ıpad vy´beˇrove´ho maxima M , protozˇe
min{X1(ω), X2(ω), . . . , Xn(ω)} = −max{−X1(ω),−X2(ω), . . . ,−Xn(ω)}, ω ∈ Ω.
Nasˇ´ım c´ılem v te´to kapitole je naj´ıt mozˇna´ rozdeˇlen´ı vy´beˇrovy´ch maxim M . Plat´ı, zˇe
P (Mn ≤ x) = P (X1 ≤ x,X2 ≤ x, . . . , Xn ≤ x) =
n∏
i=1
P (Xi ≤ x) = F n(x). (3.1)
Da´le
lim
n→∞F
n(x) =
{
0, pro x < x∗
1, jinak,
kde x∗ ≤ ∞ je pravy´ koncovy´ bod distribucˇn´ı funkce F .
Degenerovana´ limitn´ı distribucˇn´ı funkce na´m ovsˇem neposkytuje prˇ´ıliˇs mnoho infor-
mace. V centra´ln´ı limitn´ı veˇteˇ 2.1 se vyskytuje parametr polohy µ a parametr meˇrˇ´ıtka
σ > 0. Analogicky se mu˚zˇeme zaby´vat standardizovany´mi maximy, kde parametry polohy
a tvaru jsou rea´lna´ cˇ´ısla zavisej´ıc´ı na rozsahu vy´beˇru n. Da´le uvazˇujme rea´lne´ posloupnosti
an > 0, bn, n = 1, 2, . . . takove´, zˇe na´hodna´ velicˇina
Mn−bn
an
ma´ pro n→∞ nedegenerova-
nou limitn´ı distribucˇn´ı funkci G(x). T´ımto z (3.1) plyne
lim
n→∞P
(
Mn − bn
an
≤ x
)
= lim
n→∞F
n(anx+ bn) = G(x) (3.2)
pro kazˇdy´ bod spojitosti x funkce G. Tedy
Mn − bn
an
D→ G(x).
Distribucˇn´ı funkce G(x) popisuje chova´n´ı maxim, proto definujme
Definice 3.1 Necht’ X1, X2, . . . je posloupnost neza´visly´ch stejneˇ rozdeˇleny´ch na´hodny´ch
velicˇin s distribucˇn´ı funkc´ı F . Necht’ an > 0 a bn jsou posloupnosti realny´ch cˇ´ısel, G
nedegenerovana´ distribucˇn´ı funkce a plat´ı 3.2. Pak mnozˇinu
D(G) = {F : lim
n→∞F
n(anx+ bn) = G(x) pro vsˇechny body spojitosti x funkce G}
nazveme oborem atraktivity rozdeˇlen´ı o distribucˇn´ı funkci G. Rozdeˇlen´ı s distribucˇn´ı funkc´ı
G(x) nazveme rozdeˇlen´ı extre´mn´ı hodnoty.
Pozna´mka. Je mozˇne´ uka´zat, zˇe v podstateˇ vsˇechna v praxi beˇzˇneˇ uvazˇovana´ spojita´
rozdeˇlen´ı jsou prvky mnozˇiny D(G). Prˇ´ıkladem rozdeˇlen´ı, ktere´ nelezˇ´ı v oboru atraktivity
funkce G, je von Mises rozdeˇlen´ı s distribucˇn´ı funkc´ı F (x) = 1− e−x−sinx, x > 0 [15].
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Veˇta 3.1 Jestliˇze an > 0 a bn jsou posloupnosti realny´ch cˇ´ısel a G nedegenerovana´ dis-
tribucˇn´ı funkce, pak jsou na´sleduj´ıc´ı vztahy ekvivalentn´ı:
1.
lim
n→∞F
n(anx+ bn) = G(x) (3.3)
pro kazˇdy´ bod spojitosti x funkce G tj. F ∈ D(G).
2.
lim
n→∞n(1− F (anx+ bn)) = − logG(x) (3.4)
pro kazˇdy´ bod spojitosti x funkce G, pro ktery´ 0 < G(x) < 1.
3. Je-li U kvantilova´ funkce chvostu k distribucˇn´ı funkci F , pak
lim
n→∞
U(nx)− bn
an
= D(x) (3.5)
pro kazˇdy´ bod spojitosti x > 0 funkce D(x) = G←
(
e−
1
x
)
.
D˚ukaz. Pokud x je bod spojitosti G, pak
log lim
n→∞F
n(anx+ bn) = lim
n→∞ logF
n(anx+ bn)
a rovnici (3.3) lze po zlogaritmova´n´ı prˇepsat jako
lim
n→∞nlogF (anx+ bn) = logG(x) ∀x : 0 < G(x) < 1. (3.6)
Aby posloupnost nlogF (anx+ bn) nedivergovala pro n→∞, mus´ı F (anx+ bn)→ 1. Plat´ı
lim
n→∞
−log(F (anx+ bn))
1− F (anx+ bn) = 1, (3.7)
nebot’ pomoc´ı L’Hospitalova pravidla je (3.7) ekvivalentn´ı s
lim
n→∞
1
F (anx+ bn)
= 1.
T´ımto z (3.7)
lim
n→∞−log(F (anx+ bn)) = limn→∞ (1− F (anx+ bn)).
Do vztahu (3.6) pak lze za levou stranu dosadit vy´raz [−(1− F (anx+ bn))], tudizˇ
lim
n→∞n(1− F (anx+ bn)) = − logG(x),
cozˇ lze ekvivalentneˇ prˇepsat na
lim
n→∞
1
n(1− F (anx+ bn)) = −
1
logG(x)
. (3.8)
Nyn´ı sestroj´ıme zleva spojitou pseudo-inverzi k obeˇma strana´m rovnice (3.8). Vyuzˇijeme
vlastnosti kvantilove´ funkce chvostu U , ktera´ je zleva spojitou pseudo-inverz´ı k 1
1−F ,
U =
(
1
1− F
)←
.
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i) Polozˇme x = 1
n(1−F (any+bn) , pak
nx =
1
1− F (any + bn) ,
U(nx) = U
(
1
1− F (any + bn)
)
= any + bn,
a tedy
y =
U(nx)− bn
an
.
ii) Da´le, je-li x = − 1
logG(y)
, dostaneme
logG(y) = −1
x
,
a tedy
y = G←
(
e−
1
x
)
.
Vra´t´ıme-li se ke vztahu (3.8) a vyuzˇijeme lemma (2.10), (i) a (ii) dosta´va´me
lim
n→∞
U(nx)− bn
an
= G←
(
e−
1
x
)
pro x > 0, protozˇe x = 1
n(1−F (any+bn) > 0. 
Pozna´mka. Veˇta plat´ı i pro prˇ´ıpad, kdy mı´sto indexu n uvazˇujeme spojitou promeˇnnou
t. Stacˇ´ı pouzˇ´ıt a(t) = a[t] a b(t) = b[t]. Index [t] znacˇ´ı celoucˇ´ıselnou cˇa´st promeˇnne´ t. Viz.
[15] str. 6.
Veˇta 3.2 (Fisher a Tippet (1928), Gnedenko(1943)) Trˇ´ıda rozdeˇlen´ı extre´mn´ıch
hodnot je tvaru Gγ(ax+ b), a > 0, b ∈ R, kde
Gγ(x) =
{
exp(− (1 + γx)− 1γ ), 1 + γx > 0, γ 6= 0
exp (−e−x) , γ = 0. (3.9)
D˚ukaz. Vycha´z´ıme ze vztahu (3.5). Prˇedpokla´dejme, zˇe D je spojita´ v bodeˇ 1. Pro jej´ı
bod spojitosti x > 0 polozˇme
E(x) = D(x)−D(1) = lim
t→∞
U(tx)− b(t)
a(t)
− lim
t→∞
U(t)− b(t)
a(t)
= lim
t→∞
U(tx)− U(t)
a(t)
.
Da´le pro y > 0 dosad´ıme xy za x a dostaneme po jednoduche´ u´praveˇ
U(txy)− U(t)
a(t)
=
U(txy)− U(t)− U(ty) + U(ty)
a(t)
=
U(txy)− U(ty)
a(ty)
a(ty)
a(t)
+
U(ty)− U(t)
a(t)
.
Z veˇty (3.1) plyne existence limit limt→∞
U(tx)−U(t)
a(t)
, a tedy i limt→∞
U(txy)−U(ty)
a(ty)
a limt→∞
U(ty)−U(t)
a(t)
.
Zrˇejmeˇ pak mus´ı existovat i limt→∞
a(ty)
a(t)
. Da´le polozˇme A(y) = limt→∞
a(ty)
a(t)
. Z prˇedchoz´ıch
vztah˚u dostaneme pro x, y > 0
E(xy) = lim
t→∞
U(txy)− U(ty)
a(ty)
a(ty)
a(t)
+ lim
t→∞
U(ty)− U(t)
a(t)
= E(x)A(y) + E(y).
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Da´le pro (x, y > 0) ∧ (x, y 6= 1) polozˇme s = log x, t = log y a H(x) = E(ex), pak z
prˇedchoz´ıho vztahu
E(eset) = E(es)A(et) + E(et)
H(t+ s) = H(s)A(et) +H(t). (3.10)
Protozˇe H(0) = E(e0) = D(1)−D(1) = 0, mu˚zˇeme rovnici (3.10) napsat jako
H(t+ s)−H(t)
s
=
H(s)−H(0)
s
A(et). (3.11)
Funkce H je monoto´nn´ı, nebot’ H(t) = E(et) = D(et)−D(1) = G←
(
e−e
−t)− G← (e−1).
Proto existuje t ∈ R, kde funkce H ma´ derivaci H ′(t). Podrobneˇji o derivac´ıch funkc´ı
naprˇ´ıklad v [27]. Z rovnosti funkc´ı (3.11) plyne, zˇe H ma´ derivaci vsˇude a odtud pro
s→ 0
H ′(t) = H ′(0)A(et). (3.12)
Nyn´ı uka´zˇme sporem, zˇe H ′(0) 6= 0. Prˇedpokla´da´me-li, zˇe H ′(0) = 0, pak z (3.12)
H ′(t) = 0 pro ∀t, ale H nen´ı konstantn´ı funkce.
Z rovnice (3.10) vyja´drˇeme
H(t+ s)−H(t)
H ′(0)
=
H(s)A(et)
H ′(0)
a polozˇme Q(t) = H(t)
H′(0) . Dosta´va´me
Q(t+ s)−Q(t) = Q(s)A(et). (3.13)
Z (3.12) dostaneme A(et) = H
′(t)
H′(0) = Q
′(t), pak z (3.13)
Q(t+ s) = Q(s)Q′(t) +Q(t). (3.14)
Ve vztahu (3.14) zameˇnˇme promeˇnne´ t a s, tedy
Q(s+ t) = Q(t)Q′(s) +Q(s) (3.15)
a dosad’me Q(s)Q′(t) +Q(t) z (3.14) do (3.15). Dosta´va´me
Q(s)Q′(t) +Q(t) = Q(t)Q′(s) +Q(s)
a po jednoduche´ u´praveˇ
Q(t)(Q′(s)− 1) = Q(s)(Q′(t)− 1). (3.16)
Protozˇe Q(0) = H(0)
H′(0) = 0 a Q
′(0) = H
′(0)
H′(0) = 1, dosta´va´me z (3.16)
Q(t)
(Q′(s)−Q′(0))
s
=
Q(s)−Q(0)
s
(Q′(t)− 1).
Odtud pro s→ 0
Q(t)Q′′(0) = (Q′(t)− 1)
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a z rovnosti funkc´ı a existence derivace leve´ strany plyne existence derivace prave´ strany
a derivujeme-li jesˇteˇ jednou, dostaneme
Q′′(0)Q′(t) = Q′′(t). (3.17)
Polozˇme γ = Q′′(0). Z (3.17)
γ =
Q′′(t)
Q′(t)
= (logQ′(t))′.
Dosta´me jednoduchou diferencia´ln´ı rovnici γ = (logQ(t)′)′ s podmı´nkami Q′(0) = 1,
Q(0) = 0. Prˇ´ımou integrac´ı a vyuzˇit´ım podmı´nky Q′(0) = 1 dostaneme
Q′(t) = eγt (3.18)
s pocˇa´tecˇn´ı podmı´nkou Q(0) = 0. Abychom mohli integrovat jesˇteˇ jednou a pouzˇ´ıt
podmı´nky Q(0) = 0, je trˇeba rozliˇsit 2 prˇ´ıpady, kdy
a) γ 6= 0. Rˇesˇen´ım (3.18) je
Q(t) =
eγt − 1
γ
=
H(t)
H ′(0)
=
D(et)−D(1)
H ′(0)
.
Odtud
D(et) =
eγt − 1
γ
H ′(0) +D(1).
Vyja´drˇeme
D(t) = D(1) +H ′(0)
tγ − 1
γ
, (3.19)
a k n´ı zleva spojitou pseudo-inverzi
D←(x) =
(
1 + γ
x−D(1)
H ′(0)
) 1
γ
, 1 + γ
x−D(1)
H ′(0)
> 0.
Protozˇe D(x) = G←(e−
1
x ), dostaneme dosazen´ım vy´razu D←(x) = − 1
logG(x)
do
prˇedchoz´ı rovnice
logG(x) = −
(
1 + γ
x−D(1)
H ′(0)
)− 1
γ
, 1 + γ
x−D(1)
H ′(0)
> 0
a odtud
G (H ′(0)x+D(1)) = exp
(
−(1 + γx)− 1γ
)
, 1 + γx > 0.
b) pro γ = 0. Rˇesˇen´ım (3.18) je
Q(t) = t. (3.20)
Prˇipomenˇme, zˇe Q(t) = H(t)
H′(0) =
D(et)−D(1)
H′(0) . Z (3.20) dostaneme
D(t) = D(1) +H ′(0) log t. (3.21)
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Z oznacˇen´ı na (3.5) je D(t) = G←(e−
1
t ) a odtud
G(D(1) +H ′(0) log t) = e−
1
t .
Polozˇ´ıme-li log t = x, dosta´va´me
G (H ′(0)x+D(1)) = exp
(
−e−x
)
.

Definice 3.2 Parametr γ z veˇty 3.2 nazy´va´me index extre´mn´ı hodnoty.
Veˇta 3.3 Pro γ ∈ R jsou na´sleduj´ıc´ı vy´roky ekvivalentn´ı [15]:
1. Existuj´ı posloupnosti realny´ch cˇ´ısel an > 0 a bn takove´, zˇe
lim
n→∞F
n(anx+ bn) = Gγ(x) =
{
exp
(
−(1 + γx)− 1γ
)
, 1 + γx > 0, γ 6= 0
exp (−e−x) , γ = 0. (3.22)
2. Existuje kladna´ funkce a(t) takova´, zˇe pro vsˇechna x > 0
lim
t→∞
U(tx)− U(t)
a(t)
= Dγ(x) =
{
xγ−1
γ
, γ 6= 0
log x, γ = 0.
(3.23)
3. Existuje kladna´ funkce a(t) takova´, zˇe
lim
t→∞ t(1− F (a(t)x+ U(t))) =
{
(1 + γx)−
1
γ , 1 + γx > 0, γ 6= 0
e−x γ = 0.
(3.24)
4. Existuje kladna´ neklesaj´ıc´ı funkce h takova´, zˇe
lim
t↑x∗
1− F (t+ xh(t))
1− F (t) =
{
(1 + γx)−
1
γ , 1 + γx > 0, γ 6= 0
e−x γ = 0,
(3.25)
kde x∗ je pravy´ koncovy´ bod distribucˇn´ı funkce F . Nav´ıc h(t) = a
(
1
1−F (t)
)
.
D˚ukaz. Ze vztahu (3.19) plyne rovnost Dγ(x) =
xγ−1
γ
pro γ 6= 0. Podobneˇ z (3.21) plyne
Dγ(x) = e
−x pro γ = 0. Ekvivalence vy´razu (1), (2) a (3) byly rozebra´ny ve veˇteˇ (3.1).
Du˚kaz, zˇe vy´razy (2) a (4) jsou ekvivalentn´ı, je technicke´ho ra´zu a lze nale´zt v [15] str.
11.

14
3. ROZDEˇLENI´ EXTRE´MNI´CH HODNOT
3.2. Za´kladn´ı typy rozdeˇlen´ı extre´mn´ıch hodnot
V te´to kapitole budou rezebra´ny neˇktere´ za´kladn´ı vlastnosti rozdeˇlen´ı extre´mn´ıho typu.
Vyjdeme z veˇty 3.2, v ktere´ vystupuje parameter γ. Situaci trochu zjednodusˇ´ıme t´ım, zˇe
budeme uvazˇovat rozdeˇlen´ı ve standardizovany´ch tvarech.
Obra´zek 3.1 zna´zornˇuje distribucˇn´ı funkce z trˇ´ıdy rozdeˇlen´ı extre´mn´ıch hodnot pro
r˚uzne´ hodnoty indexu extre´mn´ı hodnoty γ dane´ prˇedpisem
Gγ(x) =
{
exp (− (1 + γx)− 1γ ), 1 + γx > 0, γ 6= 0
exp (−e−x) , γ = 0. (3.26)
Je patrne´, zˇe rozdeˇlen´ı jsou rozd´ılne´ho typu pro γ > 0, γ = 0, γ < 0.
−4 −3 −2 −1 0 1 2 3 4
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γ=4
Obra´zek 3.1: Distribucˇn´ı funkce Gγ z trˇ´ıdy rozdeˇlen´ı extre´mn´ıch hodnot
Uva´zˇ´ıme-li mozˇnosti γ > 0, γ = 0, γ < 0 oddeˇleneˇ dostaneme:
a) γ > 0: polozˇ´ıme-li x rovno x−1
γ
a dosad´ıme do (3.26) dostaneme rozdeˇlen´ı takzvane´ho
Fre´chetova typu s distribucˇn´ı funkc´ı
Φα(x) =
{
0, x ≤ 0
e−x
−α
, x > 0,
(3.27)
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kde α = 1
γ
. Pravy´ koncovy´ bod je zde roven nekonecˇnu, tedy Φα(x) < 1, pro vsˇechna
x ∈ R. Tato skupina rozdeˇlen´ı ma´ sp´ıˇse teˇzˇke´ chvosty, nebot’ velke´ hodnoty x jsou
v´ıce pravdeˇpodobne´. Distribucˇn´ı funkce Φα(x) konverguje ,,velmi pomalu” k 1 pro
x→∞.
Ukazˇme, zˇe pro p ≥ α, p > 0 neexistuje p-ty´ obecny´ moment.
E(Xp) =
∫ ∞
−∞
xpf(x)dx =
∫ ∞
0
xp
(
e−x
−α)′
dx =
∫ ∞
0
αxp−α−1e−x
−α
dx
=
∣∣∣t = x−α; dt = −αx−α−1dx; x = t− 1α ∣∣∣ = ∫ ∞
0
t
t−
1
α
(p−1)
t−
1
α
(−α−1) e
−tdt
=
∫ ∞
0
t−
p
α e−tdt =
∫ ∞
0
t(1−
p
α) e
−t
t
dt = Γ
(
1− p
α
)
,
(3.28)
kde gamma funkce a integra´l dany´ gamma funkc´ı, konverguje absolutneˇ pro 1− p
α
>
0. Tedy p-ty´ moment existuje pouze pro p < α.
Obra´zek 3.2: Distribucˇn´ı funkce Φα(x) a k n´ı kvantilova´ funkce chvostu U(t) = log(
t
t−1)
− 1
α ,
α = 1γ .
Pr˚ubeˇhy distribucˇn´ıch funkc´ı a kvantilovy´ch funkc´ı chvostu pro rozdeˇlen´ı Freche´tova
typu jsou na obra´zku 3.2. Vzhledem k dosazen´ı x−1
γ
za x se zmeˇn´ı poloha a meˇrˇ´ıtko
distribucˇn´ı funkce Gγ. V uvedene´m obra´zku jsou cˇerveneˇ (γ =
1
α
= 1) a cˇerneˇ
(γ = 1
α
= 3) zna´zorneˇna rozdeˇlen´ı, ktera´ nemaj´ı konecˇnou strˇedn´ı hodnotu. Modrˇe
je zna´zorneˇno rozdeˇlen´ı, ktere´ jizˇ ma´ konecˇnou strˇedn´ı hodnotu, ale nema´ konecˇny´
rozptyl.
b) γ = 0: rozdeˇlen´ı Gumbelova typu s distribucˇn´ı funkc´ı
G0(x) = e
−e−x .
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Pravy´ koncovy´ bod je zde roven nekonecˇnu, tedy G0(x) < 1, pro vsˇechna x ∈ R.
Jedna´ se o rozdeˇlen´ı s lehcˇ´ım chvostem, nebot’ velke´ hodnoty x jsou me´neˇ pravdeˇpodobne´.
Vsˇechny p-te´ momenty, p > 0, existuj´ı, nebot’
E(Xp) =
∫ ∞
−∞
xpf(x)dx =
∫ ∞
−∞
xp
(
e−e
−x)′
dx =
∫ ∞
−∞
xpe−xe−e
−x
dx
=
∣∣∣∣x = − log t; dx = −1t dt
∣∣∣∣ = ∫ ∞
0
(−1)p(log t)pe−tdt <∞.
(3.29)
V prˇ´ıpadeˇ p = 1 je E(Xp) = E(X) a integra´l (3.29) je roven Euler–Mascheroniho
konstanteˇ γeul ≈ 0.577. V prˇ´ıpadeˇ p=2 je E(X2) = γ2eul + pi
2
6
. Momenty pro Gum-
blovo rozdeˇlen´ı je take´ vhodne´ pocˇ´ıtat pomoc´ı charakteristicke´ funkce, tj. Fourierovy
transformace hustoty. Viz [17] str. 11.
Obra´zek 3.3: Distribucˇn´ı funkce G0(x) a k n´ı kvantilova´ funkce chvostu
U(t) = − log(− log(1− 1t )).
c) γ < 0: pravy´ koncovy´ bod je roven −1
γ
, takzˇe rozdeˇlen´ı ma´ kratke´ chvosty. Polozˇ´ıme-
li −x+1
γ
mı´sto x a dosad´ıme do (3.26), dostaneme takzvane´ extrema´ln´ı (reverzn´ı)
Weibullovo rozdeˇlen´ı s distribucˇn´ı funkc´ı
Ψα(x) =
{
e−(−x)
α
, x < 0
1, x ≥ 0, (3.30)
kde α = − 1
γ
> 0. Po te´to transformaci je pravy´ koncovy´ bod roven 0. Ukazˇme, zˇe
pro p > 0 vsˇechny obecne´ momenty existuj´ı:
E(Xp) =
∫ ∞
−∞
xpf(x)dx =
∫ 0
−∞
xp
(
e−(−x)
α
)′
dx =
∫ 0
−∞
αxp(−x)α−1e−(−x)αdx
=
∣∣∣t = (−x)α; dt = −α(−x)α−1dx; x = −t 1α ∣∣∣ = − ∫ ∞
0
(−1)pt pα t t
− 1
α
t
1
α
(α−1) e
−tdt
= (−1)p+1
∫ ∞
0
t
p
α e−tdt = (−1)p+1
∫ ∞
0
t(1+
p
α) e
−t
t
dt = (−1)p+1Γ
(
1 +
p
α
)
.
Protozˇe integra´l, ktery´ gamma funkce prˇedstavuje, konverguje absolutneˇ v prˇ´ıpadeˇ
1 + p
α
> 0, tak p-ty´ moment existuje pro vsˇechna p > 0.
Na obra´zku 3.4 vid´ıme, zˇe kvantilova´ funkce chvostu jde k nule, kdyzˇ t→∞. Pravy´
koncovy´ bod je skutecˇneˇ roven nule. Pro male´ hodnoty γ konverguje distribucˇn´ı
17
3.3. OBOR ATRAKTIVITY
funkce ,,pomalu” k nule, kdyzˇ x → −∞. Male´ hodnoty x se tak vyskytuj´ı cˇasteˇji.
Ty maj´ı velky´ vy´znam, pokud pracujeme s minimem.
Obra´zek 3.4: Distribucˇn´ı funkce Ψ− 1
γ
(x) s kvantilovou funkc´ı chvostu
U(t) = − (− log (1− 1t ))−γ .
3.3. Obor atraktivity
V nadcha´zej´ıc´ı cˇa´sti textu se budeme zaby´vat oborem atraktivity pro rozdeˇlen´ı Fre´chetova,
Gumbelova a Weibullova typu a volbou rea´lny´ch posloupnost´ı an > 0 a bn. Uvedeme
neˇktere´ d˚ulezˇite´ podmı´nky na distribucˇn´ı funkci na´hodne´ho vy´beˇru, poprˇ´ıpadeˇ kvantilo-
vou funkci chvostu. Podle [5] uvedeme neˇkolik za´kladn´ıch rozdeˇlen´ı, ktera´ lezˇ´ı v oboru
atraktivity rozdeˇlen´ı extre´mn´ıch hodnot.
Nejprve uved’me dveˇ na´sleduj´ıc´ı veˇty, kde prvn´ı ma´ sp´ıˇse teoreticky´ charakter a druha´
je potrˇeba prˇi odhadu indexu extre´mn´ı hodnoty γ a v jiny´ch situac´ıch.
Veˇta 3.4 Necht’ F je distribucˇn´ı funkce s pravy´m koncovy´m bodem x∗. Prˇedpokla´dejme,
zˇe F ′′(x) existuje a F ′(x) ≥ 0 pro vsˇechna x lezˇ´ıc´ı v libovolne´m leve´m okol´ı bodu x∗.
Jestliˇze
lim
t↑x∗
(
1− F
F ′
)′
(t) = γ,
pak F lezˇ´ı v oboru atraktivity Gγ.
D˚ukaz. Viz. [15].
Veˇta 3.5 Distribucˇn´ı funkce F s pravy´m koncovy´m bodem x∗ a s kvantilovou funkc´ı
chvostu U(t) je v oboru atraktivity distribucˇn´ı funkce Gγ, pra´veˇ kdyzˇ
1. pro γ ∈ R:
lim
t→∞
U(tx)− U(t)
a(t)
= Dγ(x) =
{
xγ−1
γ
, γ 6= 0
log x, γ = 0,
(3.31)
pro vhodnou kladnou funkci a(t) a pro vsˇechna x > 0.
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2. pro γ > 0: x∗ =∞ a
lim
t→∞
1− F (tx)
1− F (t) = x
−1
γ , (3.32)
pro kazˇde´ x > 0.
3. pro γ > 0: x∗ =∞, ∫∞1 (1−F (x))x dx < 0 a
lim
t→∞
∫∞
t (1− F (x))dxx
1− F (t) = γ; (3.33)
4. pro γ > 0: x∗ =∞ a
lim
t→∞
U(tx)
U(t)
= xγ, x > 0, , (3.34)
nav´ıc pro a(t) splnˇuj´ıc´ı (3.31) plat´ı
lim
t→∞
a(t)
U(t)
= γ. (3.35)
5. pro γ < 0: x∗ <∞ a
lim
t→∞
x∗ − U(tx)
x∗ − U(t) = x
γ, x > 0. (3.36)
6. pro γ ≤ 0:
lim
t→∞
U(tx)
U(t)
= 1, x > 0. (3.37)
D˚ukaz. Vztah (3.31) prˇ´ımo plyne z veˇty 3.3. Podrobnosti a d˚ukaz zby´vaj´ıc´ıch tvrzen´ı lze
nale´zt v [15] sekce 1.2. 
D˚usledek veˇty 3.5. Je-li F ∈ Dγ, γ > 0, pak pro na´hodnou velicˇinu X s distribucˇn´ı
funkc´ı F plat´ı (vzhledem k vztahu (3.33)):
lim
t→∞E(logX − log t|X > t) = γ.
D˚ukaz. Rozepiˇsme
lim
t→∞E(logX − log t|X > t) = limt→∞
∫∞
t (log x− log t)f(x)dx
P (X > t)
= lim
t→∞
∫∞
t f(x) log xdx− log t
∫∞
t f(x)dx
1− P (X ≤ t)
(3.38)
a pouzˇijeme-li integraci per partes
(3.38) = lim
t→∞
limu→∞[F (x) log x]ut −
∫∞
t F (x)
1
x
dx− log t limu→∞[F (x)]ut
1− F (t) =
= lim
t→∞
limu→∞(F (u) log u)− log t− ∫∞t F (x)x dx
1− F (t) = limt→∞
∫∞
t
1
x
dx− ∫∞t F (x)x dx
1− F (t)
= lim
t→∞
∫∞
t (1− F (x))dxx
1− F (t) .
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Z (3.33) pak vid´ıme, zˇe
γ = lim
t→∞E(logX − log t|X > t) = limt→∞
∫∞
t (log x− log t)f(x)dx
1− F (t)) . (3.39)

Prˇedchoz´ı d˚usledek je za´kladem pro Hill˚uv odhad parametru γ. T´ımto odhadem se
budeme zaby´vat v kapitole 5.2.
Neˇkdy samotny´ pozˇadavek F ∈ D(Gγ) nestacˇ´ı. Je trˇeba kla´st silneˇjˇs´ı podmı´nku na
distribucˇn´ı funkci, tzn. podmı´nku druhe´ho druhu. Nejdrˇ´ıve pomoc´ı (3.31) definujme:
Definice 3.3 Rˇekneme, zˇe kvantilova´ funkce chvostu U (poprˇ´ıpadeˇ k n´ı prˇ´ıslusˇna´ dis-
tribucˇn´ı funkce F ) splnˇuje podmı´nku druhe´ho druhu, jestliˇze existuj´ı funkce a(t) > 0 a
funkce A takova´, zˇe nemeˇn´ı zname´nko a limt→∞A(t) = 0, a plat´ı
lim
t→∞
U(tx)−U(t)
a(t)
−Dγ(x)
A(t)
= H(x), x > 0,
kde
Dγ(x) =
{
xγ−1
γ
, γ 6= 0
log x, γ = 0
}
a H je funkce, ktera´ nen´ı na´sobkem funkce Dγ(x). Zejme´na H nen´ı identicky rovna nule.
Paramter ρ nazy´va´me parametrem druhe´ho druhu.
Pokud kvantilova´ funkce chvostu U splnˇuje podmı´nku druhe´ho druhu, pak je splneˇna i
podmı´nka atraktivity, tedy F ∈ Dγ. Obra´cena´ implikace ale neplat´ı. Prˇ´ıkladem, kdy ne-
plat´ı podmı´nka druhe´ho druhu, je rozdeˇlen´ı s distribucˇn´ı funkc´ı F (x) = 1+x−1 exp(sin log x),
x > 0 [8].
V na´sleduj´ıc´ı veˇteˇ je uveden specia´ln´ı prˇ´ıpad podmı´nky druhe´ho druhu, kdy se ome-
zujeme pouze na obor atraktivity Fre´chetova typu.
Veˇta 3.6 Prˇedpokla´dejme, zˇe distribucˇn´ı funkce F splnˇuje podmı´nku druhe´ho druhu. Po-
tom pro vsˇechna x > 0 plat´ı
lim
t→∞
U(tx)
U(t)
− xγ
A(t)
= xγ
xρ − 1
ρ
, (3.40)
kde γ > 0, ρ ≤ 0 a A je funkce, ktera´ nemeˇn´ı zname´nko, prˇicˇemzˇ limt→∞A(t) = 0.
D˚ukaz. Viz. [15].
Definice 3.4 Lebesgueovsky meˇrˇitelnou funkci l : R+ → R na (0,∞) nazveme regula´rneˇ
se meˇn´ıc´ı (v nekonecˇnu), jestliˇze pro neˇjake´ α ∈ R plat´ı
lim
t→∞
l(tx)
l(t)
= xα, x > 0. (3.41)
Cˇı´slo α se nazy´va´ index zmeˇny. Funkci, ktera´ pro α = 0 splnˇuje (3.41), nazy´va´me pomalu
se meˇn´ıc´ı.
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Vztah (3.34) znamena´, zˇe kvantilova´ funkce chvostu U je regula´rneˇ se meˇn´ıc´ı s indexem
γ. Proto se u Fre´chetovy trˇ´ıdy cˇasto klade pozˇadavek, aby U byla regula´rneˇ se meˇn´ıc´ı.
Uved’me jesˇteˇ tvrzen´ı sp´ıˇse teoreticke´ho charakteru, protozˇe v praxi veˇtsˇinou nezna´me
distribucˇn´ı funkci F .
Tvrzen´ı 3.5 Necht’ F je distribucˇn´ı funkc´ı, U kvantilovou funkc´ı chvostu k F , a necht’
F ∈ D(G), kde G je distribuce Fre´chetova typu. Pak existuj´ı regula´rneˇ se meˇn´ıc´ı funkce
lF (x) a lU(t) takove´, zˇe
1− F (x) = x− 1γ lF (x) a U(t) = tγlU(t), (3.42)
prˇicˇemzˇ mezi funkcemi lF a lU existuje jednoznacˇny´ vztah.
D˚ukaz. Viz. [5] sekce 2.3.2.
Pozna´mka. Zave´st rozdeˇlen´ı z Fre´chetova oboru atraktivity je mozˇne´ nejen pomoc´ı dis-
tribucˇn´ı funkce, ale take´ pomoc´ı kvantilove´ funkce chvostu U . Pro snazˇsˇ´ı odvozen´ı tvaru
funkce lF pomoc´ı kvantilove´ funkce U lze z (3.42) vyvodit vztah
tγ = U(t)l−γF (U(t)) .
Podrobneˇjˇs´ı analy´zu regula´rneˇ se meˇn´ıc´ıch funkc´ı lze naj´ıt v [5],[15].
3.3.1. Obor atraktivity pro rozdeˇlen´ı Fre´chetova typu
V tabulce 1 jsou neˇktera´ rozdeˇlen´ı patrˇ´ıc´ı do Fre´chetova oboru atraktivity se vztahy pro
distribucˇn´ı funkci F a kvantilovou funkc´ı chvostu U . Kvantilovou funkci F← pak dosta-
neme snadno ze vztahu F←(u) = U
(
1
1−u
)
, 0 ≤ u ≤ 1. Vsˇimneˇme si, zˇe je zde obsazˇeno
take´ Fre´chetovo rozdeˇlen´ı s distribucˇn´ı funkc´ı Φα(x) podle (3.27). Cauchyho rozdeˇlen´ı je
specia´ln´ım prˇ´ıpadem Studentova rozdeˇlen´ı s jedn´ım stupneˇm volnosti. Velky´ vy´znam pro
parametricke´ modelova´n´ı chvostu ma´ zobecneˇne´ Paretovo rozdeˇlen´ı, na ktere´m je zalozˇena
prahova´ metoda maxima´ln´ı veˇrohodnoti v sekci (5.1). Zobecneˇne´ Paretovo rozdeˇlen´ı obecneˇ
mu˚zˇe mı´t parametr tvaru γ take´ nulovy´ nebo za´porny´. Pro γ ∈ R mu˚zˇeme napsat dis-
tribucˇn´ı funkci zobecneˇne´ho Paretova rozdeˇlen´ı Hγ jako
Hγ(x) =
{
1− (1 + γx)−1/γ, 0 < x < (sup(0,−γ))−1, γ 6= 0,
1− e−x, 0 < x <∞, γ = 0. (3.43)
Odtud, podobneˇ jako u extre´ma´ln´ıho rozdeˇlen´ı, rozliˇsujeme u zobecneˇne´ho Paretova rozdeˇlen´ı
trˇi prˇ´ıpady v za´vislosti na γ:
γ > 0 : Hγ
(
(x−1)
γ
)
= 1− x− 1γ , x > 0, rozdeˇlen´ı je Paretovo
γ = 0 : H0(x) = 1− e−x, x > 0, rozdeˇlen´ı je exponencia´ln´ı
γ < 0 : Hγ
(−(x+1)
γ
)
= 1− (−x)− 1γ 0 < x < −1
γ
.
V prˇ´ıpadeˇ, kdy parametr γ = 0, dostaneme exponencia´ln´ı rozdeˇlen´ı, ktere´ lezˇ´ı v Gumbe-
loveˇ oboru atraktivity. Dalˇs´ım specia´ln´ım prˇ´ıpadem je i samotne´ Paretovo rozdeˇlen´ı, ktere´
dostaneme pro γ > 0. Toto rozdeˇlen´ı bylo p˚uvodneˇ pouzˇ´ıva´no k popisu rozdeˇlen´ı bohat-
stv´ı mezi jednotlivce. Pokud zlogaritmujeme na´hodnou velicˇinu s Paretovy´ rozdeˇlen´ım,
dostaneme transformovanou na´hodnou velicˇinu, ktera´ ma´ exponencia´ln´ı rozdeˇlen´ı.
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Tabulka 1: Rozdeˇlen´ı patrˇ´ıc´ı do Fre´chetova oboru atraktivity (γ > 0)
Rozdeˇlen´ı Distribucˇn´ı funkce F (x) a kvantilova´ funkce chvostu U(t)
Index
extre´mn´ı
hodnoty
Pa(γ) F (x) = 1− x− 1γ , γ > 0; x ≥ 1
γ
(Paretovo) U(t) = tγ , t > 1
GP(γ) F (x) = 1− (1 + γx)− 1γ , γ > 0; x > 0
γ
(Zobecneˇne´ Pa) U(t) = 1γ (t
γ − 1), t > 1
Burr(η, τ, λ) F (x) = 1−
(
η
η+xτ
)λ
, η, τ, λ > 0; x > 0
1
λτ
(Typ XII) U(t) =
(
η(t
1
λ − 1)
) 1
τ
, t > 1
Burr(η, τ, λ) F (x) =
(
η
η+x−τ
)λ
, η, τ, λ > 0; x > 0
1
τ
(Typ III) U(t) =
(
η
(1−t−1) 1λ
− η
)− 1τ
, t > 1
F(m,n) F (x) =
∫ x
0
Γ(m+n2 )
Γ(m2 )Γ(
n
2 )
(
m
n
)m/2
wm/2−1
(
1 + mn w
)−(m+n)/2
dw, m, n > 0; x > 0
2
n
(Fisher-Snedecor) prˇedpis pro U(t) nen´ı zna´m
InvΓ(λ, α)
F (x) =
∫ x
0
λα
Γ(α)e
−λ/ww−α−1dw, λ, α > 0; x > 0
1
α
prˇedpis pro U(t) nen´ı zna´m
logΓ(λ, α)
F (x) =
∫ x
1
λα
Γ(α)w
−λ−1(logw)α−1dw,λ, α > 0; x > 1
1
λ
prˇedpis pro U(t) nen´ı zna´m
Fre´chet(γ)
F (x) = exp
(
−x− 1γ
)
, γ > 0; x¿0
γ
U(t) =
(
log tt−1
)−γ
, t > 1
tn F (x) =
∫ x
−∞
Γ(n+12 )√
npiΓ(n2 )
(
1 + w
2
n
)−n+12
dw, n > 0; x ∈ R
1
n
(Studentovo) prˇedpis pro U(t) nen´ı zna´m
Cauchy F (x) = 12 +
1
pi arctanx; x ∈ R
1
(t1) U(t) = tan
(
pi( t−1t − 12
)
, t > 1
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V na´sleduj´ıc´ım tvrzen´ı bude uka´za´no, jak lze pro Fre´chetovu trˇ´ıdu rozdeˇlen´ı vhodneˇ
standardizovat maxima.
Tvrzen´ı 3.6 Necht’ distribucˇn´ı funkce F patrˇ´ı do Fre´chetova oboru atraktivity, pak
lim
n→∞F
n(anx+ bn) = exp
(
−x− 1γ
)
pro x > 0 prˇi volbeˇ
an = U(n) a bn = 0.
D˚ukaz. Vyjdeme z veˇty 3.31. Pro γ > 0 a x > 0 plat´ı (3.34):
lim
n→∞
U(nx)
U(n)
= xγ. (3.44)
Uvazˇujme lemma 2.10. Prˇipomenˇme, zˇe z definice kvantilove´ funkce chvostu plyne U =(
1
1−F
)←
. Sestrojme inverzi k U(nx)
U(n)
tak, zˇe polozˇ´ıme x = U(ny)
U(n)
. Pak
xU(n) = U
(
1
1− F (xU(n))
)
= U(ny).
Odtud
1
1− F (xU(n)) = ny
a pouzˇijeme-li lemma 2.10, mu˚zˇeme (3.44) prˇepsat na
lim
n→∞
1
y(n)
= lim
n→∞n{1− F (xU(n))} = x
− 1
γ .
Vzhledem k veˇteˇ 3.1 je limn→∞ n{1 − F (xU(n))} = − logG(x). Odtud dosta´va´me dis-
tribucˇn´ı funkci Fre´chetova typu G(x) = exp
(
−x− 1γ
)
, x > 0. Da´le z 3.1 je
lim
n→∞F
n(xU(n)) = exp
(
−x− 1γ
)
, x > 0.
Odtud vid´ıme, zˇe an = U(n) a bn = 0. 
3.3.2. Obor atraktivity pro rozdeˇlen´ı Gumbelova typu
Vybrana´ rozdeˇlen´ı patrˇ´ıc´ı do Gumblova oboru atraktivity jsou uvedena v tabulce 2.
Rozdeˇlen´ı gamma prˇedstavuje sˇirokou trˇ´ıdu rozdeˇlen´ı, pod kterou spada´ i exponencia´ln´ı.
To dostaneme snadno, pokud polozˇ´ıme parametr rozdeˇlen´ı gamma m = 1. Pokud zlo-
garitmujeme na´hodnou velicˇinu s log-norma´ln´ım rozdeˇlen´ım, dostaneme, jak samotny´
na´zev napov´ıda´, na´hodnou velicˇinu, ktera´ ma´ norma´ln´ı rozdeˇlen´ı. Pomoc´ı log-norma´ln´ıho
rozdeˇlen´ı mu˚zˇeme v ekonomice modelovat naprˇ´ıklad na´vratnost. Pomoc´ı rozdeˇlen´ı gamma,
log-norma´ln´ıho cˇi Weibullova mu˚zˇeme modelovat desˇt’ove´ u´hrny.
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Tabulka 2: Neˇktera´ rozdeˇlen´ı patrˇ´ıc´ı do Gumbelova oboru atraktivity (γ = 0)
Rozdeˇlen´ı Distribucˇn´ı funkce F (x) a kvantilova´ funkce chvostu U(t)
Weibull(λ, α)
F (x) = 1− exp (− (xλ)α) , λ, α > 0; x > 0
U(t) = λ
(− log 1t ) 1α , t > 1
exp(λ) F (x) = 1− exp (−λx) , λ > 0 x > 0
(Exponencia´ln´ı) U(t) =
− log 1t
λ , t > 1
Log-normal(σ, µ) F (x) =
∫ x
0
1√
2piσu
exp
(− 12σ2 (log(u)− µ)2) du, σ > 0, µ ∈ R; x > 0
(Logaritmicko-norma´ln´ı) prˇedpis pro U(t) nen´ı zna´m
Gamma(m,λ)
F (x) =
∫ x
0
λm
Γ(m) exp(−λu)um−1du, λ,m > 0; x > 0
prˇedpis pro U(t) nen´ı zna´m
Logisticke´
F (x) = 11+e−x =
1
2 +
1
2 tanh
(
x
2
)
, x ∈ R
U(t) = log(t− 1), t > 1
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Z na´sleduj´ıc´ıch tvrzen´ı plyne, jak pro Gumbelovou trˇ´ıdu rozdeˇlen´ı vhodneˇ standardi-
zovat maxima.
Tvrzen´ı 3.7 Necht’ distribucˇn´ı funkce F patrˇ´ı do Gumbelova oboru atraktivity, pak
lim
n→∞F
n(anx+ bn) = G0(x) = e
−e−x
plat´ı pro x ∈ R prˇi volbeˇ
an = h(U(n)) a bn = U(n),
kde h je neklesaj´ıc´ı funkce splnˇuj´ıc´ı (3.25).
D˚ukaz. [15] str. 21.
Prˇ´ıklad 3.8 Necht’ F je distribucˇn´ı funkce standardizovane´ho norma´ln´ıho rozdeˇlen´ı a
bn = (2 log n− log log n− log(4pi)) 12 , an = 1
bn
(3.45)
rea´lne´ posloupnosti. Pak pro x > 0
lim
n→∞n(1− F (anx+ bn)) = -logG(x) = e
−x.
G(x) je tedy Gumbelova distribucˇn´ı funkce s parametrem γ = 0.
Odvozen´ı. Standardizovane´ norma´ln´ı rozdeˇlen´ı ma´ hustotu f(x) = 1√
2pi
e−
x2
2 , x ∈ R. Deri-
vova´n´ım dostaneme
− d
dx
n(1− F (anx+ bn)) = nanf(anx+ bn) =
=
n
bn
1√
2pi
exp
−
(
x
bn
+ bn
)2
2
 =
= exp
(
log
n
bn
√
2pi
)
exp
(
− x
2
2bn
2 − x−
bn
2
2
)
=
= e(logn−log bn−
1
2
log(2pi))e−
bn
2
2 e
− x2
2bn2 e−x =
= e−(
bn
2
2
+log bn−logn+ 12 log(2pi))e−
x2
2bn2 e−x
→ e−x, pro n→∞
protozˇe
bn
2
2
+ log bn − log n+ 1
2
log(2pi)→ 0, − 1
2bn
2 → 0, pro n→∞.
T´ımto na za´kladeˇ Lebesgueovy veˇty o za´meˇneˇ limity a integra´lu
n(1− F (anx+ bn)) = 1− e−( bn
2
2
+log bn−logn+ 12 log(2pi))
∫ x
−∞
e
− u2
2bn2 e−udu
lim
n→∞n(1− F (anx+ bn)) =
∫ ∞
x
e−udu = e−x.
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Na obra´zku 3.5 je zna´zorneˇna´ konvergence standardizovany´ch maxim ke Gumbloveˇ dis-
tribucˇn´ı funkci, ktera´ je vyznacˇena cˇerveneˇ. Bylo nasimulova´no M (1)n ,M
(2)
n . . .M
(500)
n blo-
kovy´ch maxim ze standardizove´ho norma´ln´ıho rozdeˇlen´ı rozsahu n = 1000. Empiricka´ dis-
tribucˇn´ı funkce byla sestavena ze standardizovany´ch maxim M
(1)
n −bn
an
, M
(2)
n −bn
an
, . . . , M
(500)
n −bn
an
.
Zelena´ barva pak prˇedstavuje empirickou distribucˇn´ı funkci pro volbu an a bn podle (3.45).
Vol´ıme-li an = h(U(n)) a bn = U(n) = F
→
(
1− 1
n
)
podle tvrzen´ı 3.7, pak mu˚zˇeme podle
[15] str. 22 zvolit h(U(n)) = 1−F (U(n))
F ′(U(n)) . DeHaan namı´sto h pouzˇ´ıva´ znacˇen´ı f . Pro takto
zvolene´ konstanty je empiricka´ distribucˇn´ı funkce zna´zornˇena modrˇe.
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Standardizovaná maxima
 
 
empirická funkce
empirická funkce
Gumblova distribuèní funkce
Obra´zek 3.5: Gumblova distribucˇn´ı funkce G0(x) (cˇerveneˇ). Empiricka´ distribucˇn´ı funkce ze
standardizovany´ch maxim pro volbu an a bn podle (3.45) - zeleneˇ nebo podle tvrzen´ı 3.7 -
modrˇe.
3.3.3. Obor atraktivity pro rozdeˇlen´ı Weibullova typu
Neˇktera´ rozdeˇlen´ı patrˇ´ıc´ı do Weibullovy trˇ´ıdy jsou uvedena v tabulce 3. Extrema´ln´ı Wei-
bullovo rozdeˇlen´ı, neˇkdy take´ nazy´vane´ reverzn´ı Weibullovo rozdeˇlen´ı, je zde totozˇne´ s
rozdeˇlen´ım s distribucˇn´ı funkc´ı Ψα podle (3.30). Obycˇejne´ Weibullovo rozdeˇlen´ı, ktere´
se pouzˇ´ıva´ ve spolehlivosti, ma´ vsˇak nenulovou distribucˇn´ı funkci pro x > 0, respektive
F (x) = 1 − e−xα , x > 0, α > 0. Cˇasteˇji totizˇ ve spolehlivosti pracujeme s minimem nezˇ
maximem. Toto rozdeˇlen´ı vzhledem k nekonecˇne´mu prave´mu koncove´mu bodu spada´ do
Gumblovy sfe´ry. Obdobneˇ je tomu u reverzn´ıho Burrova rozdeˇlen´ı. Z obra´zku 3.6 je patrna´
urcˇita´ symetrie. Distribucˇn´ı funkce jsou v˚ucˇi sobeˇ pouze pootocˇeny.
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Tabulka 3: Rozdeˇlen´ı patrˇ´ıc´ı do Weibullova oboru atraktivity (γ < 0)
Rozdeˇlen´ı Distribucˇn´ı funkce F (x) a kvantilova´ funkce chvostu U(t)
Index
extre´mn´ı
hodnoty
R(a, b) F (x) = x−ab−a , −∞ < a < b <∞; a ≤ x ≤ b
−1
(Rovnomeˇrne´) U(t) = t−1t (b− a) + a, t > 1
Beta(p, q)
F (x) = Γ(p+q)Γ(p)Γ(q)
∫ x
0
up−1(1− u)q−1du, p, q > 0; 0 ≤ x ≤ 1
− 1q
prˇedpis pro U(t) nen´ı zna´m
Reverzn´ı Burr(η, τ, λ) F (x) = 1−
(
η
η+(−x)−τ
)λ
, η, τ, λ > 0; x ≤ 0
− 1λτ
(Typ XII) U(t) = −
(
η(t
1
λ − 1)
)− 1τ
, t > 1
Weibull(α) F (x) = e−(−x)
α
, α > 0; x ≤ 0
− 1α
(extrema´ln´ı) U(t) = − (− log (1− 1t )) 1α , t > 1
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Obra´zek 3.6: Srovna´n´ı distribucˇn´ıch funkc´ı. Vlevo extrema´ln´ı (γ = −1) a obycˇejne´ (γ = 0)
Weibullovo rozdeˇlen´ı; α = 1. Vpravo reversn´ı (γ = −1) a obycˇejne´ (γ = 1) Burrovo rozdeˇlen´ı
typu XII; λ = τ = 1.
Specia´ln´ım prˇ´ıpadem Beta rozdeˇlen´ı je rovnomeˇrne´ rozdeˇlen´ı: Beta(1, 1) ≡R(0, 1).
Zaj´ımavy´ prˇ´ıpad nasta´va´ pro Beta(1/2, 1/2), ktery´ vede na arcsinus rozdeˇlen´ı. Toto rozdeˇlen´ı
ma´ vy´znam pro teorii na´hodne´ procha´zky. Naprˇ´ıklad rozdeˇlen´ı doby, kdy symetricka´
na´hodna´ procha´zka naby´va´ vysˇsˇ´ıch hodnot nezˇ pocˇa´tecˇn´ı, ma´ za´klad v Beta(1/2, 1/2)
rozdeˇlen´ı.
Z na´sleduj´ıc´ıho tvrzen´ı plyne, jak pro Weibullovu trˇ´ıdu rozdeˇlen´ı vhodneˇ standardizo-
vat maxima.
Tvrzen´ı 3.9 Necht’ distribucˇn´ı funkce F patrˇ´ı do Weibullova oboru atraktivity, pak
lim
n→∞F
n(anx+ bn) = e
−(−x)−
1
γ
plat´ı pro x < 0 prˇi volbeˇ
an = x
∗ − U(n) a bn = x∗.
D˚ukaz. Podobneˇ jako u d˚ukazu tvrzen´ı 3.6 vyjdeme z veˇty 3.31. Pro γ < 0 a x > 0 plat´ı
(3.36):
lim
t→∞
x∗ − U(tx)
x∗ − U(t) = x
γ. (3.46)
Sestrojme inverzi k x
∗−U(tx)
x∗−U(t) tak, zˇe polozˇ´ıme x =
x∗−U(ty)
x∗−U(t) . Pak
x∗ − x(x∗ − U(n)) = U
(
1
1− F (x∗ − x(x∗ − U(n)))
)
= U(ny).
Odtud
1
1− F (x∗ − x(x∗ − U(n))) = ny
a pouzˇijeme-li lemma 2.10, mu˚zˇeme (3.46) prˇepsat na
lim
n→∞
1
y(n)
= lim
n→∞n{1− F (x
∗ − x(x∗ − U(n)))} = x− 1γ .
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Zrˇejmeˇ x∗ − U(n) ≥ 0 pro vsˇechna n. Vzhledem k veˇteˇ 3.1 je
lim
n→∞n{1− F (x
∗ + x(x∗ − U(n)))} = − logG(−x)
pro x < 0. Odtud dosta´va´me distribucˇn´ı funkci Weibullova typu G(x) = exp
(
−(−x)− 1γ
)
,
x < 0. Da´le z 3.1 je
lim
n→∞F
n(x∗ + x(x∗ − U(n))) = exp
(
−(−x)− 1γ
)
, x < 0.
Odtud vid´ıme, zˇe an = x
∗ − U(n) a bn = x∗. 
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4. Metoda bootstrap
Metoda bootstrap je intenzivn´ı numerickou pocˇ´ıtacˇovou metodou pro statistickou
analy´zu dat. Jako prvn´ı prˇiˇsel s touto metodou Bradley Efron v roce 1979, ktery´ se
inspiroval metodou jacknife. Jeho prvn´ı cˇla´nek o bootstrapu [11] vyvolal velky´ ohlas a
nasˇel uplatneˇn´ı v mnoha oblastech aplikac´ı matematicke´ statistiky. V prvotn´ıch pocˇa´tc´ıch
byla metoda v praxi obt´ızˇneˇ vyuzˇitelna´ kv˚uli cˇasove´ na´rocˇnosti. Postupem cˇasu s vy´vojem
informacˇn´ıch technologi´ı docha´z´ı k jej´ımu velke´mu rozvoji. Booststrap je v soucˇastnosti
sta´le atraktivn´ım te´matem.
Metoda bootstrap kombinuje tzv. substitucˇn´ı princip a metodu Monte Carlo. Nejprve
strucˇneˇ uvedeme tyto metody. V te´to kapitole bylo cˇerpa´no z [2].
4.1. Metoda Monte Carlo
Metoda Monte Carlo je numericka´ metoda vyuzˇ´ıvaj´ıc´ı pseudona´hodna´ cˇ´ısla. Za´klady te´to
metody se objevuj´ı v mnoha cˇla´nc´ıch a kniha´ch jako je [30]. Vycha´z´ı ze za´kona velky´ch
cˇ´ısel. Za´kladn´ı mysˇlenkou je odhad strˇedn´ı hodnoty na za´kladeˇ opakova´n´ı, respektive simu-
lac´ı. Snad nejjednodusˇsˇ´ım prvotn´ım prˇ´ıkladem je Buffonova u´loha o jehle, kdy se snazˇ´ıme
vycˇ´ıslit hodnotu pi na za´kladeˇ opakovane´ho ha´zen´ı jehlou. Pokus byl cˇasoveˇ na´rocˇny´ a
neprˇesny´. S pocˇtem pozorova´n´ı klesa´ chyba a pomoc´ı Cˇebysˇevovy nerovnosti lze uka´zat,
zˇe chyba je u´meˇrna´ 1√
n
. V dnesˇn´ı dobeˇ s rozvojem informacˇn´ıch technologi´ı mu˚zˇeme
dosa´hnout daleko vysˇsˇ´ıch prˇesnost´ı.
Metoda ma´ sˇiroke´ pole uplatneˇn´ı. Typicky´m vyuzˇit´ım metody Monte Carlo je vy´pocˇet
integra´l˚u, ktere´ jsou analyticky velmi obt´ızˇneˇ rˇesˇitelne´. Pomoc´ı te´to metody take´ mu˚zˇeme
simulovat na´hodne´ vy´beˇry z neˇktery´ch rozdeˇlen´ı, kde je nezna´my´ tvar kvantilove´ funkce.
Jde naprˇ´ıklad o metody zalozˇene´ na Markovsky´ch rˇeteˇzc´ıch viz. algoritmy Gibbs sam-
pling, Metropolis Hastings a dalˇs´ı. Tyto algoritmy lze naj´ıt naprˇ´ıklad v [2], [28]. Take´ ve
stochasticke´m programova´n´ı a v mnoha dalˇs´ıch odveˇtv´ı optimalizace najde Monte Carlo
sve´ uplatneˇn´ı. Naprˇ´ıklad mu˚zˇeme stanovit interval spolehlivosti nalezene´ho optimaln´ıho
rˇesˇen´ı viz. [24].
4.2. Substitucˇn´ı metoda (”Plug-in principle”)
Prˇedpokla´dejme na´hodny´ vy´beˇr X1, X2, . . . Xn o distribucˇn´ı funkci F , ktera´ je z neˇjake´
trˇ´ıdy rozdeˇlen´ı pravdeˇpodobnosti P . Nejˇsirsˇ´ı uvazˇovana´ trˇ´ıda mu˚zˇe by´t mnozˇina vsˇech
distribucˇn´ıch funkc´ı tj. P = F . Obvykle prˇedpokla´da´me, zˇe F je prvkem parametricke´
trˇ´ıdy rozdeˇlen´ı P = {Fθ : θ ∈ Θ}, kde parametr θ je konecˇne´ dimenze. Kazˇde´ θ ∈ Θ
koresponduje jednoznacˇneˇ s Fθ ∈ P .
• Pokud θ ∈ Rn, n ∈ N, mluv´ıme o parametricky´ch modelech. Naprˇ´ıklad Fθ =
{vsˇechna rozdeˇlen´ı extre´mn´ıho typu Gγ, γ ∈ R}.
• Pokud θ ∈ Rn, kde n znacˇ´ı nekonecˇnou dimenzi, mluv´ıme o neparametricky´ch mo-
delech. Naprˇ´ıklad mnozˇina vsˇech spojity´ch rozdeˇlen´ı.
• Jestlizˇe θ mu˚zˇe by´t rozdeˇlena na θ1 ∈ Rm a θ2 ∈ Rn, kde n znacˇ´ı konecˇnou dimenzi a
m nekonecˇnou dimenzi, a chceme cˇinit statistickou indukci o θ1, pak mluv´ıme o semi-
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parametricky´ch modelech. Naprˇ´ıklad mnozˇina vsˇech distribucˇn´ıch funkc´ı lezˇ´ıc´ıch v
oboru atraktivity rozdeˇlen´ı extre´mn´ıch hodnot.
Meˇjme zobrazen´ı τ : Θ→ R. Jestlizˇe θ = τ(F ) je neˇjaka´ charakteristika rozdeˇlen´ı, kte-
rou chceme odhadnut na za´kladeˇ realizace na´hodne´ho vy´beˇru, substitucˇn´ı metoda spocˇ´ıva´
v nahrazen´ı F odhadem Fˆ . Dosta´va´me odhad
θˆ = τ(Fˆ ).
Substitucˇn´ı metoda take´ funguje s empirickou distribucˇn´ı funkc´ı Fˆn jako odhadem F .
Naprˇ´ıklad strˇedn´ı hodnotu
θ = τ(F ) = E(X) =
∫
xf(x)dx =
∫
xdF (x)
odhadneme vzhledem ke schodovitosti empiricke´ distribucˇn´ı funkce jako
θˆ = τ(Fˆ ) =
∫
xdFˆn(x) =
1
n
n∑
i=1
Xi,
kde uvedeny´ integra´l je Lebesgue-Stieltjes˚uv integra´l.
4.3. Princip metody bootstrap
Nasˇ´ım c´ılem je prˇistoupit ke kvaliteˇ odhadu θˆ. Zaj´ıma´me se tedy o rozptyl odhadu D(θˆ),
interval spolehlivosti Iθ, vychy´len´ı Eθˆ− θ. V praxi tyto hodnoty veˇtsˇinou nejsou zna´my a
mus´ı by´t odhadnuty.
Da´le uka´zˇeme Monte Carlo aproximaci k vyhodnocen´ı kvality odhadu θˆ. Prˇedpokla´dejme,
zˇe ma´me velky´ pocˇet MC neza´visly´ch na´hodny´ch vy´beˇr˚u
X i1, X
i
2, . . . , X
i
n, i = 1, 2, . . . ,MC
ze stejne´ho rozdeˇlen´ı o stejne´m rozsahu n s prˇ´ıslusˇny´mi odhady θˆi = θˆi(X
i
1, X
i
2, . . . , X
i
n).
F
(X11 , X
1
2 , . . . , X
1
n)
(X21 , X
2
2 , . . . , X
2
n)
(XMC1 , X
MC
2 , . . . , X
MC
n )
P
θˆ1
θˆ2
θˆMC
Obra´zek 4.1: Sche´ma Monte Carlo
Pro dostatecˇneˇ velke´ MC bychom mohli aproximovat hustotu rozdeˇlen´ı θ pomoc´ı his-
togramu ze vsˇech θˆi, i = 1, 2, . . . ,MC. Plat´ı
D(θˆ) = lim
MC→∞
1
MC − 1
MC∑
i=1
(θˆi − θMC)2,
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biasθˆ = Eθˆ − θ = limMC→∞(θMC − θ),
kde θMC =
1
MC
∑MC
i=1 θˆi.
Proble´mem ovsˇem je, zˇe distribucˇn´ı funkci F nezna´me. Proto definujme bootstrapovy´
na´hodny´ vy´beˇr:
Definice 4.1 Meˇjme na´hodny´ vy´beˇr X1, X2, . . . , Xn z rozdeˇlen´ı o distribucˇn´ı funkci F .
Necht’ X∗1 , X
∗
2 , . . . , X
∗
n je na´hodny´ vy´beˇr z empiricke´ distribucˇn´ı funkce Fˆn, tj. prˇi dany´ch
pozorova´n´ı jsou X∗1 , X
∗
2 , . . . , X
∗
n neza´visle´ (podmı´neˇneˇ), stejneˇ rozdeˇlene´ na´hodne´ velicˇiny,
z nichzˇ kazˇda´ naby´va´ hodnot X1, X2, . . . , Xn s pravdeˇpodobnost´ı
1
n
. Soubor X∗1 , X
∗
2 , . . . , X
∗
n
nazy´va´me bootstrapovy´ vy´beˇr.
Abychom dostali pocˇ´ıtatelnou verzi, nezna´mou distibucˇn´ı funkci F nahrad´ıme empiric-
kou distribucˇn´ı funkci Fˆn a z n´ı vygenerujeme B neza´visly´ch bootstrapovy´ch na´hodny´ch
vy´beˇr˚u X∗,b
∗
1 , X
∗,b∗
2 , . . . , X
∗,b∗
n , b
∗ = 1, 2, . . . , B. Dostaneme parametery
θ∗b∗ = θˆb∗(X
∗,b∗
1 , X
∗,b∗
2 , . . . , X
∗,b∗
n ), b
∗ = 1, 2, . . . , B.
Viz. obra´zek 4.2.
Fˆ
(X∗,11 , X
∗,1
2 , . . . , X
∗,1
n )
(X∗,21 , X
∗,2
2 , . . . , X
∗,2
n )
(X∗,B1 , X
∗,B
2 , . . . , X
∗,B
n )
Pˆ
θˆ∗1
θˆ∗2
θˆ∗B
Obra´zek 4.2: Sche´ma bootstrap
Pocˇet vsˇech r˚uzny´ch bootstrapovy´ch vy´beˇr˚u je
(
2n−1
n
)
. Jedna´ se o kombinace s opa-
kova´n´ım. Naprˇ´ıklad jizˇ pro n = 20 dosta´va´me 6.8923 · 1010 mozˇnost´ı. Proto uvazˇovat
vsˇechny bootstrapove´ vy´beˇry je mozˇne´ jen pro vy´beˇry velmi male´ho rozsahu. Pro rozsa´hlejˇs´ı
vy´beˇry je potrˇeba aplikovat metodu Monte Carlo, kdy generujeme libovolny´ pocˇet B bo-
otstrapovy´ch na´hodny´ch vy´beˇr˚u. Dostaneme odhady
Dˆ(θˆ) = lim
B→∞
1
B − 1
B∑
b∗=1
(θˆ∗b∗ − θ∗B)2 = D∗(θˆ∗),
b̂iasθˆ = limB→∞
(θ∗B − θˆ) = bias∗(θˆ∗),
kde θ∗B =
1
B
∑B
i=1 θˆ
∗
i .
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Model
Rozdeˇlen´ı
Na´hodny´ vy´beˇr
Parametr
Odhad
P
F
X∗1 , . . . , X
∗
n
X1, . . . , Xn
θ = θ(F )
θˆ = θˆ(X1, . . . , Xn) = θ(Fˆn) θˆ = θˆ(X
∗
1 , . . . , X
∗
n) = θ(Fˆ
∗
n)
θˆ = θ(Fˆ )
Fˆn
Pˆ
Pu˚vodn´ı model Bootstrap
Tabulka 4.1: Vztah mezi p˚uvodn´ım modelem a jeho aproximac´ı metodou bootstrap. Fˆ ∗n
zde prˇedstavuje empirickou distribucˇn´ı funkci bootstrapove´ho na´hodne´ho vy´beˇru.
Vy´sˇe popsana´ metoda je neparametricka´. Pokud bychom prˇedpokla´dali parametricky´
model
P = {Fθ : θ ∈ Θ},
pak je vhodneˇjˇs´ı opomenout empirickou distribucˇn´ı funkci a pomoc´ı Monte Carla simulo-
vat na´hodne´ vy´beˇry prˇ´ımo z te´to trˇ´ıdy rozdeˇlen´ı. Mluv´ıme o takzvane´m parametricke´m
bootstrapu. Zajiste´, pokud je analyticky´ vy´sledek zna´m, bootstrap postra´da´ smysl.
Pomoc´ı metody bootstrap mu˚zˇeme da´le naprˇ´ıklad konstruovat intervaly spolehlivost´ı
odhad˚u a neparametricky testovat neˇktere´ statisticke´ hypote´zy. Podrobneˇji v [12].
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Hlavn´ım prˇedmeˇtem statistiky extre´mn´ıch hodnot je prˇedpov´ıda´n´ı vza´cny´ch (zrˇ´ıdka se
vyskytuj´ıc´ıch) jev˚u, ktere´ mohou by´t dokonce za hranic´ı dostupny´ch pozorova´n´ı. K tomu
je prima´rneˇ potrˇeba co nejkvalitneˇjˇs´ı odhad parametru tvaru tj. indexu extre´mn´ı hodnoty
γ.
Nejprve bude uvedena prahova´ metoda maxima´ln´ı veˇrohodnosti, ktera´ vycha´z´ı z ma-
ximalizace veˇrohodnostn´ı funkce zobecneˇne´ho Paretova rozdeˇlen´ı. Da´le uvedeme neˇkolik
semi-parametricky´ch metod vcˇetneˇ Pickandsova odhadu, ktery´ bude popsa´n pouze strucˇneˇ.
Metody neprˇedpokla´daj´ı konkre´tn´ı rozdeˇlen´ı na´hodne´ho vy´beˇru, ale rozsa´hlejˇs´ı trˇ´ıdu roz-
deˇlen´ı pravdeˇpodobnosti tj. F ∈ D(G). Vsˇechny tyto metody jsou zalozˇeny na u´vaha´ch
o nejveˇtsˇ´ıch porˇadovy´ch statistika´ch a substitucˇn´ı metodeˇ popsane´ v sekci 4.2. Sd´ıl´ı
ovsˇem jeden velky´ spolecˇny´ proble´m, ktery´m je spra´vna´ volba takzvane´ prahove´ statistiky.
Ota´zkou je, ktera´ pozorova´n´ı povazˇovat za velka´.
5.1. Metoda maxima´ln´ı veˇrohodnosti (γ > −12)
Uvazˇujme trˇ´ıdu distribucˇn´ıch funkc´ı splnˇuj´ıc´ıch F ∈ D(Gγ), γ ∈ R a posloupnost stejneˇ
rozdeˇleny´ch na´hodny´ch velicˇin X1, X2, . . . , Xn o te´to distribucˇn´ı funkci F . Pro stanoven´ı
odhadu γ pomoc´ı metody maxima´ln´ı veˇrohodnosti je potrˇebne´ na´sleduj´ıc´ı tvrzen´ı.
Tvrzen´ı 5.1 Necht’ h je kladna´ neklesaj´ıc´ı funkce splnˇuj´ıc´ı (3.25), pak na´hodna´ velicˇina
X−t
h(t)
ma´ za podmı´nky X > t pro t ↑ x∗ zobecneˇne´ Paretovo rozdeˇlen´ı pravdeˇpodobnosti s
distribucˇn´ı funkc´ı
Hγ(x) =
{
1− (1 + γx)−1/γ, 0 < x < (sup(0,−γ))−1, γ 6= 0,
1− e−x, 0 < x <∞, γ = 0.
D˚ukaz. Z (3.25) dostaneme
lim
t↑x∗
1− F (t+ xh(t))
1− F (t) = limt↑x∗
P (X > t+ xh(t))
P (X > t)
= (1 + γx)−
1
γ (5.1)
pro γ 6= 0 a pro vsˇechna x splnˇuj´ıc´ı nerovnost 1 + γx > 0. Pro xh(t) > 0 zrˇejmeˇ plat´ı
P (X > t+ xh(t)) = P (X > t+ xh(t), X > t).
T´ımto z (5.1)
lim
t↑x∗
P
(
X−t
h(t)
> x,X > t
)
P (X > t)
= lim
t↑x∗
P
(
X − t
h(t)
> x
∣∣∣∣∣X > t
)
= (1 + γx)−
1
γ = 1−Hγ(x)
pro vsˇechna x : 1 + γx > 0 ∧ x > 0, respektive
• γ > 0⇒ (
x > −1
γ
∧ x > 0
)
⇒ x ∈ (0,∞),
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• γ < 0⇒ (
x < −1
γ
∧ x > 0
)
⇒ x ∈
(
0,−1
γ
)
,
V prˇ´ıpadeˇ, zˇe γ = 0, je prava´ strana rovnice (5.1) nahrazena vy´razem e−x pro x ∈ (0,∞).

Tvrzen´ı (5.1) na´m poskytuje informaci o tom, zˇe velka´ pozorova´n´ı maj´ı prˇiblizˇneˇ
zobecneˇne´ Paretovo (GP) rozdeˇlen´ı. Tato trˇ´ıda rozdeˇlen´ı je parametrizova´na jedn´ım pa-
rametrem γ. K odvozen´ı jeho odhadu se nab´ız´ı mozˇnost pouzˇ´ıt na upravena´ nejveˇtsˇ´ı pozo-
rova´n´ı metodu maxima´ln´ı veˇrohodnosti a vyuzˇ´ıt prˇitom zobecneˇne´ho Paretova rozdeˇlen´ı
jako model.
Lemma 5.2 Necht’ X,X1, X2, . . . , Xn je na´hodny´ vy´beˇr z rozdeˇlen´ı s distribucˇn´ı funkc´ı F
a X1,n, X2,n, . . . , Xn,n je jeho usporˇa´dany´ na´hodny´ vy´beˇr rozsahu n. Pak pro Xn−k,n = t,
kde k = 1, . . . , n − 1, je sdruzˇene´ rozdeˇlen´ı velicˇin (Xn−k+1,n, Xn−k+2,n, . . . , Xn,n) rovno
sdruzˇene´mu rozdeˇlen´ı usporˇa´dane´mu na´hodne´mu vy´beˇru (X∗1,k, X
∗
2,k, . . . , X
∗
k,k) s distribucˇn´ı
funkc´ı
FX∗(x) = P (X ≤ x|X > t) = P (X ≤ x,X > t)
P (X > t)
=
F (x)− F (t)
1− F (t) , x > t. (5.2)
D˚ukaz. Viz. [15].
Na za´kladeˇ lemmatu 5.2 jsme schopni ekvivalentneˇ nahradit nejveˇtsˇ´ı pozorova´n´ı
(Xn−k,n, Xn−k+1,n, . . . , Xn,n)
neza´visly´mi velicˇinami
(Z1, Z2, . . . , Zk) = (Xn−k+1,n −Xn−k,n, Xn−k+2,n −Xn−k,n, . . . , Xn,n −Xn−k,n),
ktere´ vzhledem k (5.2) a t = Xn−k,n maj´ı distribucˇn´ı funkci
FZ(t+ x) = P (X − t ≤ x|X > t) = F (x+ t)− F (t)
1− F (t) , x > 0.
Nyn´ı sestav´ıme veˇrohodnostn´ı funkci pro Z1, Z2, . . . , Zk a na´sledneˇ ji maximalizujeme
pro rea´lne´ parametry σ > 0, γ. Rozliˇsme prˇ´ıpady, kdy
a) γ 6= 0
K sestaven´ı veˇrohodnostn´ı funkce potrˇebujeme hustotu zobecneˇne´ho Paretova rozdeˇlen´ı
hγ,σ(z) =
∂Hγ(
z
σ
)
∂z
=
∂(1− (1 + γ
σ
z)−1/γ)
∂z
=
1
σ
(
1 +
γ
σ
z
)− 1
γ
−1
,
kde σ > 0. Sdruzˇene´ rozdeˇlen´ı velicˇin Z1, Z2, . . . , Zk je pak tvaru
hγ,σ(z) =
k∏
i=1
hγ,σ(zi, γ, σ) =
k∏
i=1
1
σ
(
1 +
γ
σ
zi
)− 1
γ
−1
.
Vsˇimneˇme si, zˇe pro γ
σ
→ − 1
zi
je mocneˇnec
(
1 + γ
σ
zi
)
= 0, a pro γ < −1 mocnitel(
− 1
γ
− 1
)
< 0.Proto se da´le omezme pouze na oblast (γ, σ) ∈
(
−1
2
,∞
)
× (0,∞).
Hodnoty γ ∈ (−1,−1/2] nebudeme uvazˇovat kv˚uli numericke´ stabiliteˇ.
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2
)
Da´le urcˇ´ıme logaritmickou veˇrohodnostn´ı funkci
l(z, γ, σ) = log hγ,σ(z) =
k∑
i=1
log
(
1
σ
(
1 +
γ
σ
zi
)− 1
γ
−1)
=
=
k∑
i=1
log
1
σ
+
(
−1
γ
− 1
)
log
(
1 +
γ
σ
zi
)
.
Protozˇe logaritmus je rostouc´ı funkce, logaritmicka´ veˇrohodnostn´ı funkce l(z, γ, σ)
dosahuje sve´ho maxima pro stejna´ γ a σ jako sdruzˇena´ hustota hγ,σ(z). Tedy hγ,σ(z)
je maxima´ln´ı pra´veˇ tehdy, kdyzˇ ∂l(z,γ,σ)
∂γ
= 0, a ∂l(z,γ,σ)
∂σ
= 0. Derivac´ı logaritmicke´
veˇrohodnostn´ı funkce dosta´va´me
∂l(z, γ, σ)
∂γ
=
k∑
i=1
1
γ2
log
(
1 +
γ
σ
zi
)
− 1
γ
σ
γzi + σ
zi
σ
− σ
γzi + σ
zi
σ
=
=
k∑
i=1
1
γ2
log
(
γ
σ
zi + 1
)
−
(
1
γ
+ 1
)(
zi
σ
1 + γ
σ
zi
)
= 0,
∂l(z, γ, σ)
∂σ
= − 1
σ
+
k∑
i=1
−1
γ
(
σ
γzi + σ
· −γ
σ2
zi
)
+
σ
γzi + σ
γ
σ2
zi =
= − 1
σ
+
k∑
i=1
(
1
γ
+ 1
) γ
σ2
zi
γ
σ
zi + 1
= 0.
Odtud
k∑
i=1
1
γ2
log
(
γ
σ
zi + 1
)
−
k∑
i=1
(
1
γ
+ 1
)(
zi
σ
1 + γ
σ
zi
)
= 0 (5.3)
k∑
i=1
(
1
γ
+ 1
) γ
σ2
zi
γ
σ
zi + 1
=
1
σ
(5.4)
Vyna´sob´ıme-li (5.4) vy´razem σ
γ
a dosad´ıme do (5.3) dosta´va´me
k∑
i=1
1
γ2
log
(
γ
σ
zi + 1
)
− 1
γ
= 0,
k∑
i=1
(
1
γ
+ 1
)
zi
σ
γ
σ
zi + 1
=
1
γ
.
T´ımto dosta´va´me soustavu dvou nelina´rn´ıch rovnic
k∑
i=1
log
(
γ
σ
zi + 1
)
= γ, (5.5)
k∑
i=1
zi
σ
γ
σ
zi + 1
=
1
γ + 1
, (5.6)
ktere´ je potrˇeba numericky rˇesˇit pro nezna´me´ parametry γ, σ. Nalezene´ rˇesˇen´ı te´to
soustavy vede na maxima´lneˇ veˇrohodne´ odhady a znacˇ´ıme γˆMLE, σˆMLE.
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b) γ = 0. Sdruzˇena´ hustota
hσ(z) =
k∏
i=1
h(zi, σ) =
k∏
i=1
1
σ
e−
zi
σ
a k n´ı logaritmicka´ veˇrohodnostn´ı funkce
l(z, σ) =
k∑
i=1
log
1
σ
+ log e−
zi
σ = k log
1
σ
−
k∑
i=1
zi
σ
.
Rˇesˇen´ım
∂l(z, σ)
∂σ
= −k 1
σ
+
1
σ2
k∑
i=1
zi = 0,
dosta´va´me
σ =
1
k
k∑
i=1
zi =
1
k
k∑
i=1
xn−i+1,n − xn−k,n.
5.1.1. Vlastnosti maxima´lneˇ veˇrohodne´ho odhadu
Soustavu nelinea´rn´ıch rovnic (5.5) je v praxi potrˇeba vyrˇesˇit pro kazˇde´ k ∈ {1, 2, . . . , n− 1}.
Jednou z mozˇnost´ı rˇesˇen´ı je vyuzˇit´ı matlabovske´ funkce fsolve pro syste´m nelinea´rn´ıch
rovnic. Tato iteracˇn´ı metoda vyzˇaduje vhodne´ urcˇen´ı pocˇa´tecˇn´ıho bodu a mohou nastat
proble´my s konvergenc´ı k rˇesˇen´ı. Mnohem vy´hodneˇjˇs´ı je vyuzˇ´ıt matlabovskou funkci gp-
fit, ktera´ je urcˇena prˇ´ımo pro odhady parametr˚u γ, σ zobecneˇne´ho Paretova rozdeˇlen´ı.
Tato funkce vyuzˇ´ıva´ metodu nelinea´rn´ı optimalizace, ktera´ je obecneˇ bez omezen´ı u´cˇelove´
funkce. Jmenoviteˇ se jedna´ o simplex search metodu, pro kterou nen´ı potrˇeba numericky
nebo analyticky pocˇ´ıtat gradient. Jako startovac´ı bod algoritmu se vyuzˇ´ıva´ momentovy´ch
odhad˚u parametr˚u γ, σ pro zobecneˇne´ Paretovo rozdeˇlen´ı. Podrobneˇji o teˇchto funkc´ıch a
metoda´ch v [20].
Odhad je za´visly´ na volbeˇ prahove´ho indexu k. Spra´vna´ volba tohoto indexu je pod-
statna´ pro prakticke´ pouzˇit´ı tohoto odhadu. Vol´ıme-li k prˇ´ıliˇs male´, roste rozptyl odhadu.
Naopak vol´ıme-li k prˇ´ıliˇs velke´, klesa´ rozptyl, ale roste vychy´len´ı odhadu. Nav´ıc konver-
gence k zobecneˇne´mu Paretovu rozdeˇlen´ı mu˚zˇe by´t neˇkdy velmi pomala´. Vı´ce o volbeˇ k
pro veˇrohodny´ odhad naprˇiklad v [6].
Z obra´zku 5.1 lze pozorovat rostouc´ı vychy´len´ı. Nejmensˇ´ı strˇedn´ı kvadraticka´ chyba
byla vypocˇtena pro k = 136. Doln´ı cˇa´st obra´zku zna´zornˇuje prˇesnost odhadu indexu
extre´mn´ı hodnoty na Fre´chetoveˇ rozdeˇlen´ı.
Veˇrohodny´ odhad je konzistentn´ım odhadem parametru γ pro k, n → ∞, k
n
→ 0.
Rovneˇzˇ je invariantn´ı v˚ucˇi zmeˇneˇ meˇrˇ´ıtka i posunut´ı. Za urcˇity´ch prˇedpoklad˚u je asympto-
ticky norma´ln´ı viz. [15] str. 92.
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Obra´zek 5.1: Pr˚umeˇrny´ maxima´lneˇ veˇrohodny´ odhad parametru γ na simulovany´ch datech o
rozsahu n = 1000 z rozdeˇlen´ı Burr(1, 0.5, 2) (typ XII) s parametrem tvaru γ = 1 (vlevo nahorˇe).
Strˇedn´ı kvadraticka´ chyba odhadu (vpravo nahorˇe). Charakteristiky rozdeˇlen´ı Fre´chetova typu
pro γˆMLE(k) = 1.124, k = 136 a teoretickou hodnotu γ = 1 (dole). Pocˇet opakova´n´ı MC = 500.
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5.2. Hill˚uv odhad
Necht’ X1, X2, . . . , Xn jsou neza´visle´ stejneˇ rozdeˇlene´ na´hodne´ velicˇiny s distribucˇn´ı funkc´ı
splnˇuj´ıc´ı F ∈ D(Gγ), γ > 0, a c´ılem je odhadnout index extre´mn´ı hodnoty γ. Pak
nejzna´meˇjˇs´ım odhadem γ je Hill˚uv odhad γˆH z roku 1975 [16]:
γˆH(k) =
1
k
k∑
i=1
logXn−i+1,n − logXn−k,n. (5.7)
Zave´st Hill˚uv odhad lze v´ıce zp˚usoby. Mu˚zˇeme naprˇ´ıklad vyj´ıt z kvantilove´ho grafu pro
Paretovo rozdeˇlen´ı viz. [5] str. 101. Zde vyjdeme z (3.39):
γ = lim
t→∞E(logX − log t|X > t) = limt→∞
∫∞
t (log x− log t)dF (x)
1− F (t)) , (5.8)
kde uvedeny´ integra´l je Lebesgue–Stieltjes˚uv integra´l viz. [29] str. 163. Nahrad’me para-
metr t k-tou nejvysˇsˇ´ı porˇadovou statistikou Xn−k,n, prˇicˇemzˇ vol´ıme k = k(n) tak, aby
k →∞, k
n
→ 0 pro n→∞. Da´le, kdyzˇ F nahrad´ıme empirickou distribucˇn´ı funkc´ı Fˆn(x)
podle definice (2.14), z (5.8) dostaneme
γˆH : =
∫∞
Xn−k,n(log x− logXn−k,n)dFˆn(x)
1− Fˆn(Xn−k,n))
=
=
∫∞
Xn−k,n log xdFˆn(x)− logXn−k,n
∫∞
Xn−k,n dFˆn(x)
1− n−k
n
=
=
(
∫Xn,n
Xn−k,n log xdFˆn(x) +
∫∞
Xn,n
log xdFˆn(x))− logXn−k,n(∫Xn,nXn−k,n dFˆn(x) + ∫∞Xn,n dFˆn(x))
n−n+k
n
=
=
(
∑k
i=1
1
n
logXn−i+1,n + 0)− logXn−k,n( kn + 0)
k
n
=
=
1
k
k∑
i=1
logXn−i+1,n − logXn−k,n.
5.2.1. Vlastnosti Hillova odhadu
Veˇta 5.1 Prˇedpokla´dejme na´hodny´ vy´beˇr X1, X2, . . . , Xn z distribucˇn´ı funkce F ∈ D(Gγ),
γ > 0, potom pro n→∞, k →∞, k
n
→ 0 plat´ı
γˆH
P→ γ
D˚ukaz [15] str. 70.
Veˇta 5.2 Prˇedpokla´dejme na´hodny´ vy´beˇr X1, X2, . . . , Xn z distribucˇn´ı funkce F ∈ D(Gγ),
γ > 0. Da´le prˇedpokla´dejme, zˇe kvantilova´ funkce U k funkci F splnˇuje pro neˇjake´ ρ ≤
≤ 0 a funkci A, ktera´ nemeˇn´ı zname´nko a limt→∞A(t) = 0, podmı´nku (3.40). Potom pro
n→∞, k →∞, k
n
→ 0 plat´ı
√
k(γˆH − γ) D→ N
(
λ
1− ρ, γ
2
)
,
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kde
λ = lim
n→∞
√
kA
(
n
k
)
.
D˚ukaz [15] str. 74.
• Z veˇty 5.1 plyne, zˇe za uvedeny´ch prˇedpoklad˚u je Hill˚uv odhad konzistentn´ım od-
hadem γ.
• Pokud na distribucˇn´ı funkci na´hodne´ho vy´beˇru nav´ıc klademe podmı´nku druhe´ho
druhu (tj. za prˇedpokladu veˇty 3.6), pak vzhledem k veˇteˇ 5.2 ma´
√
k(γˆH − γ)
asymptoticky norma´ln´ı rozdeˇlen´ı. Tato vlastnost by´va´ za´kladem pro sestaven´ı inter-
valu spolehlivosti pro γˆH(k) a optima´ln´ı volbu prahu k.
• Pro kazˇdou volbu k dosta´va´me jiny´ odhad γ. Ota´zka spra´vne´ volby k je podstatna´
pro prakticke´ pouzˇit´ı tohoto odhadu. Vol´ıme-li k prˇ´ıliˇs male´, odhad je pocˇ´ıtan z ma´la
pozorova´n´ı a roste rozptyl odhadu. Naopak vol´ıme-li k prˇ´ıliˇs velke´, klesa´ rozptyl, ale
roste vychy´len´ı odhadu viz. ilustrativn´ı obra´zek 5.2.
Obra´zek 5.2: Prˇ´ıklad vy´chy´len´ı a rozptylu Hillova odhadu v za´vislosti na k [8].
• Zat´ımco rozptyl statistiky √k(γˆH − γ) je asymptoticky roven γ2, asymptoticke´
vychy´len´ı za´vis´ı na parametru druhe´ho druhu ρ. Obra´zek 5.3 ilustruje vychy´len´ı
Hillova odhadu v za´vislosti na parametru ρ pro Burrovo rozdeˇlen´ı typu XII. Byly
vygenerova´ny cˇtyrˇi na´hodne´ vy´beˇry rozsahu 1000 pro r˚uzne´ hodnoty ρ. V prˇ´ıpadeˇ
rovnosti parametru ρ dostaneme identicke´ odhady pro k = 1, 2, . . . n− 1.
40
5. ODHADY INDEXU EXTRE´MNI´ HODNOTY
0 50 100 150 200 250 300
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
k
H
illù
v 
od
ha
d
 
 
ρ=−0.4
ρ=−0.5
ρ=−1
ρ=−2
Obra´zek 5.3: Hill˚uv odhad pro r˚uzne´ hodnoty ρ na simulovany´ch datech o rozsahu n = 1000 z
rozdeˇlen´ı Burr(1,−ρ, 1−ργ ) (typ XII) s parametrem tvaru γ = 12 .
• Hill˚uv odhad je invariantn´ı v˚ucˇi zmeˇneˇ meˇrˇ´ıtka. Nen´ı vsˇak invariantn´ı v˚ucˇi posunut´ı
stejneˇ jako mnoho dalˇs´ıch odhad˚u zalozˇeny´ch na logaritmicke´ transformaci dat.
Na obra´zku 5.4 je Hill˚uv odhad pro simulovana´ data posunuta o konstanty +1,+2
(cˇerveneˇ), prˇ´ıpadneˇ -1,-2 (zeleneˇ). Odhad bez posunut´ı je vyznacˇen modrˇe.
Pokud chceme zajistit invarianci v˚ucˇi posunut´ı, je potrˇeba odhad modifikovat. Naprˇ´ıklad
podle [13] se zava´d´ı dalˇs´ı porˇadovy´ index kin, kin < k, ktery´ vede na modifikovany´
Hill˚uv odhad
γˆHm(kin, k) =
1
kin
kin∑
j=1
log
Xn−j+1,n − logXn−k,n
Xn−kin,n − logXn−k,n
.
Lze uka´zat, zˇe pro n → ∞, k → ∞, kin → ∞, kn → 0, kinn → 0 je γˆHm(kin, k)
konzistentn´ı. Podrobneˇji jak volit kin je uvedeno v [13].
• Podle [3] (Corollary 1) je Hill˚uv odhad konzistentn´ı i pro za´visla´ data jako je ARMA
a ARCH proces. Hill˚uv odhad v souvislosti s ARMA procesem je studova´n v [18].
Obecneˇ o stochasticky´ch procesech v [4].
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Obra´zek 5.4: Hill˚uv odhad na r˚uzneˇ posunuty´ch simulovany´ch datech ze zobecneˇne´ho Paretova
rozdeˇlen´ı o rozsahu n = 10000 s parametrem tvaru γ = 12 .
5.2.2. Optima´ln´ı prahovy´ index k0
Optima´ln´ı prah
Obvykly´m prˇ´ıstupem k optimalizacˇn´ımu proble´mu ve statistice je pozˇadavek minima´ln´ı
strˇedn´ı kvadraticke´ chyby. V nasˇem prˇ´ıpadeˇ bychom ra´di volili
k0(n) = arg min
1≤k<n
E(γˆH(k)− γ)2
neboli
{k0 = k ∈ [1, n) : MSE(γˆH(k)) = bias2(γˆH(k))−D(γˆH(k)) je minima´ln´ı}. (5.9)
Pozna´mka. V na´sleduj´ıc´ım tvrzen´ı uka´zˇeme, zˇe strˇedn´ı kvadratickou chybu lze rozlozˇit na
vychy´len´ı a rozptyl.
Tvrzen´ı 5.3 Bud’ θˆ odhadem parametru θ, potom strˇedn´ı kvadraticka´ chyba
E(θˆ − γ)2 = D(θˆ) + (Eθˆ − θ)2.
D˚ukaz.
MSE(θˆ) = E(θˆ − θ)2 = E(θˆ − Eθˆ + Eθˆ − θ)2 =
= E[(θˆ − Eθˆ)2 + 2(θˆ − Eθˆ)(Eθˆ − θ) + (Eθˆ − θ)2] =
= E(θˆ − Eθˆ)2 + 2E(θˆ − Eθˆ)(Eθˆ − θ) + E(Eθˆ − θ)2 =
= D(θˆ) + 2E[(θˆ − Eθˆ)(Eθˆ − θ)] + E(Eθˆ − θ)2 = D(θˆ) + (Eθˆ − θ)2 =
= D(θˆ) + bias2(θˆ).
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Prˇitom
E[(θˆ − Eθˆ)(Eθˆ − θ)] = E(θˆEθˆ − θθˆ − EθˆEθˆ + θEθˆ) =
= EθˆEθˆ − θEθˆ − EθˆEθˆ + θEθˆ = 0.

Strˇedn´ı kvadraticka´ chyba MSE (podle (5.9)) obecneˇ nemus´ı existovat. Prˇipomenˇme, zˇe
prˇedpokla´da´me γ > 0 a podmı´nku atraktivity F ∈ D(Gγ). Prˇedpokla´dejme nav´ıc, zˇe pro
neˇjake´ ρ ≤ 0 a funkci A, ktera´ nemeˇn´ı zname´nko a limt→∞A(t) = 0, je splneˇna podmı´nka
druhe´ho druhu (podmı´nka (3.40)). Potom konvergenci z veˇty 5.2 mu˚zˇeme pomoc´ı linea´rn´ı
transformace standardizovane´ho norma´ln´ıho rozdeˇlen´ı N ∼ N(0, 1) prˇepsat na
√
k(γˆH − γ) D→ λ
1− ρ + γN,
kde λ = limn→∞
√
kA
(
n
k
)
. Odtud se nab´ız´ı ve dvou kroc´ıch aproximovat
γˆH − γ ≈ γN√
k
+
λ
(1− ρ)√k ≈
γN√
k
+
A
(
n
k
)
(1− ρ) . (5.10)
Nyn´ı mu˚zˇeme odhadnout vychy´len´ı
bias(k, n) = E(γˆH − γ) ≈ E
γN√
k
+
A
(
n
k
)
(1− ρ)
 = A
(
n
k
)
1− ρ , (5.11)
a asymptotickou strˇedn´ı kvadratickou chybu
E(γˆH − γ)2 ≈ E
γN√
k
+
A
(
n
k
)
(1− ρ)
2 = Eγ2N2
k
+ 2
γ√
k
A
(
n
k
)
(1− ρ)E(N) + E
A2
(
n
k
)
(1− ρ)2 . (5.12)
Prostrˇedn´ı cˇlen se vyrusˇ´ı, nebot’ strˇedn´ı hodnota standardizovane´ho norma´ln´ıho rozdeˇlen´ı
E(N) je rovna nule. Strˇedn´ı hodnota E(N2) = D(N). Z (5.12) dosta´va´me odhad asympto-
ticke´ strˇedn´ı kvadraticke´ chyby
AMSE(k, n) = E(γˆH − γ)2 ≈
γ2
k
+
A2
(
n
k
)
(1− ρ)2
 ,
ktera´ je za´visla´ na velikosti na´hodne´ho vy´beˇru n a volbeˇ indexu prahove´ statistiky k. Nyn´ı
konecˇneˇ mu˚zˇeme definovat optima´ln´ı prahovy´ index jako
k0(n) = arg min
1≤k<n
AMSE(k, n).
Analyticky´ vztah pro k0(n) je komplikovany´ a v praxi nepouzˇitelny´, protozˇe za´vis´ı na
neˇkolika nezna´my´ch parametrech. Lze jej nale´zt naprˇ´ıklad v [10]. Nezˇ prˇejdeme k samotne´
bootstrap procedurˇe, mus´ıme nav´ıc prˇedpokla´dat specia´ln´ı tvar funkce
A(t) = Ctρ, C 6= 0, ρ < 0, (5.13)
ktera´ vyhovuje podmı´nce druhe´ho druhu (tj. plat´ı (3.40)). Tento prˇedpoklad je velmi
cˇasty´ v aplikac´ıch teorie extre´mn´ıch hodnot viz [15]. Toto zjednodusˇen´ı ale nen´ı prˇ´ıpustne´
pro ρ = 0.
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Odhad optima´ln´ıho prahove´ho indexu k0 pomoc´ı metody bootstrap
Existuje v´ıce prˇ´ıstup˚u, jak k0 odhadnout. Uvedeme jeden z mozˇny´ch algoritmu˚ popsany´
v [14].
Distribucˇn´ı funkci F na´hodne´ho vy´beˇru X1, X2, . . . , Xn nezna´me. Pouzˇijeme empiric-
kou distribucˇn´ı funkci Fˆ jako odhad F . Uvazˇujme bootstrapovy´ vy´beˇr X∗1 , X
∗
2 , . . . , X
∗
n1
,
n1 < n, z rozdeˇlen´ı o empiricke´ distribucˇn´ı funkci Fˆ . Hill˚uv odhad z tohoto bootstrapove´ho
vy´beˇru oznacˇme γ̂∗n1,H .
Da´le oznacˇme neˇjakou pocˇa´tecˇn´ı hodnotu prahove´ho indexu k jako kaux. Index aux
znacˇ´ı, zˇe se jedna´ o pomocnou hodnotu. Pozˇadujeme, aby odhad γˆH(kaux) byl konzistentn´ı
tj. kaux → ∞, kauxn → 0. Pro γ̂∗n1,H dostaneme bootstrapovy´ odhad strˇedn´ı kvadraticke´
chyby
MSE∗(n1, k1) = E(γ̂∗n1,H(k1)− γˆH(kaux))2 (5.14)
pro 1 ≤ k1 < n1. Statistika γˆH(kaux) zde hraje jakousi referencˇn´ı roli.
Z cˇla´nku [7] za platnosti (5.13) pro k1 →∞, k1n1 → 0 plat´ı
k∗0,n1
k0(n)
(
n1
n
) −2ρ
2ρ−1 P→ 1, (5.15)
kde k∗0,n1 minimalizuje bootstrapovy´ odhad strˇedn´ı kvadraticke´ chyby tj.
k∗0,n1 = arg min1≤k1<n1
MSE∗(n1, k1). (5.16)
Z (5.15) mu˚zˇeme odhadnout
k0(n) ≈ k∗0,n1
(
n1
n
) −2ρ
2ρ−1
.
Odtud dostaneme odhad, ktery´ je za´visly´ na parametru druhe´ho druhu ρ. Abychom ji
odstranili, budeme uvazˇovat dalˇs´ı bootstrapovy´ na´hodny´ vy´beˇr rozsahu n2 < n z rozdeˇlen´ı
o empiricke´ distribucˇn´ı funkci Fˆ . Dostaneme
k∗0,n2 = arg min1≤k2<n2
MSE∗(n2, k2), k0(n) ≈ k∗0,n2
(
n2
n
) −2ρ
2ρ−1
.
Odtud
k0(n) =
[k0(n)]
2
k0(n)
≈ [k
∗
0,n1
]2
k∗0,n2
(
n21
n2
) −2ρ
2ρ−1
(
n2
n
) −2ρ
2ρ−1
=
[k∗0,n1 ]
2
k∗0,n2
(
n21
n2
n
n2
) −2ρ
2ρ−1
.
Pokud zvol´ıme n2 =
n21
n
, k0(n) na ρ nebude za´viset. Konecˇneˇ pomoc´ı dvojte´ho bootstrapu
dosta´va´me odhad optima´ln´ıho indexu prahove´ statistiky
k̂0(n) = k̂0(n; kaux, n1) =
[k∗0,n1 ]
2
k∗
0,n21/n
, (5.17)
ktery´ za´vis´ı na volbeˇ n1 a kaux.
Na zacˇa´tku byl proble´m volby pouze jednoho parametru k. Proble´m jsme prˇevedli
na dva nove´ nezna´me´ parametry kaux a n1. Ota´zka je, zda se t´ımto u´loha jesˇteˇ v´ıce
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nezkomplikovala. Jesˇte prˇed t´ım nezˇ navrhneme volbu teˇchto parametr˚u, uka´zˇeme jejich
vliv na k̂0(n1, kaux) na simulovany´ch datech.
Na obra´zku 5.5 je zna´zorneˇna citlivost odhadu k̂0(n) na volbu kaux a n1 pro Burrovo
rozdeˇlen´ı s parametry γ = 1, ρ = −0.5 a pro zobecneˇne´ Paretovo rozdeˇlen´ı s parametrem
tvaru γ = 0.5. Byl zvolen rozsah na´hodny´ch vy´beˇr˚u n = 1000, pocˇet bootstrapovy´ch
vy´beˇr˚u n∗ = 250, hodnoty indexu pocˇa´tecˇn´ı prahove´ statistiky kaux = 10, kaux = 2
√
n =
63, kaux = 100 a rozsah bootstrapove´ho na´hodne´ho vy´beˇru n1 = 50, 60, 70, . . . , 1000.
Aby byla sn´ızˇena variabilita odhadu, simulace byla opakova´na 1000 kra´t. Do grafu jsou
vyna´sˇeny pr˚umeˇrne´ hodnoty
k̂0 =
1
1000
1000∑
i=1
k̂0i
a odmocnina ze strˇedn´ı kvadraticke´ chyby
RMSE =
√√√√ 1
1000
1000∑
i=1
(k̂0i − k0)2.
Spra´vne´ hodnoty k0 byly zjiˇsteˇny rovneˇzˇ na za´kladeˇ simulace Monte Carlo. Viz. simulacˇn´ı
program uvedeny´ v prˇ´ıloze.
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Obra´zek 5.5: k̂0(n) v za´vislosti na kaux a n1 (vlevo) na datech z: a) Burr(1,−ρ, 1−ργ ) (typ XII)
s ρ = −0.5 a parametrem tvaru γ = 1 (nahorˇe) b) GP(0.5) s parametrem tvaru γ = 0.5 (dole).
Strˇedn´ı kvadraticka´ chyba RMSE (vpravo).
Obdobneˇ byla studova´na dalˇs´ı rozdeˇlen´ı s teˇzˇsˇ´ımi chvosty. Na za´kladeˇ teˇchto studi´ı
mu˚zˇeme usoudit, zˇe volba hodnoty n1 na odhad te´meˇrˇ nema´ vliv. Strˇedn´ı kvadraticka´
chyba je totizˇ prˇiblizˇneˇ konstantn´ı pro r˚uzne´ hodnoty n1. Za´vis´ı ale na volbeˇ kaux. Drees
a Kaufmann vol´ı v [10] kaux = 2
√
n. Dalˇs´ım rˇesˇen´ım by mohlo by´t zaveden´ı dalˇs´ı metody,
ktera´ by opeˇt volila kaux adaptivneˇ nebo uvazˇovat jiny´ tvar vy´razu (5.16) viz. [7].
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Na za´kladeˇ 5.11 mu˚zˇeme podle [14] pomoc´ı bootstrapu odhadnout vychy´len´ı:
b̂iasn1(γˆH(k)) =
[b̂ias
∗
n1
(k)]2
b̂ias
∗
n2
(k)
, 1 ≤ k < n2, n2 = n
2
1
n
,
kde
b̂ias
∗
ni
(k) = E(γ̂∗ni,H(k)− γˆH(kaux)), i = 1, 2.
Hill˚uv odhad pak lze opravit o vychy´len´ı tak, zˇe polozˇ´ıme
γˆCH(k) = γˆH(k)− b̂iasn1(γˆH(k)), 1 ≤ k < n2.
Na obra´zku 5.6 je zna´zorneˇna oprava vychy´len´ı pomoc´ı metody bootstrap pro Burrovo
rozdeˇlen´ı. Byl zvolen rozsah na´hodny´ch vy´beˇr˚u n = 1000, pocˇet bootstrapovy´ch vy´beˇr˚u
n∗ = 250, kaux = 63 a rozsah bootstrapove´ho na´hodne´ho vy´beˇru n1 = 975. Simulace byla
opakova´na 1000 kra´t. Lze pozorovat zlepsˇen´ı vychy´len´ı, ale vy´sledek sta´le nen´ı idea´ln´ı.
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Obra´zek 5.6: Pr˚umeˇrny´ Hill˚uv odhad a pr˚umeˇrny´ opraveny´ Hill˚uv odhad γˆCH na simulovany´ch
datech rozsahu n = 1000 z rozdeˇlen´ı Burr(1,−ρ, 1−ργ ) (typ XII) s parametrem tvaru γ = 2 a
ρ = −0.5.
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5.3. Momentovy´ odhad
Se samotny´m Hillovy´m odhadem nevystacˇ´ıme, pokud obecneˇ uvazˇujeme γ ∈ R. V prˇ´ıpadeˇ,
kdy γ ≤ 0, je pravy´ koncovy´ bod x∗ ≤ 0 a logaritmus pro takove´ hodnoty nen´ı definovan.
Tento proble´m bychom mohli rˇesˇit jednoduchy´m posunut´ım pozorova´n´ı o kladnou kon-
stantu. Je ovsˇem trˇeba jiste´ opatrnosti, protozˇe samotny´ Hill˚uv odhad nen´ı invariantn´ı
v˚ucˇi posunut´ı. V tomto prˇ´ıpadeˇ je trˇeba zave´st novy´ obecneˇjˇs´ı odhad, ktery´ vycha´z´ı z
Hillova odhadu.
Abychom mohli zave´st momentovy´ odhad (vzah (5.26)), mus´ıme kla´st obdobne´ podmı´nky
jako pro Hill˚uv odhad. Pro na´hodny´ vy´beˇr s distribucˇn´ı funkc´ı F pozˇadujeme, aby pravy´
koncovy´ bod x∗ > 0 a byla splneˇna podmı´nka atraktivity tj. F ∈ D(Gγ), γ ∈ R. Potom z
veˇty 3.3 pro x > 0 a vhodnou kladnou funkci a(t) plat´ı
lim
t→∞
U(tx)− U(t)
a(t)
= Dγ(x) =
{
xγ−1
γ
, γ 6= 0,
log x, γ = 0.
(5.18)
Nyn´ı rozliˇsme dva prˇ´ıpady:
a) Uva´zˇ´ıme-li γ ≤ 0, pak z (3.37)
lim
t→∞
U(tx)
U(t)
= 1 x > 0
a pouzˇijeme-li logaritmus, mu˚zˇeme ekvivalentneˇ psa´t
lim
t→∞(logU(tx)− logU(t)) = 0.
Limitu z (5.18) pro γ ≤ 0 uprav´ıme na
lim
t→∞
U(tx)
U(t)
− 1
a(t)
U(t)
= lim
t→∞
logU(tx)− logU(t)
a(t)
U(t)
=
{
xγ−1
γ
, γ < 0,
log x, γ = 0.
(5.19)
b) Uva´zˇ´ıme-li γ > 0, pak z (3.34)
lim
t→∞
U(tx)
U(t)
= xγ, x > 0
a pouzˇijeme-li logaritmus
lim
t→∞
logU(tx)− logU(t)
γ
= log x. (5.20)
Pokud jesˇteˇ uva´zˇ´ıme (vztah (3.35)) γ = limt→∞
a(t)
U(t)
, prˇep´ıˇseme (5.20) na
lim
t→∞
logU(tx)− logU(t)
a(t)
U(t)
= log x. (5.21)
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Ze vztah˚u (5.19) a (5.21) dostaneme pro neˇjakou ,,velkou” hodnotu t aproximaci
logU(tx)− logU(t) ≈

a(t)
U(t)
xγ−1
γ
, γ < 0,
a(t)
U(t)
log x, γ ≥ 0. (5.22)
Da´le definujme j-ty´ moment M (j)n jako odhad limt→∞ E((logX − log t)j|X > t) pro
j = 1, 2, . . .
M (j)n (k) =
1
k
k∑
i=1
(logXn−i+1,n − logXn−k,n)j. (5.23)
Vid´ıme, zˇe pro j = 1 je M (1)n (k) roven Hillovu odhadu γˆH . Da´le podle [5] vzhledem
k vlastnostem empiricke´ distribucˇn´ı funkce mu˚zˇeme odhadnout Uˆ
(
n+1
k+1
)
= Xn−k,n a
Uˆ
(
n+1
i
)
= Xn−i+1,n pro neˇjake´ i ∈ {1, 2, . . . , k}. T´ımto lze na
logXn−i+1,n − logXn−k,n = log Uˆ
(
n+ 1
i
)
− log Uˆ
(
n+ 1
k + 1
)
pohl´ızˇet jako na odhad vy´razu
logU
(
n+ 1
i
)
− logU
(
n+ 1
k + 1
)
= logU
((
n+ 1
k + 1
)(
k + 1
i
))
− logU
(
n+ 1
k + 1
)
.
Pokud dosad´ıme t = n+1
k+1
, x = k+1
i
do (5.22) a uva´zˇ´ıme n
k
→ ∞, pak pro neˇjake´ i ∈
{1, 2, . . . , k}
logXn−i+1,n − logXn−k,n ≈

a(n+1k+1 )
U(n+1k+1 )
( k+1i )
γ−1
γ
, γ < 0,
a(n+1k+1 )
U(n+1k+1 )
log
(
k+1
i
)
, γ ≥ 0.
(5.24)
Dalˇs´ım c´ılem je eliminovat cˇleny a
(
n+1
k+1
)
a U
(
n+1
k+1
)
z (5.24). Toho doc´ıl´ıme, pokud
polozˇ´ıme
(M (1)n (k))
2
M
(2)
n (k)
=
( 1
k
∑k
i=1 logXn−i+1,n − logXn−k,n)2
1
k
∑k
i=1(logXn−i+1,n − logXn−k,n)2
≈

(
1
k
∑k
i=1(
k+1
i )
γ−1
)2
1
k
∑k
i=1((
k+1
i )
γ−1)2
, γ < 0,(
1
k
∑k
i=1
log( k+1i )
)2
1
k
∑k
i=1(log(
k+1
i ))
2 , γ ≥ 0.
(5.25)
Jednotlive´ sumy da´le bl´ızˇe rozebereme. Jestlizˇe k →∞, pak viz. [15]
a) pro γ < 0
lim
k→∞
1
k
k∑
i=1
((
i
k + 1
)−γ
− 1
)
=
∫ 1
0
(u−γ − 1)du = γ
1− γ ,
lim
k→∞
1
k
k∑
i=1
((
i
k + 1
)−γ
− 1
)2
=
∫ 1
0
(u−γ − 1)2du =
[
u1−2γ
1− 2γ
]1
u=0
− 2
[
u1−γ
1− γ
]1
u=0
− 1 =
=
2γ2
(1− 2γ)(1− γ) .
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b) Obdobneˇ pro γ ≥ 0 s pomoc´ı integrace per partes
1
k
k∑
i=2
log
(
k + 1
i
)
= −
∫ 1
0
log udu = 1,
1
k
k∑
i=2
(
log
(
k + 1
i
))2
=
∫ 1
0
(log u)2du = 2.
Odtud s vyuzˇit´ım (5.25) pro k, n→∞, k
n
→ 0
(M (1)n )
2
M
(2)
n
P→
{
1−2γ
2(1−γ) , γ < 0,
1
2
, γ ≥ 0.
Odtud po u´praveˇ a s uva´zˇen´ım principu spojitosti pro konvergenci podle pravdeˇpodobnosti
(viz. veˇta B9 v [1]) dostaneme(
1− (M
(1)
n )
2
M
(2)
n
)−1
P→

(
1− 1−2γ
2(1−γ)
)−1
, γ < 0,
2, γ ≥ 0,
1− 1
2
(
1− (M
(1)
n )
2
M
(2)
n
)−1
P→
{
γ, γ < 0,
0, γ ≥ 0.
Pomoc´ı posledn´ıho vztahu lze z´ıskat momentovy´ odhad pro γ ∈ R. Zajiste´ celou dobu
pracujeme s kladny´mi hodnotami pozorova´n´ı, pro ktera´ je logaritmus definova´n. V praxi
je proto trˇeba dba´t urcˇite´ opatrnosti.
Jednou z vlastnost´ı Hillova odhad je
γˆH
P→
{
0, γ < 0,
γ, γ ≥ 0.
Konecˇneˇ dosta´va´me momentovy´ odhad pro γ ∈ R jako
γˆM(k) = γˆH + γˆ = M
(1)
n + 1−
1
2
(
1− (M
(1)
n )
2
M
(2)
n
)−1
. (5.26)
Momentovy´ odhad je tedy tvorˇen odhadem kladne´ cˇa´sti pomoc´ı Hillova odhadu γˆH a
odhadem za´porne´ cˇa´sti pomoc´ı prvn´ıho a druhe´ho momentu.
5.3.1. Vlastnosti momentove´ho odhadu
Momentovy´ odhad sd´ıl´ı s Hillovy´m spoustu vlastnost´ı, protozˇe se jedna´ o jeho zobecneˇn´ı.
Opeˇt ma´me odhad, ktery´ je invariantn´ı na zmeˇnu meˇrˇ´ıtka, ale ne na posunut´ı. Pro r˚uzne´
hodnoty k dosta´va´me r˚uzne´ odhady. Prˇi zaveden´ı odhadu bylo uka´zano, zˇe za podmı´nek
x∗ > 0, F ∈ D(Gγ), γ ∈ R pro n→∞, k →∞, kn → 0 plat´ı
γˆM
P→ γ.
Momentovy´ odhad je tedy konzistentn´ım odhadem γ. Pokud nav´ıc na distribucˇn´ı funkci
klademe podmı´nku druhe´ho druhu, pak podle [15] str. 104
√
k(γˆM − γ) D→ N(λbρ,γ,D(γ)),
kde λbρ,γ je vychy´len´ı za´visle´ na parametrech ρ a γ. Momentovy´ odhad je tedy za urcˇity´ch
prˇedpoklad˚u asymptoticky norma´ln´ı.
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5.3.2. Odhad optima´ln´ıho prahove´ho indexu k0 pomoc´ı metody
bootstrap
Existuje v´ıce prˇ´ıstup˚u, jak odhadnout optima´ln´ı index prahove´ statistiky k0 vzhledem k
minimalizaci variability a vychy´len´ı. V te´to cˇa´sti vyjdeme ze stejne´ho pricipu popsane´ho
v sekci 5.2.2.
Zaved’me alternativn´ı odhad parametru γ:
γˆMaux(k) =
√
0.5M
(2)
n (k) + 1− 2
3
(
1− M
(1)
n (k)M
(2)
n (k)
M
(3)
n (k)
)−1
.
Stejneˇ jako v 5.2.2 prˇedpokla´da´me na´hodny´ vy´beˇr X1, X2, . . . , Xn. Pouzˇijeme empiric-
kou distribucˇn´ı funkci Fˆ jako odhad F . Uvazˇujeme bootstrapovy´ vy´beˇr X∗1 , X
∗
2 , . . . , X
∗
n1
,
n1 < n, z rozdeˇlen´ı o empiricke´ distribucˇn´ı funkci Fˆ . Momentovy´ odhad z tohoto boot-
strapove´ho vy´beˇru oznacˇme γ̂∗n1,M . Alternativn´ı odhad z tohoto bootstrapove´ho vy´beˇru
oznacˇme odhad γˆ∗n1,Maux(k).
Draisma v cˇla´nku [9] navrhuje minimalizovat bootstrapovy´ odhad strˇedn´ı kvadraticke´
chyby
MSE∗(n1, k1) = E(γ̂∗n1,M(k1)− γˆ∗n1,Maux(k1))2. (5.27)
pro 1 ≤ k1 < n1. Pokud prˇedpokla´da´me F ∈ Dγ a plat´ı podmı´nka druhe´ho druhu pro
ρ < 0, γ 6= ρ a γ 6= 0 a nav´ıc plat´ı (5.13), pak podle [9] (Corollary 3.1) pro k1 → ∞,
k1
n1
→ 0 plat´ı
k∗0,n1
k0(n)
(
n1
n
) −2ρ
2ρ−1 P→ 1, (5.28)
kde k∗0,n1 minimalizuje bootstrapovy´ odhad strˇedn´ı kvadraticke´ chyby (5.27) tj.
k∗0,n1 = arg min1≤k1<n1
MSE∗(n1, k1).
Odtud dostaneme odhad, ktery´ je za´visly´ na parametru druhe´ho druhu ρ. Abychom
za´vislost odstranili, budeme uvazˇovat dalˇs´ı bootstrapovy´ na´hodny´ vy´beˇr rozsahu n2 < n z
rozdeˇlen´ı o empiricke´ distribucˇn´ı funkci Fˆ . Stejny´mi u´pravami jako v sekci 5.2.2 dostaneme
odhad
k̂0(n) = k̂0(n, n1) =
[k∗0,n1 ]
2
k∗
0,n21/n
, (5.29)
ktery´ za´vis´ı na volbeˇ n1. Tato za´vislost bude bl´ızˇe zkouma´na na simulovany´ch datech
v sekci 6.2.3.
Oproti odhadu (5.17) dosta´va´me odhad, ktery´ adaptivneˇ odhaduje hodnotu pomocne´
statistiky γˆMaux(k). Pokud neprˇedpokla´da´me specia´ln´ı tvar funkce A z (5.13), je potrˇeba
zave´st odhad parametru druhe´ho druhu ρ, ktery´ by´va´ znacˇneˇ obt´ızˇny´ a neprˇesny´. Tento
obecneˇjˇs´ı prˇ´ıstup lze nale´zt v [9].
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5.4. Pickands˚uv odhad
Necht’ X1, X2, . . . , Xn je na´hodny´ vy´beˇr z rozdeˇlen´ı o distribucˇn´ı funkc´ı F ∈ D(Gγ), γ ∈ R.
Podle [15] str. 85 pro k →∞, k
n
→ 0 plat´ı
Xn−k,n −Xn−2k,n
Xn−2k,n −Xn−4k,n
P→ 4
γ − 1
2γ − 1 − 1 = 2
γ.
Odtud dosta´va´me nejjednodusˇsˇ´ı a nejstarsˇ´ı konzistentn´ı odhad γ z roku 1975:
γˆP(k) = (log 2)
−1 log
Xn−k,n −Xn−2k,n
Xn−2k,n −Xn−4k,n
, 1 ≤ k ≤ n
4
, k ∈ N,
ktery´ se nazy´va´ Pickands˚uv odhad viz. [26]. Jedna´ se o kvantilovy´ odhad zobecneˇne´ho
Paretova rozdeˇlen´ı, pro ktere´ je media´n roven 2
γ−1
γ
a 0.75 kvantil roven 4
γ−1
γ
. Nav´ıc za
urcˇity´ch prˇedpoklad˚u podle [15] (Theorem 3.3.5) plat´ı
√
k(γˆP − γ) D→ N(λbρ,γ,D(γ)),
kde λbρ,γ je vychy´len´ı za´visle´ na parametrech ρ a γ.
Pickands˚uv odhad je velmi citlivy´ na volbu k. Dokonce mala´ zmeˇna k mu˚zˇe vyvolat
znacˇnou zmeˇnu hodnoty odhadu viz obra´zek 5.7.
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Obra´zek 5.7: Pickands˚uv a Hill˚uv odhad na simulovane´m na´hodne´m vy´beˇru rozsahu n = 1000 z
Cauchyho rozdeˇlen´ı.
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5.5. Shrnut´ı neˇktery´ch asymptoticky´ch vlastnost´ı od-
had˚u
Maxima´lneˇ veˇrohodny´ γˆMLE, Hill˚uv γˆH , momentovy´ γˆM a Pickands˚uv γˆP odhad jsou
konzistentn´ımi odhady indexu extre´mn´ı hodnoty γ. Dalˇs´ı d˚ulezˇitou vlastnost´ı vsˇech jme-
novany´ch odhad˚u je za splneˇn´ı urcˇity´ch prˇedpoklad˚u asymptoticka´ normalita, tj. pro
k →∞, k
n
→ 0 √
k(γˆ − γ) D→ N (λbγ,ρ,D(γ)) ,
kde λbγ,ρ je neˇjake´ vychy´len´ı za´visle´ na γ a parametru druhe´ho druhu ρ.
Obra´zek 5.8 prˇedstavuje za´vislosti asymptoticky´ch rozptyl˚u dany´ch odhad˚u na para-
metru γ. Hill˚uv odhad ma´ nejmensˇ´ı asymptoticky´ rozptyl D(γ) pro kladne´ hodnoty γ.
Maxima´lneˇ veˇrohodny´ odhad ma´ nejmensˇ´ı asymptoticky´ rozptyl pro za´porne´ hodnoty
γ. Pro srovna´n´ı odhad˚u je rovneˇzˇ potrˇeba uva´zˇit jejich vychy´len´ı, ktere´ za´vis´ı na dvou
nezna´my´ch parametrech. Poto je velmi komplikovane´ odhady analyticky porovnat. Po-
drobneˇji viz. [15].
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Obra´zek 5.8: Asymptoticky´ rozptyl.
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6. Analy´za desˇt’ovy´ch rˇad
6.1. Data
Hydrologicka´ data jsou vyhodnocova´na za u´cˇelem stanoven´ı odtokove´ho mnozˇstv´ı z maly´ch
povod´ı a predikci rozvodneˇn´ı tok˚u. T´ım bude doc´ılen spolehlivy´ provoz meˇstske´ho od-
vodneˇn´ı. Tyto syste´my maj´ı zabra´nit vypousˇteˇn´ı odpadn´ıch vod prˇekracˇuj´ıc´ı mezn´ı kon-
centrace fyzika´ln´ıch, chemicky´ch a biologicky´ch parametr˚u, ktere´ ohrozˇuj´ı kvalitu prˇ´ırodn´ı
vody. Nav´ıc tyto syste´my maj´ı zajistit ochranu osob a majetku prˇed sˇkodlivy´mi u´cˇinky
hydrologicky´ch situac´ı. C´ılem je nale´zt kompromis mezi hydrologickou a ekologickou spo-
lehlivost´ı a vznikly´mi na´klady. Odtoky z maly´ch povod´ı jsou zp˚usobeny kra´tkodoby´mi
prˇ´ıvalovy´mi desˇti. U prˇ´ıvalovy´ch desˇt’˚u hlavneˇ sledujeme jejich trva´n´ı, intenzitu a mnozˇstv´ı
napadly´ch sra´zˇek, ktere´ se meˇrˇ´ı urcˇity´m druhem sra´zˇkomeˇru. Konkre´tneˇ se pouzˇ´ıva´ meˇrˇic´ı
prˇ´ıstroj ombrograf, ktery´m se v Cˇeske´ republice obvykle meˇrˇ´ı od kveˇtna do za´rˇ´ı. Nevy´hodou
ombrografu je, zˇe nedoka´zˇe zachytit meˇrˇen´ı v dobeˇ, kdy se teplota okoln´ıho vzduchu po-
hybuje pod bodem mrazu a sra´zˇky jsou v pevne´m skupenstv´ı, proto prˇes zimn´ı obdob´ı
neprob´ıhaj´ı veˇtsˇinou zˇa´dna´ meˇrˇen´ı. Nicme´neˇ nejv´ıce sra´zˇkovy´ch u´hrn˚u nasta´va´ pra´veˇ mezi
meˇs´ıci kveˇten a za´rˇ´ı.
Sra´zˇkove´ u´hrny byly vyvzorkova´ny pro prahovy´ model metodou PDS (Partial Duration
Series) podle [19], prˇicˇemzˇ bylo z´ıska´no 12 r˚uzny´ch rˇad trvaj´ıc´ı 5, 10, 15, 20, 30, 45, 60, 90,
120, 180, 240, 360 minut. Stanovena´ krite´ria ale nejsou schopna zcela zarucˇit statistickou
neza´vislost vzork˚u. Z tohoto pohledu by meˇly by´t desˇt’ove´ rˇady da´le studova´ny. Vliv
za´visly´ch pozorova´n´ı na semi-parametricke´ metody odhadu parametru γ a pohled na
rˇadu jako stochasticky´ proces je nad ra´mec te´to pra´ce. Statisticka´ analy´za teˇchto rˇad s
vyuzˇit´ım metody maxima´ln´ı veˇrohodnosti jizˇ byla provedena v [23].
Obra´zek 6.1: Cˇasova´ rˇada 16ti let vyvzorkovany´ch sra´zˇkovy´ch u´hrn˚u trvaj´ıc´ıch 360 minut ze
stanice Brno - Zˇabovrˇesky. Celkem 781 meˇrˇen´ı.
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Statisticka´ analy´za bude da´le zameˇrˇena na kratke´ desˇt’ove´ rˇady z oblasti Brno -
Zˇabovrˇesky, pro kterou byla vybra´na nejkratsˇ´ı rˇada obsahuj´ıc´ı 781 pozorova´n´ı s dobou
trva´n´ı 360 minut. Meˇrˇen´ı probeˇhla beˇhem 16ti let, konkre´tneˇ mezi lety 1987 a 2003 viz.
obra´zek 6.1. Aby bylo mozˇne´ kvalitneˇ predikovat zrˇ´ıdka se vyskytuj´ıc´ı jevy, je potrˇeba co
nejkvalitneˇji odhadnout index extre´mn´ı hodnoty γ. C´ılem je doporucˇit pomoc´ı simulac´ı
neˇkterou z metod odhadu parametru γ uvedenou v te´to pra´ci.
6.1.1. Testy dobre´ shody
V tomto odstavci je c´ılem nale´zt vhodna´ rozdeˇlen´ı, ktera´ by co nejle´pe popisovala jizˇ
zmı´neˇnou desˇt’ovou rˇadu. U´cˇelem je pouze orientacˇneˇ navrhnout vhodna´ rozdeˇlen´ı k si-
mulacˇn´ım studi´ım pro neparametricke´ metody. Za pomoc´ı statisticke´ho softwaru minitab
16 budou vykresleny probability ploty (pravdeˇpodobnostn´ı grafy) a proveden Aderson-
Darling˚uv test. Testy budou provedeny na vsˇech mozˇny´ch rozdeˇlen´ıch, ktere´ knihovna v
Minitabu obsahuje. Konkre´tneˇ se jedna´ o rozdeˇlen´ı lognorma´ln´ı, norma´ln´ı, exponencia´ln´ı,
Weibullovo, extre´mn´ı hodnoty, gamma, logisticke´, loglogisticke´.
Probability plot ma´ stejny´ vy´znam jako kvantilovy´ graf. Odliˇsnost spocˇ´ıva´ pouze v
hodnota´ch na osa´ch, ktere´ jsou v prˇ´ıpadeˇ kvantilove´ho grafu kvantily teoreticke´ho testo-
vane´ho rozdeˇlen´ı a kvantily empiricke´ distribucˇn´ı funkce. V minitabu u probability plotu
jsou funkcˇn´ı hodnoty teoreticke´ distribucˇn´ı funkce vyna´sˇeny v procentech na svisle´ ose.
Idea´ln´ı shoda by nastala, pokud by vsˇechny hodnoty lezˇely na vyznacˇene´ u´secˇce. Mala´
hodnota testovac´ı statistiky indukuje dobrou shodu s testovany´m rozdeˇlen´ım.
Na obra´zku 6.2 jsou uvedeny vy´sledky Anderson-Darlingovy´ch test˚u a popisne´ statis-
tiky sra´zˇkove´ rˇady. Na za´kladeˇ p-hodnot u jednotlivy´ch rozdeˇlen´ı zamı´ta´me hypote´zu, zˇe
data pocha´z´ı z neˇktere´ho testovane´ho rozdeˇlen´ı, na hladineˇ vy´znamnosti α = 0.05.
Obra´zek 6.2: Vy´sledky Anderson-Darlingovy´ch test˚u pro 360 minutovou desˇt’ovou rˇadu ze stanice
Brno - Zˇabovrˇesky. Celkem 781 meˇrˇen´ı.
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Z probability plot˚u na obra´zku 6.3 je patrna´ bimodalita. Je mozˇne´ pozorovat celou
skupinu odlehly´ch pozorova´n´ı. Jednou z prˇ´ıcˇin je, zˇe ombrograf neˇkdy zaznamena´va´ velmi
male´ intenzity. Mu˚zˇe se naprˇ´ıklad jednat o rosu. Pro lepsˇ´ı shodu s teoreticky´m rozdeˇlen´ım
je potrˇeba tyto hodnoty odfiltrovat. Da´le budou prova´deˇny testy dobre´ shody na kratsˇ´ı
desˇt’ove´ rˇadeˇ, ktera´ obsahuje sra´zˇkove´ u´hrny vysˇsˇ´ı nezˇ 5mm.
Obra´zek 6.3: Neˇktere´ probability ploty pro 360 minutovou desˇt’ovou rˇadu ze stanice Brno -
Zˇabovrˇesky. Celkem 781 meˇrˇen´ı.
Z vy´sledk˚u na obra´zku 6.4 jizˇ nezamı´ta´me hypote´zu, zˇe data pocha´z´ı z Weibullova nebo
exponencia´ln´ıho rozdeˇlen´ı, na hladineˇ vy´znamnosti α = 0.05. p-hodnota pro exponencia´ln´ı
rozdeˇlen´ı je hranicˇn´ı. Prˇ´ıcˇinou jsou velke´ odchylky pro male´ kvantily, ktere´ vzhledem k
za´jmu modelova´n´ı chvostu nejsou podstatne´. Vzhledem k vy´sledk˚um teˇchto test˚u da´le
zameˇrˇme simulacˇn´ı studie na Weibullovo a exponencia´ln´ı rozdeˇlen´ı.
Minitab nav´ıc doporucˇuje na za´kladeˇ maximalizace veˇrohodostn´ı funkce Weibullova
rozdeˇlen´ı odhad parametru tvaru α = 0.91 a meˇrˇ´ıtka λ = 7.61. Distribucˇn´ı funkce pro
Weibullovo rozdeˇlen´ı je tvaru
F (x) = 1− exp
(
−
(
x
λ
)α)
, x > 0.
Pro exponencia´ln´ı rozdeˇlen´ı dostaneme parameter meˇrˇ´ıtka 1
λ
= 7.9. Distribucˇn´ı funkce je
tvaru
F (x) = 1− exp (−λx) , x > 0.
Vzhledem k tomu, zˇe odhady jsou invariantn´ı v˚ucˇi zmeˇneˇ meˇrˇ´ıtka a rozdeˇlen´ı lezˇ´ı v Gu-
mbloveˇ oboru atraktivity, nen´ı nutne´ bra´t tyto parametry v potaz.
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Obra´zek 6.4: Neˇktere´ probability ploty pro 360 minutovou desˇt’ovou rˇadu ze stanice Brno -
Zˇabovrˇesky. Rˇada obsahuje pouze hodnoty vysˇsˇ´ı nezˇ 5.
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6.2. Porovna´n´ı odhad˚u na za´kladeˇ simulac´ı
Obvykle se ve statistice hodnot´ı kvalita odhadu podle strˇedn´ı kvadraticke´ chyby. Idea´ln´ı
odhad je takovy´, ktery´ ma´ nulove´ vychy´len´ı a co nejmensˇ´ı rozptyl. Tyto charakteristiky
jsou ale analyticky velmi obt´ızˇneˇ odvoditelne´. Prostor dosta´vaj´ı numericke´ simulacˇn´ı me-
tody, prˇedevsˇ´ım metoda Monte Carlo.
6.2.1. Popis simulac´ı
Simulacˇn´ı studie bude zameˇrˇena na maxima´lneˇ veˇrohody´ odhad γˆMLE, Hill˚uv odhad γˆH ,
momentovy´ odhad γˆM a Pickands˚uv odhad γˆP . Jako vy´choz´ı testovac´ı model bude pouzˇito
Gumblovo a exponencia´ln´ı rozdeˇlen´ı z sekce 6.1.1.
Nejprve bylo z dane´ho rozdeˇlen´ı vygenerova´no MC = 500 na´hodny´ch vy´beˇr˚u o rozsahu
n = 781 a provedeny vy´sˇe zminˇovane´ odhady. Za u´cˇelem jesˇteˇ vysˇsˇ´ıho sn´ızˇen´ı variability
byla simulace opakova´na R = 5 kra´t. Simulaci velmi zpomaluje maxima´lneˇ veˇrohodny´
odhad, u ktere´ho je potrˇeba rˇesˇit R×MC × (n− 1) nelinea´rn´ıch rovnic. Pro tento odhad
byla vyuzˇita matlabovska´ funkce gpfit. Pro zbyle´ odhady byla nav´ıc zvla´sˇt’ provedena
simulace rozsahu MC = 5000, R = 100 za u´cˇelem zvy´sˇen´ı prˇesnosti.
Optima´ln´ı index prahove´ statistiky je pocˇ´ıta´n jako
k0 =
1
R
R∑
r=1
(
arg min
1≤k<n
M̂SEr
)
=
1
R
R∑
r=1
arg min
1≤k<n
MC∑
j=1
(γ̂r,j(k)− γ)2
 ,
kde γ̂r,j znacˇ´ı momentovy´, Hill˚uv nebo maxima´lneˇ veˇrohodny´ odhad. V prˇ´ıpadeˇ Pickand-
sova odhadu je potrˇeba dba´t zrˇetel na to, pro ktere´ hodnoty k je definovany´. Mez pro
optima´ln´ı index prahove´ statistiky je potrˇeba upravit. Konkre´tneˇ se pro Pickans˚uv odhad
spocˇte
k0 =
1
R
R∑
r=1
arg min
1≤k≤194
MC∑
j=1
(γ̂Pr,j(k)− γ)2
 .
6.2.2. Vy´sledky simulac´ı
Na obra´zku 6.5, prˇ´ıpadneˇ 6.6, jsou porovna´ny vsˇechny zmı´neˇne´ odhady na Weibulloveˇ,
prˇ´ıpadneˇ exponencia´ln´ım, rozdeˇlen´ı. Oba obra´zky da´vaj´ı prˇiblizˇneˇ podobne´ vy´sledky. Pic-
kands˚uv odhad je v tomto prˇ´ıpadeˇ definova´n pouze pro k < 195. Vzhledem k pocˇtu
opakova´n´ı docha´z´ı k vyhlazova´n´ı pr˚ubeˇh˚u odhad˚u. Nen´ı prˇekvapuj´ıc´ı, zˇe Hill˚uv odhad
je s rostouc´ım k nejv´ıce vychy´leny´, prˇestozˇe je sta´le konzistentn´ım odhadem parametru
γ = 0, pro k → ∞ k
n
→ 0. Tento odhad se hod´ı prˇedevsˇ´ım pro vysˇsˇ´ı hodnoty γ, pro
ktere´ je dokonce odhadem s nejmensˇ´ım rozptylem v˚ucˇi ostatn´ım zminˇovany´m odhad˚um.
Jestlizˇe je γ bl´ızka´ nule, hroz´ı, zˇe Hill˚uv odhad prˇesa´hne skutecˇnou hodnotu γ. Tato situ-
ace mu˚zˇe mı´t za na´sledek prˇ´ıliˇs pesimisticke´ predikce. Pickands˚uv odhad da´va´ rozumneˇjˇs´ı
vy´sledky, ale obecneˇ nen´ı tolik doporucˇova´n kv˚uli jeho vysoke´ citlivosti na volbu k a
nav´ıc je pocˇ´ıta´n z velmi male´ho pocˇtu pozorova´n´ı. Nejlepsˇ´ı vy´sledky da´vaj´ı momentovy´
a maxima´lneˇ veˇrohodny´ odhady. Z graf˚u plyne podezrˇen´ı, zˇe strˇedn´ı kvadraticka´ chyba
momentove´ho nebo veˇrohodne´ho odhadu mu˚zˇe da´le klesat pro k > 194. Tyto dva odhady
budou porovna´ny jesˇteˇ jednou.
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Obra´zek 6.5: Simulace z Weibullova rozdeˇlen´ı o rozsahu 781 s pocˇtem opakova´n´ı R = 5 kra´t
MC = 500. Pr˚umeˇrne´ odhady parametru γ v za´vislosti na k (vlevo). Strˇedn´ı kvadraticka´ chyba
v za´vislosti na k (vpravo).
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Obra´zek 6.6: Simulace z exponencia´ln´ıho rozdeˇlen´ı o rozsahu 781 s pocˇtem opakova´n´ı R = 5
kra´t MC = 500. Pr˚umeˇrne´ odhady parametru γ v za´vislosti na k (vlevo). Strˇedn´ı kvadraticka´
chyba v za´vislosti na k (vpravo).
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Srovna´n´ı momentove´ho a maxima´lneˇ veˇrohodne´ho odhadu na Weibulloveˇ rozdeˇlen´ı je
zna´zorneˇno na obra´zku 6.7. Pro hodnoty k bl´ızke´ n mu˚zˇe docha´zet k numericke´ nestabiliteˇ.
Momentovy´ odhad je totizˇ pocˇ´ıta´n pomoc´ı zlogaritmovany´ch hodnot. Mala´ pozorova´n´ı
mohou by´t bl´ızka´ nule, ale nejsou azˇ tak zaj´ımava´. Veˇtsˇ´ı pozornost si zaslouzˇ´ı hodnoty
momentove´ho odhadu pro k = 100, . . . , 250, pro ktere´ vycha´z´ı strˇedn´ı kvadraticka´ chyba
tohoto odhadu nejmensˇ´ı a da´va´ velmi podobne´ hodnoty. Oproti maxima´lneˇ veˇrohodne´mu
odhadu je momentovy´ odhad v´ıce vychy´len, a t´ım da´va´ o neˇco horsˇ´ı vy´sledky.
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Obra´zek 6.7: Simulace z Weibullova rozdeˇlen´ı o rozsahu 781 s pocˇtem opakova´n´ı R = 5 kra´t
MC = 500. Pr˚umeˇrne´ odhady parametru γ v za´vislosti na k (vlevo). Strˇedn´ı kvadraticka´ chyba
v za´vislosti na k (vpravo).
Srovna´n´ı momentove´ho a maxima´lneˇ veˇrohodne´ho odhadu na exponencia´ln´ım rozdeˇlen´ı
je zna´zorneˇno na obra´zku 6.7. Dosta´va´me obdobne´ pr˚ubeˇhy jako u Weibullova rozdeˇlen´ı.
Opeˇt docha´z´ı k numericke´ nestabiliteˇ pro hodnoty k bl´ızke´ n. Strˇedn´ı kvadraticka´ chyba je
ale u momentove´ho odhadu n´ızka pro k = 150, . . . , 300. Nen´ı prˇekvapuj´ıc´ı, zˇe maxima´lneˇ
veˇrohodny´ odhad dosahuje nejmensˇ´ı chyby pro k = 780. Tento odhad vycha´z´ı z rozdeˇlen´ı
,,velky´ch pozorova´n´ı”, ktera´ maj´ı prˇiblizˇneˇ zobecneˇne´ Paretovo rozdeˇlen´ı. Pro γ = 0 je
exponencia´ln´ı rozdeˇlen´ı specia´ln´ım prˇ´ıpadem zobecneˇne´ho Paretova rozdeˇlen´ı.
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Obra´zek 6.8: Simulace z exponencia´ln´ıho rozdeˇlen´ı o rozsahu 781 s pocˇtem opakova´n´ı R = 5
kra´t MC = 500. Pr˚umeˇrne´ odhady parametru γ v za´vislosti na k (vlevo). Strˇedn´ı kvadraticka´
chyba v za´vislosti na k (vpravo).
Hill MLE Mom Pickands
Weibull(7.6, 0.92), MC = 5000, R = 100, γ = 0
k0 3 - 136 152
γˆ(k0) 0.17254 - 0.06821 0.08546
RMSE 0.19420 - 0.11938 0.17099
Weibull(7.6, 0.92), MC = 500, R = 5, γ = 0
k0 2 474 142 156
γˆ(k0) 0.16332 0.01460 0.07356 0.08413
RMSE 0.19252 0.06053 0.12067 0.16604
exponencia´ln´ı(0.13), MC = 5000, R = 100, γ = 0
k0 2 - 184 194
γˆ(k0) 0.10154 - 0.05233 -0.00337
RMSE 0.18054 - 0.10154 0.12962
exponencia´ln´ı(0.13), MC = 500, R = 5, γ = 0
k0 2 780 213 194
γˆ(k0) 0.15224 -0.00551 0.05732 -0.00648
RMSE 0.17984 0.03731 0.10019 0.12998
Tabulka 6.1: Vy´sledky simulac´ı
Souhrn vy´sledk˚u simulac´ı je uveden v tabulce 6.1. Statistika RMSE prˇedstavuje od-
mocninu ze strˇedn´ı kvadraticke´ chyby pro γ(k0). Da´le je uvedena pr˚umeˇrna´ hodnota od-
hadu parametru γ opeˇt pro k0. Pickands˚uv odhad je kvantilovy´m odhadem zobecneˇne´ho
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Paretova rozdeˇlen´ı. Proto pro tento odhad v prˇ´ıpadeˇ exponencia´ln´ıho rozdeˇlen´ı vycha´z´ı
nejmensˇ´ı kvadraticka´ chyba pro maxima´ln´ı mozˇne´ k. Na za´kladeˇ teˇchto vy´sledk˚u vycha´z´ı
v´ıteˇzneˇ maxima´lneˇ veˇrohodny´ odhad. Ovsˇem momentovy´ odhad take´ neda´va´ sˇpatne´
vy´sledky.
6.2.3. Momentovy´ odhad pomoc´ı metody bootstrap
V praxi by´va´ velmi obt´ızˇne´ odhadnout prahovy´ index k0. V te´to cˇa´sti bude bl´ızˇe zkouma´na
volba tohoto prahu pro momentovy´ odhad pomoc´ı metody bootstrap na simulovany´ch
datech z rozdeˇlen´ı, ktera´ co nejle´pe popisuj´ı zmı´neˇnou desˇt’ovou rˇadu. Jako model tedy
uvazˇujme opeˇt Weibullovo a exponencia´ln´ı rozdeˇlen´ı.
Uvazˇujme metodu popsanou v sekci 5.3.2. Odhad k̂0 definovany´ vztahem (5.29) za´vis´ı
na volbeˇ velikosti bootstrapove´ho vy´beˇr˚u n1 < n. Nejle´pe bychom volili n1 takove´, zˇe
hodnota k̂0(n1) je rovna hodnota´m z tabulky 6.1. Generujeme protoMC = 500 na´hodny´ch
vy´beˇr˚u, pro ktere´ vypocˇ´ıta´me
k̂0(n1) =
1
MC
MC∑
i=1
k̂0i(n1),
kde vol´ıme n1 = n
1−,  ∈ (0, 1). Pocˇet bootstrapovy´ch vy´beˇr˚u n∗ je zvolen podle zvyklost´ı
250.
Na obra´zku 6.9 je zna´zorneˇn pr˚ubeˇh k̂0(n1) pro r˚uzneˇ zvolene´ hodnoty . V prˇ´ıpadeˇ
Weibullova rozdeˇlen´ı lze pozorovat mı´rny´ pokles strˇedn´ı kvadraticke´ chyby s rostouc´ım
n1.
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Obra´zek 6.9: Za´vislost boostrapove´ho odhadu indexu k0 na volbeˇ rozsahu boostrapove´ho
na´hodne´ho vy´beˇru n1 na simulovany´ch datech z exponencia´ln´ıho (modrˇe) a Weibullova(cˇerveneˇ)
rozdeˇlen´ı s rozsahem n = 781 a pocˇtem opakova´n´ı MC = 500, n∗ = 250. Pr˚umeˇrne´ odhady
k̂0(n1) (vlevo). Odmocnina ze strˇedn´ı kvadraticke´ chyby odhadu γˆM (k0(n1)) (vpravo).
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Souhrn vy´sledk˚u te´to simulace je uveden v tabulce 6.2. Nejlepsˇ´ı vy´sledky jsou dosazˇeny
pro  = 0, 005, respektive n1 = 756. V prˇ´ıpadeˇ exponencia´ln´ıho rozdeˇlen´ı se odhad indexu
k0 prˇ´ıliˇs neliˇs´ı od vy´sledk˚u z tabulky 6.1. V prˇ´ıpadeˇ Weibullova rozdeˇlen´ı dosta´va´me sta´le
rozumne´ vy´sledky vzhledem k strˇedn´ı kvadraticke´ chybeˇ z obra´zku 6.7.
Vstup Weibull(7.6, 0.92), γ = 0 exponencia´ln´ı(0.13), γ = 0
 n1 n2 k̂0 γˆM(k̂0) RMSE(γˆM(k̂0)) k̂0 γˆM(k̂0) RMSE(γˆM(k̂0))
0,000 781 781 206 0,09560 0,12535 227 0,06328 0,10417
0,005 756 732 197 0,09270 0,12385 220 0,06199 0,10540
0,010 731 684 201 0,09313 0,12378 221 0,06219 0,10518
0,015 707 640 201 0,09313 0,12378 222 0,06222 0,10452
0,020 684 599 206 0,09560 0,12535 223 0,06204 0,10394
0,025 662 561 199 0,09316 0,12378 224 0,06254 0,10392
0,030 640 524 201 0,09313 0,12378 226 0,06282 0,10409
0,035 619 491 205 0,09453 0,12489 225 0,06250 0,10440
0,040 599 459 207 0,09605 0,12552 225 0,06250 0,10440
0,045 579 429 209 0,09658 0,12657 219 0,06100 0,10450
0,050 560 402 204 0,09415 0,12479 225 0,06250 0,10440
0,150 288 106 215 0,09897 0,12830 221 0,06219 0,10518
Tabulka 6.2: Vy´sledky simulac´ı
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6.3. Odhady na rea´lny´ch datech
Vrat’me se k sra´zˇka´m ze stanice Brno - Zˇabovrˇesky s dobou trva´n´ı 360 minut, ktere´ jsou
uda´va´ny v milimetrech na 3 desetinna´ mı´sta. Rˇady sra´zˇkovy´ch u´hrn˚u mohou obsahovat
stejne´ hodnoty. Nejcˇasteˇjˇs´ı prˇ´ıcˇinou mu˚zˇe by´t zaokrouhlova´n´ı a neprˇesna´ meˇrˇen´ı. Odhady
parametru γ byly odvozeny s u´vahou r˚uzny´ch hodnot na´hodne´ho vy´beˇru. Proto je do
teˇchto dat vnesen sˇum, ktery´ ma´ rovnomeˇrne´ rozdeˇlen´ı R(-0.0005,0.0005).
Na obra´zku 6.10 je zna´zorneˇn pr˚ubeˇh vsˇech odhad˚u zavedeny´ch v te´to pra´ci na vybrane´
desˇt’ove´ rˇadeˇ. Vid´ıme, zˇe Pickands˚uv odhad ma´ vysokou variabilitu. Hill˚uv odhad je znacˇneˇ
vychy´len kv˚uli hodnota´m γˆ, ktere´ jsou bl´ızke´ nule. Pro k = 1, 2, . . . , 80 da´vaj´ı momentove´
a maxima´lneˇ veˇrohodne´ odhady velmi podobne´ vy´sledky.
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Obra´zek 6.10: Odhady parametru γ na desˇt’ove´ rˇadeˇ vyvzorkovany´ch sra´zˇkovy´ch u´hrn˚u trvaj´ıc´ıch
360 minut ze stanice Brno - Zˇabovrˇesky. Celkem 781 meˇrˇen´ı.
Pro momentovy´ odhad je da´le proveden odhad k0 pomoc´ı metody bootstrap. Byl
zvolen rozsah bootstrapove´ho na´hodne´ho vy´beˇru n1 = 756, n
∗ = 250. Odhad byl opakova´n
MC = 1000 kra´t. Odhady jsou zna´zorneˇny pomoc´ı histogramu˚ 6.11. Vzhledem k neˇktery´m
odlehly´m odhad˚um k̂0 je vhodneˇjˇs´ı mı´sto vy´beˇrove´ho pr˚umeˇru pouzˇ´ıt robustn´ı media´novy´
odhad strˇedn´ı hodnoty. Vy´sledny´ odhad prahove´ho indexu je zaznamena´n v tabulce 6.3
vcˇetneˇ smeˇrodatne´ odchylky odhadu γˆM(k̂0), ktera´ mu˚zˇe poslouzˇit k sestaven´ı intervalu
spolehlivosti.
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Obra´zek 6.11: Histogramy odhad˚u k̂0(vlevo) a γˆM (k̂0) (vpravo).
Stanice Brno - Zˇabovrˇesky. Sra´zˇky s dobou trva´n´ı 360 minut.
Vstup Vy´stup
n  n1 n2 MC n
∗ γˆM(k̂0) k̂0 smeˇr. odchylka
781 0.005 756 732 1000 250 0.0701 41 0.0814
Tabulka 6.3: Vy´sledky momentove´ho odhadu na rea´lny´ch datech
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Obra´zek 6.12: Momentovy´ odhad parametru γ a odhad optima´ln´ıho prahu k0 pomoc´ı metody
bootstrap na datech ze Stanice Brno - Zˇabovrˇesky. Sra´zˇky s dobou trva´n´ı 360 minut.
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6.4. Shrnut´ı
Sra´zˇkove´ u´hrny vybrane´ desˇtove´ rˇady lze prˇiblizˇneˇ popsat pomoc´ı Weibullova nebo expo-
nencia´ln´ıho rozdeˇlen´ı. Tato rozdeˇlen´ı lezˇ´ı v oboru atraktivity rozdeˇlen´ı Gumbelova typu.
Prˇi simulacˇn´ıch studi´ıch na teˇchto rozdeˇlen´ıch vycha´z´ı v´ıteˇzneˇ parametricky´ odhad ma-
xima´ln´ı veˇrohodnoti zalozˇeny´ na veˇrohodnostn´ı funkci zobecneˇne´ho Paretova rozdeˇlen´ı.
Rozumne´ vy´sledky da´va´ i semi-parametricky´ momentovy´ odhad, ktery´ mu˚zˇe by´t mı´rneˇ
vychy´leny´. Pro tento odhad lze da´le rozumneˇ odhadnout index prahove´ statistiky na
za´kladeˇ metody bootstrap i prˇesto, zˇe index extre´mn´ı hodnoty γ = 0. S touto ,,sin-
gularitou” ma´ veˇtsˇina semi-parametricky´ch odhad˚u proble´my a by´va´ prˇedmeˇtem mnoha
dnesˇn´ıch studi´ı. Rovneˇzˇ lze da´le zkoumat za´vislost odhadu na volbeˇ pocˇtu bootstrapovy´ch
vy´beˇr˚u n∗ nebo uvazˇovat rozdeˇlen´ı z jine´ nezˇ Gumbelovy sfe´ry.
Na konkre´tn´ı desˇt’ove´ rˇadeˇ byl proveden zmı´neˇny´ momentovy´ odhad parametru γ
za pomoc´ı metody bootstrap, ktery´ vycha´z´ı podle ocˇeka´va´n´ı bl´ızko nule. V modelu se
prˇedpokla´da´ mimo jine´ neza´vislost a stejne´ rozdeˇlen´ı pozorova´n´ı, splneˇn´ı podmı´nky druhe´ho
druhu pro parametr ρ < 0, ρ 6= γ a specia´ln´ı tvar funkce A podle vztahu 5.13. Desˇt’ovou
rˇadu nejsp´ıˇs netvorˇ´ı neza´visla´ stejneˇ rozdeˇlena´ pozorova´n´ı. Da´le je vhodne´ zkoumat vliv
stochasticky´ch proces˚u na momentovy´ odhad. Rovneˇzˇ lze zkoumat odhad parametru ρ,
pomoc´ı ktere´ho lze z´ıskat odhad optima´ln´ı prahove´ statistiky pro obecny´ tvar funkce A.
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7. Za´veˇr
Prvn´ı cˇa´st diplomove´ pra´ce je veˇnova´na teorii rozdeˇlen´ı extre´mn´ıch hodnot. Je zde
zformulova´na a doka´za´na limitn´ı veˇta pro rozdeˇlen´ı maxim a uvedeny za´kladn´ı vlastnosti
rozdeˇlen´ı extre´mn´ıho typu. Tato cˇa´st take´ obsahuje spoustu teoreticky´ch poznatk˚u, ktere´
jsou da´le vyuzˇity prˇi zava´deˇn´ı odhad˚u parametru rozdeˇlen´ı extre´mn´ıho typu.
Steˇzˇejn´ı cˇa´st diplomove´ pra´ce tvorˇ´ı semi-parametricke´ metody odhadu indexu extre´mn´ı
hodnoty. Tyto metody vcˇetneˇ parametricke´ metody maxima´ln´ı veˇrohodnosti jsou teore-
ticky popsa´ny a implementova´ny s ohledem na vy´pocˇetn´ı rychlost. Da´le jsou srovna´ny
na za´kladeˇ simulac´ı z vhodneˇ vybrany´ch rozdeˇlen´ı, ktera´ jsou velmi bl´ızka´ rozdeˇlen´ı
sra´zˇkovy´ch u´hrn˚u z vybrane´ desˇt’ove´ rˇady. Z teˇchto simulacˇn´ıch studi´ı vycha´z´ı v´ıteˇzneˇ
parametricky´ maxima´lneˇ veˇrohodny´ odhad. Pro danou rˇadu je da´le navrzˇen novy´ od-
had, ktery´ kombinuje momentovy´ odhad s metodou bootstrap. Tento odhad vznikl zjed-
nodusˇen´ım odhadu uvedene´ho v cˇla´nku [9] a jeho hlavn´ı vy´hodou je nepotrˇeba odhadu
parametru druhe´ho druhu. Navrzˇeny´ odhad nalezne uplatneˇn´ı i pro jina´ data nezˇ sra´zˇkove´
rˇady.
Soucˇa´st´ı pra´ce je simulacˇn´ı program s propracovany´m uzˇivatelsky´m prostrˇed´ım pro
odhad optima´ln´ıho prahove´ho indexu pro vybrana´ rozdeˇlen´ı patrˇ´ıc´ı do oboru atraktivity
rozdeˇlen´ı Fre´chetova typu. V programu lze mimo jine´ odhadovat index extre´mn´ı hodnoty
z rea´lny´ch dat.
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A. SIMULACˇNI´ PROGRAM
A. Simulacˇn´ı program
Program obsazˇeny´ v prˇ´ıloze slouzˇ´ı k vy´pocˇt˚um odhad˚u indexu extre´mn´ı hodnoty a k
volbeˇ optima´ln´ıho prahove´ho indexu pro rozdeˇlen´ı z Fre´chetova oboru atraktivity. K jeho
spusˇteˇn´ı je nutny´ Matlab se statisticky´m toolboxem nejle´pe verze R2012b a noveˇjˇs´ı. Pro-
gram se spousˇt´ı souborem My guide2 (je potrˇeba se nacha´zet ve spra´vne´m adresa´rˇi s t´ımto
souborem).
Program se deˇl´ı na trˇi cˇa´sti. Prvn´ı z nich je zameˇrˇena na srovna´n´ı odhad˚u na simu-
lovany´ch na´hodny´ch vy´beˇrech z vybrany´ch rozdeˇlen´ı. Druhou cˇa´st tvorˇ´ı Hill˚uv odhad s
metodou bootstrap pro simulovane´ na´hodne´ vy´beˇry s teˇzˇky´mi chvosty. Prˇedpokla´daj´ı se
uzˇivatelem korektneˇ zadane´ vstupn´ı parametry. Vstupy a vy´stupy pro tyto dveˇ cˇa´sti jsou
detailneˇ popsa´ny n´ızˇe.
Hill˚uv odhad s bootstrapem lze prove´st na rea´lny´ch datech v trˇet´ı cˇa´sti. Zde lze rovneˇzˇ
vypocˇ´ıtat a vykreslit maxima´lneˇ veˇrohodny´, Pickands˚uv a momentovy´ odhad v za´vislosti
na k. Momentovy´ odhad s bootstrapem na rea´lny´ch datech popsany´ch v sekci 6.1 lze
prove´st samostatneˇ mimo tento program v souboru Data Mom boot.
Odhady jsou naprogramova´ny s ohledem na vy´pocˇetn´ı cˇas. Naprˇ´ıklad Hill˚uv a momen-
tovy´ odhad jsou pocˇ´ıta´ny iterativneˇ pro kazˇdy´ index prahove´ statistiky k. Jesˇteˇ rychlejˇs´ıch
vy´pocˇt˚u lze dosa´hnout pomoc´ı matlabovske´ funkce matlabpool, ktera´ dovede vyuzˇ´ıt k
vy´pocˇtu v´ıce procesor˚u najednou. S touto funkc´ı mohou nastat proble´my u starsˇ´ıch verz´ı
Matlabu a mu˚zˇe by´t potrˇeba prˇepsat cykly parfor na for.
Obra´zek A.1: Simulacˇn´ı program.
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Hill˚uv, maxima´lneˇ veˇrohodny´, momentovy´ a Pickands˚uv odhad
parametru γ na simulovany´ch na´hodny´ch vy´beˇrech
Vstupn´ı parametry
Vstupn´ı u´daje, ktere´ uzˇivatel zada´va´ jsou:
• Distribution - typ rozdeˇlen´ı veˇtsˇinou ve standardizovane´m tvaru. Ze zvolene´ho
rozdeˇlen´ı je pak pomoc´ı kvantilove´ funkce F←(u) = U
(
1
1−u
)
generova´no MC
na´hodny´ch vy´beˇr˚u X
(j)
1 , X
(j)
2 . . . , X
(j)
n , j = 1, 2, . . . ,MC. Podrobnosti o rozdeˇlen´ıch
jsou uvedeny n´ızˇe v tabulce. Sloupec s na´zvem Vstupn´ı parametry obsahuje para-
metry, ktere´ nejsou mozˇne´ zadat uzˇivatelem. Uzˇivatel tak pro zvolene´ rozdeˇlen´ı vol´ı
pouze index extre´mn´ı hodnoty γ a rozsah na´hodne´ho vy´beˇru n.
Tabulka A.1: Vybrana´ rozdeˇlen´ı patrˇ´ıc´ı do Fre´chetova oboru atraktivity (γ > 0)
Rozdeˇlen´ı Distribucˇn´ı funkce F (x) a kvantilova´ funkce chvostu U(t);
Vstupn´ı
parametry
Burr(η, τ, λ) F (x) = 1−
(
η
η+xτ
)λ
, η, τ, λ > 0, x > 0 τ = −ρ = 0.5
(Typ XII) U(t) =
(
η(t
1
λ − 1)
) 1
τ
, t > 1 η = 1, λ =
1
γτ
F(m,n) F (x) =
∫ x
0
Γ
(
m+n
2
)
Γ(m2 )Γ(
n
2 )
(
m
n
)m/2
wm/2−1
(
1 + m
n
w
)−(m+n)/2
dw,m, n > 0; x > 0
m = 1, n = 2
γ
(Fisher-Snedecor) Prˇedpis pro U(t) nen´ı zna´m. F←(u) v matlabu pomoc´ı funkce (1, 2/γ)
G. Pareto(σ, γ) F (x) = 1−
(
1 + γx
σ
)− 1
γ , σ > 0, x > 0
σ = 1
(Zobecneˇne´ Paretovo) U(t) = σ
γ
(tγ − 1), t > 1
Paret F (x) = 1− x− 1γ , x ≥ 1
Pa(γ) U(t) = tγ , t > 1
Frechet(γ)
F (x) = exp
(
−x− 1γ
)
, x > 0
U(t) =
(
ln t
t−1
)−γ
, t > 1
• Tlacˇ´ıtka Hill, MLE, Mom a Pick urcˇuj´ı, zda bude proveden Hill˚uv, maxima´lneˇ
veˇrohodny´, momentovy´ a Pickands˚uv odhad.
• g - index extre´mn´ı hodnoty γ > 0.
• n - rozsah na´hodne´ho vy´beˇru.
• T - prahovy´ index. Je mozˇne´ zadat:
– T ∈ {2, 3, . . . , n} pro Hill˚uv a maxima´lneˇ veˇrohodny´ odhad.
– T ∈ {3, 4 . . . , n} pro momentovy´ odhad.
– n
4
≤ T ≤ n, T ∈ N pro Pickands˚uv odhad.
• MC - pocˇet na´hodny´ch vy´beˇr˚u.
70
A. SIMULACˇNI´ PROGRAM
Vy´stup
• k optimal - volba porˇadove´ho indexu k0 takova´, zˇe
k0(n) = arg min
1≤k≤T−1
MC∑
j=1
(γ̂(j)(k)− γ)2,
kde pro j = 1, . . . ,MC
γ̂(j)(k) =

γˆ
(j)
H (k), v prˇ´ıpadeˇ Hillova odhadu,
γˆ
(j)
MLE(k), v prˇ´ıpadeˇ maxima´lneˇ veˇrohodne´ho odhadu,
γˆ
(j)
M (k), v prˇ´ıpadeˇ momentove´ho odhadu,
γˆ
(j)
P (k), v prˇ´ıpadeˇ Pickandsova odhadu.
Prˇitom
γˆ
(j)
H (k) =
1
k
k∑
i=1
logX
(j)
n−i+1,n − logX(j)n−k,n, j = 1, . . . ,MC, 1 ≤ k ≤ T − 1,
γˆ
(j)
P (k) = (log 2)
−1 log
X
(j)
n−k,n −X(j)n−2k,n
X
(j)
n−2k,n −X(j)n−4k,n
, j = 1, . . . ,MC, 1 ≤ k ≤ T − 1,
γˆ
(j)
M (k) = γˆ
(j)
H (k) + γˆ
(j)(k)−, j = 1, . . . ,MC, 2 ≤ k ≤ T − 1,
kde pro γˆ
(j)
M (k), j = 1, . . . ,MC, 2 ≤ k ≤ T − 1 jsou
γˆ(j)(k)− = 1−
1
2
1−
(
γˆ
(j)
H (k)
)2
M
(2)
n

−1
, M (2)n =
1
k
k∑
i=1
(
logX
(j)
n−i+1,n − logX(j)n−k,n
)2
.
Odhad γˆ(j)(k)MLE, j = 1, . . . ,MC, 2 ≤ k ≤ T − 1 je prova´deˇn na za´kladeˇ ma-
ximalizace veˇrohodnostn´ı funkce G. Pareto rozdeˇlen´ı pomoc´ı matlabovske´ funkce
gpfit(z(j)(k)), kde
z(j)(k) = (X
(j)
n−k+1,n −X(j)n−k,n, X(j)n−k+2,n −X(j)n−k,n, . . . , X(j)n,n −X(j)n−k,n),
pro j = 1, . . . ,MC, 1 ≤ k ≤ T − 1.
• RMSE of g(k optimal) - odmocnina ze strˇedn´ı kvadraticke´ chyby pro k = k0, tedy
̂RMSE(k0) =
√
̂MSE(k0) =
√√√√√ 1
MC
MC∑
j=1
(γ̂(j)(k0)− γ)2.
• tlacˇ´ıtko Simulate - nasimuluje na´hodne´ vy´beˇry a provede odhady zadane´ uzˇivatelem,
ktere´ jsou uvedeny vy´sˇe. Vy´sledky dane´ simulace i se vstupn´ımi parametry se vyp´ıˇsi
v prˇ´ıslusˇne´ liˇsteˇ.
• tlacˇ´ıtko Remove - smaza´n´ı oznacˇene´ho rˇa´dku z liˇsty.
• tlacˇ´ıtko Plot - vykreslen´ı γ̂(k) = 1
MC
∑MC
j=1 γ̂
(j)(k), M̂SE(k) a charakteristiky
rozdeˇlen´ı extre´mn´ıho Fre´chetova typu pro parametry γ̂(k0) a γ.
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Hill˚uv odhad parametru γ > 0, volba prahove´ho indexu k a oprava
vychy´len´ı pomoc´ı metody bootstrap na simulovany´ch na´hodny´ch
vy´beˇrech (pro ρ < 0)
Vstupn´ı parametry
Vstupn´ı u´daje, ktere´ uzˇivatel zada´va´ jsou:
• Distribution - typ rozdeˇlen´ı veˇtsˇinou ve standardizovane´m tvaru. Ze zvolene´ho
rozdeˇlen´ı je pak pomoc´ı kvantilove´ funkce generova´no MC na´hodny´ch vy´beˇr˚u
X
(j)
1 , X
(j)
2 . . . , X
(j)
n , j = 1, 2, . . . ,MC. Podrobnosti o rozdeˇlen´ıch jsou uvedeny vy´sˇe
v tabulce A.1. Sloupec Vstupn´ı parametry obsahuje parametry, ktere´ nejsou mozˇne´
zadat uzˇivatelem. Uzˇivatel tak pro zvolene´ rozdeˇlen´ı vol´ı pouze index extre´mn´ı hod-
noty γ a rozsah na´hodne´ho vy´beˇru n.
• g - index extre´mn´ı hodnoty γ, γ > 0.
• n - rozsah na´hodne´ho vy´beˇru.
• T - prahovy´ index. Je mozˇne´ zadat T ∈ {2, 3, . . . , n2}, prˇicˇemzˇ n2 a n1 jsou zvolena
tak, zˇe n2 = round (n
2
1/n), n1 = round(0.975 · n).
• MC - pocˇet na´hodny´ch vy´beˇr˚u.
• n* - pocˇet bootstrapovy´ch na´hodny´ch vy´beˇr˚u z rovnomeˇrne´ho diskre´tn´ıho rozdeˇlen´ı
na mnozˇineˇ {x(j)i }ni=1, j = 1, 2, . . . ,MC.
• epsilon - prahova´ hodnota , ktera´ zabranˇuje deˇlen´ı nulou. Doporucˇeno nemeˇnit
prˇednastavenou hodnotu.
Vy´stup
• k optimal, MonteCarlo - volba porˇadove´ho indexu k0 takova´, zˇe
k0(n) = arg min
1≤k≤T−1
MC∑
j=1
(γ̂(j)(k)− γ)2,
kde
γ̂(j)(k) = γ̂
(j)
H (k) =
1
k
k∑
i=1
logX
(j)
n−i+1,n−logX(j)n−k,n, j = 1, 2, . . . ,MC, 1 ≤ k ≤ T−1,
• k optimal, Bootstrap - volba porˇadove´ho indexu round(k∗0) takova´, zˇe
k∗0 = k∗0(n; kaux, n1) =
1
MC
MC∑
j=1
k
∗(j)
0 =
1
MC
MC∑
j=1
[k0
∗∗j(n1)]2
k0
∗∗j(n2)
,
prˇitom n2 a n1 jsou zvolena tak, zˇe n2 = round (n
2
1/n) a n1 = round(0.975n).
Da´le vol´ıme referencˇn´ı index kaux = round(2
√
n), pro kterou pocˇ´ıta´me γ̂(j)(k) =
1
kaux
∑kaux
i=1 logX
(j)
n−i+1,n − logX(j)n−kaux,n. Odhad porˇadove´ statistiky
k0
∗∗(j)(ni) = arg min
1≤k≤T−1
n∗∑
b∗=1
(γ̂∗
(j),b∗
ni
(k)− γ̂(j)(kaux))2, j = 1, 2, . . . ,MC i = 1, 2,
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kde pro bootstrapovy´ na´hodny´ vy´beˇr X
∗(j),b∗
1 , X
∗(j),b∗
2 , . . . , X
∗(j),b∗
ni
, b∗ = 1, . . . , n∗,
j = 1, 2, . . . ,MC, i = 1, 2 z rovnomeˇrne´ho diskre´tn´ıho rozdeˇlen´ı na mnozˇineˇ
{x(j)i }ni=1, j = 1, 2, . . . ,MC, i = 1, 2 je
γ̂∗
(j),b∗
ni
(k) = γ̂∗
(j),b∗
ni,H
(k) =
1
k
k∑
i=1
logX
∗(j),b∗
ni−i+1,ni − logX∗(j),b
∗
ni−k,ni ,
pro b∗ = 1, . . . , n∗, j = 1, 2, . . . ,MC, i = 1, 2.
• g(k*) - pr˚umeˇrny´ Hill˚uv odhad γ̂(k) parametru γ pro k = k∗0, kde γ̂(k∗0) =
1
MC
∑MC
j=1 γ̂
(j)(k∗0)
• Bias* - pr˚umeˇrny´ bootstrapovy´ odhad vychy´len´ı B̂ias
∗
(k∗0) =
1
MC
∑MC
j=1 B̂ias
∗(j)
(k∗0)
takovy´, zˇe pro n2 = round (n
2
1/n) a n1 = round(0.975n) je
B̂ias
∗(j)
(k) =
[B̂ias
∗(j)
n1
(k)]2
B̂ias
∗(j)
n2
(k)
, 1 ≤ k ≤ T − 1, j = 1, 2 . . . ,MC,
kde
B̂ias
∗(j)
ni
(k) =
1
n∗
n∗∑
b∗=1
(γ̂∗
(j),b∗
ni
(k)−γ̂(j)(kaux)), 1 ≤ k ≤ T−1, j = 1, 2 . . . ,MC, i =, 1, 2.
V prˇ´ıpadeˇ, zˇe neˇktera´ z hodnot B̂ias
∗(j)
n2
(k), j = 1, 2 . . . ,MC, 1 ≤ k ≤ T − 1 je
bl´ızka´ nule, docha´z´ı k numericky´m chyba´m. Tento prˇ´ıpad je osˇetrˇen podmı´nkou
B̂ias
∗(j)
n2
(k) ≥ , j = 1, 2 . . . ,MC, 1 ≤ k ≤ T − 1. Hodnotu  vol´ı uzˇivatel.
V prˇ´ıpadeˇ, zˇe podmı´nka nen´ı splneˇna pro neˇkterou dvojici (k, j), je generova´n novy´
bootstrapovy´ na´hodny´ vy´beˇr X
∗(j),b∗
1 , X
∗(j),b∗
2 , . . . , X
∗(j),b∗
n2
, b∗ = 1, . . . , n∗. Prˇi sˇpatne´
volbeˇ vstupn´ıho parametru  tedy hroz´ı zacyklen´ı simulace. Pocˇet vygenerovany´ch
bootstrapovy´ch na´hodny´ch vy´beˇr˚u, ktere´ jsou bl´ızke´ nule, lze beˇhem simulace
sledovat v Command Window u promeˇnne´ num cl to 0.
73
(X
(j)
1 , X
(j)
2 . . . , X
(j)
n )
(X
∗(j),1
1 , X
∗(j),1
2 , . . . , X
∗(j),1
n2
) (X
∗(j),1
1 , X
∗(j),1
2 , . . . , X
∗(j),1
n1
)
(X
∗(j),n∗
1 , X
∗(j),n∗
2 , . . . , X
∗(j),n∗
n2
)
(X
∗(j),b∗
1 , X
∗(j),b∗
2 , . . . , X
∗(j),b∗
n2
) (X
∗(j),b∗
1 , X
∗(j),b∗
2 , . . . , X
∗(j),b∗
n1
)
(X
∗(j),n∗
1 , X
∗(j),n∗
2 , . . . , X
∗(j),n∗
n1
)
γ̂∗
(j),1
n2,H
(k)
γ̂
(j)
H (kaux))
γ̂∗
(j),b∗
n2,H
(k)
γ̂∗
(j),n∗
n2,H
(k)
γ̂∗
(j),1
n1,H
(k)
γ̂∗
(j),b∗
n1,H
(k)
γ̂∗
(j),n∗
n1,H
(k)
B̂ias
∗(j)
n1
(k)k0
∗∗(j)(n1)B̂ias
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Obra´zek A.2: Algoritmus pro volbu k-te´ porˇadove´ statistiky a opravu vychy´len´ı
• tlacˇ´ıtko Simulate - nasimuluje na´hodne´ vy´beˇry a provede odhady, ktere´ jsou uvedeny
vy´sˇe. Vy´sledky dane´ simulace i se vstupn´ımi parametry se vyp´ıˇsi v prˇ´ıslusˇne´ liˇsteˇ.
• tlacˇ´ıtko Remove - smaza´n´ı oznacˇene´ho rˇa´dku z liˇsty.
• tlacˇ´ıtko Plot - vykreslen´ı pr˚umeˇrne´ho Hillova odhadu γ̂(k) (modrˇe) a jeho korekci
vychy´len´ı metodou bootstrap γ̂(k)− B̂ias
∗
(k) (cˇerveneˇ). Na dalˇs´ım obra´zku se vy-
kresl´ı charakteristiky rozdeˇlen´ı Fre´chetova typu pro parametry γ̂(k∗0) a γ.
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