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I. INTRODUCTION 
Interest in optimal control systems, including those which involve in- 
equality constraints, has been increasing rapidly in recent times. Such 
problems can be considered to be dynamic generalizations of the static 
problem of mathematical programming, which is also undergoing consider- 
able, though independent, development; mutual adaption of ideas and 
techniques in these two fields could prove fruitful. 
In this paper it will be shown that the duality theorem of mathematical 
programming [l] has a counterpart in the problem of optimal control. In 
particular, this theorem facilitates the computation of upper and lower 
bounds for approximate solutions of such problems. Bellman [2] has given 
a method of calculating bounds for unconstrained variational problems in- 
volving a class of functions related to those considered here. 
Further, the duality theorem of mathematical programming is extended to 
a wider class of functions than those considered by Wolfe [I]. 
II. NOTATION AND STATEMENT OF THE PROBLEM 
The notation of Berkovitz [3] is followed. Let x, known as the state vector, 
be an n-dimensional vector contained in the bounded set X, and let u, 
known as the control vector, be an m-dimensional vector contained in the 
set U. The scalar variable t is contained in the closed set T = {t: t,, < t < tI}. 
Let S = T x X x U. 
Row and column vectors will not be distinguished notationally. Super- 
scripts will denote components of vectors and subscripts will denote partial 
differentiation; for example R, is the matrix of partial derivatives [aRi/a+$]. 
Differentiation with respect to t will be signified by a prime. 
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For some given scalar function z(t, x(t)) define the functional 
m4 = 1 46 w 4 
T  
where the integration is in the sense of increasing t. Then z(t, x(t)) will be 
called functionally convex with respect to x E X if for all continuous x, x,, E X 
F[x] < F[x,] implies F[Bx + (1 - 0) x0] < F[x,] (1) 
for 0 < 6 < 1. 
This is a more general concept than that of convex function; for if 
x[t, x(t)] is convex with respect to x for all t E T it follows directly from the 
definition of convex function, 
44 xw - e, x,(t)) b (lie) I.+, ew + (1 - 4 x,(t)) - 44 x0(t))) (2) 
for 0 < 0 < 1, that the implication (1) is true. A function w(t, x(t)) is func- 
tionally concave if -w(t, x(t)) is functionally convex. 
If z(t, x(t)) is functionally convex and differentiable with respect to x 
it follows that 
F[x] <F[xa] implies 
I T (x(t) - x&N Mt, wls=~ dt < 0 (3) 
Broadly, the optimal control problem to be considered is that of selecting 
a control vector u = u(t) such that the vector x = x(t) is brought from the 
initial state x0 to the final state x1 in such a way that a specified functional 
of x and u is minimized subject to specified constraints. 
Let f(t, x, u) be a functionally convex differentiable scalar function on 
X x U; let G(t, x, u) be an n-dimensional vector function linear in x and u, 
that is, of the form 
G(t, x, u) = Mx + Nu + P (4) 
where M, N and P are n x n, n x m, and n x 1 matrices respectively, 
whose elements are functions of t; and let R(t, x, u) be an r-dimensional 
vector function that is functionally concave and differentiable on X X U. 
III. DUALITY 
Dual relationships between the following pair of problems will be investi- 
gated: 
Problem I (Primal) 
Minimize (5) 
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and 
x’ = G(t, x(t), u(t)) 
Nto> = $9 x(h) = *1 
w, x(t), W) z 0 
Probzem II (Dzd) 
x’ = G(t, x(t), u(t)) 
4to) = x0, &> = Xl 
fi + =, + t& = --x’ 
f, -I- “G,, + P$ = 0 
P<O 
(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 
(13) 
(14) 
where fm = f,(t, x(t), u(t)) an so on, and h and p are respectively n- and d 
r-dimensional continuous vector functions of t defined on T. 
The form of the constraints in the dual problem is suggested by Berkovitz’ 
formulation [3] of necessary conditions for the solution of the primal problem, 
under circumstances to be more precisely defined later in this section. 
We see that the two problems above reduce to the special static case of 
mathematical programming if all functions are independent of t. Putting 
x0 = x1 = 0 we effectively reduce Problems I and II to the forms: 
Problem IO 
Minimize f(u) (15) 
subject to R(u) 3 0 (16) 
Problem II0 
Maximize f(u) + pR(u) (17) 
subject to fu(u) + p$(u) = 0 (18) 
P<O (1% 
where f(u) and R( u are functionally convex and concave respectively. In ) 
this static case the definition (1) takes the form 
44 < 4x0) implies x(ex + (1 - 0) qb> -=c z(xo) (20) 
Duality between 10 and 110 was established by Wolfe for the less general 
case of convex f(u) and concave R(u). 
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The static functionally convex functions introduced here are akin to the 
quasi-convex functions described by Arrow and Enthoven [4]. 
In the statement of the following theorem let us allow the convention 
that inf J(u) = + 00 if the primal constraints are inconsistent and 
sup I(u, X, CL) = - 03 if the dual constraints are inconsistent. 
THEOREM I. The infimum of the primal objective functional is greater than 
or equal to the supremum of the dual objective functional. 
PROOF: Let (R, Zz) satisfy conditions (6)-(8), and (x, 11, h, p) satisfy condi- 
tions (lo)-( 14). Suppose 
I(4 -=c 4% A, CL) (1% 
that is 
s 
h 
if@, W, W> - W, 40, u(t)) + cl(t) W, x(t), @))I) dt < 0 (16) 
to 
Using (8) and (14), and putting f = f(t, a(t), z?(t)) etc., we have 
s 
11 
$f+ @I - Lf+ @I> dt < 0 
Since f  + PR is functionally convex, it follows that 
s 
t1 
((2 - 4(fi + 14 + (J - Wu + P&J dt c 0 
to 
But from (12) and (13), 
s 
t1 
{(a - dcf, + ~4) + (a - 4th + 14,)) dt 
to 
= 
s 
I:{-(2 - x)(X + AG,) - (ti - u) AG,} dt 
= 
s 
” {-A[(* - x) G, + (a - u) G,] - (a - x) A’} dt 
to 
(18) 
(19) 
(20) 
= 
i 
::{-A[@ - x) G, + (zz - u) G,] + (a - x)‘A} dt - [A(% - x)1$ (21) 
= ;;{-A[(%-x)G,+(B-u)G,--+G]}dt 
s (22) 
from (6), (7), (lo), and (11) 
= 0 from (4), (23) 
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which contradicts (18). Thus 
which proves the theorem. 
For the conditions applying in Theorem I the existence of a minimum 
of the primal objective functional does not necessarily guarantee the existence 
of a maximum of the dual objective functional. Further restrictions will 
now be imposed to ensure this. 
A further desirable development is that under the conditions to be imposed 
the minimum value of the primal objective functional is equal to the maximum 
value of the dual objective functional. 
It is now required that f(t, x, U) is functionally convex on X x U and of 
class C” on T x X, and R(t, x, U) is functionally concave on X x U, of 
class C” on S and satisfies Berkovitz’ constraint conditions: 
(i) If r > m then at each point of S at most m components of R can 
vanish. 
(ii) At each point of S the matrix [3Ri/M] where i ranges over those 
indices such that Ri(t, x, U) = 0 and j = 1, ..., m, has maximum rank, 
A control u = u(t) will be called admissible if it is piecewise C” on T and 
permits a continuous solution x(t) of the differential equation (6) and (7), 
and such that the curve K defined by x = x(t) is interior to T x X and 
x(t) + x, for any t, < t < t,, and K is normal [3, Section VIII]; further 
along K, (8) is satisfied. 
Berkovitz has proved that if u(t) is an optimal admissible control and 
x(t) the corresponding function defining K then there exists a Lagrange 
multiplier h(t) defined and continuous on T and a Lagrange multiplier 
p(t) < 0 defined and continuous on T except at values of t corresponding 
to corners of K, where it has unique right and left hand limits, such that 
along K: 
H,+pR1:= -A (25) 
H, + pRV = 0 (26) 
andpR = 0 (27) 
where H is the Lagrangian function 
H(t, x, u, 4 = f(t, x, 4 + XG(t, x, u) (28) 
This result is analogous to the Kuhn-Tucker theorem of mathematical 
programming [5]. 
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THEOREM II. I f  the primal objective functional is minimixed by (x*, u*) 
where u*(t) is an optimal admissible control and x*(t) the corresponding optimal 
state, then there exist vectors A*(t) and p*(t), with properties described above, 
such that the dual objective functional is maximized, and the extreme values of 
the objective functionals in both problems are equal. 
PROOF: Since (x*, u*) is an optimal solution of Problem I, then by 
Berkovitz’ theorem A* and p* exist and, together with x* and u* satisfy 
the constraints of Problem II. 
Let (x, u, A, CL) be any admissible solution of Problem II. Put 
Suppose 
f* f f(t, x*(t), u*(t)) etc. 
s 
$1 
(f* + p*R*) dt < 
to 
I 
” (f + pR) dt (2% 
to 
that is, 
j;(f * + pR*) dt < j” (f + PR) dt (30) 
to 
from (27), (8) and (14). The inequality (30) is now subject to exactly the same 
contradiction as the inequality (17) in Theorem I as given by steps (18) 
to (23) in the proof of that theorem. Hence (x*, u*, A*, p*) maximizes 
Problem II. 
It also follows from (27) that 
s 
t1 
(f* + /L*R*) dt = 
s 
tlj* dt 
to to 
that is, the extrema of the two objective functionals are equal. 
(31) 
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