Abstract. The concept of embedded matching in a weighted graph is introduced, and the maximum cardinality of an embedded matching is computed. On the other hand, consider the following problem induced by a short covering. Given a prime power q, the number c(q) denotes the minimum cardinality of a subset H of F 3 q which satisfies the following property: every element in this space differs in at most 1 coordinate from a scalar multiple of a vector in H. As another goal, a connection between embedded matching and short covering code is established. Moreover, this link is applied to improve the upper bound on c(q) for every odd prime power q.
Introduction
In the three-dimensional space F 3 q over the finite field F q , the set of all scalar multiples of vectors in S is denoted by F q · S = {βs : β ∈ F q and s ∈ S} . As usual, the symbol e j represents the j-th canonical vector in F 3 q , where 1 ≤ j ≤ 3. A subset C of F 3 q is a covering of F 3 q when the sum set below is all the space, that is, C + F q · {e 1 , e 2 , e 3 } := {c + s : c ∈ C and s ∈ F q · {e 1 , e 2 , e 3 }} = F 3 q . Kalbfleish and Stanton [7] proved that the minimum cardinality of a covering of F 3 q is K q (3, 1) = q 2 /2 . A generalization for higher dimensions n ≥ 3 has been a great challenge of combinatorial coding theory since 1948. Carnielli [2] extended these numbers to arbitrary radius R. See an overview on covering codes in [3] . Updated tables on K q (n, R) are available in Kéri [8] .
Covering code can be reformulated in terms of dominating set on graph, which is strongly NP-hard, according to [5] . Several variants have been introduced in order to shed light on the computation of the numbers K q (n, R), see the contributions [4, 15] on similar problems with algebraic constraints. In this work, we turn our attention to a recent variant described as follows. The subset H is a short covering of Thus both kinds of coverings are strongly connected because H is a short covering if and only if the set F q · H generates a covering of F 3 q . Note that a short covering H is invariant under scalar multiplication. The induced extremal problem c(q) is defined as the minimum cardinality of a short covering H.
This problem can be also extended to arbitrary dimension. The study of short covering codes is motivated by computational and theoretical reasons. Indeed, short coverings might provide us with a way to store nonlinear codes using less memory than the classical ones. Their results might reach record-breaking on the classical codes, as obtained in [11] . On the theoretical viewpoint, results on short covering have been investigated in connection with additive combinatorics, graph theory, and group theory. In particular, the contribution [13] presents a construction of short covering codes from sum-free sets (see [14] also). By using this tool, the following upper bound is obtained in [12] . Let q be a prime power.
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3 ) + 3. In this work, we improve the above upper bound when q is odd, more precisely. Theorem 1.1. Given q an odd prime power:
A comparative analysis with the lower bound (q + 1)/2 ≤ c(q) (see [13] ) reveals that Theorem 1.1 is very close to the optimal value: the gap is at most 2. Moreover, Theorem 1.1 yields sharp bound at least for q = 7; according to [10] .
The set of all square numbers is a subgroup of index 2 of the multiplicative group F * q , if q is an odd prime power. This fact is used in the proof of Theorem 1.1 (see Theorem 4.2). Since this fact does not hold for the case where q is even, our method seems to be unable to reach this case. Any improvement on the numbers c(2 r ) would be desirable. A little unexpectedly, the constructions of these sharper short coverings are based on embedded matchings, the main tool. The work is structured as follows. Upper bounds and constructions of optimal embedded matchings are established in Sections 2 and 3. On the other hand, the connection between embedded matching and the short covering code is described in Section 4. Finally, Theorem 1.1 is proved in Section 5.
The main tool: embedded matching
Let G = (V, E) denote a simple graph composed by the vertex set V and the edge set E. As usual, a vertex x is incident with the edge e if x ∈ e. The subset M of the edges is a matching of G if e ∩ f = ∅ for any two distinct edges e, f ∈ M . The matching M matches x if x is incident with an edge in M . Applications, computational and mathematical results on matchings are collected in Lovász and Plummer [9] .
Several concepts of weights in graphs have been investigated: vertex-weighted, weighted graph matching, etc. The search for maximal matching in these environments deals mainly with optimization problems (maximum sum of the weights in a matching, for instance, see [1] ).
For our purposes, a weighted graph (G, ω) is a simple graph G = (V, E) such that each edge e is assigned to its weight ω(e). As usual, K n denote the complete graph whose vertex set is V = [n] = {1, 2, . . . , n}. The edge {x, y} will be represented by the pair (x, y), under the convention that x > y. From now on, we focus on the weighted graph (K n , ω), where
We introduce the following kind of matching.
Definition 2.1. Consider the weighted graph (K n , ω). The set M is called an embedded matching of (K n , ω) if M satisfies the following properties:
• the edge set M is a matching of the simple graph K n ,
The weighted graph (K n , ω) can be associated to the bipartite graph Γ n = (V , E), where
It is worth mentioning that the injective condition in Definition 2.1 corresponds to the fact that M is a matching in Γ n .
Perfect embedded matchings happen less often than perfect matchings in K n . For instance, there are 3 perfect matchings in K 4 , namely,
but none of them satisfies Definition 2.1. Since the additional conditions imposed in Definition 2.1 are restrictive, it seems to be interesting to analyze the behavior of an optimal embedded matching. Definition 2.2. For every n ≥ 2, define Ω(n) = max {|M | : M is an embedded matching of (K n , ω)} .
Since an embedded matching of (K n , ω) is always a matching in K n , the upper bound Ω(n) ≤ n/2 is derived trivially. This bound may be slightly improved under certain conditions. Proposition 2.3. For any integer n ≥ 2, the upper bound holds:
Proof. Choose an n such that n ≡ 4 or 6 (mod 8). Suppose for a contradiction that there is an embedded matching M of (K n , ω) with |M | = n/2, thus M is perfect. Consider the following partition of M : Because the upper bound Ω(n) ≤ n/2 holds for any n ≥ 2, the proof is complete.
Constructions of matchings in (K n , ω)
In this section, we focus on constructions of maximal matchings. A simple but very useful tool is stated below. Definition 3.1. Let M and N be embedded matchings of (K n , ω). We say that M and N are totally disjoint when:
• the sets formed by the vertices matched by M and N are disjoint,
• the images ω(M ) and ω(N ) are disjoint sets also.
Lemma 3.2. Let M and N be embedded matchings of (K n , ω). Suppose that M and N are totally disjoint. Then the union M ∪ N is also an embedded matching of (K n , ω).
Proof. The proof is immediate.
The first goal of this work concerns with the exact values of such matchings.
Before proceeding the proof of Theorem 3.3, let us mention briefly the approach used. In order to construct an embedded matching M , the main heuristic is based on the steps below:
Step 1: Choose a suitable edge (a, b) in M, with a > b.
Step 2: Choose the next pair from the previous one according to the rule: decrease 1 in the first coordinate and increase 1 in the second coordinate.
Step 3: Repeat step 2 until the (a, b) reaches a, b, or a − b as a "forbidden"number.
Since all the edges generated have the same parity, the second embedded matching N is obtained by running the heuristic again. Under certain conditions, we can apply Lemma 3.2. Since the union M ∪ N is not necessarily maximal, this recursive procedure is repeated as many times as possible.
Proof of Theorem 3.3. We divide the proof into several cases.
Case 1. The begin with the case where n is odd.
which are totally disjoint matchings of (K n , ω). Indeed, it is easy to see that both M and N are disjoint matchings of the complete graph K n , because M and N match disjoint vertex sets. Moreover, their weights induce the partition of [ n/2 ] = [2t − 1] into odd and even numbers, namely, ω(M ) = {1, 3, . . . , 2t − 1}, and ω(N ) = {2, 4, . . . , 2t − 2}. Since both M and N are embedded matchings of (K n , ω), the application of Lemma 3.2 implies that M ∪ N is also an embedded matching of (K n , ω). Case 1.2. If n = 4t − 3, we can choose the following sets:
Analogously to the previous case, these sets produce totally disjoint embedded matchings of (K n , ω), whose union is an embedded matching of (K n , ω), by Lemma 3.2.
In both cases we built matchings of (K n , ω) that reach the sharp upper bound in Proposition 2.3. Case 2. Now choose an even positive integer n. By Proposition 2.3, there is no hope of building a perfect embedded matching of (K n , ω) for the cases where n ≡ 4 or 6 (mod 8).
Case 2.1. Let n = 8t + 4 for some integer t ≥ 1. The sets {(4t + 2, 1), (4t + 1, 2), . . . , (2t + 2, 2t + 1)} , {(8t + 3, 4t + 3), (8t + 2, 4t + 4), . . . , (6t + 4, 6t + 2)} are totally disjoint matchings of (K n , ω). We apply Lemma 3.2 on these matchings, then their union produces an embedded matching of (K n , ω). The cardinalities of these matchings reveal that the upper bound in Proposition 2.3 is sharp.
Case 2.2. If n = 8t + 6 for some t ≥ 1. Note that the sets {(4t + 4, 1), (4t + 3, 2), . . . , (2t + 3, 2t + 2)} , {(8t + 5, 4t + 5), (8t + 4, 4t + 6), . . . , (6t + 6, 6t + 4)} are totally disjoint matchings of (K n , ω). Again, by applying Lemma 3.2, the union induces an embedded matching of (K n , ω) with maximal cardinality, by Proposition 2.3.
The remaining cases need more elaborate constructions, as described below. Case 2.3. If n ≡ 0 (mod 8), then Ω(n) = n/2 . Particular embedded matchings of (K 8 , ω) and (K 16 , ω) are, respectively, {(2, 1), (7, 5) , (6, 3) , (8, 4) } , {(3, 2), (13, 11) , (7, 4) , (14, 10) , (6, 1) , (15, 9) , (12, 5) , (16, 8) } .
Suppose that n = 8t for some t ≥ 3. Consider the sets (3.1) Note that each one of these sets is a matching of K n . A simple inspection reveals that each M i is an embedded matching of (K n , ω). We apply Lemma 3.2 again. Therefore, M = 8 i=5 M i is an embedded matching of (K n , ω) with maximum cardinality, by Proposition 2.3.
The proof of Theorem 3.3 is complete.
4. From embedded matching to short covering 4.1. Outline of the construction. We begin this section with an outline of the proof of Theorem 1.1. Recall that the set of the square numbers
is a subgroup of the multiplicative group F * q . The method also uses the following subset, equivalently) and a short covering of F 3 q \ F * q · E . Thus we get a short covering of the whole space F 3 q . How do we find a systematical way for an arbitrary q? Roughly speaking, the answer is given by a construction based on two main steps, namely,
Step 1: Take m = (q − 1)/2 and pick a maximum embedded matching of (K m−1 , ω). Then a set X is generated from this matching by Theorem 4.4 below. The set X will be a short covering of "most" vectors in E.
Step 2: Build a set Z that contains X and also satisfies additional conditions given by Theorem 4.5. We will see that
is a short covering of F 
The four projections (x, y, z) → x, (x, y, z) → y, (x, y, z) → z, and (x, y, z) → (y, z)
are denoted by π 1 , π 2 , π 3 and π, respectively.
The concept of linearly independent vectors will be used as a "bridge" linking embedded matching and short covering. The next result is concerned on the covering of F * q · E. Note that a set X is a short covering of F * q · E if only if X is a short covering of E. Proof. Let t = (q − 1)/2, and consider F * q \ F q = {r 1 , . . . , r t }. Fact 1. Every vector (1, β, γ) in X is a short covering of t vectors of E, namely, (1, r 1 β, r 1 γ) , . . ., (1, r t β, r t γ) . Indeed, since F q is a subgroup of F * q , both numbers αβ and αγ belong to F q for every α ∈ F q , but r i β and r i γ do not belong to F q , and r i β = r i γ for every i, 1 ≤ i ≤ t. Thus the distinct vectors (1, r 1 β, r 1 γ) , . . . , (1, r t β, r t γ) are all the vectors of E covered by (1, β, γ) .
Theorem 4.2. If X is a subset of F
Fact 2. A vector of E cannot be simultaneously covered (shortly) by two distinct vectors of X . Indeed, suppose that (1, y, z) ∈ E is covered by the vectors (1, β, γ) and (1, β , γ ) of X . By Fact 1, there would be r, r ∈ F * q \F q such that y = rβ = r β and z = rγ = r γ . However, (β, γ) = (r −1 r ) · (β , γ ), which is a contradiction with the fourth hypothesis. A connection between embedded matchings and short coverings is described as follows. This link will allow us to get a new upper bound for covering codes. = {(a 1 , b 1 ), . . . , (a s , b s ) } is an embedded matching of (K m−1 , ω) , then the set
is a short covering of (q − 1)s vectors in E.
Proof. The result is an application of Theorem 4.2. Indeed, the first hypothesis holds trivially. Since M is a matching of K m−1 , the second hypothesis is satisfied too. Take
Note that the projections π 2 (X ) and π 3 (X ) are subsets of F q \ {1}, because each one of their elements is written as ξ α for some even number α, 
This is the motivation for Definition 2.1. Since M is an embedded matching in
The item (ii) is derived from (i) immediately. Item (iii) is trivial. By Theorem 4.2, the statement follows. 
Then the set { (1, 1, 0), (1, 0, 1), (0, 1, 1 
Proof. Choose an arbitrary vector u in F Case 1. The vector u has at least two coincident coordinates. In this case, there are α and β in F q such that u assumes one of the forms: {(1, 1, 0), (1, 0, 1), (0, 1, 1 )} is always a short covering of u, by Remark 4.1 .
Case 2. The vector u has at least one of the coordinates as null. In this case, u is written as: u 1 = (α, β, 0), u 2 = (α, 0, β), or u 3 = (0, α, β) . By Remark 4.1, u 1 , u 2 ,  and u 3 are covered (shortly) by {(1, 1, 0), (1, 0, 1), (0, 1, 1 )}, since
The impact of the set { (1, 1, 0), (1, 0, 1), (0, 1, 1 )} on short covering was established in [13] . 
Since the case where γ ∈ F q is similar, the proof is complete. We claim that
Upper bound for short coverings
Step 1. The set H 1 is a short covering of E. Note that for each (1, y, z) ∈ X , y = z holds. Suppose for a contradiction that y = z = y −1 , thus y 2 = 1. Since the environment is a field, the only solutions are y = ±1. By construction y = 1, which implies that y = −1. This is a contradiction with the well-known statement: −1 is a square number in F q if and only if q ≡ 1 (mod 4) (see [6] ).
The vectors in π(X ) are pairwise linearly independent. Indeed, if there are two distinct vectors (y, z) and (y , z ) ∈ π(X ) such that (y, z) = α · (y , z ) for any α ∈ F q , then α = ±1, a contradiction. The set X satisfies Theorem 4.2. Since |X | = (q − 3)/2, the set X is a short covering of E.
Step 2. By construction of X , it follows that π 2 (X ) = π 3 (X ) = F q \ {1}. Theorem 4.5 implies that H 1 is a short covering of F (1, 3, 4) , (1, 4, 3) , (1, 5, 9) , (1, 9, 5)} given by (5.1) satisfies Theorem 4.2, then all 20 vectors of the corresponding E are covered by X . Since π(X ) = Z 11 \ {1} × Z 11 \ {1} , the set X also satisfies Theorem 4.5. Hence, { (1, 1, 0), (1, 0, 1), (0, 1, 1) , (1, 3, 4) , (1, 4, 3) , (1, 5, 9) , (1, 9, 5 Proof. Choose {(a 1 , b 1 ), . . . , (a s , b s ) } an optimal embedded matching of (K m−1 , ω) . Let ξ be a generator of F * q and consider the set X given in (4.2). Let us show that
is a short covering of F 3 q .
Step 1. The set H 2 is a short covering of E. Indeed, by Theorem 3.3, it follows that s = (q − 3)/4. Theorem 4.4 implies that X is a short covering of exactly
Step 2. The set H 2 is a short covering of F (1, 4, 16) , (1, 6, 17) , (1, 17, 6) , (1, 11, 7) , (1, 7, 11) , (1, 5, 9) , (1, 9, 5)} , which is a short covering of exactly 4 · 18 = 72 elements of the corresponding E. Since |E| = 72, the set E is totally covered by X .
Since Z 19 = {1, 4, 5, 6, 7, 9, 11, 16, 17}, the condition π i (X ) = Z 19 \ {1} holds for i = 2 or i = 3. By applying Theorem 4.5, the set { (1, 1, 0 Proof. Write q = 2m + 1 for some even number m. Pick an optimal embedded matching M = { (a 1 , b 1 ) , . . . , (a s , b s )} of (K m−1 , ω). Since m − 1 is odd, there is an element in [m − 1], say k, which is not matched by M . The construction of a short covering is divided into two steps, as mentioned in Subsection 4.1.
Step 1. Let ξ be a generator of F * q , and consider the set X defined in (4.2). The set
is a short covering of E. Indeed, Theorem 3.3 implies that illustrates the above steps. Since 13 = 2 · 6 + 1, we take M = {(2, 1), (5, 3)} an optimal embedded matching of (K 5 , ω). The number 2 is a generator of Z * 13 . By Theorem 4.4, the set X = (1, 2 2·2 , 2 2·1 ), (1, 2 2·1 , 2 2·2 ), (1, 2 2·5 , 2 2·3 ), (1, 2 2·3 , 2 2·5 ) = { (1, 3, 4) , (1, 4, 3) , (1, 10, 12) , (1, 12, 10) } is a short covering of 2 · 12 = 24 elements of E. Since |E| = 30, we need to cover 6 remaining vectors of E. By Fact 1 of Lemma 5.5, these six vectors are: (1, 2, 11), (1, 5, 8) , (1, 6, 7) , (1, 7, 6) , (1, 8, 5) , (1, 11, 2) . They are covered by (1, 2 2·4 , −2 2·4 ) = (1, 9, 4). Note that we have to choose (1, 2 2·4 , −2 2·4 ) because 4 is the only element of [5] which was not matched by M .
By step 1 of Lemma 5.5, the set X ∪{(1, 9, 4)} is a short covering of E. It remains to show how to cover Z
