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se  impartían  en  las  titulaciones  de  Ingeniería  Informática  han  sufrido  un  cambio  sustancial  con  la 
implantación  de  los  nuevos  grados,  en  los  que  el  número  de  horas  de  dicha materia  han  aumentado 
significativamente.  El  incremento  en  un  curso  de  los  nuevos  grados  respecto  a  las  Ingenierías  Técnicas 
extinguidas ha hecho que parte de los contenidos de las asignaturas de Ingeniería del Software del plan de 







implantación  de  la  nueva metodología  docente  y  los  nuevos  sistemas  de  evaluación  en  relación  con  los 
resultados  obtenidos  en  las  asignaturas  de  los  planes  antiguos.  Se  estudiaron  las  diferencias  en  la 
organización de los contenidos, cambios en la impartición de los contenidos teóricos, cambios en la forma de 
adquirir  las  competencias  prácticas  y  en  la  realización  de  trabajos  así  como  la  Implantación  de  nuevas 
actividades formativas. El análisis de los aspectos anteriores permitió realizar un estudio comparativo de los 
resultados obtenidos en las asignaturas de los grados respecto a los de las antiguas asignaturas. 




aspectos  relacionados con  la metodología docente  seguida. Asimismo, mediante estas  técnicas  se podrán 
construir modelos predictivos que nos permitirán modificar  convenientemente  la metodología docente o 






un proceso genérico denominado KDD  (Knowledge Discovery  in Databases). KDD engloba todas  las  fases y 
procedimientos  destinados  a  encontrar  patrones  y  similitudes  en  los  datos.  La  minería  de  datos  ha 













 Algoritmos  no  supervisados  o  de  descubrimiento  del  conocimiento:  descubren  patrones  y 









árbol.  En  cada  nodo  del  árbol  se  evalúan  condiciones  relativas  a  los  valores  de  un  atributo,  el 
cumplimiento o no de  las mismas permite separar  los registros entre  las ramas del árbol. Las hojas 
del árbol contendrán los registros clasificados, es decir, contendrán registros de una sola clase. 
En  el  caso  de  nuestro  estudio,  los  atributos  que  se  evalúan  son  factores  relacionados  con  las 
características  y  comportamiento  académico  de  los  estudiantes  así  como  con  la  metodología 




Por  otra  parte,  analizando  las  reglas  del  árbol  se  podrá  conocer  qué  factores  individuales  o 
combinación de los mismos pueden ser determinantes en el éxito o fracaso de los estudiantes. 




Al  igual que en el árbol de decisión, en este proyecto  las variables que  constituyen  los nodos del 
grafo son los factores comentados anteriormente y el resultado de aplicar el modelo inducido a un 




 Reglas  de  asociación:  El  análisis  de  asociación  persigue  el  establecimiento  de  relaciones  entre 
registros  individuales o  grupos de  registros de  la base de datos. Una  regla de asociación  tiene  la 
forma: si X entonces Y donde X e Y representan los valores de uno o varios atributos. 
El análisis del modelo de  reglas puede  resultar de gran  interés a  la hora de  tomar decisiones que 
permitan mejorar  las metodologías docentes puesto que nos proporcionan  información  sobre  las 





En nuestro proyecto  se han  creado  grupos que  representen  los diferentes  resultados,  bien  en  la 
forma  de  éxito  o  fracaso  o  en  forma  de  las  diferentes  calificaciones. De  esta manera  se  tendrá 
información sobre las características de cada uno de esos grupos que lógicamente se corresponden 
con los factores de metodología docente y con los relacionados con los estudiantes. 
Los beneficios docentes esperados  con  la  aplicación de  los métodos mencionados dependen del  tipo de 
algoritmo que se aplique: 
 En el  caso de  los algoritmos  supervisados  como  los árboles de decisión o  las  redes bayesianas,  la 
inducción  de modelos  con  datos  de  cursos  anteriores  y  del  curso  actual  nos  permitirán  realizar 
predicciones  sobre  estudiantes  de  cursos  futuros,  con  lo  que  se  podrá  guiar  a  ese  estudiante  o 
adaptar la metodología docente en caso de que se predigan malos resultados.  
 Los  algoritmos  no  supervisados  como  las  reglas  de  asociación  y  los  algoritmos  de  clustering  nos 
proporcionan  información muy  valiosa  sobre aquellas prácticas docentes que  conducen  a buenos 
resultados por  lo que  el  análisis de  esa  información nos permitirá  en  cursos  sucesivos  aplicar de 
forma conveniente  los métodos o actividades para conseguir mayor tasa de éxito y guiar de forma 
adecuada a los estudiantes para que consigan mejores resultados. 

















































TP Rate  FP Rate  Precision  Recall  F‐Measure  ROC Area  Clase 
0.925  0.294 0.937 0.925 0.931 0.804 FRACASO 


















TP Rate  FP Rate  Precision  Recall  F‐Measure  ROC Area  Class 
0.925  0.353 0.925 0.925 0.925 0.773  FRACASO 
























TP Rate  FP Rate  Precision  Recall  F‐Measure  ROC Area  Class 
0.963  0.294 0.939 0.963 0.951 0.935  FRACASO 


















































TP Rate  FP Rate  Precision  Recall  F‐Measure  ROC Area  Class 
0.938  0.176 0.962 0.938 0.949 0.868  SUSPENSO 
0.545  0.070 0.500 0.545 0.522 0.689  APROBADO 















TP Rate  FP Rate  Precision  Recall  F‐Measure  ROC Area  Class 
0.963  0.294 0.939 0.963 0.951 0.832  SUSPENSO 
0.455  0.058 0.5 0.455 0.476 0.688   APROBADO





















TP Rate  FP Rate  Precision  Recall  F‐Measure  ROC Area  Class 
                 0.988  0.412 0.919 0.988 0.952 0.933  SUSPENSO 
                 0.364  0.058 0.444 0.364 0.400 0.851  APROBADO








































TP Rate  FP Rate  Precision  Recall  F‐Measure  ROC Area  Clase 
0.895  0.174 0.810 0.895 0.85 0.907    FRACASO 
















TP Rate  FP Rate  Precision  Recall  F‐Measure  ROC Area  Class 
0.842  0.13 0.842 0.842 0.842 0.874  FRACASO 


















TP Rate  FP Rate  Precision  Recall  F‐Measure  ROC Area  Class 
0.684  0.261 0.684    0.684 0.684 0.771  FRACASO 












Una  diferencia  significativa  respecto  a  la  asignatura  anterior  es  el  hecho  de  que  en  esta  asignatura  los 



























TP Rate  FP Rate  Precision  Recall  F‐Measure  ROC Area  Class 
                 0.750  0.133 0.692 0.750 0.720 0.767  SUSPENSO 
                 0.714  0.114 0.556 0.714 0.625 0.831  APROBADO 
















TP Rate  FP Rate  Precision  Recall  F‐Measure  ROC Area  Class 
                 0.75  0.233 0.563 0.75 0.643 0.756  SUSPENSO 
                 0.571  0.029 0.800 0.571 0.667 0.780  APROBADO


















TP Rate  FP Rate  Precision  Recall  F‐Measure  ROC Area  Class 
                 0.25  0.133 0.429 0.25 0.316 0.743  SUSPENSO 
                 0.857  0.057 0.75 0.857 0.800 0.959  APROBADO





























En este proyecto se han aplicado diferentes  técnicas de minería de datos a  los resultados obtenidos en  la 
evaluación de asignaturas  relacionadas  con  la materia de  Ingeniería del Software del Grado en  Ingeniería 
Informática de la Universidad de Salamanca. El objetivo fundamental ha sido la identificación de los factores 
que  conducen  a  buenos  o  malos  resultados  en  la  evaluación  de  los  estudiantes  y  el  inducir  modelos 
predictivos que nos permitan estimar resultados en futuros cursos académicos. 
Tal  como  se  describe  en  el  apartado  de  resultados,  se  han  identificado  algunos  factores  de  significativa 
influencia en los resultados que sin embargo no son los que mayor peso tienen en el cálculo de la nota final 
por lo que esta información puede considerarse muy valiosa para incidir especialmente en estos factores en 
sucesivos  cursos.  Por  ejemplo,  en  la  asignatura  de  Ingeniería  del  Software  II,  la  segunda  parte  de  la 
evaluación continua, la cual solo tiene un peso de un 10% en la nota final, se ha revelado como uno de los 
factores  determinantes  para  superar  la  asignatura.  En Gestión  de  Proyectos  también  aparece  ese  factor 
como significativo aunque superado por  la parte práctica de  la asignatura,  la cual tiene un peso de un 35% 
en la nota final. En ambas asignatura se ha observado que la primera parte de la evaluación continua incide 
directamente en la obtención de la calificación de notable. Otro aspecto a destacar es el hecho de que la no 
participación  en  clase,  la  cual  tiene  un  peso  despreciable  en  el  cálculo  de  la  nota  final,  repercute 
significativamente en la obtención de suspenso.  
En  cuanto  a  la  precisión  de  los modelos  predictivos  se  puede  considerar  que  ésta  es  aceptable  dada  la 
pequeña cantidad de datos que se maneja. A medida que se vayan obteniendo más resultados en sucesivos 
cursos académicos se pueden ir obteniendo nuevos modelos con mayor precisión. 
