Numerical solution of telegraph equation using interpolating scaling functions  by Lakestani, Mehrdad & Saray, Behzad Nemati
Computers and Mathematics with Applications 60 (2010) 1964–1972
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Numerical solution of telegraph equation using interpolating scaling
functions
Mehrdad Lakestani ∗, Behzad Nemati Saray
Faculty of Mathematical Science, University of Tabriz, Tabriz, Iran
a r t i c l e i n f o
Article history:
Received 23 May 2009
Received in revised form 20 July 2010
Accepted 20 July 2010
Keywords:
Telegraph equation
Interpolating scaling function
Operational matrix of derivative
a b s t r a c t
A numerical technique is presented for the solution of second order one dimensional linear
hyperbolic equation. Thismethod uses interpolating scaling functions. Themethod consists
of expanding the required approximate solution as the elements of interpolating scaling
functions. Using the operational matrix of derivatives, we reduce the problem to a set of
algebraic equations. Some numerical examples are included to demonstrate the validity
and applicability of the technique. Themethod is easy to implement and produces accurate
results.
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1. Introduction
Consider the second order one dimensional linear hyperbolic equation
∂2u
∂t2
(x, t)+ 2α ∂u
∂t
(x, t)+ β2u(x, t) = ∂
2u
∂x2
(x, t)+ f (x, t) (1.1)
(x, t) ∈ [0, 1] × [0, 1], α > β ≥ 0
with initial conditions
u(x, 0) = f0(x), (1.2)
∂u
∂t
(x, 0) = f1(x), (1.3)
and boundary conditions
u(0, t) = g0(t), t ≥ 0 (1.4)
u(1, t) = g1(t), t ≥ 0. (1.5)
The hyperbolic partial differential equations model the vibrations of structures (e.g. buildings, beams andmachines) and
are the basis for fundamental equations of atomic physics.
Eq. (1.1), referred to as the second-order telegraph equation with constant coefficients, models a mixture between
diffusion andwave propagation by introducing a term that accounts for effects of finite velocity to the standard heat ormass
transport equation [1]. However, Eq. (1.1) is commonly used in signal analysis for transmission and propagation of electrical
signals [2] and also has applications in other fields (see [3] and the references therein). In recent years, much attention has
been given in the literature to the development, analysis, and implementation of stablemethods for the numerical solution of
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second-order hyperbolic equations, see, for example [4–11]. Thesemethods are conditionally stable. Mohanty [12,13] made
investigations on the one-space-dimensional hyperbolic equations. In [12], Mohanty carried over a new technique to solve
the linear one-space-dimensional hyperbolic Eq. (1.1), which is unconditionally stable and is of second-order accuracy in
both the time and space components. Also this author proposed in [13] a three level implicit unconditionally stable difference
scheme [14] of second-order accuracy in both time and space variables for the solution of (1.1)with variable coefficients such
that fictitious points are not needed at each time step along the boundary. Authors of [15] presented a high-order accurate
method for solving one-space-dimensional linear hyperbolic equations. A compact finite difference approximation [16] of
the fourth order for discretizing spatial derivatives of the linear hyperbolic equation and collocation method for the time
component are used in their work. Themain property of the approach in [15] additional to its high-order accuracy due to the
fourth-order discretization of spatial derivative, is its unconditional stability. In their technique, the solution is approximated
by a polynomial at each grid point such that its coefficients are determined by solving a linear system of equations [17].
A numerical scheme is developed in [18] to solve the one-dimensional hyperbolic telegraph equation using collocation
points [18] and approximating the solution using a thin plate splines radial basis function. Another numerical method is
presented in [19] to solve the one-dimensional hyperbolic telegraph equation using Chebyshev cardinal functions. Also
several test problems are given and the results of numerical experiments are compared with analytical solutions to confirm
the good accuracy of the presented scheme.
In this paperweuse interpolating scaling functions to solve Eq. (1.1)with the initial andboundary conditions ((1.2)–(1.5)).
The outline of this paper is as follows. In Section 2, we describe interpolation scaling functions and its properties and
construct its operational matrix of derivatives. In Section 3 the proposed method is used to approximate the solution of
the problem. As a result a set of algebraic equations are formed and a solution of the considered problem is introduced. In
Section 4, the numerical results of applying the method of this article on some test problems for the Eq. (1.1) are presented.
Finally a conclusion is drawn in Section 5.
2. Interpolation scaling functions
Suppose Pr is the Legendre polynomial of order r that the r is any fixed nonnegative integer number and let τk for
k = 0, . . . , r − 1 denote the roots of Pr . The interpolating scaling functions (ISF) are given by [20]
φk(t) =

√
2
ωk
Lk(2t − 1), t ∈ [0, 1],
0, otherwise,
where ωk, k = 0, . . . , r − 1 are the Gauss–Legendre quadrature weights
ωk = 2
rP´r(τk)Pr−1(τk)
,
and Lk(t), k = 0, . . . , r − 1 are the Lagrange interpolating polynomials [21]
Lk(t) =
r−1∏
i=0,i6=k
(
t − τi
τk − τi
)
,
that they have characterized by Kronecker property Lk(τi) = δik, where
δki =
{
1, i = k,
0, i 6= k.
We can expand any polynomial g of degree less than r with the function φ0, . . . , φr−1, that they formed an orthonormal
basis on [0, 1),
g(t) =
r−1∑
k=0
dkφk(t),
where the coefficients are given by [20]
dk =
√
ωk
2
g(τˆk), k = 0, . . . , r − 1,
and
τˆk = τk + 12 .
Let φknl(t), k = 0, . . . , r − 1, l = 0, . . . , 2n − 1 be obtained from φk(t) by dilation and translation
φknl(t) = 2(n/2)φk(2nt − l), (2.1)
where n is any fixed nonnegative integer number.
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Note that we have the following orthonormality relation∫ 1
0
φknl(t)φ
k′
nl′(t)dt = δll′δkk′ , k, k′ = 0, 1, . . . , r − 1, l, l′ = 0, 1, . . . , 2n − 1.
2.1. Function approximation
For any two fixed nonnegative integer numbers r and n, a function f (t) defined over [0, 1) may be represented by ISF
expansion as [20,22],
f (t) =
r−1∑
k=0
2n−1∑
l=0
sknlφ
k
nl(t) = STΦ(t), (2.2)
where
S = [s0n0, . . . , sr−1n0 |s0n1, . . . , sr−1n1 | · · · |s0n,2n−1, . . . , sr−1n,2n−1]T , (2.3)
Φ(t) = [φ0n0(t), . . . , φr−1n0 (t)|φ0n1(t), . . . , φr−1n1 (t)| · · · |φ0n,2n−1(t), . . . , φr−1n,2n−1(t)]T ,
and the coefficients sknl are computed by
sknl =
∫ 1
0
f (t)φknl(t)dt =
∫ hl+1
hl
f (t)φknl(t)dt,
where
hl = l2n , l = 0, . . . , 2
n − 1.
These coefficients may be computed using the Gauss–Legendre quadrature [20,22,23],
sknl = 2−n/2
√
ωk
2
f (2−n(τˆk + l)), k = 0, . . . , r − 1, l = 0, . . . , 2n − 1. (2.4)
Also a function a(x, t) of two independent variables for 0 ≤ x ≤ 1, and 0 ≤ t ≤ 1,may be expanded in terms of interpolating
scaling functions as
a(x, t) =
N∑
i=1
N∑
j=1
ai,jΦi(x)Φj(t) = ΦT (t)AΦ(x), (2.5)
where A is an N × N matrix as
A =
a1,1 · · · a1,N... ...
aN,1 · · · aN,N
 ,
and N = r × 2n and
ai,j =
∫ 1
0
∫ 1
0
a(x, t)Φi(x)Φj(t)dxdt i, j = 1, 2, . . . ,N.
The entries ai,j may be computed using the Gauss–Legendre quadrature for double integrals, similar to Eq. (2.4).
2.2. The operational matrix of derivatives
Let the derivative of f (t) in Eq. (2.2) be given by
d
dt
f (t) =
r−1∑
k=0
2n−1∑
l=0
s˜knlφ
k
nl(t) = S˜TΦ(t), (2.6)
where S˜ is a vector defined similar to Eq. (2.3). We express the relation between S and S˜ by
S˜ = DS, (2.7)
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where D is the operational matrix for derivatives of the scaling function. By using Eq. (2.6) we can get s˜knl as [20]
s˜knl =
∫ hl+1
hl
φknl(t)
(
d
dt
f (t)
)
dt, k = 0, . . . , r − 1, l = 0, . . . , 2n − 1,
by integration by parts, we have
s˜knl =
[
f (t)φknl(t)
]hl+1
hl
−
∫ hl+1
hl
f (t)
(
d
dt
φknl(t)
)
dt.
From Eqs. (2.1) and (2.2), we get
s˜knl = 2(n/2)
[
f (hl+1)φk(1)− f (hl)φk(0)
]− 2n r−1∑
i=0
qkisinl, (2.8)
where
qki =
∫ 1
0
φi(t)
(
d
dt
φk(t)
)
dt.
By using the Gauss–Legendre quadrature formula, we obtain
qki =
√
ωi
2
d
dt
φk(τˆi).
To evaluate f (hl) and f (hl+1)we use the average of the left and right limit on hl as
f (hl) = 12
(
r−1∑
i=0
sin,l−1φ
i
n,l−1(hl)+
r−1∑
i=0
sinlφ
i
nl(hl)
)
, l = 0, . . . , 2n − 1. (2.9)
By using Eq. (2.1), we can express Eq. (2.9) as
f (hl) = 2n/2 12
(
r−1∑
i=0
sin,l−1φ
i(1)+
r−1∑
i=0
sinlφ
i(0)
)
. (2.10)
Also, for h0 and h2n we have
f (h0) =
r−1∑
i=0
sin0φ
i
n0(h0) = 2n/2
r−1∑
i=0
sin0φ
i(0), (2.11)
f (h2n) =
r−1∑
i=0
sin,2n−1φ
i
n,2n−1(h2n) = 2n/2
r−1∑
i=0
sin,2n−1φ
i(1). (2.12)
Substituting Eqs. (2.10)–(2.12) in Eq. (2.8), we have
s˜kn0 = 2n
[
r−1∑
i=0
(
1
2
φi(1)φk(1)− φi(0)φk(0)− qki
)
sin0 +
r−1∑
i=0
1
2
φi(0)φk(1)sin1
]
,
s˜knl = 2n
[
r−1∑
i=0
(
− 1
2
φi(1)φk(0)
)
sin,l−1 +
r−1∑
i=0
(
1
2
φi(1)φk(1)
− 1
2
φi(0)φk(0)− qki
)
sinl +
r−1∑
i=0
1
2
φi(0)φk(1)sin,l+1
]
, l = 0, . . . , 2n − 2,
s˜kn,2n−1 = 2n
[
r−1∑
i−0
−1
2
φi(1)φk(0)sin,2n−2 +
r−1∑
i=0
(
φi(1)φk(1)− 1
2
φi(0)φk(0)− qki
)
sin,2n−1
]
.
From the above equations the matrix D can be expressed as a block tridiagonal matrix which is obtained from [20]
D = 2n

R H
−HT R H
. . .
. . .
. . .
. . .
. . .
. . .
−HT R H
−HT R

,
1968 M. Lakestani, B.N. Saray / Computers and Mathematics with Applications 60 (2010) 1964–1972
here, each block is an r × r matrix and for k, i = 1, . . . , r , we have[
R
]
ki =
1
2
φi(1)φk(1)− φi(0)φk(0)− qki,
[R]ki = 12φ
i(1)φk(1)− 1
2
φi(0)φk(0)− qki,[
R
]
ki = φi(1)φk(1)−
1
2
φi(0)φk(0)− qki,
[H]ki = 12φ
i(0)φk(1).
Since Eqs. (2.8)–(2.12) are exact for polynomials up to degree r − 1, the operational matrix of derivatives is exact for
polynomials up to degree r − 1.
3. Description of the numerical method
Consider the second order one dimensional linear hyperbolic (1.1), we use Eq. (2.5) to approximate u(x, t) as
u(x, t) = ΦT (t)UΦ(x) (3.1)
where U is a N × N unknown matrix and should be found. The differentiation of vectorsΦ in (2.2) can be expressed as
Φ ′ = DΦ. (3.2)
Now using Eqs. (3.1) and (3.2) we can write
ut(x, t) = Φ ′(t)TUΦ(x) = Φ(t)TDTUΦ(x) (3.3)
utt(x, t) = 8T(t)(D2)TU8(x) (3.4)
and
uxx(x, t) = ΦT (t)UD2Φ(x). (3.5)
Also using Eq. (2.5) the function f (x, t) in Eq. (1.1) can be approximated as
f (x, t) = ΦT (t)BΦ(x) (3.6)
where B is an N × N matrix with entries
Bi,j =
∫ 1
0
∫ 1
0
f (x, t)φkni(x)φ
l
nj(t)dxdt, i, j = 0, 1, . . . , 2n − 1, l, k = 0, . . . , r − 1.
Using Eqs. (3.1)–(3.6) in Eq. (1.1) we get
ΦT (t)(D2)TUΦ(x)+ 2αΦT (t)DTUΦ(x)+ β2ΦT (t)UΦ(x) = ΦT (t)UD2Φ(x)+ ΦT (t)BΦ(x), (3.7)
or
ΦT (t)
{
(D2)TU + 2αDTU + β2U − UD2 − B}Φ(x) = 0. (3.8)
The entries of vectorsΦ(t) andΦ(x) are independent, so we get:
H = (D2)TU + 2αDTU + β2U − UD2 − B = 0. (3.9)
Eq. (3.9) gives (N − 2) × (N − 2) independent equations, because the rank of matrix D is N − 1 and the rank of D2 is
N − 2. Here we choose equations as:
Hi,j = 0, i, j = 2, . . . ,N − 1. (3.10)
Using Eq. (2.2) we can approximate the functions f0(x), f1(x), g0(t) and g1(t) as:
f0(x) = V T1Φ(x),
f1(x) = V T2Φ(x),
g0(t) = V T3Φ(t),
g1(t) = V T4Φ(t),
(3.11)
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where V1, V2, V3 and V4 are vectors of dimension N , and can be found as
V1 =
[∫ 1
0
f0(x)φ0n0(x)dx, . . . ,
∫ 1
0
f0(x)φr−1n0 (x)dx
∣∣∣∣∫ 1
0
f0(x)φ0n1(x)dx, . . . ,∫ 1
0
f0(x)φr−1n1 (x)dx| · · · |
∫ 1
0
f0(x)φ0n2n−1(x)dx, . . . ,
∫ 1
0
f0(x)φr−1n2n−1(x)dx
]T
,
V2 =
[∫ 1
0
f1(x)φ0n0(x)dx, . . . ,
∫ 1
0
f1(x)φr−1n0 (x)dx
∣∣∣∣∫ 1
0
f1(x)φ0n1(x)dx, . . . ,∫ 1
0
f1(x)φr−1n1 (x)dx| · · · |
∫ 1
0
f1(x)φ0n2n−1(x)dx, . . . ,
∫ 1
0
f1(x)φr−1n2n−1(x)dx
]T
,
V3 =
[∫ 1
0
g0(t)φ0n0(t)dt, . . . ,
∫ 1
0
g0(t)φr−1n0 (t)dt
∣∣∣∣∫ 1
0
g0(t)φ0n1(t)dt, . . . ,∫ 1
0
g0(t)φr−1n1 (t)dt| · · · |
∫ 1
0
g0(t)φ0n2n−1(t)dt, . . . ,
∫ 1
0
g0(t)φr−1n2n−1(t)dt
]T
,
V4 =
[∫ 1
0
g1(t)φ0n0(t)dt, . . . ,
∫ 1
0
g1(t)φr−1n0 (t)dt
∣∣∣∣∫ 1
0
g1(t)φ0n1(t)dt, . . . ,∫ 1
0
g1(t)φr−1n1 (t)dt| · · · |
∫ 1
0
g1(t)φ0n2n−1(t)dt, . . . ,
∫ 1
0
g1(t)φr−1n2n−1(t)dt
]T
.
The entries of vectors V1, V2, V3 and V4 can be computed with a method similar to Eq. (2.4). Applying Eqs. (3.1), (3.3) and
(3.11) in the initial and boundary conditions (1.2)–(1.5) we get
ΦT (0)UΨ (x) = V T1Φ(x),
ΦT (0)DTUΦ(x) = V T2Φ(x),
ΦT (t)UΦ(0) = ΦT (t)V3,
ΦT (t)UΦ(1) = ΦT (t)V4.
(3.12)
The entries of vectorΦ(t) andΦ(x) are independent, so Eq. (3.12) gives:
ΦT (0)U = V T1 ,
ΦT (0)DTU = V T2 ,
UΦ(0) = V3,
UΦ(1) = V4.
(3.13)
Let
Λ1 = ΦT (0)U − V T1 ,
Λ2 = ΦT (0)DTU − V T2 ,
Λ3 = UΦ(0)− V3,
Λ4 = UΦ(1)− V4.
(3.14)
By choosing the first N − 1 equations ofΛ1 = 0,Λ2 = 0,Λ3 = 0 andΛ4 = 0 we get 4N − 4 equations, i.e.,
Λ1i = 0, i = 1, 2, . . . ,N − 1
Λ2i = 0, i = 1, 2, . . . ,N − 1
Λ3i = 0, i = 1, 2, . . . ,N − 1
Λ4i = 0, i = 1, 2, . . . ,N − 1.
(3.15)
Eq. (3.10) together Eq. (3.15) give N2 equations, which can be solved for Ui,j, i, j = 1, 2, . . . ,N . So the unknown function
u(x, t) can be found.
1970 M. Lakestani, B.N. Saray / Computers and Mathematics with Applications 60 (2010) 1964–1972
Table 1
Absolute values of errors for u(x, t)with r = 3 and n = 3.
x α = 20 β = 10 α = 10 β = 5
t = 0.5 t = 1 t = 0.5 t = 1
0.0 2.0× 10−21 2.1× 10−6 0 2.1× 10−6
0.1 5.6× 10−4 1.5× 10−3 3.0× 10−4 1.3× 10−4
0.2 7.6× 10−4 2.4× 10−3 1.5× 10−3 7.0× 10−4
0.3 1.7× 10−3 2.1× 10−4 1.4× 10−3 6.8× 10−4
0.4 2.5× 10−3 4.9× 10−4 2.2× 10−3 9.4× 10−4
0.5 3.3× 10−3 5.2× 10−4 2.4× 10−3 1.1× 10−3
0.6 3.9× 10−3 8.7× 10−4 2.6× 10−3 1.0× 10−3
0.7 4.0× 10−3 8.8× 10−4 2.8× 10−3 8.9× 10−4
0.8 3.5× 10−3 6.5× 10−4 2.6× 10−3 7.0× 10−4
0.9 2.2× 10−3 3.6× 10−4 1.8× 10−3 3.7× 10−4
1.0 2.2× 10−4 9.2× 10−5 1.5× 10−4 9.2× 10−5
Table 2
Absolute values of errors for u(x, t)with r = 4 and n = 3.
x α = 20 β = 10 α = 10 β = 5
t = 0.5 t = 1 t = 0.5 t = 1
0.0 4.0× 10−22 1.1× 10−9 3.7× 10−20 1.1× 10−9
0.1 2.2× 10−5 3.8× 10−5 2.6× 10−5 1.4× 10−5
0.2 7.4× 10−6 1.8× 10−5 1.9× 10−5 8.5× 10−6
0.3 5.2× 10−6 3.8× 10−5 2.5× 10−6 2.7× 10−5
0.4 2.1× 10−5 1.7× 10−5 2.8× 10−5 2.5× 10−5
0.5 2.1× 10−5 1.1× 10−5 7.7× 10−5 2.6× 10−5
0.6 2.6× 10−5 4.4× 10−7 9.0× 10−5 1.9× 10−5
0.7 3.0× 10−5 4.8× 10−6 9.3× 10−5 2.0× 10−5
0.8 2.8× 10−5 6.5× 10−6 8.0× 10−5 1.7× 10−5
0.9 2.0× 10−5 3.0× 10−6 4.0× 10−5 9.0× 10−6
1.0 2.1× 10−6 2.2× 10−6 1.4× 10−5 2.2× 10−6
4. Numerical examples
Example 1. We consider the Eq. (1.1) with the following conditions:
f0(x) = sinh(x),
f1(x) = −2 sinh(x),
g0(t) = 0,
g1(t) = e−2t sinh(1),
f (x, t) = (3− 4α + β2)e−2t sinh(x).
The exact solution is given by
u(x, t) = e−2t sinh(x).
Tables 1–3 show the absolute error using the technique presented in the previous section with r = 3, 4, 5, n = 3 and
different values of α, and β .
Example 2. Consider Eq. (1.1) with the following conditions:
f0(x) = sin(x),
f1(x) = 0,
g0(t) = 0,
g1(t) = cos(t) sinh(1),
f (x, t) = −2α sin(t) sin(x)+ β2 cos(t) sin(x).
The exact solution is given by
u(x, t) = cos(t) sin(x).
Tables 4–6 show the absolute error using the technique presented in the previous section with r = 3, 4, 5, n = 3 and
different values of α, and β .
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Table 3
Absolute values of errors for u(x, t)with r = 5 and n = 3.
x α = 20 β = 10 α = 10 β = 5
t = 0.5 t = 1 t = 0.5 t = 1
0.0 7.2× 10−21 1.4× 10−15 2.3× 10−13 1.4×10−10
0.1 1.1× 10−5 2.8× 10−7 4.4× 10−6 2.1× 10−7
0.2 8.7× 10−7 7.6× 10−7 1.1× 10−6 8.5× 10−7
0.3 1.0× 10−6 6.5× 10−7 1.1× 10−6 7.3× 10−7
0.4 2.1× 10−7 5.0× 10−7 1.3× 10−7 4.5× 10−7
0.5 7.5× 10−8 1.0× 10−7 2.3× 10−7 8.0× 10−8
0.6 3.5× 10−7 1.2× 10−7 7.9× 10−7 2.3× 10−7
0.7 3.6× 10−7 8.0× 10−8 8.9× 10−7 3.0× 10−7
0.8 2.2× 10−7 2.3× 10−8 8.4× 10−7 2.9× 10−7
0.9 1.6× 10−8 8.2× 10−8 7.8× 10−7 2.7× 10−7
1.0 4.8× 10−7 2.6× 10−7 5.9× 10−7 2.6× 10−7
Table 4
Absolute values of errors for u(x, t)with r = 3 and n = 3.
x α = 20 β = 10 α = 10 β = 5
t = 0.5 t = 1 t = 0.5 t = 1
0.0 8.7× 10−3 2.0× 10−20 8.7× 10−3 4.0×10−21
0.1 5.3× 10−4 8.5× 10−3 2.9× 10−4 2.8× 10−3
0.2 1.3× 10−4 1.1× 10−3 3.5× 10−4 5.4× 10−4
0.3 9.8× 10−5 1.7× 10−4 3.1× 10−4 4.5× 10−5
0.4 5.0× 10−5 9.9× 10−5 4.4× 10−4 1.0× 10−4
0.5 1.1× 10−4 1.7× 10−4 3.4× 10−4 6.7× 10−5
0.6 2.1× 10−4 4.3× 10−5 2.5× 10−4 1.1× 10−4
0.7 2.2× 10−4 1.5× 10−5 2.3× 10−4 1.1× 10−4
0.8 2.0× 10−4 4.7× 10−5 1.7× 10−4 5.9× 10−5
0.9 1.3× 10−4 2.3× 10−5 1.1× 10−4 3.4× 10−5
1.0 1.3× 10−5 4.3× 10−5 4.0× 10−6 4.3× 10−5
Table 5
Absolute values of errors for u(x, t)with r = 4 and n = 3.
x α = 20 β = 10 α = 10 β = 5
t = 0.5 t = 1 t = 0.5 t = 1
0.0 4.0× 10−21 4.6× 10−20 6.8× 10−20 1.2×10−19
0.1 2.3× 10−7 3.7× 10−5 4.0× 10−6 1.2× 10−5
0.2 2.2× 10−6 7.7× 10−7 2.1× 10−6 1.7× 10−6
0.3 8.0× 10−7 4.0× 10−6 3.9× 10−7 8.0× 10−7
0.4 1.3× 10−6 1.7× 10−6 2.9× 10−6 1.3× 10−6
0.5 1.5× 10−6 9.3× 10−7 5.0× 10−6 1.6× 10−6
0.6 1.9× 10−6 3.2× 10−7 6.2× 10−6 1.2× 10−6
0.7 2.0× 10−6 2.7× 10−7 6.1× 10−6 1.5× 10−6
0.8 1.6× 10−6 4.5× 10−7 4.8× 10−6 1.2× 10−6
0.9 1.0× 10−6 3.3× 10−8 2.6× 10−6 4.7× 10−7
1.0 2.9× 10−7 1.3× 10−7 6.4× 10−7 1.3× 10−7
Table 6
Absolute values of errors for u(x, t)with r = 5 and n = 3.
x α = 20 β = 10 α = 10 β = 5
t = 0.5 t = 1 t = 0.5 t = 1
0.0 1.9× 10−11 3.2× 10−12 2.4× 10−13 1.1×10−11
0.1 5.0× 10−5 1.7× 10−5 6.0× 10−6 6.1× 10−7
0.2 1.6× 10−6 4.3× 10−6 4.3× 10−6 1.6× 10−6
0.3 4.4× 10−6 3.6× 10−6 2.0× 10−6 1.3× 10−6
0.4 1.7× 10−6 2.6× 10−6 6.5× 10−7 8.0× 10−7
0.5 5.0× 10−7 5.6× 10−7 2.9× 10−7 5.1× 10−7
0.6 1.4× 10−6 6.8× 10−7 7.6× 10−7 2.9× 10−7
0.7 1.4× 10−6 4.4× 10−7 6.9× 10−7 9.4× 10−8
0.8 1.0× 10−6 4.2× 10−8 4.1× 10−7 3.3× 10−8
0.9 6.8× 10−7 2.8× 10−8 5.7× 10−8 1.4× 10−7
1.0 2.2× 10−7 3.0× 10−7 4.0× 10−7 3.0× 10−7
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5. Conclusion
In this article, we presented a numerical scheme for solving the second order one dimensional linear hyperbolic equation.
The interpolating scaling functions [20] are employed to solve this equation. The obtained results show that this approach
can solve the problem effectively.
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