A novel non-equilibrium method for calculating the shear viscosity is presented. It reverses the cause-and-effect picture customarily used in non-equilibrium molecular dynamics: the effect, the momentum flux or stress, is imposed, whereas the cause, the velocity gradient or shear rate, is obtained from the simulation. It differs from other Norton-ensemble methods by the way, in which the steady-state momentum flux is maintained. This method involves a simple exchange of particle momenta, which is easy to implement. Moreover, it can be made to conserve the total energy as well as the total linear momentum, so no coupling to an external temperature bath is needed. The resulting raw data, the velocity profile, is a robust and rapidly converging property.
Introduction
Linear-response theory relates a flux J (e.g. matter, energy, momentum) to a thermodynamic driving force or field E, which usually is a gradient of some quantity (e.g. activity, temperature, flow velocity). The proportionality constant is the corresponding transport coefficient κ.
(Eq. 1)
The flux is defined as the amount of the quantity transported per time through an area perpendicular to the flux direction. We note that, e.g. in an anisotropic medium, the directions of J and E need not be colinear in which case their vectorial nature has to be taken into consideration and κ becomes a tensor. In isotropic fluids, however, we can use the scalar form (Eq. 1).
Transport coefficients can be calculated by equilibrium molecular dynamics (MD) calculations using the appropriate Einstein or Green-Kubo relations [1] [2] [3] . The alternative route are non-equilibrium molecular dynamics (NEMD) simulations [3, 4] : An appropriate perturbation E is applied which is not necessarily the same as in the experiment, but which can be shown to generate the same response [4] . Then, the ensemble average of the resulting flux is measured and the ratio of flux and field gives the transport coefficient κ. There are many ways of setting up NEMD simulations [4] . In most of them, the field is applied and the flux is measured.
In this contribution, we consider a scheme in which cause and effect are reversed in an NEMD simulation: The flux is imposed and the corresponding field is measured. Such methods, also known as Norton-ensemble methods [4] [5] [6] [7] , have their advantages in cases where the flux is difficult to define microscopically or is slowly converging. In contrast to previous methods, the one presented in this article can be made, in certain cases, to conserve the total energy as well as the total linear momentum, so it can be used in a microcanonical ensemble, i.e. without an additional thermostat. Moreover, it efficient is the shear viscosity η.
(Eq.
2)
The momentum flux j z (p x ) is defined as the momentum flowing through a surface perpendicular to the flux direction (z) of area A during a time t. In SI units it has, therefore, the dimension kg m -1 s -2 . Since the velocity gradient has the unit s -1 , the unit of the viscosity is 1 Poise = 1 kg m -1 s -1 .
The momentum flux is imposed on the system in an unphysical way. The periodic simulation box is subdivided into slabs along the z coordinate (Fig 2) . The atoms inside the slab at z=0 (and its period images) are propelled in +x direction, those inside the slab at z=L z /2 (with L z the box length in z direction) in -x direction. This is accomplished by finding the atom most moving against the desired slab movement: In the slab moving in +x direction (z=0), the atom with the largest momentum component in -x direction (= the atom with the smallest p x ) is found. Likewise, in the slab moving in -x direction (z= L z /2), the atom with the largest momentum component in +x direction (= the atom with the largest p x ) is found. Then the p x of the two atoms are interchanged. NB: If both atoms have the same mass, the unphysical momentum swap conserves both linear momentum and kinetic energy of the system as a whole. Since atom positions are not changed, the potential energy and, hence, the total energy of the system is conserved.
The amount of momentum ∆p x transferred from the z=L z /2 slab to the z=0 slab is precisely known. If momentum swaps are repeated periodically, the total momentum transferred in a simulation P x is the sum of the ∆p x . The system responds to the nonequilibrium situation by letting momentum flow in the opposite direction via a physical mechanism (friction). In steady state, the rate of momentum transferred unphysically by momentum swaps is equal to that of momentum flowing back through the fluid by friction. Hence, the momentum flux j z (p x ) can be calculated.
where t is the length of the simulation, and A=L x L y (Fig 1) , the factor 2 arises because of the periodicity of the system [11] .
The physical momentum current gives rise to a velocity profile in the fluid (cf. Except for the highest momentum fluxes (W ≤ 15∆t), the velocity gradient is uniform throughout the system. Surprisingly, even in the slightly nonlinear regime the viscosity can be calculated with reasonable accuracy (see below).
At this point, one might ask how there can be shear flow apparently without viscous heating. The answer is that there is viscous heating but the excess heat is drained by the momentum exchange itself. It acts like an internal thermostat, i.e. a mechanism that removes the heat generated by friction. The algorithm, that maybe thought of as a Maxwell demon, selectively picks particles with the largest velocity component u i = v i -〈v〉 against the flow direction of the slab 〈v〉. The peculiar velocities u i , on the other hand, define the slab temperature. After the exchange, the peculiar velocity of the particle is in the direction of the local flow and, although the absolute velocity is on average unchanged, the peculiar velocity and, thus, the temperature has decreased. Therefore, the two slabs in which the momentum exchange takes place are the heat sinks where the heat generated by friction is disposed of. As a consequence, a temperature profile across the box is expected. This is indeed found in Fig. 4 , where we show the fraction of kinetic energy calculated from the peculiar velocities, i.e. our definition of local temperature. For the strongest perturbations (W=3,15, Fig. 4b ) the temperature profile is a
parabola. This is intuitively understood, since a linear flow velocity profile causes a quadratic kinetic energy profile associated with the flow. For the small perturbations (Fig. 4a) , the situation is less clear. There, the regions of strongest viscous heating are not necessarily halfway between the heat sinks. For the time being, we report this as a phenomenon. It still remains to be clarified if this is a physical effect or results from insufficient statistics or from the finite width of the slabs.
Computational details
The system was composed of 2592 atoms of mass m interacting via the Lennard-Jones (LJ) potential (Eq. 4) with a cutoff of 3σ. The size of the orthorhombic periodic simulation cell was 10.0587σ × 10.0587σ × 30.1762σ, corresponding to a reduced number density ρ*=ρσ 3 =0.849.
The temperature was T*=k B T/ε =0.722. The system was thus very close to the triple point of the LJ fluid. In the constant-T runs, the temperature was maintained by weakly coupling to a temperature bath [15] with the coupling time τ* of 0.464 (ε/mσ 2 ) 1/2 , unless noted otherwise. Constant-energy runs were preceded by equilibration runs at the same temperature. The time step was ∆t*=∆t (ε/mσ 2 ) 1/2 =6.965× 10 -3 . A multipletime-step scheme based on the velocity-Verlet algorithm [16] was used with the parameters as in ref. 11 . A Verlet neighbour list was updated every 12 time steps, the update used indexing of the particles according to their z direction [11] . The momentum flux was imposed in z direction, the number of slabs was 20 (cf. Fig. 2 ). The simulation times were 15000 time steps (W=3), 60000 time steps (W=15,60), and 300000 time steps (W=300, 1200), respectively. For reference, the LJ reduced units of the relevant transport quantities are:
The momentum-exchange algorithm is, in principle, energy-conserving. However, there is a small non-conservation of energy in practice due to discretising Newton's equation of motion into finite time steps. The Verlet algorithm tacitly assumes that, over the length of the time step, the force acting on a particle is constant. This is no longer true if a discontinuity is imposed on the trajectory and it will lead to some loss of accuracy in the integration. In practical calculations of viscosities, the perturbation
can be considered small, since only two out of several thousand particles are affected every several dozen or several hundred time steps. Moreover, in our analysis of the velocity profile we disregard the two slabs in which the momentum exchange takes place. On the other hand, the discontinuous trajectories make the algorithm difficult to analyse from a purely theoretical point of view. One also has to keep in mind that the momentum exchange algorithm produces not only the intended velocity profile of periodicity L z , but also a concomitant temperature profile of periodicity L z /2.
Results and discussion
The validity of the linear-response relation (Eq. 2) is tested in Fig. 5 . Linear response appears to hold even for the strongest applied perturbation. This indicates that, although the viscosity is not completely uniform over the simulation cell (cf. Fig. 3 ), these heterogeneities tend to cancel out. At very small momentum transfer, the resulting velocity gradient is blurred by noise, so longer simulation times would be needed here.
Constant-temperature and constant-energy simulations are both linear and give the same slope in regions were the slope converges well.
For all perturbations, the viscosity has been calculated via (Eq. 2). In Fig. 6 , it is seen that the viscosity is not well defined at very low perturbations (W=300,1200). At the strongest perturbation (W=3), the onset of non-linearity is visible. In between (W=15,60), there is a usefully wide plateau region (the abscissa in Fig. 6 is plotted logarithmically!) from which the viscosity can be reliably obtained. Except for the two smallest perturbations, constant-energy and constant-temperature simulations give the same viscosity. Most calculations of the LJ triple-point viscosity have used considerably smaller systems (108 to 256 particles) which yield a η* of about 3.0. However, using larger systems (up to 1372 particles), Palmer [17] has estimated η*(k*=0) to be 3.25±0.08, k*=kσ being the reciprocal lattice vector. Our simulation cell is large enough in z direction for k* to be close to zero. Therefore, it is no surprise that all our plateau values of η*=3.2-3.2 are very close to the literature estimate. Note, however, that because of the periodicity of our perturbation, the viscosity calculated by this method belongs to a certain k, and the k*=0 limit has to be found by systematically varying the box length.
The non-equilibrium scheme presented above conserves total linear momentum as well as the total energy of the system. Hence, it does not require an external thermostat.
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On [15] is often used for its simplicity and robustness, even though it is not derived from a Hamiltonian and has not been shown to generate a canonical ensemble. In Fig. 7 it is investigated how the intensity of thermostatting, the value of the coupling time τ* changes the calculated viscosity. To this end, τ* has been varied over 6 orders of magnitude. Fig. 7 shows that the viscosity does depend on the choice of τ*. This dependence appears to be rather erratic. All of the values are, however, close to each other, the standard deviation being 0.12, and to the microcanonical value. Therefore, thermostats have to be watched for their influence on the viscosity if used with this algorithm, as with others, but they are not likely to distort the results qualitatively.
Summary and outlook
The non-equilibrium method for calculating the shear viscosity presented reverses the customary cause-and-effect picture: the effect, the momentum flux, is imposed, whereas the cause, the velocity gradient, is calculated from the simulation. It differs from other Norton-ensemble methods by the way, in which the steady-state momentum flux is maintained. It involves a simple exchange of particle momenta, which is easy to implement. The exchange events, although unphysical, conserve the total linear momentum as well as the total energy if the masses of the particles are equal. In this case, no external thermostat is needed. The resulting raw data, the velocity profile, is a robust and rapidly converging property.
A similar momentum and energy-conserving reverse-perturbation scheme has recently been used in order to study thermal conductivity and thermal diffusion. There, the relevant energy flux could also be set up using only velocity exchanges between particles. It is easy to see how the principle of reverse perturbation can be extended to calculate other transport coefficients. However, it is less clear if an extension is useful in all cases. For example, it would be nice to calculate the mutual diffusion coefficient in a binary fluid. In order to maintain an interdiffusion current, one would have to exchange particle identities, which means exchanging force field parameters. While this is possible, it necessarily destroys the conservation of total energy, which is the beauty of the present method. Of course, one may give both species the same interaction pa-
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rameters and just "colour" (label) them differently. This is an established method for calculating the self-diffusion coefficient [18] which is obtained from the colour gradient. 
Figure captions

