Abstract: In this second part of the paper dedicated to energy management in buildings a Distributed Model Predictive Control strategy is proposed in order to tackle the control problem of a large building submitted to global power limitations and disposing of a storage device (electrical battery). The proposed scheme is based on previously designed Model Predictive Controllers responsible of managing the comfort quantities at the zone level. The proposed framework addresses the case of power specific limitations and dynamically varying prices. Numerical simulations are proposed for a realistic buildings model including 20 zones in order to assess the efficiency and the real time implementability of the proposed framework.
INTRODUCTION
Model Predictive Control (MPC) is becoming a crucial paradigm for energy management in buildings. This fact results from its ability to manage constrained MIMO systems while taking into account weather forecast, energy tariffs, occupancy schedule etc. Several studies and experimentations have been conducted establishing in many cases its benefits. One can refer to Gyalistras and Team [2010] , where a large study showed substantial energy savings potential for several buildings types.
Although a lot of effort has been deployed in order to design MPC strategies for Buildings Energy Management Systems (BEMS), many limitations are pointed out in some previous studies (see Lamoudi et al. [2011b] , Moroşan et al. [2010] ) when the dimension of the building increases. In the case of large buildings, a centralized approach is too expensive from a computational point of view. In addition to the non scalability of the centralized solution, one has to mention that it is generally unsafe to centralize the decision process in the same physical controller because any failure has consequences on the whole system. Therefore, distributing the computation of the optimal solution among agents appears to be clearly adapted to this situation. The principle of Distributed Model Predictive Control (DMPC) (Camponogara et al. [2002] ) is to design local predictive controllers that are responsible of local decision making. The agents have to come with an agreement through iterations in order to recover the solution of the centralized problem or to achieve a relevant sub-optimal solution. The structure of the distributed control and the nature of the exchanged information between agents (and/or a coordinator agent) are two key points in DMPC design (see Diehl [2009] ).
In Lamoudi et al. [2012] , a nonlinear MPC strategy has been proposed to manage zone relevant quantities in order to ensure occupants comfort at a minimal operational cost. In this part, these local NMPC controllers are used in a global DMPC framework in order to handle power limitations on global power consumption as well as a shared electrical storage capability.
The control strategy presented here is an extension of the previous work presented in Lamoudi et al. [2011b] to buildings wherein a storage capability is present. Moreover, two main enhancements have to be underlined regarding the bundle algorithm used by the coordination mechanism:
(1) The proposed DMPC controller lies on a disaggregated version of the bundle algorithm (see Bacaud et al. [2001] ).
(2) A simplest stabilizing term in the master problem is used, resulting in a Linear Programming (LP) problem instead of Quadratic Programming (QP) problem (as it is generally the case in proximal bundle methods) which is much less computationally demanding yet efficient.
The paper is organized as follows: in section 2 a schematic description of the problem is given. After a brief recall of zone model predictive control in section 3, the global multi-zone problem is formulated in section 4. The DMPC framework is derived and simulated on a 20 zones building in section 5 in order to assess its efficiency and its real-time implementability. Finally, section 6 concludes the paper and gives hints for further investigation.
PROBLEM DESCRIPTION
In this paper, a multi-zone building is considered. The building is able to store electrical energy in batteries in order to redistribute it to zones. This storage capability offers the benefit of shifting energy consumption of the building to periods in which electricity is cheaper. The power grid can provide to the building a limited amount of power. Therefore, the building should take into account this power limitation in advance in order to store energy in an electrical form or a thermal form in the zones in order to maintain occupants comfort within the prescribed level.
The aim of the this study is to design a coordination mechanism that addresses this issue (figure 1). In the next section, a brief recall on zone model predictive control which has been designed in Lamoudi et al. [2012] is given since these zone MPC controller are then integrated in the DMPC architecture. 3. ZONE MODEL PREDICTIVE CONTROL -A BRIEF RECALL
Zones models
Consider a building with n z zones, where`2 Z = {1, . . . , n z } is the zone. The following nonlinear state space representation describes the dynamical system related to each zone`2 Z:
Where: x`2 R n x , u`2 R n ù ,w`2 R n ẁ , y`2 R n ỳ are respectively state, input, disturbance and output vector of the zone`.
Further discussion regarding this model can be found in Lamoudi et al. [2012] . Nevertheless, let us give some necessary elements to understand the sequel:
• The model (1) is a nonlinear model;
• Depending on the configuration of each zone`, the vector u`gathers control of local equipments (HVAC 1 , lighting, shading) that may differ between zones. Normalized inputs are considered, i.e u`2 [0, 1] n ù .
• The output vector y`= [T`, C`, L`] T includes indoor air temperature, CO 2 level and illuminance in the zone`. 
Zone Model Predictive Control
The objective of each zone model predictive controller is to keep the outputs of the system y`2 R 3 in their respective comfort range (see Lamoudi et al. [2011a] ) at a minimum energetic cost, which may refer to a pure energetic criteria or a an invoice criteria in the case of varying energy tariff. The comfort bounds related to outputs are obviously linked to the occupancy of the zone. The development of such predictive controller has been investigated in Lamoudi et al. [2011a] and extended in Lamoudi et al. [2012] to handle Fan Coil Units heating systems.
In model predictive control, the model (1) as well as prediction on disturbances, utility cost and occupancy are used in order to formulate an optimization problem which has to be solved at each decision instant (see Lamoudi et al. [2011a] , Lamoudi et al. [2011b] ). Namely, the following nonlinear optimization problem has to be solved:
where:
• The boldfaced vectors denote the predicted profiles over the horizon of length N . The predicted profile of any vector q k 2 R nq is defined as follows:
• u , y and w stand respectively for predicted input, output and disturbance profiles respectively,
• p 2 R ne·N , where n e is the number of power sources, stands for predicted power consumption profile. It can be linked to the control variables by the following relation: p = A · u (4) The matrix A 2 R ne·N ⇥nu·N is suitably constructed in order to gather the power consumption related to each actuator with respect to each power source (see, Lamoudi et al. [2011a] ).
• J E corresponds to the integral energy criterion over the horizon. It depends on the predicted consumed power profile p and the power costs . Therefore:
The components of the vector 2 R ne correspond to the cost of the available power sources of zone`.
• J C (y) is the discomfort criterion and depends only on the outputs profiles y. According to the standard EN1 [2005] , the comfort related to thermal, air quality and lighting aspects in a building can be defined in terms of lower and upper bounds y`, y`. These bounds are linked to the predicted occupancy of each zone.
For the sake of brevity, in this section, only the final form of the optimization problem is recalled since it has been fully explained in Lamoudi et al. [2012] . It has been shown that the MPC related optimization problem is a nonlinear optimization problem that can be solved by solving a sequence of linear programming problems. At each iteration i of the fixed-point algorithm, the following linear programming problem has to be solved:
The vector z`2 R n`g athers all decision variables related to the zone`over the prediction horizon of length N .
In order to keep the formulation simple. It is assumed in the remainder that the MPC related optimization problem takes the form of a Linear programming problem at each decision instant. Actually, this can be achieved by limiting the number of iterations to only one iteration. Hence, the following linear programming problem has to be solved by each zone`at each decision instant:
Note that:
• The optimization problem (7) is always feasible (Lamoudi et al. [2012] ), • No physical coupling between zones is explicitly considered. Instead, dynamic observers are used to recover both the heat fluxes between zone and all other model discrepancies.
SHARED ENERGY STORAGE AND GLOBAL POWER LIMITATIONS
Consider now that a local electrical storage device is available. Moreover, consider that a global power limitation holds on the total consumed power of the building, denoted hereafter by p g (see figure 2), namely:
Electricity Grid
Electrical storage
Zone layer Energy layer In this case, the zones are no longer independent since the whole building must respect the global power limitation on power consumption besides managing electrical storage in the battery. To solve this issue let us first formulate the corresponding centralized open-loop optimization problem.
Electrical battery model
The simplified electrical battery model is given by the following switched system:
• p b is the battery power (charge >0) (discharge (<0), it is limited in charge and discharge, hence: 
hence, the battery model defined by (9a) is equivalent to:
if the constraint p + b · p b = 0 is fulfilled, meaning that the battery is either charged or discharged. Actually, this last constraint is always fulfilled provided that charging and discharging the battery simultaneously is never interesting when minimizing an always positive economical objective, one can refer to Mattingley et al. [2010] for a simple example. This last property is of great importance in the next section since it enables to simply consider the system (9) as a simple linear system with two inputs p + b ,p b in which the switched property is not handled explicitly.
Centralized MPC
Considering now that one is able to virtually split the power consumption of each zone p`distinguishing p g which is the amount of power consumed by the zone`from grid and p b which is the amount of power consumed from the battery. One can easily see that fulfilment of the set of the following linear constraints:
ensures the respect of the global power constraint (8) on the building.
Note at this step that the energy layer (see figure 2 ) is (from a zone perspective) a resource provider which provides two types of electrical powers:
• Grid power: its predicted tariff is given by g , • Battery power: it is provided by the energy layer and its cost is given by b = 0. Let us introduce a set of positive auxiliary variables r := {r`}`2 Z which stand for maximum allowable consumption profiles related to each zone`, namely:
These auxiliary variables are used in the sequel as degrees of freedom available at the supervisor level in order to iteratively solve the optimization problem in a distributed way. One can easily show, based on the relations (10),(11),(12) and (7) that the centralized control problem is a Linear Programming problem which takes the following form:
Subject To :
where the vector of variables z e gathers all the variables related to the energy layer. The matrices A e , b e , {D`}`2 Z can be easily defined. Note that the cost function add the local power consumption to the energy layer consumption. The last inequality (14f) stands power limitation constraint for each zone consumption. The first constraint (14b) is the coupling constraint which expresses the constraint on the total consumed power in the multi-zone building.
It goes without saying that the centralized optimization problem (14) is a large scale Linear programming problem that can be quite heavy to solve if the number of zones n z is very high. This is the reason why a distributed approach is proposed in the next section.
DISTRIBUTED MODEL PREDICTIVE CONTROL
To overcome the complexity issue, the idea of distributing the computation of the optimal solution among agents (the zone computation units) seems appropriate. In this section, the decomposition scheme and the coordination mechanism are presented.
Problem decomposition
Let us define for each zone`an optimization problem (denoted MPC`(r`) in the sequel) as follows:
where the constraint (15c) indicates a local power consumption limit related to current value r`of the available power sources as assigned by the supervisor to zone`. Let J`(r`) refer to the corresponding achieved optimal value of the optimization problem MPC`(r`).
Therefore, the centralized problem (14) reduces to:
The problem (16) is called the master problem and will be solved thanks to an iterative procedure presented hereafter. In the sequel the master problem (16) is shortly denoted as follows:
The expression (z e , r 1 , . . . , r nz ) 2 D indicates the fulfilment of the constraints (16b)-(16c)-(16d).
Note that the constraint (16d) is introduced in order to ensure the feasibility of the local sub-problems (15) (positiveness of maximal power is expressly required).
Solving the master problem -disaggregated bundle method
Bundle method appears as one of the most effective methods for non-smooth optimization (see Briant et al. [2008] ). Fig. 3 . Representation of J`and its piece-wise linear approximationJ
at third iteration. The approximate function is a global underestimator of J`.
In this section, a brief recall of the bundle method is given, however the interested reader may refer to Frangioni [2002] for more details concerning this optimization technique.
Bundle method relies on iteratively approximating the function to be minimized (here J = J E + P`2 Z J`) by a so called cutting plane model. Since the objective function J is separable, an individual cutting plane modelJ`of each function J`is built up, given that the function J E is perfectly known at the master level.
At the s th iteration of the bundle method, s evaluations of each function J`have been performed at s trial points r
, · · · , g
) have been returned from each MPC`2 Z 2 . The information obtained over the last s iterations is stored in each individual bundle denoted B (s) :
Each B (s) related to each sub-function J`, enables to construct the so called cutting plane approximationJ (s) (·):
Actually, each linear piece i defines a half space J`(r
Therefore, the approximationJ (s) can be obtained by summing all contributions:
GivenJ (s) (·) at iteration s, one would simply use its minimizer as the updated value r (s+1) . However, this may lead to some instability becauseJ (s) (·) can be a poor approximation of J(·) particularly in the first iterations, when only few linear-pieces are available. Hence, instead of minimizingJ (s) (·), the following optimization Programming problem is considered:
The optimal solution of the problem (21) regarding the set of variables r is noted r (s+1) .
The stabilization term D ,✏ (r r (s) C ) (see figure 4 ) is introduced in order to prevent any drastic movement from the current best candidate point r (s) C , which is called the central point.
The trust region parameter > 0 is updated at each iteration s. The parameter ✏ > 0 is fixed a priori but needs to be chosen small enough (see Frangioni [2002] ). The benefit of such distance measure lies in keeping the optimization problem (21) a linear programming problem which is not the case for general proximal bundle methods based on a quadratic stabilization term.
In order to give an update rule of the central point r (s) C and a stopping test for the algorithm, we need to define the predicted decrease at iteration s:
If the real decrease is greater than a certain fraction m 2 [0, 1] of the predicted decrease then the central point r
C is updated, and the trust region parameter is increased. Otherwise the central point in kept and the trust region parameter is decreased. However, it is important to notice that in both situations the accuracy of the approximationJ (s) is improved each time a new element is incorporated in the bundle:
The algorithm stops when the predicted decrease is lower than a predefined accuracy on the objective function d (s)  ✏ J , or if the iteration counter s reaches the maximum allowed number of iterations s max . Let us finally emphasizes the fact that all iterates are feasible in the sense of respecting all global and also local constraints. This is ensured if and only if the initial starting guess r (0) is feasible (which is simple to ensure in this case). This feature is very interesting since the algorithm can be stopped, if necessary, at any iteration. Some other technical details regarding, bundle compression techniques, updating strategies of the parameter are presented in Frangioni [2002] .Finally, the coordination mechanism is summarized on figure 5 
Zone layer
Zone 1 Battery Fig. 5 . Illustration of the coordination mechanism. Each MPC`2 Z aims to minimize its local objective given some restrictions r`on power consumption. The coordinator gathers sub-gradients g`2 Z and functions values J`2 Z to solve the master problem by forminǧ J(·) and resend new resources restriction r`2 Z , and so on until convergence.
Simulations
In this section, a 48 hours simulation is performed on a 20 zones building. The zones are equipped with electrical heaters (one can find a brief description of the building in Lamoudi et al. [2012] ). The capacity of the battery is 10 [kWh] ( 0  b  10), its efficiency ⌘ + = ⌘ = .9, its maximal charge and discharge power p b  5[kW]. The maximal total power allowed to the building isp g =25 [kW]. Moreover, electricity tariff is time varying, during on peak hours (6 a.m ! 10 p.m) its cost is 11.54 ce, during off-peak hours its cost is 6.66 ce. The maximal number of iterations of the bundle algorithm is fixed to 3, the prediction horizon is 12 hours and the control refreshing period is 5 minutes. Figure 6 shows the simulation results obtained for this scenario. The first sub-plot shows the global consumption of the building which never exceeds the maximum allowed level (25 [kWh] ). On the second sub-plot, it can be noticed that the battery is used as a energetic buffer, storing energy during off-peak (red surface) periods in order to give it back to the zones during on-peak periods (blue surface). It can also be noticed that the battery charging is always performed before zones consumption is started (sub-plot 3) -this is clearer in the second day-, this is because an energy storage is also performed in the zones. Nevertheless, given heat losses in the zones, it is more beneficial to start storing heat in the zone after storing it in the battery (optimal start behavior).
The fourth sub-plot shows temperatures of the zones in the buildings 3 , note that the upper and lower limits (20 [ o C]/24 [ o C]) during the occupied period are respected. Note however that the anticipative effect of MPC is clear since the zone are preheated before occupied hours in order to reach the desired temperature. Remark that the zones have different behaviors, some clearly store more energy much earlier other. This last behavior results from the optimal power dispatch performed by the coordinator. i7 CPU X920 @ 2.00 GHz, 3.23 Go RAM. ILOG CPLEX 12.1 solver was used.
time spent by the coordinator and the zones (for all iterations) is 149 [ms] . Note that the computational time is negligible compared to the refreshing period (5 min.) enabling real time implementability even for a far higher number of zone in the building.
Moreover, it appears (in this case) that the computational time spent solving the master problem (coordinator) T C c (average of 92 [ms] ) approximately equals 2 times the time spent in the zone layer max(T Z c ) -since the zones compute their respective optimal solutions in parallel-which equals 58 [ms] (average).
CONCLUSION
In this paper, a distributed model predictive control framework has been proposed in order to tackle the complexity issue in a multi-zone building submitted to power limitation and equipped with an electrical battery and facing a dynamically varying tariff. The proposed DMPC exhibits good performance besides a low computational burden enabling real-time implementation for a realistic number of zones. The natural extension of the current work is a real-time implementation in a demonstrator real-life building. Comparison of the performance of the proposed solution with those of existing frameworks is also under investigation.
