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The analysis of electroencephalograms continues to be a problem due to our limited understanding of
the signal origin. This limited understanding leads to ill-deﬁned models, which in turn make it hard
to design eﬀective evaluation methods. Despite these shortcomings, electroencephalogram analysis is a
valuable tool in the evaluation of neurological disorders and the evaluation of overall cerebral activity. We
compared diﬀerent model based power spectral density estimation methods and diﬀerent classiﬁcation
methods. Speciﬁcally, we used the autoregressive moving average as well as from Yule-Walker and Burg’s
methods, to extract the power density spectrum from representative signal samples. Local maxima and
minima were detected from these spectra. In this paper, the locations of these extrema are used as
input to diﬀerent classiﬁers. The three classiﬁers we used were: Gaussian mixture model, artiﬁcial neural
network, and support vector machine. The classiﬁcation results are documented with confusion matrices
and compared with receiver operating characteristic curves. We found that Burg’s method for spectrum
estimation together with a support vector machine classiﬁer yields the best classiﬁcation results. This
combination reaches a classiﬁcation rate of 93.33%, the sensitivity is 98.33% and the speciﬁcy is 96.67%.
Keywords: Epilepsy; electroencephalogram (EEG); linear methods; spectrum estimation; Support Vector
Machine (SVM); gaussian mixture model (GMM); artiﬁcial neural network (ANN).
1. Introduction
Epilepsy is a chronic neurological disorder of
the brain, characterized by recurrent unprovoked
seizures.1, 2 These seizures are transient signs of
the disorder. The symptoms of epilepsy reach from
abnormal to excessive or synchronous neuronal activ-
ity in the brain.3 Worldwide, about 50 million people
have epilepsy, with almost 90% of these people living
in developing countries.4 The disease is more likely
to develop in young children or people over the age
of 65 years, however, even outside this age group, it
can occur at any time.5
Epilepsy can be diagnosed using electroen-
cephalogram (EEG) and brain scan technology,
because it aﬀects the normal neuronal activity. Inter-
ictal, preictal and ictal are the typical stages of the
epilepsy.6 The detection of epileptic seizures from
EEG data, using nonlinear methods, was proposed
by Paivinen et al.7 Using short sliding time win-
dows, a set of features were computed from the
data. The features came from time domain, fre-
quency domain and nonlinear methods. They used
discriminant analysis to determine the best seizure-
detecting features. The outcome of their study was
that the best results could be obtained by using a
combination of features from both linear and nonlin-
ear methods.
From a signal analysis perspective, EEG sig-
nals are highly complex and nonlinear in nature.
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The speciﬁc signal characteristics depend on age
and mental state of the subject. The symptoms of
epilepsy, such as epileptic seizure, occur randomly.
Therefore, the frequency of occurrence can only be
estimated and stated in a statistical sense. To make
an accurate forecast of eminent and future epilep-
tic seizures implies that we understand the precise
nature of the brain. This is impossible with the cur-
rent state of technology. We think of the human brain
as a cognitive machine which is composed out of bil-
lions of interconnected neurons. They form a net-
work which permanently changes its state. Due to
this permanent or asynchronous state change and
due to the sheer complexity of the network it is
impossible to understand and predict the precise
state of the brain. With current technology and
understanding, the best we can do is to try to
estimate the state with advanced signal processing
techniques and its correlation to the physiological
mechanisms.
Aschenbrenner-Scheibe et al. proposed various
methods to predict the onset of seizures based on
EEG recordings.8 Correlation dimension was used to
identify preictal dimension drops up to 19min before
a seizure onset. They investigated both sensitivity
and speciﬁcity, of this method, based on invasive
long-term recordings from 21 patients suﬀering from
medically intractable partial epilepsies, who under-
went invasive pre-surgical monitoring. The mean
length and amplitude of dimension drops showed no
signiﬁcant diﬀerences between interictal and preictal
data sets.
Over the past two decades, much research has
been done with the use of conventional temporal
and frequency analysis measures in the detection
of epileptic seizures from EEGs. Reasonably good
results have been obtained from these studies.9–12
Osterhage et al. investigate the measurements for
the directionality of coupling between dynamical sys-
tems. As a case study they apply these measures to
EEG signals taken from one epilepsy patient during
a seizure-free interval.13
Adeli et al. have shown that the wavelet trans-
form was particularly eﬀective for representing var-
ious aspects of non-stationary signals.14 They used
discrete Daubechies and harmonic wavelets to ana-
lyze and characterize epileptiform discharges in
patients with absence seizure. Through this decom-
position, transient features were accurately captured
and localized in both time and frequency domain. A
combination of wavelet and chaos methodologies to
detect the epilepsy using EEG analysis was studied
in Refs. 15 and 16. Their results showed that, this
combined approach was very eﬀective in identifying
the epilepsy.
In this paper we analyze frequency measures for
the detection of epileptic activity in EEGs. The
study is based on EEG data samples which are clas-
siﬁed into three distinct classes: normal, epileptic
background and epileptic seizure. We used autore-
gressive moving average (ARMA), Yule-Walker and
Burg’s method, to extract the power density spec-
trum (PSD) from representative EEG signal sam-
ples. Local maxima and minima were detected from
these spectra. The locations of these extrema become
input vectors to the classiﬁers. ANalysis Of VAri-
ance between groups (ANOVA) tests on these input
vectors show that the information, conveyed by
these input vectors, is statistically signiﬁcant. The
three classiﬁers used here are: Gaussian mixture
model (GMM), artiﬁcial neural network (ANN),
and support vector machine (SVM). The diﬀerent
classiﬁcation results are documented with confu-
sion matrices and compared with receiver operat-
ing characteristic (ROC) curves. We found that
Burg’s method for spectrum estimation together
with a SVM yields the best classiﬁcation results.
This combination reaches a classiﬁcation rate of
93.33%, the sensitivity is 98.33% and the speciﬁcy is
96.67%.
Figure 1 shows the overview of the system used.
Section 2 describes all the methods which were
used in the individual processing blocks. Section 3
presents and discusses the results. These results are
set into a wider context in Section 4. The conclusions
of this paper are presented in Section 5.
Fig. 1. Overview block diagram. The system inputs
time domain EEG signals. The ﬁrst processing block esti-
mates the PSD from these signals. The local extrema are
extracted with the ‘Peak detect’ algorithm in the next
block. The location of the ﬁrst 4 local maxima and the
ﬁrst 4 local minima forms a vector which is input to the
classiﬁcation block.
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2. Materials and Methods
Parametric (model based) power spectrum estima-
tion methods avoid the problem of spectral leak-
age and provide a better frequency resolution when
compared with non-parametric methods. In general,
parametric methods produce a smooth power spec-
tral density (PSD) and the frequency bands are easily
distinguishable. Furthermore, the post-processing is
simpler, this makes the PSD estimation more accu-
rate. The only drawback of parametric methods is
that the model order must be chosen such that
PSD estimation method yields good results for each
signal class. In this study, we used three paramet-
ric PSD estimation methods, namely ARMA, Yule-
Walker, and Burg. The following sections describe
these methods.
Section 2.5 discusses the feature extraction. To be
speciﬁc, it introduces the peak detection algorithm
which states value and position of both local max-
ima and minima of a signal. Section 2.6 introduces
ANOVA.
We use the GMM, SVM and ANN classiﬁers
to investigate the performance of the features men-
tioned above in an automated pattern recognition
system. Sections 2.7 – 2.9 describe these classiﬁers.
The following section introduces the data sets which
were used to obtain the results.
2.1. Data
The EEG data for the present study was obtained
from a database available from Bonn University.17
Gautama et al. discussed these datasets in Ref. 18.
Three sets, (normal, epileptic background (preictal)
and epileptic seizure (ictal)), of a single channel with
a duration of 23.6 seconds duration, were used for
the study. There are 200 data sets in both normal
and preictal clases while the ictal class had 100 data
sets. The normal EEG data was obtained from ﬁve
healthy volunteers using a standardized electrode
placement scheme, in the relaxed awake state with
open eyes. In the present study, we considered only
100 data sets per class, 70 to train the classiﬁers and
30 to test the classiﬁers. The ictal EEG data was
recorded during epileptic seizures from ﬁve epilepsy
patients. The preictal EEG data was recorded from
the same ﬁve epilepsy patients when there was no
seizure. All EEG signals were recorded with the
same 128 channel ampliﬁer system, digitized with a
Fig. 2. Normal EEG.
Fig. 3. Preictal EEG.
Fig. 4. Ictal EEG.
sampling rate of 173.61Hz and with a 12 bit A/D res-
olution. The data was ﬁltered using a band pass ﬁlter
with settings 0.5340Hz ∼ 12 dB/octave. Figures 2 to
4 show 11.8 seconds of sample recordings for normal,
preictal and ictal EEG respectively.
2.2. Yule-Walker’s method
The Yule-Walker AR method of spectral estimation
computes the AR parameters by forming a biased
estimate of the signal’s autocorrelation function and
solving the least squares minimization of the forward
prediction error.19 This results in the Yule-Walker
equations:
A×B = C (1)
with:
A =


rxx(0) rxx(−1) · · · rxx(−p + 1)
rxx(1) rxx(0) · · · rxx(−p + 2)
...
...
. . .
...
rxx(p− 1) rxx(p− 2) · · · rxx(0)


and
B =


aˆp(1)
aˆp(2)
...
aˆp(p)


; C =


rxx(1)
rxx(2)
...
rxx(p)


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where rxx is a biased form of the autocorrelation
function. This form ensures that autocorrelation
matrix, shown above, is positive deﬁnite. The biased
form of the autocorrelation estimate is calculated as
follows:
rxx(m) =
1
N
N−m−1∑
n=0
x∗(n)x(n + m) m ≥ 0 (2)
The AR coeﬃcients (aˆp) can be obtained by solving
the of p + 1 linear equations, extracted from Eq. 1
(for instance, by using the fast Levinson Durbin algo-
rithm). The corresponding PSD estimate is calcu-
lated as follows:
PˆYW(f) =
σ2wp
|1 +∑pk=1 aˆp(k) e−j2πfk|2
(3)
where σˆ2wp is the estimated minimum mean square
error for the pth-order, predictor calculated as fol-
lows:
σˆ2wp = Eˆ
f
p = rxx(0)
p∏
k=1
[1− |aˆp(k)|2] (4)
2.3. Burg’s method
Burg’s method is another algorithm to get AR model
parameters. It is computationally eﬃcient and yields
a stable AR model.20 Burg’s method is based on min-
imizing both forward and backward prediction errors
as well as estimating the reﬂection coeﬃcient. The
power spectrum of the pth order autoregressive pro-
cess is deﬁned as:
PˆBurg(f) =
eˆp
|1 +∑pl=1 aˆp e−j2fl|2
(5)
Where eˆp denotes the total least square error. It is
the sum of forward and backward prediction errors,
eˆf,p and eˆb,p respectively. The prediction errors are
calculated as follows:
eˆf,p = x(n) +
p∑
i=1
aˆp,i x(n− i)
eˆb,p = x(n− p) +
p∑
i=1
aˆ∗p,i x(n− p + i)
(6)
where n = p + 1, . . . , U .
One of the most important aspects to consider
when using the AR method is the selection of the
model order p. In this work the order of the AR
model is taken as: p = 20.10, 21
2.4. ARMA method
The ARMA model is a combination of autoregressive
(AR) and moving average (MA) models.22, 23 The
power spectrum of an autoregressive moving average
process is given by Eq. 7.
PˆARMA(f) =
σ2|∑ql=0 bˆp(l)e−j2fl|2
|1 +∑pl=1 aˆp(l) e−j2fl|2
(7)
where σ2 is the prediction error variance. Both AR
coeﬃents (aˆp) and MR coeﬃents (bˆp) were obtained
with the Yule Walker method as described in the pre-
vious section. In general the ARMA model is gen-
erated by ﬁltering unit variance noise with a ﬁlter
having p poles and q zeros. This method is based on
the assumption that the value of the output signal
depends on the previous values of the same signal
(autoregressive component) and on the present and
previous values of a diﬀerent input signal (moving
average component), plus an additional noise factor.
The advantage of the ARMA model is that it can
incorporate both autoregressive and moving average
terms.
2.5. Peak detection
In this work we have used Billauer’sa ‘Peak detec-
tion’ algorithm to locate the ﬁrst 4 local maxima
and the ﬁrst 4 minima in the two dimensional PSD
signals. Figure 5 shows the results of Burg’s method
of PSD estimation for normal, epileptic background
and seizure signals. The local maxima are marked
with a cross (×), the coordinates are encoded by
the amplitude aXmax and by the frequency fXmax,
where X ∈ {1, . . . , 4} is the number of the max-
ima. For example, the ordered pair (a1max, f1max)
encodes the coordinates of the ﬁrst maxima. Simi-
larly, the local minima are marked with circles (◦),
the coordinates are encoded by the amplitude aXmin
and by the frequency fXmin, where X ∈ {1, . . . , 4}
is the number of the minima.
2.6. Analysis of variance between
groups (ANOVA)
ANOVA test uses variances to decide whether or not
the means, which were evaluated independently for
ahttp://billauer.co.il/peakdet.html
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(a) Normal (b) Epileptic Background (c) Seizur
Fig. 5. Results of local maxima and minima in the Burg PSD spectras of normal, epileptic background and seizure.
each class of input parameters, are diﬀerent. The
result of this test is the so called p-value. A low
p-value indicates that the means of individual classes
are independent. Therefore, a low p-value is desired
for classiﬁcation problems. In other words, a low
p-value gives some certainty that it is possible to dif-
ferentiate the individual classes with an automated
classiﬁer, such as GMM, ANN and SVM. Therefore,
if the observed diﬀerences are high, i.e. the p-value is
low, then the test result is considered to be statistical
signiﬁcant.
2.7. Gaussian mixture model (GMM)
GMMs have been widely used in many areas, such as
pattern recognition and classiﬁcation. Their use has
been especially successful in speaker identiﬁcation
and veriﬁcation.24, 25 In GMM models, a probability
density function is expressed as a linear combination
(with weights wi) of N multidimensional Gaussian
basis functions. Each of these basis functions is spec-
iﬁed by its mean values µi and its covariance matrix
Σi, both can be derived from the input signal. For
a single observation, x, the probability density func-
tion of a given GMM model, λ:
p(x|λ) =
N∑
i=1
wig(s|µi,Σi) (8)
The probability density function of a single Gaussian
component of D dimensions is deﬁned as:
g(x|µi,Σi) = 1√
(2π)D|Σi|
× e[− 12 (x−µi)′Σ−1i (x−µi)] (9)
where (′) denotes the vector transpose. The solu-
tion, to determine the parameters of the GMM,
uses the Maximum Likelihood (ML) parameter esti-
mation criterion. The model parameters are esti-
mated through training, the goal is to maximize the
likelihood of the observations using the so called
Expectation-Maximization (E-M) algorithm.26
Usually, the initial estimates of the parameters
are obtained from a sample of the training data using
a simpler procedure, such as K-means.27 The K-
means procedure starts with randomly chosen initial
means and assumed unit variances for the covariance
matrix. This method has been adopted in this work.
2.8. Artiﬁcial neural network (ANN)
ANNs are comprised of densely interconnected adap-
tive simple processing elements called neurons. These
neurons are interconnected, but independent entities,
therefore they are capable of performing parallel
computations for data processing and knowledge rep-
resentation. The most commonly used neural net-
work is called multilayer perceptron neural networks
(MLPNN). We adopted MLPNNs for this study,
because they operate fast and they are easy to imple-
ment. The MLPNN has been used widely for a vari-
ety of detection and estimation tasks.28, 29
Figure 6 shows the ANN used for classiﬁca-
tion in this study. In this work, the nature of the
class boundaries was not clearly known. Under these
circumstances there is no theoretical method with
which the network setup can be determined. By trial
and error we found that a four layer network with
sigmoid activation function gives good results. The
input layer had 9 neurons, the two hidden layers
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Fig. 6. MLPNN with 9 input neurons, 15 neurons in the ﬁrst and second hidden layer and 2 neurons in the output layer.
have 15 neurons each and the output layer has two
neurons.
The multilayer perceptron was trained with the
back propagation algorithm (BPA). This is a super-
vised learning algorithm which aims to reduce the
error between actual and desired network outputs.
BPA is a so called steepest decent method, where
weight values are adjusted in an iterative fashion
while moving along the error surface to arrive at
minimal range of error, when input patterns are pre-
sented to the network for learning.
During the initialization phase, the connec-
tion weights of the neural network were randomly
assigned. During the training phase they are pro-
gressively modiﬁed to reduce the overall mean square
error. The weight update, aimed at maximizing the
rate of error reduction was set to 10−9. With regards
to the choice of the weight increment, there is no def-
inite rule for its selection; however the weight incre-
ment was done in small steps. In the present case,
a learning constant, η = 0.9 (that controls the step
size) was chosen by trial and error.
The ideal training data set is large in size and
uniformly spread throughout the class domains. In
the absence of an ideal training dataset, the avail-
able data was used iteratively until the error func-
tion came down below a threshold. For quick and
eﬀective training, data was fed from all classes in a
routine sequence so that the right message about the
class boundaries was communicated to the ANN.
2.9. Support vector machine (SVM)
SVMs were initially designed for two-class prob-
lems. But, they have been extended to multi-class
problems. The text below brieﬂy explains the two-
class SVM approach. The SVM operation searches
for a hyperplane which acts as a decision surface
that separates positive and negative values from each
other with maximum margin.30, 31 This involves ori-
enting the separating hyperplane perpendicular to
the shortest line separating the convex hulls of the
training data for every class, and locating it mid-
way along this line. Let the separating hyperplane
be given by x ·w + b = 0, where w is its normal. For
linearly separable data {xi, yi} where xi ∈ Rn and
yi = {−1, 1}, i = 1, . . . , N , the optimum boundary,
chosen with the maximal margin criterion, is found
by minimizing the objective function:
E = ‖w‖2 (10)
Subject to (xi · w + b)yi ≥ 1 ∀i.
The solution for the optimum boundary w0 is a
linear combination of a subset of the training data,
s ∈ {1, . . . , N} known as the support vectors. This
solution can be obtained more easily by translating
it into its “dual form”. The optimization problem can
be solved by quadratic methods giving the optimum
decision boundary w0 as:
w0 =
∑
<i>
αiyixi (11)
which is a linear combination of the support vectors
with αi = 0.
Kernel functions can be used to extend the
solution to nonlinear boundary problems. The dot
product (·) in the feature space is expressed by
some functions (i.e., the kernels) of two vectors in
input space. The polynomial and radial basis func-
tion (RBF) kernels are commonly used. With the use
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of kernels, an explicit transformation of the data to
the feature space is not necessary.
There are several algorithms that extend the
basic binary SVM classiﬁer to be a multi-class
classiﬁer. Examples are: the one-against-one SVM,
one-against-all SVM, half against half SVM, and
Directed Acyclic Graph SVM (DAGSVM). We used
the RBF kernel function with a one-against-all algo-
rithm to classify an input EEG segment among the
three classes (normal, ictal and preictal). We per-
formed an initial search for the SVM parameters
by using a “grid search” approach as suggested by
Hsu.32
2.10. Receiver Operating Characteristic
(ROC)
The ROC curve is a plot in a two dimensional space.
The x-axis is ‘1 - speciﬁcity’ and the y-axis is ‘sensi-
tivity’. Sensitivity, also known as true positive frac-
tion, refers to the probability that a test result is
positive when a disease is present.
The area under the ROC curve indicates the clas-
siﬁer performance across the entire range of cut-
oﬀ points. Conventionally, the area under the ROC
curve must fall in the range between 0.5 and 1.33 An
area closer to 1 means that the classiﬁer has a better
accuracy. The area under the ROC curve is a good
indicator for the classiﬁer’s performance.34
For example, Fogarty et al. used ROCs to ana-
lyze the tradeoﬀ between true positive and false pos-
itive for sensor based estimates. Their case studies
compare sensor-based estimates with human perfor-
mance. They optimize a feature selection process for
the area under the ROC curve, and they examine
end-user selection of a desirable tradeoﬀ.35
In this work we used ROC to test the classiﬁers in
their ability to diﬀerentiate normal from both epilep-
tic background and seizure. In this case, speciﬁcity
measures the proportion of signals from the nor-
mal group which are correctly identiﬁed. Similarly,
sensitivity measures the proportion of both epileptic
background and seizure groups which are correctly
identiﬁed.
3. Results
The block diagram shown Fig. 1, gives an overview
on how the results were obtained. The ﬁrst step is
to estimate the PSD from the individual signals. We
did this by applying three diﬀerent methods, namely:
ARMA, Yule-Walker and Burg. The local maxima
and minima of the PSD curve are extracted with
the peak detection algorithm. The location of the
ﬁrst 4 maxima and the ﬁrst 4 minima forms a 16
dimensional vector which is the input for the clas-
siﬁers. With respect to the local extrema location,
‘ﬁrst’ means the extrema being located at the low-
est frequency. The three classiﬁer used in this study
were: GMM, ANN and SVM. All concepts have been
introduced in Section 2, therefore this section reports
only the results of the individual experiments. It is
structured such that there is a subsection for each
PSD estimation method. Within this section, the
confusion matrices of the three individual classiﬁers
are discussed and the classiﬁers are compared within
ROC graphs. Section 3.4 compares the results across
the individual PSD estimation methods.
For all tables, presented in the following sections,
C = class, N = normal, EB = epileptic background
and S = seizure. ‘p’ stands for p-value. For all p-
values, a 0 indicates a result lower than 0.0001.
3.1. ARMA method
Despite the fact that the ARMA method uses both
autoregressive and moving average parameters, the
classiﬁcation results, presented in the following text,
are the poorest of all three tested methods. The clas-
siﬁcation results are based on the parameters, i.e.
location of the local extrema. The statistical rele-
vance of these parameters is indicated by Table 1.
It shows mean and standard deviation of both fre-
quency f and amplitude a values for the ﬁrst four
maxima within each class. The last row shows the
p-values from the ANOVA test. Similarly, Table 2
shows these measures for the ﬁrst four local minima.
The only general trend, within the ANOVA results,
is that both local maxima and local minima are sta-
tistically signiﬁcant.
The discussion of the classiﬁcation result starts
with the GMM classiﬁer. The classiﬁcation rate of
the GMM classiﬁer is 31.11%, which is below 50%.
Table 3 shows the confusion matrix for this test.
The numbers within the 3× 3 matrix document the
performance of the classiﬁer. The ﬁrst row indicates
that the GMM method classiﬁes only 3 data sets,
taken from normal EEGs, correctly as normal. But,
27 normal subjects are wrongly classiﬁed as epileptic
In
t. 
J. 
N
eu
r. 
Sy
st.
 2
01
0.
20
:1
59
-1
76
. D
ow
nl
oa
de
d 
fro
m
 w
w
w
.w
or
ld
sc
ie
nt
ifi
c.c
om
by
 N
A
N
Y
A
N
G
 T
EC
H
N
O
LO
G
IC
A
L 
U
N
IV
ER
SI
TY
 o
n 
01
/1
3/
16
. F
or
 p
er
so
na
l u
se
 o
nl
y.
April 13, 2010 15:13 00233
166 O. Faust et al.
T
a
b
le
1
.
A
R
M
A
m
a
x
:
M
ea
n
a
n
d
va
ri
a
n
ce
re
su
lt
s
ca
lc
u
la
te
d
fr
o
m
in
d
iv
id
u
a
l
el
em
en
ts
o
f
th
e
in
p
u
t
v
ec
to
r,
fo
r
o
n
e
cl
a
ss
.
C
f
1
m
a
x
a
1
m
a
x
f
2
m
a
x
a
2
m
a
x
f
3
m
a
x
a
3
m
a
x
f
4
m
a
x
a
4
m
a
x
N
0
.0
5
4
8
±
0
.0
7
1
6
0
.4
6
7
2
±
0
.1
1
3
3
0
.1
7
3
8
±
0
.3
0
7
4
0
.0
3
0
0
±
0
.1
3
1
6
0
.1
2
2
9
±
0
.0
9
2
3
0
.3
2
3
1
±
0
.2
4
4
3
0
.0
3
7
4
±
0
.0
9
4
5
0
.0
1
6
6
±
0
.1
0
3
6
E
B
0
.2
6
4
0
±
0
.1
4
0
0
0
.3
1
4
4
±
0
.2
3
6
5
0
.1
4
2
4
±
0
.2
1
5
6
0
.1
2
3
0
±
0
.2
3
6
2
0
.2
7
2
8
±
0
.1
9
6
8
0
.1
4
8
8
±
0
.1
9
2
2
0
.0
6
2
5
±
0
.1
3
8
3
0
.0
3
6
4
±
0
.0
8
2
4
S
0
.1
2
0
0
±
0
.0
5
3
0
0
.1
2
0
0
±
0
.1
7
5
6
0
.0
9
7
8
±
0
.2
5
9
9
0
.0
2
9
0
±
0
.1
2
6
0
0
.3
1
6
7
±
0
.1
4
6
8
0
.0
8
5
8
±
0
.1
3
4
2
0
.0
1
7
7
±
0
.0
6
1
1
0
.0
0
5
7
±
0
.0
2
6
7
p
0
0
0
.1
2
4
8
0
.0
0
0
1
0
0
0
.0
0
9
2
0
.0
1
9
7
T
a
b
le
2
.
A
R
M
A
m
in
:
M
ea
n
a
n
d
va
ri
a
n
ce
re
su
lt
s
ca
lc
u
la
te
d
fr
o
m
in
d
iv
id
u
a
l
el
em
en
ts
o
f
th
e
in
p
u
t
v
ec
to
r,
fo
r
o
n
e
cl
a
ss
.
C
f
1
m
in
a
1
m
in
f
2
m
in
a
2
m
in
f
3
m
in
a
3
m
in
f
4
m
in
a
4
m
in
N
0
.2
7
1
5
±
0
.0
8
7
2
0
.1
4
6
5
±
0
.2
5
9
7
0
.0
2
8
2
±
0
.1
2
0
9
0
.0
1
9
4
±
0
.0
9
9
6
0
.1
0
4
6
±
0
.0
4
4
6
0
.0
2
3
5
±
0
.0
4
8
1
0
.0
1
1
7
±
0
.0
5
1
3
0
.0
1
3
4
±
0
.0
7
5
0
E
B
0
.2
4
7
1
±
0
.1
8
3
3
0
.1
2
9
7
±
0
.1
9
5
0
0
.1
2
8
8
±
0
.2
4
7
0
0
.0
7
9
1
±
0
.2
0
2
2
0
.1
0
2
7
±
0
.1
4
2
7
0
.0
6
8
7
±
0
.1
7
0
8
0
.0
5
7
9
±
0
.1
4
9
6
0
.0
3
6
8
±
0
.1
2
5
1
S
0
.0
9
4
7
±
0
.1
4
8
1
0
.0
9
5
6
±
0
.2
5
9
1
0
.0
3
1
5
±
0
.1
3
7
7
0
.0
2
3
5
±
0
.1
4
4
6
0
.0
9
2
7
±
0
.1
4
1
7
0
.0
1
9
4
±
0
.0
7
2
5
0
.0
1
3
4
±
0
.0
6
8
4
0
.0
0
5
5
±
0
.0
5
1
9
p
0
0
.3
1
2
3
0
0
.0
1
0
3
0
.7
4
7
8
0
.0
0
2
5
0
.0
0
1
1
0
.0
3
7
2
In
t. 
J. 
N
eu
r. 
Sy
st.
 2
01
0.
20
:1
59
-1
76
. D
ow
nl
oa
de
d 
fro
m
 w
w
w
.w
or
ld
sc
ie
nt
ifi
c.c
om
by
 N
A
N
Y
A
N
G
 T
EC
H
N
O
LO
G
IC
A
L 
U
N
IV
ER
SI
TY
 o
n 
01
/1
3/
16
. F
or
 p
er
so
na
l u
se
 o
nl
y.
April 13, 2010 15:13 00233
Automatic Identification of Epileptic and Background EEG Signals 167
Table 3. Result of GMM classiﬁcation.
Target Normal Seizure EB
Normal 3 27 0
Seizure 6 23 1
EB 2 26 2
seizure and no data sets were classiﬁed as epileptic
background. Similarly, the second row details that 23
data sets are correctly identiﬁed as epileptic seizure.
But, 6 were wrongly classiﬁed as normal and 1 was
wrongly classiﬁed as epileptic background. Finally,
the last row indicates that 26 data sets were cor-
rectly identiﬁed as epileptic background and 4 data
sets were wrongly classiﬁed. The sum of the elements
within each row is always 30, i.e. the number of data
sets, within each class, used to test the classiﬁer.
The second classiﬁer, which was tested on the
same data sets, is the ANN. This classiﬁer achieved
a classiﬁcation rate of 78.89%. The confusion matrix,
given in Table 4, shows that the normal data sets are
better classiﬁed then with GMM. However, the clas-
siﬁcation of epileptic background is not satisfactory,
because 8 out of 30 epileptic background data sets
were wrongly classiﬁed as epileptic seizure.
Finally, the SVM classiﬁer was also tested with
the same data set. It achieved an even higher classi-
ﬁcation rate than the ANN classiﬁer. To be speciﬁc,
the classiﬁcation rate of the SVM classiﬁer is 85.56%.
The confusion matrix, presented in Table 5, shows
that SVM achieves acceptable results for all classes.
To compare the classiﬁer performance we used
ROC curves. The ROC curves, shown in Fig. 7, high-
light the poor performance of the GMM classiﬁer.
Table 4. Result of ANN classiﬁcation.
Target Normal Seizure EB
Normal 24 5 1
Seizure 1 25 4
EB 0 8 22
Table 5. Result of SVM classiﬁcation.
Target Normal Seizure EB
Normal 26 3 1
Seizure 1 25 4
EB 1 3 26
Fig. 7. ROC curves of the classiﬁers based on ARMA
method.
Table 6 presents the statistical analysis of the
ROC curves. AUC indicates the area under the
curve. The area under the curve is further analyzed
with the standard error (S.E.)36 and the conﬁdence
interval (C.I.).37 Apart from the analysis of the area
under the ROC, Table 6 also provides sensitivity and
speciﬁcity of the tests. These results show that the
SVM classiﬁer is the best choice for classifying the
parameters obtained from the ARMA PSD.
3.2. Yule-Walker method
The second test sequence was conducted with the
parameters extracted from the Yule-Walker PSD.
Tables 7 and 8 detail the statistical signiﬁcance of
the parameters. The values in Table 8 support the
claim that the positions of local minima are also sta-
tistically signiﬁcant. Overall, the p-values are lower
than the ones from the parameters obtained from the
ARMA PSD.
As before, the weakest classiﬁcation method
is the GMM classiﬁer. The classiﬁcation rate of
the GMM classiﬁer is 81.11%. Compared with the
ARMA classiﬁcation rate, this is roughly 50% higher.
This increase of the classiﬁcation rate is also reﬂected
in the confusion matrix, shown in Table 9. According
to this table, GMM delivers poor results for normal
classiﬁcation, the results for the other two classes are
acceptable.
Even though, the classiﬁcation rate of GMM is
acceptable, with a classiﬁcation rate of 85.56% the
ANN classiﬁer is better. Especially the performance
In
t. 
J. 
N
eu
r. 
Sy
st.
 2
01
0.
20
:1
59
-1
76
. D
ow
nl
oa
de
d 
fro
m
 w
w
w
.w
or
ld
sc
ie
nt
ifi
c.c
om
by
 N
A
N
Y
A
N
G
 T
EC
H
N
O
LO
G
IC
A
L 
U
N
IV
ER
SI
TY
 o
n 
01
/1
3/
16
. F
or
 p
er
so
na
l u
se
 o
nl
y.
April 13, 2010 15:13 00233
168 O. Faust et al.
Table 6. ROC analysis. For all classiﬁer, the area under the ROC is statistically
greater than 0.5.
Classiﬁer AUC S.E. 95% C.I. Sensitivity Speciﬁcity
GMM 0.61556 0.06114 0.49572 0.7000 0.5333
0.73539
ANN 0.93167 0.02576 0.88118 0.9167 0.8333
0.98215
SVM 0.95278 0.02110 0.91142 0.9667 0.8667
0.99413
on the normal class is more accurate, according to
the confusion matrix given in Table 10.
Compared to both: GMM and ANN, the classiﬁ-
cation rate of 87.78%, achieved by the SVM classiﬁer,
is the best for parameters extracted from the Yule-
Walker PSD. The SVM classiﬁer performs good for
all three classes, as shown in the confusion matrix of
Table 11. This table shows that the SVM classiﬁer
yields its weakest result for seizure classiﬁcation.
The ROC curves, shown in Fig. 8, describe the
results of the confusion matrices. However, in this
case the ROC curve does not reﬂect the detailed con-
fusion matrix results. This comes from the fact that
ROC curves detail only two class problems (disease
present or not). According to Fig. 8 the ANN classi-
ﬁer is better than SVM and GMM.
Table 12 provides a detailed ROC analysis. The
area under the ROC curve favors the ANN classi-
ﬁer, it has an area of 0.96722 compared to an area of
0.92167 for the SVM classiﬁer. Similarly, both sen-
sitivity and speciﬁcy of the ANN classiﬁer are also
the best, when compared to the SVM and GMM
classiﬁers.
3.3. Burg’s method
In general, Burg’s method of spectrum estimation
outperforms the other two PSD estimation tech-
niques. Tables 13 and 14 show the statistics of these
parameters. The p-values are slightly better than the
ones obtained from Yule-Walker parameters. How-
ever, only the classiﬁcation results provide a strong
support for the claim that Burg’s method is the best
PSD estimation method, among the three methods,
for EEG signal classiﬁcation.
We achieved a classiﬁcation rate of 82.22% even
with the GMM classiﬁer. The confusion matrix for
the GMM classiﬁer, provided in Fig. 15, shows a per-
fect classiﬁcation for epileptic background. However,
the classiﬁcation for normal is poor and therefore
the overall performance of GMM is the weakest of
the three tested classiﬁers.
With a classiﬁcation rate of 90%, the ANN classi-
ﬁer is better than the GMM classiﬁer. The confusion
matrix, shown in Table 16, shows that the ANN per-
forms well for all three classes.
The best classiﬁer for parameters obtained from
Burg’s PSD is the SVM with a classiﬁcation rate
of 93.33%. Table 17 shows the confusion matrix.
The SVM performs especially well for normal
classiﬁcation.
Figure 9 shows the ROC curves of the three clas-
siﬁers which took part in this test. The curves show
that the performance of ANN and SVM is similar.
They are both superior when compared to the GMM
classiﬁer.
Table 18 gives a detailed ROC analysis. The table
shows that ANN has a slightly larger area under the
ROC curve then SVM. However, both sensitivity and
speciﬁcity are the same for ANN and SVM. Both,
ANN and SVM outperform the GMM classiﬁer in
all measures.
3.4. Comparison of the diﬀerent PSD
estimation methods
This section compares the results of the SVM classi-
ﬁer, obtained from parameters which were extracted
from diﬀerent PSDs. Tables 19 and 20 summarize the
ANOVA test results. These results show two trends:
(1) The ﬁrst extrema are statistically more signiﬁ-
cant than the following extrema, i.e. the p-value goes
up towards the right side of the tables. (2) Both
parameter sets, Yule-Walker and Burg, show more
In
t. 
J. 
N
eu
r. 
Sy
st.
 2
01
0.
20
:1
59
-1
76
. D
ow
nl
oa
de
d 
fro
m
 w
w
w
.w
or
ld
sc
ie
nt
ifi
c.c
om
by
 N
A
N
Y
A
N
G
 T
EC
H
N
O
LO
G
IC
A
L 
U
N
IV
ER
SI
TY
 o
n 
01
/1
3/
16
. F
or
 p
er
so
na
l u
se
 o
nl
y.
April 13, 2010 15:13 00233
Automatic Identification of Epileptic and Background EEG Signals 169
T
a
b
le
7
.
Y
u
le
-W
a
lk
er
m
a
x
:
M
ea
n
a
n
d
va
ri
a
n
ce
re
su
lt
s
ca
lc
u
la
te
d
fr
o
m
in
d
iv
id
u
a
l
el
em
en
ts
o
f
th
e
in
p
u
t
v
ec
to
r,
fo
r
o
n
e
cl
a
ss
.
C
f
1
m
a
x
a
1
m
a
x
f
2
m
a
x
a
2
m
a
x
f
3
m
a
x
a
3
m
a
x
f
4
m
a
x
a
4
m
a
x
N
0
.1
4
0
0
±
0
.0
3
9
1
0
.1
3
4
6
±
0
.0
2
0
9
0
.2
8
7
0
±
0
.1
2
1
0
0
.5
4
8
9
±
0
.1
3
6
5
0
.0
1
0
8
±
0
.0
2
4
1
0
.0
2
1
0
±
0
.0
2
7
2
0
.0
1
3
2
±
0
.0
2
1
3
0
.0
2
4
3
±
0
.0
4
9
4
E
B
0
.5
8
0
8
±
0
.2
4
6
3
0
.2
6
7
3
±
0
.2
5
0
1
0
.5
9
8
6
±
0
.2
7
8
7
0
.6
6
2
0
±
0
.3
3
8
0
0
.1
0
3
0
±
0
.1
4
4
9
0
.1
3
8
9
±
0
.1
9
4
8
0
.0
3
7
3
±
0
.1
1
8
5
0
.0
3
6
0
±
0
.1
3
3
3
S
0
.1
7
5
8
±
0
.0
7
6
7
0
.3
5
9
5
±
0
.2
8
5
0
0
.5
5
9
8
±
0
.2
9
6
2
0
.4
6
3
1
±
0
.3
8
1
8
0
.0
0
9
8
±
0
.0
2
5
9
0
.0
0
1
9
±
0
.0
0
3
7
0
.0
0
0
3
±
0
.0
0
0
8
0
.0
0
1
2
±
0
.0
0
1
7
p
0
0
0
.1
2
4
8
0
.0
0
0
1
0
0
0
.0
0
9
2
0
.0
1
9
7
T
a
b
le
8
.
Y
u
le
-W
a
lk
er
m
in
:
M
ea
n
a
n
d
va
ri
a
n
ce
re
su
lt
s
ca
lc
u
la
te
d
fr
o
m
in
d
iv
id
u
a
l
el
em
en
ts
o
f
th
e
in
p
u
t
v
ec
to
r,
fo
r
o
n
e
cl
a
ss
.
C
f
1
m
in
a
1
m
in
f
2
m
in
a
2
m
in
f
3
m
in
a
3
m
in
f
4
m
in
a
4
m
in
N
0
.1
0
6
8
±
0
.0
2
3
1
0
.2
5
8
4
±
0
.1
2
1
5
0
.5
0
9
9
±
0
.1
2
6
6
0
.6
5
9
1
±
0
.1
6
3
1
0
.0
0
4
2
±
0
.0
0
1
9
0
.0
0
6
5
±
0
.0
0
9
0
0
.0
1
9
6
±
0
.0
5
5
4
0
.0
1
5
4
±
0
.0
4
7
5
E
B
0
.2
9
8
1
±
0
.2
8
3
4
0
.5
3
0
7
±
0
.2
4
4
3
0
.6
1
6
9
±
0
.3
2
0
5
0
.4
4
6
7
±
0
.4
3
4
8
0
.1
4
9
8
±
0
.2
0
1
2
0
.0
3
3
9
±
0
.1
1
6
1
0
.0
4
2
1
±
0
.1
4
1
4
0
.0
7
8
5
±
0
.1
7
2
4
S
0
.4
2
9
0
±
0
.3
3
8
1
0
.4
8
8
5
±
0
.2
4
5
1
0
.4
1
0
1
±
0
.3
3
7
8
0
.2
7
5
9
±
0
.3
5
6
9
0
.0
0
2
5
±
0
.0
0
3
8
0
.0
0
0
2
±
0
.0
0
0
4
0
.0
0
1
1
±
0
.0
0
2
3
0
.0
0
2
4
±
0
.0
0
4
6
p
0
0
0
0
0
0
.0
0
1
0
.0
0
4
6
0
In
t. 
J. 
N
eu
r. 
Sy
st.
 2
01
0.
20
:1
59
-1
76
. D
ow
nl
oa
de
d 
fro
m
 w
w
w
.w
or
ld
sc
ie
nt
ifi
c.c
om
by
 N
A
N
Y
A
N
G
 T
EC
H
N
O
LO
G
IC
A
L 
U
N
IV
ER
SI
TY
 o
n 
01
/1
3/
16
. F
or
 p
er
so
na
l u
se
 o
nl
y.
April 13, 2010 15:13 00233
170 O. Faust et al.
Table 9. Results of the GMM classiﬁcation.
Target Normal Seizure EB
Normal 18 8 4
Seizure 0 27 3
EB 0 2 28
Table 10. Results of ANN classiﬁcation.
Target Normal Seizure EB
Normal 25 4 1
Seizure 0 26 4
EB 0 4 26
Table 11. Results of SVM classiﬁcation.
Target Normal Seizure EB
Normal 26 1 3
Seizure 2 25 3
EB 0 2 28
Fig. 8. The result of ROC curves of the classiﬁcation
based on Yule-Walker method.
Table 12. Result of ROC analysis for GMM, ANN and SVM classiﬁers. For all clas-
siﬁer, the area under the ROC is statistically greater than 0.5.
Classiﬁer AUC S.E. 95% C.I. Sensitivity Speciﬁcity
GMM 0.83111 0.04206 0.74867 0.7833 0.8333
0.91355
ANN 0.96722 0.01737 0.93318 0.9833 0.9000
1.00127
SVM 0.92167 0.02775 0.86728 0.9667 0.8667
0.97605
statistical signiﬁcance when compared to parameters
obtained from the ARMA PSD.
The discussion of the ANOVA tests (p-values)
gives an indication of how well the classiﬁcation
methods may perform. In the previous sections,
both classiﬁcation rate and confusion matrices show
that SVM is the best classiﬁer for the parameters
obtained from the diﬀerent PSDs. The ROC curves,
shown in Fig. 10 indicate that Burg’s method yields
the best classiﬁcation result. This does not contra-
dict the ANOVA test results.
The most detailed and therefore most valuable,
way of comparing the SVM performance is the com-
bined confusion matrix. A sequence of three rows
describes the SVM results of the three PSDs for the
same target. The ﬁrst group describes the results
for normal. With 29 correctly classiﬁed data sets,
obtained from the Burg PSD, the SVM classiﬁer
shows the best result. For the seizure group, the Burg
PSD also yields the best SVM classiﬁcation results.
For epileptic background, there is tie between the
SVM classiﬁcation results obtained from Burg and
Yule-Walker PSD.
4. Discussion
During the epilepsy state there is a sudden increase
in neural discharge causing an increase in variabil-
ity. These neurons, in the cerebral hemispheres, may
during epilepsy mis-create abnormal electrical activ-
ity. Hence, the number of neurons available for useful
information processing reduces during seizures.38, 39
So, during the seizure there is more variability,
resulting in higher entropy.
Ghosh-Dastidar et al. have investigated auto-
matic epilepsy and seizure detection using pattern
recognition method.40 Their proposed spiking neural
network model resulted a high classiﬁation accuracy
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Table 15. Result of GMM classiﬁcation.
Target Normal Seizure EB
Normal 18 8 4
Seizure 0 26 4
EB 0 0 30
Table 16. Results of ANN classiﬁcation.
Target Normal Seizure EB
Normal 28 0 2
Seizure 0 27 3
EB 0 4 26
Table 17. Result of SVM classiﬁcation.
Target Normal Seizure EB
Normal 29 0 1
Seizure 0 27 3
EB 1 1 28
of 92.5%. In other research work, by the same lead-
ing authors, a novel principal component analysis
(PCA)-enhanced cosine radial basis function neural
network classiﬁer was studied to detect the epilepsy
and seixure.41 Their method yielded a high classiﬁ-
cation accuracy (96.6%) and was robust to changes
in training data with a low standard deviation of
1.4%. For epilepsy diagnosis, when only normal and
interictal EEGs were considered, the classiﬁcation
accuracy of the proposed model was 99.3%. In their
most recent work, they used Multi-Spiking Neural
Network model together with a new supervised learn-
ing algorithm to identify the epilepsy and seizure.42
The classiﬁcation accuracy of this system was in the
range of 90.7% to 94.8%.
Table 18. ROC analysis. For all classiﬁer, the area under the ROC is statistically
greater than 0.5.
Classiﬁer AUC S.E. 95% C.I. Sensitivity Speciﬁcity
GMM 0.85444 0.03886 0.77828 0.7500 0.9333
0.93061
ANN 0.98222 0.01261 0.95750 0.9833 0.9667
1.00694
SVM 0.97583 0.01480 0.94683 0.9833 0.9667
1.00484
Fig. 9. The result of ROC curves of the classiﬁcation
based on Burg’s method.
Kannathal et al., used diﬀerent types of entropies
to analyze normal and epileptic EEG signals.43 They
have successfully identiﬁed the normal and epilep-
tic EEG signals using diﬀerent entropies and neuro-
fuzzy classiﬁer with an accuracy of more than 90%.
Partial and generalized epilepsy has been
detected using Radial Basis Function Neural Net-
work (RBFNN) and Multilayer Perceptron Neural
Network (MLPNNs).44 Their studies indicate that,
RBFNN (95.2%) performs better than the MLPNN
(89.2%).
Recently, Chua et al., have used higher order
spectra (HOS) to diﬀerentiate between normal, back-
ground (preictal) and epileptic EEG signals.45 These
HOS features were fed as input to GMM and SVM
classiﬁers for automatic identiﬁcation. They have
shown that, their HOS features coupled with clas-
siﬁers were able to achieve 95.78% and 91.70% clas-
siﬁcation accuracy, respectively.
It was studied that, there was a signiﬁcant drop in
phase synchronization for the pre-ictal state.46 In a
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Table 19. ‘p-values’ of the parameters obtained from the position, i.e. value v and frequency f , of the ﬁrst
4 maxima. A 0 indicates a p-value better than 0.0001.
PSD a1max f1max a2max f2max a3max f3max a4max f4max
ARMA 0 0 0.1248 0.0001 0 0 0.0092 0.0197
YW 0 0 0 0 0 0 0.0008 0.0102
Burg 0 0 0 0 0 0 0.0004 0.0149
Table 20. ‘p-values’ of the parameters obtained from the position, i.e. value v and frequency f , of the ﬁrst
4 minima. A 0 indicates a p-value better than 0.0001.
PSD a1min f1min a2min f2min a3min f3min a4min f4min
ARMA 0 0.3123 0 0.0103 0.7478 0.0025 0.0011 0.0372
YW 0 0 0 0 0 0.001 0.0046 0
Burg 0 0 0 0 0 0.0007 0.0096 0
Fig. 10. Performance of the SVM classiﬁers.
controlled study, they were able to predict seizures
up to an accuracy of 70% cases with no false positives
in the control groups.
The chaotic features like Correlation Dimen-
sion, Hurst exponent, Lyapunov exponant and
approximate entropy can be used to characterize the
signal. These features extracted were used for auto-
matic diagnosis of seizure onsets which would help
the patients to take appropriate precautions.47 These
nonlinear features were used to train both Gaussian
mixture model (GMM) and support vector machine
(SVM) classiﬁers. Their results show that the GMM
classiﬁer performed better with average classiﬁcation
eﬃciency of 95%, sensitivity and speciﬁcity of 92.22%
and 100% respectively.
Table 21. Area under ROC curves.
Classiﬁer ARMA YW Burg
GMM 29 0 1
SVM 0 27 3
ANN 1 1 28
Table 22. Comparison of the SVM confusion
matrices from the three diﬀerent spectrum estima-
tion methods. In all cases, Burg’s method outper-
forms the other two PSD estimation methods.
Target PSD method Result
Normal Seizure EB
Normal ARMA 26 3 1
YW 26 1 3
Burg 29 0 1
Seizure ARMA 1 25 4
YW 2 25 3
Burg 0 27 3
EB ARMA 1 3 26
YW 0 2 28
Burg 1 1 28
It can be seen from our results that, AR Burg’s
method coupled with SVM performs better than
the other combinations. It is able to identify the
unknown class with a speciﬁcity is 98.33% and the
sensitivity is 96.67%, which is comparable with other
nonlinear methods.
During the last decade, electrical stimulation has
been used to treat several neurologic disorders such
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as epilepsy.48 Recently, therapeutic stimulation of
epileptic foci has attracted interest in the research
community.49 We hope that accurate classiﬁcation of
normal, preictal and ictal mental states will improve
integrated epilepsy treatment system, such as the
ones proposed by Shoeb et al. and Osorio/Frei.50, 51
5. Conclusion
EEG signals can be used to discriminate and subse-
quently diagnose diﬀerent brain states, like normal,
epileptic background and epileptic seizure. Changes
in the EEG signals might be quite prominent, as in
the case of an epileptic seizure or more hidden (com-
plex), as in the case of epileptic background. In the
time domain, only a trained eye can detect the dif-
ferent states. This work shows that, characteristics
of these diﬀerent mental states are also visible in the
spectral domain. We used three diﬀerent parametric
PSD estimation methods (ARMA, Yule-Walker and
Burg’s) to estimate the power distribution in the fre-
quency domain. The ‘Peak detection’ algorithm was
used to extract local maxima and minima. The loca-
tion of these extremas formed a vector which was
input to the classiﬁers. The performance of the clas-
siﬁers was stated with confusion matrices and they
were compared with ROC curves.
The comparison of both the diﬀerent PSD estima-
tion methods and the diﬀerent classiﬁcation methods
showed that the combination of Burg’s method and
SVM classiﬁer yields the best results, with a speci-
ﬁcity of 98.33% and a sensitivity of 96.67%.
This signal classiﬁcation is another step towards
an automated system that is able to diagnose diﬀer-
ent mental conditions based on EEG signals. Such
a system would signiﬁcantly improve clinical work-
ﬂows, because it frees up trained personal from rou-
tine jobs.
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