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We consider the equation 
y” + [na( t) - q(t)] y = 0, (1) 
where a and q are n-periodic and integrable over (0, rc). By y1 and y2 we 
denote the solutions of (1) which satisfy 
Y,(O) = 1, Y;(o) = 0, h(O) = 03 
and let the discriminant of (1) be denoted by 
Y;(o) = 1 
Ince [4] showed that the zeros of 2-d(i), {&, A,, %,, . ..}. are the 
eigenvalues of (1) subject to the boundary conditions y(O) = y(n), 
y’(O) =y’(rr) while the zeros of 2 + d(A), {A;, A;, &, . ..}. are the eigenvalues 
of (1) subject to the boundary conditions y(O) = --y(rc), y’(O) = -y’(n). 
These zeros interlace in the following manner: 
For values of A in the intervals (A,, L’,), (A;, j&,), (&, Ai), . . we have 
IA( < 2 and all solutions of (1) are stable. Hence, such intervals are 
called stability intervals. For choices of 1 in the intervals where IA(A)\ > 2, 
namely (-co, A,), (A;, A;), (A,, A,), (II;, ;1&), (L,, A,), . . . . at least one solu- 
tion of (1) is unstable. We therefore refer to these as instability intervals. 
Each instability interval, with the exception of (-co, A,), may shrink to a 
point. 
Hill’s equation, a special case of ( 1) when a(t) E 1, 
y”+ [Jti-q(t)]y=O, 
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has been studied extensively. Borg [ 1 ] and Hochstadt [3] showed that all 
finite instability intervals of (2) vanish if and only if 
q(t) = constant. (3) 
Hochstadt [3] proved that exactly one finite instability interval fails to 
vanish if and only if 
q1’=3q2+crq+B, (4) 
where a and /I are suitable constants. The results of Goldberg [2] and Lax 
[S] can be combined to show that exactly n finite instability intervals 
of (2) fail to vanish if and only if q satisfies the nth Korteweg-deVries 
equation. This 2n th order differential equation is of the form 
n+l 
c c,T,(t)=O, 
j=O 
where c, is constant, T,(t) = 1, and 
T;+,= -+T,“‘+;T,q’+qT,, j=o, 1, 2, . . . . (5) 
The purpose of this article is to extend the known inverse Hill’s equation 
results by deriving conditions which q and a of (1) must satisfy when 
similar spectral conditions are imposed. In particular, when q ~0, (1) 
becomes 
y” + ldz( t) y = 0 
so that our present results yield conditions which a(t) of the vibrating 
string equation must satisfy. 
THEOREM 1. Let a be twice differentiable on (0, x). Then if all finite 
instability intervals of ( 1) vanish, necessarily 
5 (a’)2 a” 
4=16 a2 ---g+ CU, 
where C is constant. 
THEOREM 2. Let a be 2n + 2 times differentiable and let q be 2n times 
differentiable on [0, n]. If all but n finite instability intervals of (1) vanish 
then 
IIf1 
1 CkSk(f)=o, 
k=O 
(7) 
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where 
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So=& 
4% (8) 
(v;s,+,)‘=~[-~S~+~q’S,+qS;j, k=O, 1,2,..., 
a 
and ck is constant. 
We note that (6) reduces to (3) and (8) becomes (5) when a(t)- 1. 
Furthermore, when n = 0, (7) is equivalent to (6), making Theorem 1 a 
special case of Theorem 2. The first theorem is singled out because it 
will be established from two different approaches. In the first proof of this 
theorem we utilize an asymptotic expansion which streamlines omewhat 
the methods used in [2, 31. 
First Proof of Theorem 1. Let U,(t, z) be the solution of 
U”+ [;la(t+z)+q(t+r)]U=O (9) 
which satisfies the boundary conditions 
U,(O, 7) = 0, Lqo, 7) = 1, 
where t is an arbitrary real parameter. 
It is easy to show that U, can be represented by 
U,(t, z)=Y,(Z)y*(t+7)-yZ(Z)y,(t+7). (10) 
Differentiating (10) three times with respect to z, with the aid of (9), we 
obtain 
Y$ U,(n, z) = 2[q’(r) - %a’(r)] U2(x, z) 
+ 4Id7) - MT)1 ; U*(T 7). (11) 
In [2,3] the following expansion was taken: 
It turned out that R, was independent of 7 for all n so that only the second 
term of this asymptotic series yielded relationships which were not iden- 
tities. The same expansion if used here yields our present results but with 
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longer calculations. We, therefore, assume that U,(x, z) has an asymptotic 
expansion of the form 
(12) 
where f is independent of z. 
By substituting (12) into (11) we obtain 
or 
O” 
f(n) c 
Sr - 29’S, + 21a’S, - 4qSk + 41aSL = 0 
n=O /I” 
cc c s: - 2q’S, - 49s; 
)I = 0 
~” +n-fo~a’~n+~,+$~S:,, 
+ 
2a’So + 4aSb = 0 
2-l . 
From the coefficient of 1.’ we conclude that 
or 
2a’So + 4aSb = 0 
(a1’2So)’ = 0, 
which implies that 
So(z) = c/J;; (7) (13) 
for some constant C. From the coefficient of ;1-” (n 2 0) we obtain 
4aSL + , + 2a’S, + 1 = - S; + 29’S, + 4qSI, 
or equivalently 
(j;;s.,+,)r=~[-~s:.+fq’S.,+qS,]. 
a 
Noting that multiplicative constants are carried over to successive S,‘s in 
(14) we incorporate the constant C of (12) into f(L), thus taking 
So(z) = l/J;; (7). (15) 
An application of (14) with n = 0 yields 
S,(T& 
Jsr [ 
5(a’)’ %+f-m 1 (16) 
238 WALLACE GOLDBERG 
Now lJ,(n, t) is an entire function of i of order 4 (see [4] ). So is J*~( n). 
Assuming coexistence of all finite instability intervals of (l), -v2(rr) and 
U,(n, T) must have all of their zeros in common (see [3]). Therefore 
D’*(T T) =g(z) c.*(n), 
where g is independent of il. But 
(17) 
U*(c r)=.f(A) [&+ 0 (f)] 
and 
from which we conclude that 
g(T) = & iO)/Jm 
This lets us rewrite (17) as 
Jm tj2(? T) = Jm?‘2(72). (18) 
Using (15) and (16) in (12) (18) now becomes 
A comparison of the coefficients of )e - ’ now yields (6). 
Second Proof of Theorem 1. We perform the following change of 
variables (Liouville Transform) on ( 1). 
Let y = K”~(c)u(z), where z = f a”*(r) dr. We then obtain 
g+ [A-Q(z)]u=O, (19) 
where 
e(Z)-4”’ I a”(l) 5 CWU2~ 
a(t) 4a2(t) 16 a’(t) (20) 
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Therefore, any condition which Q(z) of (20) satisfies can be transformed 
via the Liouville Transform into a condition which a(t) and q(t) of (1) 
must satisfy. Now when (19) has all finite instability intervals coexisting 
so does (1). From (3) we know that under such circumstances Q(z) is a 
constant or equivalently the right hand side of (20) is equated to a 
constant, whence (6) follows. 
N.B. Our approach in this proof justifies the use of (12). 
Proof of Theorem 2. When all but 12 finite instability intervals fail to 
vanish U*(rc, z) and yJrc) have all but n of their zeros pL1, p2, . . . . 11, in 
common. Therefore 
Using 
from (11) and letting the symmetric function rr,Jr) denote ( - 1)’ times the 
11,‘s taken k at a time and co(z) = 1, we rewrite (21) as 
[~“+a,(0)~‘~~‘+a,(O)~“~2+ . +a,(O),[h+o(i)] 
=g(T)[I”+o,(T)~“~‘+ . . . +0,,(z)] [&+$)I. 
As in the proof of Theorem 1 the leading term implies that 
g(4=Ja(o)la(z), 
so that (21) with the aid of (12) can now be expressed as 
(22) 
Matching coefficients of An-’ from both sides of (22) we get 
4G i ak-j(o)sj(T)=~ ; Ok-j(t)Sj(0), (23) 
j=O j=O 
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for k = 0, 1, 2, . . . . n. We now use (23) to solve for each ar(t) as a linear 
combination of fi S,(z), fl S,(z), &@ S&r), . . . . fl Sk(~). 
Also, the coefficient of 3. ’ in (21) is of the form 
??+I ,I + I 
&m c Qn+l-/ (O)S,(T) = $m c o,,, 1 -~,(~)s,(o). (24) 
j= I /-I 
Now for each ok(~) in the right hand side of (24) we substitute a linear 
combination of m S,(z), . . . . m Sk(r) and then divide by fi to 
obtain 
k=O 
where each Ck is a constant independent of t. 
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