I. INTRODUCTION
LMA SIS mixers current ISIS needs to be "pumped" by a controlled stream of mm/submm radiation with accurate frequency and phase information delivered by the central local oscillator of the interferometer to all antennas. This stream is locally generated by a YIG oscillator amplified by microwave power amplifiers (PA) whose gain can be electrically controlled by regulating their drain voltage (Vd). The software in charge of the LO PA optimization needs to control Vd while monitoring ISIS response from the mixer with the goal to reach the targeted current It within a given tolerance Itol. If we consider the error Ierr = ISIS -It, LO PA optimization is equivalent to minimize that error: | Ierr | < Itol.
This would be a classical zero-finding problem if was not for the presence of noise both in the applied Vd and in the ISIS readout current values (see Figure 1 ). The bisection algorithm is an efficient zero-finding algorithm but in presence of noise would fail to converge. I therefore opted for the Probabilistic Bisection Algorithm (PBA), which uses a Bayesian approach: it makes use of the probability at iteration n-1 to estimate the nth value based on maximum likelihood. The PBA has been demonstrated to converge almost always to the target at a geometric rate [1] . I forward the reader to [1] for a complete description of the PBA.
II. FORMULATION OF THE PBA
Let's assume that we have a monotonic function g(x) defined in [0, 1] , with a zero at X*є]0,1[: our goal is to find X*. Let's assume we only have access to a discrete and noisy representation of g(x), Yn=g(Xn)+η(Xn) where η is a Gaussian noise sequence with zero mean (see Figure 2) . The PBA works on the assumption that we can estimate the probability p(x) that a given response Yn(Xn) is on the same side of g(x), e.g. the probability that Yn(Xn) is positive when g(x) is positive. That probability depends on both the function g(x) and the noise η(Xn). Bisectioning based on that information will go in the correct direction in spite of the presence of noise.
We can express mathematically this concept using the sign function, as follows:
) with probability p(Xn); sign(Yn(Xn)) = -sign(g(x)) with probability q=1-p(Xn). Notice that the deterministic bisection algorithm is the sub-case of the PBA when using p=1.
If η(Xn) is Gaussian, then the probability that Yn(Xn) has the same sign of g(x) is 50% at X* and p(x) will be higher anywhere else, when looking away from X*. We can therefore say:
is usually unknown but it can be efficiently replaced by a suitable known constant p > 0.5.
A key difference from the classical bisection algorithm is that the policy in the PBA is to always measure the response at the median of the current posterior probability distribution function, for each iteration. At start, n=0, we assume X* is the realization of an absolutely continuous random variable with probability density f0. We have no prior knowledge of X*, any point in the interval has the same likelihood thus f0 is the uniform distribution, i.e. f0 =1 for x є [0,1]. As in the classic bisection algorithm, the first point is in the middle dividing the initial interval in two equal-probability halves: X0= 0.5. 
Fig. 2. Left:
We can only observe a discrete, noisy sampling Yn(Xn) (red) of the monotonic function g(x) (blue) with a zero at X*. Right: The probability p(x) (blue line) that Yn(Xn) has the same sign of g(x) is usually unknown but can be efficiently replaced by a constant (red line).
For n>0, Xn is chosen at the median of the nth posterior probability distribution function fn:
Xn : Fn(Xn) = 1/2 where Fn = cumulative distribution function of fn. We then measure the corresponding noisy response Yn(Xn) of the system and, depending on the sign of that result, we can now update the probability density function using Bayes's rule as follows:
The way the density function is updated is natural: querying at point Xn divides the posterior distribution in two regions and the probability to find X* in one or the other region depends on the noisy response. The posterior probability fn+1(x) in the region where X* is believed to be, as suggested by the noisy response, is increased; the posterior probability in the other region, where X* is not believed to be, is decreased. After a limited number of iterations, the probability will concentrate at the point X*.
III. IMPLEMENTATION
This new algorithm has been implemented in the ALMA control software starting from Cycle-5 (October 2017) and is being used for all ALMA SIS receivers from band 3 to 10. Here follows a schematic description of the optimization of a single polarization receiver.
1. Define useful functions and constants, as p=0.85, q=1-p, the functions updatePdf,findMedian to update fn(x) and to calculate the median of the cumulative distribution function at each iteration.
2. If necessary, define per-band values, e.g the limits Vmin,Vmax for Vd, Itol, max number of iterations,... For example, to guarantee convergence for bands with large digitization error, Itol should be relaxed. 3. Define the initial value of Vd to be configured at the first iteration:
VdIn=(Vmax+Vmin)/2. 4. Start the loop. The conditions to exit the loop are: a) Isis reached the desired target current It within the given tolerance Itol (successful convergence); or b) exceeded the max number of iterations (timeout); or c) the search interval became smaller than a minimum pre-defined threshold (failed to converge).
5. Set LO PA bias to VdIn (stimulus function) 6. Measure the noisy response function, SIS current Isis 7. Calculate the error: Ierr=Isis-It 8. Calculate the probabilities leftP and rightP for the two intervals to the left and to the right of VdIn, according to the sign of the error:
if Ierr<0: leftP=2.0*q, rightP=2.0*p else: leftP=2.0*p, rightP=2.0*q 9. Update the probability function inserting the new sectioning point VdIn and scaling all the intervals with the new probabilities, e.g.
newPdf=updatePdf (oldPdf, VdIn, leftP, rightP) 10. Calculate the median of the cumulative probability function and set the results as the new solution: VdOut= findMedian(newPdf) 11. Update loop variables: IterationsCounter+=1, VdIn=VdOut, oldPdf=newPdf. 12. loop back to step 4.
IV. RESULTS
This algorithm is outperforming any previous implementation in terms of reliability = it always converges to operational values when the initial requirements are verified; and in terms of execution time = convergence is usually achieved in less than 100 ms for both polarizations, roughly a factor 10 faster than the previous algorithm (see Figure 3 ).
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