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Summary. The dynamics of a stochastic, two–period principal–agent relation-
ship is studied. The agent’s type remains the same over time. Contracts are short
term. The principal designs the second contract, taking the information available
about the agent after the ﬁrst period into account.
Compared to deterministic environments signiﬁcant changes emerge: First,
fully separating contracts are optimal. Second, the principal has two opposing
incentives when designing contracts: the principal ‘experiments,’ making signals
more informative; yet dampens signals, thereby reducing up–front payments. As
a result, ‘good’ agents’ targets are ratcheted over time.
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Ratchet effect, Regulation, Procurement.
JEL Classiﬁcation Numbers: D8, L5, H57.
1 Introduction
The underlying principle of competitive models is that all information gets dis-
seminated through market interactions. However, the informational requirements
for this result to hold are enormous. In the real world there are information
asymmetries in the market and between agents. These asymmetries are used to
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explain competitive market failures. Indeed, asymmetric information is the key
in many models for understanding anomalies observed in the real world. For
example, in static agency models (with two types of agents) the main issue is
how the principal can design a separating contract in which agents of different
types self–select. In the process, these agents reveal their information. The pro-
cedure involves paying an informational rent to the ‘good’ agent. The question
then naturally arises if such a procedure also works in a repeated or dynamic
context. This question is dealt with by Friexas, Guesnerie and Tirole (1985) and
Laffont and Tirole (1987, 1993). They show that to get information revelation
for a separating equilibrium in a dynamic context, an additional up–front pay-
ment is necessary. This additional payment stems from the possibility that the
‘good’ agent may attempt to deceive the principal in order to preserve future
informational rents. In particular, he can deceive the principal by behaving in the
ﬁrst period like the ‘bad’ agent and subsequently proﬁt from such deception in
the second period. They show that, given the additional up–front payment, in a
separating equilibrium, the contract imposed by the principal induces the same
actions for the agent as in the static case.
At issue in all of these settings is the dissemination of information in the
course of the interaction between principals and agents, and how informational
rents and, hence, incentives are affected. Speciﬁcally, ‘good’ agents who have
private information about their situation, accrue informational rents at the expense
of the principal so long as their information remains private. As a consequence,
whenever the duration of the contracts are shorter than the interaction between
the parties, the principal has an incentive to design contracts in order to gather
information. Conversely, agents have an incentive to attempt to deceive the prin-
cipal in order to preserve informational rents.
The deterministic analysis for the dynamic case, as done by Freixas, Gues-
nerie and Tirole and Laffont and Tirole, leaves many issues unsettled. In par-
ticular, in a separating equilibrium, after the up–front payments are made, the
agent’s type is revealed. The principal takes advantage of this information in the
second period by reducing the rents of all the agents to zero. In many if not most
instances of agency, however, it is natural to expect that the principal cannot
directly infer the actions of the agents. In this case, slow learning rather than
complete learning is implied. In order to deal with these issues, Jeitschko and
Mirman (JM) (2002) introduce noise in a general agency model, so that the prin-
cipal cannot directly infer the actions of the agent in the ﬁrst period. This gives
rise to several informational effects. JM show that in accounting for these effects
when determining the equilibrium targets, the principal considers two opposing
interests.
First, the principal desires to learn the agent’s private information for use in
designing future contracts. Speciﬁcally, the principal manipulates the information
generating process by the choice of the agent’s equilibrium actions to enhance
the information inferred from the signal. That is, the principal experiments. Sec-
ond, in order to induce the agent to take the equilibrium actions, the principal
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to a long term contract, he must account for learning and the implied reduction
of future informational rents of the agent. Consequently, as in the determinis-
tic case, a good agent is given an additional up–front payment in equilibrium.
The amount of the up–front payment depends on two things. First, the degree
to which future informational rents are sustained in equilibrium. And second,
how much an agent can gain by deceiving the principal. Thus, the additional
up–front payment is equal to the agent’s discounted gain from deception over
truth–telling. This difference depends on the informativeness of the signal that
the principal observes. In particular, the less informative the signal, the smaller
the up–front payment. Since the degree of information transmission is determined
by the equilibrium targets, the principal chooses targets to reduce the up–front
payment, in a sense, committing himself not to learn too much too fast. We refer
to this as signal dampening.
In this paper, we deal with a problem similar to the one in JM. However, we
do it in a slightly simpler context. In JM, a general distribution of the noise is
modeled. Under this assumption the problem can be studied in its most general
form. In this paper, we deal with a uniform distribution. This gives us the ability
to ﬁnd closed form solutions. Thus, although our results are similar to the general
case of JM, we are able to get, in this paper, more focused and precise results.
Speciﬁcally, due to the simpliﬁcation, we are able to produce, in a more precise
way, conditions under which (only) a separating equilibrium is optimal. More-
over, the choices of the agent are now in closed form. This allows us to interpret
the results in a clear, intuitive and unambiguous way. For example, we are able
to study the trade off, found in JM, between desiring more noise to reduce the
up–front payment and for less noise in order to learn for use in the second period.
We show, in this case, that the desire to reduce the up–front payment dominates,
i.e., outcomes produce more noise then in the corresponding static problem. We
are also able to ﬁnd an exact, simple and intuitive contract specifying the pay-
ment to the agents as a function of the random output. In particular our contract
speciﬁes a two tiered payoff, so that low outcomes yield a small payment and
for high outcomes a ﬁxed supplement is added.
We address these issues in a simple model of repeated procurement with
stochastic production in which there are two possible types of agent. As men-
tioned above, due to the path-breaking works especially by Laffont and Tirole,
this type of interaction is well–understood when production is deterministic.
However, the addition of noise in the environment leads to substantial changes
when compared to deterministic settings. To be sure, there are two fundamental
differences. The ﬁrst concerns the type of equilibrium that results in stochastic
environments. The second is how the ﬂow of information in the course of the
interaction is affected, indeed manipulated, by the equilibrium actions set by the
principal.
A consequence of the immediate and complete learning in deterministic envi-
ronments when agents’ actions reveal their types is that fully separating contracts
are hard to support. Speciﬁcally, in a deterministic setting it is well–known that
the two types of agent may not be induced to target distinct signals in the ﬁrst552 T. D. Jeitschko et al.
period unless the discount factor is sufﬁciently low.1 That is, if agents value the
future highly, the ﬁrst period contract has the same actions taken by the agent
regardless of his type in a pooling or semi–separating equilibrium.
This is so, because when the two different types produce distinct outputs in
the ﬁrst period, the principal learns the agent’s type. If the agent is the ‘good’
type, the principle infers this upon observing the equilibrium signal and extracts
all informational rents that otherwise accrue to the good type. However, if the
good agent mimics the ‘bad’ agent, the principal is deceived and lead to believe
that the agent is the bad agent. In this case the principal offers the ﬁrst-best
contract for the bad agent and the good agent receives substantial informational
rents. Thus, in order to prevent the good agent from deceiving the principal, he
must be compensated by giving him the additional up–front payment, mentioned
above. This up–front payment is equal to the good type’s discounted gain from
deception over truth telling.
These payments may be quite substantial, unless the agent discounts the future
heavily. In fact, they can easily be so large that a low type agent is better off
mimicking the high type agent in the ﬁrst period in order to obtain this payment,
and then terminating the relationship with the principal. This is referred to as the
take–the–money–and–run strategy.
In instances in which agents do not discount the future sufﬁciently the prin-
cipal is only able to design contracts that pool the agents’ signals in a pooling or
semi–separating equilibrium with mixed strategies. These types of equilibrium
contracts impede the ﬂow of information form one period to the next, because the
agent is instructed to randomize his actions. A somewhat unappealing feature of
such equilibrium contracts is that the agent has no particular reason to follow the
principal’s mixing instructions, and the principal cannot actually verify whether
of not the instructions are in fact followed.
In a stochastic environment this problem does not arise. Recall that the
amount of the up–front payment made to the good type is the discounted differ-
ence in informational rents that he would obtain in the future if he deceives the
principal instead of taking the equilibrium action. If the interaction is sufﬁciently
noisy, the principal’s ability to learn the agent’s type is impeded, and therefore,
if the agent chooses the equilibrium action, the high type does not lose all in-
formational rents in the second period. Moreover, due to noise, deception is not
as effective if the agent mimics the bad type, since the principal may not infer
that the agent is the low type. Hence, the up–front payment is smaller in noisy
environments so that a fully separating equilibrium is optimal, and the principal
does not induce inefﬁciencies through mixed strategies.
Thus, while both mixed strategies and noise in production impede the prin-
cipal’s ability to learn, this should not be understood to mean that noise in pro-
duction plays the same role as incomplete learning in a semi-separating contract
in deterministic models and ‘replaces’ the importance of the principal’s choice
of ﬁrst period equilibrium actions in determining information transmission. On
1 Indeed, Laffont and Triole (1993) stress that the robust results in the deterministic two-type case
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the contrary, in a deterministic model the principal’s choice of targets are always
the same—regardless of whether the contract has pure or mixed strategies—and,
hence, the choice of targets do not affect the information transmission. However,
in a stochastic environment, the equilibrium targets themselves are highly critical
in affecting information transmission—independent of the fact that the optimal
ﬁrst period contract is fully separating. Indeed, this is the second fundamental
difference that noise introduces in the environment when compared to the de-
terministic setting; as shown in JM, the principal uses the choice of ﬁrst period
targets as a vehicle for manipulating the degree of information dissemination in
the course of the interaction with the agent.
Indeed, as derived in this paper, the decision maker’s choice of actions,
in order to manipulate the ﬂow of information, has implications regarding the
dynamics of equilibrium targets. Hence, the so–called ‘ratchet effect.’ The ratchet
effect has a long history in short–term contracting under asymmetric information
in both practical and theoretical economics. The term was ﬁrst coined by Berliner
in connection with Soviet planning. Thus,
“A certain universal planning practice [...] operates like a ratchet in the
planning mechanism, so that once a new high level of performance has
been achieved, the next plan target [...] must usually be raised above it.
[...] The ratchet principal applies not only to production targets, but to
the planning of proﬁt and cost targets as well.”2
It has long since been recognized that the ratchet effect occurs in a wide
variety of settings, not just central planning. Indeed, any instance in which con-
tracts are formed under asymmetric information and relationships last longer than
contracts, can give rise to the ratchet effect. Thus, in government procurement
and regulation, interactions are often longer term, whereas the governing agency
cannot commit to long term contracts, often due to legal constraints. Moreover,
in private and public bureaucracies and administrations, ‘contracts’ (e.g., budget
allocations) are frequently of short duration (e.g., a ﬁscal quarter of year), even
though the relationship between parties within the organization may be of much
longer duration. Finally, there is an extensive literature on the ratchet effect in
contracting between ﬁrms and suppliers as well as workers and management.
As a result of the manipulation of the ﬂow of information, the original ratchet
effect re–emerges as part of the equilibrium. That is, a high level of performance
leads to an increasing of the target level. This, too, is in stark contrast to de-
terministic models, where if, in fact, a separating equilibrium can be supported,
the principal chooses the initial targets to be the same as in a static setting. This
yields a curious dynamics for the targets in the course of the interaction. Unlike
the original ratchet effect as stated in Berliner (1957), the exact opposite effect
takes hold in a deterministic setting. That is, if a high level of performance is
achieved, the target remains unaffected, whereas if a low level of performance is
achieved, the target is raised.
2 Berliner (1957, p.78).554 T. D. Jeitschko et al.
2 The model
Consider a two–period version of delegated production of which the deterministic
static variant is outlined in Hurwicz and Shapiro (1978) and studied by Harris
and Townsend (1981). Assume that contracts are short–term and newly designed
at beginning of each period. That is, the principal has no power to commit to
future contracts — a necessary condition for the ratchet effect to be a concern.
Moreover, we suppose that production is affected by unobservable homoskedastic
noise, as is ﬁrst suggested in Salgueiro (1991).
In period t,( t =1 ,2) an employer (the principal) hires a worker (the agent)
to apply effort, denoted by et ∈ R+, to a production process. The production
technique is
yt = θet +  t, t =1 ,2. (1)
Here θ ∈{ θ,θ} is the (time-invariant) productivity parameter with 0 <θ< θ.
The productivity parameter may either reﬂect intrinsic abilities of the worker, or
be a feature of the production technology available to the worker. The term  t
denotes an unobservable random shock to output that is realized after the agent’s
effort is applied. Assume that  t is distributed uniformly on an interval of length
2η, centered around 0, and is independent of e and t.
The agent knows the value of θ. If the state of the world is such that the
productivity parameter is θ the agent is referred to as a ‘high type,’ otherwise
the agent is referred to as a ‘low type.’ The agent has a reservation utility of 0.
If, in period t, the agent exerts effort et and receives a payment of rt, then his
utility is
ut = rt − e2
t . (2)
The principal does not know the true value of the productivity parameter.
At time t she believes that θ = θ, with probability ρt, and with probability
1 − ρt,θ= θ. The principal’s, utility in period t is given by
vt = yt − rt. (3)
Output yt is observed by both the principal and the agent, but the principal
is unable to observe the agent’s effort. Moreover, since  t is also unobservable,
the principal can only draw inferences about the agent’s effort in period t. Note
that both the principal and the agent are risk-neutral.
We suppose that the sole basis for rewarding the agent is the observed output,
yt. This assumption may appear restrictive in that it precludes additional messages
or signals through which the agent reveals his type to the principal. However,
due to the principal’s inability to commit to a long–term contract, restricting
attention to contracts based only on observable output is, in fact, without loss of
generality. In particular, the optimal contract in the larger space that may include
additional messages remains based only on observable output, which is, in fact,
the optimal equilibrium contract that we study.3
3 This argument is demonstrated formally in Corollary 1 below.The simple analytics of information and experimentation in dynamic agency 555
The sequence of events is as follows: at the outset the agent observes the
true state of the world, i.e., the value of θ. The principal offers a contract which
consists of a reward schedule r1(y1) specifying rewards to be paid to the agent
based upon the observed output y1. The agent either accepts the contract or
rejects it. An agent who rejects the contract receives his reservation utility of
0 and the relationship is dissolved. If the agent accepts the contract, in period
t = 1 he applies effort to the production technology. After effort has been applied
the random shock  1, and hence output y1, are realized. Both the agent and the
principal receive their ﬁrst period payoffs.
At the end of the ﬁrst period, using Bayes’ rule, the principal updates her
beliefs regarding the state of the world, on the basis of observed output and
knowledge of the ﬁrst period contract. Using the updated beliefs, ρ2, the principal
designs a contract that speciﬁes rewards based on second period output. The agent
can accept or reject this contract. An agent who rejects the contract receives the
reservation payoff of zero and the game ends. An agent that accepts the second
period contract applies effort to the production process, after which  2 and hence
y2 are realized. The principal and the agent receive their second period payoffs
and the game ends.
The production process, payoff functions, distribution of noise in production,
and the principal’s prior beliefs, ρ1, are common knowledge, as is the fact that the
principal uses Bayes’ rule in updating beliefs. Lastly, suppose that the principal’s
and agent’s common discount factor is given by δ>0.
In the next Section the equilibrium targets are derived, and it is shown that
the ﬁrst period contract is fully separating. The impact of the principal’s two
incentives to manipulate the ﬂow of information by the choice of ﬁrst period
equilibrium actions are examined in Section 4, where it is shown that the high
type’s target is ratcheted up in the course of the interaction with the principal.
Due to noise in production, in equilibrium, many distinct levels of output may
be observed. Therefore, the equilibrium contracts are reward functions that map
all possible (equilibrium) outputs into rewards. These contracts assure that the
equilibrium effort levels implied by the targets derived in Sections 3.1 and 3.2
are induced by yielding the corresponding expected rewards for the two types of
agents. This is done in Section 5, where it is shown that the equilibrium contracts
for both periods consist of a simple base–pay and added bonus for high levels
of output achieved.
3 The equilibrium targets
In this Section the equilibrium targets for both periods are derived. Since the
model is solved through backward induction, we begin with the second period.
3.1 Second period target output levels
After the ﬁrst period the principal uses the observation on ﬁrst period output to
update her beliefs about the agent’s type. The principal does so using Bayes’556 T. D. Jeitschko et al.
rule. For completeness, should out–of–equilibrium observations occur, assume
that the principal believes the agent to be the low type if output is lower than
equilibrium levels of output and believes the agent is a high type if observations
above equilibrium levels are made. Speciﬁcally, letting y1 denote the “high”
target output of the ﬁrst period contract, that is, the amount that the high type
agent is instructed to produce in the ﬁrst period, y
1 the “low” ﬁrst period target
output, and y1 the observed output, that is, the output that results from the ﬁrst
period effort and the noise term, the principal’s belief function is given by:






0, if y1 ∈ (−∞,y1 − η),
ρ1, if y1 ∈ [y1 − η,y
1 + η],
1, if y1 ∈ (y
1 + η,∞).
Thus, if the environment is sufﬁciently noisy (i.e., η large), the principal’s
belief function can take on three values. If output is observed that can only occur
in one state of the world, the principal believes to be fully informed, that is, her
beliefs are either 0 or 1. For realized output levels between these extremes the
principal’s posterior coincides with her prior, since, conditioned on the state, it
is equally likely that observed output would be in this interval.
Notice that the only argument of the belief function is observed output, not
the agent’s actual actions, since the agent’s actions are unobservable. That is, the
principal’s beliefs are solely determined by the output she observes, y1, and the
equilibrium expected levels of output, y1 and y
1. Of course, she designs the ﬁrst
period contract so that the agent chooses the equilibrium actions and therefore,
in equilibrium, the principal’s beliefs coincide with objective probabilities.
For given posterior beliefs, ρ2, the principal maximizes her expected utility by
choosing two output levels, one for each possible type of agent, and an output–
contingent reward to be paid to the agent upon realization of the output. This
problem is essentially the static problem studied in Harris and Townsend (1981).
The only difference is that since production is stochastic, the reward structure
must account for a range of possible output levels. The shape of this reward
structure is characterized in Section 5. For now we focus on the target output
levels.
For the second period static problem it is known that target levels and rewards
are chosen so that the “high” output is produced by the high type agent and the
“low” output is produced by the low type. Moreover, the high type agent’s
incentive compatibility constraint is binding in equilibrium, as is the low type’s
individual rationality constraint. All other constraints are slack. That is, letting
(y2,r2) denote the high target output and reward, and (y
2,r2) the low target
output and reward, the principal chooses target outputs and rewards to maximize
the expectation of
v2 = ρ2(y2 − r2)+( 1− ρ2)(y
2 − r2),
s.t. r2 − (y2/θ)2 = r2 − (y
2/θ)2, and (4)The simple analytics of information and experimentation in dynamic agency 557
r2 − (y
2/θ)2 = 0 (5)
Here the ﬁrst constraint is the high type’s incentive compatibility constraint and
the second is the low type’s individual rationality constraint. The ﬁrst order
conditions are sufﬁcient.
Substituting the binding constraints into the objective function, letting Θ ≡
θ/θ and Ct ≡
1−ρt
1−ρtΘ2, the ﬁrst order conditions yield the equilibrium output







The corresponding rewards, r2 and r1 are implied by the binding constraints, (4)
and (5), above.
If ρ2 = 0, then the second period contract is the ‘full information’ optimal
contract when it is known that the productivity parameter is θ. This yields C2 =1
and the “ﬁrst best” output level, θ
2/2 for a low type agent, i.e., the amount of
output the principal who believes the worker is a low type wants produced and the
corresponding reward necessary to induce this effort level. This combination of
expected output and reward is given by the point 2
∗ in the diagram. Notice that,
for all ρ2 > 0,C2 < 1, so the optimal contract under ‘incomplete information’
has the low type agent producing less than the “ﬁrst best” level of output (point
2 in the diagram). Notice that in both cases the agent is at his reservation level
of utility, that is, both points, 2
∗ and 2, lie on the low agent’s reservation level
indifference curve, denoted by u = 0 in the diagram.
Next suppose that ρ2 = 1, i.e., the full information optimal contract when it
is known that the worker is a high type. In this case, C2 = 0 and the full infor-
mation contract speciﬁes θ
2
/2 — the “ﬁrst best” output level for the high type
agent, which will leave the high type at his reservation level of 0. This expected
output and reward pair is given by point 2
∗
on the high type’s reservation level
indifference curve denoted by u = 0 in the diagram.
Note that in the incomplete information contract (represented by the points
2 and 2), the high type’s target output, and hence the high type’s effort level,
remains at the “ﬁrst best” level, that is, y2 is independent of the principal’s
posterior beliefs. However, in the incomplete information contract, due to the high
type’s binding incentive compatibility constraint, to implement the equilibrium
effort level, given by e2 = θ/2, the principal has to increase the reward paid to
the high type by C 2
2(θ
2/4)(1 − Θ2). This is the informational rent that the high
type obtains due to the informational asymmetry. The implication of the binding
incentive compatibility constraint in the diagram is that both points 2 and 2 are
on the same indifference curve of the high type.
3.2 The ﬁrst period target outputs
Since the productivity parameter remains unchanged from the ﬁrst to the second
period, the principal takes into account the inferences about θ that can be drawn558 T. D. Jeitschko et al.
from observing the ﬁrst period output and the effects of these inferences on
her second period payoff, when designing the ﬁrst period contract. Thus, the
principal’s problem is to choose (y1,r1) and (y
1,r1) to maximize




subject to the incentive compatibility constraints and the individual rationality
constraints of the two types.
Given the second period contract, the high type obtains positive informational
rents in the second period if ρ2 < 1. Speciﬁcally, given the second period con-
tract, the high type’s future informational rents are given by C 2
2(θ
2/4)(1 − Θ2),
where C2 is a function of ρ2, strictly positive for all ρ2 < 1. Thus, the high type
agent has an incentive to manipulate the principal’s beliefs in order to increase
future rents. Clearly, the high type cannot change the principal’s belief function
(Lemma 1). However, through his ﬁrst period effort, he can inﬂuence ﬁrst period
output stochastically, and thus affect the principal’s beliefs governing the second
period contract and rents.
In equilibrium, contracts are structured such that, due to the high type’s
binding incentive compatibility constraint, the only ﬁrst period output levels the
high type could ﬁnd optimal to target are y1 and y
1. That is, either he chooses
the target output intended for him, or he mimics the low type agent, by targeting
the low type’s equilibrium output — all other output targets can be ruled out by
choice of the reward function.
If the high type targets the equilibrium output level y1, observed output can
range from y1−η to y1+η. Given the principal’s belief function (Lemma 1), this
means that if  1 is large, the principal infers the agent’s type. If this happens,
the agent loses all informational rents in the second period (point 2
∗
in the
diagram). However, if  1 is small, the principal obtains no new information and
her posterior coincides with her prior (ρ2 = ρ1). In this case the principal again
designs an optimal contract accounting for both types of agent (points 2 and 2),
and the high type agent gets an informational rent of C 2
1(θ
2/4)(1 − Θ2).
Now suppose the high type targets an output of y
1. Then observed output
comes from the interval [y
1−η,y
1+η]. In this case, if  1 is large, the principal’s
beliefs coincide with her prior, so the second period contract gives the high
type the same informational rent as above when the principal cannot update her
beliefs. However, if  1 is small, the principal will incorrectly infer that the agent
is a low type. In response, she designs the ﬁrst–best contract for a low type agent
in the second period, point 2
∗ in the diagram. Notice that this point lies above the
high type’s indifference curve for the contract under incomplete information, in
fact, the high type agent who has thus successfully deceived the principal obtains
informational rents of (θ
2/4)(1 − Θ2) in the second period.
Given the distribution of noise in production, for either target, the probability
that the principal will obtain no relevant information, so that her posterior co-
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Therefore, taking into account the discounting, the high type’s binding in-




















































Thus, compared to the static incentive compatibility constraint of the high
type in the second period contract (cf. Equation (4)), in the ﬁrst period the high






in order to induce him to
choose the equilibrium ﬁrst period targeted output. This amount is exactly the
discounted utility the agent stands to lose by choosing the high equilibrium target
instead of the low target.
Due to this increased payment, as is well–known, the incentive compatibility
constraint of the low type agent may become binding (resulting in the so–called
take–the–money–and–run strategy). However, we proceed by using only the low
type’s individual rationality constraint and later show that his incentive compat-
ibility constraint is slack in sufﬁciently noisy environments.
Since the low type is kept at his reservation utility of 0 in the second period,
the future has no impact on the low type and the problem is essentially static.







To complete the analysis of the principal’s ﬁrst period problem, given in (8),
consider the principal’s expected second period payoff. Given the second period
target outputs and rewards (see (6) and (7)), and the distribution of noise and the
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The ﬁrst summand is the principal’s expected payoff in the second period if
ﬁrst period observed output reveals the respective agent’s type multiplied by the
probability that his type is revealed by ﬁrst period output. The second summand
is her expected payoff if ﬁrst period output does not reveal additional information
about the agent’s type, multiplied by the probability that this occurs.
Proposition 1. (The ﬁrst period targets) If production is sufﬁciently noisy, the
principal’s belief function (1) takes on three possible values and she accounts for






























Proof. Suppose ﬁrst that the principal does not take into account the effect noise
has on the high type’s incentive compatibility constraint and her own future
expected payoff. Then the ﬁrst period target output levels are those of the static






But then, given the assumption on η stated in the proposition, y1−η<y
1+η,
so in equilibrium there exist certain output levels for which the principal cannot
infer the agent’s type. This says that the principal needs to take into account the
impact of noise on her future payoffs and the high type agent’s reward when
designing the ﬁrst period contract.
Applying the binding constraints (9) and (10), and inserting the principal’s
future expected payoff (11) into the principal’s ﬁrst period problem stated at the
outset of this section (see Equation (8)), the ﬁrst order conditions are sufﬁcient
for the solution. Simple manipulation of the ﬁrst order conditions yield the ﬁrst
period targets stated in the Proposition.    
Up to here it is demonstrated that in sufﬁciently noisy situations the princi-
pal will account for the noise in devising the ﬁrst period targets, assuming that,
in equilibrium, full separation of the types is optimal. The following Proposi-
tion demonstrates that noise actually yields that the fully separating equilibrium
contract in the ﬁrst period is indeed optimal.
Proposition 2. (Fully separating ﬁrst period contract) If production is sufﬁciently
noisy, the optimal ﬁrst period contract based on observable output separates the
ﬁrst period targets.
Proof. A separating ﬁrst period contract is optimal if the low type’s incentive
compatibility constraint is slack, given the ﬁrst period targets speciﬁed in Propo-
sition 1. Using the fact that the low type’s individual rationality constraint is
always binding, the low type’s equilibrium utility is the reservation utility of 0.
Therefore the low type’s ﬁrst period incentive compatibility constraint needs to
assure that when targeting the high type’s level of output, the low type endsThe simple analytics of information and experimentation in dynamic agency 561
up below his reservation utility. Hence the low type’s incentive compatibility
constraint can be written as r1 −(y1/θ)2 ≤ 0. Substituting r1 from Equation (9),



























Now notice that the following inequalities are equivalent to the above condition:
δ(θ
2/4)(1 − Θ2)


























2/2)2 ≤ (y1 + y
1)2η.
Substituting y1 and y











where ∆ does not depend on η.
Clearly the right–hand–side is increasing in η, whereas the left–hand–side is
not, so for sufﬁciently large η the ﬁrst period contract is separating.    
Underlying this result is the impact of noise on the additional up–front pay-
ment made to the high type. Recall that the additional up–front payment is equal
to the good agent’s discounted gain from deception. Unlike in the deterministic
setting, the high type does not lose all expected informational rents even when
choosing the equilibrium action, nor does he gain as much by mimicking the low
type, since deception need not be successful. Indeed, the gains from deception
diminish as noise increases, so that the additional reward paid to the high type is
no longer large enough for the low type to be tempted by the take–the–money–
and–run strategy.
The optimal output targets as well as the expected rewards implied by the
binding constraints (9) and (10) are depicted by the points 1 and 1 in the diagram,
where the feasibility of separation is reﬂected by the fact that the high agent’s
output target and expected reward (point 1) lies below the low agent’s reservation
level indifference curve (denoted by u = 0). Once again, the low agent’s target
and expected reward pair (point 1) lie on his reservation level indifference curve
— reﬂecting the binding individual rationality constraint. The dashed line in the
diagram represents a ﬁrst period indifference curve of the high type (as derived
in Section 5). The fact that both 1 and 1 lie on this curve reﬂects the binding
incentive compatibility constraint.
Thus far we have assumed that the contract between the principal and the
agent is based solely on observed output. However, given the standard re-
sults from deterministic contracting environments, Lemma 1 in conjunction with562 T. D. Jeitschko et al.
Propositions 1 and 2 serve as a basis to demonstrate that a larger contract space,
e.g., one in which contracts can be based on additional messages from the agent
to the principal, does not yield a superior contract. Formally,
Corollary 1. (Optimality of output–based contracts) If production is sufﬁciently
noisy, even if the agent can send an additional message to the principal to reveal
his type, and this message can be contracted on, the contract based exclusively
on observable output remains optimal.
Proof. Although one can formally derive the best possible contract that the prin-
cipal could devise using the enlarged message space in a non-trivial way and
compare it to the contract based on Proposition 1 to prove the Corollary, there is
a straightforward intuitive argument that makes the same point. It relies on the
simple observation that when the principal cannot commit to using information
gleaned about the agent’s type against the agent in future interactions, informa-
tion revelation can be damaging to the principal’s interests. Put another way,
provided that no additional messages are sent to the principal, the noise serves
as a commitment device for the principal.
Formally, consider a contract that provides that the agent (truthfully) an-
nounces his type to the principal. As a consequence of the risk–neutrality of the
players, contracts would have identical target outputs to those in the deterministic
case. As is well–known for the deterministic case, a contract with long–term com-
mitment that simply repeats the short–term asymmetric information contract is
superior for the principal compared to the contracts that arise without long–term
commitment.
Now notice that the following argument holds for sufﬁciently noisy produc-
tion provided the principal does not allow messages beyond observable output
to be sent. Proposition 2 shows that the targets are given in Proposition 1. With
enough noise, these targets are arbitrarily close to the static asymmetric infor-
mation outputs, given in Equations (6) and (7). By Lemma 1 the probability that
the principal is able to infer the agent’s type is then arbitrarily close to zero, so
that the second period contract again speciﬁes expected targets arbitrarily close
to the static asymmetric information outputs.
Thus, provided no additional messages are used, sufﬁcient noise in production
makes the sequence of contracts arbitrarily close to the repeated static asymmetric
contract, which is better than the principal can do without long–term commitment
in the deterministic case, or, equivalently, when using additional messages.    
The intuition is obvious: The principal maximizes her payoff, not her knowl-
edge. When obtaining information is costly due to the fact that the principal
cannot commit to not using the information obtained to exploit the agent, then
having less than full information may be better than full revelation.
It is worth noting that while the proof relies on a limiting argument, the actual
critical level of noise need not be particularly large at all.
Nevertheless, the principal accounts for noise in production and the dissem-
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manipulates the ﬂow of information to increase the principal’s expected payoff.
This critical difference when compared to a deterministic setting is studied in
detail in the next section.
4 Experimentation and signal dampening
Having derived the ﬁrst and second period equilibrium output targets, consider
now the dynamics of the contract from the ﬁrst to the second period. This allows
an analysis of the ‘ratchet effect.’
Since the ratchet effect was introduced into the literature the term has been
used with more general meaning. Namely, the phenomenon that in dynamic
asymmetric information hidden action settings, ‘high type’ agents who stand to
lose informational rents if information dissemination takes place, have a strong
incentive to keep their information private. Indeed, a feature of modern contract
theory, as studied in deterministic settings, shows that when the ﬁrst period
contract is fully separating, the ‘ratchet’ takes hold of payments made to the
high type agent, not, however, his targets. That is, the targeted output remains
ﬁxed for the high type, while his reward is ‘ratcheted’ downward as the principal
observes the agent’s type. Interestingly, a ratcheting of targets does take place
in deterministic models, however, in the opposite way of the original meaning.
That is, a low type agent will have his target increased as his type is revealed.
Nevertheless, the ratchet effect is still commonly understood to apply to a
superior agent’s targets over time. Speciﬁcally, one commonly sees expectations
regarding the performance of good agents increased, as opposed to payments
made to good agents cut.
In a stochastic setting both ﬁrst period targets are used to manipulate the
ﬂow of information in the course of the interaction between the principal and
the agent. Therefore, neither type of agent has his target remain ﬁxed over time.
In particular, due to the impact of noise on the two contracts, the conventional
ratchet effect is observed in equilibrium. That is, good agents indeed have their
targets tightened in the course of the interaction, so that they are expected to
exceed previous performances.
Proposition 3. (The Ratchet effect) If production is sufﬁciently noisy, the ratchet
effect occurs. That is, the high type agent has his target output level increased
from the ﬁrst to the second period. Speciﬁcally,
y1 < y2.
Proof. A simple comparison of the targets yields the result. Speciﬁcally, the ﬁrst
period target of the high type is given by Equation (12) in Proposition 1. Whereas
the high type’s second period target is given in Equation (6). A comparison yields
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Thus, y1 < y2.    
Although, given the two equilibrium contracts, the proof is straightforward,
underlying the result are rather complex informational issues that warrant closer
examination. In particular, the source of the discrepancy between the two targets
stems from the role of slow information transmission in stochastic environments
and the fact that the principal affects the ﬂow of information when devising
the equilibrium targets. Indeed, two countervailing forces lead to the result. On
the one hand the principal values information and would like to become fully
informed about the true state of the world before designing the second period
contract. This would enable her to devise the ‘ﬁrst–best’ contract for the given
state of the world and thus extract all informational rents from the agent.
On the other hand, the principal cannot commit to not extracting all infor-
mational rents if indeed she does become informed about the true state of the
world. Consequently the principal must make a substantial up–front payment to
the high type in order to prevent him from deceiving the principal by mimicking
the low type. Since this up–front payment is costly to the principal, she has an
incentive to keep it small.
Both of these forces depend on the degree of information transmission due
to observing ﬁrst period output. However, in specifying the ﬁrst period target
levels, the principal has control over the ﬂow of information in equilibrium.
This becomes clear when one considers the principal’s updated beliefs given in
Lemma 1. The belief function depends on the equilibrium targets of the ﬁrst
period.
Thus, in regard to her incentive to learn the true state of the world, the
principal can choose ﬁrst period targets of the two types far apart to make the
signal more informative. This is done by increasing the distance between the two
ﬁrst period targets in order to increase the probability that the principal infers





. The impact of this incentive on the
agent’s ﬁrst period target is demonstrated in the following Theorem.
Theorem 1. (Experimentation) In determining the optimal ﬁrst period targeted
signal, the principal experiments. That is, the principal’s future payoffs, Ev2,a r e
increasing in the distance between y1 and y
1.


















2/2)(1 − (C1/2)).    
Consider now the up–front payment made to the high type in the ﬁrst period
in order to allow for learning. Given the environment, the principal is unableThe simple analytics of information and experimentation in dynamic agency 565
to commit to a long–term contract, and thus not able to commit to not using
the information gleaned from ﬁrst period output to extract informational rents
from the high type in the second period. However, just as the principal can
manipulate the ﬂow of information to experiment and learn more, the principal
can manipulate the ﬂow of information in order to preserve the high type’s future
informational rents. This also reduces the agent’s gain from attempted deception.
Consequently, the amount of the up–front payment necessary to induce him to
target the equilibrium output of the ﬁrst period is reduced. Indeed, the closer the
ﬁrst period target levels of output are, the smaller is the up–front payment the
principal must make to the high type. In regard to the high type’s ﬁrst period
target the result of this incentive is given in the following theorem.
Theorem 2. (Signal dampening) In determining the ﬁrst period optimal signal,
the principal chooses to preserve informational rents of the high type in order to
reduce the up–front payment to the high type. That is, the up–front payment to the
high type is increasing in the distance of the ﬁrst period output targets.
Proof. Given the up–front payment from the high type’s ﬁrst period incentive













where the ﬁrst term in the derivative is the same as in the static problem and the
second is the impact of signal dampening.    
The principal’s beneﬁt from reducing the up–front payment to the high type
exceeds the gains from experimentation, so that the net effect is a reduction in
the high type’s ﬁrst period target and an increase in the target levels in the course
of the interaction — hence the ratchet effect.
5 The equilibrium reward schedules
After having determined the target output levels and implied rewards for the
two period interaction in the previous sections, consider now the structure of the
optimal contracts that ensure that the two types of agents target the output levels
intended for them.
The contract offered in any given period is a reward schedule mapping ob-
served levels of output into rewards paid to the agent by the principal. Thus, let
rt(yt):R → R denote the equilibrium contract in the t–th period. The equilib-
rium reward schedule must fulﬁll two conditions. First, it must be assured that
an agent who chooses the equilibrium effort level receives the reward implied by
the equilibrium targets and the binding constraints. Second, it must be the case
that neither type of agent can increase his utility by choosing any other than the
equilibrium target designed for his type.
To understand the agent’s incentives for targeting any particular expected
output level, it is best to analyze the agent’s indifference curves over targeted566 T. D. Jeitschko et al.
outputs and rewards. For a static game, the indifference curves are simply im-
plied by the agent’s instantaneous utility given by Equation (2).4 For both agents
the second period is essentially static. Moreover, since the low type’s ﬁrst pe-
riod actions do not affect his second period payoff, the low type’s ﬁrst period
indifference curves coincide with his second period indifference curves.
Consider now the high type in the ﬁrst period. Recall that the high type’s
second period expected payoff depends on the principal’s beliefs, which, in turn,
depend of the ﬁrst period observed output. Thus, the high type’s total utility,
that is his expected utility for the entire two-period game, depends on the ﬁrst
period effort level in two ways. It impacts the utility of the ﬁrst period due
to the effort and anticipated ﬁrst period reward, and that of the second period
through the impact of the observed output on the principal’s beliefs and thus the
second period contract. One thus needs to consider the impact of the high type’s
ﬁrst period effort level on the second period payoff when determining the high
type’s ﬁrst period indifference curves. Let u(2)(Ey1,r1) denote the high type’s
total expected utility for the game as a function of a ﬁrst period targeted output
Ey1(= θe1, given Equation (1)), and ﬁrst period reward of r1.
Lemma 2. The high type’s total expected utility as a function of his ﬁrst period






















Proof. The ﬁrst part of the expression is the high type’s expected utility in the
ﬁrst period, i.e. the payment minus his disutility from work. The second part is
the agent’s discounted second period payoff if the principal thinks that the agent
is a low type, multiplied by the probability that the principal has these beliefs
given the agent’s ﬁrst period effort (in equilibrium this probability is 0, because
Ey1 = y1). The third part is the high type’s discounted utility in the second period
if the principal’s posterior coincides with the prior, multiplied by the probability
that this occurs.    
The implied indifference curve is given by the dashed line in the diagram
(u(2) = const.). It is steeper than the static indifference curves of the high type
(u = 0 and u = const.), because each increase in ﬁrst period effort brings about
a decrease in future expected rents for which the agent must be compensated for
in the present. For now, the relevant observation about the implied indifference
curve is that it is convex in the agent’s targeted output, Ey1. Keeping this in
mind, we turn to the equilibrium contract.
4 These are represented by the solid curved lines in the diagram.The simple analytics of information and experimentation in dynamic agency 567
Much research has focused on optimal reward functions for moral hazard
situations in principal agent models (see, e.g., Hart and Holmstr¨ om, 1987). A
common problem is that when agents are risk averse optimal reward functions
have highly unusual shapes, and such optimal functions are usually not found in
the real world. Holmstr¨ om and Milgrom (1987) derive conditions under which
linear schemes are optimal. Although the agent is risk neutral, a linear scheme
cannot be found to support the equilibrium implied by Sections 3.1 and 3.2,
due to the convexity of the high type’s indifference curves. However, another
common reward structure found in the real world is that of a multi-tier reward,
in which a base salary is paid and additional bonuses are added to the base
salary upon observation of particularly high output levels. We restrict attention
to the simplest of such structures, namely a two-tier reward function, in which
for all equilibrium output levels the agents receive a base pay, and for output
observations above a certain critical level, yc, a ﬁxed bonus is added to this pay.
Since the problem is quite similar in both periods, we focus only on the
ﬁrst period contract, analogous results apply to the second period. Moreover, for
simplicity we specify the reward function only for equilibrium observations.
Proposition 4. (First period contract) There exists yc ∈ (y
1 +η,y1 +η) such that
r1(y1)=

     





























if y1 ∈ [yc,y1 + η].
constitutes an equilibrium contract.
Proof. Notice ﬁrst that if a low type chooses the equilibrium target y
1, his ex-
pected reward is (y
1/θ)2, since yc > y
1 + η. If the high type chooses the equi-
librium target y1, he receives (y
1/θ)2 with certainty, and the added bonus with
probability
y1+η−yc
2η . Thus, in equilibrium, both agents obtain the rewards implied
by the binding constraints (9) and (10).
Given the distribution of noise, and the reward function, the expected reward
as a function of the targeted signal is convex and piecewise linear. Speciﬁcally,
it is a constant so long as Ey1 + η<yc, thereafter is ascends linearly. Thus it is
clear that for sufﬁciently large yc(< y1 + η) the expected reward lies below the
high type’s indifference curve everywhere with the exception of y
1 and y1.    
The expected reward function (i.e., Er1(Ey1)) is depicted as the thick piece-
wise linear function connecting the points 1 and 1 in the diagram. Beyond this
interval, entails the possibility of out–of–equilibrium output observations, which
can easily be ruled out. The second period contract follows mutatis mutandis if
the agent’s type has not been gleaned, otherwise a straightforward full informa-
tion forcing contract applies.568 T. D. Jeitschko et al.
6 Conclusion and outlook
In this paper we study a two period principal agent relationship, in which the
true state of the world can take on two possible values and is “time-invariant.”
We assume that contracts are short term, so that after the ﬁrst period the principal
designs a second contract for the second period, taking the information available
at that stage of the game into account — the classic environment in which the
ratchet effect is of concern. These settings are well–understood in deterministic
environments, that is, instances in which actions and outcomes are determinis-
tically linked. We study this setting when the link between an action and the
outcome is stochastic, that is, affected by noise. Two fundamental differences
between deterministic settings and stochastic ones emerge.
First, the rewards necessary to induce “truth-telling” are lower when the
environment is stochastic. To obtain a separating equilibrium, agents, to whom
informational rents accrue due to the asymmetric information, must be paid a
reward to reveal their type. In a stochastic environment this reward is lower
because, with incomplete learning, there is a positive probability that even when
choosing the “proper” action, the principal may still not be able to infer the
true state of the world. In this event the agent’s informational rents continue to
accrue in future periods. In addition, noisy production makes deception on the
part of such an agent less effective, because even if the agent tries to deceive
the principal, there is a positive probability that, due to noise, the deception is
not complete. As a consequence of this, a ‘fully separating’ contract is optimal
in the ﬁrst period.
The second effect of noise impacts the choice of the ﬁrst period actions
speciﬁed by the principal in the ﬁrst contract. Two considerations play a part
in determining the equilibrium actions. These considerations work in opposite
directions. First, by the choice of the actions speciﬁed in the ﬁrst period contract,
the principal is able to increase the effect noise has on the rewards. Indeed, the
principal has an incentive to choose the equilibrium actions in such a way as to
reduce an agent’s gain from deceiving the principal. This is done by making the
signal that the principal observes less informative, thus protecting some of the
agent’s rents in the second period. The amount of second period rent that thus
accrues to the agent need not be paid as an additional reward in the ﬁrst period.
In other words, although the principal cannot commit to a long term contract
under which she does not exploit the information gleaned, she can affect the
degree of information transmission by choice of the ﬁrst period actions.
The second impact of noise on the equilibrium targets stems from the princi-
pal’s desire to experiment. Since information regarding the true state of the world
increases the principal’s payoffs in the second period, the principal increases the
informativeness of the ﬁrst period signal. In other words, since information is
valuable to the principal in the second period, the initial contract is used as a
mechanism for the principal to increase the amount of information.
As a result of the impact of noise on the equilibrium targets, the original
ratchet effect is observed. That is, unlike the deterministic setting in which theThe simple analytics of information and experimentation in dynamic agency 569
Figure 1. Indifference curves and expected payment function implied by the 1st contract
high type’s target is ﬁxed over time, and the low type’s target is increased,i n
a stochastic setting, the high type’s target is ratcheted up in the course of the
interaction, so that good past performances lead to increased expectations.
References
Berliner, J. S.: Factory and manager in the USSR. Cambridge: Harvard University Press 1957
Freixas, X., Guesnerie, R., Tirole, J.: Planning under incomplete information and the ratchet effect.
Review of Economic Studies 52, 173–191 (1985)
Harris, M., Townsend, R. M.: Resource allocation under asymmetric information. Econometrica 49,
33–64 (1981)
Hart, O., Holmstr¨ om, B.: The theory of contracts. In: Bewley, T. (ed.) Advances in economic theory.
Cambridge: Cambridge University Press 1987
Holmstr¨ om, B., Milgrom, P.: Aggregation and linearity in the provision of intertemporal incentives.
Econometrica 55, 303–28 (1987)
Hurwicz, L., Shapiro, L.: Incentive structures maximizing residual gain under incomplete information.
Bell Journal of Economics 9, 180–191 (1978)
Jeitschko, T. D., Mirman, L.J.: Information and experimentation in short–term contracting. Economic
Theory 19, 311–331 (2002)570 T. D. Jeitschko et al.
Laffont, J.-J., Tirole, J.: Comparative statics of the optimal dynamic incentive contract. European
Economic Review 31, 901–926 (1987)
Laffont, J.-J., Tirole, J.: A theory of incentives in procurement and regulation. Cambridge: MIT Press
1993
Salgueiro, E.: Learning and experimentation in a ‘principal–agent’ framework. Ph.D. Thesis, Uni-
versity of Illinois, Champaign–Urbana (1991)