Let M be the infinite spanning-tree-weighted random planar map, which is the local limit of finite random planar maps sampled with probability proportional to the number of spanning trees they admit. We show that the M -graph distance diameter of the external diffusion limit aggregation (DLA) cluster on M run for m steps is m 2/d+om(1) , where d is the metric ball volume growth exponent for M (which was shown to exist by Ding-Gwynne, 2018). By known bounds for d, one has 0.55051 · · · ≤ 2/d ≤ 0.57735 . . . .
Introduction
External diffusion limited aggregation (DLA) is a random growth process on a connected, recurrent graph G in which new edges are randomly added to a growing cluster according to harmonic measure viewed from infinity. To be more precise, fix an initial vertex v 0 and a target vertex v * . To define external DLA on G started from v 0 and targeted at v * , set X 0 := {v 0 }. Inductively, if m ∈ N and X m−1 ⊂ G has been defined in such a way that v * / ∈ X m−1 , sample an edge e m of G \ X m−1 which has precisely one endpoint in X m−1 according to harmonic measure from v * on X m−1 (that is, e m is the last edge traversed by a simple random walk on G started from v * before it hits X m−1 ). Then let X m be graph consisting of X m−1 , e m , and the endpoint of e m which is not in X m−1 . The process terminates once v * ∈ X m .
On can also define external DLA started from v 0 and targeted at ∞ on any infinite graph G on which harmonic measure viewed from infinity is well-defined. This is the case, e.g., if the simple random walk on G is recurrent and the uniform spanning tree on G is one-ended [BLPS01, Theorem 14.2]. To do so, one just replaces harmonic measure from v * with harmonic measure from ∞ in the above construction.
DLA was introduced by Witten and Sander in 1981 to describe growths of "dust balls, agglomerated soot, and dendrites" [WS81, WS83] , and has been studied widely by physicists using simulations. We will not attempt to survey this vast literature here, but we refer to [San00, CH00] for review articles from a physics perspective. By contrast, mathematical results about DLA are rather limited. Kesten [Kes87, Kes90] showed that the diameter of the DLA cluster on Z n (w.r.t. the ambient graph metric on Z n ) after m steps grows asymptotically no faster than m 2/3 in dimension n = 2, no faster than (m log m) 1/2 in dimension n = 3, and no faster than m 2/(n+1) in dimensions n > 3. But these bounds are far from optimal, and neither sharper upper bounds nor any non-trivial lower bounds at all have been proven rigorously since Kesten's work.
However, Kesten's techniques have been extended to a more general class of graphs; see, e.g., [BY17] , and similar bounds have been obtained for DLA on the half-plane [PZ17] defined using the so-called stationary harmonic measure. There is also a substantial literature concerning generalizations and variants of DLA, such as the dialectric breakdown model [NPW84] the closely related Hastings-Levitov model [HL98] , but so far these models remain poorly understood for the parameter values which are expected to correspond to DLA. We will not attempt to survey this literature in its entirety, but see [CM01, RZ05, NT12, NST19, MS16b, STV18] for some representative results on these models.
In this paper, we consider DLA in a random environment, namely, the uniform infinite spanningtree-weighted random planar map (abbrv. UITWM). The UITWM (M, e 0 ) is defined as the Benjamini-Schramm local limit [BS01] of finite random planar maps sampled with probability proportional to the number of spanning trees they admit, rooted at a uniformly random oriented edge. See [She16b, Che17] for a proof that this local limit exists. We write v 0 for the terminal endpoint of e 0 and call v 0 the root vertex. The UITWM can be viewed as a discrete analog of a certain √ 2-Liouville quantum Figure 1 : Simulation of external DLA on a graph approximation of √ 2-LQG made by Jason Miller. It is expected (but not proven) that the object in the simulation is in the same universality class as DLA on the UITWM if we embed the UITWM into the plane in a reasonable way (e.g., circle packing or Tutte embedding). gravity (LQG) surface with the topology of the whole plane, called the √ 2-quantum cone [DMS14] . We refer to Section 4.1 for more on LQG.
We find that DLA is much more tractable on the UITWM than on Z 2 . Our main result identifies the growth exponent of the graph-distance diameter of external DLA on M in terms of the ball volume exponent which is defined as the a.s. limit
where B M r (v 0 ) is the graph distance ball of radius r in M centered at v 0 and #B M r (v 0 ) is its cardinality. The existence of this limit is established in [DG18, Theorem 1.6], building on [GHS17, DZZ18] (d is referred to as d √ 2 in [DG18] ). Theorem 1.1 (DLA growth exponent). Let (M, e 0 ) be the UITWM and let {X m } m∈N be the clusters of external DLA on M started from the root vertex v 0 and targeted at ∞. Almost surely, where d is as in (1.1) and diam(·; M ) denotes diameter with respect to the graph distance on M .
It is shown in [DG18, Theorem 1.2] that 2 √ 3 ≤ d ≤ 1 3 (6 + 2
√ 3) (one has γ = √ 2 in our setting), which implies that the exponent 2/d in Theorem 1.1 satisfies the upper and lower bounds
We do not expect that either the upper or lower bound in (1.3) is optimal. See [DG18, Section 1.3] for some speculation concerning the numerical value of d.
It is natural to wonder whether Theorem 1.1 tells us anything about external DLA on Z 2 via some version of the KPZ formula [KPZ88, DS11] . As far as we know, it does not, even at a heuristic level. The reason for this is that the scaling limit of external DLA on M is not expected to be independent from the √ 2-LQG surface which arises as the scaling limit of M ; see Remark 1.5.
Moreover, the scaling limits of external DLA on M and on Z 2 are not expected to agree in law.
At a heuristic level, this can be seen since the simulation of DLA on √ 2-LQG in Figure 1 looks qualitatively different from simulations of DLA on Z 2 (e.g., in the sense that the lengths of the "arms" are much less uniform). See also [Mea86] for some numerical evidence that the scaling limit of DLA should be lattice-dependent.
Remark 1.2. In [DG18] , the exponent d is called the fractal dimension of √ 2-Liouville quantum gravity (LQG). This exponent can equivalently be defined in several other ways. For example, simple random walk on M typically travels n 1/d+on(1) units of graph distance in n units of time [GM17b, GH18] . Furthermore, d also appears in the so-called Liouville heat kernel [DZZ18] and in various continuum approximations of LQG distances such as Liouville graph distance and Liouville first passage percolation [DG18, DZZ18] .
The key combinatorial fact that makes external DLA on M tractable is its close relationship to loop-erased random walk (LERW), which was first observed in [MS16b] . Here we give a brief description of this relationship. More details can be found in Section 2. Let LERW m be the first m edges of a LERW on M from v 0 to ∞ and let X m be the time-m external DLA cluster on M started from v 0 and targeted at ∞. We can "cut" along the edges of LERW m (replacing each such edge by a pair of edges) to obtain an infinite planar map M (m) with finite boundary of length 2m. Similarly, we can "cut" along all of the edges of the DLA cluster X m to obtain another such infinite random planar map M (m) . See Figure 2 . We note that similar cutting procedures for various processes on random planar maps have been used elsewhere in the literature, e.g., in the case of a self-avoiding walk [DK88, CC16, GM16] , a collection of loops [BBG12] , and a (non-spanning) tree [FS19] .
Then M (m) and M (m) agree in law (Lemma 2.5). This property is closely related to Wilson's algorithm [Wil96] and to the representation of DLA as "re-shuffled loop-erased random walk" appearing in [MS16b, Section 2.3]. It does not appear to be satisfied for any other types of random planar maps (e.g., uniform maps or planar maps with other weighting). Due to this property, our proof of Theorem 1.1 will also yield the growth exponent for loop-erased random walk on M . (1.4)
In particular, by Theorem 1.1 and Remark 1.2, the growth exponent for loop erased random walk on M is the same as the growth exponent for external DLA and is twice the growth exponent for simple random walk.
The above combinatorial fact allows us to reduce the problem of computing the growth exponent for DLA (or for loop-erased random walk) on M to certain estimates for distances in spanning-treeweighted maps with boundary. One such estimate which we will obtain in the course of our proof is the following. Theorem 1.4 (Diameter of finite tree-weighted planar maps). Let M n be a finite spanning-treeweighted random planar map with n total edges, either without boundary or with a simple boundary cycle of specified length ≤ n 1/2 ; in the latter case, the spanning tree has wired boundary conditions. For each ζ ∈ (0, 1), it holds except on an event of probability decaying faster than any negative power of n (at a rate which does not depend on the particular choice of ) that the graph-distance diameter of M n is between n 1/d−ζ and n 1/d+ζ .
Understanding distances in spanning-tree-weighted maps is highly non-trivial since there is no known way to estimate such distances directly. Indeed, in this setting, one lacks the basic tools used to study distances in uniform random planar maps -such as the Schaeffer bijection and its generalizations [Sch97, BDFG04] and peeling [Ang03] . Instead, we will follow the approach of [GHS17, DG18] and analyze spanning-tree-weighted maps by comparing them to so-called mated-CRT maps. A mated-CRT map is a random planar map obtained by gluing together two discretized continuum random trees, or CRT's. Since we our working with spanning-tree-weighted planar maps, these trees can be taken to be independent.
Due to the Mullin bijection [Mul67, Ber07, She16b] (see Section 2 for a review), a spanning-treeweighted random planar map can be obtained by gluing together two discrete random trees. As explained in [GHS17] , this allows us to compare graph distances in the spanning-tree-weighted map and the mated-CRT map by coupling them together so that the corresponding trees are close.
On the other hand, the "mating of trees" theorem of Duplantier-Miller-Sheffield [DMS14] shows that the mated-CRT map can equivalently be represented in terms of SLE [Sch00]-decorated Liouville quantum gravity (LQG). We will explain this in more detail in Section 4.4, but let us give a brief idea of the relationship here. Suppose that h is the variant of the whole-plane Gaussian free field corresponding to the so-called √ 2-quantum cone and let µ h be its associated √ 2-LQG measure as constructed in [DS11] . Also let η be an independent SLE 8 from ∞ to ∞ and parametrize η so that
Then the mated-CRT map agrees in law with the adjacency graph of unit LQG mass "cells" η([x − 1, x]) for x ∈ Z. This allows us to analyze distances in the mated-CRT map using estimates for SLE and LQG, building on [GHS16, GHS17, DG18] . We can then transfer back to the spanning-tree-weighted map using the comparison results from [GHS17] .
Remark 1.5. Miller and Sheffield [MS16b] constructed a candidate for the scaling limit of external DLA on a spanning-tree-weighted random planar map, namely the quantum Loewner evolution with γ 2 = 2 and η = 1 (denoted QLE(2, 1)). This process is obtained by randomly "re-shuffling" SLE 2 curves on a √ 2-Liouville quantum gravity surface and taking a (subsequential) limit as the time increments between re-shuffling operations goes to zero. Currently, there are no known rigorous relationships between QLE(2, 1) and the discrete objects studied in the present paper.
Outline
In Section 2, we introduce the infinite spanning-tree-weighted random planar map (UITWM) and review its encoding via the Mullin bijection. We then prove the relationship between DLA and LERW on the UITWM which makes DLA easier to study in this environment, following the discussion just after Theorem 1.1.
In Section 3 we prove our main results conditional on a relationship between two exponents associated with distances in the UITWM (Theorem 3.1). The first of these exponents is the ball volume exponent d from (1.1). The other exponent, which we call χ, describes the "internal" graph distance diameter of certain submaps of the UITWM (i.e., the graph distance along paths required to stay in the submap) and is shown to exist in [GHS16, GHS17] . Theorem 3.1 asserts that χ = 1/d, and is used to relate distances in the UITWM to distances in tree-weighted maps with boundary (such as the map obtained by cutting along the edges of a LERW or DLA cluster as in Figure 2 ).
The proof of Theorem 3.1 occupies most of the paper. To prove that χ = 1/d, we will need several estimates for graph distances in spanning-tree weighted planar maps with boundary which will be proven using mated-CRT maps and Liouville quantum gravity, as discussed above. In Section 4, we review the tools from the theory of SLE and LQG that we need in the proof. We then prove Theorem 3.1 in Sections 5-7 by establishing various estimates for the mated-CRT map, then transferring to spanning-tree weighted maps via the strong coupling results of [GHS17] . See the beginnings of the individual subsections for more detail on the arguments involved.
Finally, in Section 8 we discuss some interesting open problems.
Basic notation
We write N = {1, 2, 3, . . . } and N 0 = N ∪ {0}. For a < b, we define the discrete interval [a, b] Z := [a, b] ∩ Z.
If f : (0, ∞) → R and g : (0, ∞) → (0, ∞), we say that f ( ) = O (g( )) (resp. f ( ) = o (g( ))) as
→ 0 if f ( )/g( ) remains bounded (resp. tends to zero) as → 0. We similarly define O(·) and o(·) errors as a parameter goes to infinity.
If f, g : (0, ∞) → [0, ∞), we say that f ( ) g( ) if there is a constant C > 0 (independent from and possibly from other parameters of interest) such that f ( ) ≤ Cg( ). We write f ( ) g( ) if f ( ) g( ) and g( ) f ( ).
Let {E } >0 be a one-parameter family of events. We say that E occurs with • polynomially high probability as → 0 if there is a p > 0 (independent from and possibly from other parameters of interest) such that P
We similarly define events which occur with polynomially or superpolynomially high probaiblity as a parameter tends to ∞.
If G is a graph and A, B ⊂ G are sets of vertices and/or edges, we write dist(A, B; G) for the G-graph distance between A and B (the G-graph distance between two edges is the minimum of the G-graph distance between their endpoints). We also write diam(A; G) := sup x,y∈A dist(x, y; G) and diam(G) = diam(G; G).
The infinite spanning-tree-weighted random planar map
In this section, we will describe some basic properties of the UITWM and explain why DLA is particularly tractable in this context.
The Mullin bijection
The Mullin bijection encodes a spanning-tree-decorated planar map by a nearest-neighbor walk on Z 2 . This bijection was first discovered in [Mul67] and is explained more explicitly in [Ber07, She16b] .
Here we will review the infinite-volume version of the Mullin bijection, the version of the bijection most relevant to this paper. At the end of the subsection, we will briefly describe the version of the Mullin bijection for finite spanning-tree-decorated planar maps possibly with boundary, since we will use it in the proof of Theorem 1.4; see Remark 2.2.
We follow closely the exposition in [GHS17] . See Figure 3 for an illustration. Let (M, e 0 , T ) be the uniform infinite spanning-tree-decorated planar map, which is the Benjamini-Schramm [BS01] limit of uniformly random triples consisting of a planar map with an oriented root edge and a distinguished spanning tree. This infinite-volume limit is shown to exist in [She16b, Che17] .
Let M * be the dual map of M , i.e., the map whose vertices correspond to faces of M and with two vertices joined by an edge iff the corresponding faces of M share an edge. Let T * be the dual spanning tree of T , i.e., the tree whose edges are the set of edges of M * dual to edges in M \T . Also let Q = Q(M ) be the radial quadrangulation, whose vertex set is the union of the vertex sets of M and M * , with two vertices connected by an edge iff one is a vertex of M * and the other is a vertex of M incident to the face of M that the first vertex represents. We declare that the root edge of Q is the edge e 0 with the same initial endpoint of e 0 and which is the first edge in Q with this initial endpoint moving in clockwise order from e 0 .
Each face of Q is a quadrilateral with one diagonal an edge in M and one an edge in M * ; exactly one of these diagonals corresponds to an edge in T ∪ T * . This implies that the union of Q, T and T * forms a triangulation with the same vertex set as Q. Let T be the planar dual of this triangulation, between M and Z. If i ∈ Z and λ(i) has an edge in the red tree T , then Z i − Z i−1 is equal to (1, 0) or (−1, 0) according to whether the other triangle which shares this same edge of T is hit by λ before or after time i. The other coordinate of Z is defined symmetrically. Bottom: The steps of Z corresponding to this segment of λ if we assume that each of the exterior triangles (i.e., those with dotted edges) is hit by λ before each of the non-dotted triangles. so that T is the adjacency graph on triangles of Q ∪ T ∪ T * , where two triangles of Q ∪ T ∪ T * are adjacent if they share an edge. We declare that the root edge of T is the edge of T that crosses e 0 , oriented so that the intial endpoint of e 0 is to its left.
Let λ be the unique path from Z onto the set of vertices of T such that
• λ(0) and λ(1) are the initial and terminal points of the root edge of T , respectively; and,
• for each j ∈ Z, the triangles corresponding to λ(j) and λ(j − 1) share an edge of Q.
In other words, the path λ passes through each triangle of Q ∪ T ∪ T * without crossing any of the edges of either T or T * .
We use the path λ to define a walk Z = (L, R) on Z 2 , parametrized by Z and with increments in the set {(0, 1), (1, 0), (−1, 0), (0, −1)}, as follows. Set Z 0 := 0. For j ∈ Z, we set Z j − Z j−1 equal to (1, 0) (resp. (−1, 0)) if the triangle corresponding to λ(j) shares an edge of T with a triangle hit by λ after (resp. before) time j; and (0, 1) (resp. (0, −1)) if the triangle corresponding to λ(j) shares an edge of T * with a triangle hit by λ after (resp. before) time j. Then Z has the law of a standard nearest-neighbor simple random walk in Z 2 ; see, e.g., [She16b, Section 4.2].
Conversely, one can a.s. recover (M, e 0 , T ) from Z by first building Q ∪ T ∪ T * one triangle at a time. See [GHS17, Remark 3.4] for details.
We will now discuss some finite random planar maps which can be constructed via the Mullin bijection. We first review some terminology. A planar map with boundary is a planar map M with a distinguished face f ∞ , called the external face. The boundary ∂M of M is the subgraph of M consisting of the vertices and edges on the boundary of f ∞ . M is said to have simple boundary if ∂M is a simple cycle (equivalently, each vertex of ∂M corresponds to a single prime end of f ∞ ). All of our planar maps with boundary will have simple boundary.
A submap of a planar map M is planar map M with boundary such that each vertex of M , each edge of M , and each face of M other than the external face is also a vertex, edge, or face of M . Remark 2.2 (Mullin bijection for finite maps). There are also versions of the Mullin bijection for finite planar maps with or without boundary. These bijections can be recovered from the infinite-volume version as follows.
• (Without boundary) Suppose n ∈ N and we condition on the event that the walk Z| [0,2n] Z stays in N 2 0 and satisfies Z 2n = (0, 0). Let M n = M [0,2n] be the map of Notation 2.1 and let T n := T ∩ M n . Then the conditional law of the decorated map (M n , e 0 , T n ) is uniform on the set of triples consisting of a planar map with n − interior edges and boundary edges together with an oriented boundary root edge and a spanning tree.
• (With boundary) Suppose n ∈ N and ∈ N 0 and we condition on the event that the walk Z| [0,2n] Z stays in N 2 0 and satisfies Z n = ( , 0). Let M n = M [0,2n] be the map of Notation 2.1 and let T n := (T ∩ M n ) ∪ {e 0 }. Then the conditional law of the decorated map (M n , e 0 , T n ) is uniform on the set of triples consisting of a planar map with n − interior edges and a simple boundary cycle of length together with an oriented boundary root edge and a spanning tree with wired boundary conditions (i.e., the boundary edges are counted as part of the tree).
Loop-erased random walk and DLA on the UITWM
Recall that the root vertex of M is the terminal endpoint of the root edge e 0 . In the setting of the infinite-volume Mullin bijection, the first coordinate L of Z is the contour function of the tree T (with some extra constant steps which do not affect the tree). Consequently, T is the local limit of Galton-Watson trees with Geometric(1/2) offspring distribution. Hence, there a.s. exists a unique path in T from the root vertex to ∞, i.e., T is a.s. one-ended (this can also be seen directly from the fact that lim inf n→−∞ L n = lim inf n→∞ L n = −∞). The edges of this path are precisely the edges e ∈ T such that L| [0,∞) Z attains a running minimum at the second time at which λ crosses a triangle of Q ∪ T ∪ T * with e on its boundary.
It follows from [GGN13, Theorem 1.1] (see [Che17] ) that the simple random walk on M is a.s. recurrent. By this, the preceding paragraph, and [BLPS01, Theorem 14.2], it follows that for any finite set of vertices A of M , the harmonic measure on A viewed from a point v converges as dist(v, A) → ∞ to a unique limit, which we call harmonic measure from ∞ on A.
We use this notion of harmonic measure from ∞ to define loop-erased random walk (LERW) from the root vertex to infinity in a UITWM. In a finite graph or an infinite recurrent graph like the UITWM, LERW from a vertex v to another vertex w can be defined by starting at v and growing the path at each step by sampling an edge adjacent to the tip with probability given by harmonic measure from w. We proceed similarly in defining LERW from the root to infinity in a UITWM: Definition 2.3. Let M be a UITWM. A loop-erased random walk (LERW) from the root to infinity in M is a random path constructed by starting at the root and growing the path at each step by sampling an edge adjacent to the tip with probability given by harmonic measure from infinity.
We can also characterize the law of a LERW from the root to infinity in a UITWM in terms of a spanning tree on the map. In the case of a uniform finite spanning-tree-decorated planar map, for any two vertices v and w in the map, it follows from Wilson's algorithm that the law of the unique path from v to w in the spanning tree is that of a loop-erased random walk from v to w in the map. By [BLPS01, Proposition 5.6], the same is true for two vertices v and w in a uniform infinite spanning-tree-decorated planar map. And it follows from the proof of [BLPS01, Theorem 14.2] that the law of the unique path from the root to infinity in T given M is that of a loop-erased random walk (LERW) from the root to infinity on M .
As mentioned in Section 1, the key tool in our study of DLA on a spanning-tree-weighted random planar map is that, on a finite spanning-tree-weighted random planar map, the planar map obtained by cutting along the edges of the DLA cluster (run for some finite time) looks like the planar map obtained by cutting along the edges of a loop-erased random walk (run for the same amount of time). We emphasize that Lemma 2.4 does not describe the conditional law of the the planar map obtained by cutting along the edges of the the DLA cluster given the cluster, only the marginal law.
Proof of Lemma 2.4. We begin by constructing an explicit bijection between the following two sets:
S -the set of 5-tuples (M, T, u, v, w) where M is a planar map without boundary having n total edges, T is a spanning tree of M , and u, v, w are vertices of M such that u and v are at T -graph distance m from one another and the path from u to w in T passes through v.
S -the set of 4-tuples (M , T , w , v ) where M is a planar map with simple boundary having n + m total edges and 2m boundary edges, T is a spanning tree of M with wired boundary conditions, v is a boundary vertex of M , w is an interior vertex of M , and the path from w to v in T does not include any edges of the boundary.
See Figure 4 for an illustration.
Starting from an element of S, let P be the path joining u and v in the tree T . By cutting along P , we get a map M with n + m total vertices and boundary length 2k, decorated by the tree T whose edges consist of the boundary edges of M plus the edges of T \ P . Furthermore, M has a distinguished boundary vertex v and interior vertex w which are the vertices corresponding to v and w, respectively. One has (M , T , v , w ) ∈ S . Conversely, given an element of S , we can consider the map without boundary obtained by identifying pairs of vertices along the boundary of M which lie at equal distance from v (and identifying the corresponding pairs of boundary edges). Letting P denote the image of the boundary under these identifications, we obtain a map without boundary, decorated by the tree obtained by adding the edges of P to the original tree, and with three distinguished vertices: the vertices v, w corresponding to v , w , and the vertex u at the other endpoint of P . It is easy to see that the two functions just described are inverses of each other, and therefore describe the desired bijection. See Figure 4 for an illustration of this bijection.
We now prove the lemma by induction on m. The case m = 0 is trivial, so assume the result holds for some m ≥ 0. Suppose we have a spanning-tree-weighted random planar map M with distinguished vertices u and w which lie at distance at least m + 1 in the tree. The above bijection yields a description for the joint law of (i) the planar map obtained by cutting along the first m edges of a LERW from u to w, and (ii) the planar map obtained by cutting along the first m + 1 edges of a LERW from u to w, each viewed as planar maps with boundary with two marked vertices. Namely, given a uniform 4-tuple (M , T , v , w ) ∈ S , the law of (i) is the law of the triple (M, v , w ), and the law of (ii) is that of the planar map with boundary length 2(m + 1) obtained by cutting along the last edge of the path in T from w to v , with marked vertices w and the new boundary vertex. See Figure 5 for an illustration. By Wilson's algorithm, the conditional law of v given (M, w ) is given by harmonic measure on ∂M as viewed from w ; hence, the law of (ii) given (i) can be described by choosing an interior edge with one boundary endpoint according to harmonic measure from w , then cutting along this edge. This is exactly how an edge is added in the construction of DLA. By the inductive hypothesis, this implies that the law of (ii) is equal to the law of the planar map obtained by cutting along the first m edges of a DLA.
We now extend the above result to the case of the UITWM. with marked vertices in black. The bijection between S and S allows us to express this joint law in terms of the uniform probability measure on S . The sample from the joint law of (i) and (ii) depicted in the top panels, viewed as planar maps with boundary with two marked vertices (in black), can be viewed as functions of the sample from S in the right panel of Figure 2 . The map in the top left panel corresponds to taking the sample from S and "forgetting the spanning tree. Bottom Left: The map in the top right panel corresponds to taking the sample from S , cutting along the last edge of the path in the spanning tree from w to v , and then forgetting the tree. Bottom Right: The key observation for the induction is that the conditional law of this last edge, given just the map and the single marked vertex w , is harmonic measure from w on the set of interior edges with one boundary endpoint.
DLA growth process with seed vertex u and target infinity is equal to the law of the planar map obtained by cutting along the edges of the first m edges of a loop-erased random walk from u to infinity.
Proof. Fix > 0. We can choose a vertex v sufficiently far from the root so that, for any connected set of vertices A in M containing v 0 of cardinality at most m, the harmonic measures on A from infinity and from v are at most /(4m) apart in total variation. Next, since the simple random walk on M is recurrent [GGN13, Che17], we can choose n m sufficiently large such that the probability that a random walk started from v exits the graph-distance ball of radius n centered at v 0 before hitting the set A is less than /(4m). By the definition of M as a Benjamini-Schramm limit of finite spanning-tree-weighted maps, we can couple M with a spanning-tree-weighted random planar map M N with some number N of edges such that the radius n ball centered at the root in M is the same as the corresponding ball in M N with probability at least 1 − /(4m). On the event that this is the case, the harmonic measures on A from infinity in M and from v in M N are at most /(2m) apart in total variation.
Applying the preceding paragraph m times shows that we can couple the first m steps of DLA with seed vertex the root and target infinity on M with the first m steps of DLA with seed vertex the root and target v on M N (both viewed as a subset of the ball of radius n centered at the root) so that they coincide except on an event of probability at most . We can similarly couple the first m steps of LERW from the root to infinity on M with the first m steps of LERW from the root to v on M N . It follows that, if we consider the map with boundary obtained by intersecting the planar map obtained by cutting along the edges of the first m steps of DLA on M with the distance-(n − m)-neighborhood of the m steps of DLA, then the law of this map is at distance at most in total variation from the law of the map constructed analogously from the first m steps of loop-erased random walk on M . Since > 0 was chosen arbitrarily, and since n could have been chosen arbitrarily large, the result follows.
From Lemma 2.5, we see that DLA is much more tractable on an infinite spanning-tree-weighted random planar map than on, say, Z 2 . We will see in the next section that, due to Lemma 2.5, our main results follow from estimates for the UITWM and for LERW on it.
Proof of main results conditional on a relationship between exponents
The connection between LERW and DLA on the UITWM detailed in the previous section is a special property of the UITWM, and it allows us to prove our statements about DLA in this random environment by first analyzing LERW and then comparing the two. The key step in our analysis of LERW on the UITWM is a relationship between two exponents associated with distances in the UITWM (Theorem 3.1 below). The two exponents that we will compare are the metric ball volume growth exponent d defined in (1.1), and a second exponent that we now define. Let (M, T, e 0 ) be the UITWM with its distinguished spanning tree and let M | [0,n] ⊂ M for n ∈ N be as in Notation 2.1. It is proven in [GHS17, Theorem 1.7] (building on [GHS16, Theorem 1.12]) that there is an exponent χ > 0 such that for each δ ∈ (0, 1),
We emphasize that (3.1) and (3.2) concern the diameter of M | [0,n] w.r.t. its internal graph distance, not w.r.t. the ambient graph distance on M . We also note that the lower bound (3.2) does not show that the event in question holds with probability tending to 1 as n → ∞, only with probability decaying slower than any negative power of n. We will eventually show (see Theorem 3.1 just below) that the n −on(1) can be replaced by 1 − O n (n −p ) for any p > 0.
The exponent χ describes the diameter of a submap of M with approximately n vertices, so it is natural to expect that χ = 1/d (see also [GHS16, Conjecture 1.13]). The main step in the proofs of our main results consists of showing that this is indeed the case.
Theorem 3.1. One has χ = 1/d. In fact, for each δ ∈ (0, 1) it holds with superpolynomially high probability as n → ∞ that
In the rest of this section, we will assume Theorem 3.1 and deduce our main results. The remaining sections of the paper will be devoted to proving Theorem 3.1, using SLE/LQG techniques.
We first prove Theorems 1.1 and 1.3. Both these theorems are consequences of the following result about LERW on the UITWM. 
We first prove (3.4). The key idea is to consider a collection of time intervals of length m 2 such that the corresponding submaps of M from Notation 2.1 together cover LERW m , then apply Theorem 3.1 to each such interval. The collection is given by
• the sequence of stopping times τ 0 , τ 1 , . . . is defined inductively by setting τ 0 = 0 and setting τ k+1 equal to the first time at or after τ k + m 2 at which R achieves a running minimum; and
• K is equal to the smallest positive integer satisfying τ K > t m .
We claim that the number of intervals K is stochastically dominated by a geometric random variable with mean bounded above by a universal constant. To see why this is true, observe that
which is bounded below by a universal constant by the convergence of simple random walk to Brownian motion. In particular, for each δ > 0 it holds with superpolynomially high probability as m → ∞ that K ≤ m δ/2 . By Theorem 3.1 (applied with n = m 2 ) and a union bound, it holds with superpolynomially high probability as m → ∞ that the submaps M | [τ k ,τ k +m 2 ] all have internal diameter at most m 2/d+δ/2 . Since the union of these submaps contains exactly half of the edges of ∂M (m) (namely, one of the two edges corresponding to each edge of LERW m ), and since one can run the same argument to deal with the other half of ∂M (m) , the triangle inequality implies (3.4).
We now prove the last claim. We consider a collection of time intervals of length m α such that the corresponding submaps of M intersect only along their boundaries and each intersects LERW m . The collection is given by
where
• the sequence of stopping times τ 0 , τ 1 , . . . is defined inductively by setting τ 0 = 0 and setting τ k+1 equal to the first time ≥ τ k + m α at which R achieves a running minimum; and
• K is the smallest positive integer satisfying τ K > t m .
which decays faster than any negative power of m by a standard estimate for simple random walk and a union bound. Hence the collection of intervals (3.6) contains at least m 1−(α+δ)/2 intervals with superpolynomially high probability as m → ∞. By Theorem 3.1 (and since trivially K ≤ m), it holds with superpolynomially high probability as m → ∞ that the internal diameter of each M | [τ k ,τ k +m α ] for k = 0, . . . , K −1 is at most m α/d+δ . Since these graphs intersect only along their boundaries and each intersects LERW m , if this is the case then
of radius m α/d+δ . Combining this with the previous paragraph shows that with superpolynomially high probability as m → ∞, the number of vertices in this M (m) -graph distance neighborhood is at least
(3.8)
We will now argue that with superpolynomially high probability as m → ∞, we have
(3.9)
Recall the space-filling curve λ from the Mullin bijection. Whenever R increases, λ traces a triangle of Q ∪ T ∪ T * which includes a vertex of M which is not part of any of the previously traced triangles. Since Z is a simple random walk on Z 2 , it follows from Hoeffding's equality applied to m α i.i.d. Bernoulli random variables with parameter 1/4 that with superpolynomially high probability as m → ∞, each M | [τ k ,τ k +m α ] has at least m α−δ/2 vertices. By a basic tail estimate for simple random walk, with superpolynomially high probability as m → ∞, each ∂M | [τ k ,τ k +m α ] has at most m α/2+δ/2 vertices. Subtracting these two estimates yields (3.9). Plugging (3.9) into (3.8) concludes the proof.
We are now ready to prove Theorems 1.1 and 1.3.
Proof of Theorems 1.1 and 1.3 assuming Theorem 3.1. We will prove Theorem 1.1, which gives the growth exponent for external DLA. By Lemma 2.5, the proof in the LERW case is identical. For m ∈ N, let M (m) be the infinite planar map with boundary of length 2m obtained by cutting along the edges of the DLA cluster X m . By Lemma 2.5, M (m) has the same law as the graph of Proposition 3.2. Since M (m) is obtained from M by cutting along the edges of X m , one has diam(X m ; M ) ≤ diam(∂M (m) ; M (m) ). Consequently, (3.4) shows that for each fixed δ > 0, it holds with superpolynomially high probability as m → ∞ that diam(X m ; M ) ≤ m 2/d+δ . By the Borel-Cantelli lemma, this implies the upper bound in Theorem 1.1. By the last statement of Proposition 3.2 and the same argument as above, for each α ∈ (0, 2) and δ ∈ (0, α/100), it holds with superpolynomially high probability as m → ∞ that the Mgraph distance neighborhood of X m of radius m α/d+δ contains at least m 1+α/2−δ vertices. By the Borel-Cantelli lemma this is a.s. the case for large enough m ∈ N.
(3.10)
By re-arranging and sending δ → 0, we get that a.s.
where in the last line we use that 1/d + α/(2d) > α/d due to the fact that α < 2. Sending α → 2 now gives the lower bound in Theorem 1.1.
Finally, we prove our result for the diameters of finite random planar maps. 
Liouville quantum gravity and the one-sided mated-CRT map
The rest of the paper is devoted to the proof of Theorem 3.1. To prove the theorem, we will analyze another random planar map called the one-sided mated-CRT map which is directly connected to LQG and SLE. The exponents χ and d also describe distances in this map, so we will prove Theorem 3.1 by proving appropriate upper and lower bounds on these distances. This section is devoted to defining the one-sided mated-CRT map, and to reviewing the LQG and SLE theory needed to formulate this definition. First, we will define LQG surfaces in general in Section 4.1; then, in Section 4.2 we will define the LQG surface that we will use in the definition of the one-sided mated-CRT map. In Section 4.3, we recall the definitions of two types of SLE processes and their encodings in terms of Gaussian free fields given by the "imaginary geometry" machinery from [MS17] . 1 Finally, we define the one-sided mated-CRT map in Section 4.4, and we develop tools for studying distances in this map in Section 7.1.
Liouville quantum gravity (LQG) surfaces
Let γ ∈ (0, 2), let D ⊂ C, and let h be a variant of the Gaussian free field (GFF) on D (see [She07, SS13, MS16a, MS17] for more on the GFF). Heuristically speaking, a γ-LQG surface is the random surface parametrized by D with Riemannian metric tensor e γh (dx 2 + dy 2 ), where dx 2 + dy 2 is the Euclidean Riemannian metric tensor on D. Such surfaces arise as the scaling limits of random planar maps in various topologies. In particular, the spanning-tree-weighted random planar map corresponds to γ = √ 2, so, for simplicity, we will restrict ourselves to this value of γ throughout this paper.
The above definition of LQG surfaces does not make literal sense since h is a distribution, not a function, so cannot be exponentiated. However, one can give a rigorous definition of LQG surfaces following [DS11, She16a, DMS14], as follows. In a similar vein, one can define the √ 2-LQG length measure ν h on certain curves in D, including ∂D and SLE 2 -type curves (or equivalently the outer boundaries of SLE 8 -type curves, by SLE duality [Zha08, Zha10, Dub09, MS16a, MS17]) which are independent from h. The measure ν h is well-defined on equivalence classes in the same sense as µ h . The √ 2-LQG length measure can be defined in various ways, e.g., using semi-circle averages of a GFF on a domain with smooth boundary and then confomally mapping to the complement of an SLE 2 curve [DS11, She16a] or directly as a Gaussian multiplicative chaos measure with respect to the Minkowski content measure on the SLE 2 curve [Ben17] . See also [RV14, Ber17] for surveys of a more general theory of regularized measures of this form, which dates back to Kahane [Kah85] .
A key example: the Q-quantum wedge
One example of a √ 2-quantum surface which appears frequently in this paper is the Q-quantum wedge. As in Definition 4.1 above, Q = 2 √ 2 + √ 2 2 ; we will use this notation throughout the rest of the paper.
We define the Q-quantum wedge in terms of its parametrization by the upper-half plane. h is the distribution on H whose projections h 1 and h 2 onto H 1 (H) and H 2 (H), respectively, can be described as follows:
• h 1 is the function in H 1 (H) whose common value on ∂B e −t (0) ∩ H is equal to B −2t + Qt for t < 0 and to −X 2t + Qt for t > 0, where X t is a dimension 3 Bessel process started at the origin and B t is a standard linear Brownian motion independent of X t .
• h 2 is independent from h 1 and has the law of the projection of a free boundary GFF on H onto H 2 (H).
Since the quantum wedge has only two marked points, one can obtain a different equivalence class representative of the quantum surface (H, h, 0, ∞) be replacing h by h(C·) + Q log C for C > 0. The description of the one-sided mated-CRT map (given in the next subsection) involves both a √ 2-LQG surface and an independent SLE 8 . The two variants of SLE 8 that we will consider in this paper are chordal SLE 8 and whole-plane SLE 8 from ∞ to ∞. The latter is just a two-sided version of chordal SLE 8 , and is defined, e.g., in the discussion and footnote before [DMS14, Theorem 1.9]. One way to construct a whole-plane SLE 8 from ∞ to ∞ is as follows; see [DMS14, Footnote 9].
1. First sample a whole-plane SLE 2 curve η L from 0 to ∞.
2. Conditional on η L , sample a chordal SLE 2 (−1; −1) curve η R from 0 to ∞ in C \ η R with force points immediately to the left and right of its starting point (see [MS16a] for basic properties of chordal SLE κ (ρ L ; ρ R ) curves). By [MS17, Theorems 1.1 and 1.11], the curves η L and η R can equivalently be described as the flow lines of a whole-plane GFF started from 0 with angles π/2 and −π/2, respectively. In particular, the joint law of (η L , η R ) is symmetric under swapping the order of the two curves.
Conditional on η
In our proofs, we will want to transfer a quantitative probabilistic estimate for a whole-plane SLE 8 from ∞ to ∞ to one for a chordal SLE 8 . To do this, we will use an encoding of these curves in terms of Gaussian free fields developed by Miller and Sheffield in their theory of imaginary geometry. By [MS17, Theorem 1.6] (see also [MS16a, Theorem 1.1]), a whole-plane SLE 8 from ∞ to ∞ can be constructed from a whole-plane GFF h IG 1 . 2 A chordal SLE 8 from 0 to ∞ in H can be constructed in the same way from a GFF h IG 2 on H with boundary data −π/ √ 2 (resp. π/ √ 2) on the negative (resp. positive) real axis. Moreover, for any open subset U ⊂ H, for either of these two variants of SLE 8 , the law of the collection of segments of the curve contained in U is almost surely determined by the restriction of the corresponding imaginary geometry field to U (this is implicit in the construction of space-filling SLE in [MS17] and is explained carefully in [GMS18, Lemma 2.1]). Thus, to transfer a quantitative probabilistic estimate for a whole-plane SLE 8 from ∞ to ∞ to one for a chordal SLE 8 , it will suffice to apply the following quantitative Radon-Nikodym derivative estimate comparing the corresponding imaginary geometry fields: 
Proof.
Choose an open set V such that U ⊂ V ⊂ V ⊂ H. By comparing the Green's functions associated to the whole-plane and zero boundary GFFs, we see that
where h 0 is a zero boundary GFF on H and f 1 is an independent random harmonic function on V which is a centered Gaussian process on U with covariances Cov(f 1 (x), f 1 (y)) = −2 log |x −ȳ|. By the definition of h IG 2 ,
where h 0 is a zero boundary GFF on H and f 2 is a bounded (deterministic) harmonic function on V . Assume we have coupled h IG 1 and h IG 2 so that they are independent from one another (equivalently, η and η whole are independent from one another). Let ψ be a smooth compactly supported "bump function" which equals 1 on U and vanishes outside of V . Then on U , 
where (·, ·) ∇ denotes the Dirichlet inner product. By Hölder's inequality and since (h IG 1 , f ψ) ∇ is Gaussian with variance (f ψ, f ψ) ∇ , for q > 1,
A short computation using integration by parts (Green's identities) shows that
2 Technically, [MS17] works with a whole-plane GFF defined modulo a global additive multiple of 2πχ, where χ = √ 2 − 1/ √ 2. In this paper, we always assume (somewhat arbitrarily) that the additive constant for our whole-plane GFF is chosen so that its circle average over ∂D is zero. This particular distribution of course determines the equivalence class modulo global additive multiples of 2πχ. therefore, (4.1) is bounded above by
for some constant c depending only on ψ.
Recall that f 2 is deterministic and uniformly bounded. Moreover, since f 1 V < ∞, the Borell-TIS inequality [Bor75, SCs74] (see, e.g., [AT07, Theorem 2.
for each u > 0. Hence, we can choose q > 1 sufficiently small such that
is finite, as desired.
By the discussion before the lemma, this implies 
The one-sided mated-CRT map: two equivalent definitions
We now introduce a particularly useful random planar map with the half-plane topology called the one-sided mated-CRT map. 3 Like the spanning-tree-weighted random planar map, the one-sided mated-CRT map is in the √ 2-LQG universality class. However, it can be defined directly in terms of continuum objects, namely, a √ 2-quantum surface and an independent space-filling SLE 8 . This feature makes the one-sided mated-CRT map more tractable than spanning-tree-weighted random planar maps since one can study it using LQG and SLE techniques. The exponents χ and d both arise in the context of the one-sided mated-CRT map, and it is this model that we will analyze in our proof of Theorem 3.1.
There are actually two equivalent definitions of the one-sided mated-CRT map: one in terms of a pair of Brownian motions, and one in terms of LQG and SLE. We will use both of these definitions in the paper since this will allow us to analyze distances in the one-sided mated-CRT map using both Brownian motion techniques and tools from LQG and SLE theory. We first give the definition in terms of Brownian motions.
Definition 4.5. For a pair Z = (L, R) of independent one-sided Brownian motions, we define the one-sided mated-CRT map G as the graph whose vertex set is N, in which two vertices x 1 , x 2 ∈ N with x 1 < x 2 considered to be adjacent iff there is an s 1 ∈ [x 1 − , x 1 ] and an s 2 ∈ [x 2 − , x 2 ] such that either inf See Figure 6 , left, for an illustration of Definition 4.5. The graph is called the one-sided mated-CRT map because it can be viewed as a discretized mating of a pair of continuum random trees (CRTs) associated to the two one-sided Brownian motions. It can be constructed from the more commonly used two-sided mated-CRT map by restricting to vertices in N. Definition 4.5 defines the mated-CRT map as a graph, but it is easy to see that it also has a natural structure as a planar map with infinite boundary: this follows, e.g., from the discussion just after Definition 4.6. The boundary consists of the vertices x ∈ N for which either L or R attains a running minimum in the time interval [x − , x]. One should think of Definition 4.5 as a semi-continuous analog of the Mullin bijection. Indeed, in the setting of the Mullin bijection, the condition for two triangles of Q ∪ T ∪ T * to share an edge is (4.2) with (L, R) in place of (L, R) (this is explained carefully in [GHS17, Section 3.1]).
The connection between the graph just defined and the theory of LQG that will give us our second definition of the one-sided mated-CRT map is a special case of a framework developed in [DMS14] for identifying SLE-decorated LQG surfaces as canonical embeddings of mated CRT pairs. It follows from their work that the one-sided mated-CRT map is isomorphic to the graph defined by a particular discretization of an SLE 8 -decorated Q-quantum wedge. To describe this equivalence, we first define a more general class of graphs obtained by discretizing SLE 8 -decorated √ 2-LQG surfaces (along with a natural notion of distance in such graphs), since our proofs will sometimes require this more general context. Two such cells are considered to be adjacent in the graph if they intersect.
Also, for U ⊂ D and z 1 , z 2 in the closure of U in C, let D D,h,η (z 1 , z 2 ; U ) be equal to the graph distance between the cells containing z 1 and z 2 in the adjacency graph of cells in G D,h,η that are contained in U . We abbreviate D D,h,η (·, ·) := D D,h,η (·, ·; D).
We now consider the special case of Definition 4.6 which corresponds to the one-sided mated-CRT map. Suppose that h is the circle average embedding of a Q-quantum wedge and our SLE 8 curve η is sampled independently from h and then parametrized by √ 2-quantum mass with respect to h. Consider for each t > 0 the hull generated by η([0, t]), and let x t and y t denote the infimum and supremum, respectively, of the set of points where this hull intersects the real line. We define the left boundary length L t of η at time t to be the √ 2-LQG length of the boundary arc of the hull from η(t) to x t , minus the √ 2-LQG length of the segment [x t , 0]. Similarly, we define the right boundary length R t of η at time t to be the √ 2-LQG length of the boundary arc of the hull from η(t) to y t , minus the √ 2-LQG length of the segment [0, y t ]. See Figure 7 for an illustration. We note that the definition of (L, R) is the continuum analogue of the so-called horodistance process for peeling processes on random planar maps, as studied, e.g., in [Cur15, GM17a] .
It follows from [DMS14, Theorems 1.9] (applied only for positive time and with γ = √ 2) that the left and right boundary processes L and R are independent Brownian motions and the adjacency graph of cells G D,h,η is isomorphic to the one-sided mated-CRT map G via x → η([x − , x]). This gives us a second equivalent definition of the one-sided mated-CRT map.
Notation 4.7. In the special case of Definition 4.6 which corresponds to the one-sided mated-CRT map discussed just above, we abbreviate D D,h,η by D .
We will express the law of G in terms of either Definition 4.5 or 4.6 depending on the context: the former definition will be more useful in Section 6, and the latter in Section 7.
Proof of Theorem 3.1 conditional on two propositions
The proof of Theorem 3.1 is the most technically involved part of this paper.
The starting point of the proof is the following two results from the existing literature. For each ζ ∈ (0, 1),
We note that Lemma 5.1 does not say that D H,h,η (0, 1; η[0, 1]) ≥ −χ+ζ with probability tending to 1 as → 0, but this will eventually follow from our results.
Lemma 5. 2 ( [DG18] ). Let h whole be a whole-plane GFF normalized so that its circle average over ∂D is zero, let η whole be an independent whole-plane SLE 8 from ∞ to ∞, and fix ζ ∈ (0, 1). For any open set U ⊂ C and any z, w ∈ U , it holds with polynomially high probability as → 0 that
The first lemma bounds one quantity from below by −χ+u with probability ≥ o (1) ; the second bounds another quantity from above by −1/(d−ζ) with polynomially high probability as → 0. If the quantities being bounded in the two lemmas were the same, then since o (1) ≤ 1 − p for any fixed p and sufficiently small, we could deduce that −χ+u ≤ −1/(d−ζ) , which would imply that χ = 1/d. However, the quantities being bounded in the two lemmas are not the same. Both are distances are of the form defined in Definition 4.6, but the underlying fields are different. More importantly, Lemma 5.2 considers the distance between two interior points of a region of C, while Lemma 5.1 bounds the distance between a pair of boundary points of a random region (one of which is the origin, where the field has a log singularity). So we cannot directly combine Lemmas 5.2 and 5.1 to prove Theorem 3.1. Instead, we will use Lemmas 5.2 and 5.1 to prove upper and lower bounds for a third distance quantity that we will be able to relate to the two different distances considered in Lemmas 5.2 and 5.1.
To formulate this third distance quantity, we introduce the following definition. It is easy to see from Definition 4.5 that ∂ I is precisely the set of vertices of G | I which are either adjacent to vertices of G which come before the left endpoint of I or which lie in ∂G . Similarly, ∂ I consists of G | I which are adjacent to vertices of G which come after the right endpoint of I. We will prove the following upper and lower bounds. For the statements, we recall the notation for graph distance from the end of Section 1.2.
Proposition 5.4. In the notation of Definitions 4.5 and 5.3, for each ζ ∈ (0, 1),
Proposition 5.5. For each ζ ∈ (0, 1), it holds with polynomially high probability as → 0 that dist , ∂ (0, 1]; G | (0,1] ≤ −1/(d−ζ) . Proof of Theorem 3.1 assuming Proposition 5.4 and 5.5. Propositions 5.4 and 5.5 imply that, for sufficiently small, −χ+ζ ≤ dist , ∂ (0, 1]; G | (0,1] ≤ −1/(d−ζ) on some positive probability event. We deduce that χ − ζ ≤ 1/(d − ζ) for each ζ ∈ (0, 1), whence χ = 1/d. The upper bound in (3.3) is immediate from the fact that χ = 1/d and (3.1). We now need to prove the lower bound in (3.3). By the comparison between the mated-CRT map and the spanning-tree-weighted random planar map established in [GHS17, Theorem 1.5], to prove the lower bound in Theorem 3.1 it suffices to show that for the one-sided mated-CRT map with = 1, one has
To this end, we first note that η([0, 1]) has positive probability to contain a Euclidean ball centered at η(1/2) which lies at positive distance from zero. By this, the lower bound for distances in the whole-plane setting from [DG18, Proposition 4.6], and local absolute continuity away from the boundary (see Lemma 4.4), there is a constant p > 0 (independent of ) such that for each ∈ (0, 1),
It is immediate from the Brownian motion definition 4.5 of G that for each k ∈ N 0 and n ∈ N, the
has uniformly positive probability (independent of n and k) to contain a vertex which lies at graph distance at least n 1/d−2ζ from its boundary. These maps for distinct choices of k are i.i.d. (since the Brownian motion Z has independent increments). Hence with superpolynomially high probability there is at least one value of k ∈ [1, n ζ ] Z for which G 1 | [(k−1)n 1−ζ ,kn 1−ζ ] contains a vertex which lies at graph distance at least n 1/d−2ζ from its boundary. If this is the case, then diam G 1 | (0,n] ≥ n 1/d−2ζ . Since ζ can be made arbitrarily small, this gives (5.1).
The rest of the paper is devoted to proving Propositions 5.4 and 5.5.
Remark 5.6. We note that our proofs of Propositions 5.4 and 5.5 require different formulations of the law of G . To prove Proposition 5.4, we want to define G in terms of Definition 4.5, because our proof involves looking at variants of the Brownian motion (L, R) in Definition 4.5 and analyzing the corresponding maps and their relationship to G . On the other hand, to prove Proposition 5.5, we want to define G in terms of Definition 4.5, because we want to compare distances in G with distances in other maps of the form defined in Definition 4.6, such as that considered in Proposition 5.2 above.
6 Proof of Proposition 5.4 from Lemma 5.1
In this section we prove Proposition 5.4 from Lemma 5.1. To make the proof a bit easier to read, we slightly modify the statement of Proposition 5.4 to the following equivalent assertion (the equivalence follows from the reversibility of Brownian motion).
Proposition 6.1. In the notation of Definitions 4.5 and 5.3, for each ζ ∈ (0, 1),
We first analyze the case when ∂ (0, 1] = { } is a single point, which happens in particular when L and R are each non-negative on [0, 1]. To this end, we define G as we defined the one-sided mated-CRT map in Definition 4.5 but with (L, R) replaced by a pair Z = ( L, R) of independent Brownian meanders started from 0-i.e., Z is a standard two-dimensional Brownian motion conditioned to stay in the first quadrant until time 1. We also define the subgraphs G | I for intervals I ⊂ (0, ∞) as we did for G in Definition 4.5. One has the following miracle (which is not true for any γ = √ 2, in which case the coordinates of Z are correlated). Proposition 6.2. For γ = √ 2, the law of the mated-CRT map G | (0,1] associated with Z is absolutely continuous with respect to the law of G | (0,1] . The Radon-Nikodym derivative of the law of the former map with respect to the law of the latter map agrees in law with π 2 (X L 1 X R 1 ) −1 , where X L and X R are independent three-dimensional Bessel processes.
Proof. Let (L, R) be a pair of independent standard linear Brownian motions and for t ≥ 0 define S L t = max 0≤s≤t L s and S R t := max 0≤s≤t R s . By [Pit75, Theorem 1.3], the processes X L := 2S L − L and X R = 2S R − R are independent 3-dimensional Bessel processes. By the equation just before [Imh84, Corollary 2], applied to each of L and R, the law of the pair of meanders ( L, R)| [0,1] is absolutely continuous with respect to the law of (X L , X R )| [0,1] with Radon-Nikodym derivative π 2 (X L 1 X R 1 ) −1 . Hence, if we define G X as in Definition 4.5 with (X L , X R ) in place of (L, R), then the law of G| (0,1] is absolutely continuous with respect to the law of G X | (0,1] , with Radon-Nikodym derivative π 2 (X L 1 X R 1 ) −1 . We will now complete the proof by showing that G X agrees in law with G. In fact, we will show that G X is a.s. identical to the mated-CRT map associated with (−L, −R). By Definition 4.5, it is enough to show that, for x 1 , x 2 ∈ N with x 1 < x 2 and s j ∈ [x j − , x j ], for j ∈ {1, 2}, the conditions L r = L s 1 = L s 2 (6.2) are equivalent (by symmetry, the same is true with R in place of L). Indeed, we claim that if either (6.1) and (6.2) holds, then S L s 1 and S L s 2 must be equal. This is clearly true if (6.2) holds. Moreover, if S L s 1 < S L s 2 , then, choosing r ∈ [s 1 , s 2 ] such that L r = S L r < S L s 2 , we have 2S L r − L r = S L r < 2S L s 2 − L s 2 ; so (6.1) fails. Hence (6.1) and (6.2) are equivalent.
Corollary 6.3. For each ζ ∈ (0, 1), the G | (0,1] -distance between the leftmost and rightmost vertices satisfies
By Lemma 5.1 and the equivalence of the Brownian and SLE/LQG representations of the mated-CRT map, we have P[E ] ≥ o (1) . By Proposition 6.2, the probability of the event in (6.3) is given
for a certain pair of independent 3-dimensional Bessel processes (X L , X R ). Since a 3-dimensional Bessel process has the law of the modulus of a 3-dimensional Brownian motion, for δ > 0 one has P[(X L
(6.4)
Since δ can be made arbitrarily small, this concludes the proof.
We now deduce Proposition 6.1 from Corollary 6.3. Roughly, the idea of the proof is as follows. 4 If we condition on Z| [0, ζ ] for a small but fixed ζ > 0, then the conditional law of ( Z − Z ζ )| [ ζ ,1] is the same as the conditional law of Z| [0,1− ζ ] given that its two coordinates stay above − L ζ and − R ζ , respectively. With high probability, L ζ and R ζ are at least ζ(1−ζ)/2 , so the conditional law of ( Z − Z ζ )| [ ζ ,1] given Z| [0, ζ ] is not too much different from the unconditional law of Z| [0,1− ζ ] . Furthermore, by Lemma 5.1, if we define a graph from the pair of processes ( Z − Z ζ ) as we did from Z in Definition 4.5, then it is likely that every point on the lower boundary of this graph restricted to [ ζ , 1] (defined as in Definition 5.3) is close (in the sense of graph distances) to the vertex . Hence the triangle inequality gives a lower bound for the distance from 1 to this lower boundary in terms of the distance in G from 1 to .
For the proof we will need two elementary Brownian motion lemmas.
Lemma 6.4. Let B be a standard linear Brownian motion and let t be the time at which B attains its minimum on the interval [0, 1]. For each δ > 0 and each ζ ∈ (0, 1),
with the implicit constant depending only on ζ.
Proof. We have P inf t∈[0,1] B t ≥ −δ δ, so it suffices to show that P inf
Using the Markov property of Brownian motion, it is easily seen that P B t ∈ [−δ, 0] : ∀t ∈ [δ 2−ζ , 1] decays faster than any positive power of δ. It therefore suffices to show that P inf
To this end, let σ be the first time t ≥ δ 2−ζ for which B t = 0. We observe that B t ≤ 0, so if t ≥ δ 2−ζ and B t > 0 for some t ∈ [δ 2−ζ , 1], then there is some t ∈ [δ 2−ζ , 1) for which B t = 0 and hence σ < 1. Therefore,
We have P inf t∈[0,δ 2−ζ ] B t ≥ −δ δ ζ/2 . It therefore suffices to show that
Intuitively, (6.7) follows from the fact that σ is typically of order δ 2−ζ , and the probability that a Brownian motion stays positive on [0, 1 − δ 2−ζ ] is comparable to the probability that it stays positive on [0, 1]. To be more precise, the Markov property implies that on the event {σ < 1},
The conditional law of σ given that {inf t∈[0,δ 2−ζ ] B t ≥ −δ} has a continuous density with respect to Lebesgue measure which is bounded above by a δ-independent constant in [1/2, ∞). Consequently,
Combining (6.8) with (6.9) and summing over k shows that
as required.
Lemma 6.5. For δ ∈ (0, 1), let t L δ (resp. t R δ ) be the time at which L (resp. R) attains its minimum value on the interval [δ, 1]. For each β ∈ (0, 1), it holds with polynomially high probability as δ → 0 that t L δ ≤ δ β and t R δ ≤ δ β .
Proof. Since L and R are independent, it suffices to prove that with polynomially high probability as δ → 0, one has t L δ ≤ δ β . For ζ > 0, the probability that L δ does not belong to [δ 1/2+ζ , δ 1/2−ζ ] decays polynomially in δ. The conditional law of ( L − L δ )| [δ,1] given L δ is that of a Brownian motion conditioned to stay above − L δ . Therefore, the statement of the lemma follows from Lemma 6.4 (applied with L δ in place of δ) upon making an appropriate choice of ζ (depending on β).
Proof of Proposition 6.1. Let ∈ (0, 1) and assume without loss of generality that 1/ ∈ Z, so that −1 = 1. Also fix u, v ∈ (0, 1) to be chosen later, depending on ζ. Let y := u−1 , so that y ∈ (0, 1] Z . Let Z = ( L , R ) be a standard two-dimensional Brownian motion conditioned to stay in the first quadrant until time 1 + y . Note that Z is defined in a similar manner to Z but conditioned to stay in the first quadrant for slightly more than one unit of time. Define G according to Definition 4.5 but with Z replaced by Z ; also, define G | I for intervals I ⊂ (0, ∞) as in Definition 4.5. The idea of the proof is to first deduce a lower bound for the distance from 1 + y to the lower boundary of the graph G | (y ,1+y ] (essentially, this follows from Corollary 6.3, the upper bound of [GHS16, Theorem 1.15], and the triangle inequality); then compare this latter object to G | (0,1] conditioned on the positive probability event that its lower boundary length is small.
Step 1: lower bound for distances in G | (y ,1+y ] . Let t L and t R be the times at which L and R , respectively, attain their minimum values on [y , 1 + y ]. Letting ∂ (y , 1 + y ] denote the lower boundary of G | (y ,1+y ] (in the sense of Definition 5.3),
(6.10)
Fix β ∈ (0, 1) and let
By Corollary 6.3 and scale invariance, the probability of the first event in the definition of E is at least o (1) . By Lemma 6.5 and a standard estimate for linear Brownian motion (recall that the coordinates of Z are independent), the probability that each of the other two events in the definition of E fails to occur decays polynomially in . Therefore,
By applying the upper bound for distance from [GHS16, Theorem 1.15] (i.e., the analog of (3.1)
for G ) to each of the graphs G | (2 −k y ,2 −k+1 y ] for k ∈ N such that ≤ 2 −k y ≤ βu and summing over all such k, we find that with superpolynomially high probability as → 0, dist , x; G | (0,y ] ≤ −(1−βu)(χ+v) , ∀x ∈ (0, βu ] Z .
(6.11) By (6.10), if E occurs and (6.11) holds then dist , x; G | (0,1+y ] ≤ −(1−βu)(χ+v) , ∀x ∈ ∂ (y , 1 + y ]. (6.12)
Henceforth assume that v is chosen sufficiently small (depending on u) that (1 − βu)(χ + v) < χ − v. By (6.12) and the triangle inequality, if is chosen sufficiently small (depending on u and v), then whenever E occurs and (6.11) holds we have
Step 2: comparison of Z and Z . Let E be the event that (6.13) holds. Then the above discussion
By re-arranging, we obtain
(6.14)
The conditional law of ( Z − Z y )| [y ,1+y ] given Z | [0,y ] is the same as the law of Z| [0,1] conditioned on the event that inf
By this, (6.14), and the definition (6.13) of E , it follows that for each δ > 0 there exists a L , a R ∈ u(1+u)/2 , u(1−u)/2 such that
Since a L , a R ≥ u(1+u)/2 and L and R are independent,
Therefore, P dist ∂ (0, 1], 1; G | (0,1] ≥ −χ+ζ ≥ δ+u(1+u) .
Sending δ → 0 and u → 0 concludes the proof of the proposition.
7 Proof of Proposition 5.5 from Lemma 5.2
We now proceed to the proof of of Proposition 5.5 from Lemma 5.2. In this section, we express the law of G in the form of Definition 4.6, in which the vertices of the graph are subsets of H ("cells") traced by a chordal SLE 8 . In a slight abuse of this definition, we will often refer to points in H as vertices of G when we mean the cells of the SLE 8 that contain those points.
To prove Proposition 5.5, we construct, for some deterministic δ > 0 sufficiently small and depending on ζ, a path in G from the cell containing −δ i/2 to the cell containing 0 with D -length −1/(d−ζ) with polynomially high probability as → 0. We then show that this path yields a path from the cell containing 0 to the upper boundary ∂ (0, 1] with the desired probability by showing that, with polynomially high probability as → 0, the curve η will not absorb the point −δ i/2 before time 1.
Our construction of the path in G from −δ i/2 to 0 proceeds in three steps roughly as follows.
1. We convert the bound of Lemma 5.2 to a bound on the distance between two points with the distance defined in terms of a chordal SLE 8 from 0 to ∞ in H and the scale-invariant component h 2 of a quantum wedge field in H (Proposition 7.5).
2. We apply this bound to the pairs of points −δ i/2 j−1 and −δ i/2 j for each integer 1 < j < −ξ for fixed but small δ, ξ > 0. If we make δ and ξ sufficiently small, we can use the scale invariance of h 2 to bound distances between each of these pairs of points from above simultaneously, and then combine these bound to bound the D -distance from −δ i/2 to −δ i/2 − −ξ , all with polynomially high probability as → 0 (Proposition 7.8).
3. We show that the point −δ i/2 − −ξ is contained in the origin-containing cell of G with polynomially high probability as → 0 (Proposition 7.9). (For brevity, we omit the qualifier "with polynomially high probability as → 0" which applies to each of these steps.) Left: To upperbound the D -distance between ∂ (0, 1] and the origin, we construct a path of cells of G (colored in gray) from −δ i/2 to 0 of the desired length. This path will contain a path from ∂ (0, 1] to the cell containing 0 as long as the point −δ i/2 lies outside η(0, 1), which we show separately. Center:
We construct the path from the cell containing −δ i/2 to the cell containing 0 using a multiscale argument: starting with the point −δ i/2, we consider a sequence of polynomially (in ) many points approaching the origin geometrically, and we bound distances between consecutive pairs of points. Right: (Zoomed in near the origin.) We show that the last point in the sequence is contained in the origin-containing cell of G .
Two notions of distance in terms of SLE cells
To execute the construction just outlined, we first need a notation of distance that differs slightly from the metric D D,h,η (·, ·; U ) defined in Definition 4.6. Though the latter is quite natural, it has the crucial drawback that it does not just depend on the restriction of h and η to U , since we cannot "see" which times for η are elements of Z if we just see h| U and the segments of η contained in U .
We therefore define a second notion of distance that possesses this useful property. We state two useful properties of the metric D D,h,η (·, ·; U ) that are easy to verify.
Lemma 7.2. Let h 1 and h 2 be two GFF type distributions defined on a domain D, let U ⊂ D, let η be as in Definition 4.6. Let z 1 , z 2 ∈ U .
(i) If h 1 = h 2 + c a.s. for some constant c, then, almost surely,
(ii) If h 1 and h 2 are two GFF type distributions defined on a domain D such that (h 2 − h 1 )| U is a non-negative function on U and if 1 ≥ 2 then, almost surely,
Proof. The first statement follows since adding c to the field scales the √ 2-LQG area of each segment of η by e √ 2c . The second statement follows since each segment of η with µ h 2 -area at most 2 has µ h 1 area at most 1 .
Moreover, we can relate D D,h,η (·, ·; U ) to the distance D D,h,η (·, ·; U ) of Definition 4.6, which is what we really care about. See [DG18, Lemma 4.2] for a closely related statement.
Lemma 7.3. Let D, h and η be as in Definition 4.6, and let U ⊂ D.
Proof. Part (i) is obvious (the +1 is needed since the D D,h,η -distance between two points in the same segment η([a, b]) with b − a ≤ is 1, whereas the D D,h,η -distance between two such points can be zero). Part (ii) follows from the observation that each segment η([a, b]) with 0 < b − a ≤ which is contained in U is contained in the union of at most two segments of the form η([x − , x]) for
x ∈ Z which intersect U , hence are contained in V .
If h is taken to be a whole-plane GFF normalized to have mean zero on the unit circle, and η a whole-plane SLE 8 from ∞ to ∞, the inequality (7.2) holds with polynomially high probability as → 0. This is a consequence of the following lemma, which follows from basic SLE/LQG estimates; see, e.g., the proof of [GHS17, Lemma 2.4], which applies verbatim in our setting. 
Transferring from the whole plane to the half plane
We are now ready to begin the proof of Proposition 5.5.
We begin by proving the analog of Lemma 5.2 with η whole replaced by a chordal SLE 8 from 0 to infinity in H and with h whole replaced by the field h 2 associated with the Q-quantum wedge (as defined in Definition 4.2). Ultimately, we are interested in distances w.r.t. the metric D H,h,η .
However, at this stage of the proof of Proposition 5.5, we want to consider the field h 2 because of its scale invariance property. We will use this property in the proof of the Proposition 7.8 below to bound the D -lengths between polynomially (in ) many pairs of points.
Proposition 7.5. Let U ⊂ H, let h 2 be the mean-zero part of a quantum wedge as in Definition 4.2, and let η be an independent chordal SLE 8 from 0 to infinity in H. Also define the approximate metric D H,h 2 ,η as in Definition 7.1. Then, for any fixed z, w ∈ U and ζ ∈ (0, 1),
with polynomially high probability as → 0.
Proof. By possibly replacing U by a smaller open subset of H containing z and w, we can assume without loss of generality that U ⊂ H; note that shrinking U can only increase D H,h 2 ,η (·, ·; U ). By Lemma 5.2 and Lemma 7.3(i) (with h whole and η whole defined as in Lemma 5.2), we have, for each fixed ζ ∈ (0, 1),
with polynomially high probability as → 0. We need to transfer from (h whole , η whole ) to (h 2 , η).
Step with polynomially high probability as → 0.
Step 2: replacing h whole by h 2 . We now show that we can replace h whole by h 2 in (7.5). Define V as in Step 1. By comparing the Green's functions associated to the whole-plane and free boundary GFFs, we see that we can write
where h free is a free boundary GFF on H (normalized so that its circle average over ∂B 1 (0) ∩ H is zero) and f 1 is an independent random harmonic function on V which is a centered Gaussian process on V with covariances Cov(f 1 (x), f 1 (y)) = − log |x −ȳ|. Furthermore, we can couple h free with h 2 so that h free = h 2 + f 2 where f 2 is the function in H 1 (H) whose common value on ∂B(0, e −t ) is equal to B t , where B t is a standard Brownian motion. The function g := f 1 + f 2 on V is a centered Gaussian process with g ∞ = sup v∈V |g| < ∞ almost surely; therefore, the Borell-TIS inequality gives E g ∞ < ∞, σ 2 := sup V E|g| 2 < ∞, and
for each u > 0. We deduce that, for any δ > 0, it holds with superpolynomially high probability as → 0 that
(7.7) By Lemma 7.2(ii), this implies that
for sufficiently small. Combining with (7.5) and choosing δ and ζ sufficiently small, depending on ζ, yields the desired result.
Distance to the origin in the Q-quantum wedge
In this subsection we will establish the following proposition, which in particular implies the existence of the path from −δ i/2 to 0 in G discussed at the beginning of this section and depicted in Figure 8 .
Proposition 7.6. For each fixed ζ ∈ (0, 1), we can choose δ > 0 sufficiently small so that
The proof of Proposition 7.6 has two main steps; see Figure 8 for an illustration. The first step is to apply Proposition 7.5 −ξ times to prove an upper bound for the D -distance between the points −δ i/2 and −δ i/2 −ξ for a small but fixed ξ > 0 (Proposition 7.8 below). As noted before the statement of Proposition 7.5 above, the key tool used in this step is the scale invariance of h 2 . The second step is to show that the point −δ i/2 −ξ is contained in the origin-containing cell of G with polynomially high probability as → 0 (Proposition 7.9). For this step, it is important that we are working with i/2 −ξ instead of p i for some p > 0 since, due to the Q-log singularity at the origin, the probability that p i is in η([0, ]) is not polynomially high.
To obtain an upper bound for D H,h,η -distances from distances using the field h 2 , we use the following upper bound on h in terms of h 2 .
Lemma 7.7. Let h 3 denote the field whose common value on ∂B e −t (0) ∩ H is equal to Qt. Then, for each δ, ω > 0, we have that h 2 + h 3 + log −ω − h is equal to a non-negative continuous function on B −δ (0) ∩ H with polynomially high probability as → 0.
Proof. By Definition 4.2, this follows from the fact that the probability that sup t∈[0,log −δ ] B 2t is greater than log −ω is bounded from above by a positive power of .
Proposition 7.8. For each ζ ∈ (0, 1), we have, for δ, ξ > 0 sufficiently small (depending on ζ),
Proof. We have
For any fixed ω > 0, Lemmas 7.2(ii) and 7.7 imply that this latter quantity is at most
with polynomially high probability as → 0. By the scale invariance of the law of h 2 , the LQG coordinate change formula, and the scale invariance of the law of η, for j ∈ N the distance
which by Lemma 7.2(i) is equal to
for some δ > 0 which can be made arbitrarily small by choosing δ, ω > 0 sufficiently small. Thus, Proposition 7.5 and a union bound over all j ∈ [1, −ξ − 1 ] Z shows that for any ζ ∈ (0, 1) and δ > 0, if we choose ξ sufficiently small (depending on ζ ) then (7.10) is bounded by −ξ− 1+δ d−ζ with polynomially high probability as → 0. In particular, we can choose ξ, δ, ω and ζ sufficiently small that ξ + (1 + δ)/(d − ζ ) is less than 1/(d − ζ).
We now turn our attention to showing that η([0, ]) contains −δ i/2 −ξ with polynomially high probability as → 0. We will prove the following slightly stronger statement. Proposition 7.9. For any ξ > 0, the set B 2 − −ξ (0) ∩ H is contained in η([0, ]) with polynomially high probability as → 0.
Note that we dropped the factor of −δ since, for any ξ < ξ, the ball of radius −δ 2 − −ξ is contained in the ball of radius 2 − −ξ for sufficiently small.
To prove Proposition 7.9, we will show that, with polynomially high probability as → 0, two events occur:
This implies the proposition since, on the intersection of the events (a) and (b), B 2 − −ξ (0) ∩ H is necessarily contained in η([0, ]). First, we prove that the event (a) occurs with polynomially high probability as → 0.
Lemma 7.10. For any fixed ξ > 0, it holds with polynomially high probability as → 0 that
We first need the following elementary estimate for the LQG area measure.
Lemma 7.11. Let h be a free-boundary GFF on H, let h 2 = h − h |·| (0) be its mean-zero part, and let µ h 2 be the associated γ-LQG measure for some γ ∈ (0, 2). There exists p > 0 such that for every r ∈ (0, 1), |h s (0)| 1−1/q (7.12) The process t → h e −t (0) is a standard linear Brownian motion, so the second factor on the right of (7.12) is finite for any p > 0 and q > 1. The proof of [RV14, Proposition 2.3] shows that the total mass of the γ-LQG measure associated with a free-boundary GFF on D has a finite moment of some positive order. Changing coordinates to H and using the LQG coordinate change formula [DS11, Proposition 2.1] shows that µ h (D ∩ H) has a finite moment of some positive order.
Hence the right side of (7.12) is finite for small enough p.
Proof of Lemma 7.10. Recall the 3-dimensional Bessel process X t from Definition 4.2, defined so that h e −t (0) = −X 2t + Qt for t ≥ 0. Using that X t has the law of the modulus of a three-dimensional Brownian motion, we get that for each c ∈ (0, e k/2 ), P min e k ≤t≤e k+1 X t < c P min 1≤t≤e X t < e −k/2 c 3 e −3k/2 c 3 where here denotes inequality up to a constant that does not depend on k or c. Therefore, for k 0 ∈ N, P[X t < t 1/3 for some t ≥ e k 0 ] ≤ ∞ k=k 0 P min e k ≤t≤e k+1 X t < (k + 1) 1/3 ∞ k=k 0 e −3k/2 (k + 1) e −k 0 /2 .
(7.13)
For p ∈ (0, 1), the function x → x p is concave, hence subadditive. Combining this with (7.13) (applied with k 0 proportional to − log log( −1 2 − −ζ )) shows that with polynomially high probability as → 0, Since this last sum decays faster than any power of , we conclude the proof.
Next, we turn to the event (b) above. That this event has polynomially high probability as → 0 follows from the following basic SLE estimate.
Proposition 7.12. Let κ ≥ 8 and let η be a chordal SLE κ from 0 to ∞ in H. It holds with polynomially high probability as → 0, uniformly over all R > 0, that η hits every point of B R (0) ∩ H before exiting B R/ (0). Proposition 7.12 will follow from the following lemma together with the Markov property of SLE.
Lemma 7.13. For r > 0, let σ r be the first time η exits B r (0). Almost surely, the conditional probability given η| [0,σr] that η hits every point of B r (0) ∩ H before leaving B 8r (0) is at least some p > 0 which does not depend on r.
Proof. We parametrize η so that the half-plane capacity of η([0, t]) is 2t. Let {g t } t≥0 be the Loewner maps associated with η, with the hydrodynamic normalization. By [Law05, Corollary 3.44], we have |g σr (z) − z| ≤ 3r for each z ∈ H \ η([0, σ r ]). Thus, the semicircle ∂B r (0) ∩ H is mapped by g σr into B 4r (0) ∩ H, and the semicircle ∂B 8r (0) ∩ H is mapped by g t into the complement of B 5r (0) ∩ H.
The result now follows from conformal invariance and the domain Markov property since η has positive probability to hit every point of B 4 (0) ∩ H before leaving B 5 (0).
Proof of Proposition 7.12. Applying Lemma 7.13 to r = 8 j R for 0 ≤ j ≤ log −1 log 8 , we deduce that the probability in question is at least 1 − (1 − p)
log −1 log 8 ≥ 1 − q for some constant q, as desired.
Proof of Proposition 7.9. Applying Proposition 7.12 with R = 2 − −ξ , we deduce that with polynomially high probability as → 0, the SLE 8 curve η absorbs B 2 − −ξ (0) ∩ H before hitting ∂B −1 2 − −ξ (0) ∩ H. Combining this with Lemma 7.10 yields the desired result.
Proof of Proposition 7.6. Combine Propositions 7.8 and 7.9.
Finishing the proof
To finish the proof of Proposition 5.5, we show that η(0, 1] is unlikely to contain the point −δ i/2, so that the path from 0 to −δ i/2 in H yields a path from 0 to the upper boundary ∂ (0, 1] of η(0, 1].
We will deduce this fact from Proposition 7.12 and the following probablistic LQG-area lower bound. Plugging (7.18) and (7.19) into (7.17) concludes the proof.
Proof of Proposition 5.5. By Proposition 7.12, it holds with polynomially high probability as → 0 that η absorbs B −δ/2 (0) ∩ H before hitting ∂B −δ /2 (0) ∩ H. By Lemma 7.14, the set B −δ/2 (0) ∩ H has µ h -mass at least 1 with polynomially high probability as → 0. Since η is parametrized by µ h -mass, it holds with polynomially high probability as → 0 that η[0, 1] does not contain the point −δ i/2. This means that each path of cells from 0 to −δ i/2 must include a cell corresponding to a vertex of the upper boundary ∂ (0, 1]. Proposition 7.6 therefore implies that with polynomially high probability as → 0, one has dist( , ∂ (0, 1]; G | (0,1] ) ≤ −1/(d−ζ) , as desired.
Open problems
Here we list a few of the many interesting open problems related to the results of this paper. Suppose we are in the setting of Theorem 1.1, so that {X m } m∈N are the clusters of external DLA on the infinite spanning-tree-weighted random planar map (M, v 0 , started from v 0 and targeted at ∞. Theorem 1.1 gives the growth exponent for the diameter of external DLA clusters w.r.t. the ambient graph distance on M . It is also of interest to understand the diameter of the cluster X m with respect to its internal graph distance, i.e., we view X m as a tree (without regard for its embedding into M ) and consider the graph distance in this tree.
Problem 8.1 (Internal diameter of DLA clusters). Show that the following limit exists and compute its value:
lim m→∞ log diam(X m ) log m .
Currently, we do not even know that diam(X m ) grows sublinearly in m. To prove this, one would need to show that the maximum over all v ∈ X m of the harmonic measure from ∞ of v in M \ X m tends to zero as m → ∞ (see, e.g., the arugments in [BY17] ).
Another interesting question about the geometry of DLA on M is the following.
Problem 8.2 (One-endedness). Is external DLA on the UITWM almost surely one-ended? That is, if we let X ∞ := ∞ m=1 X m , is it almost surely the case that X ∞ \ B X∞ r (v 0 ) has exactly one infinite connected component for every r > 0?
Our arguments are very specific to the spanning-tree-weighted random planar map due to the relationship between DLA and LERW in this setting. However, it is also of interest to study DLA on other random planar maps.
Problem 8.3 (DLA on other maps). What can be said about external DLA on other natural infinite random planar maps, like the uniform infinite planar quadrangulation/triangulation [AS03, Kri05] or the infinite-volume limits of planar maps decorated by bipolar-orientations [KMSW15] or the Ising model [AMS18] ?
