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Abstract 
In this article, we explore two approaches to modeling hypermedia-based 
communication. It is argued that the classical conveyor-tube framework is not 
applicable to the case of computer- and Internet- mediated communication. We then 
present a simple but very general system-theoretic model of the communication process, 
propose its mathematical interpretation, and derive several formulas, which qualitatively 
and quantitatively accord with data obtained on-line. The devised theoretical results 
generalize and correct the Zipf-Mandelbrot law and can be used in information system 
design. At the paper’s end, we give some conclusions and draw implications for future 
work. 
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1. Introduction 
 
Hypermedia is an approach to the development of information systems (see reference 
[4] for an overview). A hypermedia system stores and manages its information as a 
collection of nodes, (hyper)links, and scripts. Nodes are multiple representations of 
different media types – chunks of text, photographs, pictures, sounds, movies, etc. Links 
implement transitions (by association or connection) between nodes, while scripts, 
which are generalizations of links, are used to combine and control the diverse nodes in 
a digital document. Hypermedia-based communication may be thought of as the 
cognitive processing by a hypermedia system’s user that includes selecting, organizing, 
and integrating information represented over time in the networks of nodes. 
 
Hypermedia-based communication differs from “natural” word-based communication in 
terms of both structure and dynamics. The latter process is usually defined as a linear, 
single-channel/medium, receiver-focused, but source-driven transfer of information. In 
contrast, the former is fragmented, multi-channel/media, network-focused and receiver-
driven. Owing to the diversity of deployed representations, one might also claim that the 
former is a generalization of the latter. It is remarkable that, while these two are the 
main types of communication on the present Internet, only word-based communication 
has been receiving somewhat adequate technological support, since the existing 
interface and networked systems rest on the “conveyor-tube” information-theoretic 
model and its mathematical interpretations developed in quantitative linguistics half a 
century ago [21, 23, 14]. 
 
The conveyor-tube model deals with the efficiency of transmitting, as well as coding 
and decoding of the information communicated from an active source/sender to the 
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target/receiver, and it builds on several assumptions about properties of the 
communication process. Most interesting for us are the assumptions about the statistical 
homogeneity of communication (i.e. about a linear discourse of a single speaker or 
writer) and about the negligences of semantic effects (including those due to context) 
and redundancy (i.e. before transmission, information is to be efficiently encoded) in 
communication. The model offers an explanation to several important probabilistic 
phenomena, including Zipf’s “second law” (also known as the discrete Pareto 
distribution; see extensive bibliography in reference [8]) establishing a relation between 
frequency and count of words in a word-by-word communication, that are currently 
employed by search engines, automatic text analysis and indexing tools, and other 
applications sustaining communication on the Internet. This explanation is, however 
obviously, not valid or relevant for the case of hypermedia-based communication with 
its non-linear fragmented discourse and manifold information source-nodes, in effect 
semantic interdependence-links, and inefficient encoding of information (e.g. due to an 
overlap of different media types). 
 
Unfortunately, numerous papers on computer- and Internet- mediated communication 
do little to fill this gap in theoretical understanding and modeling capability, whereas 
computational models of linguistics, which are routinely used in computer science, are 
rarely compared with and do not generally match the Internet-specific data available on-
line. As a result, designing hypermedia systems currently appears an art rather than an 
engineering process, and studies of hypermedia-based communication remain 
phenomenological and atheoretical: even though a great deal is known about a number 
of isolated phenomena, such as characteristics of nodes, links, and entire digital 
documents, there is a poor understanding of how these phenomena interact and 
influence communication within a wider frame [18]. 
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 In this article, we are concerned with four points: 
 
1. The absence of a credible theoretical framework is a design fundamental 
problem of all hypermedia applications. 
2. Communication should generally be studied as a social phenomenon rather than 
individual one-to-one interactions. 
3. Complex system theory provides us with a way to model hypermedia-based 
communication with a precision sufficient for many analytic and practical 
purposes. 
4. Empirical validation of communication models is unavoidable, and it cannot be 
replaced by theoretical speculations, no matter how plausible or logical they 
appear. 
 
In the following section, we describe a conceptual framework for modeling hypermedia-
based communication. The framework takes a system-theoretic perspective and defines 
communication as a mutually-orienting perturbation of coupled autonomous systems. 
Section 3 gives a mathematical interpretation of this definition: we derive, with a bare 
minimum of assumptions, a statistical model that explains fluctuations of frequencies of 
representations, such as words or links, in a (digital) document. In Section 4, we test the 
proposed model against real data and show that it gives a statistically sound tool for the 
analysis of information systems and for the studies of communication as well, which is 
far superior (in the statistical sense) to the classical model. Finally, Section 5 discusses 
the study findings, and Section 6 concludes the paper. 
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At this point, we would like to mention one caution. The goal of the presented study is 
not a reinterpretation of the Zipf-Mandelbrot idea of the “least effort” or efficient 
information coding [14]. Nor do we aim to improve Simon’s (power law) generative 
model of word frequencies [23]. Instead, the paper comes from an entirely different 
explanation of the communication process. Our chief focus is, therefore, by no means a 
critique itself or advancement of the classical theories of word frequencies and 
communication dynamics. The reader interested in the latter topic is directed to 
reference [8, 16, 11]. 
 
 
2. Understanding the Communication Process 
 
Most contemporary models of the communication process utilize the old Stimulus-
Response Model of behavioral psychology. There is a sender who encodes her or his 
perception or idea into a message. There is also a receiver who decodes the message and 
provides feedback. Communication is portrayed as the transmission of meaning – the 
perception or idea – from the sender to the receiver. 
 
The conveyor-tube model gives a technological interpretation of the Stimulus-Response 
Model [21]. It shows the role of the medium/channel (e.g. a language) in which the idea 
or perception is packaged as the cause of possible alterations of the information 
transmitted. It also introduces a third party – an observer, who intervenes in the process 
by determining the successfulness of communication through comparison of original 
and received meanings. 
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The strongest point of the conveyor-tube framework is that it allows for statistically 
modeling the communication process, providing one can measure “the amount of” 
meaning, the efficiency of its coding, or determine the “noise properties” (i.e. to what 
extent it would alter the conveyed perception or idea) of the medium. The specificity of 
hypermedia-based communication is, however, such that at every moment, there are 
numerous potential senders and several media, and the receiver’s meaning is a result of 
the cognitive processing of a number of miscellaneous and often incomplete messages, 
rather than a uniform decoding process. The principal problem is thus that the conveyor-
tube model does not account for the fact that meaning is not transmitted from a single 
source, but created in the mind of the receiver, based at best in part on the sender’s 
message but also – on social and idiosyncratic parameters of the communication 
situation, and yet sometimes regardless of the sender’s original intention. 
 
In an attempt to compensate for this flaw, the Stimulus-Response Model has been 
generalized to the case of non-human communication by reviewing the process of 
communication from positions of evolutionary structuralism [15]. Communicative 
activities constitute a class of observed behavior of self-organizing systems. The 
principal property of a self-organizing system (e.g. human, other animal, or some 
machine) is its autonomy in respect to the environment: the inner state of such a system 
at any time is determined solely by its structure and previous state. Environmental 
perturbations can only be a potential cause for the changing of the system state, and the 
system cannot be controlled from the outside. Hence, all observed behavior – the output 
– of a self-organizing system is a result of its inner state and history. Through behavior, 
the system can interact with the environment that may cause it to change its structure, so 
that the system becomes structurally coupled with the environment. It is said that the 
coupled system undergoes self-adaptation, when the system and its dynamic 
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environment mutually trigger their inner states. The self-adaptation processes of several 
systems embedded in the same environment may become coupled, recursively acting 
through their own states. All the possible changes of states of such systems, which do 
not terminate this coupling, establish a consensual domain. Behavior in a consensual 
domain is mutually orienting. Perhaps most fundamentally [17]: 
 
Communication is the (observed) behavioral coordination developed from the 
interactions between autonomous (self-organizing) systems in the consensual domain. 
 
Putting it formally, communication as the mutually orienting interaction process can be 
represented in the form of an n-tuple of pairs of simultaneous equations [10]: 
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where R k, j denotes a (local) realization of S a (macro) state of a k-type system at [tj-1,tj] 
a discrete time interval, tj-1<tj, j=1,2,…; k=n-i+1, i=1,…,n; n determines the depth of 
coupling, δin is the Kronecker delta: δin=1 iff i=n, and δin=0, otherwise; E and I are 
time-dependent operators specifying dynamics of the coupled systems at the micro- and 
macro- levels, respectively. 
 
The classical conveyor-tube model can be considered a particular case of the system-
theoretic definition. There are coupled autonomous systems of two different types (i.e. 
n=2): psychic (i.e. humans – the “senders” and “receivers”) and social (e.g. a language 
or medium/media). An observable state (i.e. realization) R2 of the social system 
corresponds to a socially recognized (or anticipatedly effective) representation of a 
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concept from S2 , a class of possible concepts. Observable states R1 of the psychic 
systems represent (as “externalized,” for instance, in the form of utterances) S1 
conceived perceptions and ideas, while the roles of the “senders” and “receivers” are 
explicitly established by ordering the corresponding time-intervals [tj-1,tj]. Figure 1 
illustrates the coupling process: horizontal arrows describe the changing of the system 
states, while arrows crossing the system “borders” signify the perturbation of a system.  
 
The social system works to filter, or authorize, communication out of human behavior 
and also to buffer the behavior against the uniformity of socio-cultural norms. The 
social system, however, does not (and cannot) impose a “standard” of communicative 
behavior. Instead, it serves to propagate among psychic (autonomous) systems 
regularities enabling coordination of their behavior that results in experiential 
“classification” of the systems’ shared environment (i.e. the systems of the other type) 
into a set of attractor basins – recurring behavior clusters (or behavioral patterns). 
Apparently, the better the coordination of the psychic systems, the higher the efficiency 
of communication [17, 10]. (More concrete examples portraying communication as 
coordinated behavior can be found in reference [10].) 
 
The generalized model (1) thus overcomes the principal flaws of the conveyor-tube 
framework: multiple media/channels, as well as senders and receivers can uniformly be 
described through their inner and observed states, while important characteristics of the 
discourse, such as (non)linearity, openness, and efficiency, can be controlled by 
changing properties of the state-realization selectors E and I. It should also be stressed 
that the system-theoretic framework provides additional analytic power by shifting the 
modeling focus from the isolated coding and transmission processes to the overall 
dynamics of communication revealed at different (micro- and macro-) levels and in 
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different domains (e.g. physical, cognitive, and social, when n=3). The latter allows for 
a wider range of meaningful scenarios for modeling the communication process. 
 
 
3. Mathematical Interpretation 
 
There are many perspectives from which the communication process can be modeled. In 
Shannon-Weaver mathematical theory of communication, the discussion is built around 
a single act of coding, transferring, and decoding information [21, 14]. To model the 
communication process, the knowledge of the channel/medium properties or 
coding/decoding procedures is then required but is usually beyond our reach and control 
in the case of hypermedia-based communication. Alternatively, in linguistic theories, 
the discussion is built around set-theoretic properties of representations, which 
constitute the discourse, and rules of the development of these representations that 
however seldom results in a traceable model (e.g. [2]). In the present study, we take yet 
a different perspective by focusing on the dynamics of observed realizations of coupled 
system macrostates. 
 
We begin by postulating that the same macrostate (uniquely characterized by 
macroparameters) of a system involved into communication can have different 
realizations (just as the same perception or idea can be expressed in many ways, and the 
same representation can signify multiple concepts). We will also assume that while the 
number of macrostates is generally infinite (emphasizing the diversity of 
communication situations), the number of macrostate realizations (e.g. representations, 
such as words or hyperlink anchor texts) must be finite for at least one type of the 
coupled systems (1) to guarantee that the behavioral coordination revealed as, for 
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instance, a correlation between naturally consecutive (i.e. as appeared) realizations in 
turn-taking communication can be achieved in a finite time. (This can be illustrated by 
the fact that traditional communication media, such as languages, utilize a finite number 
of socially recognized representation constructs – signs.) The latter assumption makes 
the communication process representationally cyclic: given a sufficient time, recurrence 
of identical realizations is inevitable. 
 
We will proceed by calculating the distribution of z the occurrence number of a state 
realization across increasing expenditures of time (e.g. it can be understood as the 
distribution of the occurrence frequency of a word in a document). Under the above 
assumptions, z(t) can be defined as 
 
 )()( 0 ttz τθ= , (2) 
 
where τ0(t) is the realization rate, and θ is the observation time – a behavioral 
macroparameter that may be associated with interaction tempo. 
 
Owing to the local character of representing macrostates, there are multiple realizations 
of a given state. A number of statistically independent factors, including those due to 
semantics (i.e. idiosyncratic experience) and syntax (i.e. social norms), determine their 
rates τi(t), and some of these factors affect the observed realization by increasing or 
decreasing its rate τ0(t). Temporal changes of τi(t) are controlled by a “competition” 
process, which can often be thought of as representational decision-making (conscious 
or otherwise), and in which different realizations compete for the time available to 
represent the macrostate. Taking into account the fact that macrostate realizations are 
usually uniquely allocated in time, changes of the available time – i.e. representation 
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time dissipation – can be estimated by calculating the difference in the (macro)state and 
its realization rates. The dynamics of τi(t) can then be approximated with a diffusion 
process represented by stochastic differential equations (see reference [7] for a thorough 
introduction to diffusion processes; in reference [6], the authors discussed a similar 
diffusion mechanism): 
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where µ is the macrostate rate, N is the number of competing realizations, i=0,1,…,N; 
ηi(t) is due to a noise-induced variation in realization rates and is a Gaussian stochastic 
variable with zero mean; ai(t)>0, and 1≥ρ  is a parallelism (or, in other words, 
redundancy) coefficient – a medium macroparameter to account for the apparent 
concurrency in representing the macrostate. 
 
The system of differential equations (3) describes a diffusion process in the vicinity of 
 the hyperplane that yields the uniform probability distribution with a 
probability density function (PDF) 
∑
=
=
N
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1)( =x  for N independent realization rates τi(t) 
on this hyperplane. Taking into account equation (2) and for N >> 1,  a cumulative 
distribution function (CDF) of z can be estimated through the marginal distributions of 
z
)(F1 z
i, i=1,…,N, as follows [6]: 
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where 
 θρ
ελ = , (5) 
 
and τε
1=  is the average realization time for 
1+= N
µτ  the average realization rate of a 
given macrostate. 
 
It is understood, that despite the obviously simplified character of the description of the 
“diffusion” of a macrostate over its observed realizations with equations (3), the 
exponential behavior of equation (4) holds for a wide class of models, e.g. when some 
of the parameters change with time, when some of the factors determining realization 
rates depend on each other, etc. 
 
By extending the obtained result to the case of a (large) number of different macrostates 
simultaneously observed throughout the communication process, it is easy to derive: 
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where  is the PDF of z, and ϕ (λ) is the PDF of λ. )(0 zf
 
The latter generalization partially accounts for the fact that in the case of complex 
(autonomous) systems, a measured stochastic variable (z, in our case) reflecting a 
system’s behavior is, as a rule, a sum of random variables, where each of the summands 
stands for the system’s behavior in a steady or stationary state with certain parameters 
of the system’s internal regulatory mechanisms.  thus specifies the distribution )(0 zf
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function of the realization occurrence number for the states characterized by the 
existence of different macroparameters shaping a single distribution of λ. However, 
since communication encompasses coupled systems of different nature (e.g. cognitive, 
social, and physical) and with different properties that may well be expected to produce 
different distributions of λ, the PDF of z should be reformulated to a still more universal 
form: 
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where M is the number of distributions of λ (it can often be presumed that M is equal to 
n the depth of coupling; usually, M=2 or 3), and ci gives the probability to observe the 
“i-th type system” states in communication. 
 
So far, we did not make any assumption about ϕ (λ) the PDF of the composite 
parameter λ, and our result – the distribution equation (7) – is fairly general but is 
difficult to apply in practice because it yields no specific functional form. It is clear 
from equation (5) that as long as θ and ρ are constant (or change relatively slowly), the 
distribution of λ depends on that of the realization time ε. The latter is a stochastic 
variable characterizing, at least in the case of human communication, the durations of 
higher nervous activities, the exact distribution function of which is not known. There is 
substantial empirical evidence, however, that a Gamma distribution provides a 
reasonably good approximation [13]. By substituting the Gamma PDF 
0,0,0,e
)(
)( 1 >>≥= −− νλλνλϕ
λνν bb bΓ , Γ(·) denotes the Gamma function, into 
equation (6) and after integration, equation (7) can be re-written as 
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where bi and νi are distribution parameters. In terms of equation (4), as the expectation 
(i.e. mean) 
b
νλ =]E[  for λ a Gamma distributed variable, ]E[1 i
iii
i
b
ερθ
ν ∝ , i=1,…,M. 
 
Thus, it finally turns out that the probability density function of z the state realization 
occurrence number in communication is specified by the finite sum of Pareto Second 
Kind (Lomax) PDFs (8) with parameters, which may be associated with higher nervous 
activities (ε), behavioral characteristics (θ ), and efficiency of representation (ρ). In the 
following, we will show that this result is not only empirically superior to the one 
obtained within the conveyor-tube classical framework, but it also provides us with a 
new insight into the analysis of hypermedia systems and communication. (It is 
interesting to note that the Pareto 1 distribution can be obtained from the general 
formula (8) as a special case when M = 1 and z >> b.) 
 
 
4. Comparison with Empirical Data 
 
To compare the reported theoretical findings with natural text-based and hypermedia-
based communication data, we have collected a selection of texts and hypertexts. The 
texts are Associated Press articles on politics retrieved through and downloaded from 
http://www.washingtonpost.com/wp-srv/searches/mainsrch.htm. 
 
14
Four selections of hypertexts on politics were downloaded from four different sites of a 
subjectively different level of multimedia deployment: 
http://www.cbsnews.com/sections/politics/main.shtml (CBS 
News, “moderate-to-high” multimedia), 
http://www.cnn.com/ALLPOLITICS/ (CNN, “high” multimedia), 
http://dmoz.org/Society/Politics/News_and_Media/ (Open 
Directory Project – DMOZ, “low” multimedia), and 
http://dir.yahoo.com/Government/Politics/ (Yahoo, “low” 
multimedia). 
Nodes comprising the hypertexts were connected with each other by at least one 
hyperlink within the site. 
 
All the article texts were raw English texts, where we ignored the punctuation and 
turned all word-forms into lower-case; different word-forms were left unchanged and 
thus treated as different realizations of a macrostate. All the hypertexts were stripped of 
multimedia and technical contents, so that only English texts remained, which were then 
processed in the same way as the Associated Press articles. The obtained five 
collections were of a size of approximately 10 Megabytes each. 
 
We have calculated the occurrence number of words in the processed texts and 
hypertexts and thus created five data samples. These latter samples represent results of 
the “measurement” of the occurrence frequency of a word made at different times in 
four hypermedia-based and one text-based communications. The sample size varied 
from approximately 1 million words (CNN, Open Directory, and Yahoo) to 1.8 million 
(CBS), and to 2 million words (Associated Press). 
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A preliminary analysis has shown that all the data sets exhibit extremely skewed 
behavior: very few occurrence frequencies dominate the samples so that words met only 
once or twice constitute up to 60% of the words used in communication. At the same 
time, high word frequencies have a very low probability but still cannot be neglected as 
they correspond to most popular (i.e. most used) words. All this means that statistical 
estimates, such as expectation (mean) and variance, become virtually useless, but a 
distribution function must be found to characterize this data. The latter task – finding a 
PDF fit to the data – is of utmost importance in information retrieval, data mining, and 
information system design (see reference [20]; reference [12] – for a theoretical 
justification). Zipf’s “law” and its mathematical interpretation (by Mandelbrot [14]) in 
the form of the Pareto 1 distribution are habitually applied as a de facto standard for 
modeling such data in computer science. It then appears natural to test both the classical 
(Pareto 1 distribution) and the proposed (sum of Lomax distributions) analytical models 
against the data. 
 
Maximum likelihood estimators were used to derive parameters of the models (the 
necessary technical adjustments have been made in the models to deal with discrete 
data). In the case of the sum (8), the coefficients ci as well as the number of summands 
M were sought through a pareto-optimization procedure by minimizing  the chi-
square statistic.  was also used to test the goodness-of-fit as the only legitimate 
statistic to be applied to discrete distributions. To ensure the validity of the chi-square 
approximation, bins naturally formed by the discrete data in the right tail of the 
distributions, which contained less than 6 elements, have been merged. 
2χ
2χ
 
In our first experiment, we dealt with the entire data samples. It has been found, that the 
Pareto 1 distribution does not fit the empirical data at any acceptable level of 
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significance. On the other hand, the proposed system-theoretic model provides a very 
good fit to the data in all five cases with a significance level α varying from 0.05 (the 
CBS hypertexts; the best fit) to 0.01 (natural text, CNN, Yahoo, and Open Directory). 
Figures 2 and 3 present examples of the modeling with insets displaying the results on a 
log-log scale (in Figure 3 – in comparison with the classical model). 
 
Table 1 lists the proposed model parameters along with ][ i
i
i
b
λν Ε∝  calculated in the 
experiment. 
 
For our second experiment, we have prepared 30 data samples by dividing the CBS, 
natural text, and DMOZ collections into 10 subsets each. The size of the subsets varied 
from 0.5 to 1.0 million words. Using this data, we have calculated estimates of the 
parameters of the model (8). 
 
It has been found that M=2 provides a reasonably good fit in all 30 trials. The ci 
coefficients fluctuated around 56.1 =c  and )08.(44.2 ±=c . No significant correlation 
has been detected between sample size and any of the model parameters. Figure 4 
depicts the scatter plot of the mean values ][ iλΕ  for the 30 samples. In terms of bi and 
νi, there is a significant difference (P<0.001) between the CBS and DMOZ collections, 
while the natural text is positioned “in between” and overlaps with these two. 
 
 
5. Discussion 
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Figures 2 and 3 demonstrate that the developed analytical model fits the word 
occurrence distribution very well in the case of both word- and hypermedia- based 
communication. The fault of the classical model is, on the other hand, not surprising: 
while even intuition suggests that characterization of communication in terms of 
stationary statistics of encoded messages is not general enough to cover the vast 
diversity of communication means (e.g. hypermedia), building the discussion around the 
optimization of encoding procedures appears poorly motivated if not wrong at all. 
Accordingly, although the Zipf-Mandelbrot prediction of the Pareto 1 distribution for 
word frequency (i.e. notorious Zipf’s second “law”) has become (perhaps, owing to its 
transparency) a classical model in many domains, not limited to linguistics, we claim 
that often this power law is a popular and convenient “belief” rather than a model that 
can be validated with statistical rigor. In spite of the abundant literature on the subject 
(see reference [8, 16] for bibliography), there is little evidence that Zipf’s law holds for 
any real communication data: very few works provided statistical validation of the 
“law” in its original form, which however was a result of more or less sophisticated 
manipulations, such as “noise” filtration, rather than inherent property of the data 
samples. 
 
Expectedly, many refinements have been proposed over the past decades that help 
improve the classical model to better conform with empirical data. The main problem of 
these improved models is that they usually remain empirical by its very nature and, 
therefore, even when they do provide very good fits (e.g. as in reference [5]), their 
parameters can hardly be interpreted in terms of the communication process. The 
empirical modes fall short of convincingly explaining most of the communication 
properties that they discover, for instance – the existence of two distinct domains of 
word frequencies [16], and thus end up as ad hoc and inconsistent. 
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 As an alternative to the classical information (as encoded messages) transmission 
framework, the system-theoretic modeling provides not only a more general perspective 
on the communication process and a better fit to the empirical data, but it also offers a 
meaningful interpretation of the model parameters that can be used in the design of 
information systems. In particular, it is now understood that distinct domains of word 
frequencies can be due to the differences in the parameters of the coupled systems, and 
their number is not generally limited to 2. (As one can see from the inset in Figure 3, the 
model fit could perhaps be improved by adding one more summand, e.g. in order to 
account for the coupling with the physical environment, to the distribution equation. 
This addition does not, however, seem necessary as even in its simplest form, i.e. with 
two summands, the model is statistically sound.) 
 
It is important to note that the values of the ci coefficients obtained in our experiments 
are in a good agreement with the fact that (natural) language words can generally be 
classified into “service” and “content” words, which make up 40-45% and 55-60% of 
the (English) lexicon, respectively. We could then speculate that service words are 
products of the social system, whereas content words are realizations (representations) 
of cognitive system macrostates. Another interesting finding is that in terms of word 
usage, communication does not significantly change its properties with time: from 
certain lengths (sizes) up, there is no stable correlation between length of 
communication (i.e. sample size) and values of the model parameters. On the other 
hand, these parameters have appeared to be good indicators of medium dynamics: based 
on the second experiment results, we could speculate that in hypermedia-based 
communication, multimedia-induced (redundant) content helps maintain the dynamics 
similar to the one occurring in natural text. We can also expect that statistical 
 
19
characteristics of anchor text are different from the ones of natural text. The latter may 
affect the effectiveness of the algorithms used by search engines, data mining tools, and 
other applications sustaining hypermedia-based communication. 
 
These two findings – the detection of the two domains in the English lexicon and the 
discerning between the dynamics of word- and hypermedia- based communication – are 
critical for validation of our analytic framework. Indeed, the proposed model (8) is 
fairly complex, and it would simply overfit the empirical data (overfitting happens when 
the flexibility of a model allows it to fit data to such high accuracy that the fit is driven 
by the random fluctuations in the data). While the large number of parameters in the 
system-theoretic model would compromise its predictive capability, the obtained 
experimental results permit us to claim that the model does describe the communication 
process, rather than merely approximating the data. It is understood, however, that the 
application of the model to analyze data of a different nature (e.g. non-English texts or 
web page hits) may require finding additional supportive arguments. 
 
The work in this paper was motivated in part by our inability to apply the results 
previously obtained by researchers working on various aspects of statistical description 
of communication to the analysis of the evolution of representation media (e.g. the 
evolution from interpersonal to mass-media, and towards hypermedia-based and 
ubiquitous computing communication). One problem is that the known analytical 
models exclusively deal with letters and words and, strictly speaking, cannot and should 
not be extended to the case of other representations [14]. Another problem is that most 
evolutionary models, such as the Price fundamental equation [19], can hardly utilize the 
Zipf-Mandelbrot “law,” as parameters of the latter are thought to reflect some static 
characteristics of the discourse (e.g. the openness/closedness of the vocabulary) but 
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have no clear evolutionary meaning. Besides, moments of probability distributions, 
which usually play a central role in evolutionary models, cannot often be evaluated 
analytically in the case of power-law distributions because the corresponding integrals 
diverge. The proposed system-theoretic approach does not place any restriction on the 
nature of representations (i.e. macrostate realizations), as it approaches communication 
from a very general behavioristic point of view. It therefore predicts that fluctuations of 
representation frequencies will follow the law specified by equation (8) not only in 
letter-by-letter/word-by-word, but in any other “representation-based” communication. 
 
The evolution of representation media can simplistically be described with the Price 
reduced equation [19, 9] as frfr zzzz ∆∆ +−= , where z∆  is the rate of cultural 
evolution of the medium z – the medium (e.g. language) is likely to eventually become 
extinct if 0<z∆  for a majority of its elements (e.g. words);  is a fresh-hold 
specifying the usage frequency that “guarantees” the selection and reuse of a 
representation (e.g. a keyword frequency for a document), 
frz
z  is the average 
representation frequency in communication, and frz∆  is the selection error (e.g. due to 
differences in indexing algorithms). The mean of a Lomax-distributed random variable 
is, in terms of equation (8), equal to 0, >νν
b . Taking into account the fact that only z  
is the constantly negative term in the Price reduced equation, we could speculate, based 
on the results of our second experiment (see Figure 4), that under other similar 
conditions, hypermedia representations (e.g. links with anchor text) are less likely to 
extinct at sites devoid of multimedia redundant representations. On the other hand, the 
presence of a rich multimedia content may diversify the words used on a particular site 
over time. While a detailed analysis of the evolution of communication is beyond the 
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scope of our paper, this oversimplified example demonstrates the potential of the 
system-theoretic approach for the analysis and design of information systems. 
 
 
6. Conclusions and Future Work 
 
The work reported in this paper reflects a particular view of the communication process, 
which is currently not the mainstream in computer science and linguistics. We 
formulated a system-theoretic framework for modeling communication, developed its 
mathematical interpretation, and applied the obtained model to predict and analyze 
some of the important characteristics of word- as well as hypermedia- based 
communication and information systems. To summarize our main findings, we have 
argued that 1) in the case of hypermedia systems, the communication process and, 
specifically, the representation dynamics cannot be modeled using a single power-law 
distribution, and the Zipf-Mandelbrot “law” does not hold; 2) even in the most general 
case, the dynamics of communication as manifested by the deployed representation 
frequencies can be modeled in terms of a sum of Lomax (also called Pareto Second 
Kind) distributions. The reported theoretical results have also made explicit the 
dependence between social and cognitive parameters of communication. 
 
Given the popularity of the Zipf-Mandelbrot approximation and its analogs developed 
in many domains, such as linguistics, economics, and biology (e.g. see reference [3, 
22]), it may be expected that some of the power (Zipfian) “laws” be fundamentally due 
to various “diffusion” processes caused by (conscious or otherwise) choice and 
decision-making, just as it was shown in the present paper. Our future work consists of 
extending and validating the developed mathematical model for other seemingly “scale-
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free” phenomena (e.g. as in communication networks [1]), and also applying the results 
reported herein to study the evolution of representation media. 
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Figure 1: Communication as coupling of autonomous systems (the case when the depth 
n = 2). 
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Figure 2: The frequency of word occurrence in the CBS sample (histogram) and its 
prediction (solid curve) by the system-theoretic model with parameters estimated from 
the data (see Table 1). In the inset: histogram of the predicted occurrence frequency 
versus the observed occurrence frequency plotted on a log-log scale. 
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Figure 3: The frequency of word occurrence in the “natural text” sample (histogram) 
and its prediction (solid curve) by the system-theoretic model. In the inset: the 
distribution functions plotted for the full data range and on a log-log scale; CDF 
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Figure 4: Grouping of the model parameters for the different samples. 
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 Sample M c1 c2 ν1 b1 ν2 b2
1
1
b
ν  
2
2
b
ν  
CBS 2 0.55 0.45 1.19 2.08 0.89 7.26 0.57 0.12 
CNN 2 0.62 0.38 1.01 1.78 0.96 9.51 0.57 0.10 
Natural 
text 2 0.53 0.47 1.83 1.02 0.90 6.63 0.81 0.14 
Yahoo 2 0.49 0.51 7.52 4.50 1.41 3.73 1.67 0.38 
DMOZ 2 0.78 0.22 0.46 0.65 0.90 4.27 0.70 0.21 
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Table 1: Fit model parameters. 
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