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Communicated by the Editors 
Consider the linear model Y = .I’/3 + E, where Y is the response variable of order 
(nx l), X is an (n x p) matrix of known constants, /I is a (px 1) unknown 
parameter, E is an (nx 1) error variable with E(E) =O, and E(ss’)=u’A, where A 
is a known (n x n) positive definite matrix and u* is a positive scalar, possibly 
unknown. Suppose that 0 is a linear function of the components of 8. It is shown 
that when E is assumed to have a distribution belonging to the class of elliptical 
distributions (i.e., distributions having constant density or equiprobable surfaces on 
homothetic ellipsoids as in the case of the multivariate normal distributions), the 
probability of the Gauss-Markoff estimator of 0 falling inside any fixed ellipsoid 
centered at 0 is greater than or equal to the probability that any linear unbiased 
estimator of 0 falls inside the same ellipsoid. b 1990 Academic Press, Inc. 
1. INTRODUCTION 
Let Y be a (n x 1) response variable having the following Gauss-Markoff 
setup: 
Y=Xj?+E, 
where X is an (n x p) matrix of known constants, j? is a (p x 1) unknown 
parameter, and E is an (n x 1) error variable with E(E) = 0 and E(EE’) = CJ’A, 
where A is assumed to be a known positive definite matrix of order (n x n) 
and cr2 is a positive scalar, possibly unknown. 
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The problem of estimation of a linear parametric function 0 of B, i.e., of 
0 = A/I, where A is a matrix of order (k x p) has a long history. Accounts 
of important results on the least squares method of estimation are given in 
most standard textbooks such as Rao [S, Chap. 43. 
The Gauss-Markoff estimator of 0 given by 
Q*=A(x’A-‘x)-l X’A-‘y 
is a standard result. The estimator O* is a minimum variance unbiased 
estimator of 0 among the class of all linear unbiased estimators of 0. More 
precisely, if 8 is any other linear unbiased estimator of 0 having dispersion 
matrix C,, then the matrix Cd-,Zs. is a non-negative definite matrix, 
where C,, is the dispersion matrix of O* (see, for example, Kendall and 
Stuart [4, pp. 83-853). 
In this paper, we show that if the error variable E is assumed to have any 
distribution belonging to the class of elliptical distributions, i.e., distribu- 
tions having equiprobable surfaces on homothetic ellipsoids having a 
common center, then the above Gauss-Markoff estimator O* of 0 
possesses the optimal property of being a maximum probability estimator of 
0 among the class of all linear unbiased estimators of 0. 
More precisely it is shown that the probability that O* falls inside any 
fixed ellipsoid centered at 0 is greater than or equal to the probability of 
any other linear unbiased estimator 4 of 0. Stated mathematically we 
show that 
Pr((O* - 0)’ Q(@* - 0) < c’} > Pr{ (6 - 0)’ Q(& - 0) d c’} 
for any linear unbiased estimator & of 0, and any arbitrary constant c* 
and for any symmetric matrix Q belonging to the class of positive definite 
matrices. The present result is not known even for the usual case when the 
error variable E is assumed to have a multivariate normal distribution 
which is a special subclass of the class of elliptical distributions. 
We remark that this maximum probability property of the Gauss- 
Markoff estimator O* is more fundamental than the standard result of 
minimum variance property of O*, i.e., the result stated earlier regarding 
the dispersion matrix of O* relative to the dispersion matrix of any other 
linear unbiased estimate of 6. 
We also remark that viewing mean and dispersion matrices as location 
and scale parameters of the class of elliptical distributions and replacing 
mean unbiasedness by median unbiasedness the results of the present 
investigation can be easily extended to the case where the error variable E 
is assumed to have median 0 and equiprobable surfaces on ellipsoids of the 
form (l/a2) E’L’-‘E = c2; that is, f(s) = g((l/a*) E’A-~E), where c2 is any 
arbitrary constant. In this case the maximum probability property of the 
Gauss-Markoff estimator O* = A(X’A -IX)-’ X’A-‘Y holds among the 
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class of linear median-unbaised estimators of 8. Furthermore, in this case 
the above property holds when E is elliptically distributed but the second- 
order moments or even the first-order moments of E may not exist. 
We finally remark that the property of O* being a maximum probability 
estimator with respect to ellipsoids centered at 0 can be easily extended to 
the optimum property of being a maximum probability estimator of 0 with 
respect to any convex set C symmetric about and containing 0. More 
precisely, 
Pr(O*sC} 2 Pr(&C} 
for any linear median unbiased estimator & of 0 and any arbitrary convex 
set C containing 0 and symmetric with respect to the point 0. 
These generalizations are quite straightforward but lengthy and tedious 
and so are not detailed in the present paper. 
2. ELLIPTICAL DISTRIBUTION 
If the distribution of 2’ = (Z,, . . . . Z,) has equiprobable surfaces on ellip- 
soids, centered at ,u, homothetic to an ellipsoid (Z-p)‘L’(Z--p)= 1, 
where /i is a positive definite symmetric matrix, we say that Z is elliptically 
distributed with parameters p and /i. Some examples of elliptical distribu- 
tions are as follows: 
(i) Normal: f(z,, . . . . z,)=Kexp{(z-p)‘&l(z---))1, 
(ii) t distribution: f(zi, . . . . z, )=K[l+(z-j+~‘(z-/.L))lv]-~‘“+““2, 
(iii) f(zi, . . . . z,) = K for (z - I*)’ /i - ‘(z - p) < c2, zero elsewhere, 
(iv) f(zl, . . . . z,)=Kfor (z-p)‘/i-‘(z-~)=c~, zero elsewhere. 
The elliptical distribution is a generalization of the multivariate normal 
distribution. Dunnett and Sobel [2] proposed the multivariate t-distribu- 
tion as a generalization of the multivariate normal distribution. Zellner [6] 
encountered the same model in connection with price change study of the 
stock market. Many authors, too numerous to list here, have in recent 
years studied the elliptical distribution. An excellent comprehensive review 
of the literature on this topic is due to Chmielewski [l], where extensive 
references and areas of application are cited. 
Kelker [S] defines the elliptical distribution through its characteristic 
function of the form d(t’~It), where /1 is a positive definite symmetric 
matrix. It can be shown that this definition is equivalent to our earlier 
geometric definition of elliptical distribution with p = 0; however, to 
conserve space, the proof of this equivalence is not shown in this paper. 
We, however, make the following important remark. 
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If E has a characteristic function of the form &t’At) and if E possesses 
second-order moments, it is easy to see that E(E) = 0, and E(EE’) = 2, say, 
is given by 
Hence, by reparametrization, we may write the characteristic function of 
E as Y(t’L’t), where C is the dispersion matrix of E. 
In what follows, we will require an invariance property of the distribu- 
tion of linear combinations of components of elliptical distributions as 
stated in the lemma below. 
LEMMA. Suppose that the (n x 1) random vector E has an elliptical 
distribution with E(c)=0 and E(EE’) =Z and the characteristic function 
Y(t’Ct), where t’= (tl, . . . . t,). Let U = AE + u and V= BE + v, where A and 
B are (k x n) matrices of constants of rank k < n, and u, v are (k x 1) vectors 
of cons tan ts. 
Then, C, ‘12( U- E(U)) 2 C; ‘I*( V - E( V)), where Z, is the dispersion 
matrix of U and similarly C, is the dispersion matrix of V, and the symbol 
2 means that the random variable on the right-hand side of the symbol is 
identically distributed as the random variable on the left-hand side of the 
symbol. 
Proof: We note that U-E(U) = AE and C, = AE(EE’) A’ = ACA’. 
Hence we have 
E[Exp{iz’(C;“*(U-E(U)))}], where r’ = (rl, . . . . T,); k <n 
= E[Exp{iz’(ACA’)-“2 AE] 
= E[Exp{i(A’(ACA’))“’ z)‘E}] 
= t+Q(A’(AZA’))“* t)’ C(A’(ACA’)-“2 7)) 
since E(eit”) = $(t’Zt) 
= $(z’(ACA’)-“2 (ACA’)(ACA’)-“* z) 
= $(T’T) 
= I# + T: + . . . + z:,. 
Similarly, the characteristic function of L’;l’*( V- E( V)) is also given by 
E[Exp{ir’(C-1’2( V- E( V)))}] = $(t: + ... +rE) 
and the proof is complete. 
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3. THE RESULT 
THEOREM. Consider the Gauss-Markoff fixed effect setup, 
Y=X /?+E 
(nx 1) (HXP) (PXl) (nx 1)’ 
with E(E) = 0 and E(EE’) = .Z, and E is assumed to be elliptically distributed. 
Let 0 = A/I and let O* denote the least squares (Gauss-Markoff) estimator 
of 0. Also let 4 be any other linear unbiased estimator of 0. Then for any 
matrix Q belonging to the positive definite symmetric matrices of order p x p 
and any real number c, 
Pr{(Q*-@)‘Q(@*-o)} 6 c’} < Pr{(d - 0)’ Q(6 - 0) <c’}. 
Proof Set T, = Q1/%* and T, = Q”*&. Since Q* is the least squares 
estimator of 0, it follows that T, is the least squares (Gauss-Markoff) 
estimator of the parameter Q1’*@, while T, is an unbaised estimator of 
Q1’*@. Hence, it follows that C,- C,, is non-negative definite (see, for 
example, Kendall and Stuart [4, pp. 83-851). 
Now E( T, ) = E( T,) = Q”‘@ and from the lemma we have 
.;,‘/*( T1 - Q1/*Q) z &‘*( T2 - Q1/‘Q), 
and hence it follows that 
Tl - Q’l*Q g #&21’2(T2 - Q112Q). 
Now T, = Q”*@* and T, = Q1’*6 and therefore 
Ql/*(@* -0) : C~+F21/*Ql/*(& 0). 
Hence it follows that 
(Q* - 0)' Q(Q* - 0) 
= ((Q* - 0)' Q’~‘)(Q’~‘(Q* -0)) 
: ((6 _ 0)’ Q’/*~~~‘/*C~~)(C~~~~~‘/*Q’~*(~ - Q)) 
g (4 _ Q)’ Q’/*ZQ’/*(& Q) _ ($ _ Q)’ 
x Q”‘(Z-c,“‘c,,c,“‘) Q1’*@ - 0) 
z (&Q)rQ(&&Q)-(&Q), 
x Q1'2C;21i2(ZT2 -CT,) C;21/2Q1'2(d - 0). 
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We then have 
Pr{ (O* - 0)’ Q(@* - 0) Gc’} 
=pr{(~-@)‘Q(~-@)-(~~2’~2Q’~2(&@))’ 
X G:, -C,,)(C,“‘Q”‘((& O))<c2} 
2Pr{(~-O)‘Q(~-@)<c2}. 
The last inequality follows from the fact that C, -C,, is a non-negative 
definite symmetric matrix of the quadratic form in Z;21’2Q”2(& - 0) SO 
that 
(Z;21’2Q”2(& 0))’ (C,-C,,)(C,“2Q”2(e- 0)) 
is a non-negative random variable and therefore (6 - 0)’ Q(& - 0) < c2 is 
a subset of (&@)‘Q(~-@)-C;2’/2(~-@)’ (C,-2Y:,,)C;2’/2(&-@) 
<c*. Thus, we have proved that 
Pr{(O*-@)‘Q(@*-@)<c2}>Pr{(&O)Q(&-@)<c2} 
for any arbitrary positive definite symmetric matrix Q and any arbitrary 
real number c. 
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