The entropy of a graph is an information-theoretic quantity which expresses the complexity of a graph [11, 23] . After Shannon introduced the definition of entropy to information and communication, many generalizations of the entropy measure have been proposed, such as Rényi entropy and Daròczy's entropy. In this article, we prove accurate connections (inequalities) between generalized graph entropies, distinct graph energies and topological indices. Additionally, we obtain some extremal properties of nine generalized graph entropies by employing distinct graph energies and topological indices.
Introduction
The entropy of a probability distribution can be interpreted not only as a measure of uncertainty but also as a measure of information. As a matter of fact, the amount of information, which we get when we observe the result of an experiment, can be taken numerically equal to the amount of uncertainty concerning the outcome of the experiment before carrying it out. Shannon first introduced the definition of entropy to information and communication. Moreover, studies of the information content of graphs and networks were initiated in the late 1950s following publication of the widely cited paper [28] of Shannon. Later, entropy measures were used to investigate the complexity of graphs associated with machine learning procedures. And fortunately, such measures have been proved useful to investigate several important properties of a graph. The broad range of research on entropy measures and graphs is exemplified in [3, 4, 23, 29] . Early contributions in this field inspired researchers in various disciplines to apply entropy measures to the analysis of structures. Various information theoretic measures (and also noninformation-theoretic measures) and other techniques have been developed to determine the structural complexity of molecular structures and complex networks. And an up-to-date review on graph entropy measures has recently been published by Dehmer and Mowshowitz [11] .
It is worth mentioning that various graph entropy measures have been developed, see [3, 11, 23] . For example, partitions based on several graph invariants, such as vertices, edges and distances have been used to assign a probability distribution to a graph. In [5] , Bonchev proposed the magnitude-based information indices, while the topological information content was developed by Rashevsky [25] . Moreover, so-called generalized graph entropies have been investigated due to Dehmer and Mowshowitz by applying generalized entropy measures, see [12] . The innovation represented by these generalized entropy measures is their dependence on the assignment of a probability distribution to a set of elements of a graph. Rather than determine a probability distribution from properties of a graph, one is imposed on the graph independently of its internal structure. Applying the graph energy and the spectral moments, M. Dehmer, X. Li and Y. Shi [10] gave accurate connections between graph energy and generalized graph entropies, which were introduced by Dehmer and Mowshowitz [12] . Also, some extremal properties of the generalized graph entropies are described and proved in their article [10] .
In this article, we focus on the mentioned generalized graph entropy measures and express those quantity using distinct graph energies and topological indices. This article is organized as follows. Section 2 reviews existing entropies defined on graphs and generalized graph entropies. In Section 3, we obtain some extremal properties of nine generalized graph entropies by employing distinct graph energies and topological indices. Moreover, we state some inequalities for generalized graph entropies. The paper ends with a short summary and conclusion.
Graph entropies can be divided into two classes. The first class is based on an equivalence relation defined on the set X of elements of a graph while the second, introduced by Dehmer [8] , is not based on partitions induced by equivalence relations. To define these measures, a probability value to each vertex v i ∈ V is assigned, and we obtain the following probability distribution
where [8] 
and f is an information function mapping graph elements (e.g., vertices) to the nonnegative reals. The entropy of the underlying graph topology is here defined by [8] :
Actually, many generalized entropies have been proposed after the seminal paper of Shannon [28] . Here, we introduce two important examples of entropy measures: Rényi entropy [24] and Daròczy's entropy [7] . The Rényi entropy is defined by
where
. And the Daròczy's entropy is 
Let G be a graph of order n and M be a matrix related to the graph G. Denote µ 1 , µ 2 , . . . , µ n be the eigenvalues of M (or the singular values for incidence matrix). If f := |λ i |, then [13] 
Therefore, the generalized graph entropies are defined as follows:
Especially, for the first generalized graph entropy I 1 (G), we have
Extremal properties of generalized graph entropies
In this section, we will introduce nine generalized graph entropies of distinct graph matrices. As follows, accurate connections between the entropies and energies or topological indices are proved. Moreover, we examine the extremal properties of the above stated entropies.
1. Let Q(G) be the signless Laplacian matrix of graph G.
. . , d n ) denotes the the diagonal matrix of vertex degrees of G and A(G) is the adjacency matrix of G. Let q 1 , q 2 , . . . , q n be the eigenvalues
we have the following theorem.
Theorem 3.1 Let G be a graph with n vertices and m edges. Then for α = 1, we have
where M 1 denotes the first Zagreb index and
Proof. By substituting
into equality (2.1), we have
The other two equalities can be obtained by substituting 
ii. Let G be a graph with n vertices and m edges. The minimum degree of G is δ and the maximum degree of G is ∆. Then 
Let L (G) and Q(G) be the normalized Laplacian matrix and the normalized signless Laplacian matrix respectively. By definition, L
are, respectively, the Laplacian and the signless Laplacian matrix of graph G. Denote the eigenvalues of L (G) and Q(G) by µ 1 , µ 2 , . . . , µ n and q 1 , q 2 , . . . , q n respectively. Then we have
As follows, the equality relationship between the generalized graph entropy I 1 L (Q) (G) and general Randić index are depicted. 
The other two equalities can be obtained by substituting ii. Let G be a graph with n vertices and m edges. The minimum degree of G is δ and the maximum degree of G is ∆. Then
Corollary 3.4 i. For a graph G with n vertices and m edges, if n is odd, then we have
1 − 2 n + 1 n 2 ≤ I 1 L (Q) (G) ≤ 1 − 1 n − 1 , if n is even, then we have 1 − 2 n ≤ I 1 L (Q) (G) ≤ 1 − 1 n − 1 .
with right equality if and only if G is a complete graph, and with left equality if and only if G is the disjoint union of
1 − 1 n − 1 nδ ≤ I 1 L (Q) (G) ≤ 1 − 1 n − 1 n∆ .
Equality occurs in both bounds if and only if G is a regular graph.
3. Let I(G) be the incidence matrix of graph G. For a graph G with vertex set V (G) = {v 1 , v 2 , . . . , v n } and edge set E(G) = {e 1 , e 2 , . . . , e m }, the (i, j)-entry of I(G) is 1 if the vertex v i is incident with the edge e j , and is 0 otherwise. As we know,
And if the eigenvalues of Q(G) are q 1 , q 2 , . . . , q n , then √ q 1 , √ q 2 , . . . , √ q n are the singular values of I(G). In addition, the incidence energy of graph G is defined as
√ q i . Similarly, we consider the connection between the generalized graph entropy I 1 I (G) and the incidence energy IE(G). And we get the following result. 
where IE(G) denotes the incidence energy of G and
√ q i and n i=1 q i = tr(Q(G)) = 2m into equality (2.1), we have
.
The other two equalities can be obtained by substituting
√ q i α and
√ q i into equalities (2.2) and (2.3), respectively.
Equality (3.7) suggests the fact that for a graph G, each upper (lower) bound of the incidence energy IE(G) of G can deduce an upper (a lower) bound of I 1 I (G). And applying some known bounds in [17, 20] , we can obtain the following extremal properties of the general graph entropy I 1 I (G). ii. Let T be a tree of order n. Then we have
where S n and P n denote the star and path of order n, respectively. 2 . The distance energy of the graph
where W (G) and W W (G) respectively denote the Wiener index and hyper-Wiener index of G. We get the equality W 2 (G) = 
Corollary 3.8 For a graph with n vertices and m edges, we have
5. Let G be a simple undirected graph, and G σ be an oriented graph of G with the orientation σ. The skew adjacency matrix of G σ is the n × n matrix S(G σ ) = [s ij ], where s ij = 1 and s ji = −1 if v i , v j is an arc of G σ , otherwise s ij = s ji = 0. Let λ 1 , λ 2 , . . . , λ n be the eigenvalues of it. Obviously, λ 1 , λ 2 , . . . , λ n are all pure images and also 
where SE(G σ ) denotes the skew energy of
. 
The other two equalities can be obtained by substituting
ii. Let T σ be an oriented tree of order n. We have
where S σ n and P σ n denote an oriented star and an oriented path with any orientation of order n, respectively. Equality holds if and only if the underlying tree T n satisfies that T n ∼ = S n or T n ∼ = P n . ρ 1 , ρ 2 , . . . , ρ n be its eigenvalues. Obviously, 
Let
where RE(G) denotes the Randić energy of G, and R −1 (G) denotes the general Randić
Equality is attained if and only if G is the graph without edges, or if all its vertices have degree one.
7. Let G be a simple graph with vertex set V (G) = {v 1 , v 2 , . . . , v n } and edge set E(G) = {e 1 , e 2 , . . . , e m }, and let d i be the degree of vertex v i , i = 1, 2, . . . , n. Define an n × m matrix whose (i, j)-entry is (
if v i is incident to e j and 0 otherwise. We call it the Randić incidence matrix of G and denote it by I R (G). Obviously, 
where I R E(G) denotes the Randić incidence energy of G and
|σ i | 2 = r into equality (2.1), we have
The other two equalities can be obtained by substituting (G) and the Randić incidence energy I R E(G) of G. This equality tells us that for a graph G, each upper (lower) bound of the skew energy I R E(G) of G can deduce an upper (a lower) bound of I 1 I R (G). Applying some known bounds in [14] , we can obtain the following extremal properties of the generalized graph entropy I
Corollary 3.14 i. For a graph G with n vertices and m edges, we have
the equality holds if and only if
ii. Let G be a graph with n vertices and m edges. Then
iii. Let T be a tree of order n. We have
where S n denotes the star graph of order n. 
Similarly, we obtain the theorem as follows. 
where RE β (G) denotes the general Randić energy of G, and R 2β (G) denotes the general
|γ i | into equalities (2.2) and (2.3), respectively.
9. Let G be a simple undirected graph, and G σ be an oriented graph of G with the orientation σ. The skew Randić matrix of G σ is the n × n matrix
We will give the accurate relation among
Theorem 3.16 Let G σ be an oriented graph with n vertices and m arcs. Then for α = 1, we have
where RE S (G σ ) denotes the skew Randić energy of G σ , and R −1 (G) denotes the general Randić index of the underlying graph G with β = −1 and
we have 
For the above nine different entropies, we present the following results on implicit information inequality, which can be obtained by the method in [10] . 
Summary and Conclusion
In this paper, we proved interrelations between generalized graph entropies, distinct graph entropies and topological indices by means of inequalities. Graph energy and graph entropy are well-defined concepts which have been introduced by Gutman [18] and Mowshowitz [23] , respectively. In terms of graph energy, various results have been obtained when proving extremal results, see, e.g., [2, 6, 14, 18] . Also graph entropy is an important method introduced by Mowshowitz [23] for determining the structural information content of graphs that has been further developed by many authors such as Bonchev [3] , Körner [22] , and Dehmer [8] .
In view of the large amount of existing graph measures, the problem of deriving inequalities involving these measures has been only liitle investigated. For example, earlier work when proving interrelations (inequalities) between graph entropies can be found in [8, 9] . We argue that by proving such inequalities, we better understand the measures themselves and their behaviour. This may lead to novel applications and to the dissemination of the results towards other disciplines.
