An NC1 parallel 3D convex hull algorithm by Nancy M. Amato & Franco P. Preparata
An NC1 Parallel 3D Convex Hull Algorithm
Nancy M. Amato
Coordinated Science Lab.
University of Illinois
1308 W. Main St.
Urbana, IL 61801
amato@cs.uiuc.edu
Abstract
In this paper we present an O(log n) time paridlel
algorithm for computing the convex hull of n points
in !)?3. This algorithm uses O (nl+a) processors on a
CREW PRAM, for any constant O < cr <1. So far,
all adequately documented parallel algorithms pro-
posed for this problem use time at least 0(log2! n).
In addition, the algorithm presented here is the
first parallel algorithm for the three-dimensional
convex hull problem that is not based on the se-
rial divide-and-conquer algorithm of Preparat a and
Hong, whose crucial operation is the merging of the
convex hulls of two linearly separated point sets.
The contributions of this paper are therefore (i)
an O (log n) time parallel algorithm for the three-
dimensional convex hull problem, and (ii) a parallel
algorithm for this problem that does not follow the
traditional divide-and-conquer paradigm.
1 Introduction
Convex hulls are one of the most fundamental ge-
ometric constructs. In addition to being of consid-
erable interest in their own right, convex hulls are
often useful in solving apparently unrelated prob-
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lems in Computational Geometry. Therefore, con-
siderable research effort has focused on developing
algorithms, both serial and parallel, for computing
convex hulls.
The sequential complexity of computing the con-
vex hull of a set S of n points in ?Rd, d = 2,3,
is known to be C?(n. log n) (see, e.g., [PS85]). Al-
though there exist several optimal serial algorithms
for this problem when d = 2 and d = 3, opti-
mal parallel algorithms are known only for d = 2;
in general, a parallel algorithm is said to be op-
timal if the product of the time and the number
of processors used (processor-time product) is of
the same order as the sequential running time of
the problem. When working in 3?3, several al-
gorithms have been proposed: the first due to
Chow [C80] required 0(log3 n) time and O(n) pro-
cessors, Aggarwal et al. [ACGOY88] proposed a
new algorithm with these same time and processor
bounds, Dadoun and Kirkpatrick [DaK89] imple-
mented the algorithm of Aggarwal et al. more ef-
ficiently, and more recently Amato and Preparata
[AP92] gave an algorithm using 0(log2 n) time and
O(n) processors. All of the above algorithms use
the CREW PRAM model of parallel computation
(for details of the various PRAM models consult
[KR91]). Thus, it remains an important open prob-
lem to find an optimal parallel algorithm for com-
puting the convex hull of a point set in !F?3. Al-
though the 0((1/cr) log n) time and O (nl+a) pro-
cessor algorithm, for any constant O <c a < 1, we
present here is still sub-optimal, it has the impor-
t ant feature that it achieves O (log n) time for the
three-dimensional convex hull problem,, whereas all
289prior parallel algorithms for this problem use at
least 0(log2 n) time.1
All traditional parallel algorithms for the three-
dimensional convex hull problem are based on the
serial divide-and-conquer algorithm of Preparat a
and Hong [PH77]. Let CH (A) denote the convex
hull of the point set A. The serial algorithm for
computing the convex hull of a point set S can be
outlined as follows: the set S is evenly divided into
two sets P and Q such that the z-value of each
vertex in P is greater than the z-value of every
vertex in Q; Cll (P) and Cll (Q) are recursively
computed; the cycle of supporting faces that are
tangent to Clf(P) and C-H(Q) is computed; fi-
nally, CIY (.P) and C.H (Q) are merged along the
cycle of supporting faces just computed to form
ClI(S) = CH(P U Q). Note that the edges of
CH(~) (Cll(Q)) that are incident to the cycle of
supporting faces of C.H (F’) and CH (Q) will form a
circuit in which vertices may be visited more than
once and the same edge may occur with both ori-
entations along the circuit; this circuit is referred
to as the upper seam (iower seam).
Any algorithm inspired by the above paradigm
(referred to here as “bisect-and-conquer”, to stress
the subdivision into two subproblems) necessarily
consists of O(log n) merge phases. Since it seems
unlikely that two linearly separated convex hulls
can be merged in constant time, any parallel algo-
rithm based upon this approach seems doomed to
require time w (log n) (i.e., greater than logarith-
mic). Thus, for some time it has been suggested
in the research community that only a finer subdi-
vision than bisection is likely to improve the time
performance; our algorithm is the first to achieve
such an objective. In particular, the algorithm pre-
sented in this paper avoids the above drawback by
departing from the bisect-and-conquer paradigm as
follows: instead of dividing the point set S into two
subsets, we partition it into O(na) subsets, each
of size O (nl ‘a ), recursively construct the convex
hull of each subset, and then merge the resulting
O(n”) convex hulls to form Ci7(S), O < a < 1.
1Related independent and concomitant research has been
report ed in [P DW92], which outlines a (substantially differ-
ent) technique claimed to achieve the same time and proces-
sor complexities as the one we present here.
However, our approach greatly alters the overall
strategy of the merging phase of the algorithm as
follows, Note that in the traditional bisect-and-
conquer approach, each face of the merged hull
contains at least one edge from one of the sub-
hulls; indeed, since the surface of the convex hull is
assumed to be triangulated, a face of the merged
hull is either a face of one of the subhulls, or it
contains a seam edge of one of the subhulls and a
seam vertex of the other subhull. Thus, the merg-
ing process in the bisect-and-conquer approach can
be accomplished by classifying each edge (or face)
of the subhulls as either external or internal to the
merged hull. However, in our case, a face of the
merged hull need not contain an edge of any of
the subhulls, and thus the merging process must
classify each vertex of one of the subhulls as either
internal or external to the final merged hull, i.e.,
the traditional edge classification must be replaced
by vertex classification.
Thus, the contributions of this paper to the un-
derstanding of the parallel three-dimensional con-
vex hull problem are as follows. First, we de-
part from the bisect-and-conquer paradigm that
has dominated all previous parallel algorithms for
this problem; a necessary consequence of our new
approach is the development of a criterion for clas-
sifying vertices, rather than edges or faces, as either
internal or external to the convex hull. Secondly,
and perhaps more import antly, we have shown that
it is indeed possible to compute the convex hull of
a point set in 3?3 in O (log n) time with a relatively
small number of processors.
We finally note here that there exists a triv-
ial algorithm for computing the convex hull of a
three-dimensional point set S in O(log n) time us-
ing O (n4) processors on a CREW PRAM, where
ISI = n. This algorithm is face-based, rather than
edge- or vertex-based. We determine the faces of
CH (s) w follows. For each of the p) = o(~3)
subsets S’ c S of cardinality three, determine if
they form a face of Cll (S) by checking to see if all
points of S lie on one side of the plane containing
S’. This takes O(log n) time using O(n) CREW
PRAM processors for each subset S’. Then, the
order of the faces around each vertex of Cll (S)
290can be found in O (log n) time using O(n) proces-
sors. Thus, the entire process takes time O(log n)
using O(n4) processors on a CREW PRAM.
2 Breaking the O(log2 n) Barrier
In this section we present a relatively simple algo-
rithm that computes the convex hull of n points in
O(log n) time using O(n2) processors on a CREW
PRAM. Although this algorithm does much more
work than the algorithm we present in the next
section, it allows us to introduce some useful nota-
tion and illustrate techniques that are also used in
the more efficient algorithm we will present later,
The following definition formalizes the concepts of
internal and external.
Definition: Let S denote a point set in 3?3. A
point v G S is said to be external if it is a vertex
of C.H(S); similarly, a point v G S is said to be
internal if it is not external, i.e., it is contained in
the interior of C17 (S) (or, equivalently, there are
four points in S – {w} such that v is internal to
their determined tetrahedron). If v is external to
Cll(S), then the other external vertices that are
incident to v on CiY(S) will be referred to as v’s
neighborhood, and will be denoted by n(v); the set .,
n(v) = {no, nl, ..., nk_l } is assumed to be ordered
so that the vertices v, n~, and n(~+l)~Od~ determine
a face of CH(S), O s i < k.
In order to compute the convex hull of a point
set S in 3?3, IS I = n, we note that it is sufficient
to classify each v 6 S as either internal or exter-
nal to ClI(S), and if v is external to compute the
sequence n(v). Once we have determined the con-
vex hull vertices, and their neighborhoods, it is a
simple matter to form the standard doubly con-
nected edge list (DCEL) representation of the con-
vex hull; recall that in a DCEL we record, for each
edge, its two endpoints V1 and V2, the two faces
incident to it, and the edges which follow it in a
clockwise traversal around the edges incident to V1
and vz on CH(S) (see, e.g., [PS85]). Thus, in order
to show that CH(S) can be computed in O(log n)
time using O(n2) processors on a CREW PRAM, it
is sufficient to show that, using O (log n) time and
O(n) processors, each point v of S can be classified
as either internal or external, and that the ordered
set n(v) can be computed if v is external.
We now discuss how a vertex v G S can be clas-
sified as either internal or external, and how the
set n(v) can be found if v is external. Let v E S,
and define r (v, p) as the ray originating at v and
passing by some other point p c S, Next, define
the set of rays R. = {r(v, p) \ p ~ S – {v}}. The
following simple lemma is the geometric basis of
our algorithm.
Lemma 1: A vertex v c S is external to Clf(S) if
and only if v is external to CH(RV). [In particular,
if v is internal to C17(S), then C-H (RV ) = 3?3, and
if v is external to CIl (S), then CII(RV) # 3?3 and
v’s neighborhood (the set n(v) ) lies on the bound-
ary edges (rays) of Cll(.%). ]
Proofi Note that CH(.RV) either has the sin-
gle finite vertex v or it coincides with !J?3. As-
sume that v c S is internal to C-H(S). Then
there are four points of S, say P1, P2, P3, and P4,
whose tetrahedron contains v in its interior; it fol-
lows that the convex combination of the four rays
{~(v, Pi) I ~ = 1,2,3,4} coincides with $?3, i.e., v
is internal to CH (Rv ). Conversely, assume that v
is external to CH (Rv ). Then, for any four other
points of S, their determined tetrahedron does not
cent ain v, thus proving that v is also external to
CH(S). q
Thus, in order to classify v 6 S as either internal
or external to CH(S), it is enough to find CH(.RV),
and moreover, if v is external, then Cll(RV ) will
yield the ordered set n(v). Although the problem
of computing CH (Rti ) may seem to be as difficult
as computing ClI(S), as we will see below, the fact
that all rays in R. originate at v greatly simplifies
matters. The above discussion yields the follow-
ing algorithm for classifying each v G S as either
internal or external to CH(S).
Algorithm: CLASSIFY(V, S)
1. Construct 1?. = {~(v, p) I p G S – {v}}.
2. Compute CH(RV).
3. If (CH(RV) = Y?3)
then return (znternaZ)
else return ( eztemzal and n(v))
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Figure 1: (a) Three subhulls and their common supporting segments. (b) The directed graph corresponding
to the subhulls and their supporting segments.
The correctness of CLASSIFY follows directly
from Lemma 1, and thus we need only determine
its complexity. We let IS] = m. We first note that
Steps 1 and 3 can be implemented in O(1) time
using O(m) processors,
As will be fully explained below, the problem of
constructing CH(RO) (Step 2) is closely related to
the problem of computing the convex hull of a pla-
nar point set. For this reason, we sketch for conve-
nience a slight variant of the algorithm of Aggarwal
et al. [ACGOY88] for computing the convex hull
of a set A of k points in the plane in O (log k) time
using O(k) processors on a CREW PRAM. The set
A is divided (by increasing y-coordinate) into fi
subsets, Al, A2, . . . . Am, each of m points. Then,
each CH(Ai ), 1 < i < W, is recursively com-
puted and the resulting W subhulls are merged
to form C’H (A). The merging process proceeds as
follows. First, the two common supporting seg-
ments for all pairs of subhulls (there are 0(k) such
pairs) are computed in O(log k) time using O(k)
processors (one processor per pair) by the sequen-
tial technique of Dobkin and Kirkpatrick [DK90]
(see Fig. 1(a) ). Next, all segments incident on
each point p c A (including both the tmpporting
segments and the edges of the subhulls) are sorted
by slope in O (log k) time using O(k) processors
[Co88]: if two consecutive segments form an an-
gle > ‘n, then p is a potential convex hull vertex,
and if no two consecutive segments form an angle
> ~, then p is internal. Next, a directed graph
(digraph) is constructed from some of these seg-
ments so that the only cycle in the digraph gives
C_ H(A). Specifically, the vertices of the digraph,
Vd, are the potential hull vertices identified above;
for each vertex v E Vd, let a. denote the poten-
tial convex hull edge originating at v on a clock-
wise traversal of the convex hull. The arcs of the
digraph are those arcs ao, v c Vd, such that the
tWIIIinUS of aV k dSO h Vd, i.e., it k ZdSO a pOkn-
tial hull vertex. (See Fig. 1(b).) Note that since
only one edge exits from any vertex, the digraph
can only cent ain one cycle, and that cycle must
be the desired convex hull. Finally, a list rank-
ing operation on the,, digraph identifies the cycle,
and thus completes the merging process in time
O(log k) using O(k) processors [KR91]. Thus, the
running time of the algorithm satisfies the recur-
rence T(k) = ‘l’(m) + O(log k) = O(log k) using
O(k) processors on a CREW PRAM. (The algo-
rithm of [ACGOY88] differs from the one sketched
here in that it uses a different technique of com-
puting the pairwise supporting tangents, and con-
structs the upper and lower hulls separately. We
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Figure 2: The spherical polygon m(li?fl) determined
by rays Tl, r2, 7-3, ~4, and r5.
have chosen the variant described above because it
generalizes more naturally to our three-dimensional
application. )
We now return to the problem of constructing
CH(RO). If CH(Rti) # 3?3, any plane H inter-
secting CH (RV ), intersects it in a (possibly un-
bounded) convex polygon. In particular, consider
a ray r G Rv (1 C.H(RV), and let u(r) be the point
of r at unit distance from v. Then the plane
H(r) orthogonal to r and containing u(r) inter-
sects CH (Rv) in a convex polygon P(r). The eclges
of P(r) incident on u(r) belong to lines tangent
to the unit sphere Z centered at v. It is real-
ized that, when Cl/ (Rv ) # 3?3, the intersection
of CH(RV ) with E is a spherical polygon T(RV),
whose edges are arcs of X‘s great circles, so that
their tangents at u(r) contain the edges inciclent
upon u(r) in P(T) (see Fig. 2), We now explain
how the above described planar convex hull algo-
rithm can be adapted to construct the spherical
polygon X(RV).
The two portions of the planar algorithm that
must be reinterpreted are: (i) the method of par-
titioning the input set, and (ii) the mechanism. by
which subhulls are merged. The natural solution
to the latter is to use the slopes of tangents i:nci-
dent on u(r) with respect to a standard reference
on a plane tangent to X at u(r) (such. as parallel-
meridian system) as the slopes of segments tangent
to a point were used in the original algorithm. For
the former, recall that in the plane the point set
is partitioned by one of the two coorclinates. The
natural generalization of this when computing the
spherical polygon m(Rv) is to partition the set of
rays Rv with respect to a system of polar angles.
Such a system can be devised as follows. (We as-
sume here that IRv ] > 3, else CH (Rv) can be ob-
tained by direct computation. ) Let ZV be any line
passing by v, let T. be any plane cent aining lV, and
let H. be either halfplane of Tv defined by iU; se-
lection of Hv determines a system of polar angles
around lV,
The computation of n(Rv), and thus CH(RU),
is now described. Let (~1, r2, . . . . rm ) denote the
cyclic list of rays in Rv (ordered b,y polar an-
gle around ZV ); this ordered list can be con-
structed by sorting the m rays in ItV by angu-
lar order in O (log m) time using O(m) processors
[C088]. We partition this list into ~fi sublists,
R1, R2,.. ., R@, each of size @ii, so that RI fol-
lows R@ in the chosen order. We recursively
construct the polygons {m(Rj) Ij = 1,....m},
where ~(Rj) = CH(.Rj) (1 X. Note that if, for any
1< j <6, the point set Rj n E is not contained
in any hemisphere of E, then CH (Rj’) = 3?3, and
thus CH (Rv ) = 323, i.e., v is internal and the com-
putation can stop; this condition will be detected
by the recursive application of the merging process
as described below.
At the last stage of the construction, we perform
the pairwise merges of the polygons {m(Rj) Ij =
1,..., A}. In general, each pairwise merge is ac-
complished by constructing two common support-
ing great circles for the pair of polygons, where
each great circle is centered at v and passes by a
point on the boundary of each polyg,on; we note
here that it is easily shown that the taslc of comput-
ing the supporting great circles is nearly as simple
as computing the common supporting lines in the
plane case. Recall that in the plane case, two com-
mon supporting lines were required for each pair-
wise merge of subhulls, and the convex hull of two
subhulls was always a bounded convex set. This
situation is somewhat altered in the present set-
293ting since if the two subhulls are not cent ained in
a single hemisphere of Z, then the convex span of
their corresponding rays is 3?3. Otherwise, as in
the plane case, two supporting arcs (and two great
circles) are needed to complete the merge. A useful
feature of the technique of Dobkin and Kirkpatrick
[DK90] (and the reason for adopting it here), as
generalized to spherical polygons, is that it can eas-
ily distinguish between the above cases; initially it
is assumed that two supporting great circles are
required, but if at any point in the computation a
supporting great circle cannot be computed, then
the two subhulls are not contained in a single hemi-
sphere, i.e., v is internal.
After the pairwise merges are done, all tangents
incident on a given point u(r) on X are sorted by
slope: if no two consecutive tangents form an an-
gle > n, then u(r) corresponds to a ray r that is
internal. If all rays are found to be internal, then v
is also internal. If v is external, then, as in the pla-
nar algorithm, a standard list ranking operation
constructs the neighborhood of v. From the pre-
ceding discussion, we conclude that the final merge
step is implementable in O (log m) time with O(m)
CREW PRAM processors.
Therefore, the time complexity of
CLASSIFY(V, S) is O(log m) using O(m) proces-
sors on a CREW PRAM, where IS[ = m. Thus,
we have the following theorem.
Theorem 1: The convex hull of n points in 3?3 can
be found in O (log n) time using 0(n2) processors
on a CREW PRAM.
Proofi For a given point v c S, the algorithm
CLASSIFY (V, S) will determine whether or not v
is external to C.H(S), and moreover, if v is ex-
ternal, will compute i’s neighborhood on Cl I(S).
CLASSIFY(V, S) requires O(log n) time and O(n)
processors on a CREW PRAM. Therefore, per-
forming CLASSIFY for each v c S will require
O(log n) and 0(n2) processors on a CREW PRAM.
q
We end this section with a brief sketch of an al-
ternative method for determining whether a par-
ticular point v is internal to CH (S). We con-
sider the set Ru = {~(v,p) I p ~ S – {v}} and
the two planes 2’1 and T2, whose respective equa-
tions are z = z(v) – 1 and z = z(v) + 1. We let
lt~~) = {r j r G Ro andr nT” # 0}, j ==1,2. Using
the algorithm of [ACGOY88] we construct, in time
O(log n) with O(n) processors, the convex polygons
P(~j = CH(R~) nTj), j = 1,2. It is readily shown
that v is external if and only if F’(lI fl P(2)’ = 0,
where P(21’ is the projection through v of P(2) on
T1. This can be determined in time O(log n) with
a single processor [DK90]. If v is external, then
C’H(RU) can be constructed as follows. In time
O(1) with a single processor we determine a plane
H intersecting all members of both R$l) and R!2).
(H is parallel to the plane determined by v amd
the two points of support of a segment separating
@l) and P(2)’, which was computed when testing if
p(l) n P(2)’ = 0.) The central projections (from v)
of ~(l) and P(2) on H are also obtained in O(1)
time using O(n) processors, and can be merged
into a single polygon - the desired convex hull -
in O(log n) time with one processor. This alterna-
tive technique also yields CH(RV) in time O(log n)
with O(n) processors.
3 A More Efficient Algorithm
In this section we present our algorithm for con-
structing the convex hull of n points in !J23 in
0((1/a) log n) time using O(nl+Q) processors on a
CREW PRAM, for any constant O < a s 1. This
algorithm utilizes the CLASSIFY procedure devel-
oped in the previous section; recall that we per-
formed one CLASSIFY operation for each v 6 S,
and that the entire point set was used in each such
invocation. Although the more efficient algorithm
presented below may still perform a CLASSIFY
operation for each v G S, the work done by all the
CLASSIFY operations in the aggregate will be less,
i.e., although O(n) points may still be required in a
few CLASSIFY operations, in total only O(nl”+a)
points will be used, rather than the O(n2) that
were used in the previous algorithm,. Thus, the
trick to reducing the complexity of our initial al-
gorithm is to select a subset of the original points
that is sufficient to allow CLASSIFY to determine
whether a particular vertex v is internal or external
to C.H(S). We begin by giving an overview of the
294algorithm.
Algorithm: 3D CONVEX HULL(S, n, a)
10
2.
3.
Partition S, by z-coordinate, into na groups,
each of size nl–a; let n“ = m and denote the
ith such group by Si.
Recursively compute CH(Si), 1 s i < m,
Merge CH(SZ), 1 ~ i < m, to form CH(S) =
CIT(ul<i<mcH(si)).
Recall that we can sort all points in S by z-
coordinate in O (log n) time with O(n) processors
on an EREW PRAM using Cole’s parallel merge
sort [C088], Thus, the time complexity of the above
algorithm will satisfy the recurrence:
T(n) = O(logn) + T(nl-a) + J4(na,nl-a) (1)
where Al(na, nl–a ) is the time required to merge
na linearly separated convex hulls, each of size
nl–a. In the remainder of this section we will
show that M(na, nl–a) = O(log nl+a), so that
Z’(n) = 0((1/a) log n); the algorithm uses O(nl+o)
processors on a CREW PRAM.
We begin with some useful definitions. Consider
two separable convex hulls CH(P) and ClI(Q) and
the convex hull of their union CH(P U Q), where
l.P\ = [Ql = O(n). As before, a vertex v 6 CH(P)
is ezternal if it is a vertex of CH (P U Q), and oth-
erwise it is internal, and if v is external, the set
of vertices that are incident to v on CH(P U Q)
is v’s neighborhood and will be denoted by the or-
dered set n(v). In addition, a vertex v G CH(P) is
said to be a seam vertex if it is an external vertex
and it is incident to some vertex w ~ C.H(Q) on
CH(PUQ), i.e., one of its neighbors on CH(PUQ)
is a vertex of Cl Z(Q). External vertices that are
not seam vertices will be referred to as e-ezternal
vertices, and external vertices that are seam ver-
tices will be referred to as s-external vertices,
We now consider the problem of merging O(m)
convex hulls CH (Si), 1 s i s m, each of size
O(n/m). We first describe the merging process,
and then prove the correctness of the technique and
analyze its complexity.
Algorithm: MERGE
input: CH(Si), 1 s i s m, where lSil := n/m
output: CH(S) = cH(ulg<mcIr(Lsi))
1.
2.
3.
4.
For all 1 ~ i < j ~ m compute CH(CH(Si) U
CH(Sj ) ). [There are (~) =O(m2) such pair-
wise merges,]
Let S* denote the set of all vertices that re-
sulted external in all pairwise merges in Step 1,
and s-external in at least one pairwise merge.
For each v G S*, construct the set do, which
consists of all vertices that were adjacent s-
external vertices to v in some pairwise merge,
i.e., if v E CH(Si) and w 6 do, then w be-
longs to v’s neighborhood on CH(CH(Si) U
C.H(Sj)), where w ~ CH(Sj) for some 1 s
j~mandj+i.
Consider vertex v 6 S*; assume that v 6
CH(S~) and let n~ (v) denote v’s neighborhood
on CH (Si ). For each such vertex v, deter-
mine if v is external or internal to CH(S) by
performing the operation CLASSIFY(V, d. U
ni(v)).
Adjoin to the set {v I v ~ S* and v has been
classified external in Step 3 } the set of points
that resulted e-external in all pairwise merges;
these are the vertices of CH (S). l?orm a dou-
bly connected edge list (DCEL) representa-
tion of CH(S), and then build a hierarchi-
cal represent ation of CH (S). [The hierar-
chical representation data structure [DK90] is
necessary for the enclosing recursive pairwise
merges contemplated in Step 1.]
Before analyzing the complexity of MERGE, we
establish its correctness. We begin by stating the
following simple facts. For convenience we will de-
note the set of convex hulls resulting from the pair-
wise merges in Step 1 as C = {Cz,jll < z <j < m,},
where Ci,j = CH(CH(Si) U CH(Sj)).
Fact 1: If a vertex v of CH(S{) or C.H(Sj) is in-
ternal to Ci,j, for some 1< z < j < m, then it
is also internal to C. H(S).
Fact 2: If a vertex v E CH(Si) is e-external to Ci,j
and Cj~,i, for all 1< j’ < i < j < m, then v is
295also external to Clf (S); moreover, the vertices
incident to such a vertex v on CII(S) will be
the vertices that are incident to v on CIZ(Si),
1 ~ i <772, i.e., n(v) = n~(v).
Fact 3: If a vertex v c CIl(Si) is s-external to at
least one Ci,j or Cjr,i, and is not internal to
any Ci,j or Cjl,i> for all 1 < j’ < i < j < m,
then v could be internal or external to C17(S).
The above facts imply that, after Step 1 of the
merging process, the points in S can be natu-
rally partitioned into the three following classes:
1* (Fact 1), l?” (Fact 2), and S* (Fact 3), where 1“
consists of those vertices that are known to be in-
ternal to C.H(S) (disregarded in subsequent com-
putations), E* consists of those vertices that are
known to be external to C17(S) (their neighbor-
hoods in Clf(S) are already known), and S* con-
sists of those vertices whose status with respect to
Clil (S) remains unknown (this is the set identi-
fied in Step 2). Therefore, we now argue that the
remaining steps (2-4) of the merging process cor-
rectly characterize all S* vertices with respect to
CH(S).
The following lemma establishes that the point
set S is contained in CH (R;), where v G S* n
Cll(Si) and R: = {~(v,p)l p E A. U ni(v)}. It
then follows that CH (S) C CH(R~ ), which implies
that (i) v is external to CH(S) if and only if it is
external to CXI (RJ ), (or equivalently, v is internal
to CH(S) if and only if it is internal to CH(Rj)),
and (ii) if v is external, then v’s neighborhood on
CH(S) must lie on the boundary rays of C17(R~),
i.e., CH(.RJ) identifies the ordered set n(v).
Lemma 2: If v G S*nCH(Si), then S C CH(Rj),
where R: = {r(v, p)lp G Av Uni(v)}.
Proofi Consider some v ~ S* fl CH(Si), where
R; = {r(v, p)l p E A;}, and A; = Au U ni(v).
To obtain a contradiction, assume there is some
w G S such that w $?’CH (.R; ). It is easy to see that
w # S’i; indeed, since ni (v) C A; itmust be that
CH(Si) C CH(RJ), i.e., CH(S~) C CH(R~) C
CH(R:), where Ri = {~(v, p)l p G w(v)}. Thus,
it must be that w c Sj, for some j # i. Con-
sider Ci,j = CH(CH(Si ) U CH(Sj ) ); clearly v is
external to Ci,j, because otherwise v would be a
vertex of 1* and not a vertex of S*. Let ni,j de-
note V’S neighborhood on Ci,j, and let Ri,j de-
note the set of rays {~(v, p) Ip E ni,j}. Note that
CH(Sj) C Ci,j C CH(Ri,j), i.e., w c CH(Ri,j).
However, this implies that w ~ CH(RJ), since by
definition of Al we have ni,j 6 A;, which contra-
dicts our assumption that w @ CH(RJ). ￿l
Lemma 2 establishes the correctness of MERGE,
and thus, we now turn our attention to its com-
plexity. We recall that the 0(log2 n) time, O(n)
processor CREW PRAM algorithm of [AP92] for
computing the convex hull of an arbitrary point
set in 3?3, uses a bisect-and-conquer strategy in
which, at each of O (log n) stages, two separable
convex hulls, CH(P) and CH(Q), are merged to
form CH(S) = CH(P) U CH(Q). Providing that
hierarchical ~epresentations [DK90] of the separa-
ble convex hulls C17(P) and CH(Q) are available
(we will address this in Step 4), the algorithm of
[AP92] gives an O(log n) time method of merg-
ing ClI(P) and CH(Q), using O(n) processors,
where ICH(P) \ = ICH(Q) I = O(n). In addi-
tion, the technique used to accomplish the merg-
ing process in [AP92] determines, for each edge e E
CH(P) U CH(Q), whether or not e is an internal,
external, or seam edge of CH(CH(P) U CH(Q));
these classifications can clearly be used to deter-
mine whether or not a vertex is internal, e-external
or s-external to the merged hull. Thus, the merging
process of [AP92] can be used to implement Step 1
of MERGE; since there are 0(m2) pairwise merges
of convex hulls each of size O (n/m), Step 1 requires
O(log(n/m)) time using O(nm) processors.
Since a polytope resulting from each merge in
Step 1 can have size O(n/m), and there are O(m2)
such merges, the number of vertices in the set
A = UVcs*AV can be as large as O(nm), where
the sets Av are as defined in Step 2; the sets
A. can be formed by a simple sorting process in
time O(log nm) using O(nm) processors [C088].
Although a single set Av can be of size O(n),
the CLASSIFY operations of Step 3 will require
O (log n) time and O(nm) processors in the aggre-
gate because IA[ = O(nm). Since the neighbor-
hood of any vertex external to CH(S) was identi-
fied in Step 3, it is a trivial matter to verify that in
296Step 4 a doubly connected edge list (DCEL) repre-
sentation of C17(S) can be constructed in constant
time using O(n) processors, and then a hierarchi-
cal represent ation of Clf (S) can be built optimally
in O(log n) time using O(n/ log n) processors on a
CREW PRAM using the technique of Cole and Za-
jicek [CZ90].
Thus, the total complexity of the merging pro-
cess is O (log nm) time using O (rim) processors on
a CREW PRAM, i.e., A4(m, n/m) = O(log nm)
or .M(na, nl-a) = O(lognl+a) using O(nl+a) pro-
cessors. Plugging this value into Equation (1)
yields T(n) = O(log n) + O(log nl+~) + z’(nl”-~)
= 0((1/a) log n) using O(nl+a) processors on a
CREW PRAM, which establishes the following
theorem.
Theorem 2: The convex hull of a set of n points
in three-dimensional space can be computed in
0((1/a) log n) time using O(nl+o) processors on
a CREW PRAM, for any constant O < a s 1.
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