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Kivonat: A gépi beszédfelismerés egyik dönt fontosságú eleme a beszéd 
akusztikai lényegének kiemelése, különösen a zajos környezetben történ al-
kalmazásoknál, amely jelen esetben közlekedési zajjal terhelt akusztikai kör-
nyezetet jelentett. Emiatt helyeztük vizsgálatunk középpontjába a zajtr és 
hagyományos beszédfelismerési lényegkiemelési eljárásokat. A tanítást és tesz-
telést hat nyelven végeztük el: angol, francia, magyar, német, olasz, spanyol. 
Teszteléshez a telefonos hálózaton keresztül az utcáról vagy jármbl rögzített 
adatbázist használtunk. Alaprendszerként teszteltük a HTK és a SPHINX esz-
közkészletben, vagy általunk is implementált Mel Frequency Cepstral 
Coefficients (MFCC) és Perceptual Linear Prediction (PLP) módszereket. Az 
újabb módszerek között a Power-Normalized Cepstral Coefficients (PNCC) és 
a Perceptual Minimum Variance Distortionless Response (PMVDR) szerepel. 
1   Bevezetés 
Feladatunk közlekedési zajban üzemel folyamatos beszédfelismer rendszer összeál-
lítása. A rendszernek hat nyelven kell mködnie: angol, francia, magyar, német, olasz 
és spanyol. A cél: felismerni a nyilvános mobiltelefon-hálózaton érkez hívásokban, 
hogy a hívók milyen célobjektumot (POI – Point of Interest) szeretnének megtalálni, 
mint például egy múzeumot, éttermet vagy konkrét címet. A rendszernek legalább a 
POI-k többségét megbízhatóan fel kell ismernie annak ellenére, hogy az utcán sétál-
va, vagy valamilyen jármben utazva a beszédkörnyezet legtöbbször zajjal terhelt. 
2   A lényegkiemelk 
Az automatikus beszédfelismerés kritikus lépése a lényegkiemelés, hiszen ekkor 
alakítjuk át a beszédet a gép számára feldolgozható lényegvektorok sorozatává. Emi-
att helyeztük kísérleteink középpontjába különféle lényegkiemel eljárások vizsgála-
tát. 
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A Mel Frequency Cepstral Coefficients (MFCC) egy elterjedten alkalmazott mód-
szer, sokféle implementációja létezik, ezek közül hárommal foglalkoztunk. Az egyik 
a HTK (Hidden Markov-Model Toolkit) [10] nev, rejtett Markov-modellek építésére 
és manipulációjára alkalmas eszközkészlet. A munkánk során részint a beépített lé-
nyegkiemel eszközöket, részint az akusztikus modelltanító és -kiértékel eszközöket 
használtuk fel. A másik a SPHINX [1] nevezet, kifejezetten beszédfelismerésre 
készült rendszer, ennek csupán a lényegkiemel részét használtuk fel. A harmadik a 
saját implementációnk, mely a Voxerver1 nevezet felismer szoftver része. Mindhá-
rom módszer magja a Mel-szrbank és a logaritmikusamplitúdó-kompresszió. 
Zaj szempontjából robosztusabb megoldást kínálhat a Perceptual Linear 
Prediction (PLP) módszer [2], mely lineáris predikciót (LP) használ a beszéd spektrá-
lis burkolójának elállításához. A perceptualitást a Bark-szrés és – a hallás frekven-
ciával változó érzékenységét követ – azonos hangosságú elkiemelés adja. 
Az újabb módszerek között szerepel a Perceptual Minimum Variance 
Distortionless Response (PMVDR) [9], mely szrés helyett egy paraméterezhet ún. 
frekvenciahajlítást (frequency bending) alkalmaz, a LP-együtthatókból pedig MVDR-
spektrumot, egy fels spektrális burkolót számít. 
Szintén új módszer a Power-Normalized Cepstral Coefficients (PNCC) [3], amely 
ún. Gammatone-szréssel [7], teljesítményeltolással és exponenciális amplitúdó-
összenyomással reprezentál egy zajrobosztus lényegkiemelést. 
3   A kísérleti környezet 
Tanítási célokra a SpeechDat [8] adatbázist használtuk, mely az általunk vizsgált 
nyelveken, egyenként 500-5000 beszéltl származó, a vezetékes és a mobilhálózaton 
keresztül is rögzített felvételeket tartalmaz. Ez alól kivétel a magyar nyelv, amelynél 
az akusztikai modellek tanításához az MTBA-t (Magyar Telefonos Beszéd Adatbázis) 
[4] használtuk. Ez 500 beszéltl tartalmaz felolvasott szöveget szintén a telefonháló-
zaton keresztül rögzítve, tehát teljességgel SpeechDat-szer, és felhasználható a kí-
sérleteinkben. Mind a tanító-, mind a tesztadatokra közösen jellemz a 8kHz mintas-
rség, az egy csatorna és a 8 bit A-law kódolás. Az angol nyelv esetén fellépett adat-
elégtelenségi problémák miatt ezt a nyelvet kivettük a zajtrési vizsgálatainkból. A 
teljes adatbázisból 10 órányi adatot használtunk fel a tanításra, mert kísérletünk célja 
az egymáshoz viszonyított javulások vagy romlások feltérképezése, nem pedig az 
abszolút legjobb felismerés, ez esetben pedig az adatbázis mérete nem kritikus. 
A felismerési teszteket két szakaszban hajtottuk végre. Elsre verifikációs teszte-
ket végeztünk magyar nyelven, hogy beállítsuk az optimális tanító és tesztel környe-
zetet. E célból felhasználtunk mintegy 15 percnyi hanganyagot egy magyar nyelv 
msorszóró adó híradójából, és ugyanennyi telefonos hanganyagot. A tesztek lényegi 
részét a többnyelv felismerések adták, melyekhez a telefonos hálózaton keresztül az 
utcáról vagy jármbl rögzített, tájékozódási célú kérdésekbl és kijelentésekbl álló, 
alacsonyabb jel-zaj viszonyú adatbázist használtunk. Tartalmuk egy-egy POI megta-
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lálásához kapcsolódó kérdés vagy jellemzés, de vannak POI-t nem tartalmazó be-
mondások is a szófelismerés pontosabb méréséhez. 
Miután a tanító adatokon lefuttattuk a lényegkiemelést, fonémaszint címkézés és 
flat-start módszer [10] alkalmazásával is Maximum Likelihood módszerrel tanítottunk 
GMM (Gauss Mixture Model) alapú, szóhatárokon átível trifón akusztikai modelle-
ket. A felismerési teszteket a már korábban említett Voxerverrel végeztük, mely egy 
WFST (Weighted Finite State Transducer) [5] alapú dekóder szoftver. Az akusztikai 
modell mellett WFST alapú nyelvtanokat használtunk, melyeket a lehetséges kérdez, 
kér mondatszerkezetekbl és POI-kifejezésekbl generáltunk a [6] módszerei sze-
rint. 
4   Eredmények 
Minden kísérletben 39 dimenziós, az energia jellemzt is magában foglaló lényegvek-
torokat állítottunk el. Az akusztikai modelleket alkotó Gauss-függvények számát 10-
ben maximalizáltuk. A nyelvenként és módszerenként lefutott legjobb felismerési 
eredményeket a 1. táblázat tartalmazza, ahol WAcc a szófelismerési pontosságot 
jelenti, az All és POI pedig hogy az eredmény minden szóra vagy csak a POI-kra 
vonatkozik. Az els három sorban a három MFCC változat, a másik háromban a 
zajrobosztus frontendek pontosságai szerepelnek, kiemelve a nyelvenkénti legjobbat. 
 




All      POI 
Magyar 
All      POI 
Német 
All      POI 
Olasz 
All      POI 
Spanyol 
All      POI 
mfcc-htk 56.8 70.3 70.1 57.4 62.6 56.5 62.7 81.2 75.4 77.6 
mfcc-sphinx 65.9 74.4 68.3 60.6 59.5 69.6 57.7 73.9 71.6 65.7 
mfcc-vox 65.9 70.3 67.5 56.9 69.3 63.0 62.1 76.1 77.1 76.1 
plp-htk 61.4 75.2 71.1 62.3 66.3 69.6 63.7 70.3 79.8 85.1 
pmvdr 65.5 74.4 69.7 59.7 62.0 71.7 59.3 75.4 68.3 56.7 
pncc 64.8 70.3 71.3 61.7 67.5 67.4 59.5 68.1 83.6 80.6 
 
A legkiemelkedbb a magyar 71.3%-os szófelismerési arány, melyet viszonylag 
nagyobb tesztadatbázis mellett sikerült elérni. A spanyol 83.6% is figyelemre méltó, 
de a kevesebb tesztadat miatt kevésbé megbízható. Az olasz, francia és német adato-
kon is magas POI-pontosságot értünk el, de általában az összes szó felismerése ettl 
nem marad el jelentsen. 
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1. ábra. Felismerési eredmények módszerenkénti átlagai. 
A kapott értékekbl módszerenkénti átlagot képeztünk, hogy megkeressük a globá-
lisan optimális lényegkiemel módszert. Ez látható az 1. ábrán. Az átlagosan legjob-
ban teljesít módszer a PNCC, legmagasabb átlagos szófelismerési pontossággal. 
Még a PNCC-nél is jobb POI-felismerést adott a HTK PLP és saját MFCC-
implementációnk. Az összes szót tekintve már rosszabban teljesítettek, viszont a saját 
MFCC-implementációnk jobb teljesítményt mutatott a másik két változatnál. A 
SPHINX MFCC módszere szintén kiemelked POI-pontosságot ért el, de az összes 
szót tekintve a leggyengébben szerepelt. A PMVDR és HTK MFCC átlagosan gyen-
gébben teljesített, bár az eredmények közti eltérések nem jelentsek. 
5   Összefoglalás 
Öt nyelven készült el egy olyan beszédfelismer rendszer, amellyel nyelvenként hat-
féle lényegkiemelési módszer szerint végeztünk kísérleteket. Eredményeink alapján a 
PNCC teljesített a legjobban, mert sok nyelv esetén a legjobb, vagy ahhoz közeli 
felismerést adott. Szintén kiemelked a Voxerver MFCC és HTK PLP teljesítménye, 
de átlagban kissé elmaradnak a PNCC-tl. Ráadásul a Voxerver MFCC jobban telje-
sít a másik két implementációnál. Az angol rendszer gondjai kevés fejlesztéssel meg-
oldhatóak, és az abszolút felismerési eredmények is tovább javíthatóak, ha a teljes 
adatbázist felhasználjuk a tanításhoz, ezt tekintjük a lehetséges folytatás f irányának. 
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