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Stabilization of the trial method for the
Bernoulli problem in case of prescribed
Dirichlet data
Helmut Harbrechta∗, Giannoula Mitroua
We apply the trial method for the solution of Bernoulli’s free boundary problem when the Dirichlet boundary condition is
imposed for the solution of the underlying Laplace equation and the free boundary is updated according to the Neumann
boundary condition. The Dirichlet boundary value problem for the Laplacian is solved by an exponentially convergent
boundary element method. The update rule for the free boundary is derived from the linearization of the Neumann data
around the actual free boundary. With the help of shape sensitivity analysis and Banach’s fixed-point theorem, we shed
light on the convergence of the respective trial method. Especially, we derive a stabilized version of this trial method.
Numerical examples validate the theoretical findings. Copyright c© 2009 John Wiley & Sons, Ltd.
Keywords: free boundary problems; boundary element method; trial method; fixed-point method
1. Introduction
1.1. Motivation and background
Free boundary problems are boundary value problems which include a partial differential equation in the domain and boundary
conditions on the boundary of the domain, a part of which is unknown, the so-called free boundary. On the free boundary, there
are given the complete Cauchy data which serve different purposes. The Dirichlet boundary condition is to solve the differential
equation and the Neumann boundary condition is to find the geometry of the free boundary, or vice versa. This means for
a numerical method that the free boundary can be updated either according to the Dirichlet boundary condition at the free
boundary or according to the Neumann boundary condition. In general, this choice depends on the physical properties of the
free boundary problem under consideration. Among the existing methods for solving free boundary problems, such as the level
set method [5, 14] or the shape optimization method [8, 11, 12, 23], we investigate here the trial method [6, 9, 10, 23, 24].
Unlike the usual technique of updating the free boundary according to the Dirichlet boundary condition, we derive update
rules by updating according to the Neumann boundary condition. Some theoretical results concerning the convergence of the
respective trial method can be found in [1]. There is nevertheless, to the best of our knowledge, no article with numerical results
on this trial method apart from the case of axially symmetric domains. For instance, in [20], there has been shown that updating
the free boundary according to the Neumann boundary condition makes the trial method easier under certain circumstances.
1.2. Bernoulli’s free boundary problem
Bernoulli’s free boundary problem can be viewed as the prototype of a large class of stationary free boundary problems involved
in many applications such as fluid dynamics, optimal design, electromagnetics, and various other engineering fields. We refer to
[3, 4, 22] for a review of theoretical results concerning the existence and uniqueness of solutions to Bernoulli’s free boundary
problem. Results on the geometric form of the free boundary can be found in [2] and the references therein.
Let T ⊂ R2 denote a bounded domain with free boundary ∂T = Γ . Inside the domain T , we assume the existence of a simply
connected subdomain S ⊂ T with fixed boundary ∂S = Σ. The resulting annular domain T \ S is denoted by Ω and displayed in
Figure 1.1. Bernoulli’s free boundary problem consists now in seeking the domain Ω and the function u which both satisfy the
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Figure 1.1. The domain Ω and its boundaries Γ and Σ.
following overdetermined boundary value problem:
∆u = 0 in Ω
u = 1 on Σ
u = 0 on Γ
−∂u
∂n
= λ on Γ.
(1.1)
Here, the vector n denotes the outward normal vector at the boundary Γ and ∂u/∂n denotes the derivative of u in the normal
direction. Furthermore, the Neumann data λ are supposed to be positive and constant such that the solution u to (1.1) is well
defined and positive in Ω.
For the solution of the boundary value problem and for the subsequent analysis, we make the following assumption:
Assumption 1.1 We assume that the domain T is starlike. The free boundary Γ can thus be parametrized in polar coordinates
as
γ : [0, 2pi]→ Γ, s 7→ γ(s) = r(s)er (s),
where er (s) =
(
cos(s), sin(s)
)T
stands for the unit radial vector. In particular, the radial function r(s) is supposed to be a
positive function in C2per([0, 2pi]), where
C2per([0, 2pi]) =
{
r ∈ C2([0, 2pi]) : r (i)(0) = r (i)(2pi), i = 0, 1, 2
}
,
such that dist(Σ, Γ ) > 0.
1.3. Trial method
A prominent method to solve the free boundary value problem (1.1) under consideration is the trial method. It is a fixed-point
type method. Here, we fix the pure Dirichlet problem as state equation and aim at updating the free boundary such that the
desired Neumann boundary condition is fulfilled at the new boundary. The basic idea of this iterative scheme is described in the
following algorithm:
Algorithm 1.2 : Trial method
1. Choose an initial guess Γ0 of the free boundary.
2. (a) Compute the Neumann data of uk at the boundary Γk by applying the boundary element method to the boundary
value problem
∆uk = 0 in Ωk
uk = 1 on Σ
uk = 0 on Γk .
(1.2)
(b) Update the free boundary according to the update rule
γ k+1 = γ k + βδrker . (1.3)
The update δrk ∈ C2per([0, 2pi]) is determined by Taylor’s expansion of the Neumann data, such that the Neumann
boundary condition is approximately satisfied at the new boundary Γk+1. The parameter β stands for a correction
factor.
3. Iterate step 2 until the process becomes stationary up to a specified precision.
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The use of a first order Taylor expansion when the free boundary is updated according to the Dirichlet boundary condition at
the boundary Γk has been proposed for example in [9, 24].
1.4. Organization of the article
The remainder of this article is organized as follows. In Section 2, after a brief review of results from shape sensitivity analysis,
we compute the Neumann data’s first order Taylor expansion around the actual free boundary. This yields a first update rule for
the free boundary. In Section 3, the numerical realization of the free boundary problem is introduced. First, the free boundary
is discretized in Subsection 3.1. Then, in Subsection 3.2, we present the boundary element method to determine the Neumann
data of the function u. Some numerical tests for the update rule (1.3) are performed in Subsection 3.3. They show numerical
difficulties, especially if the free boundary is not convex. Section 4 is thus dedicated to the convergence analysis of the trial
method, due to which we propose to modify the update rule such that the convergence is improved. The feasibility of the
resulting trial method is shown by numerical results in Subsection 4.4. Finally, in Section 5, the article’s conclusion is drawn.
2. Derivation of the update rule
2.1. Background in shape sensitivity analysis
We shall give a brief background in shape sensitivity analysis, necessary for our further computations. For all the details, especially
the proof of Lemma 2.4, we address the reader to [7, 15, 16, 19].
Let V : Ω→ R2 be a sufficiently smooth perturbation field which does not change the interior boundary Σ, i.e., V|Σ = 0.
Then, given a small parameter ε > 0, the perturbed domain Ωε = Ωε[V] is defined via
Ωε :=
{
(I + εV)(x) : x ∈ Ω}. (2.1)
Consequently, the associated perturbation of the outer boundary Γ is
Γε := {
(
I + εV
)
(x) : x ∈ Γ}.
On the domains Ω and Ωε with interior boundary Σ and outer boundaries Γ and Γε, respectively, the functions u and uε are
defined as the solution to the boundary value problems
∆u = 0 in Ω, ∆uε = 0 in Ωε,
u = 1 on Σ, uε = 1 on Σ, (2.2)
u = 0 on Γ, uε = 0 on Γε.
The relation between u and uε for small values of ε is subject of the shape sensitivity analysis. As an important concept, the
material derivative u˙ is introduced. It is computed by pulling back uε to the unperturbed domain Ω, i.e., by differentiating
uε(x) :=
(
uε ◦ (I + εV)
)
(x) = uε(xε).
Definition 2.1 The material derivative of u in the direction V is defined as the limit
u˙[V](x) :=
duε[V](x)
dε
∣∣∣
ε=0
= lim
ε→0
uε[V](x)− u(x)
ε
, x ∈ Ω.
In contrast, the direct differentiation of uε(x) leads to the local shape derivative.
Definition 2.2 The local shape derivative of u in the direction V is given by
δu[V](x) :=
duε[V](x)
dε
∣∣∣
ε=0
= lim
ε→0
uε[V](x)− u(x)
ε
, x ∈ Ω.
The relation between the material and the local shape derivative is expressed in the following remark.
Remark 2.3 The chain rule combines the material and the local shape derivative by the relation
u˙[V] = δu[V] + 〈∇u,V〉. (2.3)
The local shape derivative of u from the boundary value problem (2.2) reads as follows.
Lemma 2.4 The local shape derivative δu under the perturbation V is given as the solution of the boundary value problem
∆δu = 0 in Ω
δu = 0 on Σ (2.4)
δu = −∂u
∂n
〈V, n〉 on Γ .
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We finally like to mention at the end of this subsection that a smooth boundary variation V : Γ → R2 which acts on the free
boundary Γ can always smoothly be extended to a domain perturbation V˜ : Ω→ R2 such that V˜|Γ = V. This is important for
our subsequent analysis since each iteration of the trial method imposes a boundary variation in the direction V = δrker .
2.2. Taylor’s expansion
As step 2b of the Algorithm 1.2 indicates, the trial method requires an update rule for the free boundary, which moves the old
trial free boundary in the radial direction. Suppose that the actual boundary is Γk . Then, the corresponding state uk satisfies the
boundary value problem (1.2). The update function δrk ∈ C2per([0, 2pi]) is found by the requirement that the Neumann boundary
condition should be satisfied at the new boundary Γk+1, i.e.,
− ∂uk
∂n
◦ γ k+1 != λ on [0, 2pi]. (2.5)
The first order Taylor expansion of the Neumann data in combination with equation (2.5) leads to the update equation
∂uk
∂n
◦ γ k+1 ≈
∂uk
∂n
◦ γ k +
∂
∂(δrker )
(∂uk
∂n
◦ γ k
)
(2.6)
for the unknown update function δrk . The Neumann data of the function uk are defined as the inner product of the gradient of
the function uk and the normal vector at the boundary Γk , i.e.
∂uk
∂n
◦ γ k = 〈∇uk ◦ γ k , n〉.
Thus, by applying the product rule, the directional derivative of the Neumann data of uk is given by
∂
∂(δrker )
(∂uk
∂n
◦ γ k
)
= δrk〈(∇2uk ◦ γ k) · n, er 〉+
〈
∇uk ◦ γ k ,
∂n
∂(δrker )
〉
. (2.7)
The right hand side of equation (2.7) contains not only the directional derivative of the Neumann data ∂2uk/(∂n∂er ) but also
the directional derivative of the normal vector. For the computation of this term, we present Lemma 2.5 where we remind that
δrk is a scalar function in C
2
per([0, 2pi]).
Lemma 2.5 Let V = δrker be the direction of the update of the boundary Γk . Then, the directional derivative of the unit normal
vector in this direction is given by
∂n
∂V
= δrk
〈er , t〉
‖γ ′k‖
t− δr′k 〈er , n〉‖γ ′k‖
t, (2.8)
where t indicates the unit tangent vector.
Proof. According to [7, 19], the material derivative of the normal vector in the direction of an arbitrary vector field V is given
by
n˙[V] =
〈∇V · n, n〉n−∇V · n. (2.9)
The definition of the normal vector does not depend on the actual domain which means that its local shape derivative vanishes.
Therefore, due to Remark 2.3, the directional derivative of the normal vector coincides with its material derivative (2.9).
For the subsequent computations, we require an extension δ˜rk of δrk into the neighbourhood of Γk . Given a point
x = γ k(s) + tn(s) ⊂ R2 with t being sufficiently small, we thus set δ˜rk(x) = δrk(s). Hence, the gradient of the vector field
V˜ = δ˜rker reads as
∇V˜ = δ˜rk∇er +∇δ˜rkeTr
and equation (2.9) becomes
∂n
∂(δrker )
= δ˜rk
[
〈∇er · n, n〉n−∇er · n
]
+ 〈∇δ˜rkeTr · n, n〉n−∇δ˜rkeTr · n
= −δ˜rk〈∇er · n, t〉t− 〈∇δ˜rkeTr · n, t〉t. (2.10)
We compute the terms included in (2.10) as follows. The gradient of the unit radial vector er = γ k/‖γ k‖ is given in polar
coordinates † by
∇er (s) = 1‖γ k(s)‖
[− sin(s)
cos(s)
]
∂er (s)
∂s
=
e⊥r (s)(e
⊥
r (s))
T
‖γ k(s)‖
, where e⊥r (s) =
[− sin(s)
cos(s)
]
.
†The gradient of a function f (r, φ) given in polar coordinates is computed as
∇f (r, φ) = 1
r
[
r cosφ − sinφ
r sinφ cosφ
][ ∂f
∂r
∂f
∂φ
]
.
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By use of this relation, the first term of the right hand side of (2.10) is calculated as
〈∇er · n, t〉t =
〈e⊥r (e⊥r )T
‖γ k‖
· n, t
〉
t =
tT e⊥r (e
⊥
r )
Tn
‖γ k‖
t =
〈e⊥r , t〉〈e⊥r , n〉
‖γ k‖
t. (2.11)
Exploiting the identities
〈e⊥r , t〉 = −〈er , n〉, 〈e⊥r , n〉 = 〈er , t〉 and 〈er , n〉‖γ k‖
=
1
‖γ ′k‖
,
(2.11) can be further simplified in accordance with
〈∇er · n, t〉t = −〈er , n〉〈er , t〉‖γ k‖
t = −〈er , t〉‖γ ′k‖
t. (2.12)
Employing again polar coordinates, the gradient of δ˜rk is seen to be
∇δ˜rk
(
γ k(s) + tn(s)
)
=
1
‖γ k(s)‖
[− sin(s)
cos(s)
]
δrk(s)
′ = − e
⊥
r (s)
‖γ k(s)‖
δrk(s)
′.
Consequently, the second term of the right hand side of (2.10) transforms to
〈∇δ˜rkeTr · n, t〉t = − 1‖γ k‖
δr′k〈e⊥r , t〉〈er , n〉t = δr′k 〈er , n〉‖γ ′k‖
t. (2.13)
The validity of (2.8) follows finally from plugging (2.12) and (2.13) into (2.10). 
We proceed with the computation of the derivative of the Neumann data of uk in the direction V.
Lemma 2.6 The derivative of the Neumann data of the function uk , which satisfies the boundary value problem (1.2), in the
direction V = δrker is given by
∂
∂(δrker )
(∂uk
∂n
◦ γ k
)
=
((∂2uk
∂n2
◦ γ k
)
〈er , n〉+
( ∂2uk
∂n∂t
◦ γ k
)
〈er , t〉
)
δrk . (2.14)
Proof. We return to equation (2.7) and notice that the first term of the right-hand side of equation (2.7) is found by decomposing
the second order directional derivative of uk into its normal and tangential components as follows:
〈(∇2uk ◦ γ k) · n, er 〉 = 〈(∇2uk ◦ γ k) · n, n〉〈er , n〉+ 〈(∇2uk ◦ γ k) · n, t〉〈er , t〉
=
(∂2uk
∂n2
◦ γ k
)
〈er , n〉+
( ∂2uk
∂n∂t
◦ γ k
)
〈er , t〉. (2.15)
By inserting (2.8) and (2.15) into (2.7), we arrive at the directional derivative of the Neumann data at the boundary Γk :
∂
∂(δrker )
(∂uk
∂n
◦ γ k
)
=
[(∂2uk
∂n2
◦ γ k
)
〈er , n〉+
( ∂2uk
∂n∂t
◦ γ k
)
〈er , t〉+
(∂uk
∂t
◦ γ k
) 〈er , t〉
‖γ ′k‖
]
δrk −
(∂uk
∂t
◦ γ k
) 〈er , n〉
‖γ ′k‖
δr′k . (2.16)
Finally, due to the Dirichlet boundary condition uk = 0 at Γk , the tangential derivative of uk vanishes and (2.14) follows. 
The directional derivative of the Neumann data of the function uk , as it is given in (2.16), coincides with the derivative which
has been proven in [18, Theorem 3.11] in the context of inverse scattering problems. However, by using results from shape
sensitivity analysis, we were able to obtain this relation by a much simpler proof.
2.3. Update equation
With the help of (2.14), we are able to formulate the update equation for the unknown function δrk in Lemma 2.7.
Lemma 2.7 The update equation, which is obtained by combining (2.5) and (2.6), reads as
λ =
[
κ
(∂uk
∂n
◦ γ k
)
〈er , n〉 − ∂
∂t
(∂uk
∂n
◦ γ k
)
〈er , t〉
]
δrk − ∂uk
∂n
◦ γ k , (2.17)
where κ denotes the curvature κ = −〈γ ′′k , n〉/‖γ ′k‖2.
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Proof. The combination of the Taylor expansion (2.6) with the requirement (2.5) at the next boundary Γk+1 induces the update
equation
−λ = ∂uk
∂n
◦ γ k +
∂
∂(δrker )
(∂uk
∂n
◦ γ k
)
.
Due to (2.14), this equation can be transformed to
− λ = ∂uk
∂n
◦ γ k +
[(∂2uk
∂n2
◦ γ k
)
〈er , n〉+
( ∂2uk
∂n∂t
◦ γ k
)
〈er , t〉
]
δrk . (2.18)
We compute the second order directional derivative ∂2uk/(∂n∂t) by differentiating ∂uk/∂n with respect to s. Namely, we
have
∂
∂s
(∂uk
∂n
◦ γ k
)
= ‖γ ′k‖
∂2uk
∂n∂t
◦ γ k +
〈
∇uk ◦ γ k ,
∂n
∂s
〉
. (2.19)
In view of ∂n/∂s = κ‖γ ′k‖t and the homogeneous Dirichlet boundary condition at Γk , equation (2.19) implies that
∂2uk
∂n∂t
=
∂
∂t
(∂uk
∂n
)
− κ∂uk
∂t
=
∂
∂t
(∂uk
∂n
)
. (2.20)
According to our smoothness assumptions, the terms ∂2uk/∂n
2 and ∂2uk/∂t
2 are coupled via the Laplace equation, i.e.,
∆uk =
∂2uk
∂n2
+
∂2uk
∂t2
= 0.
Hence, the second order directional derivative ∂2uk/∂n
2 can be found from the second order derivative of uk with respect to s:
∂2(uk ◦ γ k)
∂s2
= 〈(∇2uk ◦ γ k) · γ ′k , γ ′k〉+ 〈∇uk ◦ γ k , γ ′′k〉
= ‖γ ′k‖2
(∂2uk
∂t2
◦ γ k
)
+ 〈γ ′′k , t〉
(∂uk
∂t
◦ γ k
)
+ 〈γ ′′k , n〉
(∂uk
∂n
◦ γ k
)
.
This means that
∂2uk
∂n2
◦ γ k = −
1
‖γ ′k‖2
∂2(uk ◦ γ k)
∂s2
+
〈γ ′′k , t〉
‖γ ′k‖2
(∂uk
∂t
◦ γ k
)
− κ
(∂uk
∂n
◦ γ k
)
.
Due to the homogeneous Dirichlet boundary condition at Γk , the tangential derivative of uk and the second oder derivative of
uk with respect to s disappear. This yields
∂2uk
∂n2
= −κ∂uk
∂n
. (2.21)
The desired equation (2.17) is now an immediate consequence after inserting the equations (2.20) and (2.21) into (2.18). 
3. Discretization
3.1. Approximation of the free boundary
For the numerical computations, we discretize the radial function r nk , associated with the boundary Γk , by a finite Fourier series
according to
r nk (s) = a0 +
n−1∑
i=1
{
ai cos(is) + bi sin(is)
}
+ an cos(ns). (3.1)
This obviously ensures that r nk is always an element of C
2
per([0, 2pi]). To determine the update function δr
n
k , represented likewise
by a finite Fourier series, we insert the m ≥ 2n equidistantly distributed points si = 2pii/m into the update equation
F (δrk) :=
[
κ
(∂uk
∂n
◦ γ k
)
〈er , n〉 − ∂
∂t
(∂uk
∂n
◦ γ k
)
〈er , t〉
]
δrk − ∂uk
∂n
◦ γ k != λ. (3.2)
To solve this equation, we reformulate it as a discrete least-squares problem which can simply be solved via the normal equations.
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Figure 3.1. Solutions of Bernoulli’s free boundary problem in case of an x-shaped interior boundary.
3.2. Solving the state equation
The Neumann data of the function u at the actual boundary Γ are required for the determination of the update function δr
and, thus, for the construction of the update rule 1.3. When the solution of a partial differential equation is desired only on
the boundary of the domain, then the boundary element method is known to be a very efficient tool. In particular, it enjoys the
property of reducing the dimension of the problem by one.
In the present context, the boundary element method has to be applied to the boundary value problem (1.2). To formulate
the respective boundary integral equation, we introduce the single layer operator V and the double layer operator K defined by(Vρ)(x) = − 1
2pi
∫
Σ∪Γk
log ‖x− y‖ρ(y) dσy,
(Kρ)(x) = 1
2pi
∫
Σ∪Γk
〈x− y, ny〉
‖x− y‖2 ρ(y) dσy (3.3)
with the densities ρ being the Cauchy data on the boundary Σ ∪ Γk of the domain Ωk . In accordance with [17, 21], the unknown
normal derivative of the state uk is then given by the Dirichlet-to-Neumann map:
V ∂uk
∂n
=
(1
2
+K
)
uk on Σ ∪ Γk . (3.4)
First, by using the parametrization of the boundaries as it was described in Assumption 1.1, we parametrize the integral equation
(3.4), too. For the approximation of the Cauchy data, we use the collocation method based on trigonometric polynomials on
a uniform subdivision of the parameter interval [0, 2pi]. Together with a trapezoidal quadrature rule, this collocation method is
converging exponentially under the conditions that the boundaries Σ and Γk are smooth and that the solution uk is an analytic
function. For more details concerning this boundary element method, in particular, the technique to deal with singular integrals,
we refer to [13].
3.3. Numerical results
We close this section by presenting some numerical results of the trial method when the update rule (1.3) is used. For this
example, we have chosen an ellipse as the initial guess of the free boundary Γ0 with parametrization
γ0 : [0, 2pi]→ Γ0, s 7→ γ0(s) =
√
0.1
(
cos(2s)
)2
+ 0.12
(
sin(2s)
)2 [cos(s)
sin(s)
]
and an x-shaped fixed boundary Σ with parametrization
γΣ : [0, 2pi]→ Σ, s 7→ γΣ(s) =
√
0.01
(
cos(2s)
)2
+ 0.05
(
sin(2s)
)2 [cos(s)
sin(s)
]
,
see Figure 3.1 for an illustration.
We intend to solve the overdetermined boundary value problem (1.1) for different values of the constant λ. The free boundary
is represented by 16 degrees of freedom (i.e. n = 8 in (3.1)) and the Dirichlet-to-Neumann map (3.4) is solved with 600 boundary
elements per boundary. The stopping criterion is ‖δr‖ < 10−8.
The optimum boundaries Γ ? resulting for the different values of λ under consideration are also found in Figure 3.1. The
associated numbers of iterations of the trial method needed to converge are tabulated in Table 3.1. The results show that
convergence of the trial method is achieved only if a damping parameter (β = 0.1) is used in the update rule (1.3), see the row
entitled “update with damping”. The damping parameter helps to avoid oscillations of the free boundary during the iteration.
However, there is no systematic rule for determining an appropriate damping parameter. Notice that the update rule without
damping is not working for any of the chosen parameters λ (row entitled “standard update”).
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Table 3.1. Number of iterations of the trial method in case of an x-shaped interior boundary.
parameter λ 3 4 5 6 7 8
standard update – – – – – –
update with damping (β = 0.1) 82 73 62 54 – –
4. Convergence analysis
4.1. Banach’s fixed point theorem
We shall elaborate the convergence of the trial method by following the technique introduced in [24]. Since the trial method
corresponds to the fixed point iteration
rk+1 = Φ(rk) := rk + δr(rk), k = 0, 1, 2, . . . , (4.1)
we can apply Banach’s fixed point theorem to the self-mapping Φ : X → X, where X stands for the Banach space C2per([0, 2pi]).
The update function δr results from equation (2.17). It is given by
δr(r) =
λ+
∂u
∂n
◦ γ
κ
(∂u
∂n
◦ γ
)
〈er , n〉 − 1‖γ ′‖
∂
∂s
(∂u
∂n
◦ γ
)
〈er , t〉
(4.2)
provided that the denominator has no zeros in [0, 2pi]. By construction, this update function δr vanishes at the optimum free
boundary Γ ? = {x ∈ R2 : x = r ?er}. Hence, the optimum radial function r ? is a fixed point r ? = Φ(r ?) of the mapping Φ.
According to Banach’s fixed point theorem, there exists a unique solution of the fixed point iteration (4.1) if the mapping Φ
is contractive. The convergence rate
lim
k→∞
‖rk+1 − r ?‖X
‖rk − r ?‖X = limk→∞
‖Φ(rk)−Φ(r ?)‖X
‖rk − r ?‖X = limk→∞
‖δΦ[rk − r ?](r ?)‖X
‖rk − r ?‖X
can be estimated by
lim
k→∞
‖rk+1 − r ?‖X
‖rk − r ?‖X ≤ sup‖q‖X=1
lim
ε→0
‖Φ(r ? + εq)−Φ(r ?)‖X
ε
= sup
‖q‖X=1
‖δΦ[q](r ?)‖X . (4.3)
Hence, the self-mapping mapping Φ is (locally) contractive if sup‖q‖X=1 ‖δΦ[q](r ?)‖X < 1.
Theorem 4.1 Consider the trial method based on the update equation (3.2). Then, for a given perturbation q ∈ X, it holds
δΦ[q](r ?) = − 1
κλ〈er , n〉
(
∂δu?[q]
∂n
◦ γ?
)
, (4.4)
where γ? = r ?er and ∂δu
?[q]/∂n denotes the Neumann data of the local shape derivative δu?[q] into the direction V = qer .
Proof. Define γ?ε = (r
? + εq)er and let u
? and u?ε denote the solutions to the underlying boundary problems (1.2) relative to the
domains Ω? and Ω?ε, i.e.,
∆u? = 0 in Ω?, ∆u?ε = 0 in Ω
?
ε
u? = 1 on Σ, u?ε = 1 on Σ
u? = 0 on Γ ?, u?ε = 0 on Γ
?
ε .
On the optimum boundary Γ ?, the following identities are valid:
u? ◦ γ? = 0, −∂u
?
∂n
◦ γ? = λ and δr(r ?) = 0.
Hence, we obtain
δΦ[q](r ?) = lim
ε→0
Φ(r ? + εq)−Φ(r ?)
ε
= lim
ε→0
r ? + εq + δr(r ? + εq)− r ? − δr(r ?)
ε
= q + lim
ε→0
δr(r ? + εq)
ε
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with
δr(r ? + εq) =
λ+
∂u?ε
∂nε
◦ γ?ε
κ
(∂u?ε
∂nε
◦ γ?ε
)
〈er , nε〉 − 1‖γ?ε ′‖
∂
∂s
(∂u?ε
∂nε
◦ γ?ε
)
〈er , tε〉
. (4.5)
We split the enumerator of (4.5) as follows
∂u?ε
∂nε
◦ γ?ε + λ =
∂u?ε
∂nε
◦ γ?ε −
∂u?
∂n
◦ γ?
= 〈∇u?ε ◦ γ?ε, nε〉 − 〈∇u?ε ◦ γ?, nε〉+ 〈∇u?ε ◦ γ?, nε〉 − 〈∇u?ε ◦ γ?, n〉+ 〈∇u?ε ◦ γ?, n〉 − 〈∇u? ◦ γ?, n〉.
This yields
1
ε
(
∂u?ε
∂nε
◦ γ?ε + λ
)
ε→0−→ ∂
∂(qer )
(∂u?
∂n
◦ γ?
)
+
〈
∇u? ◦ γ?, ∂n
∂(qer )
〉
+
∂δu?[q]
∂n
◦ γ?. (4.6)
Herein, in view of equation (2.14), the derivative of the Neumann data of u? in the direction V = qer is given by
∂
∂(qer )
(∂u?
∂n
◦ γ?
)
=
[(∂2u?
∂n2
◦ γ?
)
〈er , n〉+
( ∂2u?
∂n∂t
◦ γ?
)
〈er , t〉
]
q.
The Neumann data of the local shape derivative δu?[q] at the boundary Γ ? are also contained in (4.6). The local shape derivative
satisfies the boundary value problem (2.4). Moreover, the derivative of the normal vector in the direction V = qer fulfills
∂n
∂(qer )
= q
〈er , t〉
‖γ?′‖ t− q
′ 〈er , n〉
‖γ?′‖ t (4.7)
(details about (4.7) are reported in Lemma 2.5). Since the derivative (4.7) of the normal vector is pointing only to the tangential
direction, the third term on the right hand side of (4.6) vanishes due to u?’s homogeneous Dirichlet data at Γ ? and we arrive at
lim
ε→0
1
ε
(
∂u?ε
∂nε
◦ γ?ε + λ
)
=
∂δu?[q]
∂n
◦ γ? +
[(∂2u?
∂n2
◦ γ?
)
〈er , n〉+
( ∂2u?
∂n∂t
◦ γ?
)
〈er , t〉
]
q. (4.8)
Finally, we obtain (4.4) by inserting (4.8) into (4.5) and taking into account (2.21) and −∂u?/∂n ◦ γ? = λ. 
On the one hand, the convergence of the trial method is ensured when the mapping Φ is contractive. This is the case if the
norm of (4.4) at Γ ? is smaller than 1, i.e., if
‖δΦ[q](r ?)‖X =
∥∥∥∥ 1κλ〈er , n〉
(
∂δu?[q]
∂n
◦ γ?
)∥∥∥∥
X
< 1.
On the other hand, since for nontrivial boundary perturbations the prescribed Dirichlet data at Γ ? in the boundary value problem
(2.4) are non-zero, we conclude δu?[q] 6= 0. Therefore, in case of convergence, we can only expect a linear convergence order
of the trial method.
A much more important consequence of Theorem 4.1 is that the sign of the denominator in (4.4) can change, i.e., the
denominator might have zeros and the trial method might thus not converge. Since λ is a positive constant and 〈er , n〉 is always
positive for starlike domains, this happens if the curvature κ changes its sign. Hence, the trial method is expected to converge
only when the optimum boundary Γ ? is convex since the curvature is then positive in a neighbourhood. This observation provides
a satisfactory explanation for the results in Section 3.3, where we found that the trial method is converging for those values of
λ where the optimum boundary is convex.
4.2. Modified update rule
Our suggestion to overcome this difficulty is to modify the update rule. Namely, instead of (4.2), we propose to use
∆r(r) := κ(r)δr(r) =
λ+
∂u
∂n
◦ γ(∂u
∂n
◦ γ
)
〈er , n〉 − 〈er , t〉
κ‖γ ′‖
∂
∂s
(∂u
∂n
◦ γ
) . (4.9)
The self-mapping Φ is thus modified in accordance with
Φm : X → X, r 7→ Φm(r) = r + ∆r(r). (4.10)
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As in Subsection 4.1, we compute the derivative of Φm at the point r
? in the direction qer
δΦm[q](r
?) = lim
ε→0
Φm(r
? + εq)−Φm(r ?)
ε
= q + lim
ε→0
∆r(r ? + εq)
ε
and find, likewise to Theorem 4.1, that
δΦm[q](r
?) = q − 1
λ〈er , n〉
(
∂δu?[q]
∂n
◦ γ? + κλq〈er , n〉
)
= (1− κ)q − 1
λ〈er , n〉
(
∂δu?[q]
∂n
◦ γ?
)
(4.11)
For the modified self-mapping Φm, we obtain thus a denominator which is always positive in a neighbourhood of the optimum
boundary Γ ?, as λ > 0 and 〈er , n〉 > 0 holds in case of starlike domains. Therefore, with the modified update function (4.9), we
can expect convergence not only in case of convex optimum boundaries but also in general.
4.3. Speeding up the convergence
A further modification of the self-mapping Φ is obtained by the ansatz
Φi : X → X, r 7→ Φi(r) = r + β(r)∆r(r) (4.12)
with ∆r(r) from (4.9). The function β(r) : [0, 2pi]→ R should improve the trial method in two regards. Firstly, it should avoid
the necessity to conduct endless tests of the trial method until an appropriate damping parameter is found. Secondly, the function
β(r) should be chosen such that the speed of convergence is increased.
Since ∆r(r ?) = 0 by construction, the derivative of Φi at the point r
? in the direction qer is given by
δΦi [q](r
?) = q + β(r ?) lim
ε→0
∆r(r ? + εq)
ε
.
In view of (4.10) and (4.11), this derivative reads as
δΦi [q](r
?) = q − β(r ?)
[
1
λ〈er , n〉
(
∂δu?[q]
∂n
◦ γ?
)
+ κq
]
. (4.13)
The above goals are achieved if we define the function β(r) such that the derivative from (4.13) vanishes for the direction
q := limk→∞(rk − r ?)/‖rk − r ?‖X provided that this limit exists. Since, however, r ? is not known beforehand, q would not be
accessible even in the case of existence. Nevertheless, the choice qk = rk − rk−1 with q0 = 1 is a good approximation. Hence,
we should define the function β by
β(rk) =
[
1
λ〈er , n〉
(
∂δuk [qk ]
∂n
◦ γ k
)
+ κqk
]−1
qk . (4.14)
Herein, the local shape derivative ∂δuk [qk ]/∂n can be computed in complete analogy to the Neumann data of uk by using the
Dirichlet-to-Neumann map, as it was described in Section 3. Hence, one additional solve of the Dirichlet-to-Neumann map is
necessary per iteration step.
Remark 4.2 The function β(rk) from (4.14) is chosen such that δΦi [qk ](r
?)→ 0 as k →∞. However, there are other reasonable
definitions with this property. A possible simplification which we use in our particular implementation would be to insert the
Neumann data of the solution to the boundary value problem
∆δu˜ = 0 in Ωk
δu˜ = 0 on Σ
δu˜ = λqk〈er, n〉 on Γk
instead of the Neumann data of the local shape derivative δuk [qk ] into (4.14). As a further alternative, one may also use
β(rk) =

∂δuk [qk ]
∂n
◦ γ k(∂u
∂n
◦ γ k
)
〈er , n〉 − 〈er , t〉
κ‖γ ′k‖
∂
∂s
(∂u
∂n
◦ γ k
) + κqk

−1
qk .
Numerical tests do not clearly show the superiority of one of these choices.
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Figure 4.1. Solutions of Bernoulli’s free boundary problem in case of a random interior boundary.
Table 4.1. Number of boundary updates of the trial method in case of a random interior boundary.
parameter λ 8 10 12 14 16
modified update with damping (β = 0.01) 179 146 130 122 125
improved modified update 114 94 92 101 92
4.4. Numerical results
In our first example, we choose the initial guess Γ0 of the trial method boundary to be an ellipse parametrized by
γ0 : [0, 2pi]→ Γ0, s 7→ γ0(s) =
√
0.1
(
cos(2s)
)2
+ 0.11
(
sin(2s)
)2 [cos(s)
sin(s)
]
.
The fixed interior boundary Σ is a randomly generated boundary as seen in Figure 4.1. The solutions of the free boundary problem
for different values of λ are also found in this figure. For the numerical computations, we have used 50 degrees of freedom for
the representation of the free boundary and 600 boundary elements per boundary. The stopping criterion has been ‖∆r‖ < 10−8.
In Table 4.1, the number of iterations, which are needed by the trial method to converge, are tabulated. There are no results
for the standard update rule (1.3) as in this case the optimum boundary is non-convex for all values of λ under consideration,
and thus the associated trial method did not converge. In contrast, the trial method based on the modified update rule with
update function (4.9) is converging (row entitled “modified update with damping”). Nevertheless, also in this case, a damping
parameter (β = 0.01) is essential for the convergence. By computing the function β(r) from (4.14), we avoid not only the costly
determination of the damping parameter β, but we also achieve a slight speed-up of the convergence of the trial method (row
entitled “improved modified update”).
The second example refers to a domain Ω which consists of four interior boundaries Σ = Σ1 ∪Σ2 ∪Σ3 ∪Σ4 and one outer free
boundaries Γ . We solve the associated Bernoulli free boundary problem, whose solutions for different values λ of the Neumann
data are depicted in Figure 4.2. For the numerical simulation have been used: 400 boundary elements per boundary, i.e., 2000
in all, and 30 degrees of freedom for the representation of the free boundary. The initial guess Γ0 is a properly scaled circle and
the stopping criterion is again ‖∆r‖ < 10−8.
Table 4.2. Number of boundary updates of the trial method in case of several interior boundaries.
parameter λ 2 4 6 8 10 12
update with damping (β = 0.05) 125 – – – – –
modified update with damping (β = 0.05) 117 65 49 45 46 51
improved modified update 118 79 68 48 51 –
As it is shown in Table 4.2, we achieve convergence for the trial method and for all the chosen values of the parameter λ when
the modified update rule (4.9) with damping parameter β = 0.05 is applied. For the same damping parameter, the standard
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Figure 4.2. Solutions of Bernoulli’s free boundary problem in case of several interior boundaries.
update rule (4.2) converges only for λ = 2, as the optimum boundary is convex for this value. The improved modified update
rule shows in this case a behaviour which is similar to that of the modified update rule (4.9) with damping parameter.
5. Conclusion
In contrast to the trial method which updates according to the Dirichlet data, very few results can be found in the literature
about the trial method which updates according to the Neumann data. Here, we elucidated the theoretical background of the
latter method and analyzed its convergence. Furthermore, to the best of our knowledge, we are the first who implemented this
trial method and presented numerically results in case of more general boundaries and not only axially symmetric ones. For these
reasons, we strongly believe that valuable results on this trial method have been achieved in this article, with the most important
one being the stabilization of the update equation so that the trial method converges also in case of a nonconvex optimum free
boundary.
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