INTRODUCTION
This paper presents the state of the art in writer identification and verification of handwritten text with a special survey on writer identification and verification of Arabic handwritten text. For advances in the field prior to the year 1990, reference can be made to the study of Plamondon and Lorette (1989) . Due to technique similarities and inherent connection, signature verification and handwriting recognition surveys; the state of the art in writer identification and verification are discuss as well (Plamondon, 1994; Plamondon and Srihari, 2000) . However, there is lack of literature surveys that specifically target writer identification and verification.
Writer identification is the process of determining from a set of possible writers, an author through samples of *Corresponding author. E-mail: s.awaida@qu.edu.sa. Tel: +966-5-48242577. his/her handwriting (Schlapbach, 2007) . Writer verification is the process of comparing questioned handwriting with samples of handwriting obtained from known sources for the purposes of determining authorship or non-authorship (Bradford, 1992) . Writer verification involves accept/reject decision-making criteria whilst writer identification involves a one-to-many classification problem and hence is considered more challenging (Gibbons et al., 2005; Zaher and Abu-Rezq, 2010) . In recent years, writer identification and verification has become a common application used in confirming the document authenticity in the financial district as well as revealing the identity of suspected criminals, etc. In May 13, 1999, the United States vs. Paul decided that handwritten analysis qualifies as expert testimony and is therefore admissible .
Over the past two decades, automatic offline writer identification has enjoyed renewed interest. One of the Educ. Res. Rev. driving forces for this surge is the increasing need for writer identification techniques by forensic document examiners to identify criminals based on their handwriting . Furthermore, threats of terrorist attacks have increased the use of writer identification and other biometric recognition techniques to identify the assailants (Schlapbach, 2007) .
One of the main applications of writer identification and verification is its use in forensic sciences Franke and Koppen, 2001; Niels et al., 2007; Srihari et al., 2002; Zhang et al., 2004) . The identification of a person on the basis of an arbitrary handwritten sample is a useful application. Writer identification allows for determining the suspects in conjunction with the inherent characteristic of a crime, e.g. the case of threat letters. This is different than other biometric methods, where the relation between the evidence material and the details of an offense can be quite remote . In addition to forensic applications of writer identification and verification, several other applications exist. Some examples include ink type recognition , script and language identification (Hochberg et al., 1999) , forgery detection , writer identification on medieval and historical documents Bulacu and Schomaker, 2007a; Panagopoulos et al., 2009; Schomaker et al., 2007) , writer identification on handwritten musical scores (Fornes et al., 2008) , and personalized handwriting text recognizers (Rodríguez-Serrano et al., 2010) .
Writer identification can be divided into two categories; text-dependent and text-independent writer identification. Text-dependent writer identification systems require certain known text to be written, whereas textindependent writer identification systems can work on any given text. In this work, research involving textdependent and text-independent writer identification of offline handwritten text is surveyed.
We have included almost 100 accessible and published publications on the field of writer identification and verification. However, we cannot claim that we have addressed all published work for writer identification and verification of Latin or other languages. We tried our best to include the work of all the major research groups and individuals in the field. In surveying writer identification and verification of Arabic text, we included all the papers we had access to and also incorporated research on Persian (Farsi) text for its similarity to the Arabic script. The same claim can be stated about the included databases for writer identification and verification.
Although, research in writer identification and verification is still predominantly aimed for the English language, research of other languages includes Chinese (Cong et al., 2002; b; He and Tang, 2004; Li and Ding, 2009; Li et al., 2006; Liu et al., 1995; Su et al., 2007; Wang et al., 2003; Zhu et al., 2000) , Dutch Maaten and Postma, 2005; , Greek (Zois and Anastassopoulos, 2000) , French 2003a; 2004; 2005a; Siddiqi and Vincent, 2009) , Japanese (Yoshimura, 1988) , Uyghur , Myanmar (Mar and Thein, 2005) , Arabic Al-Dmour and Zitar, 2007; Al-Ma"adeed et al., 2008; Gazzah and Ben, 2006; , Persian (Helli and Moghaddam, 2008a; b; Ram and Moghaddam, 2009a; b; Rahmati, 2006, 2007) , numerals , as well as historical manuscripts and inscriptions in different ancient languages Bulacu and Schomaker, 2007a; Panagopoulos et al., 2009; Schomaker et al., 2007) .
DATABASES FOR WRITER IDENTIFICATION AND VERIFICATION OF WESTERN SCRIPT
In this section the main databases used for writer identification and verification of handwritten Latin and other western scripts are addressed. The CEDAR letter was developed in the University of Buffalo (Cha and Srihari, 2000) , and is considered one of the first large databases developed for writer identification and verification of handwritten Latin scripts. The CEDAR Letter, as shown in Figure 1 , is concise (it has just 156 words) yet still each alphabet occurs in the beginning of a word as a capital and as a small letter in the middle and end of a word. In addition, it also contains punctuation, numerals, and some letter and numeral combinations (for example, ff, tt, oo, 00). The CEDAR letter was written by 1 000 individuals three times each. Noticeably, (Srihari et al., 2002) reported that the CEDAR letter was written by 1,500 writers.
The IAM-database (Marti and Bunke, 2002) consists of handwritten English sentences that are based on the Lancaster-Oslo/Bergen (LOB) corpus (Johansson et al., 1978) . The corpus is a collection of texts that comprise about one million word instances. The database originally included 1 066 forms produced by approximately 400 different writers, and was later extended to include 1 539 forms produced by 657 different writers. The database consists of full English sentences. Figure 2 shows a sample filled form of the IAM database. Due to its public availability, flexible structure, and large number of writers involved, the IAM database has been commonly used for Latin writer identification/verification by a number of researchers (Bensefia et al., 2005a (Bensefia et al., , 2005b Brink et al., 2008; Schomaker, 2006, 2007b; Helli and Moghaddam, 2009; Schlapbach and Bunke, 2004a; b; Schlapbach et al., 2005; Siddiqi and Vincent, 2007 .Researchers have used the IAM database alone Schlapbach and Bunke, 2007; Siddiqi and Vincent, 2008) other databases Schomaker, 2006, 2007b; Siddiqi and Vincent, 2009 ). The Firemaker dataset (Schomaker and Vuurpijl, 2000) consists of 1 008 scanned pages of handwritten Dutch texts written by 252 students, four pages each. Page 1 contains a copied text in natural writing style; Page 2 contains copied upper-case text; Page 3 contains copied forged text while Page 4 contains a self-generated description of a cartoon image in free writing style. The text to be copied has been designed to cover a sufficient amount of different letters from the alphabet while it still conveniently remains writable for the majority of writers. Figure 3 shows an example of Page 2. Since the Firemaker database was not publicly available for some time, it has been mostly used by the researchers in the University of Groningen Bulacu and Schomaker, 2005 Bulacu et al., 2003; Schomaker et al., 2003; Schomaker et al., 2007) with few exceptions (Maaten and Postma, 2005) . Lately, the Firemaker database has been publicly available (Int. Unipen Foundation, 2011) . It should be noted that Schomaker et al. have combined parts of the Firemaker database with parts of the IAM database to make a western script database of 900 writers Schomaker, 2006, 2007b; . Table 2 shows the databases used in writer identification and verification of handwritten text, the number of writers of each database, the language of the text, and published research work in which these databases are used.
Other public western handwritten databases used in writer identification/verification include the UNIPEN dataset, the Trigraph slant dataset, the HIFCD2 dataset, IRONOFF dataset, and the RIMES dataset. A brief description for each database follows next.
The UNIPEN project (Guyon et al., 1994 ) described a format and methodology for creating a database for online handwritten text from several countries and languages, and has organized the collection of more than 5 million handwritten characters of more than 2 200 writers. Offline images has been derived from the UNIPEN online database and has been used in writer identification Bulacu and Schomaker, 2005 Niels et al., 2007; Schomaker et al., , 2007 . The TriGraph Slant Dataset is a recent database that contains images for 47 writers of handwriting, produced under conditions of normal and disguised slant . The HIFCD2 database contains handwritten samples for the word "characteristic" and its equivalent Greek word written 45 times for each writer, for 50 total writers (Zois and Anastassopoulos, 2000) . The IRESTE On/Off (IRONOFF) dual handwriting database (Viard-Gaudin et al., 1999) contains French letters and words for 700 writers. It is dual in the sense that it contains both online data (pen trajectory) and offline data (digital images) for the same writing. The RIMES French database contains more than 5 600 real mails written by 1 300 writers completely annotated, as well as, secondary databases of isolated characters, handwritten words (300 000 snippets) and logos (Grosicki et al., 2008) . Figure 4 shows samples of the UNIPEN, TriGraph, HIFCD2, IRONOFF, and RIMES databases, respectively. As mentioned previously, all of these databases are available publicly for research purposes.
FEATURE EXTRACTION APPROACHES
Researchers used different types of features for writer identification. Some of these features are also used in automatic handwritten text recognition. This section presents the types of features that have been used in writer identification and verification. Features used by groups of researchers in writer identification and verification will be presented in conjunction followed by other researchers" work. Categorizing features by research group allows the reader to see the combination of features in their appropriate scope. It also indicates how these features are developed over time and the different applications or used data of these features.
Bensefia Bensefia et al., 2003a Bensefia et al., , 2005a used graphemes that are generated by segmenting handwritten text into graphemes to identify writers. These graphemes are then clustered using sequential clustering algorithm. Clustering is repeated and graphemes that fall in the same clusters in these repeated clustering are kept in these clusters. Graphemes that change clusters are kept in separate clusters. First-level graphemes, bi-grams and tri-grams are used. Bi-grams and tri-grams of graphemes are connected and features extracted. This technique is applied to two datasets containing different number of writers; a self-built database of 88 writers and 150 writers of the IAM database (Marti and Bunke, 2002) . Recognition rates on their own database of 93, 95.45 and 80% were achieved using first-level graphemes, bigrams, and tri-grams respectively.
Schomaker et al. used two level analysis for feature extraction; texture level and character-shape (allograph) level Bulacu and Schomaker, 2005 Bulacu et al., 2003 ; Franke et al., 2003; Niels et al., 2007; Schomaker et al., , 2003 Schomaker et al., , 2007 . At the texture level, they used contourdirection Probability Distribution Function(PDF) (p(), where  is the contour direction as shown in Figure 5 (a), contour-hinge PDF ((p ( 1 ,  2 ), where  1 ,  2 are the angles of the two sides of the hinge as shown in Figure 5 (b)), direction co-occurrence (p ( 1 ,  3 ), where  1 ,  3 are the angles with the horizontal-and vertical-run, as shown in Figure 5 (c)), the probability distribution of the white run lengths PDFs, and autocorrelation in horizontal scan. The contour-direction PDF features are assumed to capture orientation and curvature information, the contour-hinge PDF to capture the curvature of the contour, and the direction co-occurrence to measure the roundness of the written characters.
At the allograph level, graphemes were used. These features were initially applied to uppercase letters with success , and were later applied to cursive text. The handwriting was segmented at the minima in the lower contour with the distance to the upper contour close to the writing line thickness. The graphemes were extracted as connected components. For each connected component, its contour was computed using Moore"s algorithm (Gonzalez and Woods, 2007) .Inner contours were discarded. The PDF of these connected components (graphemes) was computed using a common codebook obtained by clustering the graphemes of the data. Figure 5 (d) shows an illustration of the used graphemes. K-means and Kohonen self-organization feature maps (Kohonen, 1989) were used to generate the code book.
In their research work, Shomaker et al. addressed both text-dependent and text-independent approaches for writer identification. They have concluded that textdependent approaches achieve high performance even with small amounts of data. However, this has limited applicability due to the need of specific text and human intervention . It is worth adding that having a successful text-independent writer identification system can correspondingly operate on dependent-texts without any major modifications to the system, and not vice versa. Schlapbach et al. used features that are normally used for text recognition (Schlapbach, 2007; Schlapbach and Bunke, 2004a , 2004b Schlapbach et al., 2005) . In one of their research works (Schlapbach and Bunke, 2004b) , they used Hidden Markov Models (HMM) for writer identification and verification by recognizing a text line, using a number of HMMs. They determined the identity of the writer by choosing the HMM of the writer that provided the best confidence measure of the recognized text line. As each HMM was trained with the data of one writer, the HMM that produced higher confidence measure for the text line identified the writer. For feature extraction, Schlapbach et al. used a sliding window which is commonly practice with HMM classifiers. A window of one pixel wide is shifted from left to right over the line of text. At each position, nine geometrical features are extracted; three global features and six local features. Global features represent the number of black pixels in the window, the center of gravity and the second order moment of the black pixels. The six remaining local features are the position and contour direction of the upper and lower-most pixels, the number of black-towhite transitions in the window, and the fraction of pixels between the upper and lower-most black pixels.
Srihari et al. used statistical features that are extracted at different levels of resolution (Srihari, 2000; Srihari et al., 2002; Srihariet al., 2007; Srihariet al., 2007; Tomai and Srihari, 2004; Zhang et al, 2003) . At the macro level, thirteen global features are extracted, that is to say, measures of pen pressure (entropy of gray values, grayvalue threshold, number of black pixels); measures of writing movement (number of interior contours, number of exterior curves); measures of stroke formation (number of vertical, horizontal, positive, and negative strokes); average line height and average slant per line; stroke width, and average word gap.
At the micro level, Gradient, Structural and Concavity features (GSC) are extracted. First, the image is divided n × m grids with equal number of foreground pixels for each of n rows, and equal number of foreground pixels for each of m columns. Then for each grid cell, the GSC features column vector is extracted. The gradient features are computed by convolving two 3 × 3 Sobel operators with the binary image. These operators approximate the x and y derivatives in the image data pixel position. The vector addition of the operators" output is used to compute the gradient of the image. Since the gradient is vector valued with magnitude and direction, only the direction is used in the computation of a feature vector, which is stored in a gradient feature map. A histogram of gradient directions is taken at each pixel of the region, where each histogram value corresponds to the count of each gradient direction in the region.
The structural features capture certain patterns embedded in the gradient direction map. These patterns are "mini-strokes" of the image. A set of 12 rules are applied to each pixel. These rules operate on the eight nearest neighbours of the pixel. Each rule examines a particular pattern of the neighbouring pixels for allowed gradient ranges. For example, rule S 1 states that if neighbour (N 0 ) and neighbour (N 4 ) of a pixel both have a gradient range of 61 to 150, then the rule is satisfied and its corresponding value in the feature vector is incremented by 1.The concavity features are the coarsest of the GSC set. They can be broken down into three sub-
(D) Figure 6 . Exemplar word image with 4 × 8 divisions using GSC .
classes of features: segment density, large strokes, and concavity shape. The full list of rules for the GSC features is shown in Table 1 . Figure 6 shows an example of the GSC features vector for the word "Medical" for 4 × 8 grid divisions. Siddiqi and Vincent (2007; divided each image into a large number of small sub-images using a window, and clustered these sub-images. They used these clusters as features. They also extracted the histograms of the chain code, the first and second order differential chain codes, and the histogram of the curvature indices at each point of the contour of handwriting. used a combination of local and global features These included pixel density, fixed point distance and angular measure, center of gravity, gradient features, height to width ratio, number of end-points, number of junctions, number of loops, and degree of slant. Ram and Moghaddam (2009a; b) used gradient features, grapheme features; connected components contours, area features, and a collection of local features. Said et al. (1998) used grey scale co-occurrence matrices. Franke et al. (2002) used co-occurrence features like energy, correlation, inverse difference moment, and entropy. Bar-Yosef used the ratio between the area of each dominant background set and the convex hull, and the aspect ratio of the enclosing ellipse . Mar and Thein (2005) used mean and standard deviation of Region of Interests (ROIs). Cha (2001) used sliding windows to extract both local and global features. Wang et al. (2003) used distribution of directional elements (gradient). Liu et al. (1995) used features derived from 2nd and 3rd order moments. Zois and Anastassopoulos (2000) used erosion and dilation function on the horizontal projection.
Researchers have also used image transformations as features. For example, Gabor filters were used in AlDmour and Zitar (2007), Cong et al. (2002) , He and Tang (2004) , Helli and Moghaddam (2008a; , Liu et al. (1995) , Said et al. (1998) , Shahabi and Rahmati (2006; , Siddiqi and Vincent (2008) , Ubul et al. (2008) Zhu et al. (2000) , wavelet transforms in Gazzah and Ben (2006; , b) and contourlet transformations in .
It is worth noting that some of the same successful feature extraction techniques have been used by different research groups. For example, taking the histogram of the pixel angle was originally applied for writer identification by both Srihari (2000) and Schomaker et al. (2003) , and since then was used by their own research groups as shown previously and by other researchers (Al-Ma"adeed et al., 2008; Li and Ding, 2009; Ram and Moghaddam, 2009a, b; Wang et al., 2003) .
Measuring slant (at least at the pixel level) using gradient distributions, although there have been experimental results that question the effect of slant on writer identification/verification . Using parts of letters (graphemes) was originally applied by Benesefia et al. (2002) , and since then has been implemented by different researchers as well (Al-Ma"adeed et al., 2008; Bulacu and Schomaker, 2006; Ram and Moghaddam, 2009b; . Table 3 details the published work of writer identification and verification including used features, classifiers and best reported top-1 accuracy results. Some resear-chers tried their writer identification system on multiple databases, and hence more than one accuracy result is reported per publication. For more information about the used databases, readers are referred to Table 2 . Gazzah and Ben (2006 
CLASSIFICATION APPROACHES
The research of writer identification and verification used different classifier approaches. Friedman et al. (1999) categorize classifier types into five kinds; minimum distance classifiers, statistical classifiers, neural networks, fuzzy classifiers, and syntactic classifiers. Using this categorization, this section addresses the (2008) x and y co-ordinates, the directions of x and y co-ordinates, the curvatures of x and y coordinates and the Pen-up or Pen-down information. Bar-Yosef et al. (2007) The ratio between the area of the background and the convex hull. The aspect ratio of the enclosing ellipse. Concavity features. Ellipse aspect ratio. Moment features.
Euclidean distance and Linear Bayes classifier DB28 34 20 characters/wr Dep. 100.0 classifier types used in writer identification and verification.
Minimum distance classifiers
Minimum distance classifiers classify a new pattern by measuring its distance from the test sample to the training patterns and choosing the K-nearest classes to which the nearest neighbors belong (Friedman and Kandel, 1999) . Various distance measures have been attempted; with the Euclidean distance measure remains the most commonly used distance measure for writer identification and verification. Researchers who used the Euclidean distance measure include Al-Ma"adeed et al., 2008a; Al-Ma"adeed et al., 2008b; Bar-Yosef et al., 2007; Bulacu and Schomaker, 2005; Bulacu et al., 2003; Cong et al., 2002; Matsuura and Qiao, 1989; Siddiqi and Vincent, 2009; Srihari et al., 2002; Ubul et al., 2008; Wang et al., 2003; . By adding weights to each feature value, researchers also used the weighted Euclidean distance measure (Al-Dmour and Zitar, 2007; He and Tang, 2004; Li and Ding, 2009; Mar and Thein, 2005; Said et al., 1998; Rahmati, 2006, 2007; Zhu et al., 2000) . Other used distance measures for writer identification/verification include: square Euclidean distance ), Manhattan also known as city block -distance measure Liu et al., 1995; Srihari and Ball, 2008, 2009; Srihari et al., 2007a; Srihari et al., 2007b; Tomai and Srihari, 2004) , X 2 distance measure Brink et al., 2010; Bulacu and Schomaker, 2006 Bulacu et al., 2007a; Bulacu et al. 2007b; Schomaker et al., 2003; Rahmati, 2006, 2007; Siddiqi and Vincent, 2009 ), a modified version of the  2 distance measure (Li and Ding, 2009 ), Chebechev distance measure , Hamming distance measure Bulacu and Schomaker, 2006 ,
Other classifiers
Researchers have also used neural networks (Gazzah and Ben, 2006 Ram and Moghaddam, 2009a; Zois and Anastassopoulos, 2000) , fuzzy classifiers (Ram and Moghaddam, 2009b; Tan et al., 2008) .Structural classifiers are used less frequently and with less significant accuracy results (Helli and Moghaddam, 2010) .
WRITER IDENTIFICATION AND VERIFICATION OF ARABIC TEXT
Writer identification and verification of Arabic text is still considered a fresh field but seems to be getting a strong momentum lately. To the best of the researchers" knowledge, only limited number of researchers has addressed writer identification and verification of Arabic text. In the following section, we will address the databases used in writer identification and verification of Arabic text then a survey of writer identification and verification of Arabic text follows. In addition, research of writer identification and verification for Persian (Farsi) text was also addressed due the similarities of Arabic and Farsi text.
Databases used in writer identification of Arabic text
The IfN/ENIT database (Pechwitz et al., 2002a; El Abed and Märgner, 2007a) , 2011 Märgner et al., 2005) . Due to its public availability, researchers have also used the IfN/ENIT database for writer identification of Arabic text although it is limited to city names and thus contains limited vocabulary. Figure 6 shows an example of a filled form of the IfN/ENIT database. Al-Ma"adeed et al. presented the AHDB (Al-Ma"adeed et al., 2002) , which contains Arabic words and texts written by one hundred writers. It also contains the most popular words in Arabic, as well as, sentences used in writing checks with Arabic words. Finally, it contains free handwriting pages in a topic of interest to the writer. The form was designed in five pages. The first three pages were filled with ninety-six words, sixty-seven of which are handwritten words corresponding to textual words of numbers that can be used in handwritten cheque writing. The other twenty-nine words are from the most popular Awaida and Mahmoud 459 words in Arabic writing. The fourth page is designed to contain three sentences of handwritten words representing numbers and quantities that can be written on cheques. The fifth page is lined, and designed to be completed by the writer in freehand on any subject of his choice as shown in Figure 8 . Further information, like the availability of the dataset, is not clear from the authors" published work. Al-Ma"adeed et al. used their database for Arabic writer identification in (Al-Ma"adeed et al., 2008a; b) . Srihari et al. used a much smaller database for writer identification of Arabic handwritten text prepared from 10 different writers, each contributing 10 different full page documents in handwritten Arabic for a total of 100 documents. Gazzah and Ben (2006 designed their own Arabic letter database, which contains 505 characters, 15 numerals and 6 punctuations. The choice of the letter contents was made to ensure the use of the various internal shapes of the letter within a sub-word (isolated, initial, middle and end). Handwriting samples of 60 persons were collected. Each person was required to copy the same letter three times: two samples were used for training and the other for the testing; a total of 180, A4 format sample pages. Finally, Table 2 shows a summary of handwritten text databases used for writer identification.
Writer identification and verification of Arabic text
In this section we present a survey of research of writer identification and verification of Arabic text. It is to be noted that most of the efforts of writer identification and verification of Arabic text are based on the techniques that were used for English text. Most of the features and classifiers were previously used for writer identification of English text. Since Persian (Farsi) text is similar to Arabic, research of writer identification and verification of Persian text will also be presented.
Researchers used a combination of global and structural features (Average line height, Spaces between sub-words, inclination of the ascender, height and the width of each diacritic dot) along with a multilayer perceptron (MLP) classifier (Gazzah and Ben, 2006) . They reported an accuracy of 94.73% for 60 writers. used a 2D discrete wavelet transforms for feature extraction along with the MLP classifier with a reported accuracy of 95.68% on the same database. In their latest report work, Support Vector Machines (SVM) classifier was used where they showed that MLP provided slightly better results than SVM . used the IFN/ENIT dataset (Pechwitz et al., 2002) , which is limited to Arabic town and city names. For tests involving 350 writers, they reported a best accuracy of 88%. They concluded that the identification and verification results obtained on Arabic text cannot be numerically compared with previous results for Western script because the experimental datasets are different (in terms of the amount of ink contained in the samples among others). They also indicated that the results obtained on Arabic text are generally lower than the ones obtained on Western script. Abdi et al. (2009) used the IFN/ENIT dataset, but with only 40 writers (Pechwitz et al., 2002) . Using statistical features (the length, height/width ratio, and the curvature of the strokes to calculate various probability distribution function (PDF) feature vectors ) along with Euclidean, Manhattan, and Mahalanobis distance measures and the Borda count ranking algorithm, they reported a top-1 accuracy of 92.5%.
Al-Dmour and Zitar (2007) presented a technique for feature extraction based on hybrid spectral-statistical measures (SSMs) of texture. Correct identification of 90% was reported using Arabic handwriting samples from 20 different writers. Al-Ma"adeed et al. used edge-based statistical features to recognize Arabic handwritten words (Al-Ma"adeed et al., 2008a; b) . They used their own generated database as described previously. Some of the phrases scored a Top-10 result of more than 90% accuracy, whereas shorter words scored around 50% accuracy for 100 writers. used a dataset of 10 different writers, each contributing 10 different full page documents in hand written Arabic for a total of 100 pages. Using macro-and micro-features along with likelihood ratio computation, they reported 86% accuracy.
Persian, also known as Farsi, handwriting is very similar to Arabic in terms of strokes and structure. Therefore, a Persian writer identification system can also be used for identification of Arabic text. Farsi character set comprises all of the 28 Arabic characters plus four additional ones, shown in Figure 9 . Similar to Arabic, Persian writer identification and verification has been increasingly popular lately. Rahmati (2006, 2007) used features based on Gabor filters for feature extraction, and different distance measures (Euclidean, Weighted Euclidean, and X 2 distance) for classifiers. Their latest work reported a top-1 accuracy of 82.50% for 40 writers. Moghaddam (2009a, 2009b ) used gradient and grapheme features and tested them on a database of 50, writers 5 pages per writer and reported top-1 accuracy of 94.0%. Helli and Moghaddam (2008a ) used modified Gabor filters for feature extraction and tried different classification techniques for identification. They used a database of 100 writers, 5 pages per writers. The volunteer was free to write anything in the pages, and hence their approach was text independent. They reported top-1 accuracy of 98% for all 100 writers. Quite interestingly, they tried their system on the IAM database (Marti and Bunke, 2002) for 30 writers (7 pages per writer) and reported top-1 accuracy of 94.4%. Since the databases are different, hence their results cannot be compared. Therefore, no conclusion can be drawn based on Latin/Farsi text although the general understanding is that Latin text gives better identification rates. We think that the used data for Arabic text writer identification does not match in representation and naturalness the databases of Latin text.
CONCLUSIONS AND FUTURE DIRECTIONS
In this paper we presented the state of the art in writer identification and verification of Latin and western texts, the databases used, the feature extraction approaches, and the classifier approaches. The state of the art was grouped by addressing the research work publications of different research groups due to similarities in used features and classifiers. This grouping helps in showing each group"s own improvement over time and related to other groups. The published research work was tabulated indicating the used features, the classifiers, the databases used, the best identification rates of each publication, the number of writers and the year of publication. This makes it easier to compare the research work of the different researchers. Tabulation was included for the used databases, the number of writers, samples, etc. This indicates the large number of publications on this topic and increasing number of researchers working in this area.
The paper presented a survey of writer identification and verification of Arabic text. Comparing the work on Arabic text with Latin indicates that limited number of researchers is involved in writer identification of Arabic text. In addition, comparing features and classification approaches indicates that most of the work on Arabic text is based on features and classifiers used for English. For Arabic, most of the databases are researcher generated for their own research with the exception of the IEF/ENIT database, which consists of city names. So far there is no Arabic text database that is freely available, for writer identification of Arabic text. It is clear that the published work related to Arabic text has lower accuracy than Latin. We cannot conclude that Arabic text is less identifiable than Latin text, although, the general understanding in that Latin text gives better identification rates. We think that the used data for Arabic text writer identification does not match in representation and naturalness of the databases of Latin text. The used databases are selfgenerated (with embedded limitations in size and comprehensive) or the IEF/ENIT, which consists of city names in which researchers had to concatenate a number of city names to make an Arabic text. This is neither a good representation of Arabic text nor comprehensive. To reach to a real conclusion about this issue, more research work needs to be conducted using a more representative and natural databases of Arabic text and use features that take advantage of the characteristics of Arabic text like diacritics, dotted characters, the writing line, etc.
We expect this to change with time. There is a need for an Arabic text database with large number of writers for writer identification and verification. It is also about time that researchers of writer identification and verification of Arabic text design features that are novel and that take the characteristics of Arabic text into considerations. Researchers, as shown above, have indicated that techniques for Latin techniques give lower rates when applied to Arabic due to some characteristics of the language.
There is a need for establishing research groups for Arabic text recognition and identification. This will enable building resources that the research community can utilize. We hope this survey of writer identification of Arabic text, although, limited due to limited publications on Arabic, encourages more researchers to contribute.
