In this paper, we show that the parallel connection of two matroids and the elementary quotient of a matroid can be obtained directly from the lattice of flats of the original matroids using join congruence relations.
Introduction
Recall that every matroid corresponds to a unique geometric lattice, whose elements are the flats (closed sets) of the matroid. In this paper we begin a program to examine congruence relations on geometric lattices. Our goal is to understand which matroid constructions can be realized by forming quotients mod congruence relations in the sense of universal algebra. Matroid terms not explicitly defined in this paper can be found in James Oxley's book, Matroid Theory [6] ; lattice theoretic terms not defined here can be found in Birkhoff [1] or White [7] ; for universal algebra terms and operations, see Cohn [3] . We would like to thank Joe Bonin for some very helpful conversations about this paper.
Parallel Connection
Our construction of the parallel connection of two matroids will arise from join congruence relations (the term will be defined later) on direct sums of geometric lattices. The direct sum L 1 ⊕ L 2 of two lattices L 1 and L 2 is formed by taking as elements ordered pairs (F 1 , F 2 ), where F i is an element of L i . Then (F 1 , F 2 ) ≤ (G 1 , G 2 ) if and only if F i ≤ G i in L i , i = 1, 2. In the case of geometric lattices L 1 and L 2 corresponding to matroids M 1 and M 2 with disjoint ground sets, the flats of the direct sum matroid M 1 ⊕ M 2 are {F 1 ∪ F 2 : F i ∈ L i }, ordered by set inclusion. The lattice L 1 ⊕ L 2 is isomorphic to the lattice of flats L(M 1 ⊕ M 2 ) of the direct sum of the matroids. We will continue to use L i to stand for the lattice of flats of a matroid M i , and we will identify L 1 ⊕ L 2 with L(M 1 ⊕ M 2 ) when doing so should cause no confusion.
To introduce the parallel connection, let us recall the case of graphs: Given two graphs G 1 and G 2 , let p i be an edge of G i with a specified orientation. Then the parallel connection of the two graphs is obtained by identifying p 1 and p 2 so that their directions agree. We call this identified edge p.
Definition (Brylawski) Given two matroids M 1 and M 2 on disjoint ground sets and elements p i of M i , their parallel connection, P (M 1 , M 2 ), is the matroid with the following collection of circuits:
where C(M i ) is the set of circuits of the matroid
The set F P of flats of the parallel connection of the matroids M 1 and M 2 has been described by Brylawski [2] :
where F i ∈ F(M i ), which is the set of flats of M i for i = 1, 2. In other words, the flats of the parallel connection are unions of flats of the constituent matroids, where each flat contains one of the elements being paired (in which case, p replaces p 1 and p 2 ), or neither does. In a sense, we get the lattice of the direct sum excepting the elements F where p i ∈ F for i = 1 or 2, but not both. How, then, can we get from the direct sum lattice to the desired lattice of the parallel connection?
Consider the following partition of the lattice of the direct sum:
• Any flat not containing p 1 or p 2 is in a block by itself.
• Any flat F containing one of p 1 or p 2 is in a block with the smallest flat containing all of p 1 , p 2 , and F.
The partition gives an equivalence relation θ p on the elements of the lattice of the direct sum. We can write this equivalence relation in more concise lattice theoretic notation:
x ≡ y(mod θ p ) if and only if they are equal or 1. each contains p 1 or p 2 , and
This equivalence relation is a join congruence relation:
Definition A join congruence relation in a lattice L is an equivalence relation θ which has the following property:
The equivalence relation θ p is a join congruence relation.
Proof: To see that it is a join congruence relation, suppose x ≡ y. We must show that x ∨ a ≡ y ∨ a for any element a ∈ L. Let a ∈ L and suppose x = y. Then x ∨ a = y ∨ a, so they are also equivalent. If x and y are not equal, then they must satisfy conditions 1 and 2 above. Then
, so taking the join of each side with a, we have
The equivalence classes of a join congruence relation form a join semilattice. We may write the join operation as a∨b = a ∨ b, where a represents the θ-equivalence class of a. The partial order associated with this join operation is a ≤ b if and only if every element of a is less than or equal to some element of b in the original lattice (Birkhoff [1] ).
A finite join semilattice with a least element is in fact a lattice in which x∧y is the join of the elements below both x and y. Thus, given a finite lattice L and a join congruence relation θ, there is a lattice L/θ of equivalence classes.
We formed the particular join congruence relation θ p by considering the flats of the direct sum which we also find in the parallel connection. Thus we know we have a lattice which has a natural bijection with the lattice of flats of the parallel connection. In fact, the lattice we have constructed is the lattice of the parallel connection.
Theorem 2 The lattice of flats of the parallel connection is isomorphic to
Proof: First, we make explicit the bijection between the equivalence classes of (L 1 ⊕L 2 )/θ p and the flats of the parallel connection. Recall that (L 1 ⊕L 2 ) consists of flats of the form F 1 ∪ F 2 , where F i ∈ L i . The join congruence relation θ p groups these flats into equivalence classes, each with a unique top element (the element of highest rank in the equivalence class). We denote by x the equivalence class whose top element isx. Note that there is an element in the parallel connection containing all of the same elements asx, except that p 1 and p 2 are replaced by the single element p. We shall define the map f to take x to this corresponding element of the parallel connection. Any equivalence class containing a flat of (L 1 ⊕ L 2 )/θ p which contains neither p 1 nor p 2 (which is then a singleton) is mapped to the unique flat it contains. This map is onto because every flat of the parallel connection has a counterpart in (L 1 ⊕ L 2 )/θ p , with p replaced by p 1 and p 2 . The map is one-to-one, since if f (x) = f (y), then the top element of x is the same as the top element of y, so x = y. Hence we have a bijection. Now we will show that the map f and its inverse are order-preserving. If x < y, then each element of x is less than some element of y. Thusx is less than some element of y, hence is less thanŷ, so f (x) < f (y). If f (x) < f (y), thenx <ŷ. Thus every element of x is less thanŷ, so x < y.
The fact that this bijection is order-preserving shows that we have an isomorphism of ordered sets and hence of lattices.
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As a consequence of this theorem, we may compute the join of two flats in the parallel connection by first forming their join in the direct sum and then computing the image of this join under the congruence relation.
Note that the congruence relation θ p has the effect in the lattice of identifying the points p 1 and p 2 . In other words, if we "pinch together" points p 1 and p 2 and then make only those identifications necessary to meet the requirements for a join congruence relation, we get the relation θ p .
Let us now consider what this operation tells us about matroids. We saw above that, given two matroids, the lattice of their parallel connection is found by using both the direct sum and a join congruence relation. Now suppose we take an arbitrary geometric lattice which, of course, corresponds to a matroid. If we choose any two points to be p 1 and p 2 and use the relation θ p , will we always get a geometric lattice back? The answer turns out to be no. The situations when we get geometric lattices fall into two main classes, which are very different from each other, and so we treat them as two separate cases below:
Theorem 3 The join congruence relation θ p given by identification of two points, p 1 and p 2 , in a geometric lattice L, where p 1 and p 2 lie together on a two-point line, will yield a geometric lattice if and only if L is decomposable into the direct sum of lattices and the two points are from different components of the sum.
Proof: (⇐) This is the operation of parallel connection of the matroids associated with the smaller lattices.
(⇒) Assume that identification of two points gives a geometric lattice, but that L is not decomposable into a direct sum. Then there is some p 1 ∨p 2 , a 1 , a 2 , ..., a k 
Theorem 4
The join congruence relation θ p given by identification of two points, p 1 and p 2 , in a geometric lattice L, where p 1 and p 2 lie together on a line with three or more points, will yield a geometric lattice if and only if the line contains at least four points and, for every flat F which contains either p 1 or p 2 but not both, F − {p 1 , p 2 } is also a flat. If the lattice is geometric, then it is the lattice of the matroid M − {p 1 , p 2 }, the deletion of points p 1 and p 2 .
Proof: (⇐) Let f : L → L(M − {p 1 , p 2 }) be the map given by f (x) = x − {p 1 , p 2 } wherex is the top element of the equivalence class of x under the join congruence relation θ p . Recall that x ≡ y if and only ifx =ŷ. Now f (x) = f (y) if and only ifx − {p 1 , p 2 } =ŷ − {p 1 , p 2 }. If neither p 1 nor p 2 is inx orŷ, thenx =ŷ. Suppose neither p 1 nor p 2 is inx but at least one is inŷ. Then both are flats andx =x − {p 1 , p 2 } is a flat. However, sincex ∨ {p 1 , p 2 } =ŷ is a flat, it contains the other points on p 1 ∨ p 2 (there are at least two of them) and so it contains p 1 and p 2 after all. Hencex =ŷ. Ifx andŷ both contain one of p 1 or p 2 then both contain both p 1 and p 2 sox =ŷ. Thus if f (x) = f (y) then x ≡ y.
Now suppose x ≡ y, sox =ŷ. Then f (x) = f (y). Therefore x ≡ y if and only if f (x) = f (y). Thus f is a mapping whose kernel is a join congruence relation so it is a homomorphism. Now suppose z is a flat of M ′ = M − {p 1 , p 2 }. Let P (z) be the set of points of z. Now P (z) is also a set of points of M , and M {P (z)} (the join in M of P (z)) is a flat of M . But by the definition of deletion, z = M ′ {P (z)} = M {P (z)} − {p 1 , p 2 }. If we can show that M {P (z)} − {p 1 , p 2 } = M {P (z)} − {p 1 , p 2 } = z, then we will have shown that f is onto.
If both p 1 and p 2 are in M {P (z)}, then M {P (z)} = M {P (z)} and
If p 1 ∈ M {P (z)}, but p 2 ∈ M {P (z)}, then there exists a flat w with w ∪ {p 1 } = M {P (z)}. But w = M {P (z)} − p 1 contains all points that z contains since p 1 ∈ P (z). Therefore, M {P (z)} = w and M {P (z)} does not contain p 1 after all, a contradiction. Therefore, in all cases,
by the first isomorphism theorem (see Cohn [3] , p. 60).
(⇒) Suppose that p 1 and p 2 lie together with p 3 on a three-point line. Then the equivalence class containing p 1 ∨ p 2 ∨ p 3 covers only one element, the equivalence class containing p 3 and so L/θ p is not a point lattice.
Suppose p 1 and p 2 are on a line with at least four points, but for some flat F , with p 1 ∈ F , p 2 ∈ F , F − p 1 is not a flat of the original lattice. Note that F ≡ F ∨ p 1 ∨ p 2 (mod θ p ), and the equivalence class which contains them will have rank in L/θ p equal to the rank of
. Note also that there is some flat F ′ which is covered by F and does not contain p 1 . There is some other point e in F − F ′ since removing p 1 alone does not give another flat. Note that both {F ′ } and {e} are singleton equivalence classes, so that the rank of {F ′ } and {e} in L/θ p is the same as the rank of F ′ and e in L. In the lattice L/θ p , {F ′ } ∨ {e} = the equivalence class of F (which we observed has higher rank than F ), but this does not cover {F ′ }. Hence the lattice is not semimodular. 2
Quotients and Modular Cuts
Recall that a matroid Q is a quotient of the matroid M if there is a matroid N such that, for some subset X of the ground set of N , M = N \X and Q = N/X. We shall show how elementary quotients, i.e., those in which X is the single element e arise from join congruence relations. Given a matroid M , we can find an elementary quotient of M by extending M by an element e and then contracting the same element e. This process is not unique, however, since there is more than one way to extend M by the element e. We can tell the various extensions apart by their effects on the collection of flats of M . In particular, we can describe a single-element extension by identifying the set of flats F in M for which F ∪ e is a flat of the extension N and r N (F ∪ e) = r M (F ).
Definition Given a matroid M , a modular cut M of M is a set of flats F with the following properties:
Crapo showed that there is a one-to-one correspondence between singleelement extensions and modular cuts (Oxley [6] ). The elementary extension corresponding to a given modular cut M is denoted M + M e. The elementary quotient is then denoted (M + M e)/e.
It is easy to check that, given a flat F , the set of all flats containing F is a modular cut. This special type of modular cut is a principal modular cut. The elementary quotient which corresponds to a principal modular cut is called a principal truncation and denoted T F (M ). In order to identify the set of flats of the principal truncation, let us begin by recalling that the collar is the set of flats G of M in which G ∈ M and G is covered by an element of M. Each element of the collar is covered by a unique element of M. In the case of a principal modular filter of all flats containing the flat F , the unique flat in M covering an element G of the collar is F ∨ G. The set of flats of (M + M e)/e is {G : G is a flat of M and G is not in the collar}.
Now we partition the lattice L of M much as we did in the case of the parallel connection. This time, put each element of the collar in a block with the flat of M that covers it. Each flat not in the modular cut and each flat in the modular cut which does not cover an element of the collar will be in a block by itself. Note again that each class of the partition has a unique top element. This partition is the equivalence class partition of a join congruence relation, θ F , which we now describe.
Definition Let M be a principal modular cut generated by the flat F . We define x ≡ y(mod θ F ) if and only if x and y are equal or 1. each of x and y is in either the collar or the modular cut, and 2. x ∨ F = y ∨ F .
Lemma 5
The equivalence relation θ F is a join congruence relation.
Proof: Suppose x ≡ y. We must show that x ∨ a ≡ y ∨ a for any element a ∈ L. This is clear for the case where x = y. If x and y are not equal, then they must satisfy conditions 1 and 2 above. Then x ∨ F = y ∨ F , so taking the join of each side with a, we have x ∨ a ∨ F = y ∨ a ∨ F . If x is in the modular cut, then so is x ∨ a. If x is in the collar, then it is covered by some element z of the modular cut. Let w be the element x ∨ a. Then either w ∧ z = x or w ≥ z. If w ≥ z, then w is in the modular cut. If w ≥ z, then w ∧ z = x, and w ∨ z is in the modular cut. Since z covers x, w ∨ z covers w, so if w is not in the modular cut, then w is also in the collar. Hence, both x ∨ a and y ∨ a satisfy condition 1 above, so x ∨ a ≡ y ∨ a. 2
As in the case of the parallel connection, the join congruence relation applied to the appropriate lattice yields the lattice that we are interested in:
Theorem 6 The lattice of flats of the principal truncation T F (M ) is isomorphic to L/θ F .
Proof: Here we again have a bijection that we wish to make explicit. We let f (x) be the top element of the equivalence class x. The map f is oneto-one and onto, since the flats of the principal truncation are exactly the top elements of equivalence classes. We can use exactly the same argument as in the proof of Theorem 2 to show that the map f and its inverse are order-preserving. Hence, the lattices are isomorphic.
Note that θ F , when applied to a geometric lattice, always yields a geometric lattice since every principal modular cut gives rise to a principal truncation.
The congruence relation θ F works only for principal modular cuts. However, with slight modification, we can create a similar join congruence relation θ M for non-principal modular cuts. In fact, it corresponds to the partition described above.
Definition Let M be a modular cut. We define x ≡ y (mod θ M ) if and only if x and y are elements of the following partition of the lattice L of M :
• Each element of the modular cut is in a block with those elements of the collar which it covers.
• Each element not affected by (1) is in a block by itself.
The only difference is that we do not have such a concise way to write this as we did before, since there is no single flat F which defines the modular cut. Note, however, that for the same reasons as above, this is a join congruence relation which always yields a geometric lattice when applied to a geometric lattice. In a way similar to the argument above, we can show that:
Theorem 7 For any elementary quotient Q of a matroid M , if M is the modular cut that defines Q, then the lattice of flats of the quotient L(Q) is isomorphic to L(M )/θ M .
We have seen that every quotient can be realized using a join congruence relation. Although not every join congruence relation which yields a geometric lattice gives a quotient, we can characterize when it does. A meet-closed subset Q of a geometric lattice L is a quotient if Q is a geometric lattice under the restriction of the order in L to Q and for each point p of L either p ≤ 0 Q or p ≤ some point of Q. (Higgs [5] )
Lemma 8 The top elements of equivalence classes of a join congruence relation form a meet-closed set.
Proof: Suppose x and y are top elements, but x ∧ y is not. Then x ∧ y ≡ z for some z > x ∧ y. If z ≤ y, then x ∧ y ≡ z implies y ≡ z ∨ y, where z ∨ y > y. Contradiction. It cannot be the case that z ≤ x and z ≤ y since then z = x ∧ y. Hence x ∧ y is also a top element.
This leads to the following result:
Theorem 9 If a join congruence relation θ applied to a geometric lattice L yields a lattice L/θ which is geometric, then L/θ is a quotient if and only if the equivalence class containing each point p is either a point or the 0 of L/θ p .
