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Abstract
Deep Learning (DL) methods show very good perfor-
mance when trained on large, balanced data sets. How-
ever, many practical problems involve imbalanced data sets,
or/and classes with a small number of training samples.
The performance of DL methods as well as more traditional
classifiers drops significantly in such settings. Most of the
existing solutions for imbalanced problems focus on cus-
tomizing the data for training. A more principled solution
is to use mixed Hinge-Minimax risk [19] specifically de-
signed to solve binary problems with imbalanced training
sets. Here we propose a Latent Hinge Minimax (LHM) risk
and a training algorithm that generalizes this paradigm to
an ensemble of hyperplanes that can form arbitrary com-
plex, piecewise linear boundaries. To extract good features,
we combine LHM model with CNN via transfer learning.
To solve multi-class problem we map pre-trained category-
specific LHM classifiers to a multi-class neural network and
adjust the weights with very fast tuning. LHM classifier en-
ables the use of unlabeled data in its training and the map-
ping allows for multi-class inference, resulting in a classi-
fier that performs better than alternatives when trained on
a small number of training samples.
1. Introduction
Many real binary classification problems involve imbal-
anced classes, for example object detection in vision and
fraud detection in security. In such problems it is easy to
collect background data, while data representing the tar-
get class is rare or hard (expensive) to obtain. The major-
ity of existing powerful classifiers (e.g., SVM, Neural Net-
works, including deep ones) assume balanced training sets
and when trained on imbalanced sets show degraded classi-
fication performance.
Deep Neural Networks have recently shown very im-
pressive performance in large-scale multi-class problems
[14, 25, 23, 24]. However, these models require very large
number of labeled training samples and their performance
drops rapidly when the training set size gets smaller. Note
that the requirement of large labeled sets is expensive in
terms of data collection and training time. In practice,
many learning problems require rapid inference from small
amounts of data.
The aim of this work is to develop powerful and fast clas-
sifiers that improve in both tasks: 1) training in imbalanced
setting that involve a small number of positive training sam-
ples and a large number of negative data points; 2) multi-
class problems with a small number of labeled samples.
We follow the paradigm introduced in [20] that combines
hinge risk for the smaller class and minimax risk [16, 10] for
the larger class to address imbalanced classification prob-
lems. The mixed risk was used to train linear and kernel hy-
brid classifiers in [20]. Unfortunately, while being well un-
derstood and fast, linear classifiers do not solve all machine
learning problems. Kernel methods show good classifica-
tion results for highly non-linear problems, but they suffer
from long running time and are not scalable to large tasks.
To address these issues, [19] derived a hinge-minimax risk
and an efficient training algorithm for intersection ofK pos-
itive halfspaces. Such an intersection forms a convex set
which limits the applicability of the classifier.
In this work, we generalize the hinge-minimax risk for
an ensemble of linear classifiers, that can form arbitrary,
piece-wise linear boundaries. We propose a training algo-
rithm that minimizes this risk by simultaneously discover-
ing the convex components in the positive class and build-
ing K-hyperplane models to separate each component from
the negative class. The learning is done by alternating be-
tween finding the best partition of the data into hidden com-
ponents and updating the model over this partition. We call
our novel classifier the Latent Hinge Minimax (LHM) clas-
sifier, as it discovers the latent structure in the data and em-
ploys the Hinge-Minimax paradigm.
We show that in imbalanced setting the proposed LHM
classifier outperforms other combinations of hyperplanes,
including Neural Network (NN) with an equivalent archi-
tecture (NN can be viewed as a combination of hyper-
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planes). The robustness of LHM to imbalanced problems
can be explained by the use of the minimax risk [16, 10],
that serves as a regularizer in training (since it utilizes the
statistics of the entire class, as opposed to learning from
small batches of examples).
The LHM training procedure is designed for binary
problems. To apply it in a multi-class setting, we build
one-against-all classifiers for all classes and combine them
in a single model by mapping class specific LHM models
to a multi-class NN with a matching architecture (see Sec-
tion 4.2). We then use the cross-entropy loss to adjust the
weights in the resulting LHM-NN combination.
To solve classification problems with a small number
of training examples, it was suggested (e.g.,[5, 7, 17]) to
combine a pre-trained CNN (trained on a much larger train-
ing set for a related classification problem) for feature ex-
traction, with a classifier for the target problem. Such an
approach was also referred to as transfer learning. If the
classifier is implemented as a neural network, it enables an
end-to-end training, which usually improves the results. We
show that using LHM-NN in the transfer learning settings
has significant benefits compared to NN, in both classifica-
tion accuracy and training efficiency. The improved accu-
racy stems from the ability of LHM model to learn from
unlabeled data. The fast convergence of the LHM-NN (just
a handful of epochs) is due to a very good initialization of
the upper layers with class specific LHM classifiers. Note
that class specific LHM models can be trained in parallel
while a distributed training of fully connected layers in NN
is far from being trivial. Moreover, adding a new class to
LHM-NN is fast and easy: train a classifier for the new
class, map it to the corresponding LHM-NN architecture
and run a very fast fine-tuning. Similarly to [15], which
considered the transfer learning for the n+ 1 category from
a fully trained n-category classifier, we use only a handful
of training samples for tuning it. In contrast to [15], we do
not restrict the new classifier to belong to the span of the
previously learned n classifiers. This allows us greater flex-
ibility in adding a new, non-related class to the multi-class
model.
The method proposed here is different from the one-shot
learning approach [12, 22], which attempts to find a map-
ping between target and source examples and apply it to the
examples or to the model. LHM classifier learns the target
concept from its examples, leveraging from unlabeled data
in modeling the background statistics.
2. Background
We first address the settings in which the positive la-
beled class is much smaller then the negative class. It was
shown that hinge loss [26, 29, 1, 2, 11] is computationally
appealing when there are fairly small number of training
samples, thus it could be used to measure the positive class
risk within imbalanced problem settings. Alternatively, the
minimax risk [16, 10] upper bounds the distribution that
generates the instances-labels examples in the world. This
approach is computationally appealing when there are (in-
finitely) many training examples, since it only utilizes their
statistical properties, such as mean and covariance. Conse-
quently, it could be employed as the negative class risk.
In this work we derive a mixed risk and an efficient train-
ing algorithm for a more general ensemble of hyperplanes.
Our approach builds upon the mixed risk for the intersec-
tion of K-hyperplanes [19] which is briefly summarized in
section 2.1.
2.1. K-hyperplane Hinge-Minmax Classifier
Let (x, y)∼D be a joint distribution of samples x ∈ Rn
and labels y ∈ {−1, 1}. Let Dneg be a marginal distri-
bution of samples over the negative labels, and µ and Σ
be its mean and covariance respectively. For simplicity, un-
less stated otherwise, for a linear classifier w which predicts
y = sign(wTx), we assume that b = 0 (or absorbed by w).
Let wj , j = 1, ..,K denote K hyperplanes. Let W be a
K × d matrix with wj as its jth column. A K-hyperplane
Hinge-Minmax classifier (KHHM) is an intersection of pos-
itive half-spaces defined by these K hyperplanes.
Let X+ , {x ∈ X : y = 1}, and X− , {x ∈ X :
y = −1} denote the positive and negative training sets cor-
respondingly and let m+ be the size of X+ and m− be the
size of X−. Let µˆ and Σˆ be the mean and covariance of
Dneg , estimated using X−. The KHHM training algorithm
in [19] minimizes the empirical risk:
L(WKHHM) = L
M,−1
X− (W ) + L
H,1
X+ (W ) (1)
where LM,−1X− (W ) = supz∼Z(µˆ,Σˆ) Pr(z ∈ Q) is the min-
imax risk over the negative labels inside the intersection
Q , {x : WTx ≥ ~0 (the zero vector)}. It was shown
in [19] that
sup
z∼Z(µ,Σ)
Pr(WT z > ~0) =
1
1 + d2
with d2 = µT W˜ (W˜TΣW˜ )−1W˜Tµ, where W˜ is a sub-
matrix ofW containing hyperplanes that intersect in a point
closest to µ scaled by Σ−1.
The hinge part of the risk in Eq. 1 is de-
fined as LHX+(W ) =
∑
x∈X+ `(W ;x, 1), where
`(W ;x, y) =
∑
j max {0, 1− ywTj x} is the K-hyperplane
hinge loss [19].
3. Latent Hinge-Minmax Classifier
To accommodate classes that form non-convex or dis-
joint sets, we propose a new model, Latent Hinge-Minmax
(LHM) classifier, and a training scheme that simultaneously
discovers the convex components in the positive class and
learns the K-hyperlane models separating each convex com-
ponent from the negative class.
We define the LHM classifier as a union of intersec-
tions of positive half-spaces. We assume that each intersec-
tion is composed of K hyperplanes: W i = [wi1, ..., w
i
K ]
and there are C components in the union. Let WLHM ,
(W 1, . . . ,WC) denote the LHM model. Equivalently, we
can define the LHM classifier as
fLHM(x,WLHM) = sign( max
i∈{1..C}
{ min
j∈{1..K}
wij
T
x}).
3.1. Latent Hinge-Minimax Risk
We extend the hinge-minimax risk in Eq. 1, to contain
multiple latent components and a hidden assignment vari-
able. Specifically, we define a latent variableϕ(x) = i, i ∈
{0, . . . , C} for each sample (x, y) ∈ D. We set ϕ(x) = 0
for all samples with the negative label. Since the assignment
of negative training samples is constant during the training,
we reduce the set of latent values to {1, . . . , C} for the sim-
plicity of notation.
We define the LHM risk function as follows:
LD(WLHM ;ϕ) = L
M
µ,Σ(WLHM ;ϕ) + L
H
D(WLHM ;ϕ), (2)
where
LMµ,Σ(WLHM ;ϕ) = Pr
z∼Z(µ,Σ)
(z ∈
⋃
i∈{1..C}
Qi) (3)
is the minimax part of the LHM risk and
LHD(WLHM ;ϕ) = (4)
E(x,y)∈D
[
C∑
i=1
`(W i;x, y)1 [ϕ(x) = i]
]
is the hinge part, where
`(W ;x, y) = max
j∈{1..K}
{max{0, α− ywTj x}}
is the modified K-hyperplane hinge loss. This change is
required to accommodate comparison between the different
norms of the hyperplanes.
3.2. Empirical Risk
Each sample with positive label encounters a loss only
in a single latent component, specified by its latent variable
ϕ(x) as per Eq. 4. Thus,we define a single positive sample
loss as follows,
L(Wϕ(x);x, 1, ϕ(x))
=
1
m+ϕ(x)
LMX - (W
ϕ(x)) + λLHX+ (W
ϕ(x);x)
where LMX - (Wϕ(x)) = supz∼Z(µˆ,Σˆ) Pr(z ∈ Qi) is con-
stant for all positive examples with the same assignment
(the mean and covariance are estimated from X−) and
LHX+ (W
ϕ(x);x) = `(Wϕ(x);x, 1).
Let Xi , {x ∈ X+ : ϕ(x) = i} define a subset of X+.
The empirical risk of a latent component i aggregates the
sample loss over all samples in Xi:
L(W i) =
∑
x∈Xi
[
1
m+i
LMX - (W
i) + λLHX+ (W
i;x)] (5)
= LMX - (W
i) + λ
∑
x∈Xi
[
LHX+ (W
i;x)
]
Finally, we define the empirical risk of the LHM model as
the sum of empirical risks of all its latent components:
L(WLHM ;ϕ) =
C∑
i=1
L(W i) (6)
=
C∑
i=1
(
LMX - (W
i)
)
+ λ
C∑
i=1
(∑
x∈Xi
LHX+ (W
i;x)
)
By summing the risk of the components in Eq. 6, we
upper bounded the expected minimax risk in Eq. 3 with∑C
i=1 Prz∼Z(µ,Σ)(z ∈ Qi).
3.3. LHM Training
The training aims to minimize the empirical risk in Eq. 6
over the parameters WLHM and the hidden variables ϕ. Sim-
ilarly to latent SVM [28], the complexity of the optimal as-
signment of samples to latent components is exponential.
We propose an iterative algorithm, which reaches fast con-
vergence and shows good results in practice. The algorithm
iterates between two steps: First, given an assignment it
produces a model WLHM , second, it updates the latent vari-
ables ϕ(x),∀x ∈ X+ to better represent the latent structure
of the data.
The first step updates the LHM model W tLHM in iteration
t given the latent variables ϕ from iteration t − 1. Namely,
for each hidden component i = 1, ..., C, we find the hy-
perplanes W i separating the training samples in Xi from
Dneg by minimizing the empirical risk in Eq. 5. This risk is
minimized by the training algorithm proposed in [19].
The second step updates the latent variable assignment,
given the current W tLHM . For each positive sample, it finds
the best component w.r.t. the risk in Eq 6. Specifically, the
hinge risk for x is simply `(W i, x, 1). The minimax part
of the assignment function for x /∈ Qi should consider the
probability that this point adds when it is included in the
component i (as shown in Figure 1, left). For x ∈ Qi, the
minimax part should consider the amount of probability re-
leased when the component shrinks as a result of change in
Figure 1. The orange elliptic circles represent the negative distri-
bution Z(µˆ, Σˆ), the red triangles corresponds to Qix and the blue
ones toQi. Left: wi1, wi2 are moved to pass through x, causing the
probability Qi to increase. Right:wi∗ is moved to pass through x,
causing the probability Qi to decrease.
the assignment of x (as shown in Figure 1, right). The op-
timal assignment should take both cases into consideration
for all components. We define the assignment as follows,
ϕ(x) = (7)
argmin
i∈{1..C}
[
Pr
z∼Z(µˆ,Σˆ)
(z ∈ Qix) + λ`(W i;x, 1)
]
where Qix , {x : W ixTx ≥ ~0} and
W ix ,
{
W def if x ∈ Q
W inf if x /∈ Q
W def is a deflated model derived fromW i by parallel trans-
lation of the hyperplane closest to x such thatwT∗ x+b∗ = 0.
W inf is an inflated model derived from W i by parallel
translation of the hyperplanes for which wTk x + bk < 0,
until they intersect in x, namely, wTk x+ b
′
k = 0. The rest of
the hyperplanes remain unchanged. The full training algo-
rithm is summarized in Algorithm 1.
Algorithm 1 LHM Training. KHHM-train refers to the
training of intersection of hyperplanes from [19]. T is the
threshold on the empirical risk change.
Input: C, K, X+, X−,T
Output: WLHM , ϕ
1: t← 1
2: L(W t=0LHM ;ϕ
t=0)←∞
3: ϕt ← Init(X+, C) {initial assignment}
4: do
5: for all i = 1, ..., C do{Model Step}
6: W i,t=KHHM-training(X−,Xi)
7: for all x ∈ X+ do{Assignment Step}
8: ϕt+1(x) as defined in Eq. 7
9: t← t+ 1
10: while L(W tLHM ;ϕt)− L(W t−1LHM ;ϕt−1) ≥ T
Lemma 1. Algorithm 1 minimizes the empirical risk
L(WLHM ;ϕ).
Proof. Since LHM risk is a sum of risks over the latent
components (Eq. 6), it is minimized by minimizing the em-
pirical risk of each component. In step (5) of the Algo-
rithm 1, we train W i,t model for each latent component
i = 1, ..., C using the iterative algorithm from [19] (the
convergence of which was shown in [19]). It is easy to see
that L(W i) = L(WKHHM), thus step (5) of the Algorithm 1
minimizes the component’s risk in Eq. 5.
It is now left to show that the assignment ϕt in iteration
t, will cause the reduction in the empirical risk in iteration
t + 1. Since the empirical risk is aggregated over positive
samples, it is enough to prove the claim for a single sample.
We consider two cases:
1. The assignment of sample x does not change, formally
ϕt(x) = ϕt+1(x). In this case L(W t+1LHM ;ϕ
t+1(x)) will only
be affected by the W i,t+1 training, thus
L
(
W tLHM ;ϕ
t(x)
) ≥ L (W t+1LHM ;ϕt+1(x))
2. The assignment of sample x is changed. Formally in
iteration t: ϕt(x) = i and in interation t + 1 exists j 6= i,
such that
ϕt+1(x) = j = argmin
k∈{1..C}
LMX -
(
W k,tx
)
+ λLHX+
(
W k,t;x
)
.
Since x ∈ Qi, reassigning it to a different component will
cause the Prz∼Z(µˆ,Σˆ)(z ∈ Qix) to decrease (or stay the
same), thus
LMX - (W
i,t
x )− LMX - (W i,t) ≤ 0.
Hence, the sample loss in component i is larger than the
sample loss in the deflated component:
L
(
W i,t;x
) ≥ LMX - (W i,tx )+ λLHX+ (W i,t;x) . (8)
At the same time, j is the optimal assignment, thus
LMX -
(
W i,tx
)
+ λLHX+
(
W i,t;x
) ≥ (9)
LMX -
(
W j,tx
)
+ λLHX+
(
W j,t;x
)
.
Since W j,tx is a naive inflation of W
j,t to include x, the
solution W j,t+1, provided by KHHM training, would have
lower (or same) empirical risk, thus
LMX -
(
W j,tx
) ≥ LMX - (W j,t+1). (10)
In iteration t + 1, x is included in Xj for training the j’th
latent component, consequently
LHX+
(
W j,t;x
) ≥ LHX+ (W j,t+1;x). (11)
(as we assume that x ∈ Xj leads to x ∈ Qj,t+1). Finally,
by combining the inequalities in Eq. 8–11, we obtain:
L
(
W i,t;x
) ≥ L (W j,t+1;x) .
Figure 2. An example of NN equivalent to LHM.
4. Mapping LHM Classifier to a Neural Net-
work
We propose to map LHM Classifier to a Neural Network.
This enables 1) end-to-end training of the CNN features and
LHM classifier for imbalanced problems and 2) LHM gen-
eralization to multi-class that enables using a smaller num-
ber of labeled training samples than NN.
4.1. Binary NN
A union of the intersections of positive half spaces can
be implemented by a NN with three hidden layers. The first
fully connected hidden layer has K × H neurons, where
K is the number of hyperplanes in an intersection and H is
the number of components. The second hidden layer has H
nodes, connected only to the neurons associated with hyper-
planes forming the corresponding intersection. The weights
on these connections and the biases are fixed and mimic
AND operation, namely, all weights of this layer are equal
to 1/K and the biases are equal to −1 + 1/(2K). The last
hidden layer has two neurons, which are fully connected
to the previous layer with the fixed weights and biases that
mimic OR operation, namely, the fist neuron has weights
equal to 1/H and the bias of −1/(2H). The second output
has weights equal to −1/H and the bias of 1/(2H). The
network has two outputs. An example of such network for
H = 2 and K = 3 is depicted in Figure 2.
4.2. Multi-Class NN
For a multi-class setting, we suggest to train LHM model
for each class using an additional unlabeled data for esti-
mating the statistics of the negative class. We then map
these models to a multi-class NN with the following archi-
tecture. The first hidden layer is a fully connected layer
with H ×K neurons per class, H ×K × C neurons in to-
tal, where C is the number of classes. These are equivalent
to H × K × C hyperplanes in the LHM model. For each
hidden component, all hyperplanes in the intersection are
connected to their corresponding node in the AND layer (as
detailed in Section 4.1). The AND layer comprises H × C
Figure 3. A qualitative comparison of the latent hinge minimax
classifier (on the left) to the union of LDA classifiers (on the right).
neurons. The next layer is a fully connected layer, com-
prising C nodes. The weights on the connections to the H
components of the corresponding class are initialized with
1’s, and the weights on the remaining connections are ini-
tialized with very small values from a Gaussian distribution.
The network has C outputs and is trained using the cross-
entropy loss.
To provide an end-to-end training, one can consider
stacking the feature extraction layers of CNN (up to fully
connected layers) with one of the above networks.
5. Experiments
We start by an illustrative example in 2D (Section 5.1)
that shows the ability of the LHM classifier to discover
the hidden components in the positive class and to separate
each of them from the negative class using a K-hyperplane
model.
Next, we compare LHM model to alternative ensembles
of hyperplanes on the PASCAL-VOC 2007 dataset [6] (Sec-
tion 5.2), and show its advantage over those methods and
its robustness to the choice of the number of latent compo-
nents. In these experiments we use simple HOG features
and shallow architecture.
Finally, we show (Section 5.3) that LHM classifier can
be combined with CNN via transfer learning. We address
two settings: 1) binary problems with imbalanced sets, 2)
multi-class tasks with a small number of labeled training
samples. In both cases, LHM-based models show signifi-
cantly better performance than NNs. The experiments are
performed on images from cifar-10 and cifar-100 [13] and
using LeNet CNN for features extraction.
5.1. Synthetic Data
A simpler alternative to the LHM model is a two-step al-
gorithm which first finds the structure of the target class by
applying some kind of unsupervised learning (e.g, k-means
clustering) and then builds a model for each component.
Such a simple approach was employed in [8] with LDA [9]
classifier trained per cluster. Unless the clusters are very
small (as in exemplar-based approach, which is time con-
Figure 5. Comparison of the LHM classifier to the equivalent NN
for a varying number of assumed hidden components (from 2 to 5)
on PASCAL VOC 2007. The points above the diagonal line show
the advantage of LHM classifier.
suming [18]), it relies heavily on the results of the cluster-
ing. If an initial clustering is incorrect (as in Figure 3, right),
LDA (or any other convex classifier) cannot separate the re-
sulting components from the background without including
many false positives. The LHM training finds the underly-
ing structure of the data and the model iteratively, improv-
ing both (Figure 3, left). Furthermore, LHM is quite robust
to the initial assignment. Figure 4 shows a few iterations
and the corresponding loss convergence when the initial as-
signment of the positive samples to components is chosen
at random. Note the LHM training discovers the underlying
structure in a 3-4 iterations.
5.2. Ensembles of Hyperplanes
Next, we compared the LHM classifier to alternative en-
sembles of linear classifiers on PASCAL VOC 2007 dataset
[6] using Dalal-Triggs variant of the HOG features [3] with
a fixed number of cells.
LHM model: We set the number of hyperplanes in each
component to 2 and varied the number of components from
2 to 5. An initial assignment to the components was done
using k-means with the Euclidian distance.
LDA Union (as a baseline model): We applied k-means
clustering on whitened features to find the partition. We
then learned an LDA classifier for each cluster in that parti-
tion. We varied the number of clusters from 2 to 5.
NN with an architecture equivalent to LHM: We used
the model described in Section 4.1 with K = 2 and H =
2, .., 5, but the weights were initialized at random.
KHHM model [19]: This is essentially an LHM model
with a single component, thus it is theoretically inferior to
LHM. However, we ran this experiment to test the benefits
of modeling the hidden structure of the positive class. We
LHM Union of LDAs NN KHHM
71.48% 65.17% 67.19% 69.45%
Table 1. The table reports (1-EER)*100 averaged over 20 classes
and different hidden partitions (except for KHHM) on PASCAL
VOC-2007 classification task using 80-dimensional HOG features.
varied the number of hyperplanes from 2 to 5.
All ensembles were trained in one-against-all manner.
Similarly to [8, 21], we learned the background mean and
covariance using bounding boxes from all classes and used
them to represent the negative class in LDA union, KHHM,
and LHM training.
We tested all ensemble classifiers on all windows from
the test set. Table 1 summarizes the results ((1−EER)·100))
for all tested ensembles averaged over classes and different
parameters. It shows that LHM model outperforms all other
classifiers. Figure 5 compares LHM to NN on 20 categories
(as one-against-all binary classifiers) for varying number of
hidden components. The plot shows that LHM outperforms
NN independently of the number of components.
5.3. Deep Architecture
Next, we tested the LHM classifier on top of the pre-
trained CNN feature extraction in imbalanced binary prob-
lems and in multi-class tasks with a small number of la-
beled examples. We explored the following transfer learn-
ing settings. The first setting refers to the best case sce-
nario in which the source and the target classification tasks
operate on the same set of features but differ in the clas-
sification problem. The second setting refers to the worst
case scenario for the transfer learning where the source and
the target classification problems share very little similar-
ity. The “worst case” scenario is very common in practice,
as many classification tasks do not have a large, compre-
hensive training set (such as ImageNet [4] in object recog-
nition) to be used in transfer learning. No good solution
currently exists for such problems.
We used the CIFAR-10, composed of 10 categories (air-
plane, automobile, bird, cat, deer, dog, frog, horse, ship, and
truck) as the source problem. Specifically, we trained the
LeNet model implemented in MatConvNet [27] on CIFAR-
10. Then we removed the last fully-connected layer and the
soft-max and used this trimmed network as a feature ex-
tractor which converts images to a 64-dimensional feature
vectors.
For the best case transfer learning, we defined a new
set of classes by coupling i and i + 5 indexes of CIFAR-
10 classes. CNN trained on CIFAR-10 maps individual
classes to linearly separable sub-spaces, thus using pairs
of classes as a target classification problem makes it non-
linear. Consequently, we get a new classification problem
over the same space of features.
For the worst case transfer learning, we picked a subset
of 5 classes (train, bottle, cattle, forest, and sweet peppers)
from the CIFAR-100, which do not overlap (in their visual
appearance) with the CIFAR-10 categories, to be the target
classification task. CIFAR-10 data set is not rich enough to
enable learning of features that can be used for an arbitrary
category, thus we believe that such setting is especially dif-
ficult.
We tested the LHM binary and multi-class classifiers in
the best and the worst case transfer learning scenarios and
compared their performance to two baselines. One is an NN
with a single fully connected layer and the cross-entropy
loss (NN linear) and the other is the NN with the architec-
ture matching the LHM model (NN matching). We repeated
each experiment 50 times over different random subsets of
training samples and random initialization of NN and aver-
aged the results.
5.3.1 Binary Imbalanced Problem
The “Best Case” Transfer Learning: We trained binary
classifiers for pairs of classes from CIFAR-10 using imbal-
anced training sets, in which the negative class included all
samples from all other classes (40,000 examples) and the
positive class included a varying number of samples (140,
300, 600, 1400, 2000, 5000-all). This resulted in imbalance
ratios from 1:256 to 1:4.
LHM model was trained with 2 hidden components and
3 hyperplanes per component. The matching NN mimicked
the configuration of LHM model, but the weights were al-
lowed to change in training. Figure 6-left shows the 1-EER
(averaged over 5 classification problem) of the LHM clas-
sifier and the two NN baselines as a function of the positive
training sample size.
The “Worst Case” Transfer Learning: Since the number
of samples per class in CIFAR-100 is significantly smaller,
this experiment tests the robustness to imbalanced training
data and to a small number of examples. We varied the
size of the positive training set between 20, 50, 100, 250,
500(all) samples and we used all 2,000 samples of other
classes as the negative training set. We compared the LHM
model trained with 2 hidden components and 2 hyperplanes
per component to NN baselines. Figure 6-right shows the
1-EER of the classifiers averaged over 5 classification prob-
lems as a function of the positive training set size.
5.3.2 Multi-Class Problem
The “Best Case” Transfer Learning: We mapped the
LHM binary classifiers trained for 5 pairs of categories to
a multi-class NN as described in Section 4.2. We fine-
tuned the weights with a very fast training (just a handful
of epochs, while training from scratch requires two orders
of magnitude more training epochs). Figure 7-left shows
the accuracy of the LHM models mapped to a multi-class
NN (LHM-NN) with the two baseline NNs as a function of
the size of the training set.
The “Worst Case” Transfer Learning: We mapped the
LHM binary classifiers trained for the 5 categories from
CIFAR-100 (using CIFAR-10 features) to a multi-class NN
and fine-tuned the weights with a small number of epochs.
To test the complexity of the transfer learning problem
we also trained a CNN (LeNet model implemented in Mat-
ConvNet [27]) on the target problem. We hoped that due
to the small size of the target classification problem, 500
training examples per class would yield relatively good ac-
curacy. Figure 7-right compares the accuracy of LHM-NN,
two baseline NNs, and CNN (trained from scratch) as a
function of the training sample size. It shows that CNN
trained on the target problem is indeed the best as it suc-
ceeds to learn features specific for the task, but its accuracy
drops very abruptly when the number of training samples
becomes smaller. This suggests that when the number of
training examples is small, using transfer learning even in a
such difficult setting is a better solution than training a CNN
from scratch.
The results in Figures 6 and 7 show that the NN models
either heavily overfit when the number of training samples
is small (NN matching) or they are not expressive enough
when the number of training samples increases (NN linear).
LHM classifiers are expressive enough to learn from a large
set of examples and are more robust to overfitting when the
number of examples is small.
6. Training Efficiency
Another advantage of LHM-NN is its training efficiency.
A class-specific LHM model converges in 5-10 iterations.
Its training time primarily depends on the number of pos-
itive samples and the dimension. The negative samples
are used to estimate the mean and covariance of the back-
ground. The initial estimation (which involves a large num-
ber of samples) can be done only once and used for all
classes. Since the probability of the negative class is eval-
uated inside the positive region using false positives [19],
the number of which drops very fast, the estimation time
of the mean and covariance during the training is negligi-
ble. Training of a binary classifier per class is independent
of other classes, thus their training can be done in paral-
lel. Finally, the fine-tuning of the multi-class network after
mapping is very fast, due to the initialization of all layers
(using supervized learning): feature extraction layers with
pre-trained CNN and classifier’s layers with LHM models.
The LHM-NN is also beneficial for the problems in
which classes are dynamically added or removed from the
classification task. Adding a class requires training a sin-
gle binary classifier and fast fine-tuning; removing a class
requires only fine-tuning.
7. Conclusions
We proposed a novel Latent Hinge-Minimax classifier
for binary problems that discovers the hidden components
in the positive class and separates them from the negative
class with the intersections of positive half spaces. The
main advantage of this classifier is its ability to incorporate
unlabeled data in training. This results in a better robust-
ness to imbalanced problems. We showed that for multi-
class tasks, class-specific LHM models can be mapped to a
multi-class NN with matching architecture requiring only a
few iterations of fine-tuning. Finally, the proposed LHM ar-
chitecture can be integrated with CNN features via transfer
learning. The entire training procedure is very efficient. Our
experiments showed that such classifiers are much more
robust to the number of labeled training samples than the
equivalent NNs.
We plan to incorporate multi-class loss into the Hinge-
Minimax paradigm and design an efficient algorithm for
minimizing this risk. We also plan to tain NNs using Hinge-
Minimax like loss. It would be interesting to compare the
results of this model with the binary-to-multiclass mapping
scheme proposed here.
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Figure 6. Binary imbalanced classification: left – the “best-case” transfer learning setting, right – the “worst-case” transfer learning setting.
Figure 7. Multi-class classification: left – the “best-case” transfer learning setting, right – “worst-case” transfer learning setting.
