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We consider strongly spin-orbit coupled double perovskites A2BB’O6 with B’ magnetic ions in
either d1 or d2 electronic configuration and non-magnetic B ions. We provide insights into several
experimental puzzles, such as the predominance of ferromagnetism in d1 versus antiferromagnetism
in d2 systems, the appearance of negative Curie-Weiss temperatures for ferromagnetic materials and
the size of effective magnetic moments. We develop and solve a microscopic model with both spin and
orbital degrees of freedom within the Mott insulating regime at finite temperature using mean field
theory. The interplay between anisotropic orbital degrees of freedom and spin-orbit coupling results
in complex ground states in both d1 and d2 systems. We show that the ordering of orbital degrees of
freedom in d1 systems results in coplanar canted ferromagnetic and 4-sublattice antiferromagnetic
structures. In d2 systems we find additional colinear antiferromagnetic and ferromagnetic phases
not appearing in d1 systems. At finite temperatures, we find that orbital ordering driven by both
superexchange and Coulomb interactions may occur at much higher temperatures compared to
magnetic order and leads to distinct deviations from Curie-Weiss law.
I. INTRODUCTION
Strong SOC in correlated materials has provided a
platform for quantum spin liquids, Weyl semimetals, and
an ongoing search for high Tc superconductivity in the
iridates.1,2 Among the strongly spin-orbit coupled mate-
rials include 4d and 5d double perovskites A2BB’O6 with
electron counts d1-d5 on the magnetic B’ ion. Here we re-
strict our discussion to B site ions that are non-magnetic.
Due to large distances between the magnetic ions, these
materials are often Mott insulators and present a promis-
ing class of materials to explore the interplay of strong
correlations and spin-orbit coupling. Additionally, the
magnetic sites form an FCC lattice leading to frustrated
magnetism.
Each electron count carries a different total angular
momentum quantum number providing a new platform
for studying novel magnetism. The half filled t2g shells
of d3 ions result in an effective spin-3/2 model which
are nominally expected to be described as a classically
frustrated spin systems.3,4 In the opposite limit, d5 sys-
tems with j = 1/2 are both intrinsically more quantum
and are protected from local distortions by time rever-
sal symmetry. These systems may offer a route to real-
izing Kitaev physics and more generally spin liquids in
three dimensions.5,6 The d4 case is especially unique since
spin-orbit coupling dictates that local moments should
be absent and magnetism is forbidden. However several
theoretical7–10 and experimental11–13 studies have exam-
ined the possibility of inducing local moments through
superexchange interactions.
The d1 and d2 electron counts stand out in that they
combine aspects of the former three electron counts and
will be the focus of this paper. First, they possess local
angular momenta large enough to support quadrupolar
order. Second, they possess unquenched orbital degrees
of freedom that result in highly anisotropic interactions
between magnetic ions.14,15 Both of these aspects will al-
low for the orbital degrees of freedom to play a significant
role in determining the spin, orbital, and spin-orbital or-
dering.
While both electron counts have similar potential, ex-
perimental observations of magnetic properties of the d1
double perovskites have drawn significant interest. The
4d1 compound Ba2YMoO6 shows no long range magnetic
order down to 2K despite having a large Curie-Weiss
temperature θ = −160K and retaining cubic symmetry
which leads to the conclusion that the ground state con-
sists of valence bonds16–20. Among the 5d1 compounds
are ferromagnetic Ba2NaOsO6
21–24, Ba2MgReO6
25,26,
and Ba2ZnReO6
26 which is unusual since ferromagnetism
in Mott insulators is uncommon. There are two addi-
tional twists to the story: first, negative Curie-Weiss
temperatures have been observed in these ferromag-
nets, and, second, Ba2LiOsO6 is antiferromagnetic de-
spite sharing the same cubic structure as Ba2NaOsO6.
21
The d2 compounds offer a similar platform to search
for unusual magnetism, however experimental stud-
ies seem to suggest that antiferromagnetic interactions
are more prevalent in d2 systems. Phase transitions
to antiferromagnetic order are reported in Ca3OsO6
27,
Ba2CaOsO6
28, and Sr2MgOsO6
29,30 while glass-like tran-
sitions are reported in Ba2YReO6
31, Ca2MgOsO6
29,
and Sr2YReO6
32. There are also several alleged sin-
glet ground states: La2LiReO6
31, SrLaMReO6
33, and
Sr2InReO6
32.
Many theoretical investigations have been undertaken
to understand the magnetism in both d1 and d2 double
perovskites. In the limit of large spin-orbit coupling, the
spin S = 1/2 and orbital Leff = −1 angular momenta
add to a total angular momenta of j = 3/2. Within
the jj-coupling scheme, magnetic moments are identi-
cally zero due to cancellation of the spin and orbital
moments, M = 2S − L = 0. On the other hand, d2
systems allow for a nonzero moment of M =
√
6
2 µBJ
for total J = 2 within the LS-coupling scheme. How-
ever both systems are experimentally observed to be
magnetic. Density functional theory studies have re-
ar
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2cently revealed the importance of oxygen hybridization
in suppressing the orbital moment so that a large non-
zero moment results.34,35 Other density functional theory
studies have pointed out that spin-orbit coupling and
hybridized orbitals play a major role in opening a gap
within DFT+U.36–38
Model approaches have shed some light on the nature
of the magnetically ordered states by using spin-orbital
Hamiltonians39, projecting spin-orbital Hamiltonians to
the lowest energy total angular momentum multiplet40,41
or lowest energy doublet42, and other approaches43. In
both electron counts, Chen et. al.40,41 find canted ferro-
magnetism accompanied by quadrupolar order occupies
a majority of parameter space. Additionally they find a
novel non-colinear antiferromagnetic phase in d2, but not
d1, which was recently found in d1 as the most energet-
ically favorable antiferromagnetic state.39 Proposals for
both valence bond ground states39,40 and quantum spin
liquids40,44 also exist.
Yet many puzzles remain unsolved. Despite predic-
tions for canted ferromagnetic phases40,41 in both d1 and
d2, many ferromagnetic d1 systems exist but few d2 fer-
romagnets exist. Furthermore, the physical origin of neg-
ative Curie-Weiss temperatures in these ferromagnets is
still not understood, and there are multiple studies try-
ing to reproduce the magnitudes of the effective Curie
moments experimentally measured.
Here we study magnetic models for the d1 and d2 cubic
double perovskites with strong spin-orbit coupling with
both spin and orbital degrees of freedom at finite temper-
ature. While we are focusing on applications to ordering
in 5d cubic double perovskites, our results may also ap-
ply to 4d compounds and non-cubic double perovskites
as well. Despite the greater complexity than the J = 3/2
and J = 2 multipolar descriptions, the spin-orbital pic-
ture actually leads to an intuitive and qualitative under-
standing of several aspects of the phenomenology in these
double perovskites. In our study of magnetically ordered
phases, we arrive at several conclusion which we now list.
First, our results emphasize the importance of the
orbital degrees of freedom and anisotropic interactions
that accompany them. In particular, we show that the
anisotropic interactions result in orbital order that sta-
bilizes exotic magnetic order. The orbital (quadrupolar)
ordering temperature scale is set both by superexchange
interactions and by inter-site Coulomb repulsion, and, in
several cases, the orbital ordering temperature can be
much larger than the magnetic ordering temperature.
Second, although we start with the same electronic
model for both d1 and d2 systems, the energetics of the
ground states strongly depend on the electron count.
This is reflected in how the spin and orbital degrees of
freedom order and provides a qualitative understanding
for why ferromagnetism has been repeatedly observed in
d1 systems while antiferromagnetic interactions remain
prevalent in d2 systems.
Third, the onset of orbital order causes changes in mag-
netic susceptibility resulting in non-Curie-Weiss behav-
ior. Our model gives the appearance of a negative Curie-
Weiss temperature for the ferromagnetic phase while still
retaining a properly diverging susceptibility at the ferro-
magnetic transition.
Fourth, if orbital order occurs, hybridization with oxy-
gen alone does not reproduce the experimentally deter-
mined values of the magnetic moments in d1 systems.
Corrections are necessary which may arise from dynami-
cal Jahn-Teller effects34 and more generally with mixing
of the j = 3/2 and j = 1/2 states as we propose. Charge
transfer from oxygen might also be considered for sys-
tems where the Curie moment has measured be in excess
of 1µB .
45
Lastly, we outline where our calculations stand with
respect to other work. First, our zero temperature phase
diagram for d1 contains a 4-sublattice antiferromagnetic
phase and a canted ferromagnetic phase which share un-
derlying orbital ordering patterns. Our findings are com-
patible with those of Romha´nyi et. al.39, and we further
provide a clear interpretation of why these orbital order-
ing patterns occur, how they dictate the magnetic order-
ing, and then extend our calculations to finite tempera-
ture. Like Chen et. al., we find that orbital ordering can
occur at temperatures much higher than the magnetic
ordering temperature, however, it leads to a different in-
terpretation of the negative Curie-Weiss temperature in
d1 ferromagnets. Furthermore, our spin-orbital approach
includes mixing between the j = 3/2 and j = 1/2 states
induced by orbital order and intermediate spin-orbit cou-
pling energy scales. Second, our zero temperature phase
diagram for d2 differs remarkably from that of Chen et.
al.41 which we discuss in detail in later sections. How-
ever, the most significant difference is in the energetics
of antiferromagnetism versus ferromagnetism which gives
a qualitative explanation for the broadly observed dif-
ferences in ordering between 5d1 and 5d2 compounds.
Finally, we do not consider valence bond or spin liquid
phases in this work although both may be applicable to
d1 and d2 systems.
Experimentally, many of our findings can be tested us-
ing multiple probes. At the orbital ordering temperature,
there will be second order phase transition with a signa-
ture in heat capacity as well as changes in the magnetic
susceptibility which are relevant for both powder sam-
ples and single crystals. NMR/NQR has recently found
evidence of time-reversal invariant order above the mag-
netic ordering temperature in Ba2NaOsO6.
24 Resonant
X-ray scattering may also provide crucial insights into
this hidden order as it is sensitive to orbital occupancy.
We show that time-reversal invariant orbital order oc-
curs in both ferromagnetic and antiferromagnetic phases
we find, and we suggest that experimental probes which
are sensitive to such order should also be pointed at the
antiferromagnetic compounds as well.
3II. d1 DOUBLE PEROVSKITES
Here we develop a spin-orbital model for the d1 dou-
ble perovskites with magnetic B’ ions with spin-orbit
coupling featuring both spin-orbital superexchange and
inter-site Coulomb repulsion between B’ ions. We then
solve the model within mean field theory at both zero
temperature and finite temperature. At zero tempera-
ture, we find phases with orbital order and show how this
ordering restricts the magnetic order. At finite temper-
ature, we examine how orbital order modifies magnetic
susceptibility and the Curie-Weiss parameters.
A. Model
In the presence of cubic symmetry, the magnetic B′
ions form an FCC lattice and contain one electron in the
outermost d shell. The five degenerate levels are split by
the octahedral crystal field into the higher energy eg or-
bitals and lower t2g orbitals so that the t2g shell contains
one electron. The electronic structure for the t2g orbitals
may be approximated by a nearest neighbor tight-binding
model where only one of the three orbitals interacts along
each direction.
HTB = −t
∑
α
∑
〈ij〉∈α
c†i,αcj,α + h.c. (1)
Here the sum over α is over all yz, zx, and xy planes in
the FCC lattice. For B’ sites in plane α, the α orbital on
site i overlaps with the α orbital on site j. Each α orbital
has four neighboring α orbitals in its plane plane giving
a total of twelve relevant B’ neighbors per B’ site. In
addition to the tight-binding term, the unquenched t2g
orbital angular momentum L = 1 results in a spin-orbit
coupling on each B′ ion2 HSO = −λ
∑
iLi ·Si. Here the
orbital L = 1 and spin S = 1/2 operators both satisfy
the usual commutation relations for angular momentum
(ie. L×L = i~L).
The on-site multi-orbital Coulomb interaction is given
by HU =
∑
iH
(i)
U
H
(i)
U =
U−3JH
2 Ni(Ni − 1) + JH
(
5
2Ni − 2S2i − 12L2i
)
(2)
where U is the Coulomb repulsion and JH is Hund’s
coupling.46 Being in the Mott limit, we calculate the
effective spin-orbital superexchange Hamiltonian within
second order perturbation theory. The superexchange
Hamiltonian is given by the following
HSE = −JSE
4
∑
α
∑
〈ij〉∈α
{
r1(
3
4 + Si · Sj)(nαi − nαj )2
+( 14 − Si · Sj)
[
r2(n
α
i + n
α
j )
2 + 43 (r3 − r2)nαi nαj
]} (3)
where JSE = 4t
2/U is the superexchange strength and
r1 = (1−3η)−1, r2 = (1−η)−1, and r3 = (1+2η)−1 with
η = JH/U .
15 Here the t2g orbital electron occupation
numbers are written as nαi = c
†
i,αci,α The top line of
equation (3) contributes a ferromagnetic spin interaction
which requires that one of the two orbitals along a bond
is occupied while the other is unoccupied. The bottom
line of equation (3) contributes an antiferromagnetic spin
interaction which is maximized when both orbitals along
a bond are occupied. The strength of Hund’s coupling,
JH/U , determines the strength of the two interactions
relative to each other.
Due to the large spatial extent of 5d orbitals from
strong oxygen hybridization, we include a term account-
ing for the Coulomb repulsion between orbitals on differ-
ent sites.40 Let (α, β, γ) be a cyclic permutation of the
t2g orbitals (yz, zx, xy). The repulsion is described by
the following:
HV = V
∑
α
∑
〈ij〉∈α
[
9
4n
α
i n
α
j − 43 (nβi − nγi )(nβj − nγj )
]
(4)
While the coefficients in (4) are only quantitatively cor-
rect in the limit of quadrupolar interactions, they qualita-
tively capture the correct repulsion. For example, within
the xy plane, a pair of xy orbitals repel each other more
than an xy and yz orbital.
The total effective magnetic interaction then reads
H = HSO + HSE + HV. Of the three parameters, spin-
orbit coupling has the largest energy scale λ ≈ 0.4 eV
for the 5d oxides while superexchange and and intersite
Coulomb repulsion are taken to have energy scales on the
order of tens of meV. For 4d oxides, the spin-orbit energy
scale is reduced to 0.1 − 0.2 eV so that mixing between
the j = 3/2 and j = 1/2 states is likely to occur. While
our spin-orbit superexchange interaction is calculated in
the LS-coupling scheme, recent evidence suggests that
the true picture for the 5d oxides lies between the LS
and jj limits.47
We decoupleHSE andHV into all possible on-site mean
fields, i.e. Sin
α
i Sjn
α
j → Sinαi 〈Sjnαj 〉 + 〈Sinαi 〉Sjnαj −
〈Sinαi 〉〈Sjnαj 〉. Since the FCC lattice is not bipartite, we
decouple into four inequivalent sites shown in Fig. 1(a)
where each set of four inequivalent neighbors forms a
tetrahedron. Since the mean fields need not factor into
the product of spins and orbitals, 〈Sinαi 〉 6= 〈Si〉〈nαi 〉,
there are a total of 15 mean fields per site comprised of
three spin operators, three orbital operators, and prod-
ucts of the spin and orbital operators. Applying the con-
straint that one electron resides on each site, there are 11
independent mean fields per site giving a total of 44 mean
fields in the tetrahedron. We then numerically solve for
the lowest energy solutions of the mean field equations.
B. Zero Temperature Mean Field Theory
In the limit where spin-orbit coupling λ is the domi-
nant energy scale, the magnetically ordered phases can
be characterized by an arrangement of ordered J = 3/2
multipoles.40 However, when JSE and λ are comparable,
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FIG. 1. (a) FCC lattice decoupled into four inequivalent sites shown by four different colors. (b) The orbital ordering
pattern driven by both JSE and V constrains the direction of orbital angular momentum. Deviations from the j = 3/2 limit
produce a net magnetic moment M as the spin and orbital components separate. (c) The zero temperature phase diagram
shows phases where the moments in each plane of the page (eg. plane containing yellow and black sites) are collinear and the
moments between planes are at approximately 90 degrees due to the orbital ordering pattern. Increasing inter-orbital repulsion
V between sites reduces minimum strength of Hund’s coupling required to induce FM. (d) Mean field values for the bottom
sites (black, yellow) are shown as a function of temperature. The nyz orbital (red) has the largest occupancy followed by the
xy orbital (blue). (e) With JSE = 0, we calculate the orbital ordering temperature To and effective Curie moment enhancement
µeff for different values of V .
a multipolar description within the j = 3/2 states breaks
down and consequently both spin and orbital parts must
be considered independently. Furthermore, the orbital
contributions come in the forms of both orbital occu-
pancy nα and orbital angular momentum L. Since nα,
L, and S are coupled, there is competition between order
parameters which results in non-trivial ordering.
The zero temperature phase diagram is shown in
Fig. 1(c) as a function of the strength of Hund’s cou-
pling η = JH/U and superexchange JSE/λ. Large val-
ues of η support a canted ferromagnetic (FM) structure
while smaller values support an antiferromagnetic (AFM)
structure. The spin-1/2 and orbital-1 angular momenta
order parameters 〈S〉 and 〈L〉 are shown for each of the
four inequivalent sites from Fig. 1(a). In both phases, one
of the three directions has no ordered angular momenta,
e.g. 〈Lz〉 = 〈Sz〉 = 0, so that both magnetic structures
are co-planar. Both phases feature some separation of
the ordered spin and orbital moments which increases as
a function of JSE/λ. To understand why these magnetic
structures emerge, we examine the orbital occupancy or-
der parameters, nα, separately from the magnetic order
parameters. In both the FM and AFM phases, there is an
orbital ordering pattern pictured in Fig. 1(b). The two
sites in the lower plane of Fig. 1(b) have the yz orbital
(red) with the highest electron occupancy while the xy
orbital (blue) receives the second highest and the zx or-
bital receives the lowest (green, not pictured). The two
sites in the upper plane have identical ordering except
the roles of the yz and zx orbitals are reversed. Qualita-
tively this orbital ordering pattern is favored by both the
HV and HSE terms which pushes electrons onto orbitals
that have small overlaps. This allows the electron on a
green orbital to hop onto an unoccupied green orbital in
the plane directly above or below (and similarly for red
orbitals). Since these mechanisms work to suppress the
overlap of half filled orbitals, ferromagnetic interactions
may become energetically favorable. A derivation of the
mean field solution for HV is provided in Appendix A.
Once orbital order sets in, the allowed magnetic phases
are restricted by the direction of orbital angular momen-
tum. Full orbital polarization is time-reversal invariant
and would not allow orbital magnetic order. However
Fig. 1(d) shows that each site has at least two orbitals
with non-negligible occupancy which allows for the devel-
opment of an orbital moment. Thus the direction of the
orbital moment is determined by the direction common
to the two planes of occupied orbitals with the overall
sign of the direction (e.g. +x or −x) left undetermined.
Figure 1(c) shows that the orbital angular momenta be-
5tween planes are close to 90 degrees apart for both FM
and AFM phases. As spin and orbital angular momen-
tum are coupled together, the spin moments will select
which direction the orbital moments choose (i.e. +x or
−x). The decision to enter an FM or AFM state is then
determined by the spin interactions characterized both
by the strength of η = JH/U and the magnitude of the
orbital order parameter. If η is large, then ferromag-
netic spin interactions follow and result in both the spin
and orbital degrees of freedom aligning within each xy
plane producing a net canted FM structure. If η is small,
then antiferromagnetic spin interactions follow which re-
sult in the 4-sublattice AFM structure. We note that
the Goodenough-Kanamori-Anderson rules48–50 are not
enough to determine whether FM or AFM is favored,
and the interplay between spin-orbit coupling and the
anisotropic orbital degrees of freedom play a crucial role
in tipping the energy balance one way or the other.
There are two additional factors that determine if the
FM or AFM state is selected. The dominant effect is
the degree of orbital polarization. When the strength
of inter-orbital repulsion V is increased, the tendency
for orbitals to order becomes stronger. This disfavors
the overlap of half filled orbitals causing AFM superex-
change, and hence promotes FM superexchange. Figure
1(c) shows a dramatic shift toward FM when a small V
interaction is included. The second effect comes from the
separation of spin and orbital degrees of freedom. When
JSE becomes comparable to λ, the spin moments can
partially break away from the orbital moments tending
more toward a regular spin FM state instead of a canted
spin FM state. Since a spin AFM state does not bene-
fit from this separation to the same extent, FM becomes
increasingly energetically favorable.
Dimer phases have been proposed39,40 and offer a way
to explain the absence of magnetic order in d1 materials.
However when λ/JSE is large, these dimer phases only
occur at very small values of η = JH/U .
39 Furthermore,
orbital repulsion V acts to further suppress dimerization.
Since our focus is on the magnetically ordered phases of
these double perovskites, we will not pursue these possi-
bilities in this work.
C. Finite Temperature Mean Field Theory
We now examine the model at finite temperature. Fig-
ure 1(d) shows a characteristic order parameter vs tem-
perature curve. At high temperatures all order parame-
ters are trivial and each orbital occupancy takes a value
of nyz = nzx = nxy = 1/3. As temperature is low-
ered, the first transition is to a time reversal invariant
orbitally ordered state [see Fig. 1(b)] at temperature To
whose scale is set both by V and JSE. At To, the entropy
released is from orbital degeneracy, even when V = 0.
Below the second transition at a temperature Tc whose
energy scale is set only by JSE, time reversal symmetry
is broken on each site with the development of magnetic
order, and the remaining entropy is released.
The fundamental question arises of how large the ex-
change interaction JSE and repulsion V are in materi-
als systems. Fits to experimental susceptibility21 show
Ba2LiOsO6 and Ba2NaOsO6 have relatively small Curie-
Weiss temperatures of θ = −40.5 K and θ = −32.5 K
respectively indicating that JSE in cubic 5d
1 double per-
ovskites is weak. However integrated heat capacity22 of
Ba2NaOsO6 shows an entropy release just short of R ln 2
at Tc consistent with the splitting of a local Kramer’s
doublet with no further anomalies in heat capacity up to
300 K. This suggests To  Tc so that V is the most rele-
vant parameter for determining the properties well above
Tc.
Since the onset of orbital order necessarily alters the
angular momenta available to order and respond to an
applied magnetic field, we calculate how the effective
Curie-Weiss constant depends on orbital ordering. Using
JSE = 0, we calculate the temperature dependent suscep-
tibility within mean field theory as a function of tempera-
ture for different values of V/λ. For each value of V/λ we
calculate both the orbital ordering temperature To and
the effective Curie moment µeff = gµB
√
J(J + 1) from
a fit to low temperature inverse susceptibility. Fig. 1(e)
gives numerical results from our mean field theory that
shows a linear relationship between To and µeff . In the
absence of orbital order, the projection of the magneti-
zation operator to the J = 3/2 space is identically zero.
However once orbital order sets in, the j = 1/2 com-
ponents of the wavefunction get mixed with the j = 3/2
components. The matrix elements that connect these two
J spaces then acquire expectation values and allow the
effective Curie moment to become non-zero. An approx-
imate derivation of this relation is provided in Appendix
A.
In addition to the perturbative separation of L and S
due to mixing of the J multiplets, hybridization with oxy-
gen has been shown to greatly reduce the orbital contri-
bution to the moment.34,35 Here the magnetization oper-
ator assumes the formM = 2S−γL where γ = 0.536 and
results in an effective Curie moment of 0.60µB compared
to an experimental value of 0.67µB .
21 However the onset
of quadrupolar order within the j = 3/2 states results in
a reduction of the nominal 0.60µB value. In general, the
projection of a linear combination of the nyz, nzx, and
nxy operators to the j = 3/2 states is (up to a constant
shift) a linear combination of the operators J2x − J2y and
J2z . By projecting to the lowest energy doublet induced
by these operators, we may calculate the g factors for this
pseudo-spin 1/2 space. While the g factors are different
in the three cubic directions due to the anisotropic na-
ture of quadrupolar order, the sum of the squares is a con-
stant, and the powder average is g2 = 13 (g
2
x+g
2
y+g
2
z) = 3.
Then splitting of the j = 3/2 states reduces the Curie
moment by a factor of (g
√
3/4)/(
√
15/4) =
√
3/5 which
makes the calculated moment 0.47µB . We find that mix-
ing between the j = 3/2 and j = 1/2 states brings the
calculated moment closer to experimental values.
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FIG. 2. Typical susceptibility, χ = 1
3
(χxx + χyy + χzz), and
inverse susceptibility are plotted against temperature. The
susceptibility curves are shown both without the correction
due to hybridization, γ = 1, and with the correction, γ =
0.536. We have chosen JSE = 0 and left V finite to illustrate
the consequence of orbital order on the susceptibility. By
choosing JSE = 0, we show that although Tc = 0 while To 6= 0,
the fitted Curie-Weiss temperature appears to be negative.
Note that a single Curie-Weiss fit cannot span the entire range
below To.
There are more consequences of orbital ordering that
are particularly important for the magnetic susceptibil-
ity of this spin-orbital system. The orbital order re-
duces symmetry of the system and causes susceptibility
to become anisotropic. Since the orbital ordering pat-
tern tends to push angular momentum into the order-
ing planes, susceptibility is enhanced in these two di-
rections while reduced in the third direction. Although
anisotropic susceptibility is expected once cubic symme-
try is broken, it is an easy test to determine at what tem-
perature orbital order occurs. However this is yet a more
important effect. When orbital order sets in at To, the ef-
fective moment changes as the orbital degrees of freedom
tend toward a (partially) quenched state which results
in an effective moment which changes with temperature.
The non-Curie-Weiss behavior will be critical when inter-
preting the observed negative Curie-Weiss temperatures
in 5d1 ferromagnetic compounds.
Within our mean field theory, we now calculate the
susceptibility without the hybridization correction γ and
with the hybridization correction to show this effect. For
clarity, we set JSE = 0 to isolate the contributions from
orbital order from those of magnetic interactions. Fig. 2
shows that below the orbital ordering temperature, the
susceptibility deviates from the Curie-Weiss law. How-
ever the data below To can be fit over a large range to
give a negative Curie-Weiss intercept despite the absence
of magnetic interactions. Although the region where the
fit works the best is just below To where the orbital oc-
cupation is rapidly changing, there is a quantitative ex-
planation for this.
We consider the case without hybridization where the
effective moment for the j = 3/2 states is identically zero.
When orbital order occurs, there is mixing between the
j = 3/2 and j = 1/2 states proportional to V 〈δn〉/λ.
Then below To, the effective magnetization operator for
the lowest energy Kramer’s doublet increases in a way
proportional to 〈δn〉 due to the matrix elements between
j = 3/2 and j = 1/2. The effective Curie moment goes as
the square of magnetization and thus the enhancement
is of order 〈δn〉2. Since orbital order below To scales as
〈δn〉 ∝ |To−T |1/2 within mean field theory, the effective
Curie moment gains a contribution scaling as |To−T | just
below To. At temperatures far away from Tc, the leading
correction to susceptibility and and inverse susceptibil-
ity is linear leading to the appearance of a Curie-Weiss
law. We note, however, that this is artificial and is not
indicative of the physical magnetic interactions.
Despite using mean field critical exponents, qualita-
tively we have understood how deviations from the Curie-
Weiss law occur from changing orbital occupancy. Be-
cause we have used a simple model consisting of only λ
and V with a-priori knowledge of the ideal Curie-Weiss
temperature of zero, we have been able to clearly in-
terpret the non-Curie-Weiss susceptibility. However the
fitting procedure must be performed with some caution
since both the fit region and the chosen value of χ0 (tem-
perature independent term) determine the reported θCW
and µeff . In fact, experimental behavior may deviate
even more strongly due to the quantitative details of how
orbital occupancies change with temperature. In partic-
ular, coupling between orbitals and phonons may be a
crucial aspect here.34
Reference 40 claimed negative Curie-Weiss tempera-
tures were achievable in their model for ferromagnetic
ground states, although this crucial result was not ex-
plicitly shown. Reference 26 has reproduced that model
under the circumstances necessary to generate ferromag-
nets with negative Curie Weiss temperatures, and they
find jump discontinuities (finite-to-infinite) in the mag-
netic susceptibility at Tc. Such jump discontinuities are
not seen in Ba2NaOsO6, Ba2MgReO6, or Ba2ZnReO6.
We note that our mechanism for shifting the Curie-Weiss
temperature is free from these discontinuities and fea-
tures a properly diverging susceptibility at Tc for the fer-
romagnetic phase, thereby providing a more accurate and
natural description of the transition.
7III. d2 DOUBLE PEROVSKITES
Here we will modify the d1 spin-orbital model to ac-
commodate two electrons. Again, we then solve the
model within mean field theory at both zero tempera-
ture and finite temperature. At zero temperature, we
find new orbital phases not found in our d1 phase di-
agram. For completeness, we show susceptibilities and
orbital occupancies at finite temperature.
A. Model
Our model for d2 is constructed from the same consid-
erations used in d1 only changing the electron count. The
tight-binding model HTB, the inter-site orbital repulsion
HV, and the on-site Coulomb interaction HU are valid for
the d2 model without modification. However spin-orbit
coupling and superexchange will change since the total
spin and orbital angular momentum on each site are now
composed of two electrons. In the Mott limit, Hund’s
rules are enforced by HU resulting in a total spin S = 1
and total orbital angular momentum L = 1 on each lat-
tice site. Within this space, the spin-orbit interaction
takes the form H ′SO = −λ2
∑
iLi ·Si. The superexchange
Hamiltonian is given by the following
H ′SE = −
JSE
12
∑
α
∑
〈ij〉∈α
{
r1(2 + Si · Sj)(nαi − nαj )2
(1− Si · Sj)
[
(nαi + n
α
j )
2 + ( 32r3 − 52 )nαi nαj
]} (5)
where the definitions of JSE, r1, and r3 correspond to
those used previously. As before, the top line in (5) gives
a ferromagnetic spin interaction when only one of the two
interacting orbitals is occupied while the second line gives
an antiferromagnetic spin interaction which is maximized
when two half filled orbitals overlap. The total effective
magnetic interaction then reads H ′ = H ′SO +H
′
SE +HV.
We decouple H ′SE and HV into all possible on-site mean
fields using four inequivalent sites as before and then
solve the mean field equations numerically.
B. Zero Temperature Mean Field Theory
The zero temperature phase diagram is shown in
Fig. 3(b) as a function of the strength of Hund’s cou-
pling η = JH/U and superexchange JSE/λ. In the limit
of large spin-orbit coupling and the absence of inter-site
orbital repulsion, the ground state is predominantly AFM
with the moment aligning parallel to the [110] direction
within a plane and antiparallel to the [110] direction in
the next plane. To see why this phase occupies such a
large region of phase space, we analyze the orbital struc-
ture that accompanies it, as shown in Fig. 3(a). On each
site, one electron moves onto the yz orbital and the other
onto the zx orbital. In this configuration both occupied
orbitals overlap with occupied orbitals on neighboring
sites and unoccupied orbitals overlap with other unoccu-
pied orbitals so that AFM superexchange is maximized.
These orbitally controlled AFM interactions then take
place between planes and not within planes resulting in
AFM between planes while FM interactions prevail in
each plane. Since this this orbital pattern is compatible
with tetragonal distortion, as observed in Sr2MgOsO6
30,
we expect nominally cubic crystal structures to distort.
The next phase we find is the AFM 4-sublattice copla-
nar structure previously found in the d1 phase diagram.
As before, the orbital degrees of freedom are closely
aligned with the directions perpendicular to the occupied
orbitals, and the spin and orbital moments perturbatively
separate from each other with increasing superexchange.
It is worth noting that in this region of the phase dia-
gram, the next lowest energy phase is AFM [100] that
can become a competitive ground state upon inclusion of
anisotropy.
For large superexchange and Hund’s coupling, we find
a ferromagnetic phase with ordering along the [100] di-
rection that is best characterized as a “3-up, 1-down”
collinear structure where three of the four moments order
parallel to each other along the chosen direction and the
fourth moment orders anti-parallel to the other three. It
is worth noting that the second most energetically favor-
able phase in this region of the phase diagram is another
“3-up, 1-down” structure where each moment is either
approximately parallel or antiparallel to the [110] direc-
tion. The energy difference between the FM [100] and
FM [110] phases is negligible and either phase is a suit-
able ground state. In addition to these two FM phases,
we find a canted FM solution to the mean field equa-
tions with the same orbital ordering pattern as the d1
canted FM phase. However it is higher enough in energy
to rule out as a viable ground state and consequently is
not shown in the phase diagram.
Unlike the AFM [110] and AFM 4-sublattice struc-
tures, the FM/AFM [100] structures features an approx-
imately higher degree of degeneracy due to the orbital
degrees of freedom. Like the AFM 4-sublattice orbital
structure, the FM/AFM [100] orbital structure tends to
minimize repulsion between orbitals. Of the four tetra-
hedral sites, three of them are able to minimize the re-
pulsion and allow occupied orbitals to hop to unoccupied
orbitals. While the repulsion is minimized between those
three sites, this forces occupied orbitals on each site to
point toward the fourth site. Figure 3(a) shows that this
fourth site in the FM/AFM [100] orbital pattern chooses
one of the orbitals to have a majority occupancy (solid
color) and the other two orbitals to have minority occu-
pancies (semi-transparent colors). In the FM [110] phase,
a similar situation occurs with the main difference being
that now two orbitals have majority occupancy and one
orbital has minority occupancy. Before magnetic order
sets in, the degeneracy is approximately extensive as the
fourth site on every tetrahedron in the lattice has local
orbital frustration.
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FIG. 3. (a) Orbital ordering patterns are shown for each type of magnetic order. Orbitals shown in solid colors represent
the most occupied orbitals while orbitals not shown or shown transparently have lower occupancy. (b) The zero temperature
phase diagram shows three ground state phases: AFM with moments (anti)parallel to [110], AFM 4-sublattice structure, and
FM with moments parallel to [100]. Phases shown in parenthesis (AFM [100], FM [110]) show the next lowest energy phase in
each region.
When inter-site orbital repulsion HV is included, the
phase boundaries shift. The most dramatic effect is the
recession of the boundary between AFM [110] and the
AFM 4-sublattice structure. This becomes apparent by
comparing the orbital configurations of the two phases as
the AFM [110] structure maximizes the number of AFM
singlets which are penalized by the orbital repulsion. Un-
like in the d1 situation, we find that the inclusion of V
does not enhance FM. While the FM/AFM [100] and FM
[110] orbital structures are much more compatible with
HV than the AFM [110] structure, the AFM 4-sublattice
structure still dominates. We note that unlike the d1
case, canted FM is not favorable here due to the electron
count. The d1 case relies on pushing the large majority
of the electron weight onto one orbital while retaining
a smaller occupancy on a second orbital to generate an
orbital moment. However in d2, this second orbital must
also be occupied which consequently induces AFM inter-
actions within each horizontal plane.
Although we have focused on spin-orbital magnetic or-
der, it is necessary to remark that exotic singlet ground
states are also possible. The Kramer’s theorem guaran-
tees that trivial ionic singlets will not occur in d1 systems,
and therefore the experimental observation of singlet be-
havior is an indication of a non-trivial ground state. Such
considerations do not apply to d2, and experimental ob-
servations of singlet behavior may arise from trivial local
magnetic singlets. Consequently this local non-magnetic
singlet possibility must first be ruled out when searching
for exotic singlet behavior.
C. Finite Temperature Mean Field Theory
Here we consider the model at finite temperature. Fig-
ure 4 shows orbital occupations and inverse magnetic
susceptibility as a function of temperature for the three
ground state phases from the previous section. At high
temperature, the orbitals have a uniform occupancy of
nyz = nzx = nxy = 2/3. There is a temperature To
where time-reversal invariant order sets in through the
orbitals and second temperature Tc where magnetic or-
der sets in. In the case of the AFM [110] phase, Fig. 4(a)
shows the two ordering temperatures coincide and that
the electrons are pushed onto the nyz and nzx orbitals to
maximize antiferromagnetic superexchange. This is dif-
ferent from the orbital ordering previously reported be-
cause this ordering maximizes orbital repulsion instead of
minimizing it, so orbital order itself is not favorable and
is entirely driven by antiferromagnetic superexchange. In
this situation, the Curie-Weiss law with a negative Curie-
Weiss temperature occurs as expected.
The transition to an AFM 4-sublattice structure is
shown in Fig. 4(b). Above To susceptibility follows the
Curie-Weiss law with a negative Curie-Weiss constant.
Below To the orbital occupancies change along with the
inverse susceptibility to deviate from the high tempera-
ture behavior. Just below To, susceptibility may be fit
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FIG. 4. Characteristic inverse susceptibility (blue) and orbital occupation (purple) curves are plotted against temperature for
the three phases in Fig. 3: (a) AFM [110], (b) AFM 4-sublattice, and (c) FM [100]. Susceptibility is averaged over all three
directions, χ−1 = 3(χxx + χyy + χzz)−1, and all sites in the tetrahedra. Orbital occupancies are shown for the site pictured
above each plot.
to another Curie-Weiss law with another negative Curie-
Weiss constant. Similarly to the d1 case, there is still
deviation from the Curie-Weiss law in this regime, how-
ever, the deviations are smaller and so is the enhance-
ment of the effective magnetic moment due to mixing of
the J = 2 states with higher energy multiplets. But we
note that when JSE = 0, we still find the appearance of
a negative Curie-Weiss constant due to non-Curie-Weiss
susceptibility as we did in the d1 model.
Finally, the transition to an FM [100] structure is
shown in Fig. 4(c). Deviations from the Curie-Weiss
law are seen below To, and the sign of the Curie-Weiss
constant can switch from negative to positive depending
which region fitted. Unlike the other phases, magnetic or-
der appears at Tc with a first-order transition marked by
the jumps in orbital occupancy and susceptibility. This
arises from competition between having the most ener-
getically favorable orbital structure at high temperature
and the most energetically favorable magnetic structure
at low temperature.
As in the d1 case, we compare values of the the-
oretical moments to those from experiment. Oxygen
hybridization will result in a Curie moment of µeff =√
6(1 − γ/2)µB . Assuming almost half of the moment
resides on oxygen, the calculated moment is then µeff ≈
1.8µB . This is close to the experimentally observed mo-
ments in Sr2MgOsO6 and Ca2MgOsO6 (both 1.87µB)
29
but further off from those of Ba2YReO6 (1.93µB)
31 and
La2LiReO6 (1.97µB)
31.
IV. CONCLUSIONS
We have studied spin-orbital models for both d1 and
d2 double perovskites where the B’ ions are magnetic and
have strong spin-orbit coupling. We found several non-
trivial magnetically ordered phases characterized both by
ordering of the spin/orbital angular momentum and or-
dering of the orbitals. This orbital ordering shows why
ferromagnetism is energetically favorable in these sys-
tems when electron count is d1 but not when it is d2,
particularly at large spin-orbit coupling. Additionally,
ordering of the orbital degrees of freedom can produce
non-Curie-Weiss behavior which can lead to the appear-
ance of a negative Curie-Weiss in the canted ferromag-
netic phase. We emphasize that examination of the spin
and orbital degrees of freedom separately gives an en-
hanced qualitative understanding of the magnetism for
this class of spin-orbit coupled double perovskites.
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Appendix A: µeff enhancement and To for d
1 model
To obtain the orbital ordering temperature To and the
effective moment µeff as a function of V/λ, we will solve
the mean field equations for HV +HSO analytically. The
relevant mean field parameters for the four sites from
Fig. 1(b) are given below
〈nxy1 〉 = 〈nxy2 〉 = 〈nxy3 〉 = 〈nxy4 〉 = 13 + δnz (A1)
〈nyz1 〉 = 〈nyz2 〉 = 〈nzx3 〉 = 〈nzx4 〉 = 13 + δnx (A2)
with the condition
∑
α n
α
i = 1 determining the other
four parameters. We obtain the single site mean field
10
Hamiltonian for V .
H ′V = −V
[
( 863 δnx +
43
3 δnz)n
yz + ( 433 δnx +
53
3 δnz)n
xy
]
(A3)
Since above Tc, the high mean field Hamiltonian H
′
MF =
H ′V + HSO is time reversal invariant, we rotate into the
basis of total angular momentum J which factors into
two 3 × 3 blocks of doublets. The upper block may be
chosen to be of the form below
3λ
2 − 43V (2δnx+δnz)3√6 −
7V δnz√
2
− 43V (2δnx+δnz)
3
√
6
7V δnz
2
43V (2δnx+δnz)
6
√
3
− 7V δnz√
2
43V (2δnx+δnz)
6
√
3
− 7V δnz2

(A4)
where the basis |J,mJ〉 is given by |1/2,+1/2〉,
|3/2,−3/2〉, |3/2,+1/2〉 in this order. Using θ =
arctan 43
√
3 (2δnx + δnz) /63δnz, we diagonalize the
Hamiltonian in the j = 3/2 block 3λ2 x yx −∆ 0
y 0 ∆
 (A5)
where
∆ = V
√
1849δnx(δnx + δnz) + 793δn2z
3
√
3
(A6)
x = −V 43
√
3(2δnx + δnz) cos
θ
2 + 63δnz sin
θ
2
9
√
2
(A7)
and y is given by x with sin θ → cos θ and cos θ → − sin θ
applied. The lowest J = 3/2 doublet with energy −∆ is
mixed with the J = 1/2 doublet with amplitude −2x/3λ.
We project the magnetization operator M = 2S − L
onto this lowest doublet. Since nominally g = 0 for the
j = 3/2 states, the first non-zero correction to the wave-
function comes from mixing of the j = 3/2 and j = 1/2
states. From the projection, we obtain the g factors for
this doublet in all three directions (ie. Mx = gx
µB
2 σx,
etc) and compute the average g factor obtained in a pow-
der susceptibility measurement g2 = 13
(
g2x + g
2
y + g
2
z
)
to
obtain the powder average effective moment for the dou-
blet. For the parameter regime we are interested in, δnz
has a negligible contribution to g, and the g factor is
given approximately by g = 344V |δnx|/9
√
3λ so that the
moment is µeff = 172V |δnx|µB/9λ.
Now we obtain the mean field orbital ordering temper-
ature To which occurs when the j = 3/2 states split. In
the limit that δnz is negligible, we self consistently solve
for the expectation value of the operator the projections
of the operator δnx → nyz − 13 within the 2 × 2 sub-
space of energies −∆ and ∆ (ie. |J = 3/2, Jz = −3/2〉
and |J = 3/2, Jz = +1/2〉). The projection of the δnx
operator to this subspace is
δnx →
(
− 1
2
√
3
− 16
− 16 12√3
)
(A8)
so that the mean field equations for δnx read
δnx =
1
2
√
3
tanhβ∆ (A9)
where ∆ ≈ 43V
3
√
3
δnx. Then we find kBTo = 43V/18
which is consistent with Ref. 40. However, in contrast to
Ref. 40, our analysis shows that this orbital order is com-
patible with both the FM and AFM phases and does not
disappear below Tc for the AFM phase. We can relate
the ratios of these results as seen in Fig. 1(e) by
kBTo/λ
µeff/µB
=
1
8 δnx
. (A10)
Using the zeroth order approximation for δnx as 1/2
√
3,
this ratio becomes 0.43 which is close to that shown in
Fig. 1(e).
11
1 W. Witczak-Krempa, G. Chen, Y. B. Kim, and L. Balents,
Annual Review of Condensed Matter Physics 5, 57 (2014).
2 J. G. Rau, E. K.-H. Lee, and H.-Y. Kee, Annual Review
of Condensed Matter Physics 7, 195 (2016).
3 E. Kermarrec, C. A. Marjerrison, C. M. Thompson, D. D.
Maharaj, K. Levin, S. Kroeker, G. E. Granroth, R. Flacau,
Z. Yamani, J. E. Greedan, and B. D. Gaulin, Phys. Rev.
B 91, 075133 (2015).
4 A. E. Taylor, R. Morrow, R. S. Fishman, S. Calder, A. I.
Kolesnikov, M. D. Lumsden, P. M. Woodward, and A. D.
Christianson, Phys. Rev. B 93, 220408 (2016).
5 A. M. Cook, S. Matern, C. Hickey, A. A. Aczel, and
A. Paramekanti, Phys. Rev. B 92, 020417 (2015).
6 A. A. Aczel, A. M. Cook, T. J. Williams, S. Calder, A. D.
Christianson, G.-X. Cao, D. Mandrus, Y.-B. Kim, and
A. Paramekanti, Phys. Rev. B 93, 214426 (2016).
7 G. Khaliullin, Phys. Rev. Lett. 111, 197201 (2013).
8 A. Akbari and G. Khaliullin, Phys. Rev. B 90, 035137
(2014).
9 K. Pajskr, P. Nova´k, V. Pokorny´, J. Kolorencˇ, R. Arita,
and J. Kunesˇ, Phys. Rev. B 93, 035129 (2016).
10 O. N. Meetei, W. S. Cole, M. Randeria, and N. Trivedi,
Phys. Rev. B 91, 054412 (2015).
11 T. Dey, A. Maljuk, D. V. Efremov, O. Kataeva, S. Gass,
C. G. F. Blum, F. Steckel, D. Gruner, T. Ritschel, A. U. B.
Wolter, J. Geck, C. Hess, K. Koepernik, J. van den Brink,
S. Wurmehl, and B. Bu¨chner, Phys. Rev. B 93, 014434
(2016).
12 B. Ranjbar, E. Reynolds, P. Kayser, B. J. Kennedy, J. R.
Hester, and J. A. Kimpton, Inorganic Chemistry 54, 10468
(2015).
13 B. F. Phelan, E. M. Seibel, D. B. Jr., W. Xie, and R. Cava,
Solid State Communications 236, 37 (2016).
14 K. I. Kugel’ and D. I. Khomski, Soviet Physics Uspekhi
25, 231 (1982).
15 G. Khaliullin, Progress of Theoretical Physics Supplement
160, 155 (2005).
16 M. A. de Vries, A. C. Mclaughlin, and J.-W. G. Bos, Phys.
Rev. Lett. 104, 177202 (2010).
17 T. Aharen, J. E. Greedan, C. A. Bridges, A. A. Aczel,
J. Rodriguez, G. MacDougall, G. M. Luke, T. Imai, V. K.
Michaelis, S. Kroeker, H. Zhou, C. R. Wiebe, and L. M. D.
Cranswick, Phys. Rev. B 81, 224409 (2010).
18 J. P. Carlo, J. P. Clancy, T. Aharen, Z. Yamani, J. P. C.
Ruff, J. J. Wagman, G. J. Van Gastel, H. M. L. Noad,
G. E. Granroth, J. E. Greedan, H. A. Dabkowska, and
B. D. Gaulin, Phys. Rev. B 84, 100404 (2011).
19 M. A. d. Vries, J. O. Piatek, M. Misek, J. S. Lord, H. M.
Rnnow, and J.-W. G. Bos, New Journal of Physics 15,
043024 (2013).
20 Z. Qu, Y. Zou, S. Zhang, L. Ling, L. Zhang, and Y. Zhang,
Journal of Applied Physics 113, 17E137 (2013).
21 K. E. Stitzer, M. D. Smith, and H.-C. zur Loye, Solid
State Sciences 4, 311 (2002).
22 A. S. Erickson, S. Misra, G. J. Miller, R. R. Gupta,
Z. Schlesinger, W. A. Harrison, J. M. Kim, and I. R.
Fisher, Phys. Rev. Lett. 99, 016404 (2007).
23 A. J. Steele, P. J. Baker, T. Lancaster, F. L. Pratt,
I. Franke, S. Ghannadzadeh, P. A. Goddard, W. Hayes,
D. Prabhakaran, and S. J. Blundell, Phys. Rev. B 84,
144416 (2011).
24 L. Lu, M. Song, W. Liu, A. P. Reyes, P. Kuhns, H. O. Lee,
I. R. Fisher, and V. F. Mitrovic´, ArXiv e-prints (2017),
arXiv:1701.06117 [cond-mat.str-el].
25 K. G. Bramnik, H. Ehrenberg, J. K. Dehn, and H. Fuess,
Solid State Sciences 5, 235 (2003), dedicated to Sten An-
dersson for his scientific contribution to Solid State and
Structural Chemistry.
26 C. A. Marjerrison, C. M. Thompson, G. Sala, D. D. Ma-
haraj, E. Kermarrec, Y. Cai, A. M. Hallas, M. N. Wilson,
T. J. S. Munsie, G. E. Granroth, R. Flacau, J. E. Greedan,
B. D. Gaulin, and G. M. Luke, Inorganic Chemistry 55,
10701 (2016).
27 H. L. Feng, Y. Shi, Y. Guo, J. Li, A. Sato, Y. Sun,
X. Wang, S. Yu, C. I. Sathish, and K. Yamaura, Jour-
nal of Solid State Chemistry 201, 186 (2013).
28 C. M. Thompson, J. P. Carlo, R. Flacau, T. Aharen, I. A.
Leahy, J. R. Pollichemi, T. J. S. Munsie, T. Medina, G. M.
Luke, J. Munevar, S. Cheung, T. Goko, Y. J. Uemura, and
J. E. Greedan, Journal of Physics: Condensed Matter 26,
306003 (2014).
29 Y. Yuan, H. L. Feng, M. P. Ghimire, Y. Matsushita,
Y. Tsujimoto, J. He, M. Tanaka, Y. Katsuya, and
K. Yamaura, Inorganic Chemistry 54, 3422 (2015), pMID:
25751088, http://dx.doi.org/10.1021/ic503086a.
30 R. Morrow, A. E. Taylor, D. J. Singh, J. Xiong, S. Rodan,
A. U. B. Wolter, S. Wurmehl, B. Bu¨chner, M. B. Stone,
A. I. Kolesnikov, A. A. Aczel, A. D. Christianson, and
P. M. Woodward, Scientific Reports 6, 32462 (2016).
31 T. Aharen, J. E. Greedan, C. A. Bridges, A. A. Aczel,
J. Rodriguez, G. MacDougall, G. M. Luke, V. K. Michaelis,
S. Kroeker, C. R. Wiebe, H. Zhou, and L. M. D. Cran-
swick, Phys. Rev. B 81, 064436 (2010).
32 A. A. Aczel, Z. Zhao, S. Calder, D. T. Adroja, P. J. Baker,
and J.-Q. Yan, Phys. Rev. B 93, 214407 (2016).
33 C. M. Thompson, L. Chi, J. R. Hayes, A. M. Hallas, M. N.
Wilson, T. J. S. Munsie, I. P. Swainson, A. P. Grosvenor,
G. M. Luke, and J. E. Greedan, Dalton Trans. 44, 10806
(2015).
34 L. Xu, N. A. Bogdanov, A. Princep, P. Fulde, J. v. d. Brink,
and L. Hozoi, npj Quantum Materials 1, 16029 (2016).
35 K.-H. Ahn, K. Pajskr, K.-W. Lee, and J. Kunes, ArXiv
e-prints (2016), arXiv:1611.07749 [cond-mat.str-el].
36 H. J. Xiang and M.-H. Whangbo, Phys. Rev. B 75, 052407
(2007).
37 K.-W. Lee and W. E. Pickett, EPL (Europhysics Letters)
80, 37008 (2007).
38 S. Gangopadhyay and W. E. Pickett, Phys. Rev. B 91,
045133 (2015).
39 J. Romha´nyi, L. Balents, and G. Jackeli, ArXiv e-prints
(2016), arXiv:1611.00646 [cond-mat.str-el].
40 G. Chen, R. Pereira, and L. Balents, Phys. Rev. B 82,
174440 (2010).
41 G. Chen and L. Balents, Phys. Rev. B 84, 094420 (2011).
42 T. Dodds, T.-P. Choy, and Y. B. Kim, Phys. Rev. B 84,
104439 (2011).
43 H. Ishizuka and L. Balents, Phys. Rev. B 90, 184422
(2014).
44 W. M. H. Natori, E. C. Andrade, E. Miranda, and R. G.
Pereira, Phys. Rev. Lett. 117, 017204 (2016).
45 Private communications.
46 A. Georges, L. de’ Medici, and J. Mravlje, Annual Review
12
of Condensed Matter Physics 4, 137 (2013).
47 B. Yuan, J. P. Clancy, A. M. Cook, C. M. Thompson,
J. Greedan, G. Cao, B.-C. Jeon, T.-W. Noh, M. H. Upton,
D. Casa, T. Gog, A. Paramekanti, and Y.-J. Kim, ArXiv
e-prints (2017), arXiv:1701.06584 [cond-mat.str-el].
48 J. Goodenough, Magnetism and the Chemical Bond (In-
terscience Publishers, 1963).
49 J. Kanamori, J. Phys. Chem. Solids 10, 87 (1959).
50 P. W. Anderson, Phys. Rev. 115, 2 (1959).
