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MATRIX N−DILATIONS OF QUANTUM CHANNELS
J. LEVICK AND R.T.W. MARTIN
Abstract. We study unital quantum channels which are obtained via partial trace of a ∗-automorphism
of a finite unital matrix ∗-algebra. We prove that any such channel, q, on a unital matrix ∗-algebra,
A, admits a finite matrix N−dilation, αN , for any N ∈ N. Namely, αN is a ∗-automorphism of a
larger bi-partite matrix algebra A⊗B so that partial trace of M -fold self-compositions of αN yield
the M -fold self-compositions of the original quantum channel, for any 1 ≤ M ≤ N . This demon-
strates that repeated applications of the channel can be viewed as ∗-automorphic time evolution of
a larger finite quantum system.
1. Introduction
A unital quantum channel q is a unital, completely positive, trace-preserving (UCPTP) linear
map. Quantum channels are fundamental objects in quantum computing and quantum information
theory where they naturally describe the time evolution of open quantum systems [1, Chapter 8.2].
Given an open quantum system, A, interacting with the quantum system of the environment E,
the total quantum system
A⊗ E,
is a closed quantum system, and its time evolution is necessarily unitary, i.e. described by a
(unitary) ∗-automorphism of A⊗E [1, Chapter 2.2.2]. In this paper, we consider quantum channels
acting on a finite quantum system, i.e. a unital matrix ∗-algebra, A, such that q can be realized
as the partial trace of a ∗-automorphism of a larger finite quantum system A⊗B:
q(A)⊗ IB = (idA ⊗ IBtrB) ◦ α(A⊗ IB); α ∈ Aut(A⊗B).
(In the above, and throughout, by a unital matrix ∗-algebra, we mean a unital, self-adjoint matrix
algebra.) Any quantum channel with this property is factorizable in the sense of [2, 3], and we
will review the general definition of factorizability and its relationship to dilation theory in the
upcoming Subsection 8.1.
Our main result is that if a unital quantum channel has this property, then for any N ∈ N, one can
construct ∗-automorphisms, αN of larger finite quantum systems (finite unital matrix ∗-algebras)
A⊗BN so that for any 1 ≤M ≤ N ,
q(M)(A)⊗ IBN := (q ◦ q ◦ · · · ◦ q︸ ︷︷ ︸
M times
)(A) ⊗ IBN =
(
(idA ⊗ IBN trBN ) ◦ α(M)N
)
(A⊗ IBN ) .
A physical interpretation is that time evolution of any state or density matrix (any positive matrix
with unit trace) (A⊗ IBN ) in the original quantum system A⊗ IBN , under the quantum channel,
1
q, is implemented by ∗-automorphic time evolution of the larger (finite) quantum system A ⊗ B,
up to M ‘time steps’.
1.1. Preliminaries. Let QC(A) denote the convex set of all unital quantum channels on A, a
finite unital matrix ∗-algebra, A :=⊕Nk=1Cnk×nk , where Cn×n denotes the n×n complex matrices.
The normalized trace on Cn×n will be denoted by trn and we assume that there is a fixed, unital
faithful trace trA so that q is trA-preserving: trA ◦q = trA. If {qk}pk=1 ⊂ A, are a set of contractions
so that
q(A) =
p∑
k=1
qkAq
∗
k,
then the {qk} are called quantum effects or Kraus operators for q and we write
q ∼ {qk}.
It is an easy consequence of Choi’s theorem that any q ∈ QC(A) is implemented by a set of quantum
effects, q ∼ {qk} [4]. Moreover, if {qk}pk=1, and {q′j}p
′
j=1 are two sets of Kraus operators for q, then
there is a unitary U ∈ Cm×m, m = max{p, p′}, so that (assume without loss of generality that
p < p′):
U


q1
...
qp
0
...
0


=


q′1
...
q′p′

 .
We assume throughout, without loss in generality, that q ∼ {qk}pk=1 is implemented by a linearly
independent set of Kraus operators so that p ∈ N is minimal. Any unital quantum channel,
q ∈ QC(A) has a tracial dual : q† ∈ QC(A). The fact that q ∈ QC(A) is unital and trace-preserving
implies:
p∑
k=1
qkq
∗
k = IA; q is unital,
and
p∑
k=1
q∗kqk = IA; q is trace-preserving.
The tracial dual channel q† ∈ QC(A) is defined by
trA
(
A1q
†(A2)
)
:= trA (q(A1)A2) .
This is again a unital quantum channel with effects q† ∼ {q∗k}.
Given q ∈ QC(A) with q ∼ {qk}pk=1, we say that U is a unitary matrix factorization of q if there
are p matrices {vk}pk=1 so that
U :=
p∑
k=1
qk ⊗ vk; is unitary,
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and the vk are trace-orthogonal. That is, we can assume without loss in generality that the vk all
belong to a finite unital matrix ∗-algebra, B, and,
trB(v
∗
kvj) = δk,j.
If q ∈ QC(A) has a unitary matrix factorization, we will say that q is matrix factorizable.
Remark 2. We note that the set of q ∈ QC(A) that are matrix factorizable is closed under
convex combinations as well as under composition; a fact that can be proved with only slight
modifications to the proof of [5, Proposition 2]: convex combinations of matrix factorizable channels
are factorizable by matrix algebras that are direct sums of the respective algebras, and compositions
of matrix factorizable channels are factorizable by matrix algebras that are tensor products of the
respective algebras.
Definition 3. We say that a ∗-automorphism, α, of A ⊗ B, where A,B are finite unital matrix
∗-algebras with fixed faithful, unital traces trA, trB, is a ∗-automorphic matrix N -dilation or (more
simply) a matrix N -dilation of q ∈ QC(A) if, for any 1 ≤M ≤ N ,
q(M)(A)⊗ IB =
(
ΦAB ◦ α(M)
)
(A⊗ IB) ∀A ∈ A.
In the above, ΦA
B
denotes the unique trA⊗B := trA⊗ trB-preserving conditional expectation onto
the unital ∗-subalgebra A⊗ IB. Namely, trA⊗B is defined by
trA⊗B(A⊗B) := trA(A) · trB(B); A ∈ A, B ∈ B,
the partial trace of A⊗B onto A is defined as the map trA
B
= idA ⊗ trB : A⊗B→ A:
trAB(A⊗B) = (idA ⊗ trB) (A⊗B) := A · trB(B) ∈ A,
and the unital trA⊗B-preserving conditional expectation Φ
A
B
is then
ΦAB := (idA ⊗ trB)†(idA ⊗ trB) : A⊗B→ A⊗ IB,
ΦAB (A⊗B) = A · trB(B)⊗ IB,
where † denotes tracial dual.
Lemma 4. If A,B are finite unital matrix ∗-algebras and q ∈ QC(A), then U ∈ A⊗B is a unitary
matrix factorization of q if and only if AdU is a matrix 1-dilation of q.
In the above, AdU denotes the unitary ∗-automorphism of adjunction by U :
AdU (A⊗B) := U(A⊗B)U∗,
for some unitary U ∈ A⊗B.
Proof. This is a special case of [3, Theorem 2.2], and easily verified. 
Observe that if q admits a unitary matrix factorization, then the vk can all be chosen to be
matrix units for the unital matrix algebra B. Indeed, if the matrix units for B are {Ek}mk=1, and
3
U =
∑p
k=1 qk ⊗ vk is a unitary matrix factorization of q, then expanding the vk in the trace-
orthogonal basis {Ek} yields:
vk =
m∑
j=1
Wk,jEj ,
and so
U =
p∑
k=1
qk ⊗ vk
=
p∑
k=1
m∑
j=1
Wk,jqk ⊗ Ej
=
m∑
j=1
(
p∑
k=1
ck,jqk
)
⊗ Ej
=:
m∑
j=1
q′j ⊗ Ej .
Since the partial trace of AdU onto the unital subalgebra A ⊗ IB yields q, it follows that the
{q′j}mj=1 ∼ q are necessarily another set of effects or Kraus operators for q.
Remark 5. It follows that all matrix factorizable quantum channels q ∈ QC(n) := QC(Cn×n) can
be constructed as follows: Fix a unitary matrix U ∈ Cnm×nm ≃ Cn×n ⊗ Cm×m, and decompose U
into m2 blocks of size n× n:
U =
m∑
k,j=1
qk,j ⊗ Ek,j; qk,j ∈ Cn×n,
where the Ek,j are matrix units for C
m×m. Applying the partial trace of Cnm×nm ≃ Cn×n⊗Cm×m
onto Cn×n ⊗ Im to AdU then yields a unital quantum channel q ∈ QC(n) so that q ∼ {qk,j}mk,j=1.
The qk,j ∈ Cn×n are a set of m2 effects for q, q ∼ {qk,j}mk,j=1 and U is then a unitary matrix
factorization of q. Equivalently, by Lemma 4, AdU is a matrix 1-dilation of q.
Example 6. (Discrete Fourier Transform)
Let ω := e−i
2pi
N be a primitive N th root of unity, and set
[Ωkj] :=
1√
N
[ω(k−1)(j−1)] ∈ CN×N ; 1 ≤ k, j,≤ N.
That is,
Ω =
1√
N


1 1 1 1 · · · 1
1 ω ω2 ω3 · · · ωN−1
1 ω2 ω4 ω6 · · · ω2(N−1)
1 ω3 ω6 ω9 · · · ω3(N−1)
...
. . .
...
1 ωN−1 ω2(N−1) · · · ω(N−1)2


.
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This is the N -point Discrete Fourier Transform (DFT) matrix, and it is unitary. Given any n ∈ N,
if we choose N := n ·m, for some m ∈ N, then we can break Ω into m2 blocks of matrices in Cn×n
as:
Ω =
∑
k,j
Ωk,j ⊗ Ek,j;
where the Ek,j are the standard matrix units for C
m×m. It follows that the unital quantum channel
q ∈ QC(n) defined by q ∼ {Ωk,j} has Ω as a unitary matrix factorization.
Example 7. (Random unitary channels) Choose numbers {p1, ..., pN} > 0 so that
N∑
k=1
pk = 1,
and let {Uk}pk=1 ∈ Cn×n be any unitary matrices. Let B := CN denote the diagonal ∗-algebra of
N ×N diagonal matrices with faithful normal tracial state:
trB(diag(b1, ..., bN )) :=
N∑
k=1
pkbk,
and let {Ek}Nk=1 be diagonal matrix units for this algebra. It is easy to check that
q(A) :=
N∑
k=1
pkUkAU
∗
k ,
is a unital quantum channel on A = Cn×n, and that
V :=
N∑
k=1
Uk ⊗ Ek; [V ] =


U1
U2
. . .
UN


is a unitary matrix factorization of q. (In the above blank entries are all zero, and [V ] denotes the
matrix representation of V in the canonical basis.)
Example 8. (Schur product channels) The Schur product of two matrices A and B whose dimen-
sions are the same, denoted A ◦B, is simply their entry-wise product: (A ◦B)ij = AijBij . A Schur
product channel is a quantum channel q : Cn×n → Cn×n that outputs the Schur product of each
input matrix with some fixed output matrix:
q(X) = X ◦ C
for some fixed C. A channel of this form is completely positive whenever C ≥ 0; to see this, note
that for v ∈ Cn and Dv = diag(v), X ◦ (vv∗) = DvXD∗v . If C ≥ 0, then there exist {vi}pi=1 such
that C =
∑p
i=1 viv
∗
i , and so
q(X) = X ◦ C = X ◦ (
p∑
i=1
viv
∗
i ) =
p∑
i=1
DviXD
∗
vi
;
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hence q ∼ {Dvi}pi=1 is an operator-sum form for q. In general, Schur product channels correspond
to channels whose Kraus operators are diagonal.
If C ≥ 0, the map q(X) = X ◦C is trace-preserving if and only if ∑ni=1 xiicii =∑ni=1 xii for all X;
i.e., if and only if cii = 1. Thus, C is a correlation matrix: a positive semidefinite matrix with 1’s
down the diagonal. In this case, q is automatically unital as well as trace-preserving.
From the above, it is clear that all matrix-factorizable Schur product channels arise in the following
way:
q(X) = trBU(X ⊗ I)U∗
for some unitary U ∈ Cn×n ⊗ N. If we write U = ∑k uk ⊗ Ek where Ek are matrix units for N,
then for q to be a Schur product channel, uk must all be diagonal.
Factorizability of Schur product channels is intimately connected to the geometry of the convex
set En := {C ∈ Cn×n : C ≥ 0, cii = 1}. First of all, rank-one correlation matrices induce unitary
Schur product channels. This is because, if C = vv∗, and cii = 1, necessarily |vi| = 1; hence
q(X) = X ◦C = DvXD∗v where Dv is a diagonal matrix whose diagonal entries all have modulus-1,
so Dv is unitary.
This means that if a correlation matrix C is in the convex hull of rank-one correlation matrices, the
channel q(C) is random unitary. For n = 1, 2, 3 rank-one correlation matrices are the only extreme
points of the set En, and so all Schur product channels on the n×n matrices for n ≤ 3 are random
unitary, hence factorizable.
For n ≥ 4, there are rank-k extreme points of En for all k ≤
√
n [6]. If C is an extreme point of
rank ≥ 2 of En, then the channel q(X) = X ◦ C is not factorizable [3] [7].
It is also possible to have a Schur product channel that is factorizable, but not random unitary
(i.e., C is not in the convex hull of rank-1 correlation matrices). Haagerup and Musat exhibit such
an example for n = 6.
More generally, Haagerup and Musat have shown that a correlation matrix C = (cij) ∈ En is fac-
torizable if and only if there exists a finite von Neumann algebra N and unitaries {Ui}ni=1 in N such
that TrN(U
∗
i Uj) = cij . The question of whether the closure of the set of matrix factorizable corre-
lation matrices is the same as the set of factorizable correlation matrices is equivalent to Connes’
embedding conjecture [7].
One wide class of Schur product channels that are known to be factorizable is the set of Schur
product channels arising from correlation matrices with all real entries [5][3]. Such a channel al-
ways admits a factorization by means of trace-orthogonal, anti-commuting unitaries.
8.1. Dilation and Factorization. The notions of dilation and factorization of quantum channels
were originally introduced in the more general context of what are called Markov maps between
finite von Neumann algebras. If (A, φ); (B, ψ) are two finite von Neumann algebras equipped with
faithful normal states, φ,ψ, a unital completely positive map q : A → B is called a (φ,ψ)-Markov
map if ψ ◦ q = φ, and if q intertwines the one-parameter ∗-automorphism groups of φ and ψ [2, 3].
These conditions ensure that any (φ,ψ)−Markov map has a dual (ψ, φ)-Markov map q† : B → A
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defined by
φ(q†(B)A) := ψ(Bq(A)); A ∈ A, B ∈ B.
A quantum channel is the special case where both A,B are finite unital matrix ∗-algebras and φ,ψ
are unital faithful, normalized traces. Recall we consider the case of q ∈ QC(A) so that q : A→ A
is a unital quantum channel on a unital matrix ∗-algebra A.
The original definition of factorizability of a (φ,ψ)-Markov map q is: q : (A, φ) → (B, ψ) is
factorizable if there exists a pair, (C, γ), consisting of a finite von Neumann algebra C equipped
with faithful normal state γ, ∗-monomorphisms α : A → C and β : B → C which are (φ, γ), and
(ψ, γ)-Markov, respectively, so that
q = β† ◦ α,
[2, 3]. For the case of interest to us, unital quantum channels q : A → B, between finite unital
matrix ∗-algebras, A,B, q has a factorization in this sense with C another finite unital matrix ∗-
algebra if and only if q has a unitary matrix factorization (or equivalently, q has a matrix 1-dilation)
as in Lemma 4 above, and we will not have need for this fully general definition of factorization.
The concept of dilation of a (φ, φ)-Markov map q : (A, φ)→ (A, φ) was originally introduced by
Ku¨mmerer in [8, Definition 2.1.1]: A dilation of q is a quadruple (M, γ, α, J) where M is a finite
von Neumann algebra with faithful normal state γ, α is a γ-preserving ∗-automorphism of M, and
J : A→M is a (φ, γ)-Markov ∗-monomorphism so that
q(n) = J∗α(n)J,
and as before, q(n), denotes n-fold self-composition. As proven in [3, Theorem 4.4], a φ-Markov
map q : (A, φ)→ (A, φ) has a dilation if and only if it is factorizable.
We focus on the special case of unital quantum channels q ∈ QC(A) on finite unital matrix
algebras A, the set of all trA-Markov maps. In this setting, if q is factorizable, we refer to a dilation
(M, γ, α, J), of q, as defined above as a power dilation. Corollary 28 shows that if γ is a faithful
trace, α a ∗-automorphism, and J is an embedding of A into M, then M cannot be a (finite)
type-I von Neumann algebra. This motivates the consideration of matrix N -dilations of quantum
channels as defined in Definition 3. Matrix N -dilations may also be of more interest in quantum
information and quantum computing since they act on finite quantum systems, and hence are, in
principle, easier to implement in an experimental setting, e.g in a quantum computer [1]. We will
show that a unital quantum channel q ∈ QC(A) has a matrix N -dilation, αN , for any N ∈ N, if
and only if q has a unitary matrix factorization, and our explicit and simple construction provides
upper bounds on the dimension of the unital matrix algebra on which αN acts:
Theorem. (Theorem 10) Let A be a unital matrix ∗-algebra. A unital quantum channel q ∈ QC(A),
is factorizable with matrix 1-dilation α1 acting on A⊗B, if and only if q has a matrix N -dilation
αN acting on A⊗B⊗N , for any N ∈ N.
In the above B⊗N := B⊗B⊗ · · · ⊗B︸ ︷︷ ︸
N times
.
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9. N−dilations of quantum channels
Let q ∈ QC(A) be a unital quantum channel on a finite unital matrix ∗-algebra, A, with faithful
normalized trace trA, and Kraus operators q ∼ {qk}pk=1. Assume that q has a unitary matrix
factorization:
(9.1) U :=
p∑
k=1
qk ⊗ bk ∈ A⊗B.
For simplicity of notation, let
trAB := idA ⊗ trB,
be the partial trace of A⊗B onto A, and let
Φ := idA ⊗ IB · trB := (trAB)†trAB,
be the unique, unital, trA ⊗ trB-preserving conditional expectation of A ⊗ B onto A ⊗ IB. Recall
that since U is a unitary matrix factorization of q, AdU is a matrix 1−dilation of q, by Lemma 4:
(q ⊗ IB)(A⊗ IB) = (idA ⊗ trB) (U(A⊗ IB)U∗) ; A ∈ A.
Equivalently,
q ◦Φ = trAB ◦AdU ◦ Φ, or Φ ◦ AdU ◦ Φ = q ◦ trAB ⊗ IB.
For any N ∈ N, consider the unital matrix ∗-algebra
A⊗B⊗B⊗ · · · ⊗B︸ ︷︷ ︸
N times
=: A⊗B⊗N .
Set,
UN := U ⊗ IB⊗(N−1) ∈ A⊗B⊗N .
Observe that, by uniqueness of the trA⊗trB⊗N -preserving conditional expectation, ΦN , of A⊗B⊗N
onto A⊗ IB⊗N ,
(9.2) ΦN (A⊗B1 ⊗B2 ⊗ · · · ⊗BN ) = trAB
(
trAB
(
· · · trAB
(
trAB(A⊗B1)⊗B2
)
· · ·
)
⊗BN
)
⊗ IB⊗N
Also observe that
trAB ◦ (q ⊗ idB)(A ⊗B) = trAB(q(A) ⊗B)
= q(A) · trB(B),
and this proves that
(9.3) trAB ◦ (q ⊗ idB) = q ◦ trAB.
Define the ∗−automorphism, σN , of A ⊗ B⊗N by a cyclic permutation of the N tensor factors
of B⊗N : For any A ∈ A, and B1, ..., BN ∈ B,
σN (A⊗B1 ⊗B2 · · · ⊗BN ) := A⊗BN ⊗B1 ⊗B2 · · · ⊗BN−1.
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Finally, define the ∗-automorphism
(9.4) αN := AdUN ◦ σN ,
a ∗−automorphism of A⊗B⊗N .
Theorem 10. Let q ∈ QC(A) be a matrix factorizable quantum channel, q(A) = (idA ⊗ trB) ◦
AdU (A ⊗ IB) where q ∼ {qk}pk=1, and U :=
∑p
k=1 qk ⊗ bk ∈ A ⊗ B is unitary. Then the ∗-
automorphism, αN , defined above, is a finite matrix N -dilation of q acting on the algebra A⊗B⊗N .
Proof. Suppose that 1 ≤M ≤ N . The action of α(M) on A⊗ IB⊗N is:
α(M)(A⊗ IB⊗N ) =
p∑
j1,...,jM=1
k1,...,kM=1
qjM · · · qj1Aq∗k1 · · · q∗kM ⊗ bjM b∗kM ⊗ bjM−1b∗kM−1⊗· · ·⊗ bj1b∗k1⊗ IB⊗(N−M) .
Then, by equation (9.2),
ΦN ◦ α
(M)
N
(A⊗ I
B⊗N
)(10.1)
= trA
B


trA
B


· · ·


trA
B


p∑
j1,...,jM
k1,...,kM
=1
qjM · · · qj1Aq
∗
k1
· · · q∗kM ⊗ bjM b
∗
kM


︸ ︷︷ ︸
(A)
⊗bjM−1b
∗
kM−1


· · ·


⊗ bj1b
∗
k1


⊗ I
B⊗N
Since AdU is a 1-dilation of q, the expression (A) evaluates to:
(A) = trAB ◦AdU


p∑
j1,...,jM−1
k1,...,kM−1
=1
qjM−1 · · · qj1Aq∗k1 · · · q∗kM−1 ⊗ IB


= q

 ∑
j1,...,jM−1
k1,...,kM−1
=1
qjM−1 · · · qj1Aq∗k1 · · · q∗kM−1

 .
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Applying the conditional expectation formula (9.2), and the commutation formula (9.3), the original
expression (10.1) becomes
trA
B

tr
A
B

· · ·

tr
A
B
◦ (q ⊗ idB)


p∑
j1,...,jM−1
k1,...,kM−1
=1
qjM−1 · · · qj1Aq
∗
k1
· · · q
∗
kM−1
⊗ bjM−1 b
∗
kM−1

⊗ bjM−2 b
∗
kM−2

 · · ·

 ⊗ bj1 b
∗
k1

⊗ IB⊗N
= trA
B

· · ·

tr
A
B
◦ (q ⊗ idB) ◦ AdU


p∑
j1,...,jM−2
k1,...,kM−2
=1
qjM−2 · · · qj1Aq
∗
k1
· · · q
∗
kM−2
⊗ IB

⊗ bjM−2 b
∗
kM−2

 · · · ⊗ bj1 b
∗
k1

⊗ IB⊗N
= trA
B

· · ·

q ◦ tr
A
B
◦ AdU ◦ Φ1


p∑
j1,...,jM−2
k1,...,kM−2
=1
qjM−2 · · · qj1Aq
∗
k1
· · · q
∗
kM−2
⊗ IB

 ⊗ bjM−2 b
∗
kM−2

 · · · ⊗ bj1 b
∗
k1

⊗ IB⊗N
trA
B

· · ·

q
(2)


p∑
j1,...,jM−2
k1,...,kM−2
=1
qjM−2 · · · qj1Aq
∗
k1
· · · q
∗
kM−2
⊗ bjM−2 b
∗
kM−2

 · · · ⊗ bj1 b
∗
k1



⊗ IB⊗N
· · · = q(M)(A)⊗ I
B⊗N
.

Remark 11. It seems reasonable to expect that one can take the limit of the above construction
of the N−dilation, αN , in a suitable way to obtain a power dilation, α, of the original quantum
channel q ∈ QC(A), which acts on a finite von Neumann algebra realized as an infinite tensor
product of unital matrix ∗-algebras [9, 10].
12. Representing contractions and dilations
This section develops some general characterizations of unital quantum channels which may be
of independent interest. Namely, we will define a natural map from unital quantum channels,
q ∈ QC(A) acting on finite unital matrix ∗-algebras, A, to contractions Tq acting on the Gelfand-
Naimark-Segal (GNS) Hilbert space associated to A and its faithful normalized trace trA.
We will show that many nice properties of quantum channels (including the relationship between
a factorizable unital quantum channel and its N -dilations) correspond to similarly nice properties
under the map q 7→ Tq. We will apply this construction to prove, in particular, that if q ∈ QC(A)
is factorizable, then q is either already a unitary ∗-automorphism, or any power dilation, α of q
cannot act on a finite unital matrix ∗-algebra (Corollary 28).
Let A be a finite unital matrix ∗-algebra, with faithful normalized trace, trA. Let L2(A) =
L2(A, trA) denote the tracial GNS space with inner product:
〈A1, A2〉trA := trA (A∗1A2) ; A1, A2 ∈ A,
(conjugate linear in the first argument). Also let L : A→  L(L2(A)) be the left regular representa-
tion of A on L2(A):
LAA1 := AA1; A,A1 ∈ A.
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Definition 13. If Λ : A → A is any linear (or anti-linear) map, we can define a corresponding
linear map TΛ ∈  L(L2(A)) by the formula:
TΛA := Λ(A) ∈ L2(A).
We will call the map TΛ, the representing map of Λ.
Lemma 14. If q ∈ QC(A) then the representing map Tq : L2(A)→ L2(A) defined by
Tq(A) := q(A); A ∈ A,
is a contraction.
Proof. This is an easy application of the Schwarz inequality for 2-positive maps ([11, Proposition
3.3.]) and the fact that q preserves the trace:
‖TqA‖2 = 〈TqA,TqA〉trA
= trA (q(A)
∗q(A))
≤ trA (q(A∗A)) (Schwarz inequality)
= trA(A
∗A) (trace preservation of q)
= ‖A‖2trA .

Remark 15. We call Tq the representing contraction of the quantum channel q. Observe that
Tq† = T
∗
q ,
and that if q1, q2 are quantum channels then
Tq2◦q1 = Tq2Tq1 .
The map q 7→ Tq takes QC(A) onto a unital convex subset of the closed unit ball of  L(L2(A)) which
is closed under products (i.e. a closed convex monoid).
Theorem 16. Let A be a finite unital matrix ∗-algebra. Given q ∈ QC(A), q is:
(1) a ∗−automorphism if and only if Tq is unitary.
(2) a trA-preserving conditional expectation onto a unital ∗−subalgebra if and only if Tq is a
projection.
(3) a ∗−monomorphism of a unital ∗-subalgebra into A composed with the conditional expecta-
tion onto that unital ∗-subalgebra if and only if Tq is a partial isometry.
A ∗-monomorphism is an injective ∗-homomorphism. Any quantum channel q ∈ QC(A) is
necessarily faithful since it preserves the faithful normalized trace trA:
q(A∗A) = 0 ⇔ A = 0.
It follows that if q is a ∗-homomorphism on all of A, it is necessarily injective. Since everything is
finite dimensional this implies that Tq and hence q is also surjective so that q is a ∗-automorphism.
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Lemma 17. The kernel and co-kernel of any representing contraction, Tq, of a unital quantum
channel q ∈ QC(A) are self-adjoint: If A ∈ Ker(Tq) or Ker(Tq)⊥ respectively, then so is A∗.
Applying this fact to the dual channel also shows that the range and orthogonal complement of
the range of any quantum channel are self-adjoint.
Proof. Clearly Ker(Tq) is self-adjoint since q(A) = 0⇔ q(A)∗ = q(A∗) = 0. Now suppose that
A ∈ Ker(Tq)⊥ = Ran
(
T ∗q
)
= Ran
(
Tq†
)
.
Then there is a B ∈ A so that q†(B) = A, and by self-adjointness, q†(B∗) = A∗ so that A∗ ∈
Ran
(
T ∗q
)
= Ker(Tq)
⊥ as well. 
Proof. (of Theorem 16) First suppose that q is a ∗-automorphism. Then for any A ∈ A. Then
‖TqA‖2 = trA(q(A)∗q(A))
= trA(q(A
∗A) (q is a ∗-homomorphism)
= trAA
∗A (q preserves the normalized trace)
= ‖A‖2trA ,
and this proves that Tq is unitary. Conversely if Tq is unitary then
‖TqA‖2 = ‖A‖2,
which implies that
0 = trA(A
∗A− q(A)∗q(A))
= trA(q(A
∗A)− q(A)∗q(A)).
The argument is non-negative by the Schwarz inequality so that q(A∗A) = q(A)∗q(A) by faithfulness
of the normalized trace. Choi’s theorem on multiplicative domains [11, Theorem 3.18] then implies
that q is a ∗-automorphism.
If q is a conditional expectation then
q(q(A)) = q(A),
so that T 2q = Tq and Tq is idempotent. Also, for any A,B ∈ A,
trA(q
†(B)∗A) = trA(B
∗q(A))
= trA (q(B
∗q(A)))
= trA(q(B)
∗q(A)) (conditional expectation property)
= trA (q(q(B
∗)A)) (same property)
= trA(q(B
∗)A) (trace preservation).
This proves that q = q† so that Tq = T
∗
q , and Tq is a projection. Conversely if Tq is a projection
then q = q† = q2 which implies that q is a conditional expectation.
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Finally suppose that q = α ◦ Φ is a ∗-monomorphism, α, of a unital ∗-subalgebra B ⊂ A into
A composed with the trA-preserving conditional expectation Φ onto that subalgebra. We can
identify L2(B, trA) as a Hilbert subspace of L
2(A), and it follows as in the first part of the proof
that Tα|L2(B,trA) is an isometry of the subspace L2(B, trA) into L2(A), while TΦ is the orthogonal
projection of L2(A) onto L2(B, trA).
Conversely, if Tq is a partial isometry, we can write Tq = TqP where P is the projection onto
Ker(q)⊥. As in the first part of the proof, for any A ∈ Ker(q)⊥,
q(A∗A) = q(A)∗q(A).
Since Ker(q)⊥ is self-adjoint (by the previous lemma), we also have
q(AA∗) = q(A)q(A)∗.
By Choi’s multiplicative domain theorem we have that the set of all A ∈ A obeying these two
identities is a unital ∗-subalgebra,B, of A so that Ker(q)⊥ ⊂ B. Moreover Choi’s multiplicative
domain theorem actually shows that for any B ∈ B and A ∈ A, q(AB) = q(A)q(B). Suppose that
there is a B ∈ B \ Ker(q)⊥. Then it would follow that there is a C ∈ B such that C ∈ Ker(q).
It would then follow that q(C∗C) = q(C)∗q(C) = 0, contradicting the faithfulness of q. It follows
that B = Ker(q)⊥. Hence q is an injective ∗-homomorphism, α, when restricted to the unital
∗-subalgebra B = Ker(q)⊥, and we can write q = α ◦ Φ where Φ ∈ QC(A) is the trA-preserving
conditional expectation onto the unital ∗-subalgebra Ker(q)⊥. 
The previous Theorem and proof are easily modified to apply to the case of unital quantum
channels between different unital matrix ∗−algebras.
Remark 18. Any contraction, T , can be decomposed (uniquely) as T = V +C where V is a partial
isometry and C is a strict (assuming T acts on a finite-dimensional Hilbert space) contraction,
‖C‖ < 1, with Ker(C)⊥ ⊆ Ker(V ) and Ran (C) ⊆ Ran (V )⊥. The defect indices of T are defined to
be the dimensions of the (in general, closures of the) ranges of the defect operators
√
I − T ∗T and√
I − TT ∗, and these are equal to the defect indices of the partial isometry V . The defect indices
of V are simply the dimensions of the defect spaces Ker(V ), Ran (V )⊥ and in this sense measure
how close V is to a unitary. If we assume that T acts on a finite dimensional Hilbert space, then
V is a partial isometry of a finite dimensional Hilbert space into itself so that Ker(V ),Ran (V )⊥
must have the same dimension, and the defect indices must be equal.
Corollary 19. Let T = Tq be the representing contraction of q ∈ QC(A), and Tq = V + C be the
above isometric-contractive decomposition of T . Then,
(1) Ker(V )⊥ is the multiplicative domain of q.
(2) Ker(V )⊥ ∩Ran (V ) is the stable multiplicative domain of q.
(3) V = Tq′ is the representing contraction of q
′ := q ◦ Φ, where Φ = ΦMult(q) is the unique
trA-preserving conditional expectation onto the multiplicative domain of q.
(4) The (equal) defect indices of Tq can only take values in the dimensions of unital ∗-subalgebras
of A.
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Recall that the multiplicative domain of any q ∈ QC(A) is defined as:
Mult(q) := {A ∈ A| q(AB) = q(A)q(B) and q(BA) = q(B)q(A) ∀B ∈ A},
and the stable multiplicative domain is the intersection of the multiplicative domains of q(k), for all
k ∈ N.
Proof. If A ∈ Ker(V )⊥, then ‖A‖trA = ‖q(A)‖trA , and the argument as in the proof of Theorem
16 shows that q(A)∗q(A) = q(A∗A). By Choi’s theorem on multiplicative domains, [11, Theorem
3.18], q(BA) = q(B)q(A) for every B ∈ A so that A belongs to the right multiplicative domain of
q. However, by taking adjoints we also have that
‖A∗‖2trA = trA(AA∗) = trA(A∗A) = ‖A‖2trA = ‖q(A)‖2trA = ‖q(A)∗‖2trA = ‖q(A∗)‖2trA .
We conclude that A∗ is also in the right multiplicative domain, so that the right (and left) mul-
tiplicative domain is self-adjoint and coincides with the multiplicative domain. It is not difficult
to show that Ker(V )⊥ is the entire multiplicative domain of q so that V = Tq′ is the representing
contraction of q′ := q ◦ΦMult(q). The remaining items are now clear. 
19.1. A conjugation commuting with representing contractions. Let {ek}nk=1 be the canon-
ical orthonormal basis for Cn, and let {Ej,k}1≤j,k≤n be the corresponding matrix units for Cn×n.
We can define a canonical orthogonal basis for L2(trn), {Ek}n2k=1 by
Ek :=


E1,k 1 ≤ k ≤ n
E2,(k−n) n+ 1 ≤ k ≤ 2n
...
...
Ej,(k−n(j−1)) (j − 1)n + 1 ≤ k ≤ jn
...
...
En,(k−n(n−1)) n(n− 1) + 1 ≤ k ≤ n2
For 1 ≤ k ≤ n2, let ⌊k⌋n denote k modulo n. Then the above can be written more compactly as
Ek := E⌊k⌋n+1,k−n·⌊k⌋n
= e⌊k⌋n+1 ⊗ e∗k−n·⌊k⌋n ; 1 ≤ k ≤ n2.
That is, given any matrix A = [Aij ] in the canonical basis {ek}, if we re-label the entries of A as:
A =


A1 A2 · · · An
An+1 An+2 · · · A2n
...
. . .
...
A(n−1)n+1 · · · An2

 ,
then
A =
n2∑
k=1
AkEk.
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Lemma 20. Given B ∈ Cn×n, let LB , RB ∈  L(L2(Cn×n, trn)) be the operators of left and right
multiplication by B. Then with respect to the canonical orthonormal basis {Ek} of L2(trn)
[LB ] = B ⊗ I and [RB ] = I ⊗BT .
Example 21. If, for example, n = 2 then
[LA] =
[
A 0
0 A
]
,
while
[RA] =


A11 0 A21 0
0 A11 0 A21
A12 0 A22 0
0 A12 0 A22

 .
Corollary 22. With respect to the canonical basis, {Ek} ⊂ L2(A), if q ∈ QC(A), q ∼ {qk}pk=1
then
[Tq] =
p∑
k=1
qk ⊗ qk.
In the above qk denotes the entry-wise complex conjugate of qk ∈ Cn×n.
Consider the linear transpose map t : Cn×n → Cn×n, as well as the anti-linear adjoint map
∗ : Cn×n → Cn×n.
Let S : L2(Cn×n)→ L2(Cn×n) be the unitary ‘tensor swap’ with respect to the canonical basis:
S(A⊗B)S = B ⊗A.
If, for example, n = 2, then SE1 = E1, SE2 = E3, SE3 = E2 and SE4 = E4;
S =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 .
It is easy to verify that S = Tt, the representing map of the transpose t : C
n×n → Cn×n. Similarly,
the representing (anti-linear) map of ∗ is T∗ = S ◦ cc = cc ◦ S =: C, the idempotent anti-linear
isometry of entrywise complex conjugation composed with the tensor swap with respect to the
canonical basis. Recall that any anti-linear idempotent isometry is called a complex symmetry or
a conjugation.
Corollary 23. Let q ∈ QC(Cn×n) be a unital quantum channel. Then Tq commutes with the
conjugation C:
CTq = TqC.
Remark 24. One can construct examples to show that the statement in the above Corollary is
necessary but not sufficient. Namely, one can find contractions, T ∈  L(L2(A)) so that TIA = IA
(a necessary requirement for T to represent a unital quantum channel), such that T commutes
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with the conjugation C, and yet T 6= Tq for any q ∈ QC(A). Perhaps the simplest example is the
transpose map, whose representing matrix is, as above, TTr = S, the unitary tensor swap operator.
Then CTTr = (cc ◦ S)S = cc = S(S ◦ cc) = TTrC. It is well-known that the transpose map is not
completely positive, and hence is not the representing contraction for any quantum channel.
More generally, Tq commutes with C if and only if q(X)
∗ = q(X∗). This holds if and only if
the matrix Cq :=
∑n
i,j=1Eij ⊗ q(Eij) is Hermitian. A famous theorem of Choi asserts that q :
C
n×n → Cm×m is completely positive if and only if Cq ≥ 0, so maps commuting with C that are
not completely positive stand in the same relation to completely positive maps as do Hermitian
matrices to positive semidefinite matrices [4].
24.1. Dilations of contractions. If T is a contraction on a Hilbert space, H, a unitary operator
U ∈  L(K), on a larger Hilbert space K ⊇ H is called a N -dilation of T if
PHU
k|H = T k; 1 ≤ k ≤ N.
If this holds for all N ∈ N, U is called a power dilation of T .
Any contraction, T , always has a unitary N -dilation [12]. A 1-dilation is given by the Julia
operator :
U :=
[
T −√I − TT ∗√
I − T ∗T T ∗
]
,
a 2−dilation is given by
U2 :=

 T 0 −
√
TT ∗√
I − T ∗T 0 0
0 1 T ∗

 ,
and the pattern is now apparent with the N -dilation acting on H⊗CN , N copies of H. A similar
construction allows one to construct a power dilation of T acting on H ⊗ ℓ2(Z) [13, Chapter I].
Lemma 25. If α is a finite matrix N -dilation of q ∈ QC(A) acting on a unital matrix ∗-algebra
A⊗B then Tα is a unitary N -dilation of Tq. If α is a ∗-automorphic power dilation of q ∈ QC(A)
acting on a finite von Neumann algebra A⊗B, then Tα is a unitary power dilation of Tq.
Remark 26. Although we have assumed in this section that A is a finite unital matrix ∗-algebra,
these facts extend without difficulty to the case where A is a finite von Neumann algebra with
faithful tracial state trA. In particular, for any q ∈ QC(A) one can define a representing contraction
Tq ∈  L(L2(A)), as in Lemma 14.
Proof. Suppose that α acts on the larger unital matrix algebra A⊗B. Then, for any 1 ≤M ≤ N ,
if Φ denotes the unique trA ⊗ trB-preserving conditional expectation of A⊗B onto A⊗ IB,
q(M) ⊗ IB = Φ ◦ α(M) ◦ Φ.
By Proposition 16, Tα =: U is unitary and TΦ = P is the projection of L
2(A⊗B) onto L2(A⊗ IB).
It follows that
TMq ⊗ I = PUMP ; 1 ≤M ≤ N.

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Remark 27. (minimal dilations and uniqueness) A unitary power dilation (U,K) of a contraction
(T,H) is called minimal if
K :=
∨
k∈Z
UkH.
Any contraction T , on H always has a minimal unitary power dilation (simply restrict any uni-
tary dilation U on K′ to the reducing subspace K defined above), and this is unique up unitary
equivalence via a unitary which restricts to the identity on H [13, Chapter I] [11, Theorem 4.3].
In the case of N -dilations, one can again define minimality. Minimal N -dilations of contractions
obey weaker uniqueness properties and are generally non-unique [12, Section 2].
Corollary 28. If q ∈ QC(A) is a unital quantum channel acting on a finite unital matrix algebra,
A, and q is not a unitary ∗-automorphism, then there is no power dilation α of q which acts on a
finite unital matrix ∗-algebra.
Proof. By the previous lemma, if such an α existed then U := Tα would be a unitary power dilation
of Tq which acts on a finite dimensional Hilbert space K ⊃ H := L2(A). However, this would imply
that H is semi-invariant for U , i.e. if P := PH, then
PU(I − P )UP = 0.
It is known that a subspace H ⊂ K is semi-invariant for an operator U , if and only if H can be
written as the direct difference of two invariant (or co-invariant) subspaces K1 ⊂ K2 ⊂ K for U :
H = K2 ⊖K1,
[14]. However, since U is a finite dimensional unitary, any invariant subspace for U is necessarily
reducing, so that H is the direct difference of reducing subspaces for U , and H itself must be
reducing for U . This proves that Tq = U |H is unitary, and by Theorem 16, q is a unitary ∗-
automorphism of A. 
Remark 29. As discussed in Subsection 8.1, any matrix factorizable q ∈ QC(A) is factorizable in
the sense of [3, 2], and hence has a ∗-automorphic power dilation in the sense of [8] acting on a
finite von Neumann algebra. The above corollary simply shows that this power dilation cannot act
on a finite type-I von Neumann algebra unless q is already a unitary ∗-automorphism.
30. Outlook
In this paper, we have shown that existence of matrix factorizations for a quantum channel
q is equivalent to existence of matrix N-dilations. As mentioned in Example 8, the question of
the existence of a factorization is related to the famous open Connes’ embedding problem, which
can be stated as the problem of deciding whether the existence of a factorization for a Schur
product channel is equivalent to the existence of a matrix factorization for the same channel [3,
7, 15]. So it is not unreasonable to believe that determining whether or not a given channel
admits a matrix factorization, hence whether matrix dilations exist, is a hard problem in general.
However, given that there are wide classes of channels for which the existence of factorizations can
be guaranteed/excluded, an obvious avenue for further work is to find more necessary or sufficient
17
conditions for the existence of matrix factorizations.
A related problem is the project of classifying the matrix algebras by which a given channel can be
factorized. Consider the completely depolarizing channel on 2× 2 matrices:
q(X) = tr(X)I2.
There are (at least) two non-isomorphic matrix algebras through which q factors: N1 = C
2×2
and N2 = (C ⊕ C ⊕ C ⊕ C, tr4) where tr4 is the usual normalized trace on the space of 4 × 4
matrices. To see this, let U1 =
∑2
i,j=1Eij ⊗ Eji. The blocks uij are just the matrix units for
C
2×2, so U ∈ C2×2 ⊗ C2×2. In fact U1 is the tensor-swap matrix which we have seen above:
U1(x⊗ y) = y⊗ x for any x, y ∈ C2, and hence U1(A⊗B)U∗1 = B⊗A for any A,B ∈ C2×2. Hence
trBU(X ⊗ I2)U∗ = trBI2 ⊗X = tr(X)I2 = q(X).
On the other hand, let U2 =
∑4
i=1 σi ⊗ Eii for Eii ∈
⊕4
i=1C, and {σi}4i=1 are the Pauli matrices.
U2 is unitary since each σi is unitary, and U2 ∈ C2×2 ⊗N2. Finally,
trBU(X ⊗ I4)U∗ =
4∑
i=1
tr(Eii)σiXσ
∗
i =
1
4
4∑
i=1
σiXσ
∗
i .
A simple matrix calculation confirms that this does indeed yield q(X).
This example shows the potential difficulty in trying to classify which algebras can be used for
the factorization of a given channel: we have two inequivalent factorizations by means of algebras
with the same (minimal) dimension. A better understanding of which algebras can be used in
factorizations is therefore an obvious direction for future work.
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