The hypothesis that brain pathways form 2D sheet-like structures layered in 3D as "pages of a book" has been a topic of debate in the recent literature. This hypothesis was mainly supported by a qualitative evaluation of "path neighborhoods" reconstructed with diffusion MRI (dMRI) tractography. Notwithstanding the potentially important implications of the sheet structure hypothesis for our understanding of brain structure and development, it is still considered controversial by many for lack of quantitative analysis. A means to quantify sheet structure is therefore necessary to reliably investigate its occurrence in the brain. Previous work has proposed the Lie bracket as a quantitative indicator of sheet structure, which could be computed by reconstructing path neighborhoods from the peak orientations of dMRI orientation density functions. Robust estimation of the Lie bracket, however, is challenging due to high noise levels and missing peak orientations. We propose a novel method to estimate the Lie bracket that does not involve the reconstruction of path neighborhoods with tractography. This method requires the computation of derivatives of the fiber peak orientations, for which we adopt an approach called normalized convolution. With simulations and experimental data we show that the new approach is more robust with respect to missing peaks and noise. We also demonstrate that the method is able to quantify to what extent sheet structure is supported for dMRI data of different species, acquired with different scanners, diffusion weightings, dMRI sampling schemes, and spatial resolutions. The proposed method can also be used with directional data derived from other techniques than dMRI, which will facilitate further validation of the existence of sheet structure.
Introduction
A recent debate on the existence of 'sheet structures' in the brain has gained much attention from the neuroscience and diffusion MRI (dMRI) communities ( Catani et al., 2012; Wedeen et al., 2012a, b ) . While the term sheets had already been suggested in several contexts before ( Kindlmann et al., 2007; Schultz et al., 2010; Smith et al., 2006; Vilanova et al., 2004; Yushkevich et al., 20 08; Zhang et al., 20 03 ) , Wedeen et al. (2012b) proposed a different and specific definition of brain sheet structure: a composition of two sets of tracts that locally cross each other on the same surface. Such crossing-fiber sheets should not be confused with white matter tracts that approximate thin single-fiber sheets by themselves (e.g. parts of the corpus callosum and the corona radiata). According to Wedeen et al. this geometric structure was, although "mathematically specific and highly atypical", deemed to be "characteristic of the brain pathways", "not unfathomable but unlimited", and "consistent with embryogenesis" ( Wedeen et al., 2012a, b ) .
To support the sheet structure hypothesis, Wedeen et al. (2012b) reconstructed so-called path neighborhoods with dMRI tractography: pathways were tracked from a seed point, and paths incident on these pathways were subsequently computed. With this method, sheet structures were observed pervasively in white matter and found consistently across species and scales. In a response to this finding, Catani et al. (2012) suggested that the observed "grid pattern is most likely an artifact attributable to the limitations of their method". These limitations included the lower angular resolution of the dMRI method used in Wedeen et al. (2012b) , which has a negative impact on the tractography reconstructions of path neighborhoods. In addition, Catani et al. (2012) emphasized that dMRI reconstructions of pathways cannot be equated to true axons. Finally, they stated that comprehensive quantitative analysis is necessary to reliably assess the occurrence of sheet structure in the brain and in different individuals. This would allow the investigation of sheet structure extent, location, and orientation as novel quantitative features of brain structure.
Quantitative analysis of sheet structure requires a measure that is specific to the existence of this geometry. Previous work has shown that the Lie bracket, a mathematical concept from differential geometry, captures information on the existence of sheet structure ( Tax et al., 2015 ( Tax et al., , 2014a ( Tax et al., , 2016b Wedeen et al., 2012b Wedeen et al., , 2014 . Specifically, the Lie bracket can be computed from two vector fields, and is a vector field itself. If the two constituent vector fields are tangent to the orientations of two associated tracts, then the Lie bracket is an indicator of sheet structure between these tracts. In dMRI, such vector fields can be derived, for example, from the peak directions of diffusion or fiber orientation density functions (dODFs or fODFs).
Estimating a Lie bracket from dMRI peak directions is greatly challenged by the sensitivity of dMRI to noise and the inherent spatial discretization. In addition, dMRI peaks are not clustered into distinct vector fields a priori. In previous work we have proposed to compute the Lie bracket by reconstructing an extensive amount of path neighborhoods ( Tax et al., 2015 ( Tax et al., , 2014a ( Tax et al., , 2016b , inspired by the qualitative reconstructions in ( Wedeen et al., 2012b ) . More specifically, by taking small 'loops' along the tractography pathways of two vector fields, we could obtain an estimate of the Lie bracket. In this so-called flows-and-limits approach, dMRI peaks were clustered into distinct vector fields during tractography. By computing the Lie bracket for repeated dMRI measurements or for different bootstraps of a single measurement, we were able to derive a sheet probability index (SPI) ( Tax et al., 2016a, b ) . SPI values close to 1 indicate that the underlying vector fields are highly supportive of sheet structure.
The previously proposed flows-and-limits approach for estimating the Lie bracket suffers from several limitations. First, it relies on tractography and storage of a large amount of loops, and is thus computationally very expensive. Second, computing the Lie bracket with this method suffers from the same intrinsic limitations as tractography, notably its sensitivity to parameter settings (e.g., step size). Finally, because the algorithm has to keep track of the assignment of peaks to vector fields during tractography, it is unclear how to proceed when peaks are missing. This happens frequently due to for example noise, modeling imperfections, or at the boundaries of fiber bundles. The unwanted termination of loops in such cases may severely impact the accuracy and precision of the Lie bracket and SPI estimates.
In this work we use the pipeline to compute the SPI developed in previous work ( Tax et al., 2016b ) , but propose a new approach to compute the Lie bracket based on a conceptually different but equivalent definition. Instead of using the flows-and-limits approach, we here use the fact that the vector fields are defined on subsets of the 3D Euclidean space. The Lie bracket can thus be expressed in terms of derivatives of the vector fields with respect to the three spatial variables (which we will henceforth denote by 'the coordinate approach'). Taking derivatives of vector fields is, however, complicated: a straightforward finite difference implementation is far from stable for our purpose. Therefore, we adopt a method called normalized convolution ( Knutsson and Westin, 1993 ) to calculate vector field derivatives and subsequently the Lie bracket. This approach was designed to cope with noise and uncertainty in data, and is thus more robust with respect to missing peaks and inaccuracies in for example the clustering of peaks into distinct vector fields. This paper is organized as follows. In Section 2 we will first briefly recapitulate the mathematical condition for the existence of sheet structure, involving the Lie bracket of vector fields ( Tax et al., 2015 ( Tax et al., , 2014a ( Tax et al., , 2016b Wedeen et al., 2012b Wedeen et al., , 2014 . In addition, we will present the flows-and-limits and coordinate definitions in more detail, and discuss their implementations. For the coordinate approach, this involves the implementation of normalized convolution and the clustering of vector fields in a spatial neighborhood. Finally, we will present the experiments on vector field simulations, dMRI simulations, and real data. In Sections 3 and 4 , we will describe and discuss the corresponding results. Preliminary results of this work have been presented at the ISMRM ( Tax et al., 2016c ) .
Methods
Section 2.1 explains which condition two vector fields have to fulfill in order to form sheet structures. Section 2.2 describes the two definitions of the Lie bracket and their corresponding algorithms (i.e., the flows-and-limits and coordinate approaches). The computation of vector field derivatives with normalized convolution is outlined in Section 2.2.2.1 and the approach for clustering of vector fields in a spatial neighborhood is presented in Section 2.2.2.2 .
The Lie bracket as an indicator of sheet structure
Consider the set of directions (or vectors) at each position of the brain M ⊂ R 3 , which we assume to be representative of the underlying local fiber architecture. Tractography processes then assume that in a specific part of the brain N V ⊂ M there exists a smooth 3D vector field V that can be integrated into integral curves (or streamlines) V ( s,p ). Here, p denotes the starting position, s the arc length, and
ilarly, two smooth vector fields V and W in a brain region N V ∩ N W can potentially be integrated into integral surfaces or sheet structures.
The Lie bracket of two vector fields V and W defines a third vector field [ V, W ] that holds information on the presence of sheet structure. More specifically, to investigate whether two vector fields locally form a sheet structure we compute the normal component of the Lie bracket at a point p which is then perpendicular to both V ( p ) and W ( p ) ( Fig 1 a) :
According to the Frobenius theorem ( Lang, 1995; Spivak, 1979 ) , the condition for sheet structure is then fulfilled at all points p ( Tax et al., 2015 ( Tax et al., , 2014a ( Tax et al., , 2016b Wedeen et al., 2012b ) . In other words, the Lie bracket [ V, W ] ( p ) must lie in the plane spanned by V ( p ) and W ( p ). Note that we will use shorthand notations [ ·, ·] 
Computation of the Lie bracket
In this Section, we explain the two definitions of the Lie bracket and their corresponding implementations.
Flows-and-limits definition
In previous work, we have used the definition of the Lie bracket as the deviation from p , or closure R (p) = ( r 1 , r 2 , r 3 )(p) (with r i the components) when trying to move around in an infinitesimal loop along the integral curves of V and W ( Fig. 1 b) ( Tax et al., 2015 ( Tax et al., , 2014a ( Tax et al., , 2016b Wedeen et al., 2012b Wedeen et al., , 2014 . (2) ). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article)
With streamline tractography, loop configurations can be reconstructed to estimate their corresponding closures:
Here, V h denotes the flow along V for some fixed time or distance h (with arc length parameterization), ˆ V h the estimate of the flow as approximated by tractography, • indicates function composition, and h 1 and h 2 are the walking distances along the integral curves of V and W , respectively. We choose 
We can compute an estimate of the Lie bracket [ V, W ] p with a simple linear least squares fit
Here, R is a K × 3 matrix with the estimated closures ˆ
is a K × 1 matrix with the products of the used h 1 and h 2 for the corresponding difference vector, β is a 1 × 3 matrix with the Lie bracket components [ V, W ] i p , and is a K × 3 matrix with normally distributed errors.
Coordinate definition
The Lie bracket can also be computed with respect to a coordinate system. In our case, V and W are vector fields on a subset of the 3D Euclidean space (i.e., M ⊂ R 3 ) and can therefore each be represented by a vector-valued function in standard Cartesian coordinates ( x 1 , x 2 , x 3 ). The Lie bracket is then given by
where J V is the Jacobian matrix of the vector-valued function V =
J W · V can be interpreted as the directional derivative or 'rate of change' of W in the direction of V . The Lie bracket indicates the difference of the rate of change of W in the direction of V and the rate of change of V in the direction of W , hence its definition as the commutator of vector fields.
To compute the Lie bracket we thus need an approximation of the Jacobians J V and J W of the vector fields. Differentiation of discretized and noisy vector fields is, however, a notoriously unreliable operation. A straightforward finite differences implementation amplifies high frequency noise, and does not provide a stable solution in our case. More importantly, for our application it is not guaranteed that a vector field has a vector at every location within a neighborhood of the point of operation, because of noise or modeling imperfections. Interpreting such a missing vector as a vector with zero magnitude will introduce severe errors. We therefore adopt the normalized convolution approach ( Knutsson and Westin, 1993 ) which is able to cope with noisy, discretized, and missing data and automatically takes care of normalization during convolution. In the next subsections, we will explain this approach in detail and outline the implementation for our application.
Normalized convolution.
The problem of ill-posed differentiation can be addressed by convolution ( Florack, 2013; Koenderink and Van Doorn, 1990 ) . General convolution can be defined as
where B denotes a real linear filter basis, is the tensor product, a tilde ˜ above the operator (e.g. ˜ ) denotes convolution with that operator, and ξ = x − p is the local spatial coordinate.
Normalization and connection to linear least squares
One problem with directly applying Eq. (7) is that the result is scaled when the basis is not orthonormal. For example, after applying a Gaussian derivative basis function, the value resulting from the operation will depend on the standard deviation of the Gaussian unless the basis function is normalized appropriately. In our application, the actual value of the normal component of the Lie bracket is important, and we thus have to take into account a normalization factor. A normalized version of Eq. (7) is
where −1 denotes the inverse.
Intuitively, convolution obtains a new description of the original representation of a neighborhood in terms of a new set of basis functions. Here, the original representation is a vector for each voxel accompanied by a basis of impulse functions at each voxel location. Ideally, the new set of basis functions is chosen in such a way that the neighborhood can be better understood. In fact, Eq. (8) obtains such a representation that is optimal in the least square sense: it produces the linear least squares (LLS) estimates for the coefficients corresponding to the new basis B . To clarify this, we will explicitly write out Eq. (8) for our application.
To estimate the first order derivatives in the Jacobian of a vector field V we choose
Here, q ∈ R 3 , and the certainty c is thus set to zero when a vector is missing. Furthermore, r is the distance to the neighborhood center, and a ( r ) is shown in Fig. 2 for different β and r max , which determine the 'weight' of data points in the neighborhood.
Here, β determines the power or the 'sharpness' of the function.
To reduce the number of parameters in the algorithm, we choose r max = 0 . 5 Nδ, with N and δ the kernel and voxel sizes, respectively. Since the voxel size is fixed, parameter N thus directly tunes r max . This ensures that the applicability function has a value of zero beyond the kernel size and no zeros along the axes of the kernel, since this would only increase computation time.
Normalized convolution obtains a new description of the original representation, but now the original basis is accompanied by a strength or certainty c . A missing vector can then be interpreted as a missing basis impulse function (i.e. by setting the certainty to zero), rather than a vector with zero magnitude. Normalized convolution obtains a description in the new basis such that the local weighted mean square error is minimal, corresponding to a weighted linear least squares approach (WLLS):
The weights in the diagonal matrix W are then given by
where the subscript i refers to the i th local spatial coordinate in the N × N × N neighborhood. To summarize, the result of normalized convolution ( Eq. (13 ) in an N × N × N spatial neighborhood of a point p is a WLLS estimate of the vector and Jacobian at point p . These estimates can be directly substituted into Eq. (5) to obtain an estimate of the Lie bracket.
Clustering of peaks in a spatial neighborhood.
In the computation of the Lie bracket we have thus far assumed that two vector fields exist in a neighborhood of the point of operation that can be derived from dMRI data. However, dMRI data typically allow the extraction of a variable number of peaks per voxel without a notion to which local vector field (or fiber population) they belong. We will call the set of peaks at a spatial location a frame , and the frames in a spatial neighborhood thus have to be clustered. We match each vector of a frame at a point in the spatial neighborhood to the frame of the center voxel (the reference frame ). In this work, we cluster the frames in an N × N × N spatial neighborhood using a front-propagation approach that starts from the center of the neighborhood ( Jbabdi et al., 2010 ) . As the similarity measure we use the total cosine similarity, i.e. we find the configuration for which the total angle difference with a previously clustered frame at a nearby location is minimal. We set an angle threshold to constrain the maximum angle between corresponding vectors of frames. The clustering algorithm is detailed in Appendix A .
Evaluation of sheet structure
Once the Lie bracket of a pair of vector fields has been computed with the flows-and-limits method or the coordinate method, we can examine the existence of sheet structure by extracting the normal component of the estimated Lie bracket ( Eq. (1) ) and determine whether it is 'sufficiently close' to zero. This condition is hard to evaluate, however, since a single noisy estimate of the Lie bracket normal component does not provide information on its variability. If we assume repeated MRI measurements that yield multiple Lie bracket estimates, a sheet probability index (SPI) can be calculated ( Tax et al., 2016a,b ) . This index was introduced to address the issue of noise and to provide an intuitive sheet indicator. In short, the estimates are checked for normality using a Shapiro-Wilks test and the mean μ and standard deviation σ are estimated. Subsequently, the integral probability P λ inside the region [ −λ, λ] can be calculated for the estimated distribution N ( μ, σ 2 ). We can tune the parameter λ where a higher value for λ will allow larger deviations from zero. An SPI value close to 1 corresponds to a high likelihood of sheet structure, whereas an SPI close to 0 indicates that there are significant deviations from sheet structure. In practice, if only one dataset is acquired, we generate residual bootstraps to calculate the SPI (see Section 2.4.2.3 ).
The SPI can be visualized for pairs of vector fields throughout the brain by means of a sheet tensor ( Tax et al., 2016b ) . Given a pair of vector fields V and W , the sheet tensor at location p is defined as
Here β 1 denotes the largest eigenvalue of the tensor
The sheet tensor can then be represented by an ellipsoid, of which the third eigenvector is normal to the span of V and W . The ellipsoid is colored according to the third eigenvector by using the well-known diffusion tensor imaging (DTI) coloring scheme of ( Zhang et al., 2006 ) . The SPI divided by β 1 determines the size of the ellipsoid (a larger SPI results in a tensor with a larger semi-axis) and the angle between V and W determines its shape (a lower angle results in a more anisotropic sheet tensor).
Data
We evaluated the two proposed methods on different types of data: analytical vector fields, dMRI simulations, and real dMRI data.
Analytical vector field simulations
We defined three vector fields that are tangent to a sphere with radius ρ ( U and V are tangent to the upper hemisphere, W is tangent to the lower hemisphere, see Tax et al (2016b ) ( Chen et al., 2015; Mardia and Jupp, 2009 ) with concentration parameter k > 0 ('SNR level', higher k results in smaller perturbations). We generated 50 noise iterations in the experiments.
Diffusion MRI data 2.4.2.1.
Simulations. dMRI signals were simulated using a ZeppelinStickDot model ( Ferizi et al., 2014 ) with the fiber direction defined by the noise-free vector fields described in the previous section. We simulate single-shell datasets with 90 directions and b = 30 0 0 s / m m 2 . Noise was added according to a Rician distribution.
Real data.
We used the following dMRI data sets: 1) the b = 30 0 0 s / m m 2 shell with 90 diffusion directions of a subject of the WU-Minn Human Connectome Project (HCP) with an isotropic voxel size of 1.25 mm ( Sotiropoulos et al., 2013; Van Essen et al., 2013 ) ; and 2) two ex-vivo monkey brain datasets of the same brain with b = 40 0 0 s / m m 2 , one dataset had an isotropic voxel size of 0.3 mm and 60 diffusion directions, while the other dataset had an isotropic voxel size of 0.4 mm and 120 diffusion directions . The SNR of both datasets was measured in the cortex on the b = 0 image, and was 131 for the 0.4 mm and 96 for the 0.3 mm datasets, respectively.
Processing.
The monkey brain datasets were corrected for motion and eddy current distortions using ExploreDTI ). All datasets were processed using constrained spherical deconvolution (CSD, l max = 8 ) ( Tournier et al., 2007 ) . The response function for the simulated data was generated from the ZeppelinStickDot model, and the response function for real data was computed using recursive calibration ( Tax et al., 2014b ) . Peaks were extracted using a Newton optimization algorithm ( Jeurissen et al., 2011 ) with a maximum number of 3 peaks and an fODF peak threshold of 0.1. To compute the SPI, we generated 50 noise iterations for simulated data, and 20 residual bootstrap realizations for real dMRI data from a single set of noisy measurements ( Jeurissen et al., 2013 ) . The peaks extracted from the different bootstrap realizations were clustered using the method described in Section 2.2.2.2 , with the peaks extracted from the original data representing the reference frames. The SPI was calculated within a white matter mask dilated by one voxel. For the HCP data the mask was derived from the T1-weighted image using FSL-Fast ( Zhang et al., 2001 ) , and for the monkey brain datasets it was derived from the FA and MD images since no T1-weighted image was available (FA > 0.4 or FA > 0.15 with MD < 2 . 5 · 10 −4 m m 2 / s adapted for ex-vivo data ( Sherbondy et al., 2008 ) ).
Results
Section 3.1 presents the results for analytical vector field simulations, Section 3.2 for dMRI simulations, and Section 3.3 for real data. We have systematically evaluated different aspects of both algorithms. Table 1 gives an overview of all the experiments, highlighting which settings were varied in each experiment.
Analytical vector field simulations
With the analytical vector fields we will first investigate the influence of the parameters in the coordinate implementation (kernel size N and β) on the accuracy and precision of the Lie bracket normal component estimates. Subsequently, we will compare the coordinate and flows-and-limits implementations for varying voxel sizes, SNR levels, and peak dropout fractions. These experiments all use the predefined clustering of vector fields, i.e. the vector fields as they were simulated. We will also investigate the performance of the clustering method, which is described in Section 2.2.2.2 and Appendix A . 2) increasing kernel size N , and 3) decreasing β. This means that incorporating neighborhood information over a larger scale in mm is generally beneficial for the accuracy and precision of the Lie bracket normal component estimate. There is a limit to this, however: at δ = 2 , N = 11 , β = 1 the mean absolute error of the estimates starts to increase again. In the remainder of the simulation experiments, where we simulate δ = 1 , we will use β = 1 . We set the curvature κ = 1 /ρ = 1 / 26 m m −1 and evaluate at point p = ( 10 , −10 , 0 ) .
Coordinate implementation: influence of spatial resolution and parameter settings

Coordinate vs. flows-and-limits implementation: influence of spatial resolution and noise
The range of the estimates becomes smaller with 1) increasing SNR level k and 2) increasing voxel size for both implementations. In all cases, the coordinate implementation has a higher precision (lower variability) than the flows-and-limits implementation. This indicates that it potentially has a higher power to distinguish sheet configurations from non-sheet configurations. At a voxel size of δ = 2 mm , the estimates start to be slightly biased (i.e. start deviating from their true value) for both implementations and the used parameter settings. It becomes immediately apparent that the flows-and-limits implementation is much more sensitive to dropouts than the coordinate implementation: the range of the estimates is much larger for the former method. While for a limited use of spatial neighborhood information ( N = 3 or h max = 1 voxel ) neither method is able to distinguish sheets from non-sheets, the coordinate implementation performs markedly better at higher N even for high dropout fractions. In fact, in this case the dropout fraction does not affect the precision and mean of the estimates (up to the tested fraction). For the flows-and-limits implementation the precision of the estimates decreases with dropout fraction, while the mean remains close to the true value.
Coordinate vs. flows-and-limits implementation: influence of dropouts and parameter settings
Coordinate implementation: evaluation of clustering of frames in a spatial neighborhood
The results presented so far use the predefined clustering of the vector fields and are thus not affected by clustering errors. Here, we evaluate the clustering algorithm presented in Section 2.2.2.2 and Appendix A on non-sheet vector field pairs U and W with different radii ( ρ = { 5 , 15 , 25 } mm ) and a third constant vector field in the z-direction. For each radius we generated 50 noise instances with k = { 50 , 150 , 250 , 350 , 450 , ∞ } and different dropout fractions {0, 0.01, 0.02, 0.05, 0.1, 0.2}). We count the number of peaks that were not clustered correctly, where we distinguish between peaks that did not get a label at all and peaks that got an incorrect label. Supplementary Fig. S1 shows the peak clustering error as a fraction of the total number of peaks simulated and for different angle threshold settings. In all erroneous cases the algorithm failed to assign the peaks to a vector field; a wrong assignment to a vector field did not occur in the evaluated cases. The number of nonclustered peaks generally increased with dropout fraction. In fact, this led to a larger fraction of dropouts than initially simulated, but did not have a significant effect on the Lie bracket estimates in analogy with Fig. 5 upper row (results not shown) .
Diffusion MRI simulations
In this Section we present a comparison of the two methods for dMRI simulated data. Sections 3.2.1 -3.2.3 outline the influence of SNR, curvature, and commutativity of the non-sheet vector field on the Lie bracket normal component estimates. Higher SNR increases the precision of the estimates for both methods. For an SNR of 10-20 the estimates were more precise for the coordinate implementation, while for higher SNR this effect is less pronounced. The mean of the estimates was close to the true value in all cases. constant (i.e. 0 and 0.031 for the sheet and non-sheet vector field pairs, respectively). Note that for each curvature the point of evaluation was the same for the sheet and non-sheet vector field pairs. The precision of the estimates was higher for the coordinate implementation in all cases. For a radius larger than 23 mm, the mean of the estimates is in line with the true value. For a radius smaller than 23 mm in the non-sheet case, the mean of the estimates is only slightly off for the coordinate implementation, while it significantly deviates from the true value for the flows-and-limits implementation. In all cases, the estimates have a higher precision for the coordinate implementation than for the flows-and-limits implementation. The mean of the estimates corresponds well to the true value in all cases. For x 1 > 11 edge effects will start to play a role in the flows-and-limits implementation (results not shown).
Coordinate vs. flows-and-limits implementation: influence of SNR
Coordinate vs. flows-and-limits implementation: the influence of curvature
Coordinate vs. flows-and-limits implementation: the influence of commutativity
Diffusion MRI real data
In vivo HCP data
We first evaluated the performance of the clustering algorithm with real dMRI data. Supplementary Fig. S2 shows the peak clustering of an 11 × 11 × 11 neighborhood at three different anatomical locations, where we used an angle threshold of 35 °. Overall the clustering looks plausible, and the integral curves corresponding to these vector fields would exhibit significant curvature at this scale (integral curves are not shown, with some abuse of terminology we will say that the vector fields exhibit curvature). However, at some locations the clustering appeared to be challenging: near the edges of the neighborhood, discontinuities occurred in a few occasions. Since the operator applicability reduces towards the edges, the effect of such wrongly clustered peaks generally stays limited. ⊥ p over the 20 bootstraps for both methods (two largest peaks in the WM). Overall, the flows-and-limits approach maps look brighter, which indicates that the standard deviation of the estimates is higher. We used these standard deviation maps to find an appropriate value for λ in the SPI calculation (see Section 2.3 ).
To this end, we identified spatially continuous regions with a Lie bracket normal component close to zero and a low standard deviation (an example area is indicated with yellow arrows in Fig.   7 a) . We chose λ to be approximately two times the standard deviation in such areas, i.e. λ = 0 . 008 . We observed that in these areas, the standard deviation is relatively similar between the flows-andlimits and coordinate approaches. Note that areas in which only a single fiber population can be identified, have a standard deviation of zero since no Lie bracket calculation was possible. Fig. 7 b shows sheet tensors on different coronal, sagittal, and axial slices. We compare the flows-and-limits method (two top rows) with the coordinate implementation (two bottom rows). In most cases, high SPI areas that could be found with the flows-andlimits method were also identified with the coordinate method. An example is the high SPI area highlighted with a green rectangle on a coronal slice and the enlarged image below. The green sheet tensors indicate a high SPI between pathways of the corpus callosum and the corticospinal tract. On a coarse scale these regions look similar, but the enlarged image shows some subtle differences. The white arrow indicates a location where all three crossing fiber populations have a high SPI with the coordinate method: they form crossing sheets. These regions did not have a high SPI for each pair of fiber populations when using the flows-and-limits implementation. In turn, the crossing sheets that were identified with the flows-and-limits method (more inferior, indicated with the blue arrow) were not identified with the coordinate method: the SPI was significantly lower or the Lie bracket normal component estimates for the corresponding fiber populations were not always normally distributed and therefore no SPI was calculated. Finally, the red arrow indicates a high SPI in a region where the cingulum and corpus callosum cross. This high SPI region is consistently found with both methods.
Several high SPI areas that are found with both methods are more 'extensive' when using the coordinate implementation. Ex- amples are the areas indicated with the red and purple rectangles in the sagittal slices of Fig. 7 b. The area highlighted in the red box shows a high SPI which likely occurs between pathways of the arcuate fasciculus and association pathways. The purple box in the coordinate case highlights a high SPI area in which the sheet tensors seem to be layered. While this layering appears fairly continuous for the coordinate implementation, it is not obviously present for the flows-and-limits implementation.
Some high SPI areas are exclusively found with the coordinate method. Examples are the region in the brainstem on the coronal slice and the area highlighted by the blue box in the axial slice (see Fig. 7 b) . A zoom of this area is also depicted below the axial slices, and shows a region where parts of the corpus callosum and the fornix pathways traverse the same voxel. The coordinate implementation finds a high SPI coherently over a number of voxels, whereas the flows-and-limits implementation hardly finds any high SPI voxels. Fig. S3a shows results where we varied the angle threshold ([15 °35 °45 °]) of the clustering algorithm, several major high-SPI areas can consistently be recognized for all angle thresholds. However, a too low 'conservative' angle threshold can cause an inability to detect very curved sheets, whereas a too high threshold can lead to wrong clustering results and a decrease of accuracy and precision of the algorithm. These findings are in agreement with results for the flows-and-limits implementation ( Tax et al., 2016b ) . Fig. S4 displays the SPI estimation where we varied parameters of the coordinate implementation ( β = { 1 , 4 } , N = { 7 , 11 } voxel ). Even though there are subtle differences, only changing either β or N does not seem to affect the major high-SPI areas based on visual inspection. However, when both β is increased and N decreased (thereby reducing the amount and weight of the neighborhood information), the accuracy and precision of the Lie bracket estimates decreases accordingly. This is in agreement with the simulation results in Fig. 3 . As a result, the normality condition for SPI calculation is often not satisfied or the SPI decreases, hence the reduced amount of visible sheet tensors for β = 4 , N = 7 . Fig. 8 shows SPI maps for the ex vivo monkey datasets: the 0.4 mm voxel size data in Fig. 8 a and the 0.3 mm voxel size data in Fig. 8 b. Here, we used the coordinate approach to estimate the Lie bracket. For each dataset, sheet tensors on coronal (top), sagittal (middle) and axial (bottom) slices are displayed. Here, we set r max in mm the same for both datasets, i.e. r max = 0 . 5 · 11 · 0 . 3 mm based on N = 11 for the 0.3 mm dataset. The standard deviation of the estimated Lie bracket normal components was generally larger for the 0.3 mm than for the 0.4 mm dataset (results not shown).
Ex vivo animal data
An appropriate value for λ was obtained in a similar manner as described in Section 3.3.1 ( λ = 0 . 015 for the 0.3 mm dataset and λ = 0 . 020 for the 0.4 mm dataset). Many high-SPI areas can consistently be recognized in both datasets. The 0.3 mm dataset shows more discontinuous high-SPI areas, likely because the normality condition is not fulfilled locally. Examples of such areas are highlighted with white arrows.
Discussion
The existence of sheet structure at multiple scales throughout the brain is an ongoing topic of debate ( Catani et al., 2012; Galinsky and Frank, 2016; Tax et al., 2016b; Wedeen et al., 2012a, b ) , mainly because obtaining proof with reliable quantification is challenging. Previous work has proposed the SPI as a novel quantitative measure to investigate the extent at which directional data support sheet structure ( Tax et al., 2015 ( Tax et al., , 2014a . The SPI is based on the calculation of the Lie bracket of two vector fields. In previous work, we have proposed a pipeline to compute the SPI with the Lie bracket estimated by the flows-and-limits method ( Tax et al., 2016b ) . In addition, we have investigated several important statements in the sheet structure debate, i.e. the role of orthogonal angles and the influence of diffusion acquisition scheme and modeling (i.e. DSI vs spherical deconvolution). In this work, we proposed the coordinate method to calculate the Lie bracket, which can be applied to directional data such as peaks resulting from dMRI. We compared this method to the previously proposed flows-and-limits approach on the basis of vector field simulations, dMRI simulations, and real dMRI data. We have shown results of SPI calculations on various datasets of different species, scanners, spatial resolutions, and acquisition settings. In the following sections, we will discuss the different choices we made for the clustering of peaks and the calculation of derivatives with normalized convolution. We will also compare the flows-and-limits and coordinate approaches in terms of performance and implementation/computation considerations. Finally, we will discuss several remaining challenges and outline potential avenues for future work.
Clustering of vector fields
Calculation of the Lie bracket requires the frames in voxels to be clustered into distinct vector fields, which poses a challenging sorting problem in dMRI. The clustering of peaks is also an issue in most tractography algorithms: a tract is propagated along a direction that has the smallest angle with the incoming direction. However, tractography algorithms generally do not take into account the entire frame at the current and previous locations. In the flows-and-limits implementation this is taken into account, that is, the vectors of a frame are clustered into vector fields during the tractography process. The angle threshold on the peaks that are followed can be interpreted directly as a constraint on the curvature of the tract. Sorting peaks along a tract seems a more natural way of clustering than directly comparing peaks in nearby voxels, which mostly do not lie along the same pathway. This comparison of nearby voxels is done in the front-propagation approach for the coordinate implementation. We have observed that the approach of clustering peaks along tracts has fewer problems to recognize the edge (i.e., the domain of definition) of a vector field than the front-propagation approach. For example, at the whitegray matter boundary, we found that the flows-and-limits reconstruction of loops terminated more often naturally because, for instance, peaks were missing or the angle between the peaks was too large. The peaks in gray matter are less reliable because we used a single white matter response function for CSD throughout the brain. A solution to this would be the use of a tissue-specific response function ( Jeurissen et al., 2014; Roine et al., 2015 ) . Instead, we used a mask here to take into account only the peaks within the white matter. On the other hand, the front-propagation approach has the advantage that it suffers less from missing peaks resulting from modeling imperfections or noise. Where the loop reconstruction in the flows-and-limits approach terminates in this case, the front-propagation approach can use the information from more than one six-connected voxel to cluster the peaks in a given voxel.
We opted for a front-propagation clustering approach for the coordinate implementation because a direct comparison of all voxels in the N × N × N neighborhood with the center voxel could give errors in the case of strong curvature of the vector fields. An angle threshold of 35 °seemed to be a good trade-off between including incorrect peaks into a vector field and excluding correct peaks from the vector field in the configurations investigated (e.g. see Fig. S1 for excluding peaks). However, we still observed some discontinuities of clustered vectors towards the edges of the spatial neighborhood in real data (Fig. S2) . In future work this angle threshold could be made dependent on the voxel size and the ex- pected curvature of the vector fields, and it could be investigated in a wider range of configurations. The influence of incorrectly clustered peaks towards the edges is minimized by the decreasing applicability of the filter basis as the distance from the center voxel increases. Overall, the sorting of peaks is an interesting and challenging problem by itself. Future work could be directed to improve this process, for example by exploiting the use of tractography clustering in this context (e.g. O'Donnell and Westin, 2007 ) , or by taking into account microstructural information for each population and assuming that this is continuous along trajectories (e.g. Girard et al., 2015 ) .
Coordinate implementation: parameter choices
The normalized convolution approach requires a choice of applicability function (including parameter settings for r max or N and β), certainty function, and filter basis. For the applicability function we chose a power of the cosine function with a period of 4 r max . We chose the cosine function because it is zero at r max and thus has no truncation jumps, but other choices could be explored in future work. Fig. 3 shows that a lower value for β decreases the mean absolute error and improves the precision of the estimates up to a certain point. We generally scaled r max according to the kernel size N and the voxel size δ (i.e. r max = 0 . 5 Nδ) to reduce the number of parameters, but the drawback is that r max can only be tuned in 'discrete steps'. r max and N can also be set as two independent parameters to increase the flexibility at the cost of simplicity. Increasing N for a given voxel size leads to a higher precision (simulation experiments in Figs. 3 and 4 ) , but comes at the cost of a lower accuracy beyond a given point ( Fig. 3 ) . A possible explanation for this is that computing the derivatives from the fitted first-order polynomials is not sufficient anymore and higher-order polynomials have to be taken into account to accurately describe the neighborhood further away from the center. Also, increasing N beyond the domain of definition of one of the vector fields might increase the risk of clustering errors (see also Section 4.1 ). In the monkey brain datasets, we chose the same r max in mm for the two spatial resolutions. This means that the effective kernel size N in voxels used for the 0.4 mm dataset is smaller, which is expected to come with a decrease in precision ( Fig. 3 ) of the estimates for a given SNR. However, the SNR of the 0.4 mm dataset is larger than that of the 0.3 mm dataset (131 vs 96 on the b = 0 images), and the number of acquired directions was higher (120 vs 60), which in fact increased the precision of the estimates for the 0.4 mm dataset (see Section 3.3.2 ). This motivates the data-driven way to defining the λ parameter for SPI calculation.
We currently set the certainty of a vector either to zero or to one depending on whether it is absent or present. However, theoretically it can take any value between zero and one, and could, for example, be based on the angle with its six-connected neighbors. So instead of setting a hard threshold on the angle that two vectors in neighboring voxels are allowed to make in order to belong to the same vector field, the certainty could be defined as a function of this angle. An example result is shown in Fig. S3b : the SPI is calculated with the certainty of a vector linearly increasing with the inner product between two vectors during clustering. Other factors such as peak magnitude and SNR could also be used to tune the certainty of vectors.
In practice, the filter basis in Eq. (9) is sufficient to calculate the first order derivatives of the vector fields and can be extended to calculate higher-order derivatives. Future work could explore the effect of fitting higher-order polynomials on the accuracy and precision of the estimated Jacobians and vectors at the center of the neighborhood.
Flows-and-limits vs. coordinate implementation: performance
We have investigated the effect of different factors on the performance of the flows-and-limits and coordinate methods, viz. spatial neighborhood, spatial resolution, missing peaks, SNR, curvature, and commutativity.
Our results show that the precision of the Lie bracket normal component estimates ( Figs. 3-7 ) is consistently higher for the coordinate implementation than for the flows-and-limits implementation, which can be attributed mainly to the higher degree of neighborhood information used in the former. In our experiments we aim to allow both methods to probe neighborhood information at a similar distance from the center voxel: an h max of 5 voxels would result in a total walking distance of 11 voxels along one vector field if it was perfectly parallel to the discretization grid (hence, we compare to a kernel size of N = 11 voxels). However, the vector fields are generally curved and the flows-and-limits approach only probes vectors that are on the same pathway, whereas the coordinate approach can utilize information of the whole N × N × N neighborhood. The results with a given h max and N = 2 h max + 1 for the respective methods can thus not strictly be compared one-toone. Further increasing h max might lead to a higher precision, but it comes at the cost of increased computational demands (since more pathways have to be stored), a lower accuracy beyond a given point (similar to e.g. Fig. 3 for the coordinate implementation), and the increased risk of clustering errors when h max extends beyond the domain of definition of one of the vector fields (see Section 4.1 ). Another explanation for the better performance of the coordinate implementation is that it gives regularized versions of the vectors at location p where the Lie bracket is to be computed. This is expected to reduce the influence of noise on the computation of the Lie bracket normal component, as seen e.g. in Fig.  4 . In contrast, the flows-and-limits implementation uses the original (noisy) vectors at point p to compute the Lie bracket normal component. We note that for the real data in Fig. 7 the estimated standard deviation was approximately the same between the two methods in the spatially continuous region indicated with yellow arrows. Hence, we used the same λ for the SPI computation.
Figs. 3 and 4 indicate that the precision of the Lie bracket normal component estimates decreases for smaller voxel size while keeping SNR and spatial neighborhood in voxels constant. Because the extent of the spatial neighborhood in millimeters then decreases, the perturbation of the vectors becomes more significant relative to the quantity that we aim to measure, the rate of change of one vector field along the other vector field. This perturbation is more or less independent of the voxel size. This effect is more prominent for the flows-and-limits approach than for the coordinate implementation.
Curvature and commutativity did not affect the precision of the estimates ( Fig. 6 ) . A higher curvature, however, did influence the accuracy of the flows-and-limits non-sheet estimates. We observed that this was a combined effect of 1) the design of the vector field, 2) the ability of the used dMRI technique (CSD in this case) to resolve crossing fibers at small angles, and 3) the sensitivity of the flows-and-limits implementation to what we call edge effects. At a radius as small as 8 mm, the edge of the spatial neighborhood for the Lie bracket estimation starts to come in the vicinity of the edge of the simulated vector fields (see Appendix B ). At this edge, the vectors of the non-sheet pair have a crossing angle beyond the angular resolution of CSD. As such, only one peak can be found and many paths are terminated. This effect is larger in one side of the neighborhood, to wit the side near the edge of the vector field, where [ ·, ·] ⊥ p becomes larger. As each path is weighted equally in the LLS fit in Eq. (10) , the result is more determined by the paths in the direction away from the edge (where [ ·, ·] ⊥ p becomes smaller). This effect does not occur in the same simulations with analytical vector fields (results not shown), and is thus not caused by the flows-and-limits method alone: the method is just more sensitive to these missing peaks at the edge. While it remains the question whether the edges of our simulated vector fields are representative of a scenario that truly occurs in the brain, it shows that the coordinate implementation is more robust to these effects. Missing peaks also affect the accuracy and precision of the flowsand-limits estimates significantly. We note that missing peaks do not only have an effect on the quantification of sheet structure with the flows-and-limits method, but they also make visual examination challenging because pathways will terminate prematurely.
Flows-and-limits vs. coordinate implementation: computational issues
The flows-and-limits and coordinate methods are two conceptually different but equivalent approaches to defining the Lie bracket. They do differ greatly in implementation: whereas the flows-and-limits approach is based on tractography, the coordinate implementation works directly on the vector fields. The flows-andlimits approach requires the reconstruction and storage of points and clustered directions of many loops, and it is therefore demanding in terms of memory if many voxels are processed simultaneously. The coordinate approach based on normalized convolution is easier to implement, but has to be performed voxel-by-voxel because the vector fields have to be clustered in each neighborhood. In this work, the computation speed of the coordinate approach was increased tremendously by making use of multi-core processing capabilities. On a parallel system with 72 Intel(R) Xeon(R) E7-8870 v3 @2.10Ghz dual cores with access to 1 TB of RAM, the computation time of the Lie bracket of the two largest peaks of a HCP dataset (344,371 white matter voxels) was approximately 25 min for the flows-and-limits method and 6 min for the normalized convolution method. Further optimization of the code is possible to decrease the computation time.
Further improvements and future work
The computation and visualization of the SPI involves multiple steps, and this manuscript specifically focused on the estimation of the Lie bracket. We already discussed potential improvements for the clustering of vector fields, but other steps in the pipeline could also be improved. Future work could focus on finding alternatives for the normality condition, which might be relaxed, and on automatic tuning of the value of λ. In addition, within a voxel, all peaks from the different bootstraps are currently clustered towards the peaks of the original (non-bootstrapped) data. This clustering procedure could be potentially improved by an iterative scheme that tries to update the mean of the clusters, such as with a kmeans clustering principle with k the number of peaks within a voxel. Furthermore, visualization of the sheet tensors is currently based on the original (noisy) vectors, whereas instead the regularized vectors obtained with the coordinate implementation could be used. This could potentially circumvent the presence of unexpected shapes of sheet tensors with high SPI such as those originating from the crossing between the fornix and corpus callosum pathways (see Fig. 7 ). Whereas nearly orthogonal crossings in this region were expected to result in circular flat sheet tensors, some sheet tensors had a more ellipsoidal profile. This was likely caused by spurious peaks resulting from partial volume effects with CSF. Furthermore, future work could be directed towards trying to avoid the peak extraction altogether, and calculate a sheetness indicator more directly from the ODFs. Finally, whereas reproducibility of high SPI areas can already be qualitatively appreciated from Fig.  8 , a future study could quantify the consistency of sheet structures in a larger cohort.
Sheet or no sheet?
The quantitative detection of sheet structures relies on the accurate and precise estimation of the Lie bracket. Optimizing this step in the pipeline is therefore important to obtain a reliable SPI. Both analytical vector field simulations and dMRI simulations show that the coordinate approach (combining the front-propagation clustering with normalized convolution) can achieve a higher accuracy and precision at the scale investigated than the flows-andlimits approach (combining the frame clustering during tractography with estimation of the closures).
To be able to interpret our findings in the brain, however, several strong assumptions have to be made. First, in dMRI it is generally assumed that the peak directions directly represent the directions of underlying fiber pathways. Although this assumption is often considered to be valid (e.g. in connectivity studies), it is well-known that various limitations of dMRI (e.g. imperfect modeling and noise) challenge its validity. Second, the clustering approaches in both the coordinate and flows-and-limits approaches assume some kind of smoothness of the vector fields and the underlying tracts by means of the angle thresholds. Even though this is likely a valid assumption at a sufficiently fine scale in the brain (i.e. when you zoom in far enough tracts likely exhibit a continuity to transport information), it remains to be investigated whether this is valid throughout the whole brain at the scale of the voxel. Third, when we resolve dMRI crossings we assume that the underlying fibers indeed cross each other, or at least run in a sufficientlynear vicinity of each other. The finite voxel size of dMRI might give rise to 'partial volume sheets' where, given the scale of the voxel, two tracts seem to locally form a sheet according to the definition (e.g. the fornix and the corpus callosum, which 'touch' rather than cross each other at the scale of the voxel). We note, however, that these challenges in detecting the brain's sheet structures are mostly related to the ability of dMRI to reflect the true underlying fiber architecture (i.e. modeling and resolution), rather than to the method proposed here to compute the Lie bracket. We therefore expect that future advances in dMRI and other techniques that give directional information combined with quantitative approaches to estimate the Lie bracket will provide a deeper insight in the extensiveness of these structures in the brain. At this stage, we merely state that the data supports the existence of sheet structures at several locations in the brain at the investigated scales, and that the coordinate approach can detect these structures more reliably than the flows-and-limits approach given that the assumptions are valid.
Even though some structures like 'partial volume sheets' might seem questionable in that they only resemble sheet structures 'through the glasses of dMRI' at the given scale, such sheets are still a "mathematically specific and highly atypical" feature of the data ( Wedeen et al., 2012a ) . One configuration in which two bundles trivially form sheets is when they both have a curvature of zero. To see if this structure is truly 'special' or only occurs at regions where the tracts exhibit no curvature, future work will quantitatively relate the SPI to the curvature of tracts. However, visual inspection already reveals that tracts also form sheets while being significantly curved at this scale (e.g. CST, corpus callosum). If these sheet structures indeed represent a real feature of brain organization, they could be a 'fingerprint' left behind by the chemotactic gradients during embryogenesis ( Wedeen et al., 2012b ) . The idea here is that the sheet structures naturally arise from the interaction of equipotential surfaces of these gradients in an early stage of development. Future work is needed to further validate this interesting hypothesis.
Conclusion
Reliable quantification of the brain's sheet structure is needed to assess its presence and configurational properties such as extent and location across individuals ( Catani et al., 2012 ) . In this work, we have proposed the coordinate implementation to estimate the normal component of the Lie bracket, which is an indicator of sheet structure between two vector fields. We have compared this method to the previously proposed flows-and-limits approach by performing simulations and experiments with real data. We show that the coordinate approach can achieve a higher precision of the Lie bracket normal component estimates. It is more robust against missing peaks resulting from noise or modeling im-perfections, increasing the accuracy. Our results demonstrate that the SPI can be quantified with the proposed approach for datasets from different species, scanners, voxel sizes, and diffusion gradient sampling schemes, and in both in vivo and ex vivo datasets.
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