Let K be a complete and algebraically closed valued field of characteristic 0. We prove that the set of rational integers is positive existentially definable in the field M of meromorphic functions on K in the language L Ã z of rings augmented by a constant symbol for the independent variable z and by a symbol for the unary relation ''the function x takes the value 0 at 0''. Consequently, we prove that the positive existential theory of M in the language L Ã z is undecidable. In order to obtain these results, we obtain a complete characterization of all analytic projective maps (over K) from an elliptic curve E minus a point to E; for any elliptic curve defined over the field of constants. r 2003 Elsevier Science (USA). All rights reserved.
Notation. The letter K will denote a complete and algebraically closed valued field of characteristic 0 and the letter M will denote the field of meromorphic functions on K; of the variable z: By L z we will denote the language of rings augmented by a constant symbol for the variable z; and by L L z by a symbol for the unary relation ''ord 0 ðxÞ40'' (i.e. the function x takes the value 0 at 0).
Introduction

History-setting of the problems
Hilbert's 10th problem asked for an algorithm which decides, for any given Diophantine equation (polynomial equation in several variables with integer coefficients), whether the equation has or does not have integer solutions. Y. Matiyasevich proved in 1970 that Hilbert's 10th problem has a negative answer (see [5, 17] ). In the terminology of mathematical logic, the positive existential theory of the ring Z of rational integers is undecidable (see [4] ).
The analogue of Hilbert's 10th problem for the field Q of rational numbers is still an open problem. The first analogues of Hilbert's 10th problem for rings other than the ring of rational integers were obtained by Denef [7] . He obtained undecidability results for various rings of algebraic integers (e.g. Z½i).
Extensions to rings or fields of functions
The language L z is a natural language in which one may consider problems analogous to Hilbert's 10th problem for rings of functions of the variable z: Let R be such a ring. The analogue of Hilbert's 10th problem for R in the language L z is the following:
Is there an algorithm which, given any finite system of polynomial equations ðf i ¼ 0Þ i¼1;y;k ;
where f i AZ½z; T 1 ; y; T n ; determines whether the system has or does not have a solution in R? If the answer is yes, then we say that the positive existential theory of R is decidable, else it is undecidable. The similar problem for systems ðf i ¼ 0Þ i¼1;y;k 4ga0 which contain also inequalities is the question whether the existential theory of R in L z is decidable or undecidable. The decidability question for the existential theory of R in L In this paper we prove the undecidability of the positive existential theory of the field M p ðC p Þ; in the language L Ã z : This result follows from Theorem B (see below).
Main results-related problems
Let us give a few comments on our choice of the language L Ã z : Here we deal with solving systems of the form P i ðf 1 ; y; f k Þ ¼ 0; ord 0 ðf j Þ40; i ¼ 1; y; n and j ¼ 1; y; k;
where P i ; for i ¼ 1; y; n; are polynomials with coefficients in ZðzÞ; and the variables f 1 ;y, f k range in M: One may consider that we deal with systems of differential equations ''of order zero'', together with initial conditions (ord 0 ðf j Þ40). From this point of view, the language L Ã z is of wide use in everyday mathematical practice. Of course, it would be preferable to obtain the analogue of our theorem (see below) in the language L z : However, the problem of defining existentially the relation ord 0 ðf Þ40 in the language L z over a field of functions is in general not trivial. In particular the problem is open for CðzÞ as well as for the field of complex meromorphic functions (see [19, Section 2.5] ).
We prove the following theorems:
Theorem A. Let K be a complete algebraically closed valued field of characteristic 0. Let E be an elliptic curve defined over K and let PAE: Any analytic projective map (over K) on E À fPg and into E is rational.
Theorem A contrasts sharply the complex case in which there are many nonrational analytic projective maps from E À fPg into E: Theorem B. Let K be a complete algebraically closed valued field of characteristic 0 and M the field of meromorphic functions on K: Let L Ã z be the language of rings augmented by a constant symbol for the variable z and by a symbol for the unary relation ord 0 ðxÞ40 (i.e.: the function x takes the value 0 at 0).
Fact (a) of Theorem B implies Fact (b) by Matiyasevich's Theorem. A consequence of our result is the similar result for global analytic functions, in the language L z ; which was proved before (see [16] ). The analogue of Theorem B in the language L z ; as well as the analogue for the field MðDÞ of meromorphic functions on a disc D; are open problems. The analogue of Theorem B for complex meromorphic functions is also open.
The author would like to thank Thanases Pheidas for all the discussions we had about Hilbert's 10th problem in general, and more particularly about the problems that are solved here.
Sketch of the proof
We obtain Theorems A and B by proving that equations of the form
where z is the independent variable, have only rational solutions over M (Theorem 2.22), for dAK À f72g: This result together with the fact that elliptic curves over K cannot be parametrized by global meromorphic functions (see Theorem 2.11) implies Theorem A. Theorem B follows from Theorem A (actually from the weaker Theorem 2.22) by techniques developed by Denef [8] .
In order to prove Theorem 2.22, we do as follows: let E be the elliptic curve
and let s be such that and we look at the quantity ð % x; s % yÞ ¼ ðx; syÞ~tðx; syÞ in order to understand how close a solution over M is to having the mentioned property of rational solutions. It will turn out that ð % x; s % yÞ is a point of order 1 or 2 on E: From this result, we will have enough information on x and y to conclude that they have to be rational (see Section 2.4).
In order to see that the quantity ð % x; s % yÞ has to be a point of order 1 or 2; we investigate the solutions of Eq. (MD) over the field M Ã of functions which are meromorphic on K Ã ¼ K À f0g: For this purpose, crucial are the results of Sections 2.1 and 2.2.
2. Rationality of analytic projective maps from an elliptic curve E minus a point to E 2.1. Relation between the speeds of convergence of the general term and of the partial sums of an ultrametric power series
In what follows, we denote by j Á j the ultrametric absolute value of the field K: Since the field K is complete, a power series in K½½T converges if and only if its general term converges to zero. The following proposition gives a relation between the speed of convergence of the general term and the speed of convergence of the partial sums of a given numerical series. First observe that if H ¼ P nX0 h n is a convergent series, then the set fjh n j j nANg has a maximum. Proposition 2.1. Let ðh n Þ nX0 be a sequence of elements of K such that ffiffiffiffiffiffiffi jh n j n p converges to 0 as n goes to infinity. Let S n denote the sequence P n i¼0 h i : Then S ¼ P iX0 h i exists and the sequence ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi jS n À Sj n p converges to 0 as n goes to infinity.
Proof. Clearly the limit S of S n exists. For any integer n; we have
for some integer j 0 X1: Note that the integer j 0 depends a priori on n; but only the fact that it is positive matters. & Corollary 2.2. Let P h n T n be a power series in K½½T with infinite radius of convergence, such that P h n ¼ S; and let S n denote the partial sum P n i¼0 h i : Then the power series P ðS n À SÞT n has infinite radius of convergence.
Actually, we can obtain something better (this is what we will need later on):
Lemma 2.3. For any integers n and k; let c n;k be an element of the valuation ring of K (that is jc n;k jp1). Assume that ðh n Þ nX0 is a sequence of elements of K such that ffiffiffiffiffiffiffi jh n j n p converges to 0 as n goes to infinity. For each n; let R n denote the sequence X kXn c n;k h k :
Then the sequence ffiffiffiffiffiffiffiffi jR n j n p converges to 0.
Proof. Note that if the c n;k are all 1; then we obtain Proposition 2.1, setting R n ¼ S À S nÀ1 : The proof of the generic case is similar to that of Proposition 2.1 and is left to the reader. &
Meromorphic functions on K À f0g
We refer to [12, 15] or [20] for the following definitions and basic facts. A function h is analytic on K if there exists a formal power series P nAN h n T n AK½½T converging everywhere in K such that, for all zAK; we have hðzÞ ¼ P nAN h n z n : We will say that a function is meromorphic on K if it can be written as the quotient of two analytic functions on K: Let K Ã denote the set K À f0g: A function h is analytic on K Ã if there exists a formal Laurent series P nAZ h n T n AK½½T; T À1 converging everywhere in K Ã such that, for all zAK Ã ; we have hðzÞ ¼ P nAZ h n z n : We will say that a function is meromorphic on K Ã if it can be written as the quotient of two analytic functions on K Ã : Analytic (resp. meromorphic) functions on K will be called also global analytic functions (over K) (resp. global meromorphic functions (over K)).
The integral domain of analytic functions on K (resp. on K Ã ) will be denoted by A (resp. by A Ã ) and the field of fractions of A (resp. of A Ã ) will be denoted by M (resp. by M Ã ). We will gather what we need in the following lemma. The order of a zero or a pole of a meromorphic function is well defined. See [20, Chapter 6, p. 305], for a proof of this fact and of the following.
Ã has no accumulation of poles and, if f a0; then f has no accumulation of zeros.
(2) A global analytic function either is a polynomial or has infinitely many zeros. (6) If a global meromorphic function has infinitely many zeros (resp. poles), then they can be arranged as a sequence of zeros (resp. poles) whose absolute value goes to infinity.
(7) Meromorphic functions in M or in M Ã can be written as the quotient of two analytic functions with no common zeros.
We will say that a function f :
Lemma 2.5. Let h and f be two meromorphic functions on K: If for every non-zero z in K; we have hðzÞ ¼ f ðz À1 Þ; then the functions h and f are rational functions. If the functions h and f are analytic functions on K; then they are constant.
Proof. Observe that if Ra0 is a zero (resp. a pole) of h; then 1 R is a zero (resp. a pole) of f : Assume that h has infinitely many zeros (resp. poles). Then it has a sequence R n of zeros (resp. poles) whose absolute value converges to infinity. Then the sequence 1 R n is a sequence of zeros (resp. poles) of f whose absolute value converges to 0, and this is not possible. Consequently the function h; therefore f as well, has finitely many zeros and finitely many poles. So they must be rational functions. This finishes the proof of the first assertion. The second assertion is then easy and is left to the reader. &
The next lemma is a consequence of the uniqueness of the expansion of analytic functions on K Ã (see [15] ).
Lemma 2.6. Let h ¼ P nAZ a n z n be a non-zero analytic function on K Ã ; invariant under z/z À1 : Then for all nAZ we have a n ¼ a Àn :
Lemma 2.7. Let ha0 be a function in A Ã : Then h can be written as
the products being taken over all non-zero zeros r of h; the integer n r being the multiplicity of h at r:
Then there exists a unique function g; analytic on K; such that for all z in K Ã ; g satisfies
Proof. Let us write w ¼ z þ z À1 : By Lemma 2.6, we have
Fix an integer NX1: Let us write
Clearly, the function h N ðzÞ is a polynomial in w of degree at most N: Let us write this polynomial as
If there exists an integer N 0 such that, for any integer n4N 0 ; we have a n ¼ 0; then h N 0 ¼ h; and in this case, the polynomial G N 0 is the function g we are looking for. From now on, we will suppose that infinitely many a n are not 0.
The proof is done in three steps. First, for N fixed, we will express b n;N as a linear combination of the a n 's with integer coefficients, and this will imply that, for any fixed integer n; the sequence b n;N converges as N goes to infinity. We will write b n ¼ lim N-þN b n;N : Secondly, we will prove that the function g defined by the power series P nX0 b n T n is an analytic function on K: Finally, we will prove that this function satisfies gðz þ z À1 Þ ¼ hðzÞ: In other words, we will find the function g by successive approximation of the coefficients of its power series expansion.
Fix the integer N: Let k be any non-negative integer such that n þ 2kpN: Write
We observe that, on the right-hand side of the equation, the term z n corresponds to
Since the coefficients of z n þ z Àn in h N ðzÞ and G N ðz þ z À1 Þ must be equal, we see that the unknowns b n;N satisfy the following system of N þ 1 equations:
where ½x denotes the integral part of x: This is a triangular system of N þ 1 equations and N þ 1 unknowns (the b nþ2k;N ). We obtain b N;N from the equation
and we obtain b n;N from a n ¼ n 0
Observe that since
for some rational integers c n;N;k : These c n;N;k depend a priori on N: In order to see that they are actually independent of N; we treat a n and b n as variables, we consider the expression of a n in the systems S N and S Nþ2 ; and we subtract them:
For n ¼ N; we obtain k ¼ 0 and
that is
By downwards induction ðn ¼ N À 2; yÞ; we have, for any integer n such that 0pnpN;
for some integer c depending on n and N: This proves that a k ; for k ¼ n; y; N; appears with the same coefficient in b n;N and in b n;Nþ2 and we conclude that the integers c n;N;k do not depend on N: So we can write c n;N;k ¼ c n;k ; and then
Let us now fix the integer n: Since h converges on K Ã ; the sequence ja k j converges to 0 as k goes to infinity. Since the coefficients c n;k are integers, the sequence jc n;k a k j converges also to zero as k goes to infinity and then the sequence b n;N converges as N goes to infinity; let b n denote the limit of b n;N as N goes to infinity, that is
Let gðTÞ denote the formal power series:
By Lemma 2.3, the power series gðTÞ has an infinite radius of convergence (apply Lemma 2.3 for h k ¼ a k and R n ¼ b n ). It remains to show that gðz þ z À1 Þ ¼ hðzÞ for any non-zero z in K: Let us write
On the one hand, for any integer N and any zAK Ã ; we have
and then, as N goes to infinity, G N ðz þ z À1 Þ converges to hðzÞ: On the other hand, g N ðz þ z À1 Þ converges to gðz þ z À1 Þ as N goes to infinity. So we have to prove that g N ðwÞ À G N ðwÞ converges to 0 as N goes to infinity. Fix an arbitrary N: We have
Let uðNÞ denote the integer n for which the maximum is reached. The uniqueness of g is easily seen (by the fact that two distinct meromorphic functions cannot take the same value at each point of a set containing an accumulation point) Let us write
By Lemma 2.7 we have, for some constant C and integer m
For an arbitrary ra0; writing r ¼ 
Extensions of Berkovich's theorem for elliptic curves
From now on the letter F denotes the polynomial
Theorem 2.11 (Berkovich) . Let x and y be two meromorphic functions on K which satisfy Eq. (2.1), that is,
Then x and y are constant. 
Then ðx; yÞ is a point of order 2 of E: is, as a function of t; both even and odd, the constant must be zero. Since t 2 À d is surjective (K is algebraically closed), we conclude that h ¼ 0; and then y ¼ 0: Then F ðxÞ ¼ 0; and so x can take only three values, those corresponding to the roots of the polynomial F : Thus x is constant. Finally, we obtain that ðx; yÞ is one of the three points of order 2 of E: ð0; 0Þ; ðx; 0Þ or ðx À1 ; 0Þ; where x is one of the non-zero roots of the polynomial F : &
Rationality of global meromorphic solutions of Eq. (MD)
We will study now equations of the form
where z is the independent variable, x and y are functions of z: We fix a dAK À f72g; so that Eq. Let s be an element of an algebraic closure of KðzÞ such that s 2 ¼ F ðzÞ: Then ðx; syÞ is a point on the elliptic curve E (it is a solution of Eq. (2.1)) . From now on, ðx; syÞ is both a point on E; considered as an elliptic curve over M; and a map from E À fNg to E: The map i : z/z À1 is, obviously, an automorphism over K of the field KðzÞ of rational functions. This automorphism i extends to an automorphism of the field extension Kðz; sÞ of KðzÞ in two ways. Since
s may be mapped to any of 7 s z 2 : Let * i denote the automorphism of Kðz; sÞ which sends s to À s z 2 : Observe that, under composition, * i is nilpotent of order 2; that is, * i3* i is the identity function.
If ðz; sÞAEðK Ã Þ; then the pair ð* iðzÞ; * iðsÞÞ lies in EðK Ã Þ: Therefore, to * i corresponds naturally a map t 0 : EðK Ã Þ-EðK Ã Þ; which sends the point ðz; sÞ to ð* iðzÞ; * iðsÞÞ ¼ z À1 ; À s z 2 :
Obviously, the map t 0 is of order 2; that is t 0 3t 0 is the identity of EðK Ã Þ: Let t : EðMÞ-EðM Ã Þ denote the map which sends the point ðx; syÞ to
Observe that, since tðx; syÞ is a solution of Eq. (2.1) over M Ã ; the image of the map t is included in EðM Ã Þ: Since the map t 0 is of order 2; the map t; also, is of order 2.
Remark 2.15. Consider ðz; sÞ as a point on the elliptic curve E: Note that, by the addition law on E; we have ðz; sÞ"ð0;
Then, considering ðx; syÞ as a function of the variable ðz; sÞ; we could also define the map t by tðx; syÞ ¼ ðx; syÞ3½ðz; sÞ"ð0; 0Þ:
If P is any point on the elliptic curve E (over any field), we will write 7P to mean that we consider either the point P or its opposite~P: (1) Write ða; sbÞ ¼ 2ðx; syÞ and ðu; vÞ ¼ tð2ðx; syÞÞ: By the addition law on E; we have
So we have Proof. Assume that ðx; syÞa7tðx; syÞ: Then the pair ð % x; % yÞ satisfies Eq. (MD), which we can write as
Then, by the definition of t; for any ðz 0 ; s 0 ÞAEðKÞ; with z 0 a0; we have % xðz
The latter implies that the function z % y is invariant under z/z À1 : We then apply Theorem 2.13 to the pair ð % x; z % yÞ to obtain the conclusion. & Definition 2.18. We will call a global meromorphic solution ðx; yÞ of Eq. (MD) even (resp. odd) if there exists a global meromorphic solution ða; bÞ of Eq. (MD) such that ðx; syÞ ¼ 2ða; sbÞ (resp. ðx; syÞ ¼ 2ða; sbÞ"ðz; sÞ). We will say also that ðx; syÞ is even (resp. odd) if ðx; yÞ is even (resp. odd). We will say that a solution ðx; yÞ of Eq. (MD) has the even property, if ðx; yÞ satisfies xðz À1 Þ ¼ xðzÞ and yðz À1 Þ ¼ 7z 2 yðzÞ:
We will say that a solution ðx; yÞ of Eq. (MD) has the odd property, if ðx; yÞ satisfies
Lemma 2.19. A point of order 2 on E is not an even solution. A non-trivial solution cannot be both even and odd.
Proof. The proof is easy and is left to the reader. &
The next corollary is not necessary for proving Theorem 2.22. We present it nevertheless because it gives a nice correspondence between two kinds of properties of the solutions of Eq. (MD). Note that Corollary 2.20 was known for rational solutions. Our proof does not use rationality. This amazing property of rational solutions was the starting point of our investigation.
Corollary 2.20. If ðx; yÞ is an even (resp. odd) global meromorphic solution of Eq. (MD), then ðx; yÞ has the even (resp. odd) property.
Proof. If ðx; syÞ is even, then by Lemma 2.16(1), tðx; syÞ is also even. If ðx; syÞ were not equal to 7tðx; syÞ; then the pair ð % x; s % yÞ defined in Lemma 2.17 would be even, which is impossible by Lemma 2.19. Then we are in the case ðx; syÞ ¼ 7tðx; syÞ: Now from this equality, we obtain that the pair ðx; syÞ has the even property just by the definition of t:
If ðx; syÞ ¼ 2ða; sbÞ"ðz; sÞ; then by Lemma 2.16(2), tðx; syÞ ¼ 2tða; sbÞ"tðz; sÞ; and it follows that:
ð % x; s % yÞ ¼ 2ða; sbÞ~tð2ða; sbÞÞ"ðz; sÞ~tðz; sÞ À1 AEðM Ã Þ must be equal to 72ðx; syÞ: We get
which implies by Lemma 2.5 that x 2 3x is a rational function. We conclude by Lemma 2.21 that x must be rational. & Note that Lemma 2.21 is not necessary for proving Theorem 2.22, because x 2 has constant coefficients. Actually, we will need Lemma 2.21 in order to finish the proof of Theorem A.
Proof of Theorem A
We will prove that Theorem 2.22 and Berkovich's Theorem, together, give a complete characterization of all the analytic projective maps from E minus a point to E: Proposition 2.23. Any elliptic curve defined over a field F of characteristic a2; 3 is isomorphic (over an algebraic closure % F of F) to the curve with affine equation 
It is then easy to compute the j-invariant of the curve E d (see for example [23] for a definition and some basic properties of the j-invariant of an elliptic curve). We obtain
It is clear that the map
We denote by Aðz; wÞ the ring of analytic functions on K 2 and by Mðz; wÞ the field of meromorphic functions on K 2 ; in the variable ðz; wÞ: In this section, by AðzÞ and MðzÞ we denote, respectively, the ring of global analytic functions and the field of global meromorphic functions of the variable z:
Let E be the elliptic curve defined by the affine equation 
It is trivial to see that 
ð2:2 0 Þ Note that relation (2.2 0 ) is obtained by homogenizing Eq. (2.2). Let PAE and ðz P ; s P Þ ¼ ðz; sÞ~P: We will say that G is an analytic projective map on E À P and into E if G; as a function of ðz P ; s P Þ; is an analytic projective map from E À N into E: If G is not the constant ð0; 0; 1Þ; we will represent it by the pair ð
Þ:
Let G ¼ ðu; vÞ be an analytic projective map on E À N into E: It is obvious from the remark above that u and v can be written as u ¼ u 0 þ su 1 and v ¼ v 0 þ sv 1 with u i and v i in MðzÞ: We will say that G is rational if the functions u i and v i ; for i ¼ 0; 1; are rational functions (they lie in KðzÞ).
Proof of Theorem A. Without loss of generality, we will work with P ¼ N: Let G be an analytic projective map on E À fNg into E: Define G þ ðz; sÞ ¼ Gðz; sÞ"Gðz; ÀsÞ; G À ðz; sÞ ¼ Gðz; sÞ~Gðz; ÀsÞ:
It is clear from the addition formula that a þ ; b þ ; a À and b À lie in MðEÞ; and that the maps We could define ðx n ; y n Þ by ðx n ; sy n Þ ¼ nðz; sÞ; where the addition is now meant on E:
We know by the addition formula that x n and y n lie in KðzÞ: 
We write
Since ord 0 ðx 2n Þ ¼ À1; we have, by Corollary 3.2, ord 0 ðy n Þ ¼ À2: We know also by Corollary 3.2 that [19] .
Theorem 3.4 (Denef [9] ). Suppose that the elliptic curve E has no complex multiplication.
1. All the rational solutions of Eq. (MD) are of the form ðx n ; y n Þ"ða; bÞ;
where ða; bÞ is either the neutral or a point of order 2 of E Ã : 2. The set fðx n ; y n Þ j nAEndðEÞg is existentially definable in the field of rational functions KðzÞ: Note that the relation ðx; yÞ ¼ 2ða; bÞ can be expressed by an existential (actually, quantifier free) formula, using the addition formula on E: Let mAM À f0g be such that the formula jðmÞ is true in M: Then there exist a; b; x; yAM such that ða; bÞ and ðx; yÞ ¼ 2ða; bÞ satisfy Eq. (MD). By Theorem 2.22, they must be rational. By Lemma 3.4 and since it is an even solution, ðx; yÞ is of the form ðx m ; y m Þ ¼ mðz; 1Þ ¼ 2ða; bÞ for some non-zero integer m: Since ðz; 1Þ is not an even solution (see Lemma 2.19) , it is clear that the integer m must be even; say m ¼ 2n: Set vAM such that v ¼ Let us prove the converse. Suppose m ¼ n is a non-zero integer. Choose x ¼ x 2n ; y ¼ y 2n ; a ¼ x n ; b ¼ y n ; v ¼ x 2n zy 2n and w such that w 2 ¼ F ð2nÞ: Using the properties of ðx n ; y n Þ; it is easy to see that the formula jðmÞ is satisfied.
The following corollary was proved in [16] . ; with x 1 ; x 2 AA and x 2 a0; note that, by Berkovich's Theorem, if cAA then cAK if and only if there exists a dAA such that c 2 ¼
and cAK is non-zero if and only if there exists dAK such that cd ¼ 1: Also ord 0 ðxÞ is greater than 0 if and only if the following holds (division is understood in A):
''There exists cAK Ã such that z divides x 2 À c and z divides x 1 ''. It is then obvious that every existential formula of L Ã z satisfied in M is equivalent to an existential formula satisfied in A: Finally note that if x 2 AA; then x 2 a0 if and only if there exist c; e; f AK such that ef ¼ 1 and z À c divides x 2 À e in A: Therefore every existential formula of L z satisfied in A is equivalent to a positive existential formula of L z satisfied in A: Hence the result follows. &
