ABSTRACT The sampling process is an almost indispensable operation in signal processing. The sampling frequency is one of the factors in the sampling process and the selection of it is also important in the signal processing issues, such as detection, estimation, communication, and so on. In estimation theory, the Cramér-Rao lower bound (CRLB) provides an evaluation of the information contained in the observed data. Moreover, under unknown time shifting with known probability density function, the modified CRLB is a tighter lower bound than CRLB. Previously, the sampling frequency is often chosen as the Nyquist frequency, this frequency might not be optimal in some estimation issues. This paper proposes a strategy of sampling frequency selection, which is choosing the frequency for minimizing the determinant of modified CRLB. In this paper, the basic signal, single frequency signal, is considered. The proposed strategy is examined in the three cases, estimating the unknown phase, estimating the unknown frequency and jointly estimating the amplitude and phase. As the experimental results have shown, the performance of maximum likelihood estimator (MLE) under different frequencies corresponds to the relative values of modified CRLB under them. In addition, the estimator achieves bad performance under Nyquist frequency in all three scenes. Moreover, a bit of difference in sampling frequency would cause great different results, in the experiments. Therefore, choosing sampling frequency based on the proposed strategy is effective in the estimation issues.
I. INTRODUCTION
Sampling process is an almost indispensable operation in the signal processing. The analog signal should be sampled to a discrete signal before processing. In the sampling process, the sampling frequency is one of the main factors that affect the sampled data. So, the selection of sampling frequency is important in the signal processing issues, such as detection, estimation, communication, etc. The Shannon sampling theorem suggests the sampling frequency should be larger than double highest frequency of the analog signal (i.e., Nyquist frequency). The value of the signal at intermediate points can be recovered from the sampled data [1] . That means the information of signal is complete in the sampled data. However, the situation in statistical signal processing is different, because of the noise, the observed signal is not able to recover
The associate editor coordinating the review of this manuscript and approving it for publication was Muhammad Kamrul Hasan. from the discrete observed data. The positions of sampled points in the analog signal play an important role which would influence the method and the accuracy of estimates. Therefore, the sampling frequency in the estimation issues should be considered detailedly. Moreover, in the realistic system, the received signal is often with unknown time shifting, such as the radar echo, communication signal with multi-path, etc. This paper would focus on the strategy of sampling frequency selection in the parameter estimation issues under unknown time shifting.
The sampling frequency selection is one of the waveform parameter selection problems. This problem is close to the waveform design issues. Several approaches for waveform design have been proposed. The initial works are based on ambiguity functions, the weighted ambiguity surface is utilized as the weighted error criterion [2] . The waveform design method based on information theory is proposed, in which the waveform is designed by maximizing the mutual information between a target ensemble and the received signal in additive Gaussian noise [3] . And, this criterion is employed widely in MIMO radar waveform design [4] - [6] . Moreover, there are many other information theoretic notions used in the waveform design. Based on information geometry [7] , the information resolution of radar system is proposed, which provides a novel evaluation of information contained in waveforms [8] . The information divergence is used in waveform design for extended target and multi-target recognition [9] - [11] . The Cramér-Rao lower bound (CRLB) as the inverse of the Fisher information is used as the objective function for waveform optimization [12] . These significant works provide abundant techniques and experience on sampling frequency selection. Compared with mutual information and other useful notions, Fisher information is also an effective tool, that the CRLB inequality builds up the relation between Fisher information and the accuracy bound of estimator. Therefore, this paper would focus on the Fisher information and CRLB to propose a strategy of sampling frequency selection.
In estimation theory, the CRLB is the lower bound of the variance of all unbiased estimator. While there are redundant random variables with known PDF in the signal, the modified CRLB is a tighter lower bound of variance of unbiased estimator than CRLB [13] , [14] . The modified CRLB is a expectation of conditional CRLB and has been used widely such as estimation in the presence of nuisance parameters [15] , in non-Gaussian clutter [16] , in parallel fading channels [17] , etc. Suppose the PDF of unknown time shifting is known, the modified CRLB provides a more appropriate evaluation and criterion for the sampling frequency selection in the parameter estimation problems under unknown time shifting.
This paper proposes the strategy of sampling frequency selection in parameter estimation under unknown time shifting. According to the meaning of modified CRLB and the geometric interpretation of covariance, the strategy is choosing the frequency which makes the determinant of modified CRLB be the smallest. The single frequency signal, as a base signal in frequency domain, is mainly considered in the experiments. The proposed strategy is examined in the three scenes. The first scene is estimating the unknown phase, the second scene is estimating the unknown frequency and the last scene is jointly estimating the amplitude and phase. Because the maximum likelihood estimate (MLE) is the asymptotically efficient unbiased estimator, the MLE is employed in the experiments. In classical sampling process, the sampling frequency is often chosen as Nyquist frequency. In the experiments, the modified CRLB based sampling frequency strategy would compare with Nyquist frequency. The results in the three scenes are all in expectation. The performance of MLE under different frequencies corresponds to the relative values of modified CRLB under them. And, the estimator under Nyquist frequency achieves terrible performance in all the three scenes.
The rest of the paper is organized as follows. The proposed strategy of sampling frequency selection is introduced in section II. In section III, the modified CRLB is discussed in the considered scenes. In section IV, the experimental results in the three scenes are presented. Finally, the concise conclusion of the paper is provided in section V.
II. MODIFIED CRLB BASED OPTIMAL SAMPLING FREQUENCY

A. PROBLEM FORMULATION
In radar signal processing, the desired information is implied in the observed signal as a parameter, marked as θ in this paper. Before processing, the signal is required to be sampled to a finite discrete sequence. Usually, in signal receiving stage, the unknown time shifting is often encountered. Therefore, the sampling process is formulated as
where S(t; θ ) is the analog signal under parameter θ, N is the number of sampled points, f s is the sampling frequency, τ is the unknown time shifting, s k (f s , τ ) is the sampled signal and θ is the desired parameter. In real work, the observed signal z k is the sampled signal plus the noise w k as
According to the principle of Cramér-Rao lower bound (CRLB), the accuracy of the estimate depends not only on the method of estimation but also the observed data. The sampling frequency determines the positions of the sampled points in the analog signal, so the choice of sampling frequency is an important factor in the estimation issues. The purpose of this paper is proposing a strategy of sampling frequency selection for obtaining better performance of estimation.
B. CRLB AND MODIFIED CRLB
Based on estimation theory, the strategy of sampling frequency selection can be proposed based on Fisher information. Fisher information is often used in evaluating the bound of the estimator performance on the observed data, because of the CRLB inequality. This inequality introduces that CRLB is the inverse of the Fisher information and means that the covariance of all the unbiased estimator are not smaller than this bound. The not smaller in the positive semidefinite matrix form is as following: the positive semidefinite matrix A not smaller than positive semidefinite matrix B means the matrix A − B is positive semidefinite. Therefore, the strategy of choosing sampling frequency based on Fisher information might be effective.
At first, we should consider the Fisher information of the observed data. The Fisher information of θ is a matrix and the element of it is formulated as
where I(θ ) means the Fisher information matrix and E z means the expectation upon z = (z 1 , . . . , z N ) and p z (z 1 , . . . , z N ; θ ) means the probability density function of z = (z 1 , . . . , z N ) under parameter θ . Actually, because of the randomness of the unknown time shifting τ , the p z (z 1 , . . . , z N ; θ ) not simply depends on the probability distribution function (PDF) of noise but also that of τ . The p z (z 1 , . . . , z N ; θ ) is formulated as
where the p w and p τ mean the PDF of noise and τ , respectively. Equation (4) is a definite integral through all the real domain and often without closed form analytic expression. So that, unavailable closed form expression of p z (z 1 , . . . , z N ; θ) leads to the difficulty of the Fisher information calculation. The strategy of choosing sampling frequency based on Fisher information should be implemented in other way.
However, if the unknown time shifting τ is a constant, the Fisher information only depends on the PDF of noise. The Fisher information and CRLB are easy to calculate under such condition. The expectation of the conditional CRLB upon τ is also accessible. The expectation of the conditional CRLB is formulated as
where the E z|τ means the conditional expectation upon z under certain τ . Actually, the E τ (I −1 (θ |τ )) is called modified CRLB [13] . In the general definition of modified CRLB, the unknown time shifting can be expanded to any uncertain parameter. Similarly, the following theorem also guarantees the relation between E τ (I −1 (θ |τ )) and the accuracy of estimator.
Theorem 1 [13] : For each unbiased estimatorθ , the covariance Cθ satisfies that the E τ (I −1 (θ |τ )) − Cθ is a positive semidefinite matrix. Moreover, in fact, the modified CRLB is a tighter lower bound than CRLB.
Theorem 2 [14] :
Therefore, because of these two theorems and the difficult calculation of CRLB, the modified CRLB is more appropriate in this issues.
C. OPTIMAL SAMPLING FREQUENCY
In fact, the expectation of CRLB E τ (I −1 (θ|τ )) depends on the sampling frequency f s . The strategy of sampling frequency selection is making the lower bound E τ (I −1 (θ|τ )) as small as possible. However, the E τ (I −1 (θ|τ )) is a matrix, optimization objective function should be a scalar form. So, the E τ (I −1 (θ |τ )) should be quantified as a scalar form. Considering the meaning of covariance, the interpretation of geometry is given by an ellipsoidal representation. As the lower bound of the covariance, the ellipsoidal representation with E τ (I −1 (θ |τ )) is formulated as
The properties of the ellipsoid depend on the matrix E τ (I −1 (θ|τ )), the relation of them is as Figure 1 .
The relation between matrix E τ (I −1 (θ |τ )) and the ellipsoid in two dimension form.
The λ 1 and λ 2 are the eigenvalue of the matrix E τ (I −1 (θ|τ )) and are also the half length of the elliptical axis, so the area of the ellipse equals to
Actually, the ellipsoid is approximately regarded as the set of the errors below a certain probability. So, the smaller ellipsoid means the better performance of the estimator. Therefore, the Equation (7) is chosen as the optimization objective function, i.e., the optimal sampling frequency is formulated as arg min
Although, sometimes, |E τ (I −1 (θ |τ ))| is affected by the desired parameter θ , the optimal sampling frequency is unconcerned with it. At least, we can get the useful guidance of sampling frequency selection.
III. THE MODIFIED CRLB OF CONSIDERED ESTIMATION ISSUES A. CONSIDERED ESTIMATION ISSUES
Specifically, this paper focuses on the estimation issues of single frequency signal. The signal is formulated as (9) where A is the amplitude, f is the frequency, ϕ is the unknown phase and w k is the white Gaussian noise (WGN). The unknown phase ϕ indicates the unknown time shifting and obeys uniform distribution within (0, 2π ). In this paper, the following three scenes are mainly considered:
• Phase estimation.
• Frequency estimation under unknown phase.
• Phase and amplitude joint estimation. VOLUME 7, 2019
B. PHASE ESTIMATION
The PDF of z 1 , . . . , z N under certain ϕ is formulated as
where the σ 2 is the power of WGN. Then the Fisher information is
According to Equation (11), the modified CRLB is as Equation (12) .
The detailed derivation is presented in Appendix A.
The properties of Equation (12) depends on the function
which is similar to the function g
The function g(f s ) reaches the maximum N while sin (2π ff −1 s ) = 0 and equals to zero while sin(2πff −1 s ) = 0, sin(N 2π ff −1 s ) = 0. Therefore, the minimum of E ϕ (I −1 (ϕ|ϕ)) is zero, while sin(2π ff −1 s ) = 0, sin (N 2πff −1 s ) = 0, and E ϕ (I −1 (ϕ|ϕ)) tends to infinite while sin(2π ff −1 s ) = 0. Because of the Shannon sampling theorem, sampling frequency should satisfy f s > 2f . Under this limitation, the minimum points in Equation(12) locate at
And, the maximum points in Equation(12) locate at
Moreover, opposite to the common sense, E ϕ (I −1 (ϕ|ϕ)) tends to infinite near the Nyquist frequency, which means the terrible performance of estimator.
C. FREQUENCY ESTIMATION
The PDF of z 1 , . . . , z N under certain ϕ is as same as the Equation (10) . The Fisher information of the f is
When f s = 2f , i.e., the frequency is exactly Nyquist frequency, according to Equation (16) , the Modified CRLB tends to infinite. Then, the condition f s > 2f is considered in next discussion.
Let
according to Equation (16), the modified CRLB is as Equation (19) when f s > 2f , the detailed derivation is presented in Appendix B.
When f s > 2f , (
s ) is satisfied, and the denominator converges to a certain value as f s increasing. So, the trend of E ϕ (I −1 (f |ϕ)) mainly depends on the f s in the numerator. So, E ϕ (I −1 (f |ϕ)) is monotonic increasing function, when f s > 2f . That means the sampling frequency should be as small as possible.
D. AMPLITUDE AND PHASE JOINT ESTIMATION
Let the θ = (A, ϕ), the Fisher information of θ is a matrix as Equation(20).
According to Equation(20), the determinant of the Fisher information is as Equation (21),
the detailed derivation is presented in Appendix C. Because the unknown phase has vanished in |I(θ |ϕ)|, the E ϕ (|I −1 (θ |ϕ)|) directly equals to the inverse of |I(θ |ϕ)| as
The properties of E ϕ (|I −1 (θ |ϕ)|) is similar to the E ϕ (I −1 (ϕ|ϕ)). So, its maximal points and minimal points are also as Equation (14) and Equation (15) . Similarly, when sampling frequency reaches the Nyquist frequency, the performance of estimator would be bad.
IV. EXPERIMENTAL RESULTS
A. RELATED PARAMETER
Considering that the sampled signal is formulated as (23) where A is the amplitude, f is the frequency, ϕ is the unknown phase and w k is the white Gaussian noise (WGN). In the simulation, the unknown phase obeys uniform distribution within (0, 2π ), the amplitude A = 1, the frequency f equals to 100 kHz and the number of observed data N is 100. In the first scene, the ϕ is unknown and the task is estimating the ϕ. In the second scene, the frequency f and ϕ are unknown, the task is estimating the frequency f . In the third scene, the amplitude A and ϕ are unknown and the task is jointly estimating A and ϕ.
B. PHASE ESTIMATION
Moreover, the curve of E ϕ (I −1 (ϕ|ϕ)) under σ 2 = 0 dB is illustrated as Figure 2 . Figure 2 , the point 40000/199 kHz is in the mainlobe, the point 40000/198 kHz is the first minimum point, the points 40000/197 kHz and 40000/195 kHz are the first and second maximum point, respectively. These points are corresponding to the analysis in section III-B, the positions of minimal points and maximal points correspond with Equation (14) and Equation (15) . Moreover, when f s → 200 kHz, the CRLB seems to tend to infinite.
For examining the effectivity of the proposed strategy, the maximum likelihood estimate (MLE) is applied to estimate the unknown phase, because the MLE is the asymptotically efficient unbiased estimator [18] , i.e., the variance of the estimator asymptotically equals to the CRLB. The MLE of the phase iŝ (24) where the arctan(y, x) is considering the quadrant of the point (x, y).
The mean square error (MSE) of theφ under different signal-noise ratio (SNR) obtained by 5 × 10 6 Monte Carlo runs is presented as Figure 2 . The curves in Figure 3 correspond to the modified CRLB shown in Figure 2 . The 40000/198 kHz is the first minimum point, so the MLE under f s = 40000/198 kHz achieves the best performance of estimator among these frequencies. The 40000/197 kHz is the local maximum point in the first sidelobe and the 40000/195 kHz is the local maximum point in the second sidelobe, the results verify that the performance under f s = 40000/195 kHz is better than under f s = 40000/197 kHz. The 40000/199 kHz is the point in the mainlobe, thus the MSE of MLE under f s = 40000/199 kHz is the highest.
Although the difference among the four frequencies in Figure 2 is slight, the difference of the MSE under them in Figure 3 is obvious because the performance of MLE is not close to the efficient unbiased estimator under N = 100. Moreover, the frequencies f s = 40000/199 kHz and f s = 40000/198 kHz are very close, but the performances of MLE under them have great difference. Therefore, the sampling frequency is suggested to be considered detailedly in the phase estimation issues, a bit of difference would cause great different result.
Moreover, if the sampling frequency is exactly Nyquist frequency, the MSE of the MLE is presented in Figure 4 . Meanwhile, the MSE of MLE under f s = 40000/198 kHz is also presented.
The MSE is large than 8 and not reduces when SNR is increasing. This result corresponds to the modified CRLB, the modified CRLB tends to infinite when sampling VOLUME 7, 2019 frequency reaches Nyquist frequency. So, in this case, the proposed strategy is better than Nyquist frequency, and the estimator under Nyquist frequency is unsatisfied.
C. FREQUENCY ESTIMATION
The curve of E ϕ (I −1 (f |ϕ)) under σ 2 = 0 dB is illustrated in Figure 5 . As Figure 5 shown, E ϕ (I −1 (f |ϕ)) is a monotonic function. That means the sampling frequency f s should be as small as possible in this estimation issues.
In the frequency estimation, the MLE is also employed. The MLE of the frequency iŝ
Because the z k is real number, the estimator also can be regarded as the maximum point of the real part of the DTFT (discrete-time Fourier transform).
where Re(x) means the real part of x. But, in real work, the DTFT with the domain of definition fully covering the uncountable set (− 1 2 , 1 2 ) is hard to be obtained, so the DFT usually replaces the DTFT as the alternative approach. However, using DFT instead of DTFT leads the estimated frequency is chosen from a discrete and finite set
where the notation x indicates the minimal integer which is no less than x. In the simulation, the real frequency f equals to 100 kHz. For satisfying the Shannon sampling theorem and avoiding the unfair comparison resulting from the error deriving from the discretization of DFT, the sampling frequency should be large than double frequency and let the real frequency in the set K, i.e., the sampling frequency should satisfies
where the notation a|b means that integer b is divisible by integer a. Therefore, f s = 400, 500, 1000, 2000 kHz are selected to examine the strategy of sampling frequency selection. The modified CRLB under these four sampling frequencies is illustrated in Figure 5 . The MSEs of the estimatorf under different SNR obtained by 5 × 10 6 Monte Carlo runs are presented in Figure 6 . When sampling frequency is exactly Nyquist frequency, the MSE of MLE is presented in Figure 7 . And, the MSE of MLE under f s = 4f is also presented as reference.
When SNR is low, the MSE under f s = 2f is lower. This is because the frequency in set K under f s = 2f 36884 VOLUME 7, 2019 is from 0 to 100 kHz and that under f s = 4f is from 0 to 200 kHz, and the estimators almost select number from K in equivalent probability when SNR is low. However, when SNR is large, the MSE under f s = 4f is lower, which is corresponding to the modified CRLB. Totally, the Nyquist frequency is suggested to abandon in this case.
The experimental results show that the proposed strategy is effective, the large sampling frequency would result in large MSE. Meanwhile, the results also coincide with our common sense, the wide range of choice brings on the large error. As the results, the sampling frequency should be as small as possible in the frequency estimation. But, the paradox is that the real frequency is unknown and the sampling frequency should be, at least, large than double of real frequency. Therefore, the sampling frequency is suggested to be the double of the maximal possible frequency.
D. AMPLITUDE AND PHASE JOINT ESTIMATION
The curve of E ϕ (|I −1 (θ |ϕ)|) (θ = (A, ϕ)) under σ 2 = 0 dB is illustrated in Figure 8 . Actually, the trend of the E ϕ (|I −1 (θ|ϕ)|) is similar to E ϕ (I −1 (ϕ|ϕ)). Moreover, the extreme points of E ϕ (|I −1 (θ|ϕ)|) are also coincident with E ϕ (I −1 (ϕ|ϕ)). The MLE in this situation is as following,
In the simulation, the real amplitude A equals to 1 and the unknown phase still obeys uniform distribution within (0, 2π ). The MSE is defined as vector form as The results are similar to the conclusion in section IV-B. The MLE under f s = 40000/198 kHz achieves the best performance of estimation. The 40000/195 kHz is better than under 40000/197 kHz. And, the MSE of MLE under f s = 40000/199 kHz is the highest, because f s = 40000/199 kHz is the point in the mainlobe. Similarly, in this situation, a bit of difference of sampling frequency causes great different results.
When sampling frequency is exactly Nyquist frequency, the MSE of MLE is presented in Figure 10 .
As same as the first scene, the MSE under f s = 2f has not been improved when SNR is increasing. So, the proposed strategy achieves better performance.
V. CONCLUSIONS
This paper focuses on the strategy of sampling frequency selection in parameter estimation under unknown time shifting. The proposed strategy is choosing the frequency which makes the modified CRLB maximum. This paper mainly focuses on the three scenes of single frequency signal, phase estimation, frequency estimation and joint estimation of amplitude and phase. Because MLE (maximum likelihood estimate) is the asymptotically efficient unbiased estimator, MLE is employed to examine the strategy. The experimental results show that the performance of MLE corresponds to the anticipation. The sampling frequency makes the modified CRLB lower, the performance of MLE is better. Moreover, opposite to common sense, the modified CRLB tends to infinite when the sampling frequency reaches Nyquist frequency in all the three scenes, and the results correspond to the theoretical analysis, that the Nyquist frequency leads to terrible results.
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APPENDIX A DERIVATION PROCESS OF MODIFIED CRLB IN PHASE ESTIMATION
Before calculating the modified CRLB, the two important equation, Equation(31) and Equation(30), are introduced.
Equation (30) 
Then, according to Equation (11) , Equation(30) and Equation(31), the E ϕ (I −1 (ϕ|ϕ)) can be obtained by following steps.
APPENDIX B DERIVATION PROCESS OF MODIFIED CRLB IN FREQUENCY ESTIMATION
Before calculating the modified CRLB, it is critical to introduce Equation(34). 
Equation(34) can be obtained with generating function method [19] and Equation(31). Under definition of g1(A), g 2 (A) in Equation (17) and Equation (18) , the Equation(34) transforms to 
The φ in the Equation(36) on second last step is φ = arctan(g 2 (2π ff
though has vanished in the final expression.
APPENDIX C DERIVATION PROCESS OF MODIFIED CRLB IN AMPLITUDE AND PHASE JOINT ESTIMATION
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