Plant disease detection and severity assessment are required for many purposes, including predicting yield loss, monitoring and forecasting epidemics, judging host resistance and for studying fundamental biological host-pathogen processes. If assessments of disease severity are inaccurate and/or imprecise, incorrect conclusions might be drawn and incorrect actions taken. Image analysis based on digital images made using visible wavelengths is one of the several methods used to detect and quantify disease; it offers advantages compared with visual assessment or other methods. Over the last 30 years, major advances have been made to improve reliability, precision and accuracy of image analysis for detecting and measuring plant disease. Although the equipment and software continue to become more sophisticated, these technologies are also becoming easier to use. As a result, image analysis to measure plant disease is becoming increasingly widely used, and has now been applied in the study of numerous plant diseases. This review describes the history, technology and application of visible-wavelength photography and image analysis, and progress towards realizing the full potential of these systems in plant disease detection and assessment 
Introduction
Detection of plant disease and assessment of the amount on individual plants or in plant populations is required where crop loss must be related to disease, for plant disease surveys, in plant breeding to assess host susceptibility, to make cost-effective disease management decisions in crop production and to better understand many basic biological processes (e.g. co-evolution) [1] [2] [3] [4] [5] [6] [7] [8] [9] . Disease assessment is also required for aiding in the settlement of crop insurance claims, aspects of crop biosecurity (biocrimes) and possibly terrorism. The use of visible-wavelength photography and image analysis is one of several emerging methods used to detect and quantify disease on plants. Apart from traditional visual assessment methods used to detect and estimate disease intensity, several other methods based on various technologies are also used, including laser-induced fluorescence, radar, microwave, thermography, nuclear magnetic resonance imaging and multi-or hyper-spectral imagery [5, [9] [10] [11] . Although we think of disease severity as being most often quantified by assessing disease symptoms on plant parts, whole plants or experimental plots, 'injury' has also been measured by quantifying the pathogen itself, including counts of propagule numbers, and most recently, by using immunological and molecular methods to quantify 'pathogen severity' [12] [13] [14] [15] . Various forms of microscopy are also used to detect and/or measure the pathogen in infected plants. Awareness of these approaches is important, but this review will consider only visiblewavelength photography and image analysis, their history, application and future.
The science of quantifying plant disease is termed 'phytopathometry' [16] , and symptom severity assessed visually is inevitably an 'estimate' -but where technology is used to assess disease, it should be referred to as a 'measurement'. This might be considered semantics, but it is contended the differentiation in terminology aides defining the assessment method. Although visual assessment is probably still the most widely used method for quantifying plant disease, improvements in the applicability of these machine-aided methods mentioned above are increasingly being used for research purposes, and for applied situations within agriculture and the discipline of plant pathology that require non-invasive and/or non-destructive methods to quantify disease [5, [9] [10] [11] 15] .
Of the methods available to detect and quantify disease, it is important to choose the one that is most appropriate and will provide the most accurate and precise assessments to obtain the true level of disease intensity present in a host population, while using the available resources (trained personnel, equipment and time) as efficiently as possible. Only by obtaining data that are accurate and precise estimates of the true quantity of disease can valid conclusions be drawn. Digital photography using the visible wavelengths combined with image analysis can be used to detect and measure symptoms. Moreover, both have the advantage of providing a non-destructive, noninvasive and permanent record of the disease severity for future reference [17] .
Historical background and the terms used in plant disease assessment
Cobb [18] was the first to develop a series of diagrams to aid assessing the severity of wheat rust. Other early attempts to quantify disease severity relied on various rating scales and diagrammatic keys [9, [19] [20] [21] . The progress in plant disease assessment since Cobb's scale was introduced has been described in several reviews and book chapters [1, 2, 7-9, 11, 15, 20-23] . Results from research by many scientists working in the field of phytopathometry have provided a much better understanding of the process of disease assessment, sources of errors, ways to improve it and how to apply technology -this has been particularly apparent over the last 30 years [8, 9, 11, [23] [24] [25] .
Visible-wavelength photography of plant disease was first applied over 80 years ago. Using aerial photography and print film, Neblette [26] , and later Taubenhaus [27] were able to detect and assess damage caused by Phymatotrichum omnivorum in cotton fields in Texas.
However, it was actually during the digital era (within the last 30-40 years) that the use of imagery obtained using the visible wavelengths of light for assessing plant disease became increasingly applied. Digital imagery is now used to communicate, identify, detect and measure plant disease from the microscopic scale to the regional scale [8-11, 20, 28] .
Disease symptoms on plants may be typically expressed as chlorosis, necrosis, mosaic patterns and/or wilting and death of parts of plant organs, whole organs or entire plants. These symptoms must be detected and quantified in a population of plants, and the extent of disease symptoms is formally described as the disease intensity, prevalence, incidence or severity. Working with the Plant Disease Losses Committee of the American Phytopathological Society, Nutter et al. [29, 30] defined these terms formally. Disease intensity is a general term alluding to the amount of disease in a host population, while disease prevalence is the proportion (often a percentage) of fields, counties, states, etc., where a disease is detected, and reveals disease at a grander scale than incidence. Disease incidence is the proportion of plants (or plant units, leaves, branches etc.) diseased out of a total number of plant units assessed. Disease severity is the area (relative or absolute) of the sampling unit (leaf, fruit etc) showing symptoms of disease and is often expressed as a percentage or proportion. Visible-wavelength photography and image analysis have been widely used to measure disease severity.
Identification, estimation and measurement of disease symptoms are subject to error [8, 25, [31] [32] [33] [34] [35] [36] . When using a system like photography and image analysis, it is important to gauge whether the error in detection and/or severity estimation is acceptable. To do this, a comparison must be drawn between the image analysis-detected disease and that confirmed by, for example, visual identification; or the image analysis-measured severity and a 'true' value of disease severity, which might be known or accepted as the 'actual' value (i.e. obtained by a 'gold standard' method). In assessment of plant disease severity, Madden et al. [23] discuss the use of various error terms and how these should conform to current approaches used in measurement science. Terms that are used include: (i) Reliability: 'the extent to which the same measurement of individuals obtained under different conditions yield similar results' [37] . Intra-rater reliability relates to the degree of similarity between repeat measurements taken by the same rater (also known as repeatability, [30] ); and inter-rater reliability, which is the degree of similarity between different measurements of the same sample performed by different raters or methods, also called reproducibility [23, 32] . (ii) Accuracy of estimates: 'the degree of closeness of estimated or measured values to some recognized standard, true or actual values' [15, 29, 37] . Thus, accuracy can only be meaningful when a comparison is made to a true or accepted standard value, i.e. when an estimate of disease is close to the true value, it is considered accurate [21] . (iii) Agreement: The concept of agreement in measurement science is commonly defined as the product of precision and accuracy when comparing estimates with measures that are accepted to provide the 'true' values [23] , whereas precision is defined as the amount of variability in the estimates. As already stated, accuracy is used to describe the closeness of estimates to the true value, and comprises a location component (on average, values might be biased as over-or underestimates) and a scale component (the variance of over-or underestimation relative to the magnitude of the true value), the product of which is a generalized bias parameter or measure of accuracy [23, 38] . As perfect accuracy is only possible if there is no variability (imprecision) and no bias, and accepting the definition of accuracy in this context, the concept of agreement and accuracy can be deemed the same when estimates are being compared with the true values: accuracy can be evaluated or quantified by measuring the product of precision and generalized bias of the estimate (i.e. 'agreement'). Thus, conceptually, 'agreement' provides a quantitative measure of 'accuracy' [23] .
For disease detection, the incidence of false positives and false negatives can be confirmed by visual examination of the leaf for symptoms of the disease [35, 36, 39] (although immunological or molecular methods or pathogen culture might also be used to confirm the identification of the causal agent). For true values of disease severity on a particular leaf image, the leaf can be weighed before and after physically cutting out the diseased area [31, 33, 40] , using planimeters [41] [42] [43] and by image analysis either directly using original images or enhanced images (e.g. outlined) by attempting to accurately define what are the diseased and healthy portions of the leaf or quadrat on an image-by-image basis [32, [44] [45] [46] .
Statistical methods to gauge the ability of image analysis in plant disease detection and severity measurement
Using image analysis techniques, correct detection of disease has been analysed by comparing symptoms identified using the image analysis system with those identified by visual confirmation, thereby judging the incidence of correct disease identification, false positives and false negatives [35, 36] . For disease severity, various statistical methods have been used to explore the quality of image analysis measurements compared with true and estimated values, as well as the repeatability and reproducibility of various methods. This section briefly reviews these methods demonstrating results from different studies between image analysis measurements, rater estimates and true values of disease severity. Regression analysis is the most widely used tool for testing the quality of disease severity measured using image analysis and other techniques. It has been used to judge reproducibility, reliability, precision and accuracy [32, 40, 41, [44] [45] [46] [47] [48] [49] . It is a useful method, but it should be applied cautiously as incorrect conclusions might be drawn from the analysis under certain, circumstances [23, 38] . A number of regression parameters and statistics are used to assess the quality of estimates [24] . These include the slope, intercept and associated standard errors (if slope=1 and intercept=0, the assessment is completely accurate). The coefficient of determination (r 2 ) provides a measure of reliability or precision (the higher the r 2 , the higher the precision). Statistically, the coefficient of determination describes the proportion of variability accounted for by the regression model (a measure of the proportion of overlapping variance). Accuracy and precision of measurements of disease using image analysis have been analysed using regression analysis for several diseases for both colour and monochrome images [32, 34, 40, 41, 45] , but fewer studies have addressed repeatability and reproducibility of image analysis measurements. Results by Nutter et al. [32] suggested poor repeatability (r 2 =0.63). However, the study by Martin and Rybicki [40] using a custom image analysis system demonstrated excellent repeatability and reproducibility with four different raters operating the image analysis equipment (r 2 =0.95-0.97), and Bock et al. [45] similarly demonstrated good repeatability of image analysis (r 2 =0.95). Lin's concordance correlation coefficient has been used to quantify agreement, in disease severity assessment [33, [45] [46] [47] . It has some advantages over regression analysis and evaluates the degree to which pairs of observations fall on the concordance line of 45 (slope=1, intercept=0). The concordance correlation coefficient r c combines the measures of accuracy (systematic and constant bias) with precision (r, the correlation coefficient, described subsequently) to assess the relational fit to the line of concordance. Bock et al. [45] [46] [47] used Lin's concordance correlation coefficient to investigate accuracy and precision of citrus canker symptom measurement on grapefruit leaves using image analysis.
Analysis of variance (ANOVA) and general linear modelling have long been used to investigate sources of error in estimates of disease severity [31, 50] , but not as a tool to judge image analysis per se. However, a non-parametric equivalent of ANOVA, the Kruskall-Wallis test, was used to judge the quality of image analysis compared with visual assessments of powdery mildew (Podosphaera clandestina) severity on cherry leaves [44] . In this particular study, image analysis was found to be inferior to visual rating.
Correlation analysis measures the strength and nature (positive or negative) of an association between two variables. In the case of disease severity assessment, it can indicate the degree of precision (reliability) between estimates or measurements obtained using different methods or at different times. Shokes et al. [50] were among the first to use a test-retest correlation analysis to determine precision (reliability) of disease assessment system used by different raters. Disease severity (measured as % necrotic area) had correlation coefficients as high as 0.80. The correlation coefficient measures precision as a component of Lin's concordance correlation coefficient -used in assessments of disease severity rating methods of Phomopsis on strawberry [33] , and when studying assessment methods used to quantify the severity of citrus canker on grapefruit using visible-wavelength images and image analysis [45, 46] . It should be remembered that if measured alone, a high correlation coefficient ($1.00) can occur in the presence of bias, and thus no assumption can be made regarding equality of the two assessments based on correlation alone [23] .
The coefficient of variation (CV [51] ) provides a good overall index as to the degree of precision with which raters or assessment methods such as image analysis can be evaluated and compared [32] . The CV expresses the experimental error as a percentage of the mean, and thus has the advantage of normalizing units of measure (% severity, % reflectance, etc.) and so each rater or assessment method can be compared with other raters or methods, when the same sampling units are assessed (the CV should not be used to compare rater precision on different samples [52] ). The lower the CV (%) of a rater or assessment method, the higher the precision of that rater or method [15] . Other methods that have been used to gauge precision and accuracy from image analysis compared with either visual assessments or true values include Bland-Altman plots [34, 53, 54] , chi-square hypothetical variance tests [55] and plots of the residuals or absolute error (estimate minus true disease) and relative error (absolute error/true severityÂ100) [34, 56, 57] .
The electromagnetic spectrum, plant disease detection and severity measurement
The wavelengths of the electromagnetic spectrum range from >1000 m to < 0.1 nm. The longest wavelengths are radio waves, followed by microwaves, near infra-red and infra-red, the visible-wavelengths ($400-750 nm), the shorter ultraviolet, X-rays, and finally the shortest wavelengths, gamma rays and high-energy gamma rays [58] . In numerous studies, images of plant disease symptoms have been generated using the visible wavelengths of light. These visible wavelengths of light are recorded by a camera (or flatbed scanner) as a result of the incoming electromagnetic radiation impinging on the leaf (or other object), and some of it being reflected, which is the portion sensed by the camera acting as a passive remote sensing device.
Visible-wavelength photography combined with digital image analysis, after visual assessment methods, are probably the most widely used methods utilizing imaging technology to record, detect or measure disease on plants. Thus, digital (or film) cameras or flatbed scanners acquire an image of a diseased plant or plant organ, and this image is digitized, whereupon it can be imported into a computer and subsequently analysed using one of many available image analysis software programs. There are many decisions to be made and procedures to follow during the sequence of steps, from the choice of imaging device, choosing a suitable sample unit to be imaged, lighting conditions, image resolution and the process used to detect or measure disease using image analysis software [9] [10] [11] 59 ].
Image acquisition, processing and analysis
Most digital cameras used by plant pathologists operate in the visible wavelengths. Digital imaging allows the greatest flexibility and power in image processing because of the ease with which complex operations can be carried out using computers. They have many applications in the discipline [9, 28, 60] and there is a range of capability among different digital cameras, with choice depending on the specific application(s) needed and budget constraints. Ricker [60] describes many applications of relevance to plant pathologists. However, there have been huge advances in image storage and resolution in the last 7 years. The use of digital cameras will be emphasized here, as nowadays few practitioners use film cameras for image acquisition.
Image acquisition and hardware
The light from an image is funnelled through the focusing lens and impinges on a light-sensitive screen, which is an array of photosensors that measure the intensity of the incoming light. In monochrome systems, most often the screen is a charge-coupled device (CCD) or complementary metal oxide semiconductor (CMOS) screen. The sensors convert the light into an electric charge proportional to the intensity of the light, and this analogue signal is converted to a binary digital signal (1, 0) by a frame grabber (or analogue-to-digital converter). It is the binary signal that creates an image on the computer screen [60] . The CMOS-type screen is designed to directly produce a digital output, and thus requires no conversion. In the case of a colour digital camera, the screen contains sensors for each of the primary colours (red, green and blue). The number of sensors on a screen dictates the pixel size (resolution) of the resulting image. For example, a camera with a 1600Â1200 photosensor screen is described as a 2-megapixel camera.
http://www.cabi.org/cabreviews Image quality and image editing/processing Once obtained, the image can be edited. Image processing software is available to perform these operations. The colour and contrast can be corrected; images can be rotated or sharpened, inverted or further modified. These programs include Adobe Photoshop (Adobe Systems Inc., San Jose, CA, USA), which offers many options for enhancing images. Most regular image analysis programs also offer image editing and modification options. However, care must be taken to avoid editing or modifying raw images to the point that image artefacts are created.
There are several factors that affect the quality of a digital image [61] . The subject orientation, focus, shadow, reflection (glare) of light on the object and uniformity of lighting can negatively affect the accuracy of measurements obtained from image analyses [10, 42, 43, [61] [62] [63] [64] [65] . Subject orientation should be such that the presentation of the object in the image provides the cleanest view possible of the area of interest [63] . Bit depth is the greyscale or number of values from white to black (in monochrome systems), and so the bit number can affect quality as well [60] . In a monochrome image, each bit can be 1 or 0, white or black, respectively. A two-bit system has four values, black, white and two shades of grey: 00 01 10 11, a four-bit system has 16 values, etc. Thus, the number of possible categories in a greyscale is 2 a , where a denotes the number of bits. The resolution of the image file is yet another factor in quality of disease assessment [66] . With regard to image analysis, resolution is defined as the amount of surface (leaf, plot and field) represented by a single grid cell (pixel) in a raster dataset (also called a bitmap, a raster is a data structure made up of the grid of pixels). The spatial resolution of an image is dependent on the number of rows and columns that make up an array. The smaller the units represented by a single pixel, the higher the resolution. Given the image size, and somewhat limited storage space on computers, users can be compelled to optimize resolution and size to provide good-quality measurements while using minimum computer storage space. Steddom et al. [66] demonstrated that TIFF images of rust and tan-spot-infected wheat could be reduced from 8.4 million pixels to 21 000 pixels per image before loss of resolution-affected image analysis.
Considering the importance to visual disease assessment by raters, the term 'resolution' has not been well defined. Nutter and Esker [25] and Bock et al. [67] proposed that raters should use a 0-100% disease severity scale to assess (estimate) disease severity to the nearest 1% increment. Thus, this rating scale would have a theoretical resolution of 1% (units of disease-severity). However, the theoretical resolution of a visual rating scale is not likely to represent the resolution of the person using a rating scale, as numerous researchers have aptly demonstrated that some raters have higher accuracy and precision than others (i.e. the variation in resolution of individual raters using the same scale is likely >1% and some raters will have relatively higher (or lower) resolution). Weber [68] referred to the number of 1% increments needed to distinguish one level of a stimulus (disease severity in this application) from a higher or lower level of the same stimulus as the 'just noticeable difference'. The importance of psychophysics in visual perception of plant disease severity is described by Nutter and Esker [25] .
Delineating disease on digital images
Colour images are composed of the primary colours red, green and blue. Each pixel has a value for each colour based on the RGB colour model (three-dimensional colour space to describe the colour) [69] . The hue, saturation and intensity (HSI) define pixel colour, and are most often used to separate areas of interest that share common traits in the image, a process called segmentation. Hue is the pure colour of the pixel, saturation is the amount of colour (pure hue to white) and the intensity is the brightness (pure hue to black) (Fig. 1) . In image processing, first the background must be eliminated from the image. Once the background has been removed from a leaf image, hue has been found to be the most effective criteria to delineate healthy from diseased areas for colour images, while the intensity plane is generally used for black and white images [66, 70] . Thresholding is the process of delineating specific areas of interest (e.g. diseased area from the healthy leaf) based on the distribution of colour in the pixels within the selected area of the image, which allows the user to choose the 'correct' settings to separate 'healthy' from 'diseased' areas. The number of pixels in the diseased versus healthy area is used to calculate the percent area diseased and/or lesion counts. Although this process appears to be objective, it can be subject to some operator bias. The critical point where operator bias can be introduced lies in the assumption that 'correct settings' to classify 'healthy' areas of an image versus 'diseased' areas of an image is subjective. For example, Nutter et al. [32] had 50 1 mÂ1 m images of turfgrass diseased with different levels of dollar spot severity (%) analysed by image analysis. The same 50 images were reanalysed with the same image analysis equipment 6 months later, and estimates of disease severity performed on the 50 images could explain only 63% of the variation (r 2 ) of the repeated diseased severity assessments. Why the poor agreement? The operator(s) of the image analysis system used different 'settings' to classify diseased versus healthy areas of each image. However, as noted, Martin and Rybicki [40] demonstrated excellent repeatability and reproducibility with four different raters operating the same image analysis equipment (r 2 =0.95-0.97), and Bock et al. [45] also found good repeatability of image analysis (r 2 =0.95). The reason for these differences among studies might be the result of the characteristics of the disease being measured -some symptoms doubtlessly lend themselves to not only image analysis more than others -but also to operator ability, and sophistication of the image analysis equipment.
Algorithms and statistical procedures have been applied to automate and/or improve disease detection and severity estimation using image analysis of visiblewavelength images [35, 36, 40] . Visual confirmation of disease can be used to judge this error in detection. Quantification of disease severity caused by Alternaria solani on tomato and Aschochyta pteridium on bracken fern was achieved using algorithms to correct variation in the image background, which resulted in an exceptional degree of accuracy (r 2 =0.99) with an intra-method reliability of +0.8% [41, 71] . Martin and Rybicki [40] used algorithms and a step-wedge or photographic greyscale standard for calibration to allow automation of the image analysis system, enabling the identification of host resistance to maize streak virus in maize, with results superior to visual estimates [72] . Ahmad et al. [73] used a colour classifier based on RGB features of symptoms of multiple diseases to grade soyabean seed, with an overall classification accuracy of 88% (which was considered inadequate for the intended purpose). A reliable evaluation of wheat kernels infected with Fusarium culmorum was possible only when the results of both kernel shape and colour analysis were considered [74] .
Recently, for detection, the process of segmenting visible-wavelength colour images has become increasingly sophisticated, as researchers aim to reduce the incidence of false positives and false negatives. Tian et al. [39] used a Support Vector Machine (SVM) to improve detection accuracy of grape disease. A vector median filter was applied to remove noise in the colour images of diseases grape leaves, and a method of statistic pattern recognition combined with mathematical morphology analysis was used to segment images. Texture, shape and colour features of the images were extracted, and classified using the SVM. The results suggested classification performance of the SVM was superior compared with using a neural network. Mao et al. [75] used an adaptive segmentation method based on fuzzy C-mean clustering algorithms: the method allowed segmentation of images of diseased leaves of cotton, with a segmentation error of 5%, and Camargo and Smith [35] developed algorithms and a machine vision system to identify symptoms of disease from coloured images of cotton leaves. Segmentation, followed by feature extraction and classification in an SVM and a comparison of various classification models, suggested that texture-related features provided the best separation of the diseases.
The potential to detect and separate multiple diseases in images obtained by coupling visible-wavelength image analysis with various statistical methods is evolving and improving -Cen et al. [76] reported using colour images of cucumber with symptoms of anthracnose (Colletotrichum obiculare) and brown spot (Corynespora cassiicola) and applied stepwise discriminant analysis to select significant parameters coupled with a Bayesian classifier method to characterize the diseased area with a >83% accuracy in discrimination in all tests. Silva et al. [77] applied neural network analysis and principal component analysis to colour digital images converted to a greyscale to aid in differentiation and detection of black sigatoka of banana (caused by the fungus Mycosphaerella fijiensis) from other disease symptoms on bananas, and Wang et al. [78] achieved >90% accuracy in recognition of maize diseases on different maize cultivars by analysing image texture, colour and figure characters, using a genetic algorithm and Fisher's discrimination analysis. Meunkaewjinda et al.
[79] described a system for the automatic diagnoses of several diseases from colour images of leaves of grape using hybrid artificial intelligence with colour segmentation, disease classification deploying a self-organizing feature map with back propagation neural networks, genetic algorithms, and use of SVMs and Gabor wavelet classification in segmentation. Zhao et al. [36] used colour images of grapefruits with symptoms of canker, scab, greasy spot, melanose and insect damage. By determining 39 texture features from transformed HSI characteristics, they developed algorithms that were used to select the textures based on a stepwise discriminant analysis, with a maximum classification accuracy of 96.7%.
Software for image analysis
Many image analysis systems have been used to quantify disease on images of leaves. There are both commercially available image analysis programs and programming languages (such as C++ and BASIC) that are used to code custom-written programs for the image analysis processes such as image segmentation ( [70] ) is a popular image analysis software program within the discipline of plant pathology, and is primarily aimed at measuring plant disease (Fig. 2) . These programs have filters, contrast and colour saturation functions and colour balancers to enhance the area of interest and maintain measurement accuracy. Some image analysis systems, including ASSESS g , have an automated function. The choice of software used will depend on several factors, including the intended application, the ease with which diseased areas are delineated for a specific pathosystem, the cost of the system, and, in the case of custom software, the technical ability of the operator/ programmers involved in the development and use of the system.
Application of visible-wavelength photography and image analysis to detect disease and estimate disease severity
The earliest studies used aerial photography to detect and measure plant disease at the field scale [98] . Various filters have been used to select and enhance specific wavelengths recorded on panchromatic (visible-wavelength) film [26, 27] , although IR-sensitive film and digital imagery [99] [100] [101] [102] [103] [104] [105] [106] [107] [108] [109] , and imagery using multispectral radiometers [11, [110] [111] [112] [113] [114] [115] rapidly became preferred ways to get these distance-based image data. Both IR photography and multispectral radiometry detect specific wavelengths or wavelength ranges beyond the visible portion of the electromagnetic spectrum that is more effective in detecting changes in plant health at the whole field and landscape scales.
There are fewer recent reports of visible-wavelength photography solely being used to detect and quantify [41] http://www.cabi.org/cabreviews disease at the field or landscape scales. Johnson and Wear [116] detected conifer forest stand openings caused by Poria weirii root rot in Oregon using black and white aerial photography; however, accurately identifying what was the cause of the openings was not always possible. The development of barley yellow dwarf virus (BYDV) in fields in the southeastern UK was recorded using panchromatic film and the images were analysed to quantify the areas of fields affected by BYDV to determine epidemic development, and to quantify yield losses associated BYDV and its vectors [117] , and more recently Jones et al. [118] used visible colour imagery to reliably detect rhizomania, and estimate crop loss of sugar beet in Minnesota. Other studies have used visible-wavelength imagery in conjunction, or in comparison with infra-red or spectro-radiometric measurements [119] [120] [121] [122] [123] [124] . Delfosse et al. [122] used low-altitude aerial digital photography to help study the spatial distribution of peanut clump virus spread by Polymyxa in Niger. In a separate study, Nutter et al. [123] used aerial imagery in the near-infrared and visible wavelengths with image analysis that explained up to 80% of the variation in soyabean yield, as affected by soyabean cyst nematode. Thus, visible-wavelength photography combined with image analysis has some potential for detecting and monitoring disease at large spatial scales, but this technology, when applied at the scale of individual plants or plant organ scales, has proven to be particularly useful, especially when estimating disease severity. In an early study, Blanchette [95] used a VP-8 image analyser and demonstrated the ability to measure the severity of wood decay in pine. Other pioneering work has demonstrated the capability of image analysis to detect disease, and have quantified the accuracy and precision of image analysis in measuring disease severity on leaves [41, 61, 71] .
At the plant and plant organ scales, the applications in plant pathology are numerous and have been recently reviewed [9] . In most studies where image analysis of imagery obtained with visible-wavelength photography has been used, it has proven to be a valuable tool. For example, this technology has been used to study host-pathogen interactions, particularly disease resistance and pathogen aggressiveness [40, 72, 80, 85, 87, 90, 97, [125] [126] [127] [128] [129] [130] [131] . Ihlow et al. [132] developed a high-throughput system for barley/powdery mildew interactions based on automated image analysis of micrographs to find candidate genes for resistance. Plaschil and Kramer [133] used digital photography and image analysis to compare germplasm of Rhododendron simsii for resistance to Cylindrocladium scoparium that revealed differences in host susceptibility. Milus et al. [134] used image analysis to determine the areas of pustules caused by stripe rust on images of diseased wheat leaves as a means to quantify pathogen aggressiveness, and image analysis was used to assess potato late blight rot severity on seed potatoes after storage [135] ; the results demonstrated that specific genotypes of Phytophthora infestans (particularly US-8) caused the most severe symptoms.
Eyal and Brown [136] used image analysis to study pycnidia density of Septoria tritici on wheat leaves, and Bock et al. [34] used image analysis to study relationships among components of disease symptoms (lesion number and disease severity), and sources of error in disease assessment of citrus canker. Pires et al. [137] characterized changes in lesion distribution on wheat leaves by quantifying the epidemic progression of leaf rust on wheat. They demonstrated that the pattern of leaf rust pustules changed from random to aggregate. Image analyses of digital photographs were used to determine the effect of temperature on infection frequency of P. infestans [138] . Image analysis has also been used to measure the colony area of Podosphaera macularis on hop to investigate the effect of environmental factors on sporulation capacity [139] ; to study lesion size and development of Phytophthora ramorum on rhododendron plants [140] ; and to measure the rate of lesion expansion of Sphaerotheca macularis f. sp. fragariae on strawberry [141] . In comparing image-analysis-obtained measures to either estimates of citrus canker severity obtained using the Horsfall-Barratt scale, or to estimates obtained to the nearest percent, Bock et al. [67, 81] demonstrated that visual estimates using the Horsfall-Barratt scale were less accurate and precise compared with visual estimates to the nearest http://www.cabi.org/cabreviews percent, in agreement with results of Nita et al. [33] and Nutter and Esker [8] , who used different approaches. Digital photography and image analysis were used to measure symptom severity of brown rust (Puccinia melanocephala) on sugarcane and to evaluate the effects of disease control measures on yield [142] . Unlike the comparatively flat surfaces of leaves or landscapes, many fruits are three dimensional. The severity of anthracnose (Colletotrichum gloeosporoides) on mango was measured using digital image analysis on the three-dimensional surface of mangoes by creating a pseudocylindrical 'equalarea' projection of the fruit as a two-dimensional cartographic map [143] . The average error using this method was 0.1%. Although fully automating image analysis systems have provided excellent results in some studies [40] , automated image analysis of all leaves (in at least one study) did not provide as good an estimate of disease severity compared with analysing each leaf separately [47] .
Another valuable application of image analysis is to develop standard area diagrams (SADs) to aid raters in the visual assessment of disease severity, which have been shown to improve both the accuracy and precision of disease estimates [8, 144] . SADs based on digital images and/or analysis of leaves have been developed for several important diseases and have been shown to improve rater estimates [56, 57, [144] [145] [146] [147] [148] [149] [150] [151] [152] .
As previously mentioned, it is only recently that attempts have been made to differentiate disease symptoms caused by different pathogens using visiblewavelength photography and image analysis [36, 78, 79] . This capability presents many challenges, as symptoms such as necrosis or chlorosis can have very similar spectra, hue, saturation and intensity. Thus, an image analysis system has to be programmed to accommodate other criteria including texture, lesion size and lesion shape. Consequently, a trained human rater currently provides the most discerning approach to assess and correctly classify such symptoms. Apart from measuring disease, it should be emphasized that image analysis has been widely applied to study plant pathogen dispersal, colonization and infection processes at the microscopic level [153] [154] [155] [156] [157] . Image analysis of pathogen progress (using Green Fluorescent Protein [GFP] and related biofluorescence markers) combined with epifluorescence microscopy and laser scanning confocal microscopy has been used successfully to study many different host-pathogen systems [158] [159] [160] [161] [162] [163] [164] [165] [166] [167] [168] .
A comparison with other methods used for quantifying disease
Several studies have compared image analysis to other methods for assessing disease. Garling et al. [169] compared image analysis using images from visiblewavelength photography to multispectral radiometry, grids and visual assessment for measuring severity of dollar spot (Sclerotinia homeocarpa) on turf grass. All four methods were significantly different from each other and image analysis of visible-wavelength photographs provided the most accurate measurements. Excellent results were obtained estimating severity of maize streak virus using digital image analysis compared with visual assessment [40, 72] . Bock et al. [45] found image analysis to be more accurate, precise and repeatable compared with visual assessment for estimating severity of different symptoms of citrus canker on leaves of grapefruit when leaves were assessed individually, but not if automated [47] . Some reports suggest that image analysis was comparatively poor compared to other methods [32, 43, 44] . For example, image analysis used to characterize diseased soyabean seed was not considered sufficiently sensitive [73] . It is likely that some disease symptoms and/or hosts plants have visible-wavelength characteristics that are more appropriate to digital image analysis. Furthermore, characteristics of the image analysis system and how the images are measured (image-by-image or automated) will affect the accuracy and precision of each assessment. As more advanced approaches to differentiating pixels in image analysis are developed [ 35, 39, 74, [76] [77] [78] [79] , detection of disease and accuracy and precision of severity measurements will continue to improve.
Only two studies have recorded the time taken to perform image analysis compared to other methods. Martin and Rybicki [40] and Bock et al. [47] both found that visual assessment was the most rapid per image, taking $7 s to perform an assessment of a diseased leaf. Bock et al. [47] found image analysis took 1.00 min or 7.00 min per image depending on the method used including time taken to photograph, segment and analyse the image. The time taken solely for the image analysis component by Martin and Rybicki [40] was 10.1, 36.2 and 52.9 s, depending on the system used. In contrast, Nutter et al. (1993) reported a radiometric method (a CROPS-CAN radiometer) used to measure disease severity was faster compared to visual assessments of dollar spot of turf grass [32] . Image analysis takes longer, but can give more precise and accurate results, compared to visual assessment, and the time taken per image will likely decline as the technology continues to improve.
Advantages and limitations of digital photography and image analysis in plant disease detection and measurement
Digital photography using visible wavelengths combined with image analysis has already had a substantial impact in the discipline of plant pathology and has shown the potential to provide powerful tools for accurate, precise, reliable and reproducible detection and quantification of disease severity in numerous research studies, and surveys, and has contributed to the understanding of many aspects of host-pathogen interactions and disease http://www.cabi.org/cabreviews progress. So far, it has had less direct impact on the management of plant diseases in commercial situations. Aerial visible-wavelength imagery has been least explored for detecting and monitoring the spread of plant diseases. But at the experimental plot, plant or leaf scales, image analysis of visible-wavelength imagery has become a standard tool.
Advantages of digital photography and image analysis include its economic availability when budgets are constrained, and its relative simplicity of use. For many plant diseases, it can provide accurate and precise data on disease severity, as well as information on disease development and spatial distribution. It has application over many spatial scales, ranging from hundreds of metres to the microscopic scale. Automation and speed, as well as the great advantage of non-destructive, non-invasive sampling (and a permanent record) make this technology highly appealing.
There are some limitations in disease detection and severity measurement. There is inevitably some subjectivity in the thresholding process when setting limits for the disease/healthy cut-off. The use of colour, hue, saturation and intensity does not always result in perfect delineation of diseased areas. Artefacts like shadows or reflections can be problematic and lead to error. It is not yet sufficiently sophisticated to detect and differentiate multiple diseases easily, although this has been achieved in a few cases, and image analysis methods should always be checked against another method (such as visual inspection) for diagnosis and the precision and accuracy of severity measurement.
An economic impact of using image analysis in the visible spectrum for disease assessment has not been formally considered. If sufficiently automated, accurate and precise, then image analysis has the potential to cut down on labour costs and time, while enhancing the quality of the data. Better quality data in turn will lead to better decisions being made by scientists or growers and thus more efficient research and disease management. Attaching a value to this potential benefit would be a very useful exercise.
The reliability and accuracy already offered by image analysis will ensure its continued development and use, and as the hardware and software improve, and new methods are applied to improve the differentiation of disease symptoms from healthy tissue, there is likely to be even greater interest in its application. The last 25 years have seen a surge in the use of visible-wavelength digital photography and image analysis, and its application in the discipline is likely to continue to expand.
