We introduce a regression-based nested Monte Carlo simulation method for the estimation of financial risk. An outer simulation level is used to generate financial risk factors and an inner simulation level is used to price securities and compute portfolio losses given risk factor outcomes. The mean squared error (MSE) of standard nested simulation converges at the rate k −2/3 , where k measures computational effort. The proposed regression method combines information from different risk factor realizations to provide a better estimate of the portfolio loss function. The MSE of the regression method converges at the rate k −1 until reaching an asymptotic bias level which depends on the magnitude of the regression error. Numerical results consistent with our theoretical analysis are provided and numerical comparisons with other methods are also given.
Introduction
Financial risk measurement is an important tool for monitoring the financial stability of banks and other financial institutions. When risks are found to be too large, banks may need to hold additional capital to reduce the chance of financial distress. Risk measurement is also used to recognize and evaluate the financial risks in portfolios of securities at mutual funds, hedge funds, endowments, corporations and other non-financial institutions. Portfolio risk arises because the values of the constituent securities change over time in response to changes in risk factors, e.g., interest rates, exchange rates, stock prices, commodity prices, etc. Risk assessment requires re-valuing portfolios consisting of potentially hundreds or thousands of securities at a future date (called the risk horizon) under possibly thousands of realizations of risk factors. In many cases portfolios contain derivative securities (e.g., options, swaps, mortgage-backed instruments, etc.) whose valuation can entail the simulation of cashflows and risk factors over time horizons extending to thirty years. The need to revalue a large number of securities, especially derivative securities, over a large number of risk factor realizations, makes the risk measurement problem extremely computationally challenging.
Previous approaches have addressed the computational challenges of risk measurement by sacrificing either accuracy or speed. For example, the delta-gamma method (see, e.g., Rouvinez, 1997; Britten-Jones and Schaefer, 1999; Duffie and Pan, 2001) approximates the portfolio loss function using first and second derivative information and is often combined with normal distribution assumptions for risk factor changes. This method allows faster risk calculations at the expense of accuracy and convergence. At the other extreme is nested simulation (see, e.g., Lee, 1998; Lee and Glynn, 2003; Juneja, 2008, 2010) , which proceeds in two stages. The first, or outer, scenario generation stage uses Monte Carlo simulation to generate possible scenarios of financial risk factors until the given risk horizon. The second, or inner, portfolio revaluation stage also uses Monte Carlo simulation in order to generate financial risk factors and security cashflows until the maturity of the securities, conditioned on an outer scenario. The nesting of Monte Carlo simulation is computationally burdensome, but has the advantage of converging to the true risk measure (where "true" refers to the exact value given a financial model for risk factors and security valuation). The mean squared error (MSE) of standard nested simulation converges at the rate k −2/3 , where k measures computational effort.
Several approaches to speed the convergence of the nested simulation method have been proposed. The adaptive method of Broadie et al. (2011a) exploits outer stage information to generate a non-uniform number of inner stage samples. Computational effort is saved by spending less revaluation effort at outer stage scenarios that represent less portfolio risk. This adaptive method converges at the improved rate k −4/5 . Local spatial methods combine information from nearby scenarios to better approximate the portfolio loss function. Examples include the kernel regression method of Hong and Juneja (2009) and the stochastic kriging method of Liu and Staum (2010) .
While these methods lead to better convergence in low dimensions, they can suffer from the curse of dimensionality in higher dimensions.
In this paper we propose a global spatial method based on regression. Similar to kernel regression and stochastic kriging, the global regression method combines information from different outer stage scenarios to better approximate the portfolio loss function. We provide a specific theoretical analysis of the regression approach in the context of nested simulation for risk estimation. The MSE of the regression method converges at the rate k −1 until reaching an asymptotic bias level, which depends on the size of the regression error. Theoretical analysis is provided to highlight and quantify the effect of model error, i.e., we analyze the case when the regression basis functions do not span the true portfolio loss function, and contrast the results with a complete set of basis functions.
In this regression approach, the convergence rate is independent of the problem dimension, so the curse of dimensionality can be bypassed if well-chosen regression basis functions can be identified.
Another advantage of the regression approach is that it can be easily and directly applied to a wide range of risk measures (e.g., expected shortfall, value at risk, conditional value at risk, and others). The regression method is practically implementable and we provide numerical results that illustrate the computational savings on a range of examples. Specifically, we make the following main contributions in this paper:
We propose a method for nested simulation based on regression.
The method proceeds as in standard nested simulation, but it uses a linear combination of regression basis functions, instead of sample averages, to more accurately approximate portfolio losses. Since the entire distribution of portfolio losses is estimated by this method, it can be easily applied to compute a large range of risk measures.
We provide a theoretical analysis of the performance of our method.
We analyze the asymptotic behavior of the regression-based risk estimator. The analysis shows that the MSE of the regression-based risk estimator converges at the rate n −1+δ , for all positive δ, where n is the number of outer stage scenarios, plus a non-diminishing bias term that is determined by the magnitude of the regression error. The performance of the regression estimator does not depend on the dimension of a problem except through the quality of the regression basis functions. With well-chosen basis functions, the regression method performs significantly better than the standard nested simulation method.
3. The theoretical analysis shows the optimal tradeoff between inner and outer sampling in the regression method.
Given a fixed computational busget of inner stage samples k = mn, where n is the number of outer stage scenarios and m is the number of inner stage samples per scenario, our analysis shows that the asymptotically minimum mean squared error is achieved when m = 1 and n = k in the regression method. That is, the regression method works best with one inner stage sample per outer stage scenario. With this optimal choice, the regression method recovers the k −1 convergence rate of non-nested simulation, until the MSE reaches an asymptotic bias level determined by the regression model error.
We provide numerical examples that compare the performance of the regression method with other methods.
We compare the mean squared error of the regression estimator with other methods used in the literature and in practice. Numerical results are provided that are consistent with the theoretical analysis and demonstrate the advantage of the regression method over other approaches.
Though not tested, we note that the global regression method can be combined with other local methods and further improved using standard simulation variance reduction techniques.
Literature Review
The standard nested simulation estimator with uniform inner stage sampling has been analyzed by Lee (1998) , Lee and Glynn (2003) and Juneja (2008, 2010) . If the underlying scenario space is continuous, the optimal asymptotic MSE of the standard nested estimator diminishes at rate k −2/3 . Convergence is slower than the k −1 rate typical of non-nested simulation estimators.
The reduced convergence rate occurs because risk measures are typically nonlinear functions of the portfolio loss, and noisy estimates of portfolio losses introduce bias in the estimator, which slows convergence.
Overviews of the delta-gamma approximation method are given in Rouvinez (1997) , BrittenJones and Schaefer (1999) , and Duffie and Pan (2001) . This method uses quadratic approximation to model the portfolio loss with its first (i.e., delta) and second (i.e., gamma) derivative information.
Importance sampling and stratification techniques are used in Glasserman et al. (2000) to accelerate the computation in the delta-gamma method. More details are provided in Section 2.2.
Recently, nested simulation has been combined with kernel smoothing and stochastic kriging methods. Hong and Juneja (2009) use kernel smoothing with nested simulation, and show the resulting estimator converges at rate k
) , where d is the problem dimension. This method improves on standard nested simulation for low dimensional problems, where d ≤ 3. Liu and Staum (2010) use stochastic kriging, an interpolation-based metamodeling approach, to estimate expected shortfall.
When the dimension (i.e., the number of risk factors) is large, "local" methods that rely on combining information from nearby outer stage scenarios to get accurate estimates of portfolio loss become inefficient. This "curse of dimensionality" arises because, in high dimension, any particular scenario will have very few neighboring scenarios. The regression approach we propose uses spatial information globally instead of locally, and thus it does not directly depend on the dimension of a problem. With a good choice of basis functions, the regression method initially converges at the same k −1 rate as non-nested simulation. Regression has also been used by Tsitsiklis and Roy (2001) and Longstaff and Schwartz (2001) in the context of simulation-based estimation of American option prices.
Problem Formulation: Nested Simulation
We are interested in the loss of a portfolio at a future time τ , relative to its value at time 0. The time τ is called the risk horizon. The portfolio loss at time τ depends on a collection of financial risk factors that are realized between times 0 and τ . Examples of such risk factors include stock prices, commodity prices, interest rates, and exchange rates. Denote by Ω ⊂ R N the set of all possible realizations of the risk factors at time τ . We assume that each ω ∈ Ω is a sufficient statistic to determine the values of all securities in the portfolio at time τ . Hence, we will refer to ω as a state or scenario. The portfolio loss, which we will denote by L(ω), is thus a function of ω.
We assume that there exists a probability space such that ω is distributed according to the real-world distribution of the risk factors over the state space Ω, and that L(·) is a measurable function, so that L(ω) is distributed according to the real-world distribution of portfolio losses. A risk measure associates the real-world distribution of the portfolio loss L with a single scalar α.
Specifically, we consider risk measures of the form
for some function f : R → R, where we assume that L(·) and f (·) are functions such that the expectation in (1) exists. Examples of such risk measures include the following:
• Probability of a large loss. Given a loss threshold c ∈ R, define f (L) I {L≥c} .
In this case, the risk measure α is the probability that the portfolio loss exceeds the level c.
• Expected excess loss. Given a loss threshold c
In this case, α is the expected value of losses in excess of the level c.
• Squared tracking error.
In this case, α is the squared error of the portfolio loss relative to the target c.
Note that many common risk measures are not explicitly in the class defined by (1), for example, value at risk, conditional value at risk, expected shortfall, etc. However, all of risk measures are functionals of the distribution of portfolio losses, and expectations of the form (1) are the most basic questions to ask about a loss distribution. In many cases, more complex risk measures can be computed indirectly from expectations of the form (1). For example, the value at risk is the threshold level c such that the probability of a loss exceed c reaches a specified level. This can be accurately computed, given the ability to accurately compute the probability of a large loss.
Similarly, the conditional value at risk or expected shortfall can be computed given the ability to compute expected excess loss. Hence, while our methods apply broadly, in order to simplify the analysis, we will focus on this particular class where risk measures can be expressed as in (1).
Our challenge in computing the risk measure α is that, given a scenario ω, often the portfolio loss L(ω) is not directly computable. In many financial applications, the portfolio may include complex securities whose values cannot be determined analytically. Hence, the loss L(ω) may also need to be numerically computed. A common way to compute the portfolio loss in a given scenario is via Monte Carlo simulation. In what follows, we will describe two common approaches for estimating the risk of portfolios that are valued via Monte Carlo simulation.
Standard Nested Simulation
Standard nested simulation is the method of estimating the risk measure α by first approximating the expectation in (1) via a Monte Carlo simulation. In particular, consider a set of n scenarios . . . , ω (n) that are independent and identically distributed according to the real-world distribution of the risk-factors ω. These samples are referred to as the outer stage of the simulation. (i) , m inner stage samples are generated, which determine the cashflows of the portfolio from time τ to time T . Notice that the outer scenarios are generated according to the real-world distribution, and the inner stage samples are generated according to the risk-neutral distribution.
Given a scenario ω (i) , the portfolio loss L ω (i) will be estimated via an inner stage of Monte Carlo simulation. Specifically, suppose that T is the longest maturity time of all of the securities in the portfolio. The value of the portfolio at the risk horizon τ is equal to the expected discounted cashflows of the portfolio over the interval [τ, T ] , under the risk-neutral distribution conditioned on the scenario ω (i) . This can be approximated by the sample average of m independent and identically distributed samples of the discounted cashflows. In other words, the portfolio loss L ω (i) is estimated by a quantityL ω (i) , ζ (i) . Here, where ζ (i) is an independent random variable that captures the randomness of the inner stage simulation, and is identically distributed for each scenario ω (i) . This procedure is illustrated in Figure 1 .
We make the following standard assumption:
Also, the conditional variance v(ω) satisfies
Notice that (2) states that the portfolio loss estimate is unbiased. Equation (3) implies that the conditional variance of the portfolio loss estimate decays at the rate m −1 as a function of the number of inner stage samples m, with a scenario-dependent constant v(ω). Equation (4) implies that the portfolio loss estimate has finite second moment.
We approximate the risk measure α according the empirical distribution of the portfolio loss estimates that arise from this two-stage, nested simulation procedure. Specifically, given loss esti-
the standard nested estimator is defined by
Standard nested simulation has been studied by a number of authors, e.g., Lee (1998) , Lee and Glynn (2003) , Gordy and Juneja (2008) , Gordy and Juneja (2010) , and Hong and Juneja (2009 Moreover, the inner stage involves not only the simulation of future risk factors, but also the computation of security payoffs. The computation of discounted payoffs may involve the evaluation of complicated rules or models, for example, as in the case of a mortgage portfolio. This may also require significant computational effort. Therefore, as a proxy for the total computational effort, we use the total number of inner stage samples, 1 denoted by k mn.
The accuracy of the estimator also depends on the choice of (m, n). We measure the accuracy according to the mean squared error (MSE) of the estimator. The MSEα SN(m,n) can be decomposed into the variance and the squared bias, i.e.,
Under appropriate technical assumptions, the asymptotic variance depends only on the number of outer stage scenarios n and decays as n −1 , and the asymptotic bias depends only on the number of inner stage samples per scenario m and decays as m −1 (see, e.g., Hong and Juneja, 2009 ).
Given a fixed computational budget k, we can choose the parameters (m, n) so as to minimize the MSE of the estimator. Thus, an optimal estimator can be found by solving the optimization
Using the decomposition (6) and the asymptotic rates of decay of variance and bias, it follows that the optimal choice m * is of order k 1/3 , and the optimal choice of n * of order k 2/3 . With these choices, the optimal MSE ofα SN(m,n) decays as a function of the total number of inner stage samples k at rate k −2/3 .
To interpret this result, it is instructive to compare with traditional Monte Carlo simulation, which only needs a single stage of simulation. There, the MSE decays as a function of the number of scenarios k at rate k −1 . The rate for nested simulation is slower because of the inner stage
Monte Carlo estimates of portfolio loss. Although these estimators are unbiased relative to the true portfolio loss L, the risk measure α may not be a linear function of L, so that an additional bias is introduced. This slows down the convergence.
Delta-Gamma Approximation
The delta-gamma approximation takes an alternative approach to estimate the portfolio loss L(ω)
is approximated by a quadratic function of underlying risk factors ω, using a second order local approximation. This method is discussed, for example, by Rouvinez (1997) and Glasserman et al. (2000) . Consider a single representative scenario ω * . For example, the scenario ω * can be selected to be the expected value of ω under the real-world distribution at time
is a twice differentiable function in a neighborhood of ω * , then a quadratic approximation can be made as
GivenL DG , the risk measure α can be estimated by
This is referred to as the delta-gamma estimator. This method is discussed, for example, by Rouvinez (1997) and Glasserman et al. (2000) .
Note that this quadratic approximation requires the knowledge of the portfolio loss L(ω * ) as well as the delta (i.e., the gradient) ∇L(ω * ) and the gamma (i.e., the Hessian matrix) ∇ 2 L(ω * )
at the representative scenario ω * . In general, these quantities may be analytically unavailable in closed form. However, since they are only needed in a single scenario, they can be computed to arbitrary accuracy without excessive computational effort. For the purposes of our discussion, we assume they are known exactly.
Further, given the quadratic approximationL DG , we need to evaluate the expectation in (8).
Observe that, for any scenario ω, evaluatingL DG (ω) is easy since it involves only basic vector operations, and, in particular, requires no simulation. Thus, with a modest computational effort, we can perform a single stage Monte Carlo simulation to approximate the estimatorα DG to a high degree of accuracy. For the purpose of discussion, we assume the expectation in (8) can be exactly evaluated.
The Regression Algorithm
We now introduce a method that is based on regression. The idea is to approximate the portfolio loss L(·) by an approximation that is easy to evaluate. This is reminiscent of delta-gamma approximation. However, delta-gamma approximation has two major restrictions. First, it uses only a quadratic approximation. We allow higher order approximations, and allow approximations that can be tailored based on knowledge of the portfolio. Second, the delta-gamma approximation computes a local approximation around some representative scenario. There is no reason to expect that such an approximation will accurately describe the portfolio loss across a broad set of scenarios.
On the other hand, we will attempt to find an approximation that is globally good.
In particular, consider a set of d real-valued functions φ 1 (·), . . . , φ d (·) on the state space Ω, which we will call basis functions. The basis functions can be written as a row vector
for each scenario ω. We seek to approximate the portfolio loss function L(·) by a linear combination of these basis functions. In other words, we would like to find a column vector r ∈ R d so that for each scenario ω,
We will then estimate the risk measure α using this approximation.
There are two requirements for this procedure to be effective: First, the basis functions should incorporate features of the state space relevant to determining the portfolio loss, so that a linear combination of these functions can accurately approximate the portfolio loss. Second, the basis functions should be fast to evaluate. Then, when using an approximation defined by the basis functions, the outer stage expectation in the risk measure can be computed quickly.
In general, a generic choice of basis functions can always be made (e.g., all low order polynomials). However, the intelligent selection of basis functions is problem-dependent. For example, given a portfolio of exotic derivatives, the values of corresponding plain vanilla derivatives (which can be obtained via closed form analytical expressions) might be used to construct basis functions.
We will see examples of this in the numerical case studies of Section 5.
Given the basis functions Φ, a global approximation to the portfolio loss L can be found by solving minimum mean squared error problem
We can then approximate the risk measure by E [f (Φ (ω) r * )]. Given the optimal regression coefficients r * , for each scenario ω, define M (ω) to be the model error of the approximation Φ (ω) r * ,
Here, M (·) represents the residual error under the best approximation afforded by the basis func-
This quantity measures the discrepancy between the Monte Carlo estimate of portfolio loss in the scenario ω and the true portfolio loss.
In order for this regression procedure to be well defined, we make the following assumption:
Without loss of generality, we can assume that the functions φ
we assume that E Φ (ω) Φ(ω) is the identity matrix.
Assumption A2 ensures that the basis functions are linearly independent. If this is the case, given finite second moments, there is no loss of generality in assuming that they are orthonormal.
Otherwise, one could construct an equivalent orthonormal basis through the Gram-Schmidt procedure. We will assume the orthonormality for the rest of this paper, as it greatly simplifies the exposition.
Given Assumptions A1 and A2, the optimal solution r * to the optimization problem (9) exists and is unique. However, it is not possible to directly compute r * , since we cannot evaluate L(·) in general. Instead, our method seeks to solve an analog of the optimization problem (9) that is obtained by nested simulation. In particular, in order to get a tractable problem, we will first replace the expectation in (9) with a sample average over scenarios. Then, the portfolio loss in each scenario can be estimated by inner stage Monte Carlo simulation. As in Section 2.1,
random variable that captures the randomness of the corresponding m inner stage samples, so that ζ (n) are the nested Monte Carlo portfolio loss estimates across scenarios.
Define the vector ζ ζ (1) , . . . , ζ (n) . Given ( ω, ζ), we solve the optimization problem
Given the coefficient vectorr, we estimate the risk measure α by
We defineα REG(m,n) to be the regression estimator. Given Assumptions A1 and A2, the optimal solutionr in (11) exists and is unique almost surely. Hence, our estimator is well defined.
Observe that the expectation in (12) can be estimated via a single stage Monte Carlo simulation that only requires evaluation of the basis functions. Since we assume that the basis functions are fast to compute, it will be possible to approximateα REG(m,n) to a high degree of accuracy, given modest computational effort. Indeed, if we sample n additional outer stage scenarios, and we estimate (12) with
the MSE between (12) and (13) is in the order of (n ) −1 . We will see that this is asymptotically negligible compared to the MSE of the estimatorα REG(m,n) (e.g., Corollary 2). Therefore, while the estimator (13) would typically be employed in practice, for the purposes of discussion and analysis, we assume (12) can be exactly computed. 2
Analysis
In this section, we provide theoretical analysis of the regression method presented in Section 3.
Here we are interested in the asymptotic squared error of the regression method, as the number of scenarios n tends to infinity. Our analysis consists of two separate cases, with different assumptions on the loss function f (·).
In Section 4.1 we consider the first case, where the function f (·) is assumed to be twice differentiable. Here, we establish that the squared error converges in probability at the rate n −1 , until it reaches an asymptotic bias level at which the error ceases to improve. In Section 4.2 we consider the second case, where the function f (·) is assumed to be Lipschitz continuous. Here, under different probabilistic assumptions, we establish that, in fact, the squared error converges in mean at the rate n −1+δ , for any δ > 0, until it reaches an asymptotic bias level. Moreover, we establish bounds on the mean squared error for finite n.
In both cases, the asymptotic level of bias is bounded by the model error associated with the basis functions. While the exact assumptions and conclusions differ in the two analyses, taken together, the spirit of these results is to suggest that our regression approach will converge at the same rate as traditional non-nested Monte Carlo simulation over a large range, given a suitably good choice of basis functions.
All proofs for this section are provided in the online supplement (Broadie et al., 2011b) .
Differentiable Case
In the first case, we make the following differentiability assumption: 
In order to characterize the asymptotic distribution of the regression estimator, we make the following technical assumption:
is positive definite, and
Assumption A3 is a technical assumption standard in regression theory (see, e.g., White, 2001) .
To begin our analysis, we have the following lemma that characterizes the convergence 3 of coefficients of the regression estimator. In what follows, denote by N (·) the cumulative distribution function for the normal distribution.
Lemma 1. Suppose Assumptions A1, A2, and A3 hold. As the number of scenarios n → ∞,
where
3 Let ξ1, ξ2, . . . be a sequence of random vectors. If there exists a vector ξ * such that for every b > 0, P ξn − ξ * 2 < b → 1 as n → ∞, then ξn converges to ξ * in probability. We write this as ξn Therefore, as n → ∞,
According to Lemma 1, as the number of scenarios n → ∞, the estimated coefficientsr converge to the optimal coefficients r * at the rate n −1/2 in probability. However, we are interested in not only the convergence of regression coefficients, but also in the convergence of the resulting estimated risk measure. To this end, we have the following result: 
where Σ M and Σ v are defined by (15). Further, the asymptotic bias B * M satisfies
Theorem 1 establishes three points: First, observe that the quantity B * M is the asymptotic bias of the regression estimator. The bounds in (17) indicate that the asymptotic bias B * M is controlled by the model error M (·), i.e., the quality of the best approximation under the basis functions. In particular, if the basis functions are chosen so that the model error is small, the asymptotic bias will also be small. Second, (16) suggests that the error of the regression estimator decreases at the rate n −1/2 in probability until it reaches a level term that converges to a level that is dominated by the asymptotic bias, at which point the estimator ceases to improve. Third, for large n, the quantityα REG(m,n) + B M,n , which is the regression estimate with bias corrected, is approximately normal with mean α and variance
Given a fixed number of inner stage samples k = mn, Theorem 1 suggests that the chose of m and n do not impact the asymptotic bias, but do affect the asymptotic variance. Hence, it is clear that the asymptotically minimum squared error is achieved when m = 1 and n = k.
In order to further interpret Theorem 1, consider, as a special case, the following corollary: 
According to Corollary 1, the error scales as k −1/2 in probability as a function of the total number of inner samples k. By applying the continuous mapping theorem, we have that, as k → ∞, the quantity k(α REG(m,n) − α) 2 converges to a random variable. This is the same rate of convergence as the convergence rate in the case of non-nested Monte Carlo simulation. 
Lipschitz Continuous Case
Under this assumption, we can bound the asymptotic squared error of the regression estimator α REG(m,n) as follows:
Theorem 2. Suppose that Assumptions F2, A1, A2, and A3 hold. Then as the number of scenarios
According to Theorem 2, the squared error is bounded above by a random variable that decays at the rate n −1 in probability plus a constant that is a function of the model error, i.e., the quality of the basis functions. This is analogous to the conclusion of Theorem 1, as discussed earlier. As in that case, given a computational budget k = mn on the total number of inner stage samples, the bound on the asymptotic squared error is minimized when m = 1 and n = k.
The result of Theorem 2 provides an asymptotic bound on the convergence of the squared error in probability. This can be strengthened to bounding the mean squared error of the regression estimatorα REG(m,n) , both asymptotically and for finite n. In order to do so, we will apply the methodology of Shapiro et al. (2009) In our problem, define
In other words, G (r, ω, ζ) is the squared error of the regression estimate with coefficient vector r versus the standard nested estimate in a single scenario, and g (r) is the mean squared error across all scenarios. For any ρ > 0, define the set
which is a compact and convex neighborhood of r * .
Assumption A5. For any ρ > 0, there exists a constant λ > 0 such that for any r , r ∈ R ρ , the moment generating function Ψ r ,r (t) of the random variable
Assumption A5 requires that Y r ,r has sub-Gaussian tails. Given the assumptions above, we have the following lemma:
Lemma 2. Suppose that Assumptions F2, A1, A2, A4, and A5 hold. Let ρ > 0 be an arbitrary constant. Then for any positive integer n,
where λ is defined in Assumptions A5, C and C are universal constants (i.e., constants that do not depend on the problem), and
Lemma 2 bounds the probability that the estimated regression coefficientsr are not in the fixed neighborhood R ρ of the optimal coefficients r * , and demonstrates that this probability decays exponentially as n → ∞. Lemma 2 is not only an asymptotic result, but a finite-sample result that holds for every n. Given Lemma 2, we can establish the following theorem: 
Theorem 3 establishes that the squared error between our approximation of the loss function and the best possible approximation using the same basis functions decays at the rate n −1+δ for any δ > 0. A corollary of Theorem 3 is our main result, which establishes the rate of convergence of the MSE of the risk estimator:
Corollary 2. Suppose that Assumptions F2, A1, A2, A4, and A5 hold, and let δ > 0 be an arbitrary positive constant. Then, for any positive integer n,
According to Corollary 2, first, the MSE of the regression estimatorα REG(m,n) decays at the rate n −1+δ for any δ > 0 until it hits an asymptotic bias level, which is a function of the model error;
this is reminiscent of Theorem 2 except that we have δ in the exponent of n −1+δ here. Second, Corollary 2 holds for any arbitrary n, which is a finite-sample result rather than an asymptotic result in Theorem 2. Third, Corollary 2 implies the convergence of the MSE, which is stronger than the convergence of the squared error in probability in Theorem 2.
Numerical Results
In this section we use several examples to compare the relative performance of standard nested simulation, the delta-gamma approximation, and our regression method. In Section 5.2, we present a simple example where there is only one underlying asset. In Section 5.3, we have three examples with portfolios of multiple assets.
Experimental Setting
Our examples involve portfolios consisting of one or more underlying assets as well as derivatives based on them. We assume that all underlying asset prices follow geometric Brownian motion processes, and that option prices are determined according to the standard single-asset BlackScholes model and its multi-asset generalization.
Specifically, assume risk factors ω (ω 1 , . . . , ω Q ) ∈ Ω ⊂ R Q are distributed according to a multivariate Gaussian distribution with mean zero, variance one, and a Q-by-Q correlation matrix.
Given ω and the risk horizon τ , define S τ (ω) to be the prices of underlying assets at time τ , with
Here S j,0 is the price of the jth asset at time 0, µ j is the drift of the jth asset under the realworld distribution, and σ j is the annual volatility of the jth asset. In this setting, asset prices are lognormally distributed and there is exactly one risk factor per asset. represents all of the inner stage uncertainty given the outer stage scenario ω. Specifically, conditional on ω, we assume that the risk-neutral asset prices on the pth sample path are given by
for t ∈ [τ, T ] and j = 1, . . . , Q, where r f is the continuously compounded riskless rate of interest.
For each p = 1, . . . , m, the discounted portfolio cashflows along the pth sample path may, in general, depend on asset prices at all times between τ and T . Typically, however, portfolio cashflows only depend on prices at a finite number of times, so only these essential points are simulated. The portfolio loss estimateL (ω, ζ) is determined by the average over the m sample paths. We focus on the expected excess loss risk measure:
where c is a threshold that will be specified in each example.
In each of the following examples, we compare the accuracy of a number of methods that estimate the risk measure. The closed form expression for the portfolio losses L (ω) given a risk factor scenario ω is known in these examples. We will precisely compute the risk measure α by using non-nested Monte Carlo simulation in the outer stage with a Sobol sequence (see, e.g., Sobol, 1967; Glasserman, 2004) . Similarly, the delta-gamma estimator 4α DG and the regression estimator α REG(m,n) provide approximations of portfolio losses, and also require non-nested simulation in the outer stage, and thus we also estimate the risk measure α by simulating the outer stage with the same Sobol sequence.
Single Asset Example
• Model: There is one asset with initial price S 0 = 100, real-world drift µ = 8%, and volatility σ = 20%. The interest rate is r f = 3%.
• Portfolio: The portfolio consists of three barrier options 5 that mature at time T = 1/12 year.
The risk horizon is τ = 1/52 year. 6 (a) Long one down-and-out put option with strike K 1 = 101 and barrier H 1 = 91.
(b) Long one down-and-out put option with strike K 2 = 110 and barrier H 2 = 100.
(c) Short one down-and-out put option with strike K 3 = 114.5 and barrier H 3 = 104.5.
The loss threshold is set to c = 0.3608, the 95th percentile of L (ω).
• Basis functions: We test several sets of basis functions. For simplicity, denote the asset price at time τ by S τ (ω). 
+ , and φ 7 (ω), φ 8 (ω), φ 9 (ω) defined as the squares of φ 4 (ω), φ 5 (ω), φ 6 (ω), respectively.
This basis set includes all elements of Φ (2) as well as φ 10 (ω) = L(ω), the exact expression for the loss determined using analytical formulas to value the derivatives.
The first basis set Φ (1) was chosen because the regression method with this set is directly comparable to the delta-gamma approximation -the approximation employed in the delta-gamma method is within the span of this basis. The second basis set Φ (2) was chosen to illustrate the benefit of introducing basis functions chosen based on problem specific knowledge. Here, the portfolio loss is known to depend on the barrier levels, and the additional basis functions can capture such a dependence in a piecewise linear way. The third basis set Φ (3) represents the ideal case where the basis functions span the true portfolio loss function and there is no model error. For each method, we simulate 1,000 independent trials to estimate the MSE of the estimator.
Results are given in Figure 2 . The MSE of the standard nested estimator decays at k −2/3 , which is consistent with the discussion in Section 2.1. Observe that the delta-gamma estimator is the least accurate of the five estimators. Figure 3 shows the local delta-gamma approximation around S τ (ω * ) does not provide a good global approximation. The regression method with basis set Φ (1) fits a quadratic function globally and leads to a better risk estimate than the local approximation used in the delta-gamma approach.
In Figure 2 , the MSE of the regression method with basis set Φ (1) initially decays at the rate k −1 , but then stops decreasing when the MSE reaches the asymptotic bias level determined by the regression model error. Basis sets Φ (2) and Φ (3) perform much better, with their MSE's decaying at the rate k −1 over the current range in Figure 2 . In fact, over the current range of simulation, the regression method with basis set Φ (2) , which is the basis set chosen more intelligently than Φ (1) , does about as well as the regression method with Φ (3) , while Φ (3) contains the actual loss function in the basis set. Although the MSE of the regression method with Φ (2) decays over a larger range than the one with Φ (1) , eventually, according to our theoretical results, the MSE of the regression method with Φ (2) will also flatten out.
or out only between times τ and T . 
Multiple Asset Examples
In this section we test three multi-asset examples from Glasserman et al. (2000) . Common properties of these three examples are summarized here. Asset prices, denoted by S j,t (ω), follow independent geometric Brownian motion processes unless otherwise stated. Initial asset prices are all S j,0 = 100. Assets share common real-world drifts of µ = 8% and annual volatilities of σ = 30%.
The interest rate is r f = 5%. Derivatives all have strikes K = 100 and a common maturity T = 0.1 year. The risk horizon is τ = 0.04 year.
We consider the following three examples:
Example EX 10 . Ten underlying assets and a portfolio of derivatives with discontinuous payoff functions.
• Portfolio: The portfolio consists of three derivatives on each of the 10 assets.
1. Short 10 down-and-out call options with barrier H = 95.
2. Short 5 cash-or-nothing put options.
3. An amount of underlying asset that delta hedges the two derivatives above.
The loss threshold is c = 306.8763, the 99th percentile of L(ω).
• Basis functions: 
and φ 81+ι (ω) = (φ 1+ι (ω)) 5 for ι = 1, . . . , 20.
This basis set includes all elements in Φ (2) as well φ 102 (ω) = L(ω), the exact expression for the loss determined using the analytical formulas to value the derivatives.
Example EX 10E . Ten underlying assets with a portfolio consisting of exchange options whose payoffs depend on pairs of underlying assets.
• Portfolio: Short 10 exchange options on each of five asset pairs j and j + 5, for j = 1, . . . , 5.
The payoff of the jth exchange option is max(0, S j,T − S j+5,T ).
The loss threshold is c = 278.8783, the 99th percentile of L(ω).
• Basis functions:
This basis set consists of bivariate quadratic functions of S j,τ (ω) and S j+5,τ (ω) for j = 1, . . . , 5. Specifically, Φ (1) (ω) contains φ (ω) for = 1, . . . , 26, where φ 1 (ω) = 1, Example EX 100 . There are 100 underlying assets with non-zero correlations.
• Model: The assets are divided into 10 groups of 10 assets each. The correlation is 20% between assets in the same group and is 0% otherwise. The assets in the first three groups have a volatility of 50%, those in the next four groups have a volatility of 30%, and those in the last three groups have a volatility of 10%.
• Portfolio: Short 10 at-the-money calls and 10 at-the-money puts on each of the 100 underlying assets.
The loss threshold is c = 876.8636, the 99th percentile of L(ω).
This basis set includes quadratic functions of S j,τ (ω) for j = 1, . . . , 100. Specifically, Φ (1) (ω) consists of φ (ω) for = 1, . . . , 201, where φ 1 (ω) = 1, φ 1+ι (ω) = S ι,τ (ω) and
Φ (2) : This basis set includes fifth order polynomials of S j,τ (ω) for j = 1, . . . , 100. Specifically, Φ (1) (ω) consists of φ (ω) for = 1, . . . , 501, where
This basis set includes all elements in Φ (2) as well as φ 502 (ω) = L(ω), the exact expression for the loss determined using the analytical formulas to value the derivatives.
As in the single asset case, in each of these examples, the first basis set Φ (1) was chosen because the regression method with this set is directly comparable to the delta-gamma approximation. The second basis set Φ (2) was chosen to illustrate the potential benefit of introducing basis functions chosen based on problem specific knowledge. The third basis set Φ (3) represents the ideal case where the basis functions span the true portfolio loss function and there is no model error. Better choices of basis functions, e.g., using the analytical expressions for vanilla derivative prices and powers of these expressions, are clearly possible and may lead to smaller asymptotic bias levels.
For each method, we simulate 100 independent trials to estimate the MSE of the estimator.
Results are given in Figures 4-6 . In each example the MSE of the standard nested estimator decays at k −2/3 , as expected. The delta-gamma estimator is fast to compute but not very accurate, since the local approximation does not capture important features of the portfolio loss functions. The regression method with basis set Φ (3) works the best in each example, with the MSE decaying at rate k −1 . With more realistic basis sets Φ (1) and Φ (2) , the MSE's decay at the rate k −1 until hitting the asymptotic bias levels, which is often beyond the scale of the figures. MSE results for the k = 5,000,000 case are summarized in Table 1 .
Conclusion
Risk computation for realistic portfolios of derivatives securities presents an important and challenging computational problem. In addition to the usual estimator error due to random sampling, the nonlinearity of portfolio loss functions introduces bias into the estimation of risk measures.
Nested simulation can be used to minimize both estimator bias and variance, but the additional computation time of the "simulation within a simulation" leads to a convergence rate of k −2/3 , where k represents the computation time. In this paper we propose a new risk estimation method based on Monte Carlo simulation and regression. Given n outer stage scenarios and mn inner stage samples, we show that the optimal choice of m and n are m * = 1 and n * = k. With these choices, our theoretical results show that the mean squared error diminishes at a rate close to k −1 until a non-diminishing bias level is reached. The proposed regression method outperforms standard nested simulation and the deltagamma method when used with a "good" set of basis functions as long as k is not too large.
More importantly, before hitting the bias level, the proposed method recovers the standard k −1 convergence rate of non-nested unbiased simulation estimators. Numerical results showed that the regression method significantly outperforms other methods and illustrated consistency with the theoretical results. The regression method can also be immediately applied to other risk measures, including value at risk and expected shortfall. 
Online Supplement to "Risk Estimation via Regression"

A. Proofs
This section presents the proofs of the results in Section 4,where the asymptotic analysis of the regression estimator has been established. First, we show the following lemma, which establishes the existence and uniqueness of the optimal solutions to (9) and (11).
Lemma 3. Given Assumptions A1 and A2, the function g (·) is strictly convex over R d , and the
Proof. As a function of r, the Hessian matrix of (1/n)
which is positive semidefinite almost surely under Assumption A2. Therefore,
) is strictly convex almost surely.
The Hessian matrix of g (r, ω) is
Therefore, g (r) is strictly convex.
Given Assumptions A1 and A2, according to Lemma 3, the optimal solutions to (9) and (11) exist and are unique almost surely.
We use the following notation: ω denotes the n outer stage scenarios,
, ζ denotes the inner stage uncertainty,
.
From regression theory, the unique optimal solution to (11) takes the form
Then we estimate the risk measure bŷ
From Assumption A1, the disturbance term ε (ω, ζ) of (10) satisfies
We define
From the definition of the model error M (·) in Section 4 and the projection theorem, the basis
A.1. Differentiable Case Lemma 1. Suppose Assumptions A1, A2, and A3 hold. As the number of scenarios n → ∞,
Therefore, as n → ∞,
Proof. From Theorem 5.3 in White (2001), we have
Note that using (A.2) and (A.4),
Therefore,
From (A.5) and (A.6), we have that
where Σ M and Σ v are defined by (15). Based on the result above, we have that
as n → ∞, and the result follows. 
where Σ M and Σ v are defined by (15) . Further, the asymptotic bias B * M satisfies
Proof. By Taylor's theorem,
where θ ∈ (0, 1) is a random variable. Then
For the first term in (A.7),
Further, from Lemma 1, we have that
as n → ∞.
Combining (A.7) and (A.8), and letting (A.9)
and then by the continuous mapping theorem,
Also notice that equation (16) implies
Combining (A.10) and (A.11),
Given (14) and (A.9),
where we have used (A.4) in equation (A.13) . From Lemma 1, we have
From (A.12), (A.13), and (A.14), we have
A.2. Lipschitz Continuous Case
Proof. Note that
From the Lipschitz continuity condition (19) and Jensen's inequality,
where we have used (A.4). Then, by the orthonormality of Φ(·),
Lip E (Φ (ω) (r − r * )) 2 ω, ζ + U With (A.15), the result follows.
In order to prove Lemma 2, Theorem 3, and Corollary 2, we need the following lemmas. Therefore, for any r ∈ R d and R ρ defined by (20), we have
Proof. By the projection theorem and the fact that Φ is orthonormal,
Given R ρ , define (A.16)r ρ ∈ argmin
which is the sample optimal solution of r over R ρ . Under Assumptions A1 and A2, according to Lemma 3, the optimal solutionr ρ exists and is unique almost surely.
Lemma 5. For ρ > 0,r 2ρ ∈ R ρ if and only ifr ∈ R ρ .
Proof. Notice thatr ∈ R ρ impliesr 2ρ =r, and thusr ∈ R ρ impliesr 2ρ ∈ R ρ .
On the other hand, ifr 2ρ ∈ R ρ andr / ∈ R ρ , we must haver / ∈ R 2ρ . Therefore, we can have
Then for any ϕ ∈ (0, 1), by the convexity of (1/n)
and thus ϕr 2ρ + (1 − ϕ)r / ∈ R 2ρ , i.e., g (ϕr 2ρ + (1 − ϕ)r) > g (r * ) + 2ρ.
However, we know that g (·) is convex and thus continuous, and then
which is a contradiction.
Lemma 6. Suppose that Assumptions F2, A1, A2, A4, and A5 hold. Let ρ > 0 be an arbitrary constant. Then consider any θ ∈ (0, ∞) and suppose that
where λ is defined in Assumption A5, C and C are universal constants, i.e., they do not depend on the problem, and
Then,
Proof. When θ ≥ 1, the result is trivial. When θ ∈ (0, 1), the result follows from Corollary 5.20 in 
which satisfies (A.17), and thus, by Lemma 6,
Proof. Notice that E (Φ (ω) (r − r * )) 2 = E E (Φ (ω) (r − r * )) 2 ω, ζ = E (r − r * ) E Φ (ω) Φ (ω) (r − r * ) = E r − r * 2 2 = ∞ 0 P r − r * 2 2 > ρ dρ.
where we have used Lemma 4.
Without loss of generality, we consider an arbitrary positive constant δ ∈ (0, 1), (A.19) E r − r * 2
In order to bound (A.19), we bound each term separately. For the first term in (A.19),
For the second term in (A.19), from Lemma 2 and Lemma 7, 
