Abstract. We consider a dynamic communication network characterized by the so-called token bucket specification, with a predictive controller that both schedules transmissions and computes the corresponding control values. In the token bucket model, the network's communication resources are represented by the level of tokens in a bucket. Recently, it has been shown that a high level of tokens results in a significantly improved control performance, as compared to when the bucket level is low. In this work, we develop mechanisms that guarantee that the bucket refills after convergence of the controlled plant is achieved. To do this, we consider two different setups. First, we consider a network that is described only by the token bucket specification and prove convergence to the upper sector of the bucket by adding a slight terminal cost on the bucket level. Afterwards, we consider a modified network specification comprising a direct link in addition to the token bucket. In this setup, we prove convergence of the bucket level exactly to the upper rim. These mechanisms, for appropriate parameters, enable a similar level of flexibility as in event-triggered control, all while an explicit traffic specification is guaranteed: In converged state, little communication is used while in precarious operating conditions, a burst of transmissions is possible. Lastly, we show the validity of the proposed approaches in a numerical example.
Introduction
Networked Control Systems (NCS), where information is transmitted over a communication network, offer many benefits over traditional point-to-point wired communication links such as greater flexibility, lower cost and simpler * The authors would like to thank the German Research Foundation (DFG) for financial support within the German Excellence Strategy under grant EXC-2075. maintenance. Then again, NCS induce imperfections like transmission delays, quantization errors and packet loss which can degrade the control performance. Since such imperfections especially occur if the network is congested, a proper tradeoff between communication effort and control performance is vital. A number of different approaches that address this issue were considered in the literature. Two popular methods in this direction are eventtriggered control and self-triggered control (see [6] for an overview). In event-triggered control, a triggering condition is persistently monitored and if it is violated, a transmission is triggered. In self-triggered control, in contrast, the controller acts proactively and determines the next transmission time in advance based on predictions from recent data. In both approaches, transmissions are reduced as much as possible while still guaranteeing stability or a certain performance level, however, a specific traffic specification is typically not considered. Another way to address the performance-communication tradeoff is to follow an integrated approach and explicitly consider the communication resources of the network in the controller. This is done in rollout approaches in NCS, which are essentially a special form of model predictive control (MPC). In a receding horizon fashion, both the control inputs and transmission decisions are determined on the basis of a cost functional. Transmissions are only scheduled if sufficient communication resources are available. Such an approach was taken in [3] , [2] and [5] , where the network was modeled to be of static nature with a constant amount of communication resources over each control horizon.
In [7] , the token bucket specification was used to characterize the network, in which the communication resources are represented by the amount of tokens in a bucket. The benefit of such a dynamic network lies in the possibility to build up communication resources in situations where little communication is needed, and using them at a later point, e.g., in the form of a quick burst of transmissions when a set point change occurs. In [11] , a rollout approach in combination with a token bucket network was investigated. It was shown that a full bucket can greatly improve the control performance, however, no guarantee that the bucket refills was provided therein. In this work, we want to achieve a refilling bucket by saving communication resources in situations where they are not necessarily needed, i.e., when the plant has converged. A related idea was presented for the case of disturbances on the plant and a model-based actuator in [4] under the term consistent event-triggered control: An efficient transmission scheme for NCS should outperform time-triggered control and save communication resources in uncritical situations, i.e., if no disturbance is acting.
In this work, we contribute mechanisms to save communication resources in order to attain a full bucket after the plant has converged. First, we consider the NCS setup with a token bucket network introduced in [11] and prove that the bucket level converges to the upper sector when an arbitrarily small terminal cost on the bucket level is added in the MPC optimization problem. Then, we slightly modify the network by an additional direct link, over which transmissions do not consume any tokens. For this setup, we can prove convergence of the bucket level exactly to the upper rim.
With these mechanisms, rollout control may achieve a similar level of flexibility as event-and self-triggered approaches, in the sense that there is little communication in converged state, and the possibility to use quick bursts of transmissions in precarious operating conditions. In addition, the token bucket model guarantees a certain transmission specification, whereas no such guarantee can be given in event-triggered control.
The remainder of this paper is structured as follows. In Section 2, the considered NCS setup and the control scheme is introduced, while in Section 3, convergence of the bucket level to the upper sector is proven. In Section 4, a modified NCS setup is introduced and convergence of the bucket level to the upper rim in this modified setup is established. In Section 5, a numerical example is provided and in Section 6, a summary and an outlook are given.
Let I denote the set of all integers and R the set of all real numbers. The set of all integers in the interval [a, b] ⊂ R is denoted by I [a,b] , while for the set of all integers greater than or equal to a, I ≥a is used. We denote by A > 0 a positive definite matrix A ∈ R n×n . For the weighted vector norm with v ∈ R n and A ∈ R n×n , A > 0, we write v 2 A := v T Av. 
Figure 1. NCS configuration with token bucket network
We consider the NCS configuration shown in Fig. 1 . It comprises a nonlinear discrete-time plant
with plant state
, and f p (0, 0) = 0. Both X p and U p are assumed to be closed and to contain the origin. In order to measure performance, the quadratic cost
is associated with the plant (1). The full state of the plant is sensed at the smart sensor. Based on solving an optimization problem, the smart sensor decides both the control input sequence u c (·) and the binary transmission sequence γ(·). The binary sequence indicates when information should be sent over the network. In case of a transmission, γ(k) = 1 holds and the control input is transmitted through the network to the actuator. The actuator, which has no computational capabilities, no clock or memory, merely holds the last received input. If a new input is received, it is immediately applied to the plant. If no transmission over the network is triggered (γ(k) = 0), the actuator holds the old input such that the zero-order hold dynamics take the form
with initial condition u p (−1) ∈ U p . The sensor keeps track of the previously applied input u p in the form
The considered network is assumed to fulfill the so-called token bucket specification. Despite being commonly applied to computer networks (see [9] ), it was first used in the control context in [7] . For a detailed description of the token bucket model, we refer the reader to [11] . Here, only a short outline shall be given. The current communication resources of the network are described by the amount of tokens β(k) that are stored in a bucket. New tokens are added to the bucket with a constant rate of g ∈ I ≥1 , while the cost of a transmission is c ∈ I ≥g . If the bucket size b ∈ I ≥c is reached, further arriving tokens are discarded. This results in the dynamics
With the fact that the bucket can not be drained, this translates into the constraint β(k) ∈ I [0,b] . It typically applies that c is larger than g, such that it is not possible to transmit at any time. However, a transmission is guaranteed to be possible every q := c g time instances. Combining the token bucket network with the other components of the NCS results in the overall state
The overall dynamics are characterized by
Predictive Control Scheme
The predictive control scheme described in [11] is applied in this paper. It reads as follows: 1) At time k = jM, j ∈ I ≥0 , measure x(jM) and solve the optimization problem P(x(jM)) defined by
and denote its optimizer by u * (·|jM).
2) Apply u(jM
3) Set j ← j + 1 and go to 1).
According to the control scheme, the controller is activated every M := rq, r ∈ I ≥1 time steps. It minimizes the stage cost and the terminal cost V f : X → R along all feasible trajectories of (4) over the prediction horizon N ∈ I ≥M . A terminal cost together with the terminal constraint x(N|jM) ∈ X f ⊆ X is added to the costs and constraints posed by the NCS to ensure recursive feasibility and convergence, supposed that P is feasible at initial time.
Proposed Mechanism
In [11] , a terminal cost
only penalizing the plant state x p was used to guarantee convergence of x p and u s . Our aim in this paper, however, is to guarantee also convergence of the bucket level to the upper rim. To do this, we extend the previously used terminal cost by a term on the bucket level
where V f ,β : I [0,b] → R denotes the terminal cost on the bucket level β. We consider a quadratic V f ,β of the form
with scaling parameter σ ∈ (0, ∞). Hence, the terminal cost on the bucket level is highest when the bucket is empty. When the bucket is full, V f ,β (β) = 0 holds.
Remark 1.
Other forms of V f ,β are also possible. The particular cost (6) is chosen to facilitate calculations later.
The parameter σ should be chosen such that V f ,β is very small compared to and V f ,p to achieve the following in closed loop. Our primary objective is to achieve a high performance with respect to and V f ,p , such that x p and u s are quickly brought to equilibrium by the controller. In this phase, a slight terminal cost on the bucket level has little effect on the closed-loop behavior. Our secondary objective, after x p and u s have converged, is to minimize V f ,β , such that transmissions are saved and the bucket refills. Achieving such a behavior is our main motivation to add a slight terminal cost on the bucket level.
3 Guaranteeing Convergence of the Bucket Level to the Upper Sector
Preliminaries
In this section, we consider the dynamics (4). Both the dynamics and the control scheme have already been analyzed in [11] . In addition to convergence of x p and u s to the equilibrium, we want to demonstrate that the bucket fills up by the means of the modified terminal cost (5) . In order to make a statement regarding the convergence behavior of the NCS using terminal cost (5), we rely on [12, Theorem 1] .
Consider the control sequence of length q
Then, the map from an initial plant state x p to the state after i ∈ I [0,q] time steps under application of control sequence (7) to plant (1) is recursively defined by
With this map in mind, we state the first assumption, which requires the existence of a q-step control invariant set for the plant controlled by an input which is held over q time steps (see [11] ).
Assumption 1. [11]
There exists a closed set X f ,p ⊆ X p containing the origin and a k p :
Assumption 2. [11]
There exists a continuous, positive
This ensures a decrease of V f ,p over a total of q steps under the control sequence (7) . It allows a temporary increase of the terminal cost as long as there is an overall decrease after q steps. On the basis of Assumptions 1 and 2, we choose the terminal region for the overall state as in [11] , i.e.,
To ensure recursive feasibility and convergence, the terminal region X f also needs to fulfill q-step control invariance. To this end, consider the terminal control sequence
Then we define the map from the initial overall state x to the state after i time steps under application of the terminal control sequence (9) to system (4) by
We focus now on the terminal cost for the bucket level.
To establish convergence in the following, we require a special relation between c and g. Proof. Recall that q = c g . If c g / ∈ I, then q must be strictly larger than c g , i.e., qg − c > 0. Since qg ∈ I and c ∈ I, the difference must be an integer larger than zero, or equivalently, qg − c ≥ 1.
In (10), a multi-step map of the overall state x under the terminal control sequence (9) is defined. We denote by f β,i (x) the last row of f i (x), which pertains to the bucket level under (9) . Lemma 2 shows that under application of the terminal control sequence (9), more tokens are generated than being consumed.
Lemma 2. Suppose that Assumption 3 holds. Then for all
Proof. We define
To quantify z(x), we distinguish the situations in which the bucket can hold the full amount of incoming tokens from those where the bucket level is exceeded under the terminal control sequence (9) . Three different cases are conceivable. In the first case, no transmission occurs since x ∈ X f and the bucket can store the resulting qg arriving tokens, i.e., z(x) = qg. This is true for the following cases:
In the second case, a transmission is triggered and the bucket can hold further qg − c tokens, i.e., z(x) = qg − c. This is true for
In the third case, the bucket does not have enough capacity to store all the arriving tokens. Only the b − β tokens missing for full capacity are therefore saved, i.e., z(x) = b − β. This is valid for
Note that in all three parameter constellations, the entire terminal set is covered. By the above analysis, in the first
We see from the previous calculations that we can define a lower bound for z(x), namely z(x) = 0 if β = b and z(x) ≥ 1 if β ≤ b − 1. This lower bound holds since qg > qg − c ≥ 1, due to Assumption 3. By introducing ζ(β), ζ :
With (11) and (12),
Convergence
In the previous section, we introduced all the necessary aspects for the application of [12, Theorem 1] . In addition, we want to prove that β(k) converges to the upper sector of the bucket. These statements are summarized in the following theorem. 
For all x ∈ X f , it holds due to f p (0, 0) = 0 that
Since f jq (x) ∈ X f , j ∈ [1, r] for all x ∈ X f and M = rq, we can repeat these arguments to obtain To obtain the more precise convergence statement for β(k), we apply Lemma 2 to obtain a tighter upper bound for the decrease of the terminal cost. We recall that M = rq and f jq (x) ∈ X f , j ∈ [1, r], such that it follows for all
We use the rotated optimal control problemP(x(jM)) known from economic MPC defined bȳ
subject to the same constraints as P(x(jM)), to analyze convergence of β. Hereby, L(x, u) := (x, u) + λ(x) − λ( f (x, u)) − * av denotes the rotated stage cost and V f (x) := V f (x) + λ(x) the rotated terminal cost. Assuming thatP was feasible at time jM, we consider the feasible control inputũ(·|(j + 1)M) as
From this we obtain, using standard arguments
The last inequality follows from (14) and [12, Lemma 1] . We obtain 
Remark 2.
From Theorem 1, the exact convergence sector of β depends on the prediction horizon N and the bucket parameters b and g, i.e., it depends on these parameters whether the obtained statement is weak or strong. For N = M, one can for instance guarantee that β(jM) → b as j → ∞, i.e., the bucket level at sampling instances goes exactly to the upper rim.
Remark 3.
From the proof of Theorem 1, we can see that with standard MPC tools, only convergence of the plant state and saved input can be established. By the means of the non-standard analysis in this proof, it is possible to make a statement in this respect also for the bucket level.
Additional Direct Link in the Network
In the previous section, we have shown that, if c g is not an integer, the bucket level in closed loop lies a above a certain threshold as k → ∞. Since this statement may not be very strong under certain parameter constellations (high N and g, low b), and for some, no statement can be made at all ( c g ∈ I). To obtain stronger results in this respect, we consider a slightly modified version of the NCS in this section. For this extended setup, we prove convergence of the overall state x to [0, 0, b] T . On top of convergence, we prove asymptotic stability.
Modified Setup
We consider the already introduced NCS setup with the slight modification of an additional link between controller and actuator as seen in Figure 2 . This direct link enables for instance periodic transmissions, which do not need to fulfill the token bucket specification. Whether a trans- Figure 2 . Modified NCS configuration inspired by [8] mission passes the direct link or needs to fulfill the token bucket specification is predefined by the binary transmission sequence δ(·). Here, δ(k) = 0 indicates a transmission which must fulfill the constraints given by the token bucket whereas if δ(k) = 1, the control input u c is directly transmitted. In general, δ(k) + γ(k) ≤ 1 for all k ∈ I ≥0 , since it is not possible to have multiple transmissions through the network at the same time. In the modified setup, the applied input becomes
with u p (−1) ∈ U p . As transmissions via the direct link do not need to fulfill the token bucket specification, they do not consume any tokens. Moreover, at times when δ(k) = 1, no tokens are added to the bucket. The righthand side of the overall dynamics (4) with the extended overall control u := u T c , γ, δ T is then characterized by
The stage cost associated with the NCS reads
In addition to the performance index of the plant, now there is the positive definite term β penalizing the deviation of the current filling level from the maximum capacity of the bucket. This is necessary to guarantee exact convergence of β to the upper rim of the bucket. The appropriate choice of the scaling parameter ψ will be discussed later. For the terminal cost, we apply the same cost as in the previous section, namely
Remark 4. In the setup of Section 3, the proof of convergence as in Theorem 1 fails if we added the term β already there. Notice that therein, V f ,β ( f β,q (x)) − V f ,β (β) ≤ 0 was sufficient to prove convergence under Assumption 2, since no stage cost on the bucket was considered. How-
is not true in the entire terminal region. Hence, Assumption 2 would not be sufficient for convergence anymore.
Periodic Transmission over the Direct Link
We consider a periodic transmission sequence δ(·) over the direct link
Inspired by [8] , these transmissions are guaranteed to be possible and may be triggered every jq time steps. Combined with transmissions which fulfill the token bucket specification, a possible transmission sequence is visualized in Figure 3 . In the following, we consider this type of mixed transmission specification to prove convergence and asymptotic stability of the overall state x.
Guarantee of Convergence
By verifying the conditions of [12, Theorem 1] we prove convergence of the overall state x to [0, 0, b] T . For convenience, we apply again [12, Theorem 1], although we only want to prove convergence to a set point. Alternatively, methods as in [1] can be considered here. We assume that Assumptions 1 and 2 of the previous section hold and define the terminal region X f as
With respect to this terminal region, we consider the terminal control sequence
To have both periodic transmissions over the direct link and transmissions which fulfill the token bucket specification, q ≥ 2 holds in the following. Note that q ≥ 2 was implicitly assumed in Section 3 as well by Assumption 3.
Lemma 3.
Under application of the terminal control sequence (16), for all x ∈ X f , for q ≥ 2, V f ,β ( f β,q (x)) − V f ,β (β) ≤ −α(β) with α as in Lemma 2 holds.
Proof. Equivalently to Lemma 2, we define z(x) := f β,q (x) − β. Since there is only a transmission over the direct link under application of (16), either z(
Lemma 4.
Assume that x ∈ X f ,p × U p × {0} and (q − 1)g ≤ b. Then, for q ≥ 2, the summed up stage cost β under application of (16) is
Proof. Since there is no transmission over the token bucket part of the network under application of (16), f β,i (x) = (i − 1)g with i ∈ I [1,q−1] holds due to β = 0 and (q − 1)g ≤ b. It follows
Assumption 4. The scaling parameters σ and ψ are chosen
With this choice of scaling parameters, we establish convergence in the following theorem. Theorem 2. Suppose that Assumptions 1, 2 and 4 hold and that q ≥ 2. Then, if P(x(0)) is feasible, P(x(jM)) is feasible for all j ∈ I ≥0 and the overall state x converges to [0, 0, b] T as k → ∞.
Proof. To prove Theorem 2, we verify the conditions of [12, Theorem 1] and establish convergence to the "set"
holds. The terminal region (15) fulfills [12, Assumption 2] . With (16), the plant state x p remains in the constraint set and returns to X f ,p within q steps due to Assumption 2. Regardless of bucket filling level, applying (16) is always possible, since we do not transmit over the token bucket part of the network. The saved input u s remains in U p . To check [12, Assumption 3] , we must, due to Assumption 2, merely prove that for all
. To do this, we consider the following two cases:
We upper bound the decrease of the terminal cost on the bucket level using Lemma 3 and Assumption 4 by
Under the terminal control sequence (16), it is apparent that the summed up stage cost β is highest if the bucket is initially empty, i.e., β = 0 and all further arriving tokens can be stored, i.e., (q − 1)g ≤ b.
Therefore, using Lemma 4 results in
In summary, [12, Assumption 3] holds. Since V f ,p (x) is positive definite, the minimum ofV f (x) is attained on 
Asymptotic Stability
In addition, we obtain asymptotic stability of [0, 0, b] T under the conditions of the following theorem.
Theorem 3. Suppose that Assumptions 1, 2 and 4 hold, 
Numerical Example
We illustrate the theoretical results of this paper on the linearized batch reactor taken from [10] ∈ I, such that Assumption 3 is satisfied. The predictive controller operates with N = M = q = 3, such that r = 1. At the beginning, the bucket is completely filled with β(0) = 22 tokens. In the first example, we focus on the refilling behavior of the bucket. Figure 4 shows the evolution of bucket levels after the system was deflected by the initial condition. Notice first that when there is no terminal cost on the bucket level, the bucket will not refill to the upper sector, as already noticed in [11] . This is because there is no term penalizing the bucket level in this setup. If a slight terminal cost with σ = 10 −6 is added in the setup of Section 2, the bucket level converges to the upper sector after the plant state has converged as seen from Figures 4 and 5. We observe that the bound given in Theorem 1 is tight in this example. Note that for this setup, also a plot for N = 7 is given, where the convergence interval is larger, as also expected from Theorem 1. Lastly, we see that in the modified NCS setup from Section 4 with ψ = 9.93 · 10 −10 such that Assumption 4 is fulfilled, the bucket level converges exactly to the upper rim of the bucket due to the additional stage cost on the bucket level and the additional link in the network. In the second example, we compare the performance of the control with and without terminal cost on the bucket. For this purpose, we consider six set point changes and cumulate the resulting stage cost, which does not pose a problem in the considered unconstrained setup. We consider only the setup from Section 2 and leave out the modified NCS setup from Section 4. This is because more possible transmissions are overall available in the latter due to the additional direct link. Figure 6 shows the cumulated stage cost under the MPC up to time k and the resulting evolution of the bucket level for the NCS setup from Section 2. The costs are rising with every set point change, although since the bucket is initially full for both setups, the cumulated costs after reaching the first set point are almost equal. Hereby, the cumulated cost with terminal cost on the bucket level is lower than the cost without. With every set point change, the difference becomes larger. We observe from Figure 6 (bottom) that by adding a slight terminal cost on the bucket level, the bucket refills to the upper sector after each set point change. This results in more possible transmissions being available at the next set point change, which in turn leads to faster convergence, lower costs and higher performance.
Summary and Outlook
In this paper, we presented mechanisms under which the communication resources of a dynamic communication network are saved once the plant state has converged. By this measure, the controller may react appropriately to unforeseen operating conditions, since the communication resources were able to recover during the uncritical phase. We considered two different approaches. In the first, control was performed over a network entirely described by the token bucket specification. We achieved convergence of the bucket level to the upper sector by adding an arbitrarily small terminal cost on the bucket. Second, we demonstrated that by extending this network by a direct link and adding a small stage cost on the bucket, the bucket level converges exactly to the upper rim. The numerical example showed that the proposed mechanisms are effective and revealed that they may significantly improve control performance. We conjecture that similar results as presented in Section 3 could be obtained without the restriction that c q / ∈ I, since convergence is indeed observed in simulations also for this case. To provide a theoretical guarantee could be the topic of future work.
