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Abstract
This paper derives new results for the analysis of nonlinear systems
by extending contraction theory in the framework of vector distances. A
new tool, vector contraction analysis utilizing a notion of the vector-valued
norm which evidently induces a vector distance between any pair of tra-
jectories of the system, offers an amenable framework as each component
of vector-valued norm function satisfies fewer strict conditions as that
of standard contraction analysis. Particularly, every element of vector-
valued norm derivative need not be strictly negative definite for conver-
gence of any pair of trajectories of the system. Moreover, vector-valued
norm derivative satisfies a componentwise inequality employing some com-
parison system. In fact, the convergence analysis is performed by com-
paring the relative distances between any pair of the trajectories of the
original nonlinear system and the comparison system. Comparison re-
sults are derived by utilizing the concepts of quasi-monotonicity property
of the function and vector differential inequalities. Moreover, the results
are also derived in the framework of the cone ordering instead of utilizing
componentwise inequalities between vectors. In addition, the proposed
framework is illustrated by examples.
1 Introduction
One of the most fundamental problem in control theory is the analysis of the
stability of dynamical systems. The major contribution in this field is done by
Lyapunov [1]. Lyapunov stability is used as a vehicle to convert a given compos-
ite differential system to a much simpler system. Lyapunov function describes
the distance of the motion space from the origin [2]. The major advantage of
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the Lyapunov’s second method is that it does not need the knowledge of so-
lutions of the differential equation and thus has wide applications but there
is no general procedure for constructing Lyapunov function candidate for the
stability analysis of nonlinear systems. Also, there are certain strict conditions
of Lyapunov function candidate to be positive definite and its derivative to be
negative definite for analyzing the asymptotic stability of dynamical systems
about the equilibrium point.
In order to simplify the Lyapunov function construction and relax the re-
striction for the asymptotic stability analysis, many researchers turn to vector
Lyapunov functions as a substitute to standard Lyapunov functions. Vector Lya-
punov function has been recognized as a more reliable tool than scalar Lyapunov
function in perusing stability of dynamical systems. Bellman [3] introduced the
concept of vector Lyapunov function and further it is developed in [4, 5, 6] ex-
ploiting their advantage for stability analysis of large-scale systems about the
equilibrium point. Various research has been done on reaction networks in the
past [7]. It offers a flexible framework as every component of vector Lyapunov
function satisfies less strict conditions as that of standard Lyapunov theory.
Moreover, vector Lyapunov function derivative satisfies a component-wise in-
equality consisting of some comparison system [8]. One of the major restriction
of Lyapunov stability analysis is that it is used for the systems having some spe-
cific attractor which is the weaker notion of stability than incremental stability.
Contraction theory which is first popularized in [13] is also an incremental
form of stability [10], that is the convergence of the trajectories of the system
with respect to one another. In this theory, the convergence analysis is per-
formed with the dynamics of the system in the differential framework. Numerous
practices of contraction analysis have been done in different frameworks using
Finsler distances [17], Riemannian distances [15], contraction metrics [19][20],
matrix measures [18][16][23], matrix measures for switched systems [21][22], etc.
Despite the extensive research in this area, we notice that for the contraction
analysis, the literature keeps using a scalar-valued relative distance between the
trajectories and the negative definiteness property of the Jacobian. The use
of scalar-valued distance makes the contraction analysis restrictive, particularly
for a large-scale system. Since it is complicated to check the negative definite-
ness, or its mild variations (see [3]), of the Jacobian for a large-scale system. To
overcome this problem, a vector-valued contraction analysis is explored in the
present paper.
In this paper, we develop vector contraction analysis utilizing vector distance
between any pair of trajectories of the system to conclude convergence. This
approach relaxes the negative definite derivative condition of standard contrac-
tion analysis. Specifically, the convergence analysis is observed with the help
of comparison system by comparing the relative distances of the trajectories of
the original nonlinear dynamical system and the comparison system. In fact,
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we propose some comparison results which connects the solutions of the orig-
inal vector system and the auxiliary system by employing quasi-monotonicity
property of the function with the help of a notion of the vector-valued norm.
Moreover, the results are also derived in the framework of the cone ordering to
remove the component-wise comparison of vectors. Consequently, from the de-
rived results, one can conclude that the convergence between trajectories of the
comparison system implies the convergence between trajectories of the original
dynamical system.
The rest of the paper goes ahead with the notations and preliminaries con-
sisting required definitions and notations in Section 2. The convergence analysis
theory via vector contraction analysis giving a detailed account of the vector-
valued norm and main comparison results in the framework of vector inequalities
and cone are illustrated in Section 3. As an illustration, examples are treated
in Section 4. Finally, brief conclusions end the paper.
2 Preliminaries and notations
We use the following notations throughout the paper.
• R denotes the set of real numbers.
• R+ denotes the set of non-negative real numbers.
• Rn denotes the set of n× 1 column vectors.
• We denote
R
n
+ := {x = (x1, x2, · · · , xn)T ∈ Rn | xi ≥ 0,
i = 1, 2, · · · , n}.
• We use x ≤ y, for x = (x1, x2, · · · , xn)T and y = (y1, y2, . . . , yn)T , if
xi ≤ yi for each i = 1, 2, . . . , n.
• We use x < y, for x = (x1, x2, · · · , xn)T and y = (y1, y2, . . . , yn)T , if
xi < yi for each i = 1, 2, . . . , n.
• The notation 〈x, y〉, for x, y in Rn, denotes the usual inner product xT y.
• ‖x‖ is the usual Euclidean norm of x in Rn.
• ‖δx‖v is a vector-valued norm of δx ∈ Rn as defined in the equation (4).
• For a vector x = (x1, x2, · · · , xn)T ∈ Rn, we denote the the diagonal
matrix diag(x1, x2, · · · , xn) by diag(x).
• Let d = (d1, d2, · · · , dn)T ∈ Rn. Corresponding to the diagonal matrix
diag(d1, d2, · · · , dn), the vector d is denoted by dvec(diag(d)).
3
• Let A ⊆ Rk and B ⊆ Rp be two nonempty sets. The set of all continuous
functions from A to B is denoted by C[A,B].
Definition 1 (Cone [12]). A nonempty set K ⊂ Rn is called a cone if for each
x in K and a nonnegative scalar λ, the vector λx is in K.
In the rest of the article, we assume that any cone K under consideration
possesses the following properties:
(i) K is a closed and convex set,
(ii) K ∩ (−K) = {0}, and
(iii) Ko, the interior of K, is nonempty.
It is to be noted that a cone K induces a partial order relation on Rn defined
by
x ≤K y ⇐⇒ y − x ∈ K.
The adjoint cone of a cone K, denoted K∗, is defined by K∗ = {φ ∈
R
n|〈φ, x〉 ≥ 0 for all x ∈ K}.
It is noteworthy that if ∂K denotes the boundary of the cone K, and K0 =
K \ {0}, then (see [12]),
x ∈ ∂K ⇐⇒ 〈φ, x〉 = 0 for some φ ∈ K∗0 .
Definition 2 (Quasi-monotone function relative to a cone [12]). Let A be a
nonempty subset of Rn. A function F ∈ C[A,Rn] is called quasi-monotone, on
A, relative to a cone K if x, y ∈ A with y − x ∈ ∂K =⇒ there exists φ ∈ K∗0
such that 〈φ, y − x〉 = 0 and 〈φ, F (y)− F (x)〉 ≥ 0.
If K = −Rn, the non-positive orthant of Rn, then the partial order relation
x ≤K y reduces to the usual component-wise ordering and the Definition 2
reduces to the following for the non-decreasing case.
Definition 3 (Quasi-monotone non-decreasing function [11]). Let A be a nonempty
subset of Rn and x = (x1, x2, · · · , xn)T be a generic element of A. A function
F = (F1, F2, · · · , Fn)T ∈ C[A,Rn] is called quasi-monotone non-decreasing on
A if for each i ∈ {1, 2, · · · , n}, Fi is nondecreasing in xj for all j = 1, 2, · · · , i−
1, i+ 1, · · · , n.
2.1 Contraction analysis
Consider the differential system:
Σ : x˙ = f(t, x), x(t0) = x0, t0 ≥ 0, (1)
where f : R+×Rn → Rn is continuously differentiable, x ∈ Rn and t is the time.
We assume that the system Σ has a unique solution ψ(x0, t). Let δx be the vir-
tual displacement between two neighboring trajectories of the vector field of (1).
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Then the squared distance between these two trajectories is ‖δx‖2 = δxT δx (see
[13]). The essential task of the contraction analysis for the system (1) is to ana-
lyze the convergence of its solutions with the help of the virtual displacement δx.
As f is continuously differentiable, at a fixed time t, the exact differential of
the system Σ yields the variational system as
dΣ : δx˙ =
∂f(t, ψ(t, x0))
∂x
δx= h(δx, x, t) (2)
where h : Rn × Rn × R+ → Rn, δx ∈ Rn and t is time. To denote the solution
to dΣ, we use δψ(t, x0, δx0) from the initial state δx0 at time t along ψ(t, x0).
Thus, the rate of change of the squared virtual distance δxT δx is given by
d
dt
(δxT δx) = 2δxT δx˙ = 2δxT
∂f
∂x
δx. (3)
Let λmax(x, t) be the largest eigenvalue of the symmetric part of the Jacobian
∂f
∂x
, i.e., of 1
2
(
∂f
∂x
+ (∂f
∂x
)T
)
. Then any infinitesimal distance ‖δx‖ converges
exponentially to zero as t→∞, if λmax(x, t) is uniformly negative definite (see
[13]).
3 Convergence analysis via vector contraction
analysis
We note that the derivative of the squared distance between a pair of neighboring
trajectories of the system (1) need not be strictly negative definite. In such
cases, the convergence analysis is observed with the help of a comparison system.
Vector contraction analysis performs the convergence by comparing the relative
distances of the trajectories of the original nonlinear dynamical system and the
comparison system. In this study, we propose a few comparison results towards
convergence analysis with the help of a notion of vector-valued norm as defined
below.
3.1 A vector-valued norm
We define a vector-valued norm as a function ‖ · ‖v : Rn → Rm by
‖δx‖v =
√
A dvec((diag(δx))2), (4)
where A is a real matrix (aij)m×n with all aij nonnegative. Note that for
δx = (δx1, δx2, · · · , δxn) ∈ Rn,
(diag(δx))2 =


δx21 0 · · · 0
0 δx22 · · · 0
...
...
. . .
...
0 0 · · · δx2n


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and hence
dvec(diag(δx))2 =


δx21
δx22
...
δx2n

 .
Thus, explicitly, (4) can be written as
‖δx‖v =


D1(δx)
D2(δx)
...
Dm(δx)

 :=


√∑n
j=1 a1jδx
2
j√∑n
j=1 a2jδx
2
j
...√∑n
j=1 amjδx
2
j


.
It is important to mention here that the terminology ‘vector norm’ is often
used in the literature (see [16]) to mean the ‘norm of a vector’. Thus, ‘vector
norm’ gives a scalar-valued norm. However, note that the Definition 4 introduces
vector-valued norm for a vector.
The following points are observed from the definition of vector-valued norm
‖ · ‖v.
(i) Every component of ‖δx‖v, i.e., Di(δx) for each i = 1, 2, · · · ,m, is a
(scalar) norm in Rn (for proof, see the proof of Theorem 1 in Appendix).
(ii) ‖δx‖v reduces to a (scalar-valued) norm in Rn when A is a matrix of order
n× 1.
(iii) ‖δx‖v reduces to the usual Euclidean norm in Rn when A is a matrix of
order n× 1 with all entries 1.
These three points show that the vector-valued norm ‖δx‖v is a true general-
ization of the notion of norm in Rn.
In the Theorem 1, we show that ‖ · ‖v follows all the properties of a norm
and ‖·‖2v possesses the convexity and locally-Lipschitzian properties. We further
show that ‖ · ‖2v is differentiable and then compute its derivative.
Theorem 1 (a) (Norm property).
The vector-valued norm ‖ · ‖v : Rn → Rm defined in (4) has the following
properties
(i) ‖δx‖v = 0 ∈ Rm iff δx = 0 ∈ Rn,
(ii) ‖cδx‖v = |c| ‖δx‖v for any c ∈ R and δx ∈ Rn, and
(iii) ‖δx+ δy‖v ≤ ‖δx‖v + ‖δy‖v for all δx, δy ∈ Rn.
(b) (Convexity property).
Let F (δx) = ‖δx‖2v, δx ∈ Rn. Then, for any δx, δy ∈ Rn and λ ∈ [0, 1],
F (λδx+ (1 − λ)δy) ≤ λF (δx) + (1− λ)F (δy).
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(c) (Locally-Lipschitzian property).
Let F (δx) = ‖δx‖2v, δx ∈ Rn. Then, for any compact set C ⊂ Rn there
exists a constant k ∈ R such that
‖F (δx)− F (δy)‖ ≤ k‖δx− δy‖2 for all δx, δy ∈ C.
(d) (Differentiability).
The function F (δx) = ‖δx‖2v for δx ∈ Rn is (Fre´chet) differentiable in Rn
and for any δx ∈ Rn, the Fre´chet derivative of F is
F ′(δx) = 2 A δx.
Proof 1 Proof is given in the Appendix.
The notion of norm ‖ · ‖v defined by (4), evidently, induces a vector distance
between a pair of points x, x+ δx ∈ Rn as follows:
‖x+ δx− x‖v =
√
A dvec(diag(δx))2.
In the rest of the article, we assume that A is a nonzero matrix, as the case of A
being zero matrix is uninteresting for the relative distance of two trajectories.
With the help of this distance, a few comparison results are shown in the Section
3.2.
3.2 Main comparison results
In this section, we derive some results on the comparison of solutions for the
system (2) and the solution of an auxiliary (comparison) system u˙ = φ(t, u),
where φ possesses certain quasi-monotone property.
Theorem 2 Consider the system (2) as a linear system and a function φ ∈
C [R+ × Rn, Rn], (t, u) 7→ φ(t, u), which is quasi-monotone non-decreasing in
u ∈ Rn. Suppose for any solution δψ(t, δx0) on t ≥ t0 of the system (2),
2A dvec(diag(δψ) diag(h(δψ, t)))
< φ
(
t, A dvec(diag(δψ(t))2
)
for all t ≥ t0,
for a matrix A = (aij)n×n with aij ≥ 0 for all i, j = 1, 2, · · · , n. Further, let for
t ≥ t0 > 0 there exists 1 a maximal solution 2 R(t) of
u˙ = φ(t, u), u(t0) = u0 ≥ 0. (5)
Then, any solution δψ(t, δx0) of (2) on t ≥ t0 which satisfies
A dvec(diag(δx0)
2) < u0
1The existence of a maximal solution is evident from Theorem 1.3.1 of [11].
2A solution R(t) of the system (1) is called a maximal solution if for every solution x(t) of
(1), x(t) ≤ R(t) for all t ≥ t0.
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has the property that
A dvec(diag(δψ(t))2) < R(t) for all t ≥ t0.
From the above, the following conclusion holds:
if R(t) → 0 as t → ∞, then ‖δψ(t)‖ → 0 as t → ∞, which implies that
all trajectories of the original dynamical system converges with respect to one
another as t→∞.
Proof 2 Consider the function
D(t) := A dvec(diag(δψ(t))2) for t ≥ t0.
Let the component functions of D(t) and R(t) be Di(t) and Ri(t), respectively,
i = 1, 2, · · · , n. Evidently, if the i-th row of the matrix A be aTi , then
Di(t) = a
T
i dvec(diag(δψ(t))
2)
for each i = 1, 2, · · · , n.
As D(t0) = A dvec(diag(δψ(t0))
2) < u0 = R(t0), and D(t) and R(t) are two
continuous functions, there exists δ1 > 0 such that
D(t) < R(t) for all t ∈ [t0, t0 + δ1).
Construct a set
S :=
n⋃
i=1
{t ∈ [t0,∞)|Ri(t) ≤ Di(t)} . (6)
We prove that S is an empty set. Then, the proof will be complete.
If possible let S be not empty. Then, S, being a nonempty and bounded below
set, has an infimum. Let τ = inf S. We note that the set S is closed, since R(t)
and D(t) are continuous function on [t0,∞). Therefore, τ ∈ S and hence there
exists j in {1, 2, · · · , n} such that Dj(τ) = Rj(τ). Moreover,
aTi dvec(diag(δψ(τ))
2) = Di(τ) ≥ Ri(τ)
for all i = 1, 2, · · · , j − 1, j + 1, · · · , n. Therefore, due to quasi-monotone non-
decreasing property of the function φ, we obtain
φj
(
τ, A dvec(diag(δψ(τ))2)
) ≥ φj(τ, R(τ)). (7)
Again, since D(t0) < R(t0), we have τ 6= t0 and hence τ > t0.
By the definition of τ , there exists δ2 > 0 such that Dj(t) < Rj(t) for all
t ∈ (τ − δ2, τ) ⊂ [t0, t0 + δ1). Therefore,
D˙j(τ) = lim
ξ→0−
Dj(τ + ξ)−Dj(τ)
ξ
≥ lim
ξ→0−
Rj(τ + ξ)−Rj(τ)
ξ
= R˙j(τ)
or, 2 aTj diag(δψ(τ)) diag(h(τ, δψ(τ))) ≥ φj(τ, R(τ)). (8)
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By the assumption
2A dvec(diag(δψ) diag(h(δψ, t)))
< φ
(
t, A dvec(diag(δψ(t))2
)
for all t ≥ t0,
we obtain
φj(τ, R(τ)) > 2 a
T
j diag(δψ(τ)) diag(h(τ, δψ(τ)))
> φj(τ, R(τ)),
which is a contradiction. Hence, the set S is empty, and therefore for all t ≥ t0,
Ri(t) > a
T
i dvec(diag(δψ(t))
2) for all i = 1, 2, · · · , n,
i.e., A dvec(diag(δψ(t))2) < R(t). (9)
Hence, the conclusion follows from (9).
In some cases, the estimation of derivative of ‖δx‖2v as a function of t, ψ(t) and
A dvec(diag(δψ(t))2) is more natural usually in nonlinear case. The following
corollary is in that direction.
Corollary 1 Consider the system (2) and a function φ ∈ C [R+ × Rn × Rn, Rn],
(t, u, x) 7→ φ(t, u, x), which is quasi-monotone non-decreasing in u ∈ Rn. Sup-
pose for any solution δψ(t, x0, δx0) on t ≥ t0 of the system (2),
2A dvec(diag(δψ) diag(h(δψ, ψ, t)))
< φ
(
t, A dvec(diag(δψ)2), ψ
)
for all t ≥ t0,
for a matrix A = (aij)n×n with aij ≥ 0 for all i, j = 1, 2, · · · , n.
Further, let for t ≥ t0 > 0 there exists a maximal solution R(t, u0, x0) of
u˙ = φ(t, u, x), u(t0) = u0 ≥ 0.
Then, any solution δψ(t, x0, δx0) of (2) on t ≥ t0 with A dvec(diag(δx0)2) < u0
has the property that
A dvec(diag(δψ)2) < R(t) for all t ≥ t0.
Proof 3 The proof is similar to that of Theorem 2.
Theorem 3 Let K be a pointed closed convex cone in Rn. Consider the sys-
tem (2) and a function φ ∈ C [R+ × Rn, Rn], (t, u) 7→ φ(t, u), which is quasi-
monotone non-decreasing in u ∈ Rn with respect to K.
Suppose for any solution δψ(t, δx0) on t ≥ t0 of the variational system (2),
2A dvec(diag(δψ) diag(h(δψ, t)))
<K φ
(
t, A dvec(diag(δψ)2)
)
for all t ≥ t0,
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for a matrix A = (aij)n×n with aij ≥ 0 for all i, j = 1, 2, · · · , n. Further, let for
t ≥ t0 > 0 there exists a maximal solution R(t) of (5).
Then, any solution δψ(t, δx0) of (2) on t ≥ t0 with A dvec(diag(δx0)2) <K u0
has the property that
A dvec(diag(δψ)2) <K R(t) for all t ≥ t0. (10)
From (10), a similar conclusion as in Theorem 2 is also followed here in the
framework of cone.
Proof 4 The proof is similar to that of Theorem 2. It is exactly same till
the equation (6). Then the rest of the part is appropriate modification of the
inequalities w.r.t. the partial ordering induced by K.
We now again consider the system (1) and assume that it has a finite equilibrium
solution x¯. Suppose the squared vector distance of a solution x, of the system,
from x¯ is given by
‖x− x¯‖2v = A dvec(diag(x− x¯)2),
where A is a real matrix (aij)n×n where all aij ’s are nonnegative. Obviously,
‖x − x¯‖2v is a vector in Rn. In the following, we denote the ith row of A by
aTi . Suppose C ∈ Rn be the squared vector distance between the initial data
x0 and the equilibrium solution x¯. We denote ‖δx‖2v for the squared virtual
displacement of x from x¯. Then, evidently, ‖δx0‖2v = C.
From (1), we get the following differential relation
d
dt
(‖δx‖2v) = ddt


aT1 dvec(diag(δx)
2)
aT2 dvec(diag(δx)
2)
...
aTn dvec(diag(δx)
2)


= 2 A dvec(diag(δx) diag(δx˙)).
Therefore under the assumption in Theorem 2, we have,
d
dt
(‖δx‖2v) < φ(‖δx‖2v) (11)
For finding the properties of solution of the above inequality, we take the com-
parison system
u˙ = φ(t, u), u(t0) = u0 > ‖δx0‖2v = C (12)
Further, if R(t) is the maximal solution of the above equation, then a solution of
(11), follows from Theorem 2 satisfies, ‖δx(t)‖2v < R(t). If R(t) is exponentially
convergent, by component wise integration, we have
‖δx‖v < C
1
2 exp (−λt) (13)
10
where λ is the convergence rate. Then (13) shows that the virtual vector distance
‖δx‖v is lesser than C
1
2 and it converges exponentially to zero as t→∞, which
implies that all trajectories converges to the equilibrium point x¯ and as a result,
the system is asymptotically stable.
4 Examples
We present example 1 and example 2 to illustrate the implementation of Theo-
rem 2 in order to relax the condition of proving largest eigenvalue of the Jacobian
to be negative definite. An example 1 is the n dimensional linear system, so it is
very tedious to prove the largest eigenvalue of its Jacobian to be negative defi-
nite. Also for nonlinear systems it is desirable to use vector contraction analysis
as it is again very difficult to prove the largest eigenvalue of the Jacobian to be
negative definite which can be easily shown in example 2. Moreover, example
3 shows that the vector valued function is quasimonotone nondecreasing with
respect to cone while it is not quasimonotone nondecreasing with respect to the
usual componentwise ordering in Rn.
Example 1 Consider the system of differential equation
d
dt
xi =− ρixi + σ, i = 1, 2, . . . , n
d
dt
σ =
n∑
i=1
aixi − (p+ 1)σ
(14)
where ρi > 0, p > 0. The vector valued norm defined by (4) of the distance
between any pair of trajectories for the whole system assuming the matrix A as
diagonal matrix with all diagonal entries 1 is defined as
‖δx‖2v = [δx21, δx22, . . . , δx2n, δx2n+1]. (15)
The virtual dynamics of the system (14) becomes
δx˙i =− ρiδxi + δσ
δσ˙ =
[ n∑
i=1
aiδxi − (p+ 1)δσ
] (16)
The rate of change of squared distance between trajectories for the whole system
and using eqn. (16) is given by
d
dt
(δxTi δxi) = 2δx
T
i δx˙i
= −2ρiδxTi δxi + 2δxTi δσ (17)
Using the inequality
δxTi δσ ≤
ρiδx
T
i δxi
2
+
δσ2
2ρi
(18)
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Equation (17) becomes
d
dt
(δxTi δxi) ≤ −ρiδxTi δxi +
δσ2
ρi
(19)
Also,
d
dt
(δσ2) =
n∑
i=1
2aiδσδxi − 2(p+ 1)δσ2 (20)
Using the inequality (18) again, we have
d
dt
(δσ2) ≤
n∑
i=1
|ai|ρiδxTi δxi−
(
2(p+ 1)−
n∑
i=1
|ai|
ρi
)
δσ2 (21)
With the help of (19) and (21), we consider the following comparison system
d
dt
wi =− ρiwi + wn+1
ρi
d
dt
wn+1 =
n∑
i=1
|ai|ρiwi −
(
2(p+ 1)−
n∑
i=1
|ai|
ρi
)
wn+1
(22)
The system (22) is quasimonotone nondecreasing in w and also convergent
if 2(p+ 1) >
∑n
i=1
|ai|
ρi
. Moreover, the equilibrium point of the original system
is zero. Therefore, the original system is asymptotically stable.
Example 2 Consider a nonlinear differential system
x˙1 =− x21 + x2
x˙2 =x1 − 2x22
(23)
Taking the virtual dynamics of the above system, we get
δx˙1 =− 2x1δx1 + δx2
δx˙2 =δx1 − 4x2δx2
(24)
The vector valued norm of the distance between any pair of trajectories of the
whole system assuming A as a diagonal matrix with all diagonal entries 1 as
‖δx‖2v =
[
δx21
δx22
]
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The rate of change of this vector valued norm can be obtained as
d
dt
(δx21) =− 4x1δx21 + 2δx1δx2
≤ (1− 4x1)δx21 + δx22
d
dt
(δx22) = δx
2
1 + δx
2
2 − 8x2δx22
≤ (1− 8x2)δx22 + δx21
Therefore, the comparison system of (23)
w˙1 = (1 − 4x1)w1 + w2
w˙2 = (1 − 8x2)w2 + w1
(25)
is quasimonotone nondecreasing in w and also it is convergent if x1 >
1
4
, x2 >
1
8
.
Therefore, from the Theorem 2, dvec(diag(ψ(t))2) < w(t) taking dvec(diag(δx0)
2) <
w0. The simulation results are shown in Fig.1.
Figure (1) Response of dvec(diag(δx1(t))
2), dvec(diag(δx2(t))
2), w1(t), w2(t)
with initial states dvec(diag(δx1(0))
2) = 1, dvec(diag(δx2(0))
2) = 1 and
w1(0) = 5, w2(0) = 5
Example 3 In this example, we consider the problem in Example 1 for n = 1
and without the assumption ρ1 ≥ 0, ρ2 ≥ 0. Then, the function F (w1, w2) of the
right hand side of the system of equation of the problem :
d
dt
w1 =− ρ1w1 + w2
ρ1
d
dt
w2 =|a1|w1 − (2p− |a1|
ρ1
− |a2|
ρ2
)w2
(26)
is not quasimonotone nondecreasing since the coefficient of w2 may possibly be
negative. For instance, if we take a1 = 1, a2 = 0, ρ1 = − 12 , ρ2 = 12 and p = 1.
The function on the right hand side of (21) becomes
F (w1, w2) =
[
1
2
w1 − 2w2
w1 − 4w2
]
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Note that this F is not quasimonotone nondecreasing w.r.t usual componentwise
ordering in R2. However, F is quasimonotone nondecreasing w.r.t the cone
K = {(w1, w2) ∈ R2+|w2 ≤ w1 ≤ 3w2}. Since,
(i) On the boundary w1 = w2, taking φ = (1,−1) ∈ K∗, 〈φ, (w1, w1)〉 =
〈(1,−1), (w1, w1)〉 = 0
and 〈φ, F (w1, w2)〉 = 〈(1,−1), (12w1 − 2w1, w1 − 4w1)〉
= 3
2
w1 ≥ 0, ∀w1 ≥ 0
(ii) On the boundary w1 = 3w2, taking φ = (1,−3), 〈φ, (3w2, w2)〉 = 0 and
〈φ, F (3w2, w2)〉 = 1(32w2 − 2w2)− 3(3w2 − 4w2)
= 5
2
w2 ≥ 0, ∀w2 ≥ 0.
5 Conclusion
A generalized vector contraction analysis framework utilizing the notion of vec-
tor distances for addressing convergence of trajectories of nonlinear dynamical
systems is presented in this paper. In particular, we derived comparison re-
sults employing the quasi-monotonicity property of the function for proving
convergence of the original dynamical system by comparing the solutions of the
auxiliary system and the original system. Furthermore, in order to overcome
the componentwise inequalities of vectors, the results are also derived in the
framework of the cone ordering. Illustration of the derived results is presented
by examples. Finally, from the derived results, it is able to show the convergence
of the nonlinear system by proving the convergence of the comparison system
without much less strict conditions.
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Appendix
Proof of Theorem 1.
Proof of (a) Norm Property.
(i) This property follows from the fact that for each i = 1, 2, · · · ,m, Di(δx) =
0⇐⇒ (δx1, δx2, · · · , δxn) = (0, 0, · · · , 0).
(ii) From the expression of Di(δx), we note that Di(c δx) = |c|Di(δx) for each
i = 1, 2, · · · ,m. Hence, ‖cδx‖v = |c| ‖δx‖v.
(iii) To prove this property, it suffice to prove that for each i = 1, 2, · · · ,m,
the i-th component ‖δx‖v has the property that Di(δx + δy) ≤ Di(δx) +
Di(δy) for all δx, δy ∈ Rn. Since every aij ≥ 0, we get from the Cauchy-
Schwarz inequality that
n∑
j=1
aij |δxj ||δyj | =
n∑
j=1
∣∣√aij δxj∣∣ ∣∣√aij δyj∣∣
≤
√√√√ n∑
j=1
√
aij δx
2
j
√√√√ n∑
j=1
√
aij δy
2
j .
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(Di(δx + δy))
2 =
n∑
j=1
aij (δxj + δyj)
2
≤
n∑
j=1
aij
(
δx2j + 2δxjδyj + δy
2
j
)
≤
n∑
j=1
aij δx
2
j + 2
n∑
j=1
aij |δxj | |δyj |+
n∑
j=1
aij δy
2
j
≤


√√√√ n∑
j=1
aij δx
2
j +
√√√√ n∑
j=1
aij δy
2
j


2
.
Therefore, Di(δx+ δy) ≤ Di(δx) +Di(δy).
Proof of (b) Convexity property. The proof is followed from the fact that the
ith component function Di(δx), being a norm in R
n, a convex function on R,
for each i = 1, 2, · · · , n.
Proof of (c) Locally-Lipschitzian property. For any i ∈ {1, 2, · · · , n}, the i-th
component function of F (δx) is
(Di(δx))
2 =
n∑
j=1
aijδx
2
j .
Note that the Hessian matrix of (Di(δx))
2 is the diagonal matrix diag(ai1, ai2, · · · , aim)
which is positive semi-definite as every aij ≥ 0. Hence, (Di(δx))2 is a convex
function on Rn. By the result in [14], for each i = 1, 2, · · · ,m, there exists a con-
stant ki > 0 such that
∣∣(Di(δx))2 − (Di(δy))2∣∣ ≤ ki‖δx−δy‖ for all δx, δy ∈ C.
Therefore, for any δx, δy in C,
‖F (δx) − F (δy)‖ =
√√√√ n∑
j=1
((D1(δx))2 − (D1(δy))2)2
=
√
k21 + k
2
2 + · · ·+ k2m ‖δx− δy‖.
The result follows by letting k =
√
k21 + k
2
2 + · · ·+ k2m.
Proof of (d) Differentiability. Let h = (h1, h2, · · · , hn)T . The result is followed
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by the following limit:
lim
h→0
1
‖h‖ ‖F (δx+ h)− F (δx) − 2 A δx h‖
= lim
h→0
1
‖h‖
∥∥A(δx+ h)2 −A(δx)2 − 2 A δx h∥∥
= lim
h→0
1
‖h‖
∥∥∥A [h21, h22, · · · , h2n]T
∥∥∥
= lim
h→0
∥∥∥∥∥A
[
h21
‖h‖ ,
h22
‖h‖ , · · · ,
h2n
‖h‖
]T∥∥∥∥∥
= 0.
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