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ABSTRACT
In spite of making a small contribution to total protoplanetary disk mass, dust affects the disk temper-
ature by controlling absorption of starlight. As grains grow from their initial ISM-like size distribution,
settling depletes the disk’s upper layers of dust and decreases the optical depth, cooling the interior.
Here we investigate the effect of collisional growth of dust grains and their dynamics on the ther-
mal and optical profile of the disk, and explore the possibility that cooling induced by grain growth
and settling could lead to gravitational instability. We develop a Monte Carlo dust collision model
with a weighting technique and allow particles to collisionally evolve through sticking and fragmen-
tation, along with vertical settling and turbulent mixing. We explore two disk models, the MMEN
(minimum-mass extrasolar nebula), and a “heavy” disk with higher surface density than the MMEN,
and perform simulations for both constant and spatially variable turbulence efficiency profile α(R, z).
We then calculate mean wavelength-dependent opacities for the evolving disks and perform radiative
transfer to calculate the temperature profile T (R, z). Finally, we calculate the Toomre Q parameter,
a measure of the disk’s stability against self-gravity, for each disk model after it reaches a steady state
dust-size distribution. We find that even weak turbulence can keep sub-micron sized particles stirred
in the disk’s upper layer, affecting its optical and thermal profiles, and the growth of large particles
in the midplane can make a massive disk optically thick at millimeter wavelengths, making it difficult
to calculate the surface density of dust available for planet formation in the inner disk. Also, for
an initially massive disk, grain settling and growth can produce a drop in the Toomre Q parameter,
driving the disk to Q < 1.4 and possibly triggering spiral instabilities.
1. INTRODUCTION
While most planets form “bottom-up” from dust par-
ticles accumulating into pebbles, planetesimals, and then
solid cores (Lissauer & Stewart 1993; Pollack et al. 1996;
Morbidelli et al. 2012), some massive giant planets and
brown dwarfs may form by top-down collapse in frag-
menting protostellar disks (Kratter & Lodato 2016; Boss
1997). Despite inferred low disk masses (Andrews et al.
2013; Ansdell et al. 2016; Pascucci et al. 2016) and strin-
gent cooling requirements for fragmentation (Gammie
2001; Boley & Durisen 2006; Stamatellos & Whitworth
2008, 2009) observational evidence has been emerging
that suggests some disks are gravitationally unstable
(Kwon et al. 2011; Jin et al. 2016; Pe´rez et al. 2016; Tobin
et al. 2016). Furthermore, disk masses may be substan-
tially underestimated due to the assumed value of the
gas-to-dust ratio (Bergin et al. 2013; McClure et al. 2016;
Miotello et al. 2017; Tsukamoto et al. 2017; Yu et al.
2017), and the companion mass-ratio distribution for B-
and A-type primaries is separation-dependent, suggest-
ing that close companions may originate in circumpri-
mary disks rather than cloud core fragments (Gullikson
et al. 2016). Evidence that instability and fragmentation
are taking place in at least a few astrophysical systems
gives theorists a mandate to identify plausible ways to
trigger them, at least in disks with high gas masses.
Disk cooling, which must occur on dynamical
timescales for fragments to form (Gammie 2001), is reg-
ulated by opacity (Cai et al. 2006; Boley et al. 2010a;
Cossins et al. 2010; Podolak et al. 2011; Lin & Kratter
2016). The odds of fragmentation increase when the disk
becomes optically thin to its own thermal radiation, al-
lowing it to cool quickly (Meru & Bate 2010). Grain
growth, which significantly lowers disk opacity, proceeds
rapidly: even some Class 0 YSOs, which have ages un-
der 200,000 years (Enoch et al. 2009), show some degree
of dust growth via the core-shine effect (Steinacker et al.
2010, 2015), or have non-ISM spectral indices (Jørgensen
et al. 2007; Ricci et al. 2010; Chiang et al. 2012). As disks
evolve, the largest observed (or inferred) grain sizes in-
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2crease from millimeter in the Class-I phase (Miotello et
al. 2014) to centimeter in the T-Tauri phase (Pe´rez et al.
2012, 2015; Tazzari et al. 2016). Here we examine the ex-
tent to which grain growth alone—with no other triggers
such as infall—can alter a disk’s gravitational stability
to axisymmetric perturbations.
The effect of self-gravity in a protoplanetary disk is
multifaceted. Apart from implications for planet for-
mation, gravitational instability (GI) can contribute to
angular momentum transport by producing turbulent
stresses (Gammie 2001; Baehr et al. 2017). Our work
thus also helps address the broader question of how dust
can affect gas dynamics in disks.
This paper is organized as follows: In §2 we discuss
our models of the gas disk and dust sub-disk. In §3 we
describe our prescription for collision speeds and out-
comes. §4 explains our Monte Carlo method for simu-
lating dust growth and settling, while in §5 we present
results from each disk model. In §6 we describe our
opacity-calculation method and radiative transfer sim-
ulations, and in §7 we discuss the implications of our
results for opacities, thermal profiles and disk instability,
and examine the limitations of our model. We present
our conclusions in §8.
2. DISK MODEL: GAS AND DUST
We describe our disk models that are used for dust
growth and settling calculations. All the key quantities
are summarized in Table 1. The central star is assumed
to be a pre-main-sequence classical T-Tauri star with a
mass M? = 0.95M. In all our simulations, the disk is
represented in a cylindrical coordinate system (R,φ, z)
with R being the distance from the central star and z
the height above the midplane. We assume that the disk
is axisymmetric and vertically symmetric with respect to
its midplane. We make a 1 + 1D disk model in (R, z) by
decoupling the radial and vertical dimensions and sim-
ulating every vertical column independently. Here we
do not perform gas evolution; the dust evolves against
the background of a fixed gas disk with turbulent speeds
specified analytically (§2.2). We assume the gas and dust
temperatures are equal, with the dust opacity regulating
the radiative transfer.
We are primarily focused on an accurate temperature
structure, which plays a significant role in determining
the Toomre-Q, a measure of stability against self-gravity
(Toomre 1964):
Q =
csΩ
piGΣg
. (1)
In Equation 1, cs is the local sound speed, Ω is the local
angular frequency, and Σg is the gas surface density. The
parameter Q is the measure of stability of the disk under
self-gravity against thermal and shear effects. Theoreti-
cally Q = 1 is the exact threshold in the linear stability
analysis for axisymmetric perturbations. However, for
non-axisymmetric perturbations the critical value for Q
is slightly higher than 1 and the instability gives rise
to spiral modes instead of ring-like structure (e.g. Pa-
paloizou & Savonije 1991; Nelson et al. 1998; Mayer et
al. 2002; Johnson & Gammie 2003; Pickett et al. 2003).
Nelson et al. (1998) reported the value of Q = 1.5 for the
onset of spiral instabilities, while isothermal simulations
by Johnson & Gammie (2003) achieved fragmentation
at Q = 1.4. Similarly the SPH simulations by Mayer
et al. (2002) find the growth of a two-armed mode un-
til fragmentation takes place at Q = 1.4. In this paper
we shall use the value 1.4 as the critical value of Q for
which instability sets in. However, we caution that the
disk’s vertical thickness, which mimics a pressure term,
may also provide support against self-gravity, lowering
the threshold value to Q ∼ 0.7 (Kratter & Lodato 2016;
Baehr et al. 2017).
Two important assumptions of our model are:
1. Although the disk is turbulent and the turbulent
speeds help determine the particle collision speeds,
we do not include viscous heating: we assume stel-
lar illumination is the dominant heat source (e.g.
Yu et al. 2016).
2. We assume no radial drift for the dust particles.
For the parameters we consider here, the radial
drift timescale is long compared to the growth and
settling timescales of dust grains.
2.1. The Gas Disk
To construct our disk models at t = 0, we assume a
power law temperature profile in the radial direction as
T (R) = 280×
(
R
1au
)−1/2
. (2)
We also assume that each vertical column is isothermal
at t = 0. The isothermal assumption is used only to
generate the initial setup; after the simulation is initi-
ated, the temperature profile of the disk is governed by
the evolving dust opacity. Assuming vertical hydrostatic
equilibrium, we write the gas density profile as
ρg (R, z) = ρ0 (R) e
−(z2/2h2g) (3)
where ρ0 (R) = Σg/
√
2pih is the midplane density and hg
is the local gas scale height, given by
hg = cs/Ω, (4)
where Ω is the Keplerian angular speed and cs =
(kbT/µmp)
1/2 is the local isothermal sound speed with kb
the Boltzmann constant, µ the mean molecular weight,
taken as 2.33, and mp the proton mass.
We investigate the gravitational stability of two dif-
ferent disk models and use an additional model for code
3tests. The minimum-mass solar nebula (MMSN; Hayashi
1981) is our test laboratory; we conducted simulations
to compare with literature results, but mention a priori
that grain growth and settling cannot trigger instability
in the low-mass MMSN. For science simulations we adopt
the minimum-mass extrasolar nebula (MMEN; Chiang &
Laughlin 2013), which is substantially heavier than the
MMSN but has the same surface density power law in-
dex. The model surface densities are as follow:
Σg(R)∼ 1.7× 103
(
R
1au
)−3/2
g cm−2 (MMSN) (5)
Σg(R) ∼ 104
(
R
1au
)−3/2
g cm−2 (MMEN), (6)
where Σg(R) is the surface density at radius R (see Table
2 for variable definitions). Finally, we simulate a heavy
disk model which is only marginally stable at t = 0 with
the surface density profile
Σg(R) ∼ 1.5× 104
(
R
1au
)−3/2
g cm−2. (7)
In the text, test simulations of the MMSN are identi-
fied by ‘T’ and those of the MMEN by ‘F’ (see Table
2, which lists the simulations performed for this paper).
The heavy disk model is named H1. The surface den-
sity profiles (Σg(R)) for all disk models are shown in the
figure 1. We simulate a radial range of Rmin = 0.1 au
to Rmax = 75 au. With these radial extent, the disk
masses are approximately 0.018, 0.12 and 0.18 M for
MMSN, MMEN and H1 respectively. In the vertical di-
rection, we extend the grid to 4hg above the midplane in
each radial grid zone; we ignore regions with z > 4hg as
dust density above that height is less than 0.1% of that
in the midplane even at t = 0. The 40 radial zones are
equispaced in log(R), and function independently: par-
ticles do not move between vertical columns due to the
omission of radial drift. We divide each column into 32
cells equispaced in z, 8 cells per scale height. The typical
mass accretion rates (M˙) for MMSN and MMEN mod-
els, calculated according to the classical accretion theory
(Hartmann et al. 1998), are also shown in figure 1.
2.2. Turbulence Efficiency (α)
It is believed that a protoplanetary nebula is turbu-
lent due to several proposed hydrodynamic (Lovelace
et al. 1999; Lyra 2014; Nelson et al. 2013; Marcus et
al. 2015) and magneto-hydrodynamic (Balbus & Hawley
1991; Turner et al. 2014) instabilities. However, we as-
sume that the magnetorotational instability (MRI) is the
source of turbulence in all our disk models. For our first
set of simulations (T1, T2, T3, and F1 - F6) we follow
the spatially uniform α viscosity prescription (Shakura
& Sunyaev 1973)
ν = αcshg, (8)
where ν is the turbulent viscosity. For simulations with
variable α(R, z) (T4, F7, F8 and H1), we simulate a disk
with layered accretion (e.g. Gammie 1996). MHD tur-
bulence depends on how the gas is coupled to the mag-
netic field, which strongly depends on the degree of ion-
ization. For simulations with variable α, we adopt the
ionization prescription of Landry et al. (2013), who con-
sider cosmic rays, stellar X-rays and radionuclides as the
ionization sources. The model first calculates the equi-
librium abundances of charged species by solving a sim-
plified set of chemical reactions, including grain surface
reactions and the metal atoms’ adsorption and desorp-
tion on the grains, adopted from Ilgner & Nelson (2006).
In the regime where recombination mostly occurs on the
grain surface, the simplified model gives similar results
to a detailed chemical model. Subsequently, the Ohmic
(ηO) and ambipolar (ηA) diffusivities are calculated and
α(R, z) is computed. The minimum turbulent efficiency,
αmin, due to large scale fields in the dead zone, is taken
as 10−5 (Turner et al. 2007). For details of how we com-
pute the spatially non-uniform α profile see Landry et al.
(2013). We note that hydrodynamic instabilities can pro-
vide viscosity even in magnetically inactive regions (Lyra
2014; Nelson et al. 2013). These instabilities can main-
tain a higher value of α which will affect the global dust
evolution in the disk. To test how higher αmin affects the
size distribution, we have chosen one model (F8) with a
minimum value for α = 10−4 at the midplane.
After the initial calculation of turbulence efficiencies,
we do not evolve the α(R, z) profile with time in the
course of our simulations. The initial prescription from
Landry et al. (2013) assumes a nominal 1µm grain size.
Due to grain growth and settling, the gas-to-solid ratio
decreases at the midplane by almost an order of mag-
nitude from its initial value. This evolving gas-to-solid
ratio would alter the height of the dead-zone above the
midplane as the disk evolves. Okuzumi et al. (2012)
have found a similar trend with their grain evolution
model in which the dead-zone initially shrinks, with
its upper boundary contracting towards the midplane,
and then extends vertically again. We note that for a
self-consistent treatment, varying α(R, z) and hence the
thickness of the dead-zone would be necessary. We leave
the improved α(R, z) prescription for future work.
2.3. The Dust Distribution at t = 0
Dust grains in the disk experience an aerodynamic drag
which plays a significant role in setting their collision
speeds. The coupling between gas and dust is defined by
the friction time-scale, tfric, which is the ratio of the par-
ticle momentum to the drag force and gives an estimate
of the time required to change the relative velocity be-
tween gas and dust substantially. The friction time-scale
410 20 30 40 50 60 70
R (au)
0
1
2
3
4
5
lo
g
1
0
Σ
(R
) 
(g
 c
m
−2
)
Σg: MMSN
Σg: MMEN
Σg: H1
10 20 30 40 50 60 70
R (au)
11.0
10.5
10.0
9.5
9.0
8.5
8.0
7.5
7.0
lo
g
1
0
M˙
 (
M
¯ 
y
r−
1
)
M˙MMSN :α= 10
−3
M˙MMSN :α= 10
−4
M˙MMSN :α= 10
−5
M˙MMEN :α= 10
−3
M˙MMEN :α= 10
−4
M˙MMEN :α= 10
−5
Figure 1: Left: Surface density profile for the disk models: MMSN, MMEN and H1. The black horizontal line
corresponds to Σg = 20 g cm
−2 which is the surface density threshold at the outer edge of the dead-zone. As can be
seen from the plot, the surface density is more than 20 g cm−2 out to ∼ 65 au for the MMEN model. For H1 model
the surface density is more than the threshold for the full radial extent of our simulations. Right: The mass accretion
rates with constant α = 10−3, 10−4, and 10−5 respectively for MMSN (red) and MMEN (green) disk models.
is
tfric =

ρm
ρg
a
cs
, if a 6 94λmfp, (9)
8
3
ρm
ρg
a
CDvdm
, otherwise. (10)
Equation 9 applies in the Epstein regime for the small
grain size limit and equation 10 applies in the Stokes
regime for the particle size of a > (9/4)λmfp, where λmfp
is the mean free path of gas molecules. Here, ρm is the
material density of dust grains, vdm is the relative veloc-
ity between dust and gas, and CD is the drag coefficient
which depends on the Reynolds number. We select the
dependence appropriate for spherical grains.
For better comparison of the coupling for particles of
different size and gas density, the dimensionless Stokes
number is defined as
St = tfricΩ. (11)
Particles with Stokes number unity come to match the
gas velocity in one local orbital period. For a wide range
of gas densities, sub-micron dust grains have St 1 and
hence come quickly to rest in the gas reference frame.
The dust scale height (hd) in a turbulent protoplane-
tary nebula can be calculated following Dubrulle et al.
(1995) and Youdin & Lithwick (2007):
hd = hg
(
1 +
St
α
)−1/2
(12)
For tightly coupled particles with St  1, hd ≈ hg and
we approximate the dust scale height by that of the gas
at t = 0. To model the dust size distribution at t = 0, we
adopt a grain-size distribution with an MRN (Mathis et
al. 1977) power-law index, N(a) ∝ a−3.5 whereN(a) da is
the number of dust particles of radii between [a, a+ da].
We consider that the dust grains already grow beyond the
ISM size in the molecular cloud phase (Suttner & Yorke
2001) and adopt the maximum and minimum size of the
dust size distribution at t = 0 as amax = 1.0µm and
amin = 0.1µm. To begin our grain growth and settling
simulation, we make two assumptions:
1. Gas and dust of all sizes are dynamically coupled
and well mixed at t = 0, with Stt=0  1 (this will
not be true at later times);
2. The dust-to-gas mass ratio is η = 0.01, similar to
the interstellar medium (ISM).
3. DUST EVOLUTION MODEL
The main objective of this work is to obtain the disk
temperature profile, which is controlled by the dust opac-
ity. To simulate dust evolution, we introduce a hybrid
model in which the collisional dust growth is imple-
mented through a weighted Monte Carlo method along
with a Lagrangian Monte Carlo prescription for vertical
settling and diffusion.
3.1. Collision Model
The outcome of a model collision between two dust
particles in a protoplanetary environment has many pos-
sibilities according to laboratory experiments. On the
experimental side, Gu¨ttler et al. (2010) presented 19 pos-
sible collisional outcomes for particles with various mass
ratios, speeds, and porosities. However, it is prohibitively
5Table 1: Variables used in theoretical modeling
Variable Meaning
cs local isothermal sound speed
Σg gas surface density
κ epicyclic frequency
Ω Keplerian frequency
R orbital distance from central star
α turbulence strength
M? stellar mass (mass of central star)
ρg gas volume density
ρd dust volume density
ρm material density of dust
hg local gas pressure scale height
hd dust scale height
a radius of dust particles
η dust to gas mass ratio
tfric friction/stopping time
vrel relative velocity of collision
vfrag fragmentation threshold velocity
vdm relative speed of dust grains and gas molecules
Vg gas dispersion velocity
λmfp mean free path
St Stokes number
ξ fragmentation power law index
Dg gas diffusion coefficient
Dd dust diffusion coefficient
κλ monochromatic opacity
〈κ〉ρd density weighted opacity
tη smallest eddy turnover time
tL largest eddy turnover time
Re Reynolds number
λ wavelength of photon radiation
computationally expensive to include all possibilities in
a global disk model. For simplicity, we adopt a colli-
sional model that includes only sticking and fragmenta-
tion. We treat collisions as a binary process, identifying
the smaller mass as the projectile (mp) and the bigger
mass as the target (mt). The collision outcome is deter-
mined by the relative velocity (see §3.2 for a description
of our velocity computation). If the particles collide with
a velocity less than a threshold velocity vfrag, they stick
and form a new particle with mass mfinal = mp + mt.
When vrel > vfrag, the collision results in fragmentation.
As particles grow by sticking, their eddy-crossing times
drop, leading to lower coupling with the gas and higher
collision speeds (Ormel & Cuzzi 2007b). When the col-
lision speed reaches vfrag, instead of sticking, both par-
ticles fragment. For such an event the combined mass
of the target and the projectile is made to follow a mass
distribution f(m) dm ∝ m−ξ dm with ξ being the frag-
mentation distribution power law index. Here we adopt
Table 2: Simulations Performed
Simulation Σ(R) vfrag
α Mdisk/M? αmin
Name profile cm s−2
T1a MMSN 10−3 100 0.018 · · ·
T2a MMSN 10−4 100 0.018 · · ·
T3a MMSN 10−5 100 0.018 · · ·
T4a MMSN variable 100 0.018 10−5
F1 MMEN 10−3 50 0.12 · · ·
F2 MMEN 10−4 50 0.12 · · ·
F3 MMEN 10−5 50 0.12 · · ·
F4 MMEN 10−3 100 0.12 · · ·
F5 MMEN 10−4 100 0.12 · · ·
F6 MMEN 10−5 100 0.12 · · ·
F7 MMEN variable 100 0.12 10−5
F8 MMEN variable 100 0.12 10−4
H1 equation 7 variable 100 0.18 10−5
Note—Science simulation set: Two different disk surface density
profiles with α = 10−3, 10−4, 10−5 and variable.
aCode test
ξ = 11/6 (Windmark et al. 2012b; Dra¸z˙kowska et al.
2014; Krijt & Ciesla 2016), though we note that some
experiments predict a shallower fragment size distribu-
tion with ξ = 9/8 (Blum & Wurm 2000; Gu¨ttler et al.
2010). The smallest fragments are monomers of 0.1µm.
The largest body in the fragment mass distribution is set
equal to the target mass as in Dra¸z˙kowska et al. (2014)
(personal communication).
We note that setting the mass of the largest particle
of the fragmenting distribution equal to that of the tar-
get is equivalent to assuming that the target is immune
to fragmentation. Laboratory experiments, in fact, show
that the mass of the largest fragment is dependent on
the collision velocity (Gu¨ttler et al. 2010). However, in
our Monte Carlo collision model (see §4 below) the mass
contained in each bin is updated after each collision. As
in the case of a fragmentation event, the total mass of the
target and the projectile is distributed in a power-law dis-
tribution, after each fragmentation event the fractional
contribution from the bin containing the target gets re-
duced. Moreover, mass-transfer, where a fraction of the
projectile mass is transferred to the target, can extend
the size distribution beyond the fragmentation barrier
(Windmark et al. 2012a; Dra¸z˙kowska et al. 2013; Estrada
et al. 2016). Traditionally, mass transfer is thought to be
a possible way to overcome growth barrier (Windmark
et al. 2012a; Dra¸z˙kowska et al. 2013) and planetesimal
formation through collisional growth. As the primary
objective of this paper is not the formation of planetes-
imals and we do not run our simulations for extended
timescales over which growth of solid bodies upto sev-
eral meters would be relevant, we chose not to include
6mass transfer in our model.
We note that other collisional outcomes besides stick-
ing and fragmentation are physically possible, most no-
tably bouncing, erosion and mass-transfer. Inclusion of
bouncing in the model slows down the growth process
and the growth timescale may even become comparable
to the timescale for radial drift (Estrada et al. 2016),
which is not included in our model yet. Furthermore,
bouncing effect restricts the growth of particle (Wind-
mark et al. 2012a) restricting the maximum Stokes num-
ber of the evolving size distribution (See figure 2 of
Estrada et al. 2016). Inclusion of mass transfer helps
dust particles to grow indefinitely and is considered a
possible pathway to planetesimal formation (Dra¸z˙kowska
et al. 2013) if drift is neglected. Estrada et al. (2016),
on the other hand, have shown that under more realis-
tic conditions where radial drift is included, the effect of
mass-transfer is limited. Given that the primary objec-
tive of this work is to examine how the disk’s temperature
profile responds to grain growth and settling, and grains
of size similar to the peak wavelengths of star and disk
emission control the temperature structure, we do not in-
clude the mass transfer/planetesimal formation pathway.
Furthermore, although target erosion is the most likely
outcome of high-speed collisions between particles of sig-
nificantly different masses (e.g. Windmark et al. 2012a),
we neglect erosion due to computational constraints. In-
stead, we assume that all collisions with vrel > vfrag lead
to fragmentation, as in the “SF” simulations of Wind-
mark et al. (2012b). We also assume that the dust par-
ticles remain compact spheres throughout their growth
and fragmentation.
To ensure accuracy, we have tested our code by com-
puting a steady-state particle size distribution in a sin-
gle grid zone with parameters matching Windmark et
al. (2012b), and a vertically averaged steady-state size
distribution at a single distance from the star with pa-
rameters matching Dra¸z˙kowska et al. (2014). Appendix
A.1 compares our results against the literature results
and explains how our code conserves the dust mass.
3.2. Collision Velocity
We consider five different contributions to the particle
relative velocity (see figure 2): Brownian motion (δvB),
turbulent motion (δvt), vertical settling (δvz), radial drift
(δvr) and azimuthal motion (δvφ). The relative velocity
of collision is calculated as
vrel =
√∑
δv2i , (13)
where i represents each of the five velocity contributions
mentioned above. Our simulations are azimuthally sym-
metric and we do not allow particles to move between
radial grid zones. However, we include δvr and δvφ con-
tributions to vrel to improve the accuracy of our collision
Figure 2: The relative velocity between different parti-
cle sizes (equation 13) with contributions from Brownian
motion, turbulence, settling, radial and azimuthal drift
as mentioned in section §3.2. The velocity profile is plot-
ted for Σg = 330g cm
−2, η = 0.01, T = 115K, and
α = 10−3 at a distance 3 au from the central star. Pa-
rameters listed above are directly taken from Windmark
et al. (2012a); see their Figure 6.
outcomes. Although it may seem physically inconsistent
to include δvr in the velocity calculation while forbidding
radial motion in our grid, consistent with the findings of
Estrada et al. (2016), δvr and δvφ contribute significantly
to collision velocities only for a > 10 cm which is rare
in our simulations, and radial drift is important over a
timescale much larger than where we found our steady
states. (Also, see the discussion of our code’s limitations
in §7.)
For the smallest particles, Brownian motion is
the dominant contribution to vrel, giving δvB =√
[8kT (mp +m2)/(pimpmt)] (where k is the Boltzmann
constant). The collision velocities of dust particles with
radii beyond a few µm are dominated by the gas turbu-
lence. To calculate δvt, we follow the closed-form velocity
prescription of Ormel & Cuzzi (2007b) (their equations
26, 28 and 29). §3.3 describes our algorithm for comput-
ing δvz. We compute δvr and δvφ using equations 6, 7,
and 18 of Okuzumi et al. (2012).
3.3. Vertical Dust Transport
Vertical dust settling plays a significant role in deter-
mining the dust abundance as a function of height, which
in turn affects the collision frequency, grain size distri-
bution, and opacity. The continuity equation for vertical
dust dynamics in 1D is
∂tρd + ∂zF = 0 (14)
7where F , the total diffusive flux of dust particles in
g cm−2 s−1, is composed of three components: vertical
settling due to stellar gravity, diffusion of dust towards
density maxima, and stirring of dust by gas turbulence.
To model all three processes we follow the prescription
given by Charnoz et al. (2011) with the addition of a set-
tling term in their equation 22. We compute the distance
over which a particle settles by selecting randomly from
a Gaussian distribution with
µ = ∆zs +
[
Dd
ρg
∂zρg + ∂zDd(z)
]
δt (15)
σ2 = 2Dd(z)δt+ [(∂zDd)δt]
2
. (16)
In Equation 16, the dust diffusion coefficient (given by
Youdin & Lithwick (2007)) is
Dd =
ν
1 + St2
, (17)
with ν defined by Equation 8. ∆zs is the mean distance
dust particles move in time δt due to the vertical com-
ponent of stellar gravity as mean field:
∆zs = vzδt =
a
cs
ρm
ρg
Ω2zδt = tfricΩ
2zδt, (18)
where vz is the settling speed of the dust particle. The
second term in equation 15 is a correction term for the net
diffusive flux Dd/ρg ×∇ρg of dust particles, directed to-
wards higher density region and induced by the non-zero
gradient in gas density. This is a systematic velocity term
that captures the effect of non-homogeneous diffusion in
the presence of a non-uniform gas density distribution
(See equation 18 of Dra¸z˙kowska et al. (2013)). The last
terms in equations 15 and 16 arise due to variations in
the dust diffusion coefficient Dd. The first term in σ
2,
2Ddδt, comes from turbulent diffusion and is responsible
for particle stirring. See Figure 3 for a schematic of the
contributions to particle vertical speeds. We discuss the
calculation of settling timestep δt in §5. We note that
equation 12 also gives an approximation to the steady
state dust scale height (See appendix A.1) and has been
used for our initial setup. Estrada et al. (2016) use the
same prescription (equation 12) for dust scale height to
distribute solids in the vertical direction which extends
their model to 1 + 1D from a 1D gas diffusion model.
This method works perfectly fine as the vertical diffusion
timescale is small compared to the inward drift timescale.
However, Mulders & Dominik (2012) showed that the
midplane approach of equation 12 from Dubrulle et al.
(1995) estimates a higher dust abundance towards the
disk surface compared to the abundance obtained using
local gas parameters. Hence, to compute a more realistic
vertical structure in our disk models with layered accre-
tion, parameters such as Stokes number for individual
∆  z
µ
σ
Towards Surface Towards Midplane
Figure 3: A schematic of the settling algorithm imple-
mented in our work. The vertical dashed black line is the
height of middle of the cell the particle inhabits. Before
each settling step, dust particles of radius a are spread
from the top to the bottom of the vertical column accord-
ing to the background dust distribution. The particle of
size a is then redistributed according to the prescription
given by Equations 15 and 16 (solid blue line). Red lines
mark boundaries between cells, and the shaded region
shows the probability that the particle will be moved
from the original cell to that particular cell. A similar
Gaussian exists for each of the Ns dummy particle used
in the settling algorithm.
particles are calculated locally. Thus, the prescription
from Charnoz et al. (2011) gives a more accurate result.
4. MONTE CARLO DUST-GROWTH MODEL
Collisional dust growth and dynamics in a planet form-
ing disk are generally modeled by either solving Smolu-
chowski’s equation (Nakagawa et al. 1981; Birnstiel et
al. 2010a) or with a Monte Carlo simulation (Ormel &
Spaans 2008; Zsom & Dullemond 2008), or using mo-
ment of the dust distribution (Estrada & Cuzzi 2008).
Although Smoluchowski’s method is numerically less ex-
pensive, implementation with low resolution can lead
to unphysical growth of dust particles (Ohtsuki et al.
1990; Dra¸z˙kowska et al. 2014). Dra¸z˙kowska et al. (2014)
showed in a comparative study that Monte Carlo tech-
niques are not as sensitive to resolution in the particle
size distribution. However, for simulating dust behavior
throughout the disk over 10 kyr timescales, Monte Carlo
methods can be computationally expensive. They also
lack the dynamical range that can be easily achieved by
Smoluchowski’s method. Here we present a new Monte
Carlo model which is fast and can achieve a larger dy-
namical range by using a weighting technique. The
schematic plot of our algorithm is shown in Figure 4,
and the key quantities are listed in Table 3.
4.1. Selecting Collision Pairs
We start by dividing the total mass range of dust
grains in each grid zone into NH equally spaced loga-
8Figure 4: A pictorial depiction of the numerical algorithm implemented in this work. In this work, the gas density is
held constant and we do not update the gas scale height of the disk through the course of our simulations.
rithmic histogram bins. At any given instant t, N par-
ticles are drawn randomly from the particle mass distri-
bution in that grid zone. We found converged results for
N = 60000 and adopted that value for the simulations
presented here. We denote the first array of Monte Carlo
particles in any given grid zone by subscript ‘q’. (Below
we will describe the selection of a second set of Monte
Carlo particles in each grid cell to serve as potential col-
lision partners.) If Ni is the number of particles drawn
from the ith bin in the particle mass distribution, we have
NH∑
i=1
Ni = N. (19)
Given that ρd,i is the dust mass per unit disk volume
represented by bin i in the mass distribution and logmi
is the value of logm at the center of ith bin. The number
density of particles per cm3 contributed by bin i is nd,i =
ρd,i/mi. Finally,
nd,i = find, (20)
where nd is the total number density of the dust grains of
all masses in the grid cell and fi is the fractional abun-
dance of dust grains of mass mi, such that
NH∑
i=1
fi = 1. (21)
In the same timestep and grid cell, another N particles,
denoted by subscript ‘k’, are drawn randomly from the
same particle mass distribution to be the possible colli-
sion partners. The dust mass distribution after a partic-
ular timestep is determined by the outcome of a collision
chosen from these N particle pairs (see §3.1). Unlike
Ormel et al. (2007a) or Zsom & Dullemond (2008), we
Table 3: Variables used in numerical algorithm
Variable Meaning
NH number of bins in mass histogram
N number of Monte Carlo particles used in each grid zone
mi mass at the center of i
th bin of mass histogram
Ni number of particles from i
th bin of mass histogram
nd,i number density of particles in i
th bin of mass distribution
nd total dust number density including particles of all masses
fi fractional of particles in i
th bin of mass histogram
Mtotal total dust mass in a grid cell
wi statistical weight of i
th bin of mass histogram
Ns number of Monte Carlo particles used in settling
δt dust evolution timestep
δtsettle settling timestep
∆t radiative transfer timestep
only partially trace the evolution of a specific set of par-
ticles over time (See §4.2).
During the random selection of sets q and k of potential
colliders, the number of particles we draw from each mass
bin is fiN , unless particles of mass mi are rare enough
that fiN < 1. Here we introduce a weighting scheme to
make sure that the rare particles are not lost from the
simulation, as a few large particles may dramatically al-
ter the particle mass distribution by sweeping up smaller
grains (e.g. Windmark et al. 2012a). From the particle
mass bins with fiN < 1, a single particle is randomly se-
lected from each bin’s mass range and a weight wi = fiN
is assigned to that particle. For particles drawn from bins
with fiN > 1, wi = 1. The weight can be interpreted as
a fraction of the particle that truly exist in the distribu-
tion. After picking the selected number of particles from
each bin, the order of particles in the two arrays q and k
9is randomized.
In each grid zone, for each timestep, we allow only one
collision to proceed successfully. For each particle in set
q, collisions with its partner in set k proceed at rate
Pk = nkσqkδvqk, (22)
collisions per second, where σqk is the collision cross-
section pi(rq + rk)
2. The relative collision velocity δvqk
is calculated according to the prescription outlined in
section 3.2. The number density nk, reperesented by the
kth particle, is:
nk =
nd,i
Ni
=
find
Ni
, (23)
where i is the mass bin corresponding to particle k. At
this point, we choose a single pair of particles from N
possible collision pairs from the distribution of Pk ob-
tained from equation 22 by using a single random num-
ber drawn from a uniform distribution between 0 and 1.
At any particular step only a single collision is allowed
and the corresponding time is updated by the method
explained in §4.5.
For a sticking event between two particles of masses
mq and mk, the final mass is set as wqmq + wkmk and
is transferred to the bin containing mass mq +mk. Sim-
ilarly, for a fragmentation event, the total mass put into
the size distribution of fragments is wqmq + wkmk. Af-
ter the collision, a new particle mass distribution is cal-
culated. For the next timestep, the mass distribution is
again transformed into number density space using Equa-
tions 19-21 and the new sets q and k are selected to again
make N particle pairs.
4.2. A Two-Step Random Selection
The model presented here consists of repeated sam-
pling of the size distribution to select particles and their
collision partners. In the process of collisional growth,
before the fragmenting threshold velocity is reached, the
bins towards the higher mass end of the distribution con-
tribute single particles to the total population of N parti-
cles. It is not always guaranteed that the single particle
will be picked during random sampling and hence the
growth can be hindered artificially. To circumvent this
problem, the random selection is done in a two-step pro-
cess. First, the number of particles to be selected from
each bin is calculated according to Equations 19 and 20
(See §4.1). Next, after ensuring the right number of par-
ticles are drawn from each bin, the array of particles is
randomized. The same process is followed for the selec-
tion of collision partners as well.
4.3. Mass Conservation
One important part of our code is ensuring mass con-
servation locally and in each vertical column (recall that
particles are not allowed to migrate radially between
columns). Mass is conserved during collisions, but may
be lost or gained in numerical noise when computing the
particle mass histogram after each timestep. Mass loss is
more likely, since the largest and rarest particles contain
the bulk of the mass: at the large end of the size dis-
tribution, the difference between the maximum mass in
a histogram bin and the bin center can be a significant
fraction of the total particle mass in the grid zone. We
conserve mass in our simulation by updating the total
number density nd in each grid zone after each timestep.
The number density change is
nd ← Mtotal∑
imifi
, (24)
ensuring that each mass histogram bin will contain the
correct fraction of the grid zone’s total mass. No bin
mi can then lose mass by dropping a particle near its
upper mass boundary. This allows us to conserve mass
to almost the machine precision.
4.4. Artificial Oscillation & Partial Particle Tracking
The imposed mass conservation can cause artificial os-
cillation in the number of particles at the smaller sizes in
the dust-mass spectrum. Given that the masses of the
bigger particles are not necessarily equal to the respec-
tive bin center masses, using equation 24 would force the
total number of small particles to change to accommo-
date a single large particle’s shift to the bin center. We
remove the oscillations by retaining the same individ-
ual particles between timesteps in the low-statistics bins
instead of subsuming them into the new particle mass
histogram calculated at the end of each timestep. This
technique helps to track the dust growth in a more ac-
curate way. For this work, we tracked particles from any
bin contributing less than 10 particles and this number
is kept constant throughout the simulations.
4.5. Calculating the Timestep Between Collisions
After finding the successful collision in each grid zone,
the next step in our simulation is to calculate the
timestep δt. Codes that follow the kinetic Monte Carlo
method set δt by first computing the Ptotal, the total
collision rate from all N(N − 1)/2 possible particle pairs
from sets q and k; then using a random number r selected
from uniform distribution, calculate
δt = − 1
Ptotal
ln(r) (25)
(e.g. Gillespie 1975; Ormel et al. 2007a; Zsom & Dulle-
mond 2008).
It is evident that in our method it is not possible to
calculate the time evolution following Equation 25 as we
do not calculate the rates for all N(N − 1)/2 possible
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pairs while selecting the successful collision at any step.
Instead, we implement a matrix partitioning method
in which the particles are first binned in the mass his-
togram. We now assume that out of these N particles,
the Ni ones belonging to the i
th histogram bin repre-
sents the same mass mi corresponding to that particular
bin center. Moreover, the original particles being drawn
from the number density distribution f(n), every parti-
cle grouped into a single bin represents the same num-
ber density in the underlying population. So, instead
of calculating individual rates, we assume every pair be-
longing to same histogram bin contributes equally to the
total rate Ptotal. Consider that we are calculating the
rate between ith bin for the first array and jth bin for
the collision pairs, we calculate the rate of collision for
a single pair by nd,jσijvrel,ij (Note the change in index
from q and k to i and j as particles are represented by
their corresponding bins). Thus, for total rate for all the
pairs coming from the ith bin for the first array of parti-
cles and jth bin for the collision partners can be written
as:
Pij = nd,jσijvrel,ijNiNj (26)
The total collision rate at any point in time is then ob-
tained by summing equation 26 over each histogram bins
and can be written as:
Ptotal =
NH∑
i=1
NH∑
j=1
nd,jσijvrel,ijNiNj . (27)
For collisions between particles of exactly equal mass,
δvt = 0 when the particle size is very small and no ran-
dom velocities are excited by the class 2 eddies for which
the particle stopping time (tfric) is less than the eddy
turnover time at the Kolmogorov length scale (see Ormel
& Cuzzi 2007b). Hence, to accurately capture the tur-
bulent velocity contribution to Ptotal the masses of the
Ni and Nj particles in equation 27 are chosen randomly
between the bin edges instead of the mass equal to the
bin center. Also, similar to §4.4 above, for the particles
featuring low statistics, the exact particle mass is used
to calculate the rate. Finally, we use Equation 25 to se-
lect the timestep δt, which ranges from a few seconds
to ∼ 103 seconds depending on time and location in the
disk. For finely spaced particle mass histograms, Equa-
tion 27 is an excellent match to the kinetic Monte Carlo
method.
Appendix A.1 shows that our method closely repro-
duces a range of results from the literature. In Appendix
A.2 we check the masses of the largest particles produced
by our code against analytical estimates of the maximum
mass when turbulence controls the collision speed.
4.6. Gaining Efficiency
In general, Monte Carlo is an O(n2) method in which
most of the computation time is spent on calculating the
rates of collision between different particle pairs. For N
number of Monte Carlo particles used in the simulation,
the O(n2) method involves N2 rate calculations and the
CPU time becomes proportional to N2. Our method,
being effectively an O(n) model on the other hand, cal-
culates only N + N2H collision rates of which the N
2
H is
for computing the time evolution. As long as NH  N ,
the time saved is significant. Here we use NH = 80 which
provides good resolution in the mass histogram while sat-
isfying NH  N . For example, calculating the steady-
state size distribution at a single grid point takes ∼ 3−10
hours to reach steady state depending on the model pa-
rameters with a single processor. The global model with
MMEN surface density and α = 10−5 takes ∼ 3 days
with 48 processors. For comparison, Dra¸z˙kowska et al.
(2013) reported their computation time for global model
as a few weeks.
4.7. Vertical Motion of Particles
Throughout most of the disk and for most grain
masses, the settling timescale ts ≈ z/vz exceeds the
collision timescale tc = 1/(ndσv¯rel), where v¯rel is the
average relative speed between a grain of mass m and
collision partners of all possible masses. The growth
timescale of a grain of a given mass, tg = m/m˙ (where
m˙ = m/tc) is also short compared to ts in most of the
disk. We therefore model collisional growth and settling
using an operator-splitting approach: during a time in-
terval δtsettle = 1 year (where δtsettle  δt), we first
simulate the collisional evolution of grains in each grid
zone. We then connect the grid zones in each vertical
column and evolve the grains’ heights z above the mid-
plane during the same 1-year period, splitting the time
into  × δtsettle fine timesteps; here we use  = 0.001.
Our algorithm, which follows Charnoz et al. (2011), in-
cludes grain settling, diffusion toward the midplane den-
sity maximum, and turbulent stirring (see Krijt & Ciesla
(2016) for a slightly different approach). The algorithm
has the following steps:
1. At each disk radius Rj , select Ns Monte Carlo par-
ticles (subscript u) of mass mi to represent each
bin mi in the particle-mass histogram.(We find a
smooth representation of the vertical number den-
sity distribution with Ns = 10
5 and adopt that
value for all simulations presented here.)
2. At each disk radius Rj , for each particle mass
mi, distribute the Monte Carlo particles in height
zu above the midplane according to the vertical
number-density distribution nd,i(z) from the pre-
vious step. At t = 0, the distribution is Gaussian,
following the background gas density profile.
11
3. Calculate µu and σu for each Monte Carlo particle
u according to equations 15 and 16, replacing δt
(collision timestep) with ×δtsettle (vertical motion
fine timestep).
4. Draw an array of random numbers ru of size Ns
from a standard normal distribution. Update the
particle heights as
zu,new = zu + µu + ruσu. (28)
Repeat for 1/ iterations.
5. Update number density corresponding to mass mi
for each cell following the fraction of Ns moved out
of or received by any particular cell.
6. Repeat the process for each particle size with non-
zero contribution to the total mass.
7. For each vertical cell, calculate the new particle
mass histogram before moving on to the subsequent
collision routine.
Since we assume that MRI, which is subsonic, is the
main source of disk turbulence, we apply sonic cut-off in
the Gaussian distribution of ∆z: no particle may move
a greater vertical distance than ∆z = csδtsettle. At the
disk surface we adopt an outflow boundary condition so
that particles that are turbulently stirred above the top
of the grid are contained in a “ghost zone” and do not
re-enter the grid. Our results are not affected by this
assumption as the amount of mass lost to the ghost zone
is several orders of magnitude less than the total dust
mass. For dust particles in grid zones along the disk
midplane we use a reflecting boundary condition.
Appendix A.3 contains results of the tests of our ver-
tical motion algorithm.
5. RESULTS: DUST GROWTH & SETTLING
Here we present the results of our dust growth, settling,
and turbulent diffusion simulations. In §5.1 we discuss
the timescales required to reach steady state and com-
pare them with the growth and vertical diffusion time
scales. In §5.2 we discuss the evolution and steady state
of our grain size distributions as a function of disk mass
and α.
5.1. Steady State Timescales
For a single disk mass, the timescale to reach steady
state increases with vfrag and decreases as the value of
α increases. In all simulations the final snapshots are
taken within ∼ 3 × 104 years. For example, for the
MMEN model, the timescales of the results shown for
disk with α = 10−3, 10−4 and 10−5, and vfrag = 50
cm s−1 are ∼ 23, 000, 27, 000 and 29, 000 years, re-
spectively. However, the growth and vertical diffusion
timescales are much shorter than the timescales required
to reach steady state. For example, the maximum par-
ticle size is achieved in the MMSN model at 10 au with
α = 10−5 within ∼ 2500 years. When α is increased, the
growth process is affected in two ways. First, the rela-
tive velocity of collisions increases due to increased tur-
bulence strength, reaching vfrag faster and restricting
the growth. Secondly, the collision timescale decreases
due to increased collision velocity (τc ∼ 1/nσvrel). Both
these effects reduce the time required to reach the max-
imum grain size. As an example, the growth timescale
for the same MMSN model at 10 au and α = 10−4 is
∼ 2200 years, and ∼ 1600 years for α = 10−3. For
MMEN disk models the growth timescales for α = 10−4
and 10−5 at 10 au are ∼ 2300 and 2900 years, respec-
tively.
The vertical diffusion timescales generally vary be-
tween ∼ 104 − 106 years, the longer timescales being
relevant for strongly coupled (sub)µm particles in the
inner disk only. However, using local dust-gas cou-
pling by calculating local Stokes numbers results in a
shorter diffusion timescales compared to the ones cal-
culated using the midplane values (Mulders & Dominik
2012). The enhanced dust abundances in regions near
the midplane generate particles slightly bigger than those
estimated theoretically using equation A2 (see Figure
7). Hence, although the results do not change signif-
icantly beyond ∼ 15000 years, we run our simulations
until t ∼ 30000 years to be absolutely sure that the size
distributions we present here are the true steady state
results.
5.2. Grain Size Distributions
Figure 5 shows steady-state size distributions ρd(a, z)
(where a is the particle radius) from our suite of constant-
α(R, z) MMEN simulations (F1-F3) at 5, 10, and 30 AU.
The figure confirms several results from the literature:
• As α decreases, the maximum particle size
increases. In simulations including radial drift
and coagulation, but not fragmentation, Brauer et
al. (2008) find a similar trend for the most common
particle size (which we also see in our results) but
note that the effect is modest: only a factor of two
increase in predominant particle size with a 102 de-
crease in α. We find that a factor-of-10 decrease in
α yields nearly a factor-of-10 increase in maximum
particle size at a given radius—true for both our
test simulations of the MMSN (not pictured) and
our science simulations of the MMEN. Note that
this difference originates from the adopted value
of the fragmentation velocity as well (see Section
7 for more discussion). Brauer et al. (2008) sug-
gested that turbulent stirring at higher values of
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Figure 5: Steady state dust distribution for MMEN disk model with α = 10−3 (F1), 10−4 (F2), and 10−5 (F3) from
top to bottom at a vertical column at 5, 10 and 30 au (from left to right). The colorbar in each case represents dust
density (g cm−3 of disk volume) in log scale. As in figure 18, the dotted vertical lines show the maximum dust size
permissible according to equation A2. Grain growth and settling as a function of α can be seen comparing figures from
different rows. Also, the growth becomes less effective as we move towards the outer disk regions due to the lower gas
density and higher Stokes number of dust particles. Similar sized grains attain vfrag faster in the outer disk because
of the low dust-gas coupling. The spikes in the figure are due to Monte Carlo noise.
α keeps number densities nd(R, z) lower, leading
to less frequent collisions and frustrated growth.
Our simulations have the added effect of more vig-
orous fragmentation at high α due to the higher
relative velocities from stronger turbulence (Wei-
denschilling 1984).
• Particles reach larger sizes in the inner disk
than the outer disk, as seen in figures 5 and 18.
Figure 6 shows Stokes number as a function of z/hg
at 5, 10, and 30 AU for three different grain sizes
in the MMSN and MMEN models. Particles in the
outer disk have higher Stokes number at a given
grain size and value of z/hg than particles in the
inner disk, so decouple from the gas more easily.
Small particles in the outer disk can then attain
high values of vrel (e.g. Ormel & Cuzzi 2007b) and
hit the fragmentation threshold velocity, while the
same particles in the inner disk would keep growing
13
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Figure 6: Stokes number as a function of height for par-
ticles of different size. The solid lines show the MMSN
model and the dashed lines represent the MMEN (model
F2).
(Birnstiel et al. 2009; Estrada et al. 2016).
• Even weak turbulence can keep particles as
large as 0.1 mm stirred into the disk’s upper
layers (e.g. Dubrulle et al. 1995). Figure 7 shows
ρd(a) at the midplane and 3hg at 5 AU for model
T2 (MMSN, α = 10−4). Although α = 10−4 is
near the lower limit of expected turbulent efficiency
due to the likely onset of hydrodynamic instabilities
where MRI is inactive (e.g. Nelson et al. 2013), it is
still possible to find 0.1-mm particles at 3hg. Local,
single-cell simulations without any vertical motion
(solid lines) show that the maximum particle size
that can grow at 3hg is only ∼ 30 µm; turbulent
diffusion introduces particles with five times larger
radii that grew near the midplane.
In all our simulations, we have used an outflow
boundary condition where particles leaving the sur-
face of the disk are not tracked.However, as can be
seen from Figure 5, the dust density in the upper
layers of the disk at ∼ 3hg is already several or-
ders of magnitude less than that of the midplane.
The same trend can be observed in our test sim-
ulations T1-T4 as well in Figure 18. As a result,
an insignificant grain mass is lost over the course
of the simulation (∆m/m . 10−6). Also, the ver-
tical temperature profile becomes flat at the upper
layers of the disk (See Figure 21) which suggests
that our choice of the particular boundary condi-
tion at the disk’s surface does not affect the vertical
temperature stratification.
We now turn to disk models with variable α(R, z).
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Figure 7: The steady state dust abundance at midplane
and 3 scale-heights above midplane for an MMSN disk
with α = 10−4 at 5 au. The solid lines show the dust
distribution that we would have achieved from a local
simulation and the dotted curve show the distribution
obtained from simulation with full dust dynamics in the
vertical direction implemented. The extra growth at
midplane takes place due to enhanced dust abundance
from vertical settling. The abundance of dust grains of
sizes ∼ a few tens of micron at 3 scale heights is not due
to the local collisional growth, rather can be attributed
to the vertical turbulent stirring.
Figure 8 shows steady-state dust density distributions
ρd(a, z) at 50 au for simulations T4 (MMSN), F7
(MMEN) and H1. The black dashed lines show α(R, z)
as calculated using the methods of Landry et al. (2013).
In each disk, at 50 au we can see the existence of a dead-
zone: the midplane is quiescent, with α(z = 0) = 10−5
due to suppression of MRI turbulence (a value that might
be low enough to trigger hydrodynamical instabilities,
which is the case for F8); and the surface layers have
strong turbulence (e.g. Gammie 1996) (though the turbu-
lence may be confined to heights above the upper z-axis
limit in Figure 8). Unsurprisingly, there is a strong ver-
tical stratification in dust density that mirrors the rapid
change in α(z). Any particle that dips below z/hg = 1.5–
2 is unlikely to be kicked upward again due to the weak
turbulence, so grains stay sequestered near the midplane.
Also, we can see a local accumulation of small dust grains
with a . 10µm at a height where α suffers a sharp transi-
tion. While disks with constant α(R, z) have dust density
profiles that are vertically Gaussian (Figure 19), disks
with variable α(R, z) have vertical dust density profiles
that are strongly non-Gaussian, having a sharp cutoff at
some height z.
The fact that different disk models used in this paper
have different size distributions ρd(a,R, z) means that
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they will have different vertical optical depths, angles at
which starlight is absorbed, and temperature structures.
We explore the opacity, optical depth, and gravitational
stability of our model disks in the next section.
6. OPACITY MODEL AND THERMAL
EVOLUTION
After computing the dust number density n(a,R, z),
we require an opacity prescription to find the disk tem-
perature T (r, z). For the majority of the disk mass,
which lies near the midplane, it is reasonable to as-
sume that the gas temperature and dust temperature
are equal. For temperatures less than ∼ 2000 K, dust is
the dominant opacity source (e.g. Kama et al. 2009), so
we neglect opacity contributions from gas. We adopt the
“Utilitarian opacity model” from Cuzzi et al. (2014) (C14
hereafter) to calculate the extinction efficiencies Q(λ, a)
as a function of wavelength and dust size. Following the
calculation of extinction efficiency, the opacity per gram
of dust is calculated as
κλ(a) =
3
4
Q(λ, a)
1
aρm
. (29)
We assume that the composition of dust particles is
100% astronomical silicate, [FexMg1−x]SiO3 with x =
0.3, and has a material density ρm = 3.4 g cm
−3. The
real and imaginary refractive indices are taken directly
from the MPIA website1. The reader is advised to look
into C14 for further details of the model. See figure 9
for the dust opacities calculated using C14 and used in
radiative transfer calculations.
We compute the temperature profile of the disk us-
ing RADMC-2D (Dullemond & Dominik 2004) which
performs Monte-Carlo dust continuum radiative transfer
based on the method of Bjorkman & Wood (2001) with
modifications to produce smoother results with a reason-
able number of photons. The working principle of this
code involves dividing the luminosity of the source into a
finite but large enough number of photon packets, each
with the same amount of energy. However, the number
of physical photons, actually contained by each packet,
depends on the frequency. After a photon packet is in-
jected into the disk with an assigned random frequency
chosen from the spectral energy distribution of the cen-
tral star, the code follows the packet through absorption
and scattering by dust grains. The photons once ab-
sorbed by the dust get re-emitted immediately with fre-
quencies randomly chosen from the difference between
the thermal spectra before and after the packet is ab-
sorbed. This process continues until the photon escapes
the disk through its physical boundary. The increase
in temperature of the cell, where absorption/re-emission
1 https://www2.mpia-hd.mpg.de/home/henning/Dust_
opacities/Opacities/opacities.html
or scattering takes place, is computed after each event.
The frequency of the incident photon determines the dust
opacity which is used for temperature re-calculation.
To use the code, we treat dust of each size of our
histogram as separate species and provide RADMC the
monochromatic absorption and scattering opacity per
gram of dust calculated using equation 29. Based on
convergence tests, we find that we achieve an accurate
temperature profile using 106 photon packets.
Note that the vertical temperature structure at a par-
ticular column at t = 0 obtained from RADMC is dif-
ferent than the canonical power-law temperature profile
given by Equation 2, which assumes the vertical column
to be isothermal. We use isothermal prescription to de-
fine the initial gas scale height hg which remains the same
throughout the simulation as the dust physics is imple-
mented on a fixed gas background.This implies that our
steady state solutions are not in hydrostatic equilibrium.
The disk interior is cooler that the initial stage, so restor-
ing vertical force balance would make the disk even thin-
ner.
6.1. Results: Opacity, Temperature and Gravitational
Stability
In figure 10 we show opacity as a function of wave-
length for t = 0 and steady-state size distributions in the
MMSN (T2-T4) and MMEN (F5-F7) models, all with
vfrag = 100 cm s
−1. We define the mean opacity of a
grain size distribution 〈κ〉ρd as
〈κ(λ)〉ρd =
∫
ρd(a)κλ(a) da∫
ρd(a) da
. (30)
Grains absorb and emit light most efficiently at wave-
lengths shorter than 2pia at which point the profile of
opacity of dust starts to drop. We see that in steady
state, the opacity contribution from small grains at the
disk midplane has decreased by 2–3 orders of magnitude
from t = 0 due to grain growth. Meanwhile, the opacity
contribution from particles with a & 30µm has increased.
At height 3hg, the mean opacity across the size distribu-
tion does not evolve as much between t = 0 and steady
state, though an opacity deficit develops from 1–5 µm
as the 0.1 µm monomers are left behind due to selec-
tive grain settling. This reduction in opacity is
also prominent in the top-most curve of figure 9.
The silicate resonance features at 10–20 µm, which are
produced by warm grains of 1 . a . 10µm, also weaken
in the midplane, nearly disappearing for the disks with
α = 10−5. The decrease in opacity at short wavelengths
can be attributed to the collisional growth of dust which
reduces the abundance of particles with sizes 2pia . λ,
for which the opacity curve is wavelength independent.
Larger dust particles, due to their sizes exceeding short
wavelengths, gain no extinction efficiency but decrease
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Figure 8: Steady-state dust density distribution with variable α(R, z) profile for MMSN (left), MMEN (middle) and
H1 (right) disk models at 50 au. vfrag = 100 cm s
−1 for all three cases. The colorbar represents dust density (mass
per unit disk volume) in log scale. The values of α(R, z), obtained from the ionization-recombination chemistry model
of Landry et al. (2013), are shown with black dashed line with the axis on the top of each plot. The pattern of the
steady-state distributions are markedly different from that for constant α profile shown in figure 5. Dust becomes
sequestered in the midplane dead zone, where weak turbulence prevents grains from getting kicked upward. In all the
simulations, a slightly higher concentration of smaller dust grains is obtained at heights above where α(z) makes a
sharp transition. However, this feature may not be present for an α(R, z) profile evolving in time with the evolution
of gas-to-solid ratio.
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Figure 9: Opacity as a function of wavelength for 100%
silicate grains. The opacities shown are for dust sizes
between 0.1 µm to 1 mm, from top to bottom, equi-
spaced in log scale. The ratio of the particle diameters
between any two successive lines in the figure is 2.78.
in physical area per unit mass by a factor of the radius.
This is also the reason why the opacity increases at longer
wavelengths as dust particles reach those sizes due to col-
lisional growth.
The optical depth, defined by
τ =
∫ ∞
0
κρ dz (31)
is also affected by the growth and settling of dust grains.
Figure 11 shows the optical depth from surface to mid-
plane of models F4-F6 [MMEN, constant α(R, z)] plus
t = 0 at four different wavelengths. Grain growth de-
pletes the small grains and causes the optical depth at
λ = 3µm and λ = 10µm to decrease as the disk reaches
steady state. At λ = 100µm, all disks with steady-state
size distributions are still more optically thin than the
t = 0 disk. Finally, at λ = 1 mm, the steady-state disks
with α(R, z) = 10−5 and 10−4 have increased their opti-
cal depth since t = 0 (at least within 35 AU of the star).
For α(R, z) = 10−4, the disk becomes optically thick at
1 mm inside 10 AU. Figure 11 provides a caution that cal-
culating the surface density of grains available for planet
formation in the inner disk from (sub)millimeter obser-
vations (e.g. Andrews et al. 2013) might not work, as the
disk emission may be optically thick as has already been
suggested by ALMA observations (e.g., HL Tau disk).
In Figure 12 we show the optical depth (τ) for simula-
tions F7 and F8 at λ = 150µm with variable α profile and
αmin = 10
−4 and 10−5, respectively. The optical depths
at the outer radii are much lower for αmin = 10
−5 than
for αmin = 10
−4. However, Nelson et al. (2013); Klahr
& Hubbard (2014); Lyra (2014); Marcus et al. (2015)
have suggested that hydrodynamic instabilities capable
of sustaining angular momentum transport can operate
in magnetically dead zones, making αmin = 10
−4 a more
physically realistic value.
The opacities in our models can be directly compared
to those of Estrada et al. (2016). The solid red line in
Figure 12 is the optical depth τ = κRΣ/2 based on the
Rosseland mean opacity κR. The data have been elec-
tronically extracted from two separate subfigures of Fig-
ures 3 and 4 of E16 (κ from the top row of Figure 3 and Σ
from top row of Figure 4) and interpolated onto the same
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Figure 10: Opacities 〈κ(λ)〉ρd from the t = 0 disk (solid line) and the steady-state size distributions (dashed lines) for
the MMSN and MMEN disk models. Grain growth significantly reduces the short-wavelength opacity and increases
the long-wavelength opacity at the midplane, while having much weaker effects at three scale-heights. Depending
on the position in the disk and strength of the turbulence, the quantity 〈κ〉ρd can differ by more than an order of
magnitude.
radial gridpoints as in our models. The Rosseland mean
optical depth is roughly equivalent to optical depth at
the wavelength where the Planck function peaks, which
is ∼ 150µm in the typical temperature ranges in the E16.
The optical depth from from E16 is an order of magni-
tude more that our values at ∼ 30 au, followed by a sharp
decrease in the outer nebula.
The optical depth differences between our model and
E16 are likely due to advection by gas: the E16 disk has
a maximum outward gas mass flux at 20 au (see their
Figure 4), with outward gas motion everywhere outside
7 au. We believe the gas flow is carrying grains outward
so that they pile up at 30 au, causing the large bump
in optical depth. The E16 grain pileup is probably also
sourced by inward radial drift from the outer edges of
the disk, correlated with the sharp drop in optical depth
beyond 60 au. Other differences between our model and
E16 are grain composition (they use ice opacities where
T < 160 K where we assume silicates throughout the disk
for consistency with our collision model), α = 4 × 10−4
throughout the disk (Figure 12 is from our models with
variable α), and surface density (bottom of Figure 12).
The comparison with E16 highlights the importance of
gas velocity: in our work, we treat the gas only as a
fixed background against which particles evolve. We jus-
tify this assumption by the short timescale over which
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Figure 11: Optical depth τ(R) integrated from the disk surface to the midplane for the MMEN models F4 - F6 with
constant α. The dashed horizontal line in each figure shows τ = 1. At λ = 3µm and λ = 10µm the optical depth,
which is provided by the smallest grains, drops as grain growth becomes more efficient (decreasing α). At λ = 100µm
the disk with the highest optical depth at R > 30 AU has α = 10−4. Finally, while the disk starts out optically thin at
λ = 1 mm outside 3 AU, its optical depth increases once grains begin to grow. For α = 10−4, the disk even becomes
optically thick out to R = 12 AU once the dust size distribution reaches steady state.
the grain size distribution reaches steady state, but note
that even if the gas mass distribution does not signif-
icantly evolve over the course of a simulation, the gas
velocities may be important when computing the radial
distribution of solids.
We expect the changes in mean thermal opacity as a
function of wavelength to affect the temperature of the
disk interior. Stellar photons are absorbed high in the
disk where from they are re-emitted towards the mid-
plane, heating the disk interior. This energy is then re-
radiated and escapes vertically to space resulting into
cooling. A vertical column with higher optical depth
will absorb more photons only to re-emit them towards
the midplane and disk surface, making it harder for the
photons to escape the disk vertically at the same time.
Moreover, the grazing angle at which starlight penetrates
the disk becomes smaller as dust settling proceeds (Chi-
ang & Goldreich 1997; Hasegawa & Pudritz 2011) due to
the lack of dust particles high up in the disk, which de-
creases the photon absorption as well. Clearly, as the op-
tical depth decreases through the process of grain growth
and settling, cooling becomes more efficient and the inte-
rior disk temperature decreases, ultimately lowering the
value of Q parameter.
In figure 13 we plot the Q (Equation 1; left axis,
solid lines) and midplane temperature (right axis, dashed
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Figure 12: Top: Steady state optical depth τ at 150µm
as a function of radial distance for models F7 (solid black)
and F8 (dashed black) with variable α profile with αmin
at midplane of 10−5 and 10−4, respectively. αmin = 10−4
at midplane is more consistent with a turbulence model
where hydrodynamic processes contribute to angular mo-
mentum transport (Nelson et al. 2013; Stoll & Kley 2014;
Estrada et al. 2016; Turner et al. 2014). The red solid
line is the Rosseland mean optical depth from Estrada
et al. (2016), who find peak disk emission at λ ∼ 150µm,
with α = 4 × 10−4. Gas advection in the E16 model
causes the optical depth bump at ∼ 30 au; since we hold
the gas surface density fixed in our simulations, we are
not able to assess whether grains should pile up any-
where in our model disks. Other differences between
our optical depths and those of Estrada et al. (2016)
are likely caused by grain composition (silicate vs. ice)
and radial drift, which removes most of the grains from
R > 60 AU. Bottom: The surface densities for the
MMEN disk model and that from the model of E16.
lines) as a function of R for MMEN models F2-F4 (left)
and disk H1. Both disks show a midplane temperature
decrease and corresponding drop in Q as the disk evolves
from t = 0 to steady state. The disk with the least ef-
ficient turbulence at the midplane [α(R, z) = 10−5] be-
comes the coldest and least stable to axisymmetric per-
turbations. For model H1 (variable α), the drop in Q(R)
caused by grain growth pulls the disk below the Q = 1.4
threshold (e.g. Papaloizou & Savonije 1991; Nelson et al.
1998; Mayer et al. 2002; Johnson & Gammie 2003; Pick-
ett et al. 2003)—at which non-axisymmetric modes may
begin to grow exponentially beyond ∼ 20 au. In Figure
14, we present a similar plot is presented for the models
F7 and F8 where vfrag is taken as 100 cm s
−1. Two
different values for αmin are used for the variable α pro-
file: 10−4 and 10−5 for the midplane. As expected, the
temperature at the midplane is higher for αmin = 10
−4
compared to αmin = 10
−5 by ∼ 5 K inside 20 au. Beyond
20 au the temperature difference is ∼ 2 − 3 K. Overall,
the radial midplane temperature profile is not very sen-
sitive to the choice of αmin, specially at the outer radii.
However, the inclusion of viscous heating may result in
a bigger temperature difference.
In the next section we discuss the significance of our
results and the caveats about our models’ physical real-
ism.
7. DISCUSSION AND MODEL LIMITATIONS
Here we have presented a proof-of-concept experiment
showing that grain growth alone, with no triggers such as
infall or vortices, may be able to drive a massive proto-
planetary disk to gravitational instability. Yet instability
does not necessarily lead to companion formation, and
only if our adopted assumptions are fulfilled, our conclu-
sions become fully applicable to observed protoplanetary
disks. Here we discuss the limitations of our model and
the robustness of our conclusions.
7.1. Only Sticking and Fragmentation (SF) collision
outcomes
Out of many collision outcomes—up to nine possi-
bilities presented by Gu¨ttler et al. (2010) but notably
erosion, mass transfer, and bouncing (Windmark et al.
2012a)—we have restricted our simulations to just two.
Any outcome that tends to keep particles small, such
as bouncing or erosion, would work against grain set-
tling and disk instability. Likewise, we have not included
planetesimal formation or planet growth, though large
bodies increase the velocity distributions of nearby ob-
jects, leading to more destructive collisions (e.g. Dobin-
son et al. 2016). Our simulations only apply to young
disks at the very beginning of disk evolution. However,
it is important to remark that larger grains may already
be present in young stellar objects (Jørgensen et al. 2007;
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Figure 13: Toomre Q parameter and midplane temperature as a function of radius for MMEN (F5 - F7, vfrag =
100 cm s−1, left) and H1 (right) disk model. Solid lines show Q(R) referenced to the left axis and dashed lines show
midplane temperature referenced to the dashed right axis. The dotted horizontal line denotes Q = 1.4, a value where
the disk might become unstable to non-axisymmetric perturbations (e.g. spiral modes) (Papaloizou & Savonije 1991;
Nelson et al. 1998; Mayer et al. 2002; Johnson & Gammie 2003; Pickett et al. 2003). For both disks Q(R) can drop by
0.3− 0.4 from its initial value, with the biggest drops in Q and T associated with disks with the weakest turbulence.
The spiky features in the temperature profile and hence in Q profile for the inner disk regions arise due to Monte Carlo
noise from RADMC calculations.
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Figure 14: A figure similar to figure 13 for the models
F7 and F8 where vfrag = 100 cm s
−1 is used and the α
profile is variable with αmin at midplane is taken as 10
−5
(green) and 10−4 (blue) respectively. The temperatures
are also shown with the dashed curve and with an axis
placed on the right-hand-side. The overall temperature
difference is not highly sensitive to the minimum value of
α chosen for the outer disk. The dashed black horizontal
line corresponds to Q = 1.4.
Steinacker et al. 2010; Ricci et al. 2010; Cox et al. 2015).
7.2. Viscous Heating
Although we assume our disks are MRI-turbulent, we
do not include viscous heating and assume that the disk
is heated only by the stellar photons. The importance
of accretion heating depends on the disk accretion rate.
For disks with a higher accretion rate, the region where
accretion heating dominates expands towards the outer
disk. For a classical T-Tauri star with an accretion rate
of M˙ ∼ 10−8M yr−1, the iceline is located around 2 au
(Hasegawa & Pudritz 2011; Min et al. 2011). The heating
due to the central star varies as R−1/2 while the heat-
ing due to the accretion process is much steeper with
an R−3/4 variation (see Dullemond et al. 2007, for a de-
tailed review). Hence, for classical T-Tauri stars, with an
M˙ ∼ 10−8M year−1 the viscous heating dominates only
within 1−2AU (Jang-Condell & Sasselov 2004; Yu et al.
2016) (Also see our figure 1). Landry et al. (2013) argue
that outside the disk region where Σ ∼ 20 g cm−2 the
disk can be assumed to be fully MRI-active. Our MMEN
and H1 disk models are substantially heavier that those
used in Landry et al. (2013) (See table 2), which extends
the dead zone to beyond 65 au for heavy disk models. In
figure 1, we have shown the surface density profile for our
MMEN and H1 disk model, where the surface density is
more than the 20 g cm−2 threshold throughout the radial
range of our simulations. However, we expect that the
disks with α(R, z) = 10−3 might be significantly warmer
than what our RADMC simulations of passive heating
predict, and so do not include these disks in Figure 13
or make predictions about their gravitational stability.
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Apart from that, the disk angular momentum can be
removed by magnetically induced disk winds when ver-
tical magnetic flux is relatively strong. For such cases,
accretion heating can be neglected even in the inner part
of the disk since the value of α due to disk turbulence
should be relatively small (Bai et al. 2016; Bai 2017; Si-
mon et al. 2017). The existence of a disk wind and its
fractional contribution in angular momentum transport
is a matter under debate. In our model, a disk wind
would add an additional advection term for small, fully
coupled dust particles. Disk winds are outside the scope
of this work and merit separate investigation. However,
although not consistent in the upper layers of the disk,
our models with low α can mimic the disk wind effect at
the midplane.
7.3. Grain Composition: Silicate Particles
Literature on collision outcomes is far more extensive
for silicates than for any other protoplanetary disk con-
stituent, which led us to restrict our study to silicate
particles. However, our model disks are cold enough that
particles almost everywhere should be ice-coated, which
would change both their opacity and their sticking ef-
ficiency. Estrada et al. (2016) and Krijt et al. (2016)
have already explored collisions of icy grains. Model-
ing volatiles also demands the addition of evaporation
fronts where solid growth is enhanced. In certain cases
the dust-to-gas abundance ratio can be increased by an
order of magnitude (see figure 20 of Estrada et al. 2016).
In the context of disk opacities, porous icy grains would
allow particles to grow further due to higher fragment-
ing threshold velocity, reducing the abundance of small
particles. This effect will lower the opacities at the
small wavelengths while increasing the opacities at longer
wavelengths. Once experimental data on collisions of icy
bodies (e.g. Shimaki & Arakawa 2012; Yasui et al. 2014;
Deckers & Teiser 2016) becomes more complete it would
be worth repeating our experiment with collision out-
comes, velocity thresholds, and opacities appropriate to
porous ice.
7.4. Radial Drift
For this initial experiment we have not included radial
drift in our simulations, though we plan to add it in fu-
ture work. According to Birnstiel et al. (2010a, 2011);
Dra¸z˙kowska et al. (2013); Estrada et al. (2016), the outer
disk beyond 20–25 au should be drift-dominated, with
the particle size spectrum significantly altered. Conse-
quentially, radial drift might have the effect of cooling
the outer disk more than what is predicted in this work,
by lowering its opacity to (sub)-mm radiation, while in-
creasing the (sub)-mm opacity in the inner disk. How-
ever, the drift timescale is longer than the vertical set-
tling/diffusion timescale for dust particles (Birnstiel et
al. 2010a).
With our disk setup, the width of the annuli at 40 and
70 au are 7.5 and 14 au respectively, whereas the particles
of maximum sizes at those positions travel ∼ 6.5 and
12 au respectively in a timescale of ∼ 104 years for an
MMEN disk model. Similarly in the inner disk, the width
of the column at 5 au is ∼ 1.2 au with the maximum drift
in the same timescale is ∼ 0.9 au. These comparisons
suggest that inward radial drift is an important but not
dominant effect over the simulation period.
Also, Estrada et al. (2016) showed that radial drift be-
comes important in the outer disk in limiting the particle
size to St ∼ 0.1. So, inclusion of radial drift might have
some effect on our growth model as well even in some-
what shorter timescales. However, we note that Estrada
et al. (2016) included bouncing in their model, which
slows the growth process, possibly making the growth
timescale comparable to the radial drift timescale.
7.5. Choice of vfrag
For this work we set vfrag = 100 cm s
−1 for all our disk
models except F1 - F3, for which vfrag = 50 cm s
−1,
allowing us to explore our results’ sensitivity to frag-
menting threshold velocity. Literature values include
100 cm s−1 (experiment F1 by Gu¨ttler et al. 2010),
80 cm s−1 (Monte Carlo models of Dra¸z˙kowska et al.
2013), and 50 cm s−1 (further work by Dra¸z˙kowska et al.
2014). Though there is uncertainty on the appropriate
value of vfrag for silicate particles, especially when con-
sidering variations such as porosity or aggregate type,
our choice of relatively low vfrag helps keep our maxi-
mum particle sizes low, thereby minimizing Stokes num-
bers and keeping our neglect of radial drift appropriate.
Our conclusion that grain growth and settling can trig-
ger non-axisymmetric instability might not apply to disks
with stronger particles that better resist fragmentation,
where drift can alter the size spectrum.
The dependence of disk opacity on the choice of vfrag
can be estimated from figure 15 where the spectral opac-
ities for simulations F1 - F3 and F4 - F6 are plotted
for both mid-plane and 3 scale-heights at 30 au. For
λ . 100µm, opacity is higher for vfrag = 50 cm s−1
compared to 100 cm s−1. This difference is amplified for
lower value of α as well. A higher vfrag with a lower tur-
bulence efficiency for a similar surface density puts more
mass in the larger particles leaving a small fraction of
the total mass for the smaller grains, which are mostly
responsible for photon absorption. This effect lowers the
opacity of the disk and changes the temperature profile.
This trend, however, reverses for λ ∼ 100µm and larger,
due to the smaller maximum size attained in lower vfrag
case. Apart from that, increasing vfrag could also in-
tensify the tendency of dust evolution to trigger gravita-
tional instability: Figure 16 shows the particle size spec-
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Figure 15: Spectral opacities 〈κ(λ)〉ρd at mid-plane (left) and 3 scale-heights above (right) for simulations with MMEN
disk models with vfrag = 50 (F1, F2 and F3) and 100 cm s
−1 (F4, F5 and F6) at a radial distance of 30 au from the
central star. For λ < 100µm, lower vfrag leads to higher opacity, while higher vfrag allows larger particles to stick,
decreasing the opacity. The relationship between vfrag and opacity is especially strong for low values of α. This trend,
however, reverses for λ ∼ 100µm and larger, due to the smaller maximum size attained in the lower vfrag case (see
equation A2). At the disk surface (right plot), the behavior is same, although the differences in opacities are small
due to restricted grain growth arising due to lower gas density and weak coupling between gas and dust.
trum (solid lines, solid axes) and wavelength-dependent
opacity (dashed lines, dashed axes) for the same region
of the disk but with two different values of vfrag. Higher
vfrag decreases the opacity at λ . 1 mm but increases it
for longer wavelengths, the very effect that helps decrease
Q (§6.1, Figures 10 and 11). The experiments presented
here do not cover a wide enough parameter space in col-
lision outcomes for us to be sure that there is a general
tendency for grain growth to reduce disks’ gravitational
stability.
8. CONCLUSIONS
In this paper, we have developed a new weighted
Monte Carlo model of collisional sticking and fragmen-
tation along with a Monte Carlo Lagrangian prescrip-
tion for settling, and turbulent stirring, combined with
wavelength dependent opacity calculations and radiative
transfer. We have used three disk models with different
surface densities and have employed both spatially con-
stant and variable turbulence efficiency (α) prescriptions.
Our main findings are:
• The collisional growth of dust grains through stick-
ing and fragmentation transfers most of the solid
mass to larger particles, leaving a small portion of
the total dust mass in the µm and sub-µm dust
grains which provide most of the surface area for
photon absorption. This results in a reduction in
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Figure 16: The effect of fragmenting threshold velocity
on grain size and opacity. The solid curves represent the
steady-state dust distribution for vfrag = 100 cm s
−1
(solid red) and 50 cm s−1 (solid black) for the same loca-
tion in the disk. The dashed curves show the correspond-
ing mean opacity with the axes placed on right and top.
〈κ〉ρd differs by a factor of ∼ 2 between the models.
midplane opacities at smaller wavelengths by 3− 4
orders of magnitude compared to the initial val-
ues. At the disk surface, however, the opacities
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decreases mainly due to depletion of dust grains by
settling and inefficient growth of the dust particles
due to weak coupling between dust and gas.
• Grain growth and settling tend to decrease the op-
tical depths (τ) from disk’s surface to the midplane
at short wavelengths (λ . 10µm) by a couple of
orders of magnitude, while increasing (τ) at mm
and sub-mm wavelengths. For a typical value of
α = 10−4, the optical depths at 1 mm inside 30
au exceed unity, which may be problematical for
disk mass calculations from (sub)millimeter obser-
vations.
• In spite of the depletion of solids in the upper layers
of the disk, grains of (sub)micron sizes are stirred
high up in the inner disk even when the turbulence
strength is small. This effect becomes more promi-
nent when a strong turbulence in the disk surface is
considered. Because of strong coupling, these dust
particles would follow the gas motion in case a disk
wind is present, altering the opacities in the disk
atmosphere, an essential physical process requiring
an in-depth investigation.
• The optical and thermal profiles of the disk is sen-
sitive to the fragmenting threshold velocity (vfrag),
chosen for modeling the collisional dust growth.
We found the opacities at short wavelengths to be
5 − 10 times smaller for vfrag = 100 cm s−1 com-
pared to 50 cm s−1. An even higher value value
of vfrag, traditionally chosen for porous icy aggre-
gates would alter the outcomes significantly.
• Grain growth and settling can bring an initially
marginally stable protoplanetary disk down be-
low a Toomre Q = 1.4 threshold at which non-
axisymmetric gravitational instabilities may grow.
We find that the disk interior cools as the disk’s
surface layers are heavily depleted of small grains
once the size distribution reaches steady state, de-
creasing its stability to gravitational perturbations.
As disks with low turbulent efficiency α(R, z) have
lower collision speeds, and allow grains to grow and
settle more efficiently than disks with active turbu-
lence, we expect to find grain-triggered instability
primarily in weakly turbulent disks. The model in
which we find Q < 1.4 throughout most of the disk
is extremely massive, with almost ten times the
surface density of the minimum-mass solar nebula.
Interestingly, this massive disk is consistent with
what theorists propose is necessary for giant planet
formation (e.g. Lissauer et al. 2009), but is much
larger than typical values inferred from disk obser-
vations (Andrews et al. 2013; Ansdell et al. 2016;
Pascucci et al. 2016, e.g.). However, given the evi-
dence that disk masses are systematically underes-
timated (McClure et al. 2016; Yu et al. 2017, e.g.),
our model H1 “heavy” disk mass may be physically
plausible.
• Finally, we note that disk instability may not nec-
essarily lead to brown dwarf or star formation,
though companions can form in overdense spiral
arms (e.g. Kratter & Lodato 2016). Disks that be-
come gravitationally unstable may transport an-
gular momentum by gravitoturbulence (Gammie
2001; Shi & Chiang 2014, e.g.), or growing spiral
modes may saturate (Cossins et al. 2009), keeping
the disk marginally stable. Further work would be
necessary to track the eventual dynamical outcome
of the grain growth and settling studied here.
9. ACKNOWLEDGEMENTS
We thank Til Birnstiel, Xue-Ning Bai, Wladimir Lyra
and James Owen for useful discussions. We also thank
Bennett Maruca for useful discussion on code design and
James MacDonald for a careful review of the manuscript.
We are especially grateful to Joanna Dra¸z˙kowska for con-
sulting on dust modeling. DS and SDR were supported
by NSF grant 1520101 and the UNIDEL foundation. YS
and NJT were supported in part by the JPL Research
& Technology Development Program. This research was
carried out in part at the Jet Propulsion Laboratory, op-
erated by the California Institute of Technology under
contract with the National Aeronautics and Space Ad-
ministration.
REFERENCES
Andrews, S. M., Rosenfeld, K. A., Kraus, A. L., & Wilner, D. J.
2013, ApJ, 771, 129
Ansdell, M., Williams, J. P., van der Marel, N., et al. 2016, ApJ,
828, 46
Baehr, H., Klahr, H., & Kratter, K. M. 2017, ApJ, 848, 40
Bai, X.-N., Ye, J., Goodman, J., & Yuan, F. 2016, ApJ, 818, 152
Bai, X.-N. 2017, Astrophysics and Space Science Library, 445, 63
Balbus, S. A., & Hawley, J. F. 1991, ApJ, 376, 214
Bergin, E. A., Cleeves, L. I., Gorti, U., et al. 2013, Nature, 493,
644
Birnstiel, T., Dullemond, C. P., & Brauer, F. 2009, A&A, 509, L5
Birnstiel, T., Dullemond, C. P., & Brauer, F. 2010, A&A, 513,
A79
Birnstiel, T., Ricci, L., Trotta, F., et al. 2010, A&A, 516, L14
Birnstiel, T., Ormel, C. W., & Dullemond, C. P. 2011, A&A, 525,
A11
Bjorkman, J. E., & Wood, K. 2001, ApJ, 554, 615
Blum, J., & Wurm, G. 2000, Icarus, 143, 138
Blum, J., Wurm, G., Kempf, S., et al. 2000, Physical Review
Letters, 85, 2426
Boley, A. C., & Durisen, R. H. 2006, ApJ, 641, 534
Boley, A. C., Hayfield, T., Mayer, L., & Durisen, R. H. 2010,
Icarus, 207, 509
23
Boss, A. P. 1997, Science, 276, 1836
Brauer, F., Dullemond, C. P., & Henning, T. 2008, A&A, 480, 859
Cai, K., Durisen, R. H., Michael, S., et al. 2006, ApJL, 636, L149
Charnoz, S., Fouchet, L., Aleon, J., & Moreira, M. 2011, ApJ,
737, 33
Chiang, E. I., & Goldreich, P. 1997, ApJ, 490, 368
Chiang, H.-F., Looney, L. W., & Tobin, J. J. 2012, ApJ, 756, 168
Chiang, E., & Laughlin, G. 2013, MNRAS, 431, 3444
Ciesla, F. J., & Cuzzi, J. N. 2006, Icarus, 181, 178
Cossins, P., Lodato, G., & Clarke, C. J. 2009, MNRAS, 393, 1157
Cossins, P., Lodato, G., & Clarke, C. 2010, MNRAS, 401, 2587
Cox, E. G., Harris, R. J., Looney, L. W., et al. 2015, ApJ, 814,
L28
Cuzzi, J. N., Estrada, P. R., & Davis, S. S. 2014, ApJS, 210, 21
Deckers, J., & Teiser, J. 2016, MNRAS, 456, 4328
Dobinson, J., Leinhardt, Z. M., Lines, S., Carter, P. J.,
Dodson-Robinson, S. E., & Teanby, N. A. 2016, ApJ, 820, 29
Dra¸z˙kowska, J., Windmark, F., & Dullemond, C. P. 2013, A&A,
556, A37
Dra¸z˙kowska, J., Windmark, F., & Dullemond, C. P. 2014, A&A,
567, A38
Dra¸z˙kowska, J., & Dullemond, C. P. 2014, A&A, 572, A78
Dubrulle, B., Morfill, G., & Sterzik, M. 1995, Icarus, 114, 237
Dullemond, C. P., & Dominik, C. 2004, A&A, 421, 1075
Dullemond, C. P., Hollenbach, D., Kamp, I., & D’Alessio, P.
2007, Protostars and Planets V, 555
Enoch, M. L., Evans, N. J., II, Sargent, A. I., & Glenn, J. 2009,
ApJ, 692, 973-997
Estrada, P. R., & Cuzzi, J. N. 2008, ApJ, 682, 515
Estrada, P. R., Cuzzi, J. N., & Morgan, D. A. 2016, ApJ, 818, 200
Fromang, S., & Papaloizou, J. 2006, A&A, 452, 751
Gammie, C. F. 1996, ApJ, 457, 355
Gammie, C. F. 2001, ApJ, 553, 174
Gullikson, K., Kraus, A., & Dodson-Robinson, S. 2016, AJ, 152,
40
Gillespie, D. T. 1975, Journal of Atmospheric Sciences, 32, 1977
Gu¨ttler, C., Blum, J., Zsom, A., Ormel, C. W., & Dullemond,
C. P. 2010, A&A, 513, A56
Hartmann, L., Calvet, N., Gullbring, E., & D’Alessio, P. 1998,
ApJ, 495, 385
Hasegawa, Y., & Pudritz, R. E. 2011, MNRAS, 417, 1236
Hayashi, C. 1981, Progress of Theoretical Physics Supplement,
70, 35
Ilgner, M., & Nelson, R. P. 2006, A&A, 445, 205
Jang-Condell, H., & Sasselov, D. D. 2004, ApJ, 608, 497
Jin, S., Li, S., Isella, A., Li, H., & Ji, J. 2016, ApJ, 818, 76
Johnson, B. M., & Gammie, C. F. 2003, ApJ, 597, 131
Jørgensen, J. K., Bourke, T. L., Myers, P. C., et al. 2007, ApJ,
659, 479
Kama, M., Min, M., & Dominik, C. 2009, A&A, 506, 1199
Klahr, H., & Hubbard, A. 2014, ApJ, 788, 21
Kolmogorov, A. 1941, Akademiia Nauk SSSR Doklady, 30, 301
Kratter, K., & Lodato, G. 2016, ARA&A, 54, 271
Krijt, S., & Ciesla, F. J. 2016, ApJ, 822, 111
Krijt, S., Ciesla, F. J., & Bergin, E. A. 2016, ApJ, 833, 285
Kwon, W., Looney, L. W., & Mundy, L. G. 2011, ApJ, 741, 3
Landry, R., Dodson-Robinson, S. E., Turner, N. J., & Abram, G.
2013, ApJ, 771, 80
Lin, M.-K., & Kratter, K. M. 2016, ApJ, 824, 91
Lissauer, J. J., Hubickyj, O., D’Angelo, G., & Bodenheimer, P.
2009, Icarus, 199, 338
Lissauer, J. J., & Stewart, G. R. 1993, Protostars and Planets III,
1061
Lovelace, R. V. E., Li, H., Colgate, S. A., & Nelson, A. F. 1999,
ApJ, 513, 805
Lyra, W. 2014, ApJ, 789, 77
Marcus, P. S., Pei, S., Jiang, C.-H., et al. 2015, ApJ, 808, 87
Mathis, J. S., Rumpl, W., & Nordsieck, K. H. 1977, ApJ, 217, 425
Mayer, L., Quinn, T., Wadsley, J., & Stadel, J. 2002, Science,
298, 1756
McClure, M. K., Bergin, E. A., Cleeves, L. I., et al. 2016, ApJ,
831, 167
Meakin, P., & Donn, B. 1988, ApJL, 329, L39
Meru, F., & Bate, M. R. 2010, MNRAS, 406, 2279
Min, M., Dullemond, C. P., Kama, M., & Dominik, C. 2011,
Icarus, 212, 416
Miotello, A., Testi, L., Lodato, G., et al. 2014, A&A, 567, A32
Miotello, A., van Dishoeck, E. F., Williams, J. P., et al. 2017,
A&A, 599, A113
Morbidelli, A., Lunine, J. I., O’Brien, D. P., Raymond, S. N., &
Walsh, K. J. 2012, Annual Review of Earth and Planetary
Sciences, 40, 251
Mulders, G. D., & Dominik, C. 2012, A&A, 539, A9
Nakagawa, Y., Nakazawa, K., & Hayashi, C. 1981, Icarus, 45, 517
Nelson, A. F., Benz, W., Adams, F. C., & Arnett, D. 1998, ApJ,
502, 342
Nelson, R. P., Gressel, O., & Umurhan, O. M. 2013, MNRAS,
435, 2610
Ohtsuki, K., Nakagawa, Y., & Nakazawa, K. 1990, Icarus, 83, 205
Okuzumi, S., Tanaka, H., Kobayashi, H., & Wada, K. 2012, ApJ,
752, 106
Ormel, C. W., Spaans, M., & Tielens, A. G. G. M. 2007, A&A,
461, 215
Ormel, C. W., & Cuzzi, J. N. 2007, A&A, 466, 413
Ormel, C. W., & Spaans, M. 2008, ApJ, 684, 1291-1309
Papaloizou, J. C., & Savonije, G. J. 1991, MNRAS, 248, 353
Pascucci, I., Testi, L., Herczeg, G. J., et al. 2016, ApJ, 831, 125
Pe´rez, L. M., Carpenter, J. M., Chandler, C. J., et al. 2012,
ApJL, 760, L17
Pe´rez, L. M., Chandler, C. J., Isella, A., et al. 2015, ApJ, 813, 41
Pe´rez, L. M., Carpenter, J. M., Andrews, S. M., et al. 2016,
Science, 353, 1519
Pickett, B. K., Mej´ıa, A. C., Durisen, R. H., et al. 2003, ApJ, 590,
1060
Podolak, M., Mayer, L., & Quinn, T. 2011, ApJ, 734, 56
Pollack, J. B., Hubickyj, O., Bodenheimer, P., et al. 1996, Icarus,
124, 62
Ricci, L., Testi, L., Natta, A., & Brooks, K. J. 2010, A&A, 521,
A66
Schra¨pler, R., & Henning, T. 2004, ApJ, 614, 960
Shakura, N. I., & Sunyaev, R. A. 1973, A&A, 24, 337
Shi, J., & Chiang, E. 2014, ApJ, 789, 34
Shimaki, Y., & Arakawa, M. 2012, Icarus, 221, 310
Simon, J. B., Bai, X.-N., Flaherty, K. M., & Hughes, A. M. 2017,
arXiv:1711.04770
Stamatellos, D., & Whitworth, A. P. 2008, A&A, 480, 879
Stamatellos, D., & Whitworth, A. P. 2009, MNRAS, 400, 1563
Steinacker, J., Pagani, L., Bacmann, A., & Guieu, S. 2010, A&A,
511, A9
Steinacker, J., Andersen, M., Thi, W.-F., et al. 2015, A&A, 582,
A70
Stoll, M. H. R., & Kley, W. 2014, A&A, 572, A77
Suttner, G., & Yorke, H. W. 2001, ApJ, 551, 461
Tazzari, M., Testi, L., Ercolano, B., et al. 2016, A&A, 588, A53
Thommes, E. W., Duncan, M. J., & Levison, H. F. 2002, AJ, 123,
2862
Tobin, J. J., Kratter, K. M., Persson, M. V., et al. 2016, Nature,
538, 483
Toomre, A. 1964, ApJ, 139, 1217
Tsukamoto, Y., Okuzumi, S., & Kataoka, A. 2017, ApJ, 838, 151
Turner, N. J., Sano, T., & Dziourkevitch, N. 2007, ApJ, 659, 729
Turner, N. J., Fromang, S., Gammie, C., et al. 2014, Protostars
and Planets VI, 411
Weidenschilling, S. J. 1984, Icarus, 60, 553
24
7 6 5 4 3 2
log10 m (g)
4
3
2
1
0
1
2
lo
g
1
0
 Σ
d
(g
 c
m
−2
)
Steady-state for D14
Simulation result
(a)
4 2 0 2
log10 m (g)
8
7
6
5
4
3
2
1
0
lo
g
1
0
Σ
d
(g
 c
m
−2
)
Data from Windmark 12(b)
Simulation result
(b)
Figure A17:: a: The steady state dust distribution for MMEN model. The plot shows the vertically averaged dust
surface density for a vertical column at 1AU with Σ = 9900 g cm−2, α = 0.01, ρm = 1 g cm−3, T = 280K and a
standard dust to gas mass ratio 0.01. vfrag is taken to be 50 cm s
−1. The solid black line is the data electronically
extracted from Dra¸z˙kowska et al. (2014) and the line with error bars shows results from our simulations where the
average from 10 runs with 80000 particles each is presented. b: Local dust distribution steady state comparison with
Windmark et al. (2012a). Simulations are carried out at 1 AU of an MMSN disk with Σ = 1700 g cm−2, α = 10−4,
ρm = 1 g cm
−3, T = 280K and dust to gas mass ratio 0.01. vfrag is taken as 100 cm s−1. The solid black line is
the data electronically extracted from Windmark et al. (2012a) and the line with error bars shows results from our
simulation. The average of 10 simulations with 80000 particles each is plotted.
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APPENDIX
A. CODE TEST RESULTS
A.1. Size Distribution
In this section we present size distributions computed by our model and compare them with models already existing
in literature. In figure 17(a) we plot our steady state on top of Dra¸z˙kowska et al. (2014) results extracted electronically
from their paper for a 1-D vertical column with the same conditions. Our model includes sticking and fragmentation
only, unlike the Dra¸z˙kowska et al. (2014) model, which includes mass transfer as well. However, Dra¸z˙kowska et al.
(2014) mentioned that panel 3 of their Figure 1 represents vertically averaged steady state size distribution they would
achieve without mass transfer; it is this steady state that we plot in Figure 17(a). Once the distribution hits the
fragmentation barrier growth is stalled unless mass transfer is included.
We also make a comparison test with the results from Windmark et al. (2012b) where a local simulation is performed
with SF model without any velocity distribution. In both the cases our model shows an excellent match in the smaller
mass range of the distribution and it deviates slightly in the higher end. In figure 17(b) the points in the extreme
right miss the reference plot beyond the error bars which can be attributed to the bigger dynamical range obtained
by introducing the weighing method.
A.2. Largest Particles Produced
As a further code test, we compare the maximum particle radius amax that our code produces with analytical
estimates of amax for relative velocities dominated by turbulence. Initially, for tiny dust grains of micron and sub-
25
4 3 2 1 0
log10a(cm)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
z/
h
α= 10−4
(a)
4 3 2 1 0
log10a(cm)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
z/
h α= 10−4
(b)
4 3 2 1 0
log10a(cm)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
z/
h
α= 10−4
19
18
17
16
15
14
13
12
lo
g
10
[ρ
d
(z
)]
(c)
Figure A18:: Steady-state dust density distribution ρd(a, z) for our T2 test model (MMSN; α = 10
−4). Left: 5 AU.
Middle: 10 AU. Right: 30 AU. The colorbar represents the dust density in log scale. The visible spikes in the
surface plots originate from the Monte Carlo noise in the simulations. On each plot, the vertical dotted line denotes
the maximum particle size that allowed according to equation A2. Our simulations agree well with analytical results.
micron sizes, the particle relative velocities are dominated by Brownian motion (figure 2) and collisional growth is
efficient. When particle size exceeds ∼ 100µm gas turbulence starts playing the dominant role in setting vrel until
collisions between the largest particles reach the fragmenting threshold velocity vfrag. Given that our collision model
includes only sticking and fragmentation (“SF”), grain growth does not continue (see but results from Dra¸z˙kowska et
al. (2014) on continued growth when mass transfer is included).
The largest eddy turnover time is tL ∼ L/UL, where L is the largest scale of the inertial range and UL is the
characteristic velocity
√
αcs. Taking L ∼
√
αhg (Schra¨pler & Henning 2004), the largest eddy turnover time becomes
tL ∼ 1/Ω. Hence, for particles with stopping time of the same order as tL the Stokes number is St = tLΩ ∼ 1. On
the other hand, the smallest eddy turnover time at the dissipation scale, tη, is tη ∼ Re−1/2tL (Kolmogorov 1941),
where Re, the Reynold’s number, is the ratio of turbulent and molecular viscosity νT /νm (Ormel et al. 2007a). In all
our simulations, the maximum particle size at disk midplane lies within the intermediate turbulent regime of Ormel
& Cuzzi (2007b, equation 28) where tη < tfric < tL. Thus, following Birnstiel et al. (2011), the Stokes number for the
largest particle is
Stmax =
v2frag
2αc2s
, (A1)
which corresponds to a maximum particle radius
amax =
v2fragρg
2αcsΩρm
. (A2)
Figure 18 shows the steady-state, vertical dust density distribution ρd(z) at 5 au, 10 au, and 30 au in test simulation
T2. The vertical dashed line shows the maximum particle size according to Equation A2. We find excellent agreement
between our simulation’s largest particle mass and the analytical estimate in both our code tests and science simulations.
Note, also, that for a given particle size and height z/hg, the Stokes number is lower in the more massive MMEN
than in the MMSN due to the increased gas density. Comparing Figures 5 and 18 shows that hd(a) is always higher
in the MMEN than in the MMSN due to the lower Stokes number.
A.3. Settling and Diffusion Algorithm
Our vertical motion algorithm follows Charnoz et al. (2011). In addition to settling and diffusion toward the density
maximum, we give particles “kicks” in their z-coordinate (according to equations 15 and 16) to simulate a random walk
caused by turbulent diffusion. In the absence of the settling term, the dust distribution should follow the background
gas density distribution. We verify that our turbulent diffusion algorithm produces dust volume density ρd(z) that
matches our analytical description of ρg(z), multiplied by a constant factor η (Figure 19, left). In Figure 19 (right),
we show that our results are independent of the choice of × δtsettle. Figure 20 compares our numerical calculations
of the dust scale height with the analytical approximation given by Equation 12. Like Mulders & Dominik (2012), we
find that the using the analytical expression with midplane (non-local) values of St over-predicts the dust abundance
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Figure A19:: Left: The dust density distribution follows the background Gaussian gas distribution when the vertical
settling term is ignored. The systematic velocity part contains only the force towards the density maximum along with
the stochastic turbulent stirring term. The solid curve is the Gaussian fit. Right: Results are largely independent of
the time step dtsettle we choose for vertical dust dynamics. The black solid curve shows the initial dust distribution
and the results after 104 years are plotted for different δtsettle normalized by 1 year. We find an excellent convergence
in our settling and diffusion algorithm.
at the disk surface. This fact, combined with the fact that some of our disk models have varying α(R, z), motivated
us to numerically simulate vertical grain motion rather than use Equation 12.
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Figure A20:: (a): Steady state dust distribution for a vertical column at 5 au for an MMSN disk with α = 10−4,
normalized by midplane value. The black dashed line shows the analytical dust scale height calculated using equation
12. The solid black lines, from bottom to top, show the heights where dust density becomes 1/
√
e, 1/e2 and 1/e4.5 of
its midplane value. The blue dashed line represents the value
√〈z2〉 calculated for each dust size from the simulation
data. (b): The blue solid line shows the analytical scale-height for a set of parameters listed on the figure. The scale
heights for different particle sizes obtained from our settling/diffusion routine are also shown by + sign. For particles
of sizes between 10 to 100µm, the scale height is slightly smaller than the ones predicted by analytical solution, the
result being consistent with the findings of Mulders & Dominik (2012).
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Figure A21:: Left: The vertical temperature stratification for MMSN disk model, as a part of our code test. The
temperature stratification is shown for a column at 30 au. A stratification in the dust population is expected to result
a temperature stratification where the midplane gets cooler with the surface of the disk becoming warmer. Right:
The vertical optical depth from the disk’s surface to the midplane for the same column at λ = 150µm and 1 mm. The
optical depths in all cases at z = 3hg are several orders of magnitude below unity. This also suggests that the small
amount dust particles which leave the simulations due to the boundary condition at the disk’s surface do not affect
the temperature structure.
