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Načrtovanje učinkovitih algoritmov strojnega učenja za obdelavo podatkov na
robu je v zadnjih letih v ospredju akademskega in industrijskega raziskovalnega
dela. Da bi zadostili zahtevam aplikacij in omejitvam strojne opreme na robu
(zakasnitev, poraba, velikost), so razvili binarne nevronske mreže ter njihove ma-
sivno vzporedne različice. Binarne nevronske mreže, izvedene v čisto kombinacij-
skih oziroma asinhronih vezjih, zagotavljajo učinkovito porabo virov in izjemne
hitrosti. V disertaciji podrobno opisujem in raziskujem vzporedne kombinacij-
ske binarne nevronske mreže za programirljiva vezja FPGA in njihovo uporabo v
aplikacijah robnega računalništva, kar vključuje učenje, gradnjo in implementa-
cijo mrež. Razvil sem orodje za visokonivojsko sintezo strojno opisne kode vezij
masivno vzporednih binarnih nevronskih mrež. Orodje omogoča hitro učenje
in gradnjo za poljubno učno množico oziroma aplikacijo. Z uporabo razvitega
orodja sem zgradil, naučil in sintetiziral mreže za primere robnih aplikacij, kot
so strojni vid, razvrščanje internetnih paketov ter eksperimentalno fiziko. Sin-
teza pokaže, da MPBNN dosegajo zakasnitve pod 30 ns za vse primere aplika-
cij, kar omogoča hitro razvrščanje v robnih sistemih obdelave podatkov. Poleg
tega je močnostna poraba nižja, kot v primerljivih delih kvantiziranih nevronskih
mrež. Število potrebnih vpoglednih tabel za vse primere ne preseže 60 tisoč, kar
omogoča implementacijo v nižjem cenovnem razredu čipov FPGA. Sintetizirane
mreže so v primerjavi z bolj zmogljivimi mrežami po številu plasti in nevronov
med manjšimi. Tako prejšnja dela, kot tudi sam ugotavljam, da je potrebno raz-
viti nove arhitekture vezij oziroma optimizacijske tehnike za zmanjšanje velikosti
logike. Zaradi tega sem razvil, opisal in vgradil v orodje tri nove optimizacij-
ske algoritme, ki omogočajo izvedbo bolj učinkovitih vezij za vzporedne binarne
mreže. Prvi algoritem išče podobnosti med utežmi nevronov, da zmanjša število
potrebnih seštevalnikov. Rezultati kažejo, da predlagana optimizacija v primer-
vii
viii Povzetek
javi z neposredno izvedbo, doseže izboljšavo v velikosti logike za 24.7 % pri vezju
za strojni vid, 39.9 % pri vezju za eksperimentalno fiziko in 38.1 % pri vezju za
razvrščanje omrežnih paketov. Poleg tega je mogoče opaziti izboljšave močnostne
porabe od 37.5 % do 51.9 %. Za preizkus drugega algoritma, ki išče podobnosti
med zaporednimi nevroni, sem mreže zgradil specifično za aplikacije razvrščanja
internetnih paketov. Majhne mreže sem naučil na bazah NSL-KDD ter UNSW-
NB15 in dosegel točnosti od 77.77 % do 98.96 %, ki so primerljive s podobnimi
deli. Sinteza pokaže, da takšne optimizirane mreže porabijo od 8606 do 17990
vpoglednih tabel ter imajo zakasnitev do 19 ns, kar omogoča uporabo v modernih
hitrih internetnih omrežjih. Za preizkus tretjega algoritma, ki združuje skupke
nevronov, sem razvil celoten postopek zaznave ladij iz satelitskih slik. Posto-
pek vključuje algoritme predobdelave, koraka sklepanja kombinacijskih mrež na
FPGA ter algoritme poobdelave. Vezje doseže zakasnitev do 38.2 ns z 0.425 W
porabe in samo 19000 vpoglednih tabel. To omogoča uporabo vezja v poceni
FPGA sistemih in z visokim številom sličic na sekundo.
Ključne besede: binarne nevronske mreže, masivno vzporedne nevronske mreže,
robno računalništvo, robna obdelava podatkov, FPGA, kombinacijska vezja
Abstract
Designing efficient machine learning algorithms for near-sensor data processing on
the edge has been at the research forefront in recent years. To achieve the required
edge processing constraints, massively parallel binary neural networks have been
developed. Binary neural networks implemented in purely combinational circuits
provide resource utilization efficiency and performance. This thesis describes and
researches massively parallel combinational binary neural network logic and how
it is to be used in real-world deployment situations which include training and
constructing networks for a variety of examples. A high-level synthesis toolchain
is designed, which enables users to produce the hardware description language
models of combinational binary neural networks circuits directly from applica-
tion datasets. Standard and optimized combinational architectures are built for
different edge processing applications by using this toolchain. For machine vi-
sion, Ethernet packet calssification, and experimental physics as edge processing
examples, a hardwired Verilog hardware description language code is built us-
ing the toolchain. It is synthesized for an FPGA system to create designs for a
set of concrete edge processing problems. Synthesis results show that massiveley
parallel binary neural networks use minimal resources and achieve less than 30
ns inference delays, which is crucial for high-speed applications, less than 2 W
power consumption and less than 60, 000 FPGA slices. This shows that parallel
binary neural networks enable efficient hardware machine learning performance
for a variety of edge processing problems. However, both from these examples and
previous work done it is concluded that more efficient circuit design and optimiza-
tion algorithms are still needed. Therefore, I design, describe, and implement into
the toolchain three novel optimization techniques that require fewer adders and
overall operations for parallel neuron activation computations. The first proposed
optimization algorithm looks for similarities between the nerurons to reduce the
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amount and size of adders needed. It reaches a 39.9 % improvement in terms of
FPGA slice usage, a 28.2 % improvement in nets used, and a 51.9 % reduction in
power consumption compared to the naive implementation. By using the second
optimization algorithm, called the genetically optimized ripple architecture, the
networks are constructed and trained with the aim of tackling the problem of
classifying Ethernet packets efficiently for intrusion detection systems. Shallow,
single-hidden-layer binary neural networks are trained on benchmark NSL-KDD
and UNSW-NB15 datasets and achieve accuracy rates (77.77 % to 98.96 %) com-
parable to those of similar compact networks used for detecting intrusions. These
networks are then implemented in FPGA using this novel combinational ripple
architecture, which is optimized using a genetic algorithm and uses neuron-to-
neuron similarities to achieve state-of-the-art performance in terms of resource
usage (8, 606 to 17, 990 lookup tables) and classification latency (16–19 ns). With
the third optimization algorithm we presents the development and simulation of
a ship-detecting edge-processing system for deployment on an aerial FPGA plat-
form. A ship detection chain was developed with imager-specific pre-processing
algorithms, massively parallel FPGA neural network inference, and host post-
processing procedures. The ship detection binary neural network implemented
in combinational logic that enables high frame and detection rates, and achieves
93.59 % patch classification accuracy. A new algorithm for optimizing a combina-
tional binary neural network circuit is presented that merges multiple neurons in
a network layer taking advantage of similarities between neuron weights, which
leads to lower adder logic size and power consumption. Thus, state-of-the-art
performance is achieved in comparison to the naive implementation and similar
previous works using combinational binary neural networks, achieving 38.2 ns
inference latency, 0.425 W of power dissipation, and only 19, 000 FPGA slices.
Key words: binary neural networks, massively parallel neural networks, edge
processing, FPGA, combinational circuits
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so skriti nevroni in rumeno vozlišče je izhodni nevron. . . . . . . . 17
2.9 Troplastni perceptron. Oranžna vozlišča so vhodi, modra vozlišča
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seštevalnikov je 11. . . . . . . . . . . . . . . . . . . . . . . . . . . 80
xviii Seznam slik
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1 Uvod
1.1 Problem
Ožje raziskovalno področje je povezano s problematiko učinkovite implementa-
cije nevronskih mrež v sisteme, namenjene robni obdelavi podatkov [3]. Robna
obdelava podatkov (tudi robno računalništvo) omogoča vgrajenim sistemom, da
učinkovito uporabijo algoritme strojnega učenja blizu samih senzorjev. Tako
preko izhoda sistema pošljejo že predelane podatke, kar drastično zmanjša pa-
sovno širino prenosa v primerjavi z neobdelanimi senzoričnimi podatki. Raz-
lika med navadnimi vgrajenimi ter robnimi sistemi je tako v relativni poziciji
računskih elementov ter senzorjev. S hitrim razvojem aplikacij za samovozeče av-
tomobile (Advanced Driver Assistance System – ADAS), eksperimentalno fiziko,
informacijsko varnost in za namene interneta stvari se je pojavila tudi potreba
po naprednih algoritmih strojnega učenja. Tu so v ospredju nevronske mreže,
ki predstavljajo enega od bolj učinkovitih in močnih orodij za razpoznavanje in
obdelavo senzoričnih podatkov. Dandanes tako industrija potrebuje algoritme
in metodologije učenja ter implementacije nevronskih mrež v robne sisteme, ki
imajo najmanjšo možno porabo, zakasnitev, velikost in ceno.
1.2 Nevronske mreže
Sistemi računalniškega vida uporabljajo umetne nevronske mreže za predobde-
lavo vzorcev, luščenje značilk (lastnosti vzorcev opazovanega pojava), regresijo
ter za zaznavanje in razpoznavanje vzorcev. Umetne nevronske mreže so ma-
tematični modeli, ki navdih jemljejo iz bioloških živčnih povezav. Sestavljene
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so iz množice povezanih osnovnih elementov, ki se imenujejo umetni nevroni.
Utežene povezave med nevroni in njihove pragovne funkcije opisujejo obnašanje
in funkcionalnost mreže. Vsota množenj vhodov z nevronskimi utežmi je spe-
ljana čez nelinearno pragovno funkcijo, katere izhod tako predstavlja aktivacijo
nevrona. Funkcije ponavadi predstavljajo enostavne nelinearne izraze, kot so
enotska stopnica, odsekana linearna funkcija ali sigma funkcija. Poznamo več
različic in topologij nevronskih mrež, kot recimo večplastni perceptroni, pona-
vljajoče, Hammingove in konvolucijske mreže. Ena od najenostavnejših oblik je
večplastni perceptron, ki se mu posvečam v svojih raziskavah. Večplastni percep-
troni so sestavljeni iz več plasti nevronov, v katerih je vsak nevron v naslednji
plasti povezan z vsemi nivoji prejšnje plasti. Dokazano je bilo, da lahko eno-
plastni perceptroni v realnem prostoru ustvarijo linearne, dvoplastni odsekoma
linearne in troplastni nelinearne ločilne meje v prostoru vhodnih značilk. Tri- ali
večplastni perceptroni lahko tako dosežejo funkcionalnost Bayesovih odločitvenih
funkcij [4], ki omogočajo odločanje z najmanjšo možno verjetnostjo napačne od-
ločitve. Ker bi želeli ustvariti poljubne ločilne meje za nek specifični problem, je
treba nevronske mreže učiti. Za vsako množico vhodov pričakujemo nek vnaprej
znan rezultat in odstopanje poda napako mreže za ta primer. Napako vzvratno
razširimo preko mreže z verižnim pravilom odvajanja. Pragovne funkcije so pona-
vadi enostavno odvedljive, tako da se lahko izračuna vpliv vsake posamezne uteži
na izhod. Parametre mreže popravimo tako, da se napaka na izhodu zmanjša.
Postopek ponovimo večkrat za celotno učno množico in tako na koncu pridobimo
ločilne meje, ki so uporabne za problem, ki ga rešujemo.
1.3 Kvantizirane nevronske mreže
Klasične nevronske mreže uporabljajo polno natančnost (plavajočo vejico) pri
reprezentaciji vrednosti uteži, funkcij in vmesnih vrednosti. Ker to ni najbolj
primerno za strojno implementacijo, so pred kratkim razvili kvantizirane mreže
(Quantized Neural Networks – QNNs), ki uporabljajo aritmetiko in zapis pa-
rametrov v nepremični vejici. Ker lahko manjšamo natančnost (manj bitov v
računih in parametrih), pridemo do mrež, ki so veliko manjše (logika in spomin),
enostavnejše in bolj primerne v sistemih za robno in sprotno obdelavo podatkov.
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Leta 2016 so bile prvič definirane in matematično ovrednotene binarne nevron-
ske mreže BNN (Binary Neural Network), ki predstavljajo ekstrem kvantiziranih
mrež. Raziskave so pokazale, da je z njimi mogoče doseči rezultate razpoznavanja,
ki so primerljivi s klasičnimi nevronskimi mrežami. Njihova dodatna vrednost pa
je, da so veliko manj potratne za vgraditev v sisteme za robno obdelavo podatkov.
V okviru distertacije se bom primarno ukvarjal z razvojem orodja in metodo-
logije za učenje in sintezo vzporednih binarnih nevronskih mrež za programirljiva
vezja FPGA (Field-Programmable Gate Array) ter raziskavo in optimizacijo no-
vih digitalnih arhitektur vzporednih mrež za specifične aplikacije robne obdelave
podatkov.
1.5 Pregled literature
Nevronske mreže so se izkazale za učinkovit pristop k robni obdelavi podatkov
in s tega področja je v zadnjih letih veliko objav. V [5] so uporabili nevronske
mreže s slikovnimi senzorji v avtomobilu za zaznavanje mikro spancev voznika.
Podobno poznamo tudi slikovne sisteme, ki zahtevajo razpoznavanje vzorcev v
videih z ultra visokim številom sličic na sekundo. Ta problem se je učinkovito
reševal z nevronskimi mrežami v delih [6, 7]. V okviru raziskav s slikovnimi
in slušnimi signali imamo tudi aplikacije interneta stvari in algoritmov razpo-
znavanja [8, 9, 10], kjer sta za naprave zahtevana nizka poraba moči in visoka
natančnost razpoznavanja vzorcev. V povezavi z bolj specifičnimi senzorji pa so
v CERN-u implementirali strojni prožilec za zajem podatkov v poskusih visoko
energetske fizike [11]. Uporabili so nevronske mreže, ki so učinkovito zaznale
zanimive trke osnovnih delcev v trkalnikih. Danes je tudi velik poudarek na in-
formacijski varnosti, kjer pridejo v poštev strojni požarni zidovi. Tu se lahko
uporabi nevronske mreže za filtriranje paketkov IP (Internet Protocol), ki lahko
predstavljajo grožnjo omrežju [12, 13, 14].
Nadalje nas raziskave zapeljejo do že omenjenih kvantiziranih nevronskih
mrež, kjer se parametre mrež zapiše z nepremično vejico. Posebni postopki omo-
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gočajo učinkovito učenje takšnih mrež, tako da dosežejo zmogljivost mrež s pla-
vajočo vejico. Poleg praktično iste natančnosti razpoznavanja pa so take mreže
veliko bolj smiselne za uporabo za robno obdelavo podatkov. Logika aritmetike
nepremične vejice je veliko bolj enostavna za implementacijo, sami parametri
mreže pa zavzamejo manj spominskega prostora v vgrajenih sistemih na robu,
kjer se shranjuje parametre in rezultate mreže. Manj operacij in dostopov pa
nam prinese tudi manjšo porabo moči [15, 16, 11].
Razvoj skrajnih kvantiziranih nevronskih mrež pa se je začel z deli [17] in
[18]. Nevronske mreže so bile redefinirane, tako da so sedaj vse uteži in aktivacije
nevronov enobitne. Sama pragovna funkcija pa je časovno zamaknjena stopnica,
kar sovpada z naučenim preklopnim nivojem. Mreže se učijo podobno kot kla-
sične mreže (uteži s polno natančnostjo), vendar se parametri binarizirajo pri
koraku nevronskega sklepanja. Rezultati so pokazali, da takšne mreže zavzamejo
najmanj spomina ter so implementacijsko najenostavnejše, poleg tega pa je nji-
hova natančnost razpoznavanja primerljiva s klasičnimi mrežami na standardnih
podatkovnih bazah. BNN so tako zelo privlačne za uporabo v problemih robne
obdelave podatkov. Pred kratkim je bilo objavljenih več del, kjer so učinkovito
implementirali arhitekture BNN v FPGA tehnologijah [19, 20, 21] in tehnologi-
jah CMOS vezij, ki so prirejena aplikaciji (Application Specfic Integrated Circuit
– ASIC) [22, 23, 24]. Vsa omenjena dela uporabljajo podobne strukture arhi-
tektur, ki se jih da ponastaviti, da so bolj ali manj vzporedne. To je odvisno
od konkretne uporabe oziroma uporabnika, kjer gre za kompromis med hitrostjo
in velikostjo/porabo vezja. Takšni modeli in vezja imajo, na račun rekonfigura-
bilnosti (spreminjanje parametrov mreže in računskih operacij ter vzporednosti
v že fizični izvedbi sistema) in splošnosti, velik presežek logike, ki ne pride v
poštev v robnih sistemih, kjer se zahtevajo absolutno minimalna velikost, poraba
in zakasnitev. Napredek v to smer so storili z ASIC čipom BinarEye [23], kjer so
razvili nevronski procesor za stalno delujoče mobilne sisteme. Ker so žrtvovali del
konfigurabilnosti (dimenzija mreže se lahko samo delno spreminja), so tako tudi
dosegli enega od najboljših rezultatov v smislu velikosti in močnostne porabe.
To idejo pa je nabolj razvilo delo [25], kjer so se popolnoma znebili spreminjanja
dimenzij mrež in parametrov. Uteži in preklopni nivoji mreže so določeni v sami
digitalni logiki, kar se zgodi že pri sintezi. V ASIC tehnologiji so tako razvili
popolnoma vzporedne oziroma kombinacijske binarne nevronske mreže, kar jim
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je omogočilo, da so dosegli izjemne rezultate v učinkovitosti mrež. To kaže tudi
na to, da so takšne mreže prihodnost robne obdelave podatkov v primerih, kjer
si lahko privoščimo izgubo konfigurabilnosti. Kot recimo pri FPGA tehnologijah
(tudi pri vzporednih vezjih ohranimo konfigurabilnost zaradi same narave FPGA)
in ASIC aplikacijah, kjer je bolj smotrno zamenati cel čip (sprememba mreže za-
radi novih dognanj) kot pa žrtvovati velikost, porabo ali hitrost sklepanja čipa.
V delu [25] pa so tudi ugotovili, da so, kljub trenutno najboljši učinkovitosti,
takšne mreže še vedno relativno velike in potratne, kar zahteva nove arhitekture
in nove pristope k njihovi sintezi. Kot je omenjeno, bom v okviru disertacije odkril
nove aplikacije vzporednih binarnih nevronskih mrež, za katere bom prvi naučil
in sintetiziral vzporedne binarne mreže za FPGA vezja. Poleg tega bom razvil
orodje za učinkovito visokonivojsko sintezo različnih arhitektur kombinacijskih




Strojno učenje je del širšega pojma umetne inteligence (Artificial Intelligence –
AI) in predstavlja preučevanje ter razvijanje algoritmov in matematičnih mo-
delov, katerih obnašanje je naučeno. Obnašanje algoritmov se lahko dinamično
spreminja glede na nove izkušnje, brez eksplicitnega programiranja. Proces učenja
se začne z opazovanjem učne množice, iz katere algoritmi poskušajo izluščiti skrite
vzorce in pravila, s čimer se zgradi model opazovanega pojava. Ta model, ki teme-
lji na naučenem znanju, služi kot odločitveni sistem pri prihodnjih sklepanjih in
razpoznavanju vzorcev. Vhodi v algoritme so ponavadi značilke, ki predstavljajo
ali neobdelan podatkovni vzorec (npr. vrednost slikovne točke) ali pa predhodno
izluščeno lastnost opazovanega pojava (npr. robovi na slikah). Skupku značilk,
ki pripadajo enemu trenutku ali točki opazovanega pojava, rečemo vzorec (izmer-
jene in izluščene lastnosti pojava). Pri tem je treba biti pazljiv, da se izraz ne
meša z vzorci (odnosi med elementi) iz besedne zveze ”razpoznavanje vzorcev”.
V tem poglavju bom predstavil ozadje razpoznavanja vzorcev s strojnim
učenjem. Ker so nevronske mreže bistvo mojih raziskav, poleg tega pa so značilen
predstavnik algoritmov strojnega učenja, jih v tem poglavju tudi podrobno pred-
stavim in opišem. Matematično ovrednotim tudi kvantizirane in binarne različice.
2.1 Razpoznavanje vzorcev
Proces razpoznavanja vzorcev je sestavljen iz treh povezanih pojmov: zaznavanje,
spoznavanje in razpoznavanje. Zaznavanje je zavedanje prisotnosti predmetov,
dogodkov in bitij iz okolice. Konkretno to lahko pomeni, da npr. slikovni sen-
zor ujame podobo mačke v obliki digitalnih vzorcev slikovnih točk. Zaznavanje
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tako predstavlja osnovo za spoznavanja, kar pa je sama analiza okolja oziroma
preučevanje odnosov in vzorcev med dogodki, predmeti in bitji ter pretvorba teh
odnosov v ustrezne oblike. Tu v poštev pridejo algoritmi strojnega učenja, ki iz-
luščijo te odnose. Po uspešnem postopku učenja pride do razpoznavanja, kar pa
je zaznavanje že prej spoznanih stvari. Razpoznavanje umesti neko zaznano stvar
v določen razred objektov razpoznavanja, kar je ena od neprekrivajočih se množic
osnovnih stvarnih pojmov. Primer: mačka in pes predstavljata dva razreda spo-
znanih bitij, ki se jih da razpoznati preko zaznavanja s slikovnimi senzorji. Za
efektivno razpoznavanje si morajo značilke enega razreda objektov razpoznava-
nja biti bolj podobne kot značilke, ki pripadajo drugim objektom razpoznavanja.
Model, ki uspešno razvršča vhodne podatke glede na njihove lastnosti, se ustvari
preko strojnega učenja. Učna množica za namen spoznavanja je sestavljena iz
podmnožic značilk, s katerim so določeni različni razredi objektov razpoznava-
nja. Določi jo ”učitelj”, ki je ponavadi človek, ki je strokovnjak za neko področje.
Če nadaljujemo z našim primerom, je tako učna množica sestavljena iz slik mačk,
ki jih označimo kot mačka, ter slik psov, ki jih označimo kot pes. Glede na to
množico slik mora algoritem strojnega učenja ugotoviti, katere lastnosti na slikah
pripadajo kateremu razredu. Same slike so lahko predstavljene klasično, tj. z
matriko barvnih vrednosti, ali pa z bolj abstraktnimi značilkami, npr. robovi
na slikah, barvnimi histogrami, gradienti itd. Razpoznavanju vhodnih vzorcev
in njihovemu prirejanju naučenim razredom rečemo tudi razvrščanje. Poleg raz-
vrščevalnih algoritmov za razpoznavanje vzorcev poznamo tudi regresijo, kjer
izhod ni razred temveč zvezna vrednost. Podrobnosti regresijskih algoritmov pre-
segajo obseg tega dela.
Razpoznavanje vzorcev z razvrščanjem je tako razporejanje skupkov značilk v
razrede, ki so sestavljeni iz že prej razvrščenih, medsebojno si podobnih značilk.
Matematično se razpoznavanje lahko doseže na različne načine:
• Prileganje. Učenje ustvari razrede v prostoru značilk, kjer se nove vhodne
značilke razvrstijo glede na njihovo razdaljo do razredov. Enostaven primer
je lahko razvrščanje na bolj verjeten spol, kjer imamo na voljo samo višino
ter težo (vhodni značilki) osebe. Preko učenja se določi najbolj verjetni
točki za moške (npr. 180 cm in 85 kg) ter ženske (npr. 160 cm 65 kg). Nov
vhod bo razvrščen v razred glede na najmanjšo razdaljo (npr. geometrijsko)
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relativno na točki v prostoru značilk.
• Odločanje. Vsakemu razredu se priuči funkcija, ki glede na nove vhodne
značilke poda verjetnost, da vzorec pripada temu razredu. Iz primera do-
ločanja spola bi tako oseba, ki ima 175 cm ter 70 kg, preko prve odločitvene
funkcije razreda dobila verjetnost X %, da je moški, ter preko druge od-
ločitvene funkcije razreda verjetnost Y %, da je ženska. Krivuljam v pro-
storu, kjer je X = Y , rečemo ločilne meje, saj se na eni strani meje vzorec
priredi prvemu razredu, na drugi strani pa drugemu. Primer so Bayesove
odločitvene funkcije, ki jih bom bolj podrobno opisal v naslednjem poglavju.
• Stavčna analiza. Vzorce uvrstimo v tisti razred, katerega slovnica ga lahko
ustvari. Slovnica, oziroma simboli, posameznega razreda se določijo preko
učenja.
• Logično sklepanje. Presodimo, v kateri razred spada vzorec z naučenim
naborom zaporednih pravil ČE - POTEM. Preko ustvarjenega drevesa, se
vhodni vzorec razvrsti v razred.
Primeri razvrščevalnih algoritmov, ki se učijo z nadzorovanim postopkom (tj.
da, kot je že omenjeno, ”učitelj”označi učne vzorce), so poleg nevronskih mrež
med drugim tudi odločitvena drevesa (pravila če - potem), K-ti najbližji sosedi
(vzorec razvrščen glede na najbolj pogosti razred od K najbližjih učnih vzorcev),
Bayesovi naivni razvrščevalniki (uporaba odločitvenih funkcij), metoda podpor-
nih vektorjev (čim širše ločilne meje glede na učne vzorce in njihove razrede) itd.
V nasprotju od nadzorovanega učenja poznamo tudi nenadzorovano učenje, kjer
vzorci učne množice niso eksplicitno označeni. Naloga algoritma je, da poišče
podobnosti med vzorci in jih označi kot določen razred. Ta postopek se imenuje
tudi rojenje. Za to nalogo se ponavadi uporablja algoritme rojenja, kot je na
primer algoritem K-tih povprečij.
Ker je poudarek tega dela na razvrščevalnih nevronskih mrežah (podrobnejši
opis sledi v naslednjih poglavjih), ki delujejo na principu aproksimacije Bayesovih
odločitvenih funkcij, se bomo posvetili samo temu tipu razvrščanja vzorcev.
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2.1.1 Bayesova odločitvena funkcija
Bayesova odločitvena funkcija je eden od osnovnih statističnih pristopov k raz-
vrščanju vzorcev. Predstavlja idealen in optimalen način razvrščanja, ko se točno






kjer jeN število razredov, P (wj|x) predstavlja verjetnost razreda wj pri nekem
vzorcu x (imenovana tudi a posteriori verjetnost), P (x|wj) je verjetnost vzorca x
pri razredu wj, P (wj) je verjetnost razreda wj (imenovana tudi a priori verjetnost)
in P (x) je verjetnostna porazdelitev vzorca x. Z drugimi besedami enačba poda
verjetnost j-tega razreda za vzorec x, ko poznamo verjetnost, da je vzorec padel v
j-ti razred, in verjetnost tega razreda. Nek vzorec se razvrsti v določen razred, ko
je a posteriori vrednost za ta razred višja kot a posteriori vrednosti za vse ostale
razrede. Primer je lahko analiza rezultatov izpita iz matematike pri profesorjih
A in B, kjer so rezultati v procentih študentov podani na sliki 2.1.
Študentje pri profesorju A so dosegli bolj normalno razporejene rezultate,
kjer je večina pisala okoli 70/100 točk. Zaradi drugačno strukturiranih nalog so
študentje pri profesorju B dosegali rezultate, strnjene okoli dveh izrazitih vrhov
pri 35/100 in 90/100 točkah. Poleg tega vemo, da je pri profesorju A 2-krat več
študentov kot pri B. Verjetnost, da naključni študent (brez vedenja o njegovih
točkah) pripada razredu A, je tako P (wA) = 66 %, razredu B pa P (wA) = 33 %.
Če tako naključno izberemo študenta, ki je pisal x točk, lahko dobimo a posteriori
verjetnosti, da ta študent pripada razredu A ali B. Normalizacijski faktor P (x)




P (x|wj)P (wj), (2.2)
Na sliki 2.2 so prikazane a posteriori verjetnosti za vsak razred posebej. Če
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Slika 2.1: Modra krivulja prikazuje procent študentov, ki so pri profesorju A pisali
določeno število točk. P (x|wA) tako govori o verjetnosti, da študent piše x točk,
če je izpit pisal pri profesorju A. Enako za študente profesorja B prikazuje rdeča
krivulja.
izberemo naključnega študenta, za katerega vemo, koliko točk je dosegel, ga tako
lahko uvrstimo v razred B z največjo verjetnostjo pravilne razvrstitve, če je do-
segel med 10 in 37 točk. Drugače ga uvrstimo v razred A. Z drugimi besedami
nam je ta postopek definiral ločilne meje v prostoru značilk (število točk).
Verjetnost napačne odločitve je tako definirana kot:
P (error|x) = min[P (wA|x), P (wB|x)], (2.3)
kar predstavlja optimalno odločitveno shemo, kjer odločitve, narejene na pod-
lagi Bayesevih a posteriori verjetnosti, dosežejo minimalno verjetnost napačne
odločitve. V naslednjem poglavju se bom posvetil ozadju nevronskih mrež, ki
predstavljajo konkretni tip razvrščevalnika in pri katerih je bilo dokazano, da
lahko aproksimirajo Bayesevo odločitveno funkcijo za razvrščanje z najmanjšo
možno napako.
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Slika 2.2: A posteriori verjetnost, da je poljuben študent, ki je pisal x točk, pri
profesorju A (modra krivulja) ali B (rdeča krivulja).
2.2 Nevronske mreže
2.2.1 Nevronske mreže s polno natančnostjo
Umetne nevronske mreže ANN (ang. Artificial Neural Network) so matematični
modeli umetne inteligence, ki delno temeljijo na delovanju bioloških nevronov.
Predstavljajo enega najbolj raziskovanih in uporabljenih algoritmov strojnega
učenja. Sistemi računalniškega vida in prepoznavanja vzorcev uporabljajo ANN
za predobdelavo vzorcev, luščenje značilk, regresijo, združevanje vzorcev, zazna-
vanje in prepoznavanje. ANN so sestavljene iz povezanih enostavnih elementov,
ki se jim reče umetni nevroni. Nevroni so ponavadi urejeni v plasteh, kjer več
plasti omogoča boljše razvrščanje in višji nivo abstrakcije. Danes mreže z veliko
plastmi (imenovane tudi globoke nevronske mreže) dosegajo odlične rezultate na
razvrščanju objektov na slikah in vrednotenju ter razumevanju človeškega go-
vora [26, 4]. ANN so učljivi modeli, pri čemer se njihovo obnašanje definira z
uteževanjem povezav med nevroni na podlagi učne množice podatkov.
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2.2.1.1 Umetni nevron
ANN so sestavljene iz niza medsebojno povezanih enostavnih procesnih elemen-
tov, imenovanih umetni nevroni, katerih utežene povezave in aktivacijski pragovi
opisujejo obnašanje mreže. Vsota množenj vhodov nevrona z ustreznimi utežmi
(skalarni produkt) se prišteje pragu, kjer je dobljena vrednost vhod v aktivacijsko
oz. pragovno funkcijo, katere rezultat predstavlja izhod nevrona oz. aktivacijo.
Pragovna funkcija je ponavadi enostavna linearna funkcija, odsekoma linearna
funkcija, sigmoidna funkcija ali stopnica.
Slika 2.3: Umetni nevron. Skalarni produkt vhoda z utežmi se prišteje pragu. Ta




Iiwi] + prag), (2.4)
Prag je tudi utež vhoda v nevron, pri čemer je ta vedno nastavljen na ena.




Iiwi] + 1 ·wprag), (2.5)
2.2.1.2 Pragovne funkcije
Obstaja veliko različnih pragovnih funkcij, vendar je večina teh variacija stopnice,
linearne, odsekoma linearne in sigmoidne funkcije. Osnovna linearna pragovna
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funkcija (enačba 2.6) je enostavna premica, ki zvezno preslika vhod v izhod ne-
vrona. Pomanjkljivosti sta, da je njen odvod konstanta, kar onemogoča učenje
z vzvratnim širjenjem napake (več v poglavju 2.2.1.4), in da je izhod nevrona
linearna kombinacija vhodov. Če imamo tako več plasti mreže (več v poglavju
2.2.1.3), je vsaka plast linearna kombinacija prejšnje, kar se lahko okrajša v samo
eno plast. To nam tako ne pusti gradnje globokih mrež, ker efektivno ni mogoče
imeti več kot eno plast.
y = kx. (2.6)
Slika 2.4: Linearna pragovna funkcija.
Najenostavnejša nelinearna pragovna funkcija je stopnica (enačba 2.7). Pona-
vadi takšna funkcija ni najbolj primerna, saj njen izhod lahko zavzame samo dve
različni vrednosti, kar onemogoča zvezno razvrščanje. Poleg tega je odvod sto-
pnice povsod nič, razen pri prehodu, kjer je neskončen. Učenje mrež z vzvratnim
širjenjem napake je tako nemogoče. Obstajajo pa triki, kako to pomanjkljivost
obiti s približkom odvoda, kar pride prav v binarnih mrežah, kjer je pragovna
funkcija stopnica (več v poglavju 2.3).
y =
⎧⎨⎩1, če x ≥ 0,−1, če x < 1. (2.7)
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Slika 2.5: Stopnica kot pragovna funkcija.
Odsekoma linearna funkcija (enačba 2.8), imenovana tudi ReLU (Rectified
Linear Unit), je nelinearna funkcija, ki ohranja enostavnost premice, vendar omo-
goča večplastne mreže. Njena šibkost je, da je odvod stopnica, kar otežuje učenje
z vzvratnim širjenjem napake.
y =
⎧⎨⎩kx, če x ≥ 0,0, če x < 1. (2.8)
Slika 2.6: Odsekoma linearna pragovna funkcija.
Sigmoidna funkcija (enačba 2.9) in hiperbolični tangens (enačba 2.10) sta dve
nelinearni pragovni funkciji, ki omogočata zvezno preslikavo in imata enostaven
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ter zvezen odvod. Sigmoidna funkcija ne podpira negativnih vhodov, medtem ko
hiperbolični tangens to omogoča in je bolj primeren za probleme, kjer so predznaki
vhodov pomembni. Prav tako se iz enačb vidi, da je hiperbolični tangens samo
skalirana in premaknjena sigmoidna funkcija. Obe takšni funkciji sta, zaradi









Slika 2.7: Modra krivulja je Sigmoidna pragovna funkcija, rdeča krivulja pa hi-
perbolični tangens.
2.2.1.3 Topologije nevronskih mrež
Obstaja veliko različic in topologij nevronskih mrež, kot so, med drugimi,
večplastni perceptron (Multilayer Perceptron – MLP), ponavljajoča mreža, Ham-
mingova mreža in konvolucijska mreža.
Ena najpreprostejših mrež za prepoznavanje in razvrščanje so večplastni per-
ceptroni, ki tudi predstavljajo glavno topologijo v okviru tega doktorskega dela.
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MLP imajo popolnoma povezane plasti, kar pomeni, da je vsak nevron v po-
samezni plasti povezan z vsakim nevronom v naslednji plasti. Izkaže se, da
je mogoče ustvariti linearne ločilne meje v prostoru vhodnih značilk z enopla-
stnim MLP, odsekoma linearne meje z dvoplastnim MLP in nelinearne meje s
tro- ali večplastnimi MLP. Troplastni perceptroni tako aproksimirajo Bayesovo
odločitveno funkcijo preko napake najmanjših kvadratov [27, 4].
Slika 2.8: Enoplastni perceptron. Oranžna vozlišča so vhodi, modra vozlišča so
skriti nevroni in rumeno vozlišče je izhodni nevron.
Slika 2.9: Troplastni perceptron. Oranžna vozlišča so vhodi, modra vozlišča so
skriti nevroni in rumeno vozlišče je izhodni nevron.
Na sliki 2.8 je enoplastni (ime se nanaša na število skritih plasti) MLP.
Oranžna vozlišča ne predstavljajo nevronov, temveč vhodne signale. Modra voz-
lišča so skriti umetni nevroni, ki so del skritih plasti, rumeno vozlišče je pa izhodni
umetni nevron. Slika 2.9 prikazuje troplastni MLP, ki je namenjen globokemu
učenju, in ki lahko ustvari poljubno kompleksne meje v prostoru vhodnih signa-
lov/značilk in jih tako lahko učinkovito razvrsti. Izbira števila nevronov na plast
ter število plasti za globoko učenje je odvisno od problema in zahteva izkušnje in
empirično poizkušanje. Več plasti rešuje težje probleme, vendar lahko pride do
prezahtevne mreže za ciljno aplikacijo in preprileganja na učno množico. Podrob-
neje je pojav preprileganja razložen v poglavju 2.2.1.4. Sam izhodni nevron pri
MLP ima lahko klasično pragovno funkcijo, na primer stopnico, s katero lahko
dobimo dve izhodni vrednosti, ki predstavljata dva razreda. Izhodnih nevronov
je lahko tudi več (vsak za en razred razpoznavanja), iz katerih se potem sklepa,
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kateri od razredov je bil prepoznan. Pogosto uporabljena arhitektura je, da se
namesto izhodnih nevronov uporabi softmax funkcijo (enačba 2.11). Softmax
preslika izhode zadnje skrite plasti (v nekaterih virih se v tem primeru zadnji
plasti reče kar izhodna plast) v normalizirano verjetnostno porazdelitev, ki ima






kjer je N število nevronov v zadnji plasti, yi je izhod i-tega nevrona v zadnji
plasti in σ(y)i je verjetnost i-tega razreda. Primer je lahko mreža, ki razvršča
slike mačk in psov, kjer pri vhodni sliki malega psa softmax vrne verjetnosti
0.73, da je na sliki pes, ter 0.27, da je mačka. Rezultat se interpretira, kot da
je bolj verjetno na sliki pes kot mačka, ni pa to zagotovljeno. Izhodni nevron
je lahko tudi regresijski, kar pomeni, da vrača zvezno vrednost, s čimer lahko
na primer aproksimiramo poljubno zvezno funkcijo. Enoplastni MLP s primerno
pragovno funkcijo in končnim številom skritih nevronov je dokazano univerzalni
aproksimator zveznih funkcij v poljubno dimenzijskem Evklidskem prostoru [29].
Podrobnosti presegajo obseg tega dela.
V zadnjih letih so se za zelo uspešne izkazale tako imenovane konvolucijske
nevronske mreže (convolutional neural network – CNN) [30]. Uporabljajo konvo-
lucijske plasti, kjer se neko število nevronov premika preko dela vhodnih podatkov
in gradi vhode v naslednjo plast [26]. Na sliki 2.10 je prikazan enostaven primer
CNN. Imamo L vhodov v mrežo. Vsak nevron v prvi plasti ima vidno polje veli-
kosti 3, kar pomeni, da naenkrat sklepa samo s tremi elementi vhodnega vektorja.
Njegov izhod predstavlja prvi element prvega stolpca v naslednji plasti. Nato se
sprejemno polje premakne za eno mesto preko vhodnega vektorja. Sklepanje se
ponovi, kjer je izhod sedaj drugi element prvega stolpca naslednje plasti. To se
ponovi za celoten vhodni vektor in za N0 različnih nevronov v prvi plasti, kar
zgradi L × N0 matriko, ki služi kot vhod v drugo konvolucijsko plast. Odvisno
od načina obravnavanja robnih vhodov je število vrstic te matrike lahko manjše
za velikost vidnega polja. Matrika se lahko tudi zmanjša, tako da iz vsakega, na
primer 3 × 3 velikega neprekrivajočega okna, vzame maksimalno ali povprečno
vrednost, kar zmanjša matriko za 9-krat. Prav tako se lahko matrika normalizira,
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da povprečna vrednost vhodov v naslednjo plast ostaja enaka, kar pomaga tako
pri učenju kot pri sklepanju.
Slika 2.10: Konvolucijska nevronska mreža. N0 nevronov se v smislu premika-
jočega okna pomika čez vhodni vektor. Rezultati vsakega pomika za vsak nevron
zgradijo L × N0 veliko vhodno matriko naslednje plasti. Postopek se ponovi v
naslednjih plasteh. Zadnji del mreže je večplastni perceptron.
Naslednja konvolucijska plast deluje na enak princip, le da je sedaj sprejemno
polje velikosti 2×N0, ker je vhod dvodimenzionalen. Po poljubnem številu konvo-
lucijskih plasti je na koncu razvrščevalnik, ki je ponavadi večplastni perceptron.
Zadnji deli CNN-ja se imenujejo tudi polno-povezane plasti, saj so različne od
konvolucijskih plasti, ki delujejo na principu premikajočih nepovezanih filtrov.
Število plasti, velikosti vidnih polj, število nevronov ter oblika in velikost polno-
povezanih plasti so parametri CNN, ki jih optimiziramo glede na nalogo in namen
uporabe mreže.
Konvolucijske nevronske mreže so uspešne, ker potrebujejo manj povezav, kot
če bi neposredno vezali ogromne MLP-je na vhodne vektorje. Poleg tega omo-
gočajo učenje filtrov, ki so prostorsko neodvisni, kar predstavlja manj računanja
in lažjo gradnjo abstrakcije za efektivno razvrščanje vhodov. Filtri predstavljajo
učljive značilke, ki so diskriminantne in primerne za uporabo v razvrščevalnikih.
Primer so lahko slike mačk in psov. Prva konvolucijska plast se nauči majhnih
filtrov, ki služijo kot detektor robov, kar se izkaže za zelo učinkovito abstrak-
cijo ter značilko, saj se skoraj nič informacije ne izgubi (npr. brezbarvna skica
psa). Vhod v naslednjo plast je tako slika robov, ki se lahko zmanjša, saj ni več
potrebe po veliki ločljivosti. Druga plast se potem nauči prostorsko neodvisnih
filtrov, ki zaznavajo skupke robov, ki so približno ovalni, kar predstavlja naslednji
nivo abstrakcije. Filtri tretje plasti iščejo skupke štirih podolgovatih ovalov itd.,
vse dokler ne pridemo do značilk (izhodna matrika zadnje konvolucijske plasti),
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ki nosijo zgoščeno informacijo o sliki. Te končne, ponavadi relativno majhne, ma-
trike potem služijo kot vhod v MLP razvrščevalnik, ki pove, ali je na sliki maček
ali pes. Moč konvolucijskih mrež je v tem, da omogočajo progresivno abstrakcijo
(od, na primer, robov, preko likov, do bitij) in učljivost filtrov, kjer se posamezna
plast nauči biti detektor določenih lastnosti vhodov. Mreži pustimo, da ugotovi,
kaj je najbolj primerno za določen problem in plast.
Poznamo še veliko drugih različic večplastnih mrež in v delu jih bom omenil
samo nekaj. Prve so ponavljajoče mreže (slika 2.11) [31], ki imajo povratne vezave
med nevroni in plastmi. Povratne vezave imajo tudi pomnilne elemente, ki držijo
informacijo prejšnje iteracije sklepanja. Uporabne so za spreminjajoče signale, na
Slika 2.11: Ponavljajoča nevronska mreža.
primer za prepoznavo govora, filtriranje in kot nelinearni avtoregresijski modeli.
Podobne so Hammingove mreže, ki so dvoplastne mreže, pri čemer je vsak nevron
prve skrite plasti povezan samo z enim nevronom v drugi plasti. Izhod vsakega
nevrona druge plasti je povezan z izhodnim vozliščem in ostalimi nevroni v drugi
plasti, ki se imenuje tudi MaxNet [32]. Takšna mreža deluje na principu prileganja
Slika 2.12: Hammingova nevronska mreža.
vhoda z naučenimi šablonami. Prva plast se nauči šablone, druga plast pa ugotovi,
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katera šablona ima največji odziv in poda rezultat. Primer je lahko detekcija BCD
(binary-coded decimal) številk na n×m binarni matriki [33].
2.2.1.4 Učenje
Nevronske mreže naučimo z nastavljanjem uteži in pragov, ki ustvarijo določen
izhod na podlagi svojih vhodov. To matematično predstavlja optimizacijski pro-
blem, pri katerem iščemo matriko parametrov mreže, ki nam da najboljši možni
rezultat na učni množici.
Parametre mreže je potrebno na začetku učenja inicializirati, pri tem pa že
pridemo do prvega problema. Začetni parametri za učinkovito in hitro učenje, ki
konvergira v željeno obnašanje mreže, so odvisni od naloge mreže in jih je težko
definirati. Običajno parametre nastavimo na naključne vrednosti, pri čemer je
treba paziti, da noben nevron ne pride v nasičenje s tako velikimi utežmi, da
deluje ne glede na vhodne podatke v nasičenem območju. Primer je lahko nevron
s Sigmoidno pragovno funkcijo (enačba 2.9). Če je skalarni produkt med vhodi in
utežmi prevelik ali premajhen, ima nevron vedno enak, oziroma skrajno podoben
izhod, in s tem ne vnaša nobene dodane vrednosti. Do tega pojava pridemo, če
uteži nepazljivo inicializiramo. Tako je treba paziti, da so inicializirani parametri
takšni, da nevroni delujejo v nenasičenem načinu in tako doprinesejo k delovanju
mreže. Poleg tega morajo biti vhodi v mrežo tudi normalizirani, saj drugače veliki
vhodi dominirajo nad ostalimi in tako doprinesejo nesorazmeren vpliv. Drugi
način je, da se vzame mrežo, naučeno na drugačnem problemu, in se njene uteži
uporabi kot začetne vrednosti naše mreže. Tu seveda predpostavljamo, da imamo
iste dimenzije mreže in podoben problem. Na primer, da vzamemo mrežo, ki
razvršča števke, in jo naučimo, da razvršča črke. Obstajajo tudi inicializacijski
algoritmi, ki spreminjajo vrednostno distribucijo uteži glede na velikost mreže in
podatkov, tip podatkov in tip mreže, vendar razlaga presega obseg tega dela.
Po inicializaciji parametrov je treba definirati cilj optimizacije/učenja. Vsak
element učne množice predstavlja vhod mreže, za katerega točno vemo, kakšen
izhod naj bi ustvarila mreža. Koraku, ko mreža ustvari izhod glede na neke
vhode, se reče tudi sklepanje, saj mreža sklepa, kaj bi lahko bil pravilen odgovor.
Primer je lahko učenje mreže za prepoznavanje napisanih cifer (baza slike MNIST
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[34]). Vhod v mrežo je slika števke in pričakovan izhod je vrednost te števke. Ko
se premikamo čez slike v učni množici, lahko izračunamo napako mreže glede
na razliko med pričakovanim in realnim izhodom mreže s cenilno funkcijo. Za










kjer je N število učnih vzorcev, yk je izhod mreže za k-ti vzorec inYk je željeni
izhod za k-ti vzorec. Za minimizacijo cenilke potrebujemo informacijo o gradientu
posameznega parametra na cenilko, tako da z verižnim pravilom odvajanja širimo
napako iz izhoda mreže proti vhodu. Za začetek poglejmo k-ti izhodni nevron in












kjer je sk skalarni produkt med vhodi nevrona in njegovimi utežmi. Enačbo se
interpretira kot: sprememba uteži spremeni skalarni produkt, sprememba skalar-
nega produkta spremeni izhod nevrona in izhod nevrona spremeni cenilko. Zadnji
člen je odvod skalarnega produkta po uteži i:









drugi člen je odvod pragovne funkcije, ki je ponavadi lepo odvedljiva, tako












= yi(1− yi). (2.17)






= 2(yk −Yk). (2.18)
Gradient i-te uteži k-tega nevrona je tako sestavljen iz kombinacije vhoda
preko te uteži, izhoda nevrona in pričakovanega izhoda.
δC
δwk,i
= 2(yk −Yk)yi(1− yi)Ii (2.19)
Postopek se ponovi in izračuna za vsako utež in vsak nevron v izhodni plasti.
Za naslednje plasti se enako uporabi verižno pravilo za izračun gradientov. Zadeva
je malce kompleksnejša, ker sedaj vsi izhodi mreže vplivajo na neko utež, saj ima
vsak nevron, ki ni v izhodni plasti, vpliv na vse izhode mreže. Poleg tega je pa
izračun še odvisen od tipa mreže in povezav med nevroni. Ko imamo gradiente
vsakega parametra, se lahko lotimo optimizacije, oziroma učenja.
Najenostavnejša metoda je gradientni spust, kjer iterativno popravljamo uteži
glede na njihove gradiente na cenilko ter faktor učenja µ. Če se popravke dela













w∗ = w− µg, (2.21)
kjer je N število vseh uteži v mreži, g vektor odvodov in w vektor vseh
uteži. Če se gradiente povpreči preko več vzorcev učne podmnožice, preden se
popravi uteži, se temu reče paketno učenje. Problem klasičnega gradientnega
spusta je počasna konvergenca, zato se ponavadi uporablja modifikacije, kot je
Gauss-Newtonova metoda:
w∗ = w− (JTJ)−1g, (2.22)
in Levenberg-Marquardtova metoda:
w∗ = w− (JTJ+ µI)−1g, (2.23)







































kjer je cp,m cenilka za izhod m pri učnem vzorcu p [26, 4]. Predstavljene op-
timizacijske metode ponudijo izračun vpliva posamezene uteži na končno napako
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izhoda. Uteži popravljamo v smeri zmanjševanja napake. Učenje zahteva veliko
iteracij s celotno učno množico, da dobimo parametre mreže in s tem gradimo
ločilne meje v prostoru vhodnih značilk. Vzvratno širjenje napake vedno najde
lokalni minimum izhodne napake, kar pa ni nujno optimalno. Temu se lahko izo-
gnemo, tako da mrežo učimo večkrat z različno inicializiranimi parametri. Poleg
tega so lahko naučene mreže preveč prilagojene učni množici, kar pomeni, da sicer
najdejo dober minimum v cenilki, ampak dosegajo slabe rezultate na preizkusni
množici. Pojavu rečemo tudi preprileganje. Možen problem je, da se je mreža
naučila ena na ena preslikave vhodov na izhode. S tem si je tabelirala, kakšen od-
govor se pričakuje pri nekem vhodu in ni prišlo do željene posplošitve problema.
Za to poznamo tri osnovne rešitve:
• Mreža je prevelika in jo je potrebno zmanjšati (št. plasti in št. nevronov).
Prevelike mreže si lažje zapomnijo celotne množice vhodov in so slabe pri
posploševanju. Seveda je treba paziti, da je mreža še vedno dovolj velika,
da lahko rešuje kompleksnost ciljnega problema.
• Uteži eksplodirajo v velikosti in jih moramo regulirati. Velike uteži močno
vplivajo na izhod mreže, čemur bi se radi izognili, ker to pomeni, da ima
naša mreža veliko dinamično območje (male uteži v kombinaciji z velikimi).
To s sabo prinese tudi kompleksnost mreže, ki slabo posplošuje. Cenilki, ki
se uporablja pri učenju, se doda člene, ki ”kaznujejo”velike uteži. Končen
minimum cenilke je tako kombinacija uteži, ki ima najmanjšo napako na












kjer je M število nevronov predzadnje plasti. Novi člen je manjši, manjša
ko je vsota kvadratov uteži. Faktor regulacije α je nastavljiv in določa vpliv
regulacijskega člena na cenilko.
• Ohraniti želimo veliko mrežo, vendar zmanjšati kompleksnost na posame-
znem učnem koraku za boljše posploševanje. Za to se uporablja izpust ne-
vronov. Pri vsaki iteraciji popravljanja uteži se nek delež nevronov v mreži
naključno izbere in izklopi. Njihove uteži se ne popravlja in njihovi izhodi
so konstantno enaki nič.
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Problem je lahko tudi v sami učni množici, ki je preveč pristranska. Na
primer, vse slike psov prikazujejo rjave pse in vse slike mačk prikazujejo črne
mačke. Mreža se tako nauči prepoznavati živali glede na barvo. Če se takšni
mreži poda sliko črnega psa, bo rezultat razvrstitve 100 % mačka. Poleg tega je
lahko v učni množici premalo variacije ali pa je premajhna. Tvorba uspešne učne
množice zahteva izkušnje, poznavanje problema in tipa mreže ter veliko testiranja
in poizkušanja.
2.2.1.5 Gradnja
Velikost mreže se lahko spreminja med učenjem z uporabo konstruktivnih tehnik
in tehnik rezanja. Pri konstruktivnih tehnikah se začne z malo plastnimi in
malo nevroni. Število nevronov in plasti se potem inkrementalno veča glede na
rezultate na učni in validacijski množici. Obratno velja pri tehnikah rezanja,
kjer velikim mrežam postopoma odvzemamo plasti in nevrone, katerih uteži ne
vplivajo na funkcionalnost mreže (npr. nevron, ki ima vse uteži 0, nima vpliva in
se lahko odstrani).
2.2.1.6 Vrednotenje zmogljivosti
Učinkovitost mrež se za regresijske probleme ponavadi meri s korenom povprečnih
kvadratov napake (root mean squared error – RMSE), kar je v bistvu uporaba po-
dobne cenilke kot za učenje. Za razvrščevalne probleme pa poznamo več načinov
vrednotenja. Za primer lahko vzamemo binarno razvrščanje, kjer se razvršča
osebe na okužene/neokužene glede na simptome gripe. Slika 2.13 prikazuje ma-
triko zmede za 100 oseb in nek razvrščevalnik. Vsote po stolpcih podajo število
razvrščenih oseb na pozitivne/okužene in negativne/neokužene. Vsote po vr-
sticah pa kažejo resnično stanje okuženosti z gripo. Iz matrike se vidi, da je
resnično število okuženih 7 in naš razvrščevalnik je pravilno zaznal 6 okuženih, 1
je pa zgrešil. Poleg tega je pravilno zaznal 89 neokuženih, 4 neokužene osebe je
pa napačno razvrstil kot okužene.
Prvi način vrednotenja takšne matrike je točnost, ki je razmerje med pravilno
razvrščenimi osebami in vsemi testiranimi osebami. Predstavlja neposreden način
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Slika 2.13: Matrika zmede razvrščevalnika.
evalvacije razvrščevalnika in je tudi metrika, ki se uporablja v tem delu.





Poleg točnosti poznamo tudi priklic (ali občutljivost), ki je razmerje med
številom pravilno razvrščenih okuženih oseb in vsemi osebami, ki imajo v re-
snici gripo. Priklic je metrika, ki pove, kako natančen je algoritem za relevantne
podatke.
Slika 2.15: Priklic je razmerje med številom pravilno razvrščenih okuženih oseb





Tretji način je natančnost, ki je razmerje med številom pravilno razvrščenih
pozitivnih oseb in vsoto pravilno razvrščenih pozitivnih oseb ter nepravilno raz-
vrščenih negativnih oseb. Ta metrika pove, koliko več relevantnih rezultatov
doseže algoritem v nasprotju z irelevantnimi.
Slika 2.16: Natančnost govori o tem, koliko več relevantnih rezultatov doseže




Četrta metrika je kombinacija priklica in natančnosti, imenovana F1, in je
definirana kot:
F1 =
2 · (priklic · natančnost)
priklic + natančnost
. (2.29)
Kdaj se uporablja eden in kdaj drug način vrednotenja, je odvisno od samega
problema in ciljev razvrščevalnika. Za naš primer je bolje, da razvrščevalnik
napačno razvrsti zdravo osebo, kot da se napačno razvrsti okužena oseba. V tem
primeru je, poleg točnosti, najbolj primerna metrika priklic [4].
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2.3 Kvantizirane nevronske mreže
Do sedaj pri opisu nevronskih mrež ni bilo govora, kako se takšne algoritme
konkretno implementira v fizične sisteme in realne probleme. V teoriji se da
nevronske mreže narediti v kakršnemkoli mediju, ki omogoča izvedbo uteži in
pragovnih funkcij. Zanimiv pristop je bil objavljen v reviji Science, kjer so razvili
čisto optičen MLP iz 3D natiskanih steklenih vlaken, ki razvršča pisane števke
[1].
Slika 2.17: Pasiven optičen večplastni perceptron, narejen iz steklenih vlaken. [1]
V veliki večini primerov pa govorimo o računalniški izvedbi, kjer je algoritem
zapisan v obliki programa/ukazov za nek procesor, implementiran neposredno v
strojni opremi, ali pa je kombinacija obojega. Vhodni signali, uteži in aktivacije
nevronov so fizično v binarni obliki in definirane s plavajočo ali nepremično vejico.
Tu pridemo do problema točnosti in natančnosti računanja vmesnih rezultatov
nevronske mreže. Za neskončno natančnost in točnost signalov bi potrebovali
neskončno število bitov. To je seveda nemogoče, tako da se moramo zadovoljiti
z manjšim številom bitov, kar direktno vpliva na učenje in učinkovitost algorit-
mov. Signali, zapisani z nepremično vejico, in N biti, imajo 2N diskretnih stanj,
kar pomeni, da niso zvezni. Uteži tako ne morejo zavzeti vrednosti, ki so bolj
točne, kot je razdalja med dvema binarnima stanjema. Zapis s plavajočo vejico
je kompromis med dinamičnim območjem in točnostjo, kar pomeni, da je razlika
med najmanjšo in največjo možno zapisano vrednostjo večja kot pri nepremični
vejici. Uporablja se v problemih, kjer nastopajo tako zelo majhne kot zelo velike
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vrednosti. Plavajoča vejica sicer pokrije vse te vrednosti, vendar je posamezna
številka manj točna, kot če bi uporabil ekvivalentno število bitov z nepremično
vejico. Ponavadi se nevronske mreže uči in uporablja z 32-bitno plavajočo vejico.
Takšen zapis pokrije ogromno dinamično območje in ohrani dobro točnost ter je v
veliki večini primerov primeren za kakršno koli mrežo in problem. Mreže tako si-
cer dosegajo optimalne rezultate na preizkusnih množicah, vendar tako za učenje
kot sklepanje potrebujejo zahtevne strojne pospeševalnike, kot so na primer arit-
metično-logične enote z množilniki s plavajočo vejico, ter velike pomnilnike. Velik
pomnilnik se potrebuje tako za same parametre mreže kot vmesne rezultate. Ale-
xNet CNN [35] (ena prvih visoko-zmogljivih implementacij globokega učenja) ima
okoli 60 milijonov parametrov. Če ima vsak parameter 32 bitov, to znese okoli
230 Mb pomnilnika, in to še preden se upošteva vmesne rezultate plasti. Razvoj
je tako šel v smeri zmanjševanja števila bitov in potrebne računske moči, ne da
bi preveč pokvarili točnost mreže za določen problem.
Obstaja več načinov kvantizacije, kjer je najenostavnejša neposredna linearna
kvantizacija uteži že naučene mreže. Vzame se matriko uteži v plasti (število
nevronov krat število vhodov v plast) in se jo normalizira s skalirnim faktorjem.
Faktor se ponavadi izračuna tako, da se naredi histogram uteži in se oceni, kakšen
faktor naredi najmanjšo napako. Novo nastali elementi se potem zakodirajo v 2n
diskretnih vrednosti, kjer je n število željenih bitov. Primer je na sliki 2.18.
Najprej naredimo logaritemski (dvojiški) histogram uteži. V osem bitov lahko
zakodiramo samo osem stolpcev takšnega histograma. Izbere se tistih osem za-
porednih stolpcev, ki dajo najmanjšo napako v dinamičnem območju in pokrijejo
največje število uteži. Poleg tega so pri nekaterih mrežah bolj pomembne tudi
nižje ali višje uteži, kar je potrebno upoštevati. Tu je potrebno veliko testiranja
vpliva kvantizacije na konkretno mrežo.
Za manjšo degradacijo točnosti mreže se ponavadi aktivacije nevronov in prva
plast ne kvantizira. Pri aktivaciji plasti se lahko tudi upošteva matrični nor-
malizacijski faktor (izhodi plasti se množijo s tem faktorjem) v primeru, da je
dinamično območje uteži med plastmi različno. Medtem ko kvantizacija do 8
bitov doseže minimalno degradacijo točnosti [36, 37], je za manjše število bitov
potreben drugačen pristop. Izkaže se, da je za ohranitev točnosti potrebno učiti
mreže tako, da se upošteva končno kvantizacijo. Prvi korak je tak, da se mrežo
uči s polno natančnostjo v koraku vzratnega širjenja napake. Uteži se tako zvezno
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Slika 2.18: Primer kvantizacije uteži iz plavajoče vejice v 8 bitov v MATLAB-u.*
* Slika iz https://www.mathworks.com/company/newsletters/articles/what-is-int8-
quantization-and-why-is-it-popular-for-deep-neural-networks.html, dne 18. 5. 2020.
spreminjajo čez učno množico, poleg tega pa pragovne funkcije ohranjajo zvezne
in nekompleksne odvode, kar je nujno potrebna lastnost za računanje gradien-
tov. Razlika pride v koraku sklepanja med samim učenjem, kjer se uteži sedaj
kvantizirajo na poljubno število bitov. Signal, ki se širi od vhoda proti izhodu in
posledično do cenilke, je utežen z že kvantiziranimi utežmi. Rezultat tako kvan-
tizirane mreže se uporabi za izračun napake (slika 2.19). Napaka se vzvratno širi
preko nekvantiziranih, zveznih uteži in funkcij. Za še bolj kvantizirano mrežo
se kvantizirajo tudi pragovne funkcije, kar dodatno zmanjša računsko zahtevnost
mreže. Po konvergenci mreže se vzame kvantizirane funkcije in uteži, ki tvorijo
končno, naučeno mrežo.
Opisan postopek za širjenje napake preko pragovnih funkcij uporablja odvod
funkcije s polno natančnostjo. To se izkaže za učinkovito pri kvantizaciji nad
štirimi biti, vendar je za še večjo zgostitev potrebno upoštevati odvod kvanti-
zirane pragovne funkcije. Ker je kvantizirana funkcija stopničasta, pridemo do
slabo pogojenih odvodov. Na sliki 2.20 vidimo, da je funkcija sicer podobna svoji
nekvantizirani različici, odvod pa je skupek neskončnih impulzov in ni podoben
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Slika 2.19: V koraku sklepanja uteži kvantiziramo. Pri vzvratnem širjenju pa se
gradienti računajo glede na uteži s polno natančnostjo.
odvodu originalne funkcije. Prav tako impulzi onemogočajo uporabo vzvratnega
širjenja napake, ker sta edini vrednosti odvoda 0 (ni gradienta) ali pa neskončno.
Gradient je takrat tudi neskončen, kar pripelje do neskončnih uteži, ki nimajo po-
mena v okviru nevronskih mrež. Mreža se na neposrednih odvodih kvantiziranih
pragovnih funkcij tako ne more učiti.
Za učenje preko kvantiziranih pragovnih funkcij se namesto neposrednega od-
voda uporablja tako imenovanega neposrednega ocenjevalca, ki je odvod odse-
koma linearne funkcije z naklonom 1, ki se prileže kvantizirani funkciji (slika
2.21). Simulacije in testiranja so pokazala, da ta postopek omogoča učinkovito
učenje in dobro točnost močno kvantiziranih mrež [38].
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Slika 2.20: Kvantizacija hiperboličnega tangensa. Zelena krivulja na spodnji sliki
je odvod zvezne funkcije, rdeča pa odvod kvantiziranega približka.
Slika 2.21: Uporaba neposrednega ocenjevalca (slika desno spodaj).
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2.3.1 Binarne nevronske mreže
Najmočnejšo zgostitev in kvantizacijo nevronskih mrež predstavljajo binarne ne-
vronske mreže BNN, kjer so vse (popolna binarizacija) ali pa določene (delna
binarizacija) uteži in aktivacije pragovnih funkcij omejene na vrednosti 1 in −1.
Pragovna funkcija je pri BNN tako enostavna stopnica. Za lažje razumevanje
se namesto vrednosti 0 uporablja −1, ki služi samo kot matematično orodje. V
konkretni računalniški implementaciji se vse uteži kasneje preslikajo v vrednosti
1 in 0. Za uspešno učenje takšnih mrež je potrebno uporabiti že omenjene po-
stopke, kjer se v koraku vzratnega širjenja napake shrani in popravlja vrednosti
uteži s polno natančnostjo s pomočjo neposrednega ocenjevalca za izračun gra-
dientov stopnic. Pred korakom sklepanja je potrebno uteži s polno natančnostjo
binarizirati, kar se doseže na dva načina:
• Deterministična binarizacija.
wbi =
⎧⎨⎩+1, če wi ≥ 0−1, če wi < 0, (2.30)
kjer je wbi binarna utež in wi utež s polno natančnostjo. Takšen način je
najenostavnejši in, kot se izkaže, tudi omogoča primerljive točnosti BNN
glede na drugi način binarizacije.
• Stohastična binarizacija.
wbi =
⎧⎨⎩+1, z verjetnostjo p = σ(wi)−1, z verjetnostjo 1− p, (2.31)





Stohastična binarizacija je na prvi pogled bolj primerna izbira, saj predsta-
vlja stohastično zaokroževanje uteži mreže, kar pomeni, da se lahko doseže
večjo natančnost uteži na račun šuma [17]. Med samim učenjem stohastična
binarizacija ni problematična, medtem ko v strojni implementaciji zahteva
generatorje naključnih bitov, ki so prostorsko, močnostno in časovno potra-
tni.
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Podobno kot v izvirnem članku [17] se tudi v tem delu uporablja izključno de-
terministična binarizacija, tako pri učenju kot sklepanju in strojni implementaciji.
Binarizacija ima pri sklepanju nehote še učinek regulacije učenja mreže podobno
kot pri izpustu nevronov. Pri izpustu se nevroni odstranijo, da se zmanjša kom-
pleksnost mreže, medtem ko se pri BNN parametri mreže zaokrožijo, kar doseže
podoben učinek. Ker se mreža v koraku vzvratnega širjenje napake uči na utežeh
s polno natančnostjo, jih je potrebno še regulirati, saj velike absolutne vrednosti
uteži ne doprinesejo ničesar (binarizacijski prag je 0). Uteži s polno natančnostjo
tako omejimo med −1 in 1. V tem območju tudi definiramo odvod za širjenje
napake, ker je potrebno zaradi gradientnega učenja uporabiti neposrednega oce-
njevalca. V izvirnih delih BNN so na konkretnih primerih pokazali, da se mreže
učinkovito učijo, če postavimo odvod na 1 v območju uteži od −1 do 1. Rezultati
BNN na standardnih slikovnih množicah so prikazani v tabeli 2.1, kjer so končne
napake (delež napačno razvrščenih slik) primerjane z nekaterimi mrežami s polno
natančnostjo 1.
Mreža MNIST SVHN CIFAR-10
BNN (Torch7) 1.40 % 2.53 % 10.15 %
BNN (Theano) 0.96 % 2.80 % 11.40 %
Polna natančnost [39] 0.94 % 2.47 % 11.68 %
Polna natančnost [40] - 2.35 % 10.41 %
Polna natančnost [41] - 1.69 % 7.62 %
Tabela 2.1: Primerjava točnosti med dvema različnima implementacijama BNN
ter standardnimi nevronskimi mrežami s polno natančnostjo.
MNIST je množica pisanih števk (0–9), ki jih želimo razpoznati. Sestavlja jo
učna množica 60 tisoč elementov in testna množica 10 tisoč elementov 28 × 28
enobarvnih slik. SVHN je tudi množica števk (0–9), vendar je tu učna množica
velika 604 tisoč elementov in testna množica 26 tisoč elementov 32× 32 barvnih
slik. CIFAR-10 je razpoznavalna množica različnih predmetov in živali. Sestavlja
jo učna množica 50 tisoč elementov in testna množica 10 tisoč elementov 32 ×
32 barvnih slik [34, 42, 43]. Razredi prepoznavanja so letala, avtomobili, ptiči,
mačke, jeleni, psi, žabe, konji, ladje in tovornjaki. Rezultati kažejo na to, da
BNN dosegajo primerljive rezultate kot mreže s polno natančnostjo, s tem da
imajo prednost močno poenostavljene obdelave signalov.
1To je izvirna primerjalna analiza iz leta 2016 [17]. Do sedaj so novejše, bolj kompleksne
mreže s polno natančnostjo dosegle malenkostno boljše rezultate.
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2.3.1.1 Aritmetične operacije
Najbolj opazna prednost BNN v primerjavi z mrežami s polno natančnostjo in
mrežami z večbitno kvantizacijo je razvidna iz njihovih nevronskih modelov. Ne-
binarne mreže, poleg kompleksne logike za aktivacijo nevronov, uporabljajo veliko
število večbitnih množilnikov in seštevalnikov za aritmetiko z nepremično vejico
ali plavajočo vejico. Vhodi nevronov se množijo z utežmi, vrednosti se potem
seštejejo in peljejo čez pragovno funkcijo, ki je spet sestavljena iz množice arit-
metičnih operacij. Slika 2.22 prikazuje splošni nebinarni nevron.
Slika 2.22: Operacije nebinarnega nevrona.
Na prvi pogled je pri binarnih modelih tudi potrebno množiti vhode z utežmi,
vendar kot je omenjeno, se lahko predznačene binarne vrednosti preslikajo v ne-
predznačene po formuli:




Operacija množenja tako postane ekvivalentna logični operaciji izključno ne-
ali (XNOR, simbol ⊙):
Množilniki vhodov z utežmi so v BNN zamenjani z enostavnimi XNOR ope-
racijami, ki se jih da hitro in učinkovito izvajati tako v strojnih kot programskih
implementacijah. V naslednjem koraku je potrebno dobiti vsoto vseh uteženih
signalov, kjer se lahko v BNN poslužujemo enostavnega štetja enic v vhodnem
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Tabela 2.2: Transformacija predznačenega binarnega množenja v operacijo
XNOR.
uteženem vektorju, kar ponovno izvedemo zelo učinkovito. Po štetju enic dobimo
⌊log2(n)⌋+1 bitno vrednost (kjer je n število vhodov), kateri je potrebno prišteti
prag, ki je v BNN pozitivno celo število, in jo preslikati čez pragovno funkcijo
- stopnico. Pragovna funkcija ima sama po sebi mejo pri 0, torej vse vrednosti
manjše od 0 postavi na −1, vse ostale pa na 1. Takšno stopnico definiramo za ne-






i ≥ 0. (2.34)









1 ≥ 0. (2.35)
Vsota
∑︁N−1





i , dobimo primerjalnik, ki primerja število enic vhodnega vektorja









Rezultat primerjalnika je sedaj 1, če je vsota večja od N
2
in 0 drugače. Do sedaj
smo zanemarili sam naučeni prag tega nevrona. Prag se prišteje vsoti vhodov,












−prag vedno pozitivna vrednost. Primerjalnik dveh pozitivnih celih
števil je lahko izvedljiva operacija v kakršnem koli implementacijskem okolju in
dodatno pokaže prednost binarnih mrež. Slika 2.23 prikazuje operacije opisanega
binarnega nevrona.
Slika 2.23: Operacije binarnega nevrona.
Nevroni v BNN tako od vseh obstoječih nevronskih mrež uporabljajo naje-
nostavnejše operacije: logični XNOR, preštevalnik enic in primerjalnik. V kom-
binaciji z dejstvom, da BNN dosegajo primerljive rezultate na standardnih raz-
vrščevalnih problemih, se izkažejo kot idealni kandidati za uporabo v sistemih
umetne inteligence na robu, kjer so poleg točnosti algoritmov v ospredju velikost,
poraba in hitrost implementacije.
V zadnjih letih je bilo razvitih kar nekaj konkretnih implementacij binarnih
mrež, tako za ASIC kot FPGA. Za ASIC so razvili večinoma pospeševalnike za
slikovne aplikacije za potrebe interneta stvari in mobilne telefonije [23]. Za FPGA
pa sta v ospredju FP-BNN [20] ter FINN [19]. Več o teh arhitekturah bo razloženo
v poglavju, kjer ju primerjam s svojimi vezji.
No koncu bi še omenil, da se pospešeno razvija redke nevronske mreže z meto-
dami rezanja, kjer posamezen nevron ni povezan z vsemi nevroni prejšnje plasti.
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Izkaže se, da mnoge povezave ne vplivajo na točnost mreže in se jih lahko za-
vrže, kar drastično zmanjša potrebno računsko moč. Namesto binarnih mrež tu
v poštev pridejo terciarne mreže, ker kvantizirane uteži po učenju lahko zasedejo
tri vrednosti (−1, 0, 1), medtem ko so aktivacije še vedno (ni pa nujno) binarne.
Uteži in povezave, ki so nič, se odstrani brez posledic za delovanje mreže [44].
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3 Robna obdelava podatkov
Robna obdelava podatkov ali robno računalništvo je krovni izraz, ki zajema sen-
zorje in strojno ter programsko opremo za obdelavo podatkov na daljavo. Pri
robni obdelavi izvajamo operacije nad podatki blizu same naprave za zajemanje,
tj. senzorja, v nasprotju s centralno obdelavo, kjer se surovi podatki različnih sen-
zorjev agregirajo in obdelajo na oddaljenem strežniku oziroma oblaku. Takšen
pristop omogoča razvoj ”pametnih”naprav interneta stvari, ki v kontrastu s cen-
tralno obdelavo podatkov nudijo množico prednosti [45, 46, 47].
Slika 3.1: Shema ideje robnega računalništva.*
* Avtorji grafik so Freepik, photo3idea studio ter itim2101. Dostopano:
https://www.flaticon.com/, dne 21. 3. 2020.
Zmanjšanje potrebne komunikacijske pasovne širine. Obdelava surovih po-
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datkov pri senzorju doseže zmanjšanje količine bitov, ki jih je potrebno prenesti
preko komunikacijskega kanala. Primer je lahko varnostni sistem, ki zaznava gi-
banje pred kamero. Namesto prenašanja in obdelave celotnega videa v oblaku
z nekim algoritmom se video obdela takoj ob zajemu in se preko kanala samo
sporoči, ali je bilo zaznano gibanje. Takšno sporočilo je lahko v teoriji samo
enobitno. Če sam slikovni senzor deluje v črnobelem, 8 bitnem načinu z osnovno
ločljivostjo VGA (640× 480) in 10 sličicami na sekundo, bi to pomenilo, da mora
komunikacijski kanal podpreti 24.6 megabitov na sekundo! Tudi z JPEG kom-
presijo, ki ponavadi doseže kompresijski faktor 10, je to še vedno 2.46 megabitov
na sekundo [48]. Takšen princip obdelave tako omogoči izjemno znižanje pasovne
širine, ki jo potrebuje komunikacijski kanal, s tem, da se ohrani enako delovanje
in učinkovitost algoritmov.
Enostavnejši strežniki. Manj podatkov, ki dosežejo strežnik, pa tudi pomeni,
da je potrebno v oblaku imeti manj računske moči. Namesto da programi v
strežniku večino časa porabijo za najbolj ”naporen”(čas in močnostna poraba) del
algoritma za zaznavanje gibanja, tj. obdelavo videa, strežnik sedaj služi samo kot
usmerjevalnik informacij iz robnih naprav. Če neka kamera pošlje signal, da je bil
premik zaznan, je naloga strežnika samo še, da to informacijo sporoči pravilnemu
naslovu. Strežnik lahko nazaj do lokacije robne naprave pošlje aktivacijo zvočnega
alarma. Podobno lahko kontaktira policijo oziroma varnostno službo. Strežniki
tako ne potrebujejo drage in potratne strojne opreme [49, 25, 46].
Sprotna obdelava. Decentralizacija večinskega napora obdelave podatkov po-
leg razbremenitve komunikacijskega kanala in strežnika prinese tudi možnost upo-
rabe algoritmov za sprotno obdelavo. Brez robne obdelave bi lahko preobremenili
strežnik ter kanal in bi bilo potrebno videe vmesno shranjevati, ali na strani sen-
zorja, ki bi čakal na sprostitev komunikacijskega kanala, ali pa v strežniku (ko
kanal dopušča prenos), kjer bi video čakal, da se do konca obdelajo ostali podatki
iz drugih lokacij. V primeru robnega računalništva pa lahko dosežemo izjemno
hiter čas do odločitve, kar omogoča implementacijo in uporabnost aplikacij, kjer
je zakasnitev ključnega pomena. Manjša zakasnitev lahko pride iz manjše količine
podatkov, ki jih je potrebno prenesti, lahko pa se sam robni sistem določi, kako
je potrebno reagirati in sploh ni potrebe po oddaljenem oblaku. Primer je lahko
zaznavanje ovir na cesti s kamero v avtu. Če bi po GSM omrežju pošiljali video,
kjer bi strežnik potem podatke obdelal in podal odločitev, ali avto zavreti, bi bilo
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že prepozno. Robni sistem privede do odločitve takoj pri sami kameri in doseže
potreben sprotni odziv [45].
Varnost in zasebnost. Pošiljanje manj podatkov preko komunikacijskega ka-
nala zmanjša možnost, da so prestreženi, kar poveča varnost takšnega sistema.
Poleg tega pa robno računalništvo omogoči več zasebnosti uporabnikom. V pri-
meru več varnostnih kamer za zaznavanje gibanja mora uporabnik takšnega sis-
tema strežniku, ki je ponavadi v lasti drugega podjetja, poslati celotni video,
ki ga strežnik obdela. To omogoča podjetju vpogled v razporeditev kamer po
prostorih in izgled prostorov, kar ni najbolj zaželeno. Informacija o razporeditvi
kamer je varnostni in zasebnostni rizik uporabnika, poleg tega pa slike prostora
omogočajo industrijsko vohunjenje. Robno računalništvo se temu izogne, tako da
veliko posredne informacije nikoli ne zapusti uporabnika [50, 8, 10].
Seveda pa nič ne pride zastonj oziroma brez svojih težav. Pri robnem
računalništvu poznamo dve omembe vredni opazki:
1. Več strojne opreme pri senzorjih. To prinese višjo ceno, velikost in porabo
energije, kar je nezaželeno pri robnih sistemih, ki so ponavadi omejeni z viri
(npr. baterija, velikost modula, cena proizvodnje itd.). Od tu pride potreba
po razvoju zelo učinkovite strojne opreme za robno obdelavo podatkov [19,
45, 51].
2. Varnost in zasebnost s strani ponudnikov opreme in sistemov. Če se vrnemo
k primeru varnostnih kamer, je za uporabnika bolje, da je v njegovih rokah
oprema za večinsko obdelavo, vendar to ni res za samega ponudnika oblaka
in opreme. Njegova razvita strojna oprema in algoritmi so sedaj v rokah
uporabnika, kar predstavlja varnostni in poslovni rizik ponudnika [46].
3.1 Strojna oprema
Strojna oprema, v kateri so implementirani algoritmi robnega računalništva, je
velikega pomena, saj z opremo določimo razmerje med hitrostjo obdelave, po-
rabo moči, ceno, fizično velikostjo vezja in fleksibilnostjo. Izbira prave opreme je
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odvisna od zahtev in omejitev posameznih aplikacij ter znanja in izkušenj raz-
vijalcev. Ponavadi je strojna oprema za robno obdelavo namensko vezje ASIC,
konfigurabilno vezje FPGA ali procesorski tip opreme, kot so CPU, DSP in GPU.
Hitrost obdelave je pomembna za sisteme, kjer je potrebna sprotna obdelava
oziroma, kjer je zakasnitev med vhodom in izhodom algoritmov pomembna. Obe-
nem bi tudi želeli čim manjšo porabo moči, tako iz cenovnega vidika, kot tudi za
čas delovanja sistemov, ki niso povezani na električno omrežje. Ko hočemo, da
ima nek sistem širšo uporabo, je cena izrazitega pomena, saj ima oprema lahko
dobre ostale lastnosti, vendar je njegova uporaba omejena na raziskovalno ali vo-
jaško industrijo. Velikost vezja je ponavadi povezana s ceno ter porabo moči, tj.
večje kot je vezje, več stane in večjo porabo ima. To je samo splošno pravilo in ne
velja vedno. Primer je lahko nova tehnologija izdelovanja majhnih tranzistorjev,
kjer kljub manjši površini vezja čip stane več, ker je sama tehnologija dražja.
Fleksibilnost opreme je odvisna od tega, kako hitro se lahko spremeni algoritem,
ki se uporablja za obdelavo podatkov. To se lahko doseže s rekonfiguracijo ali
programiranjem sistema v opremi. Rekonfigurabilnost je zmožnost sistema, da
spremeni svoje obnašanje in funkcionalnost ob spremembi notranjih nastavitev.
Primer je FPGA, kjer se s spreminjanjem vrednost v določenih pomnilnikih v
vezju določi povezave med osnovnimi celicami ter njihovo delovanje. FPGA se
lahko tako vede kot poljubno digitalno vezje (v okviru fizičnih zmožnosti celic
in povezav). Programirljivost je lastnost sistema, da sledi množici ukazov, ki
določajo obnašanje opreme. Ko se sistem programira, se ne spreminja fizičnih
povezav ter posameznih elementov v vezju, ampak samo tip ter vrstni red uka-
zov.
Centralna procesna enota (ang. Central Processing Unit – CPU). To so se-
kvenčni procesorji, ki delujejo na principu strojnih ukazov. Program se prevede
v zaporedje ukazov, preko katerih procesor dostopa do pomnilnika s podatki in
izvaja določen algoritem. Procesorji imajo fiksno strojno arhitekturo, vendar so
enostavno programirljivi. Če želimo implementirati nov algoritem, napišemo nov
program za procesor, kar jim omogoča odlično fleksibilnost. Zaradi sekvenčne
narave pa CPU-ji niso najhitrejši v primerjavi z ostalimi tipi strojne opreme. Po
drugi strani so pa, zaradi enostavnosti, relativno poceni in ne potrebujejo veliko
moči.
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Slika 3.2: Shema lastnosti CPU-jev.
Procesor za obdelavo signalov (ang. Digital Signal Processor – DSP). DSP
je podoben CPU-ju s to razliko, da vsebuje dodatne strojne pospeševalnike, ki
mu omogočajo izvajanje določenih ukazov nad več vzporednimi podatki (SIMD
– Single Instruction Multiple Data). S tem je DSP v primerih, ko je mogoče
algoritem paralelizirati, hitrejši kot CPU. V primerih, da to ni možno, je DSP
isto hiter kot CPU (oranžni del na sliki 3.3). DSP ohrani isti nivo fleksibilnosti
kot CPU, vendar je malce dražji, ima lahko večjo porabo ter je fizično večji.
Primerjava velja v povprečju in v posameznih primerih so lahko cena, poraba
ter velikost CPU-ja višje oziroma večje. DSP je tako lahko tudi cenejša, bolj
optimalna rešitev za nek problem (ponavadi na račun splošnosti).
Slika 3.3: Shema lastnosti DSP-jev.
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Procesor za obdelavo grafike (ang. Graphics Processing Unit – GPU). Zadnji
procesorski tip opreme so grafične enote oziroma GPU-ji. Grafične enote grejo še
korak naprej od DSP-jev in omogočajo masivno paralelizacijo obdelave podatkov.
Čeprav še zmerom delujejo na principu SIMD ukazov, so GPU-ji namenjeni samo
specifičnim algoritmom, ki uporabljajo matrične operacije, kjer dosegajo izjemne
hitrosti (na račun še malce večje porabe, cene in velikosti v primerjavi z DSP-ji).
Ker so programirljivi, ohranjajo dobro fleksibilnost, vendar z njimi ponavadi ni
več mogoče izvajati klasičnih, skalarnih algoritmov, saj so namenjeni bolj nišnim
aplikacijam.
Slika 3.4: Shema lastnosti GPU-jev.
FPGA programirljivo vezje (ang. Field-Programmable Gate Array – FPGA).
FPGA programirljiva vezja so digitalna vezja, sestavljena iz množice logičnih enot
in njihovih povezav. FPGA je mogoče rekonfigurirati v poljubno digitalno vezje,
kar omogoča izjemno učinkovito implementacijo poljubnega algoritma. Fleksi-
bilnost FPGA-jev je slabša od procesorskih platform, ker zahteva več znanja in
časa, da se vezje preoblikuje za nov algoritem. Prav tako so takšna vezja draga
in velika. Ker pa arhitektura omogoča razvoj zelo specifičnih vezji, FPGA-ji do-
segajo izjemne hitrosti in so zaželeni pri aplikacijah, kjer so majhne zakasnitve in
vzporednost operacij ključnega pomena.
Namensko integrirano vezje (ang. Application-Specific Integrated Circuit –
ASIC). Čeprav so procesorji, in delno tudi FPGA, v osnovi zares ASIC, tu go-
vorimo o vezjih, kjer se implementira specifičen digitalni algoritem, podobno kot
FPGA. V nasprotju s FPGA-ji takšna namenska vezja onemogočajo polno progra-
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Slika 3.5: Shema lastnosti FPGA-jev.
mirljivost in rekonfigurabilnost. Delovanje vezja se lahko spreminja samo delno
preko rekonfiguracije določenih registrov, vendar v osnovi fizična struktura in pro-
cesi ostanejo nespremenjeni. S takimi vezji se lahko doseže absolutno najboljšo
učinkovitost v smislu velikosti, hitrosti in močnostne porabe opreme. Cena je pa
odvisna od števila kosov, ki jih je potrebno narediti za določen čip. Če se razvije
ASIC samo za par kosov, je to daleč najdražji tip strojne opreme, saj je potrebno
razviti maske za izdelavo silicija in rezervirati proizvodnjo. Ko pa enkrat govo-
rimo o več milijonskih nakladah, pa ASIC postane najcenejši tip, tako da je cena
takšnih vezij zelo odvisna od razširjenosti aplikacije in števila končnih kosov.
Slika 3.6: Shema lastnosti ASIC.
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3.2 Uporaba nevronskih mrež na robu
V tem delu se posvečam izključno FPGA implementaciji binarnih nevronskih
mrež za robno obdelavo podatkov. Ciljam na aplikacije, pri katerih je zakasni-
tev odločitve algoritma glavnega pomena in kjer je obenem potrebno ohraniti
programirljivost oziroma rekonfigurabilnost, za kar je najboljša strojna oprema
FPGA. Z rekonfigurabilnim vezjem dosega hitrosti, primerljive z namenskimi vezji
AISC, medtem ko omogoča spremembo algoritma po vgradnji v sistem. Doda-
tno se lahko BNN v FPGA-jih implementira v masivno vzporedni različici (več
v poglavju 4), kar omogoča izjemne hitrosti sklepanja in odločitev. Naslednja
podpoglavja opisujejo področja uporabe, kjer se potrebuje robno računalništvo
s hitrimi razvrščevalnimi nevronskimi mrežami in za katera bom tudi naučil in
razvil konkretna FPGA vezja v poglavjih 4 in 6.
3.2.1 Strojni vid
Strojni vid je eno najbolj aktivnih področij strojnega učenja in predstavlja raz-
iskovanje, razvoj in implementacijo obdelave slik in učljivih algoritmov umetne
inteligence v okviru slikovnih tehnologij. Nevronske mreže predstavljajo gonilo
najnovejših uspehov v problemih zaznavanja in razpoznavanja objektov, predme-
tov, bitij in pojmov1 iz slik. Ker je možnih aplikacij ogromno, se v tem delu
osredotočim samo na dve. Prva je razpoznavnje napisanih cifer na podlagi baze
slik MNIST [34], kar predstavlja enega od osnovnih in splošnih problemov, ki
se rešuje z nevronskimi mrežami. V poglavju 4 naučim in sintetiziram primer,
kjer nevronska mreža razpoznava, ali je napisana števka (od 0 do 9) večja ali
manjša od prej določene meje. Druga aplikacije je bolj specifična in neposredno
uporabna, kjer se uporabi nevronske mreže na robu na leteči platformi (dron, sa-
telit, letalo itd.) za zaznavanje ladij. Zaznavanje ladij iz satelitskih ali dronskih
slik igra pomembno vlogo v cenitvi pristaniške aktivnosti, pomorski varnosti in
obrambi, analizi dobavne verige ter nadzoru prometa. Za to nalogo se uporablja
sisteme, bazirane na slikovnih in radarskih senzorskih tehnologijah v kombinaciji
z množico algoritmov za obdelavo slik ter strojnega vida [52]. Zaznava pomorskih
plovil ni trivialna naloga, še posebno v primerih, kjer so plovila zasidrana ali lo-
1Na primer, zaznavanje pojma ’poletje’ na sliki zelenega travnika.
3.2 Uporaba nevronskih mrež na robu 49
cirana blizu kopnega, saj zaradi teksturne variacije zgradb, pomola in ceste težko
ločimo plovilo od ostalih objektov. Algoritmi strojnega učenja, ki se uporabljajo
za to nalogo, delujejo na principu slikovne segmentacije in maskiranja [53, 54] ali
na osnovi nevronskih mrež [55, 56, 57]. Najpogostejši tipi mrež za to nalogo so
ponavljajoče mreže, večplastni perceptroni ter konvolucijske mreže. Ti algoritmi
so uspešni z vidika točnosti zaznavanja, vendar morajo vse slike oziroma senzor-
ske podatke shraniti v oblak, kjer se algoritmi izvajajo na strežnikih na dragih
in močnostno potratnih GPU-jih. Naslednji korak so tako strojni algoritmi, ki
omogočajo učinkovito robno obdelavo podatkov, kar bi zmanjšalo pasovno širino
prenosa, moč antene ter porabo letečega sistema in bi bilo boljše z vidika varnosti.
3.2.2 Eksperimentalna fizika
Pospeševalniki delcev se uporabljajo za trkanje električno nabitih osnovnih delcev
(običajno protonov). Delci se pospešijo do visokih energijskih gostot in se nato
trčijo drug v drugega. To se počne v upanju, da se odkrijejo novi, eksotični delci,
ki predstavljajo še bolj fundamentalne gradnike narave. Ko delci trčijo, se raz-
letijo v prho manjših gradnikov, katerih obnašanje zaznajo različni senzorji okoli
točke trka. Iz dobljenih kinematičnih in elektromagnetnih lastnosti je mogoče
sklepati o naravi delcev. Na tak princip so leta 2013 znanstveniki iz CERN-a
odkril Higgsov bozon, ki je potrdil natančnost in točnost standardnega modela
fizike delcev [58]. Iskanje novih delcev temelji na statističnih modelih in veliki
količini podatkov. Poleg tega, da večina trkov ne vsebuje nobene zanimive/nove
informacije, je praktično nemogoče pregledati podatke vseh trkov, tako da se
pospeševalniki poslužujejo posebne strojne opreme (sprožilci), ki trke razvrsti v
šum ali signal, kjer signal predstavlja zanimiv dogodek. Te naprave morajo doseči
veliko število razvrstitev s čim manj zakasnitev, ker se trki dogajajo s hitrostjo
1011 trkov/uro (to npr. velja za veliki hadronski trkalnik v CERN-u). To pomeni,
da ima strojna oprema zahteve po zakasnitvah za razvrščanje, ki so manjše kot
mikrosekundna. V zadnjih letih so se razvili sprožilci na osnovi kvantiziranih ne-
vronskih mrež, ki se implementirajo v FPGA-ju. Ti sistemi dosegajo zahtevano
zakasnitev in dobro natančnost razvrščanja v primerjalnih testih, ki uporabljajo
simulirano bazo trkov [11]. Potreba po še hitrejših sprožilcih na osnovi strojnega
učenja v FPGA tehnologiji nas seveda vodi k raziskovanju in implementaciji BNN
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za razvrščanje trkov osnovnih delcev.
3.2.3 Razvrščanje omrežnih paketov
Učinkovito razvrščanje paketov je pomemben del sodobnih IP omrežij, zlasti v
okviru kibernetske varnosti in sistemov za zaznavo vdorov (intrusion detection
system – IDS). V takih sistemih se uporabljajo algoritmi strojnega učenja za od-
krivanje in blokiranje zlonamernih napadov in sumljivih vhodnih podatkov. Tip
takšnih algoritmov so IDS na osnovi pretoka podatkov, kar pomeni, da se kot
vhod v algoritem uporablja samo glave IP-paketkov (naslov vira, ciljni naslov,
time-to-live, IP-protokol itd.) in informacije pretoka (hitrost prehajanja paketov,
gostota paketov itd.). Na tak način se velikost podatkov, ki jih je potrebno ob-
delati, drastično zmanjša, ker ni potrebe po dostopu do dejanskih uporabniških
podatkov znotraj paketa. Pomembno je tudi dejstvo, da se na tak način ohra-
nja anonimnost uporabnikov [12]. Ker omrežne hitrosti in zahteve kar naprej
rastejo, še nikoli ni bilo večje potrebe po ultra hitrih in učinkovitih algoritmih
IDS. Večina IDS še vedno uporablja razvrščanje na osnovi CPU-ja, kjer je kodo
algoritma mogoče hitro posodobiti, ko se razvijejo novi načini obrambe pred na-
padi. Ker pa so klasični procesorji zaporedne narave, je težko doseči zahtevane
zakasnitve in hitrosti razvrščanj v sodobnih omrežjih, kjer lahko hitrosti podatkov
dosežejo do 100 Gbps. FPGA in grafični procesorji predstavljajo korak k stroj-
niškim rešitvam, s katerimi lahko drastično izboljšamo hitrost obdelave paketov
in hkrati ohranimo fleksibilnost posodabljanja kode oz. logike. Tu poudarjam
prednost FPGA, saj, v nasprotju z GPU-ji, njihov koncept omogoča rekonfigura-
bilnost in gradnjo zelo učinkovitih, masivno vzporednih vezij, ki so optimizirana
za nek IDS algoritem. Logiko se lahko dinamično spreminja in ni potrebno fi-
zično manipulirati z usmerjevalniki znotraj zaščitenega omrežja, podobno kot bi
naložili novo kodo v primeru CPU oz. GPU [59]. Nevronske mreže so se izkazale
za učinkovite algoritme za razvrščanje paketov [12, 13, 14], kjer je naslednji korak
testiranje in implementacija binarnih različic.
4 Masivno vzporedne binarne
nevronske mreže
Do sedaj sem opisal nevronske mreže, njihov princip delovanja, učenja in gra-
dnje. Predstavil sem tudi njihove kvantizirane različice, pri čemer so najbolj
zanimive, in tema tega dela, binarne mreže. Daleč najbolj uporabne so za robno
obdelavo podatkov, ker v splošnem omogočajo izjemno učinkovito implementa-
cijo razvrščevalnika. Naslednji korak v razmišljanju je način implementacije BNN,
kjer je vsa logika mreže kombinacijsko vezje, brez vmesnih registrov. Za ASIC
so to prvi razvili avtorji v delu [25]. Z vzporednostjo dosežemo izjemno majhne
zakasnitve v koraku sklepanja, kar dovoljuje vgradnjo v aplikacije robne obdelave
podatkov, kjer je to glavnega pomena. Poleg tega takšna izvedba omogoča raz-
ličnim orodjem za sintezo vezij FPGA in ASIC, da uporabijo polno moč različnih
internih optimizacijskih tehnik za kombinacijska vezja. Vzporedne BNN v kombi-
nacijski logiki se od sedaj naprej v tem delu imenujejo MPBNN (ang. Massively
Parallel Binary Neural Networks). V MPBNN so vse uteži mreže zakodirane v
sami logiki, kar poenostavi uteženje (tabela 2.3.1.1), saj se sedaj operacija XNOR
pretvori v negacijo. Če je utež nič, se njen istoležni signalni bit negira, drugače
ostane enak (tabela 4). Prav tako MPBNN ne potrebuje pomnilnika za shrambo
I w I ⊙w
0 0 I = 1
0 1 I = 0
1 0 I = 0
1 1 I = 1
Tabela 4.1: XNOR vhoda I in uteži w je enako I, če je utež ena, in I, če je utež
nič.
uteži. Tako ne poteka, v enemu ciklu sklepanja, noben dostop do pomnilnika, kar
51
52 Masivno vzporedne binarne nevronske mreže
močno zniža močnostno porabo.
Slaba stran masivne vzporednosti je, da je vezje brez dodatnih optimizacijskih
tehnik (poleg orodij za sintezo) lahko zelo veliko po številu elementov oziroma
vrat ter da ni rekonfigurabilno. Takšne mreže tudi ni mogoče ponastaviti. Tu spet
blestijo vezja FPGA, ki inherentno omogočajo ponastavljanje vezja, ko je FPGA
čip že vgrajen v sistem. Z vezjem FPGA tako lahko implementiramo MPBNN in
jih poljubno spreminjamo, ko je to potrebno.
V tem delu se osredotočam na probleme, kjer se potrebuje nizko zakasni-
tev. Včasih je pa pomembna sama hitrost sklepanj oziroma pretočnost algoritma
(sklepanj na sekundo). V kombinacijska vezja MPBNN se tako lahko doda vme-
sne registre, ki bi potem omogočali večjo pretočnost (višja frekvenca vezja), na
račun dodatnih registrov in daljše zakasnitve. V takem primeru pa vezje ni več
asinhrono in tudi ni bistvo tega dela. V nadaljevanju predstavljene arhitekture
MPBNN pa brez problemov omogočajo vstavitev vmesnih registrov.
V tem poglavju bom za tri primere predstavil razvoj in implementacijo
MPBNN v vezju FPGA. Mrežo bom naučil na realnih in predstavnih podat-
kovnih bazah. Za vse skupaj sem razvil skriptno orodje, ki omogoča enostaven
potek od podatkovne baze do opisa MPBNN v jeziku Verilog, iz katerega sinteti-
ziramo vezje. Rezultate raziskav, opisanih v poglavjih 4.1 in 4.2, smo objavili v
[45] (razvoj in implementacija) ter delno v [49] (skriptno orodje).
4.1 Orodje za visokonivojsko sintezo strojno opisne kode
Čeprav so FPGA-ji rekonfigurabilni, je opisovanje in kodiranje novih digitalnih
vezij, v nasprotju z razvojem nove programske opreme za CPU ali GPU, pogo-
sto zamudno in razmeroma zapleteno. Zaradi tega sem razvil skriptno orodje, ki
ustvari kombinacijsko vezje za FPGA ali ASIC in omogoča enostaven prehod iz
baze podatkov nekega razvrščevalnega problema do končnega kombinacijskega
vezja BNN v strojno-opisnem jeziku Verilog. Orodje generira le BNN plasti
večplastnih perceptronov z binarnimi vhodi in izhodi. Če so začetne/izhodne
plasti drugega tipa (niso MLP ali niso binarne), je to potrebno razviti in kodirati
z drugim orodjem oziroma ročno. Splošni potek algoritmov v skripti je razviden
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na sliki 4.1.
Slika 4.1: Pretočni diagram orodja za učenje in visokonivojsko sintezo binarnih
nevronskih mrež.
Vsaka množica podatkov je najprej razdeljena na podmnožice za učenje, testi-
ranje in validacijo (korak 1), ki so potrebne za učenje nevronske mreže in evalva-
cijo točnosti. V 2. koraku razvijalec izvede binarizacijo množic, ker se potrebuje
binarne vhode za učenje. To ni popolnoma avtomatizirano zaradi velikega ob-
sega možnih formatov podatkov. Na primer, podatke s plavajočo vejico je treba
pretvoriti v cela števila in nato v binarni zapis. Takšna pretvorba zahteva razu-
mevanje pojavov, ki jih predstavljajo značilke v množicah, tako da se lahko določi
najučinkovitejšo zmanjšanje natančnosti zapisa, ki obenem ohrani potrebno na-
tančnost za opis pojavov, da se čim bolj zmanjša število vhodov BNN. Podobno
gre za slike kot vhode, kjer je slike potrebno ponavadi podvzorčiti in kvantizirati.
Takšno vrsto predobdelave podatkov mora izvajati strokovnjak, da se doseže kar
se da optimalno pretvorbo. Čeprav je ta korak mogoče teoretično do neke mere
avtomatizirati, je to zelo težko izvedljivo za vse možne formate in oblike vhodnih
podatkov.
Razvijalec nastavi željeno velikost mreže in parametre učenja, izvede učenje in
preveri točnost mreže na testni množici (koraka 3 in 4). Učenje BNN se običajno
izvaja večkrat, da se doseže najboljši kompromis med velikostjo in zmogljivostjo
mreže za ciljno aplikacijo in strojno opremo. Algoritmi učenja temeljijo na delu
[17]. Programska izvedba teh algoritmov je vzeta iz github repozitorija [60] is-
tih avtorjev. Program v Pythonu uporablja standardizirane knjižnice za strojno
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učenje, kot so Theano [61] in Lasagne [62], ki so razširjene pri raziskovanju in
razvoju nevronskih mrež v industriji ter akademskem svetu. V orodju je bila
uporabljena nespremenjena koda. Poglobljen opis postopkov učenja BNN je po-
dan v poglavju 2.2.1.4.
Zgrajeno in naučeno mrežo se v 5. koraku pretvori v obliko, ki je primerna
za implementacijo v ciljno strojno opremo. Postopek je identičen tistemu iz [19]
poglavja 2.3.1.1, kjer se vse uteži pretvorijo v binarne ter vsi pragovi v nepred-
značene celoštevilske vrednosti.
Uteži in parametri mreže so nato razčlenjeni z generatorjem strojno opisne
kode v orodju MATLAB (korak 6). Vhodi generatorja vključujejo vhodne in
izhodne velikosti plasti mreže, matriko uteži vsake plasti in vektorje pragov za
nevrone v vsaki plasti. Generator sintetizira opis posamezne plasti MLP v je-
ziku Verilog. Sintetizirani modul je sestavljen iz popolnoma kombinacijske logike
(brez ure in pomnilnih elementov) z binarnim vhodnim vektorjem, ki predstavlja
vhode v plast, ter binarnim izhodnim vektorjem, ki predstavlja izhode plasti.
Primer spodaj predstavlja Verilog kodo za zadnjo plast, ki ima en nevron s 50
vhodi. Uteži nevrona so shranjene v vektorju konstant ’w0’. Prag nevrona je
shranjen v konstanti ’th0’. V vrsticah od 15 do 19 se vsak vhod nevrona spremni
v nov element vektorja ’weighted’, z uporabo logične operacije XNOR z istoležno
utežjo. Utežene vrednosti se seštejejo v signal ’t0’, ki se na koncu primerja s pra-
govno vrednostjo ’th0’ (enačba 2.37), kar predstavlja postopek, opisan v poglavju
2.3.1.1.
1 ‘timescale 1ns / 1ps
2
3 module layer_2(in , out);
4
5 input [49:0] in;
6 output reg [0:0] out;
7 reg [5:0] t0;
8 reg [49:0] w0 = 50’
b10010001100101101001111010000111100011011100011010;
9 reg [5:0] th0 = 6’d25;
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15 always @* begin
16 for( idx = 0; idx <50; idx = idx + 1) begin





22 always @* begin
23 t0 = weighted0[0] + weighted0[1] + weighted0[2] +
weighted0[3] + weighted0[4] + weighted0[5] +
weighted0[6] + weighted0[7] + weighted0[8] +
weighted0[9] + weighted0[10] + weighted0[11] +
weighted0[12] + weighted0[13] + weighted0[14] +
weighted0[15] + weighted0[16] + weighted0[17] +
weighted0[18] + weighted0[19] + weighted0[20] +
weighted0[21] + weighted0[22] + weighted0[23] +
weighted0[24] + weighted0[25] + weighted0[26] +
weighted0[27] + weighted0[28] + weighted0[29] +
weighted0[30] + weighted0[31] + weighted0[32] +
weighted0[33] + weighted0[34] + weighted0[35] +
weighted0[36] + weighted0[37] + weighted0[38] +
weighted0[39] + weighted0[40] + weighted0[41] +
weighted0[42] + weighted0[43] + weighted0[44] +





27 always @* begin
28 out[0] = t0 >= th0;
29 end
30 endmodule
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31 }
Izhodne Verilog datoteke se lahko uporabi v orodjih za vezja FPGA ali ASIC,
kjer se naredi končna sistemska integracija, sinteza in implementacija. Orodje je
prosto dostopno in na voljo na spletu [63].
4.2 Učenje in gradnja MPBNN
Z uporabo razvitega orodja sem zgradil, naučil in sintetiziral masivno vzpore-
dne binarne MLP-je v obliki kombinacijskih vezij na FPGA za tri primere robne
obdelave podatkov, kjer tehnologija FPGA pride v poštev in je zakasnitev raz-
vrščanja ključnega pomena. Podrobnejši, splošni opis primerov je v poglavju 3.2.
Vsi primeri aplikacij in podatkovnih baz so namenjeni binarnemu razvrščanju
preko razpoznavanja vzorcev. Mreže so vrste MLP z binarnimi vhodi in enojnim
binarnim izhodom, ki predstavlja binarno da/ne razvrščanje. Gradnja in testira-
nje mreže je potekalo s postopnim višanjem števila nevronov na plast ter števila
plasti. Glede na stanje tehnologije FPGA in pri predpostavki čisto kombinacij-
skega vezja sem se omejil na maksimalno 240 nevronov in tri plasti. Pri vsakem
primeru nato izberem kombinacijo, kjer z nadaljnjim višanjem števila nevronov
ali plasti dobimo minimalen doprinos v točnosti mreže.
4.2.1 Razvrščanje omrežnih paketov
Dokazano je bilo, da umetne nevronske mreže učinkovito in natančno razvrščajo
omrežne IP-pakete, zaradi česar so glavni kandidati za algoritme strojnega učenja
kot razvrščevalnike v strojni opremi internetnih omrežjih. Škodljive pakete je po-
trebno zaznati in odstraniti, da se prepreči zlonamerne vdore, kar igra veliko vlogo
v modernih omrežjih in njihovi varnosti. Masivno vzporedne binarne nevronske
mreže lahko za takšno aplikacijo igrajo glavno vlogo pri razvoju učinkovitih sis-
temov za zaznavanje vdorov [13].
Podatkovno bazo UNSWNB15 [59, 64] je ustvaril avstralski center za kibernet-
sko varnost s simuliranjem sodobnih napadov oziroma vdorov. Simulirali so 9 vrst
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napadov z 49 ustvarjenimi značilkami pretoka podatkov. Za učenje je potrebno
vhode pretvoriti v binarne vrednosti. Vhodne značilke imajo različne formate, od
celih števil, plavajočih števil do znakovnih nizov. Cela števila, ki na primer pred-
stavljajo življenjsko dobo paketa, morajo biti zapisana s toliko biti, da pokrijejo
maksimalno vrednost v množici. Drug primer so značilke v formatu znakovnih
nizov (protokoli), ki se pretvorijo tako, da se vsakemu protokolu dodeli lastno ce-
loštevilsko vrednost. Te vrednosti se binarizirajo, tako kot je opisano na primeru
življenjske dobe paketov. Značilke s plavajočo vejico se preoblikujejo v zapis z
nepremično vejico, kar predstavlja spet celoštevilsko vrednost. Po transformaciji
vseh vhodnih značilk pridemo do 593-bitnih vhodnih vektorjev. Nevronsko mrežo
bomo naučili razvrščati vhodne pakete na ’škodljive’ (vrednost 0) ali ’normalne’
(vrednost 1).
Za učenje in testiranje smo uporabili 25767 vektorjev (IP-paketov), naključno
izbranih iz množice podatkov. Vektorji so naključno razdeljeni na tretjine, kjer se
dve tretjini uporabljata za učenje, preostala tretjina pa za testiranje. Razmerje
med normalnimi in škodljivimi paketi je 2 : 1. Za posamezne primere je bila mreža
učena večkrat z večkratno naključno razdeljenimi množicami. Interval zaupanja
točnosti množice je ±0.05 %.
Slika 4.2 prikazuje točnost mreže pri razvrščanju paketov za različne velikosti
BNN. Dodajanje skritih plasti ne vpliva bistveno na končno točnost. Iz grafov
razberemo, da krivulje točnosti konvergirajo k vrednosti okoli 91 %. Glede na
rezultate sem se odločil, da je najbolj smotrno implementirati MLP z eno skrito
plastjo s 100 nevroni, saj da takšna velikost dobro točnost pri minimalnem številu
elementov mreže. Končna točnost takšne mreže je 90.74 %. Sinteza, prikaz porabe
virov v FPGA in primerjava z ostalimi primeri je podana v poglavju 4.3.
4.2.2 Eksperimentalna fizika
Za učenje mreže sem uporabil podatke, zgrajene preko Monte Carlo simulacij
trkov osnovnih delcev. Podatki so zbrani v podatkovni bazi SUSY (supersime-
trija, ang. supersymmetry) [58, 65]. Poleg kinematičnih lastnosti trkov, ki jih
zaznajo senzorji, ima množica tudi značilke, ki so izpeljane iz teh lastnosti. Razi-
skovalci so odkrili, da določene kombinacije lastnosti pomagajo razvrščevalnikom
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Slika 4.2: Točnost mreže za razvrščanje paketov pri različnem število skritih plasti
in nevronov.
bolj robustno ločevati zanimive in nezanimive trke. Trki so tako označeni kot
signal (1) ali ozadje (0), kar predstavlja nezanimiv dogodek. Za učenje in testira-
nje sem uporabil 50000 podatkovnih vektorjev. Vektorji so naključno razdeljeni
na tretjine, kjer sta dve tretjini uporabljeni za učenje, tretjina pa za testiranje.
Za posamezne primere je bila mreža učena večkrat z večkratno naključno razde-
ljenimi množicami. Interval zaupanja točnosti množice je ±0.05 %. Značilke so
celoštevilske vrednosti in vrednosti, zapisane s plavajočo vejico, ki se binarizirajo,
kot je opisano v poglavju 4.2.1.
Slika 4.3 prikazuje, da z uporabo dveh plasti točnost razvrščanja naraste nad
70 % z najmanj nevroni na plast (tj. 75 nevronov na plast). Končna točnost mreže
je tako 72.18 %. Točnost je veliko slabša kot pri ostalih primerih, kar izhaja iz
tega, da je iskanje zanimivih dogodkov v bazi SUSY zelo zahteven problem. Tudi
najboljši in bolj kompleksni razvrščevalniki, ki so jih preizkusili na tem problemu,
dosegajo le okoli 80 % točnosti [58].
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Slika 4.3: Točnost mreže za razvrščanje trkov pri različnem številu skritih plasti
in nevronov.
4.2.3 Strojni vid
Množica podatkov MNIST [34] velja za temeljni primer razvrščevalne baze podat-
kov in osnovni problem za algoritme strojnega učenja. Večino nevronskih mrež se
najprej preizkusi na tej množici podatkov, s katero se preveri, ali sploh delujejo.
Baza podatkov vsebuje 60000 slik ročno napisanih številk od 0 do 9 in njihovih
oznak. Raziskave so pokazale, da BNN dosegajo rezultate, podobne nevronskim
mrežam s polno natančnostjo [17, 23, 19]. BNN mreže za MNIST so razme-
roma velike in zapletene ter imajo velike zakasnitve in porabo moči. Na primer,
mreža za MNIST iz izvirnega dela o BNN [17] ima 3 plasti, kjer ima vsaka plast
okoli 4000 nevronov. Takšno mrežo je v tehnologiji FPGA trenutno nemogoče
implementirati v masivno vzporedni, kombinacijski različici. Zato trdim, da so
naša trenutna pričakovanja o vrhunskih točnostih v vgrajenih sistemih na robu
na zahtevnih podatkovnih bazah previsoka. Tu moramo cilje prilagoditi strojni
opremi, da bi dosegli zahtevano zmogljivost. Množico MNIST tako preoblikujem,
da problem razvrščanja slik v deset razredov pretvorimo v binarno razvrščanje
v smislu, da mora BNN zaznati le, če je številka na sliki nad ali pod določeno
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vrednostjo (v našem primeru 4). Vhodne črno-bele slike podvzorčimo iz velikosti
28 × 28 na 20 × 20. Poleg tega vrednosti 8 bitnih slikovnih točk kvantiziramo v
binarne vrednosti. Na koncu imamo 20× 20× 1 = 400 bitni vhod v mrežo.
Slika 4.4: Točnost mreže za razvrščanje slik pisanih številk pri različnem številu
skritih plasti in nevronov.
Na sliki 4.4 vidimo, da je točnost binarnega razvrščanja bolj odvisna od veli-
kosti skritih plasti kot od samega števila plasti. Najprimernejša velikost je tako
ena skrita plast s 150 nevroni. Končna točnost mreže je 96.13 %.
4.3 Implementacija v FPGA
Po gradnji in učenju mrež sem uporabil razvito skripto za generacijo Verilog
modulov za vsako plast naučenih mrež. Module, ki predstavljajo kombinacijsko
logiko, sem vstavil v Verilog ovojnico, ki vključuje pomikalni register, kjer je vsak
binarni element povezan na en vhod BNN. Izhod vezja je eno-bitni register, v
katerega se zapiše rezultat sklepanja. Blok diagrami primerov sintetiziranih vezij
so prikazani na slikah 4.5 in 4.6.
Prikazana sta samo primera za strojni vid in eksperimentalno fiziko. Opuščen
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Slika 4.5: Blok diagram vezij za strojni vid ter razvrščanje omrežnih paketov.
je diagram za razvrščanje omrežnih paketov, ker je podoben diagramu za strojni
vid (enoplastni perceptron), le da ima drugačno število vhodnih bitov in nevronov.
Vezja so bila sintetizirana za družino FPGA Xilinx Artix-7 (Artix xc7z020) v
orodju Vivado 2017.4. Ocenjena poraba virov po sintezi je prikazana v tabeli 4.2.
Področje Vhodi Mreža Zakasnitev [ns] Moč [W] LUT
Razvrščanje paketov 593 593× 100× 1 19.624 1.568 51353
Eksperimentalna fizika 301 301× 75× 75× 1 24.692 0.68 19140
Strojni vid 400 400× 150× 1 21.432 1.474 44670
Tabela 4.2: Poraba FPGA virov za tri primere robnega računalništva.
Orodje za sintezo ustvari optimizirano vezje iz FPGA blokov, ki so v Artix
FPGA-jih vpogledne tabele (lookup table – LUT). V tej družini FPGA-jev je
posamezni LUT 6-vhodni z enim izhodom. Opcijsko se lahko Artix LUT tudi
pretvori v dva 5-vhodna LUT-a.
Sinteza pokaže, da MPBNN dosegajo zakasnitve pod 25 ns za vse primere
aplikacij, kar omogoča hitro razvrščanje za robno obdelavo podatkov. Frekvence
razvrščanj so od 40 MHz do 52 MHz. Poleg tega je močnostna poraba nižja kot
v primerljivih delih kvantiziranih nevronskih mrež [11, 19]1. Število potrebnih
1Natančna analiza in primerjava sintez z drugimi deli je podana v poglavju 6.
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Slika 4.6: Blok diagram vezja za eksperimentalno fiziko.
vpoglednih tabel za vse primere ne preseže 60 tisoč, kar omogoča implementacijo
v nižjem cenovnem razredu čipov FPGA.
Kljub vsemu bi, podobno kot ugotavljajo avtorji [25], želeli še bolj kompaktna
vezja. Optimizacijske metode, ki so vgrajene v različna orodja, lahko vezje poeno-
stavijo samo do določene mere. Velik del načrtovanja najbolj učinkovitih vezij je
še vedno na strani razvijalca. Mreže v predstavljenih primerih so izjemno majhne
in ne predstavljajo globokih mrež z več deset plastmi in po več tisoč nevronov. Če
želimo implementirati globoke mreže v obliki MPBNN, je potrebno razviti nove
načine načrtovanja oziroma optimizacije. V poglavju 5 predstavim več načinov
optimizacije MPBNN za FPGA, ki jih kasneje v poglavju 6 apliciram na več kon-
kretnih plitkih mrežah in sistemih za robno računalništvo. Čeprav te mreže še
ne predstavljajo globokih mrež, se z optimizacijskimi tehnikami približamo cilju,
kjer želimo čim bolj zmanjšati vezja večjih nevronskih mrež.
5 Optimizacija arhitekture masivno
vzporedne BNN
Glavni prispevek tega dela so optimizacije vezij MPBNN. Čeprav je moja ciljna
platforma FPGA, lahko tehnike apliciramo tudi na vezja za ASIC. V tem po-
glavju bom predstavil tri različne tipe logične optimizacije kombinacijskih vezij
vzporednih BNN, kjer bom razvite postopke matematično izpeljal in predsta-
vil funkcionalnost. Programske izvedbe optimizacijskih algoritmov so vključene
v orodje iz poglavja 4.1. Algoritme bom v poglavju 6 ovrednotil na različnih
primerih aplikacij.
5.1 Optimizacija 1: Razlika vhodne vsote
Večina trenutnih rešitev, vključno s sintetiziranimi vezji iz poglavja 4.3, uporablja
klasičen model plasti, kjer se vsak vhod uteži preko XNOR operacije z istoležno
utežjo. Utežene vrednosti seštejemo oziroma preštejemo in rezultat primerjamo
s pragom. Če pogledamo takšno vezje kot celoto, se pokaže rešitev, s katero je
mogoče učinkoviteje implementirati nevrone, ki uporabljajo isti vhodni vektor,
hkrati pa imajo različne uteži.
5.1.1 Matematični opis
Izhodi nevronskih plasti (rn za n-ti nevron) so izračunani iz vsote elementov
vektorja v, ki je enak vhodnemu vektorju a, uteženem z vektorjem uteži wn
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vi = ai ⊙wn,i. (5.2)
Logična XNOR operacija med vhodnim bitom in utežjo 1 je enaka vhodnemu
bitu. Ista operacija z utežjo 0 je enaka negiranemu vhodnemu bitu.
vi = ai ⊙wn,i =
⎧⎨⎩ai, če wn,i = 1ai, če wn,i = 0. (5.3)
Definicija 1 Preštevek Pa vhodnega vektorja a je enak številu enic v vektorju.
Preštevek je izračunan kot vsota vektorskih elementov. Če gledamo enačbo 5.3,








(ai ⊙ 1). (5.4)
Definicija 2 Ničelni preštevek Za vhodnega vektorja a je enak številu ničel v
vektorju.
Ničelni preštevek je izračunan kot vsota negiranih vektorskih elementov. Če gle-
damo enačbo 5.3, je ničelni preštevek vektorja dolžine N tudi enak preštevku







(ai ⊙ 0). (5.5)
Vsota obeh preštevkov N -bitnega vektorja je enaka njegovi dolžini.
Pa + Za = N. (5.6)
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Za preštevanje uteženega vektorja v iz enačbe 5.2 razbijemo vektor a v pod-
vektor ψ0(a) dolžine L0 in podvektor ψ1(a) dolžine L1.
ai ∈
⎧⎨⎩ψ1(a), če wn,i = 1ψ0(a), če wn,i = 0. (5.7)
Če upoštevamo enačbi 5.4 in 5.5, je Pv vsota preštevka podvektorja ψ
1(a) in




(ψ1(a)j ⊙ 1) +
L0−1∑︂
k=0
(ψ0(a)k ⊙ 0), (5.8)
= Pψ1(a) + Zψ0(a). (5.9)
Preštevek uteženega vektorja je enak vsoti elementov vhodnega vektorja na me-
stih, kjer je utež enaka 1 (utežene vrednosti so enake), in vsoti negiranih elementov
na mestih, kjer je utež enaka 0 (utežene vrednosti se invertirajo).
Preštevek Pψ1(a) je vsota elementov vhodnega vektorja a, kjer je wn,i = 1.
Izračunamo ga tako, da od vsote enic v celotnem vhodnem vektorju odštejemo
vsoto enic v podvektorju, kjer je wn,i = 0:
Pψ1(a) = Pa − Pψ0(a). (5.10)
Ničelni preštevek Zψ0(a) izračunamo po enačbi 5.6:
Zψ0(a) = L
0 − Pψ0(a). (5.11)
Z združitvijo enačb 5.9, 5.10 in 5.11 dobimo:
Pv = Pa − 2Pψ0(a) + L0. (5.12)
Preko enačbe 5.12 smo se uspešno znebili uporabe logičnega XNOR za izračun
preštevka uteženega vektorja. Poleg tega za izračun potrebujemo samo preštevek
vhodnega vektorja Pa, delni preštevek vhodnega vektorja Pψ0(a) ter dolžino tega
dela vhodnega vektorja.
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5.1.1.1 Primer
Predpostavimo naključni 6-bitni vhodni vektor a in naključni 6 bitni vektor uteži
w. Neposredna procedura uteževanja in preštevanja bi bila:




























Pv = 2. (5.14)
Drugačen način bi bil, če uporabimo enačbo 5.12. Preštejemo enice v vhodnem
vektorju (Pa) in na mestih, kjer je utež nič (Pψ0(a)).








Pψ0(a) = 3, (5.17)
dolžina podvektorja je L0 in je enaka 4. Če te vrednosti vstavimo v enačbo
5.12, dobimo
Pv = Pa − 2Pψ0(a) + L0 = 4− 2 · 3 + 4 = 2, (5.18)
kar je enak rezultat, kot če bi neposredno utežili vhodni vektor z logično XNOR
operacijo in prešteli enice v uteženem vektorju.
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5.1.1.2 Izračun izhodnega vektorja plasti
Ker vsak nevron v plasti uporablja isti vhodni vektor, je za celotno plast samo
enkrat potrebno izračunati Pa. Pri vsakem nevronu n tako za izračun aktivacije
ostane samo delni preštevek podvektorjev Pψ0n(a). Ker so dolžine posameznih
podvektorjev ψ0n(a) manjše kot cel vhodni vektor, smo s tem zmanjšali število
elementov, ki jih je potrebno prešteti pri posameznem nevronu. Enačba 5.12 tako
omogoča implementacijo manjših seštevalnikov na plast.
Logiko se lahko še bolj poenostavi, tako da se združi enačbo 5.12 in enačbo
aktivacije binarnega nevrona, kjer se preštevek uteženega vhoda primerja z
naučenim pozitivnim, celoštevilskim pragom thn, da se dobi aktivacijski bit rn.
Dolžine podvektorjev L0n (znane pred sintezo) se lahko odštejejo od pragov thn,





(ai ⊙wn,i) ≥ thn
]︂
, (5.19)
Pa − 2Pψ0n(a) + L
0
n ≥ thn, (5.20)
Pa − 2Pψ0n(a) ≥ thn − L
0
n, (5.21)
Pa − 2Pψ0n(a) ≥ th
new
n . (5.22)
Paziti je potrebno le, da sedaj primerjalnik primerja dve predznačeni števili
in ne več nepredznačeni. Do končne oblike za implementacijo pridemo tako, da
zamenjamo množenje z dve s pomikom za eno mesto v levo.
rn =
[︂





Preko enačbe 5.23 se izognemo redundanci večkratnega preštevanja istih ele-
mentov. Z implementacijo kombinacijske logike s fiksnimi utežmi lahko tako
apliciramo razloženi postopek, da zelo učinkovito razvijemo aktivacijski blok pla-
sti MPBNN. Potrebujemo en večji preštevalnik za vhodni vektor in N (število
nevronov v plasti) manjših preštevalnikov, ki preštevajo elemente vhodnega vek-
torja na mestih, kjer so uteži posameznega nevrona enake nič. Vsak nevron ima
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poseben seštevalnik s toliko vhodi, kot je število njegovih ničelnih uteži. Manj
kot je ničelnih uteži, manjša je seštevalna oziroma preštevalna logika nevrona.
Logika preštevalnikov se lahko še dodatno zmanjša, tako da se namesto nepo-
srednega preštevka vhodnega vektorja (Pa) naredi preštevek vhodnega vektorja,
uteženega z vnaprej izračunano masko m.
a∗i = ai ⊙mi. (5.24)
Ker se vhod maskira, je potrebno spremeniti tudi vse vektorje uteži, da se
ohrani enak rezultat uteževanja po nevronih. To se doseže, tako da se enostavno
vsak vektor uteži uteži z isto masko kot vhod, kar nas preko komutativnosti
logičnega XNOR pripelje do identite:
vi = a
∗
i ⊙ (wn,i ⊙mi) = ai ⊙wn,i ⊙ (mi ⊙mi) = (ai ⊙wn,i)⊙ 1, (5.25)
vi = ai ⊙wn,i. (5.26)
Po maskiranju vhoda in uteži spet razbijemo vhodni vektor na podvektorja
pri vsakem nevronu (n).
a∗i ∈
⎧⎨⎩ψ1n(a∗), če wn,i = miψ0n(a∗), če wn,i = mi. (5.27)
Če se vrnemo k enačbi 5.12, lahko spet izluščimo preštevek uteženega vhoda
pri vsakem nevronu s preštevkom maskiranega vhoda a∗, preštevkom podvektorja
Pψ0n(a∗) in njegovo dolžino L
0
n:
Pvn = Pψ1n(a∗) + Zψ0n(a∗), (5.28)
Pvn = Pa∗ − 2Pψ0(a∗) + L0n. (5.29)
Popravimo pragove:
thnewn = thn − L0n, (5.30)
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in izpeljemo končno, optimizirano enačbo za aktivacijo nevronov:
rn =
[︂





Razlog za maskiranje vhodnega vektorja je mogoče razložiti z robnim pri-
merom. Če so elementi vseh vektorjev uteži pri vseh nevronih enaki nič, lahko
maskiramo vhod z ničlami, s čimer smo se popolnoma znebili vse preštevalne
logike pri nevronih. Preštevek je enostavno enak preštevku vhodnega vektorja.
Maska je drugačna za vsako mesto v vhodnem elementu in je enaka modusu uteži
na tem mestu preko nevronov. Preštevalniki pri nevronih sedaj preštevajo vhodni
vektor na mestih, kjer je wi = m, in ne več pri wi = 0, kot je bilo pri primeru
brez maskiranja vhoda.
Predlagana procedura aktivacije BNN zahteva eno veliko seštevalno logiko nad
vhodom (Pa∗) in množico manjših (pri vsakem nevronu ena), ki preštevajo vhodni
vektor na mestih, kjer so njihove uteži drugačne od vhodne maske. Nevronski
preštevalniki so med sintezo speljani direktno na vhodni vektor. Število povezav
do logike posameznega nevrona se tako v tej arhitekturi zmanjša v nasprotju s
preštevanjem celotnega uteženega vektorja v neposrednem modelu. Na vsakem
nevronu je potreben še dodaten majhen odštevalnik in pomikalnik (implementa-
cija minusa in pomika v enačbi 5.31), ki nekoliko poveča celotno velikost logike,
kot bo raziskano v poglavju 5.1.2.
Slika 5.1 primerja običajno in optimizirano arhitekturo BNN, ki potrebuje le
N manjših seštevalnikov za vsote elementov na mestih, kjer so uteži nevrona dru-
gačne od vhodne maske. Dodatno potrebujemoN ⌈log2(N)⌉ bitnih seštevalnikov,
ki služijo kot združevalna logika, ki implementira pomik in odštevanje. Ker vsak
nevron potrebuje samo delne vsote, imamo manj žic od vhoda do seštevalnika,
kar dodatno zmanjša površino vezja.
5.1.2 Teoretična analiza optimizacije
Za teoretično analizo števila NAND vrat predpostavljamo, da preštevalniki de-
lujejo na principu seštevalnega drevesa. Število vrat se ne glede na velikost
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Slika 5.1: Optimizirana strojna arhitektura BNN z uporabo manjših delnih
seštevalnikov.
seštevalnega drevesa izračuna kot [25]:
M = (N − 1) ·Ghalf + (N − log2(N)− 1) ·Gfull, (5.32)
kjer je M končno število vrat za N bitni seštevalnik. Ghalf = 5 je število vrat
pol-seštevalnika in Gfull = 9 je število vrat polnega seštevalnika. Preštevalnike se
lahko zgradi tudi kot preštevalne mreže [66] za učinkovito implementacijo v ASIC
tehnologijah ali kot drevesa kompresijskih elementov, ki izrabljajo arhitekturo
vpoglednih tabel FPGA-jev [20]. Velikosti obeh načinov rastejo s približno enako
potenco dolžine vhodnega vektorja kot seštevalna drevesa in so zato izpuščene iz
nadaljnje primerjalne analize.
Kot je bilo omenjeno, se lahko maskira vhodni vektor. Če pogledamo stati-
stični modus vsakega mesta v vektorju prek nevronov, lahko izluščimo vrednost,
ki je predominantno uporabljena na tem mestu v vhodnem vektorju. Z maski-
ranjem lahko še dodatno zmanjšamo velikost logike in število oz. kompleksnost
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povezav. Generiral sem naključne vektorje uteži za vsak nevron za različno ve-
like plasti. Vsaka plast ima toliko vhodov, kot je samih nevronov (to je samo
za potrebe analize, drugače to ni nujno res). Za vsak primer sem nato izračunal
teoretično število vrat za neposredno arhitekturo, optimizirano arhitekturo in
optimizirano arhitekturo z dodatnim maskiranjem vhodnega vektorja.
Slika 5.2: Faktor zmanjšanja števila NAND vrat.
Slika 5.2 prikazuje faktor zmanjšanja števila vrat NAND predstavljene arhi-
tekture z in brez maskiranja v primerjavi z neposredno arhitekturo. Ti rezultati
temeljijo na teoriji in ne predstavljajo dejanske implementacije v FPGA ali ASIC
tehnologijah, saj večina orodij za sintezo še dodatno optimizira samo logiko, kot
bo razvidno v naslednjih poglavjih. Vidi se, da predlagana arhitektura v principu
doseže zmanjšanje števila vrat za več kot faktor 2. Z maskiranjem vhodnega vek-
torja se tudi poveča dosežen faktor zmanjšanja. Zdaj lahko analiziramo učinek
logike seštevalnikov in odštevalnikov pri vsakem nevronu (slika 5.1). Posamezni
odštevalnik je v osnovi N bitni polni seštevalnik, kjer je N = log2(Lvhod), kar
pomeni, da se število vhodnih bitov povečuje logaritmično z dolžino vhodnega
vektorja Lvhod. Velikosti seštevalnikov/preštevalnikov pa v nasprotju rastejo li-
nearno z dolžino vhodnega vektorja.
Zlahka vidimo, da daljši kot je Linput, manjši delež logike predstavljajo
odštevalniki v primerjavi s preštevalniki. Na primer, za 8 vhodnih bitov ima
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preštevalnik 4 vhodne bite (ob predpostavki, da mora vsak nevron v tej arhitek-
turi seštevati približno polovico vhodnih bitov), medtem ko je odštevalnik 3-bitni.
Pri 128 vhodnih bitov ima posamezni preštevalnik 64 vhodnih bitov, medtem ko
je odštevalnik le 7-bitni. To dejstvo nakazuje na to, da predlagana arhitektura
postane učinkovitejša pri daljših vhodnih vektorjih, saj odštevalniki postanejo
manjši dejavnik, ki vpliva na velikost logike. Pri zelo velikih vhodnih vektorjih
odštevalniki postanejo zanemarljivi, kar je tudi razvidno iz konvergence krivu-
lje na sliki 5.2. Drugo opažanje se nanaša na zakasnitev logike. Odštevalniki
predstavljajo dodatne logične nivoje kombinacijske logike, preko katerih mora si-
gnal prepotovati. V našem primeru morajo signali potovati skozi večje število
vrat/celic, kar nekoliko poveča zakasnitev vezja.
5.2 Optimizacija 2: Genetsko načrtovano širjenje aktiva-
cije
Druga optimizacija je v matematični osnovi različica prve optimizacije, kjer
iščemo podobnosti v vektorjih uteži. V analizi prvega algoritma smo prav tako
analitično pokazali, da iskanje podobnosti med nevroni omogoča zmanjšanje arit-
metične logike. Namesto da bi preštevali celotne utežene vektorje pri vsakem
nevronu, v tej shemi preštevamo samo elemente na mestih, kjer so si uteži za-
porednih nevronov v eni plasti različne. Vhodi se pri prvem nevronu normalno
utežijo in dobljeni uteženi vektor se prešteje. Razlika pride pri drugem, sose-
dnjem nevronu, kjer se prešteje elemente uteženega vhoda samo na mestih kjer
so si uteži nevronov različne. Aktivacija drugega nevrona se lahko izračuna iz
tega preštevka in preštevka prejšnjega nevrona.
5.2.1 Matematični opis





je P=n preštevek vrednosti elementov vn (uteženi vektor) na mestih, kjer so uteži
nevrona n enake nevronu n+ 1. Podvektor, ki vsebuje te elemente, je ψ=(vn) z
dolžino L=. P ̸=n je pa preštevek elementov vn, kjer so uteži nevrona n različne od
5.2 Optimizacija 2: Genetsko načrtovano širjenje aktivacije 73
nevrona n+ 1. Podvektor, ki vsebuje te elemente, je ψ ̸=(vn) in ima dolžino L
̸=.
vn,i ∈














Za izračun Pn+1 uvedemo novo vsoto N
̸=
n , ki predstavlja negacijo in preštevek
podvektorja ψ ̸=(vn). Pn+1 je enak vsoti preštevka P
=
n , ki je enak za nevron n









ψ ̸=i (vn). (5.38)
Vsota preštevka binarnega vektorja in preštevka negiranega istega vektorja
nam da njegovo dolžino (vsota vseh enic in ničel). Če to dejstvo združimo z




ψ ̸=i (vn) +
L̸=∑︂
i=1
ψ ̸=i (vn), (5.39)
N ̸=n = L̸
=
n − P ̸=n . (5.40)
Z nadaljnjo kombinacijo enačb 5.36, 5.37 in 5.40 dobimo:
Pn+1 = Pn − 2P ̸=n + L ̸=n , (5.41)
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ki je podobna enačbi 5.12 iz prvega optimizacijskega algoritma. Razlika je,
da se sedaj gleda razlike med sosednjimi nevroni in ne glede na vhodno masko.
Ta enačba je tudi iterativnega tipa in jo lahko posplošimo v:






L ̸=i . (5.42)
Preštevek, in posledično aktivacija posameznega nevrona, je tako sestavljena
iz P1, tj. preštevka vhodov, uteženih z utežmi prvega nevrona, tekoče vsote
preštevkov podvektorjev, ki vsebujejo elemente uteženih vektorjev na mestih,
kjer imata dva zaporedna nevrona različne uteži, in tekoče vsote dolžin teh pod-
vektorjev. Tekoča vsota dolžin pri vsakem nevronu se lahko izračuna že pred
















Slika 5.3: Arhitektura s širjenjem aktivacije nevronov.
Vsote P ̸=n se morajo akumulirati in pretočiti čez arhitekturo. Slika 5.3 prika-
zuje predstavljeno arhitekturo, kjer se vhodi ai najprej utežijo glede na prvi ne-
vron. Uteževanje predstavljajo negatorji, kjer so uteži enake nič. Celotni uteženi
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vektor se nato prešteje v vsoto P1. Pri naslednjem nevronu se prešteje samo
podvektor ψ ̸=(v1), kjer so uteži nevrona 1 in 2 različne. P1 in P
̸=
1 se združita v
preštevek P2. Vrednosti na tem podvektorju se nato negirajo, da se ustvari signal
(v2,i na sliki), ki je tak, kakšen bi bil vhodni vektor, utežen z utežmi tretjega
nevrona:
vn+1,i =
⎧⎨⎩vn,i, če vn,i ∈ ψ=(vn),vn,i, če vn,i ∈ ψ ̸=(vn). (5.44)
Ta proces se ponovi za vsak nevron in kumulativna vsota preštevkov se pretaka
skozi vezje.
Arhitektura zmanjša potrebno logiko preštevalnikov pri posameznem nevronu
(podobno kot prva shema). Neizogibna slabost je, da se mora dodati odštevalnike,
ki računajo tekočo vsoto, in da se mora ta vsota pretakati čez vezje. Maksimalna
frekvenca kombinacijske logike je tako okrnjena, ker je logičnih nivojev (zapo-
rednih seštevalnikov) toliko, kot je nevronov. Tako velikost preštevalnikov kot
maksimalna dosegljiva hitrost vezja pa se lahko izboljša, kot bo razloženo v na-
slednjih poglavjih.
5.2.2 Genetska optimizacija Hammingove razdalje
V osnovi so nevroni v plasti neodvisni drug od drugega, saj izhod nevrona vpliva
samo na naslednjo plast in ne na nevrone v isti plasti. Če nevrone premešamo,
to vpliva samo na usmerjanje signalov na naslednjo plast in ne na samo aktiva-
cijo. Ker je moč naše optimizacije odvisna od podobnosti sosednjih nevronov, se
nam sedaj ponudi možnost permutacije zaporedja nevronov, da dobimo največje
zmanjšanje števila bitov, ki jih je potrebno prešteti. Tega se lotimo z definicijo
podobnosti med binarnimi vektorji (uteži nevronov), imenovane Hammingova
razdalja ter njene optimizacije prek genetskega algoritma.
Hammingova razdalja med dvema binarnima vektorjema je število isto ležečih
mest, kjer so si biti različni. To je ekvivalentno logični izključno-ali (XOR, simbol
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(vn,i ⊕ vn+1,i). (5.45)
Število bitov, ki jih je potrebno prešteti v celotnem vezju (črne pike na sliki
5.3), je neposredno odvisno od vsote Hammingovih razdalj med zaporednimi ne-
vroni. S permutacijo zaporedja nevronov lahko poiščemo konfiguracijo, ki mini-
mizira skupno razdaljo, kar zmanjša število bitov, ki jih je potrebno prešteti in
posledično tudi velikost logike. To nas pripelje do dobro raziskanega NP-težkega,
problema potujočega trgovca v Hammingovem prostoru. Ker je problem z upo-
rabo neposrednih algoritmov, ki izčrpno poskusijo vse permutacije, časovno zelo
težko rešljiv (za veliko število vektorjev), se poslužujemo aproksimativnih algo-
ritmov. Konkretni primer permutacije binarnih vektorjev v tem delu rešujem z
uporabo genetskega algoritma, ki poišče približno najboljšo permutacijo vektor-
jev, ki ima eno od najmanjših skupnih razdalj.
Genetski algoritmi začnejo s populacijo naključno ustvarjenih rešitev. Vsak
član je v svojem bistvu vektor, ki predstavlja neko rešitev problema. V našem
primeru je tak vektor sestavljen iz zaporedja unikatnih številk, ki predstavljajo
posamezen nevron. Vsak član tako zakodira lastno rešitev problema potujočega
trgovca. Člani so ovrednoteni s pomočjo cenilke, ki je v našem primeru vsota
Hammingovih razdalj med zaporednimi nevroni. Najbolj uspešni člani populacije
se nato uporabijo za ustvarjanje nove generacije z uporabo genetskih operacij.
Poleg množice manj poznanih se ponavadi govori o dveh genetskih operacijah.
Prva je križanje, kjer se vektorja dveh naključno izbranih osebkov generacije
(večja kot je bila uspešnost osebka, bolj verjetno je, da bo izbran) prekrižata
tako, da se na določenem mestu, ali mestih, vektorja prelomita. Ti deli se potem
izmenjajo, tako da nastaneta dva nova osebka nove generacije. Operacija križanja
na binarnih vektorjih je ponazorjena na sliki 5.4.
Druga operacija je mutacija, pri kateri se elementi vektorjev novih članov
naključno izberejo in spremenijo. Mutacija se zgodi nad nekim osebkom A v
novi generaciji n+1. Ta osebek ostane isti, le da ima določene gene spremenjene.
Operacija mutacije na binarnih vektorjih je ponazorjena na sliki 5.5.
Križanje in mutacija se lahko uporabljata v kombinaciji ali posamično in omo-
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Slika 5.4: Križanje. Vektorja genov dveh osebkov se prelomita in izmenjata.
Slika 5.5: Mutacija. Naključni element vektorja se spremeni.
gočata genetskim algoritmom, da učinkovito preverijo globalni problemski prostor
v upanju, da se bodo vektorji članov novejših generacij približali rešitvi, ki mi-
nimizira cenilko. Število članov, faktor križanja in faktor mutacij so nastavljivi
parametri, ki jih je treba nastaviti za vsak problem posebej. Genetski algoritem
za naš primer uporablja samo mutacije osebkov, brez križanj, za stvaritev nove
generacije. Križanje je težje izvedljivo, ker so elementi vektorjev unikatni in eno-
stavna delitev in rekombinacija ne deluje, saj pripelje do podvajanj elementov.
Čeprav obstajajo načini, kako se temu ogniti, se izkaže, da algoritem vseeno hitro
konvergira samo z mutacijami. Na začetku se ustvari populacija osebkov, kjer
ima vsak osebek dodeljeno naključno izbrano zaporedje nevronov (ena plast). Za
vsak osebek se izračuna skupno Hammingovo razdaljo, kjer se zapomni osebek,
ki doseže najmanjšo vrednost. V naslednjem koraku se populacija naključno pre-
meša in razdeli v skupine po štiri. V vsaki skupini se nato ohrani samo osebek
z najmanjšo skupno razdaljo, medtem ko se ostale tri izbriše. Osebek, ki ostane,
se nato prekopira v tri nove kopije, kjer se vsaka kopija delno mutira. Operacija
mutacije je naključno izbrana in vključuje:
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• Obračanje: Zaporedje nevronov med dvema naključno izbranima mestoma
(v celotnem zaporedju) se obrne.
• Zamenjavo: Dva naključno izbrana nevrona zamenjata mesti.
• Drsenje: Zaporedje nevronov med dvema naključno izbranima mestoma (v
celotnem zaporedju) je krožno pomaknjeno za eno mesto.
Slika 5.6: Uporaba genetskega algoritma za optimizacijo Hammingove razdalje
med zaporednimi nevroni.
Algoritem je bil implementiran v MATLAB-u na osnovi prosto dostopne kode
[67]. Vhod algoritma je binarnaM×N matrika, izhod pa enako velika matrika, ki
ima stolpce aproksimativno urejene tako, da je binarna Hammingova razdalja med
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sosednjimi stolpci najmanjša. Vhod in izhod, kot tudi konvergenca algoritma,
so prikazani na sliki 5.6. Zgornja slika prikazuje vhodno matriko (512 × 593),
vzeto iz realne naučene plasti nekega MLP-ja. Vsak stolpec predstavlja vektor
uteži posameznega nevrona. Srednja slika prikazuje izhodno matriko, kjer so bili
stolpci aproksimativno permutirani, da se zadovolji cenilki (minimalna razdalja).
Spodnja slika prikazuje krivuljo, ki predstavlja razdaljo najboljšega zaporedja
vsake iteracije algoritma.
5.2.3 Vzporednost tekoče vsote
Pretakanje tekoče vsote čez vezje se lahko delno paralelizira. Zato obstajata
dva digitalna algoritma, kjer je razlika v logični globini in končnem številu vseh
seštevalnikov.
Drevesni seštevalnik[68]: Tekoča vsota se neposredno paralelizira in izračuna
v obliki drevesa, kot je prikazano na sliki 5.7. Čeprav tako dobimo vse vre-
dnosti v najmanj logičnih nivojih O(log2N), takšen algoritem zahteva največ
seštevalnikov.
Slika 5.7: Za osem vhodov je število nivojev enako log2(8) = 3. Število
seštevalnikov je 17.
Paralelni prefiksni seštevalnik [69]: Bolj primeren je drugi algoritem, ki ima
boljšo izrabo logike, čeprav slabšo vzporednost, kjer je sedaj potrebnih 2log2(N)−
1 nivojev (slika 5.8). Kljub temu, da mora signal sedaj prepotovati več nivojev, se
izkaže, da s tem vseeno dosežemo ≈ 10× izboljšavo v maksimalni možni frekvenci
optimiziranega vezja.
Koda za genetski algoritem in za visokonivojsko sintezo optimiziranega vezja
za širjenje aktivacije, vključno z genetskim algoritmom in paralelizacijo tekoče
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Slika 5.8: Za osem vhodov je število nivojev enako 2log2(8) − 1 = 5. Število
seštevalnikov je 11.
vsote, je dostopna na [70].
5.3 Optimizacija 3: Združevanje nevronov
Pri tretji optimizaciji uvedemo algoritem združevanja nevronov, ki podobno kot
predhodna algoritma izrablja podobnosti med nevroni za zmanjšanje preštevalne
logike. Namesto da se primerja vhod z vsemi nevroni naenkrat (prvi algori-
tem) ali vedno med dvema zaporednima (drugi algoritem), pri zadnji optimizaciji
združimo po M zaporednih nevronov, pri katerih se poišče podobnosti med vek-
torji uteži. Na začetku bom predstavil algoritem na primeru M = 3, potem pa
še definiral posplošitev postopka za poljuben M .
5.3.1 Združitev treh nevronov
Vzamemo tri zaporedne nevrone, poimenovane n0, n1 in n2, ter primerjamo nji-
hove vektorje uteži: w0, w1 in w2. Indeksi vektorjev se lahko razdelijo na štiri
množice:
1. V0, kjer so uteži enake čez vse tri vektorje,
2. V1, kjer so uteži enake za vektorja w0 in w1 ter niso že v množici indeksov
V0,
3. V2, kjer so uteži enake za vektorja w0 in w2 ter niso že v V0 ali V1,
4. V3, ki je množica ostalih indeksov.
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Slika. 5.9 prikazuje konkretni primer treh vektorjev uteži, množice V0, V1, V2
in V3, ter njihove dolžine L0, L1, L2 in L3.
Slika 5.9: Primer združevanja treh nevronov.










S0 + S1 + S2 + S3
)︂
≥ th0. (5.47)
Aktivacija nevrona n1 pa potrebuje delne preštevke Sk











Dva od delnih preštevkov sta enaka kot prej, saj so uteži na teh delih enake:
S0
′ = S0 in S1
′ = S1. Ostale preštevke se pa lahko izračuna iz začetnih preštevkov
in dolžin pripadajočih množic, saj so uteži na teh mestih negirane:
S2
′ = L2 − S2, (5.49)
S3
′ = L3 − S3. (5.50)
Dolžine so konstantne in se lahko prištejo pragovni vrednosti, kar nam da
končno enačbo za aktivacijo nevrona:
r1 =
(︂
S0 + S1 − S2 − S3
)︂
≥ th∗1, (5.51)
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th∗1 = th1 − L2 − L3. (5.52)
Po istem postopku je aktivacija nevrona n2 izračunana kot:
r2 =
(︂
S0 − S1 + S2 − S3
)︂
≥ th∗2, (5.53)
th∗2 = th2 − L1 − L3. (5.54)
5.3.2 Posplošitev
Za združitev M zaporednih nevronov se je potrebno sprehoditi čez vse M do 2
kombinacije množice Z:
Z = {w0,w1,w2 . . .wM−1}. (5.55)
Če vzamemo M = 4, podobno kot pri prejšnjih primerih, najprej pogledamo
vse kombinacije štirih elementov. Iz nadmnožice Z, ki ima štiri elemente/nevrone,
obstaja samo ena kombinacija štirih elementov:
Cc=4,0 → (w0 = w1 = w2 = w3) → (S0, L0,V0,X0 = {0, 1, 2, 3}), (5.56)
kar nam da prvi delni preštevek S0 in njegovo dolžino L0. Zapomnimo si inde-
kse, ki pripadajo tej enakosti (vektor V0), ter jih zanemarimo, če se pojavi pri
naslednjih kombinacijah. Vektorji, ki pripadajo tej kombinaciji, se tudi zapišejo
v množico X0.
Za c = 3, dobimo tri kombinacije:
Cc=3,0 → (w0 = w1 = w2)−V0 → (S1, L1,V1,X1 = {0, 1, 2}),
Cc=3,1 → (w1 = w2 = w3)−V0,1 → (S2, L2,V2,X2 = {1, 2, 3}),
Cc=3,2 → (w0 = w1 = w3)−V0,1,2 → (S3, L3,V3,X3 = {0, 1, 3}),
(5.57)
kjer Cc=3,0 ne vsebuje indeksov iz V0, Cc=3,1 ne vsebuje indeksov iz V0 in V1 ter
Cc=3,2 ne vsebuje indeksov iz V0, V1 in V2. Naslednje kombinacije so za c = 2
(obstaja 6 kombinacij; večina ni prikazanih):
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Cc=2,0 → (w0 = w1)−V0..3 → (S4, L4,V4,X4 = {0, 1}),
...
Cc=2,5 → (w2 = w3)−V0..8 → (S9, L9,V9,X9 = {2, 3}).
(5.58)
Ker evaluiramo samo indekse, ki jih še nismo videli, se določene kombinacije
nikoli ne uporabijo. Na primer kombinacija, ki nam da S9 in L9 (w2 = w3),
se popolnoma ignorira, ker prejšnja kombinacija w0 = w1 pokrije tudi vse njene
indekse. Enačba 5.59 formulira splošno aktivacijo vsakega nevrona n v skupkuM
nevronov, ki jih združujemo. M je lahko katerokoli pozitivno celo število manjše
















[{0, n} ∈ Xi] =
⎧⎨⎩0, če Xi ne vsebuje 0 in n,1, drugače. (5.60)
Vrednosti S in L ter vektorji X so izluščene z uporabo korakov, opisanih v tej
sekciji. Namesto velikih seštevalnikov za izračun preštevka pri vsakem nevronu
tako potrebujemo samo manjše seštevalnike, katerih rezultati se potem združijo
za aktivacijo nevronov v skupku. Treba je pa biti pozoren, saj število možnih







Združevanje prevelikega števila nevronov pripelje do veliko delnih preštevkov,
kar spet poveča in zakomplicira logiko, ki te preštevke združuje. Tako je potrebno
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empirično, s poizkušanjem, poiskati faktorM , ki ustvari najmanjšo možno logiko.
Algoritem za združevanje nevronov in za visokonivojsko sintezo HDL kode je
dostopen na spletu [71].
6 Sistemi robne obdelave podatkov
V tem poglavju bom predstavil konkretne primere implementacije masivno vzpo-
rednih binarnih mrež v FPGA na robu in uporabo opisanih optimizacijskih tehnik.
S prvim algoritmom bom optimiziral vezja in primere, predstavljene v poglavju
4. Ker ta algoritem predstavlja bazo, iz katere sta izpeljana ostala algoritma,
bomo s temi splošnimi primeri videli, da takšen način optimizacije (iskanje po-
dobnosti med nevroni) načrtovanja vezja deluje in pripelje do zmanjšanja porabe
virov v FPGA-jih. Za drugi primer se bomo pa poglobljeno lotili bolj specifičnega
problema IDS na robu. Podrobno bom opisal dve moderni in množično upora-
bljeni učni množici za učenje algoritmov razvrščanja paketov. Na podatkovnih
bazah bom naučil majhne kombinacijske MPBNN, ki jih bom sintetiziral v novejše
Ultrascale+ FPGA-je z uporabo drugega algoritma optimizacije. Tretji primer
predstavlja razvoj in simulacijo celotnega sistema na robu za potrebe letečih sli-
kovnih platform, ki zaznavajo ladje v pristaniščih in na morju. Razloženi bodo
algoritmi pred- in poobdelave slikovnih podatkov, učenje mrež ter njihova sinteza
v vzporedni različici za FPGA-je z uporabo tretjega algoritma optimizacije.
6.1 Optimizacija splošnih primerov
V prvih primerih so velikost mreže, učenje in binarizacija enake kot v poglavju 4.
Vezja imajo tudi identično obliko kot na slikah 4.5 ter 4.6, le da so sedaj v modulu
plasti optimizirana. Za lažji razvoj in načrtovanje vezij sem prvi optimizacijski
algoritem dodal v orodje, opisano v poglavju 4.1. Po učenju in gradnji mrež sem
z uporabo orodja zgeneriral HDL kode, ki opisujejo naša osnovna in optimizirana
BNN vezja. Vezja sem nato sintetiziral za Xilinx Artix-7 (Artix xc7z020 čip)
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FPGA v Vivado 2017.4 orodju za sintezo. Poraba FPGA virov je predstavljena
v tabelah 6.1 – 6.3, kjer je standardni model BNN mrež [19, 20, 23, 22, 25, 45]
primerjan z optimizirano različico. Razlika se gleda v smislu celotne porabe vpo-
glednih tabel, posamične porabe tipov vpoglednih tabel, porabe moči, zakasnitve
vezja in maksimalne frekvence. Zakasnitev je vzeta kot najdaljši izmerjen čas
med vhodnim in izhodnim registrom. Ker je vezje popolnoma kombinacijsko,
je zakasnitev tudi neposredno povezana z dosegljivo frekvenco. Poraba moči je
ocenjena pri 25 ◦C kot vsota statične porabe naprave, statične porabe vezja in
dinamične porabe.
1. Strojni vid
Viri Standardno Optimizirano Izboljšava
LUT 37991 28618 24.7 %
LUT 2 121 1558 -1188 %
LUT 3 366 13924 -3704 %
LUT 4 459 1664 -2626 %
LUT 5 32836 16550 50 %
LUT 6 11073 9680 13 %
Nets 59749 48338 19.1 %
Zakasnitev [ns] 21.96 23.66 -7.8 %
Maks. frek. [MHz] 45.55 42.23 -7.2 %
Moč [W] 1.34 0.70 47.6 %
Tabela 6.1: Točnost razpoznavanja 96.13 %.
2. Eksperimentalna fizika
Viri Standardno Optimizirano Izboljšava
LUT 18476 11103 39.9 %
LUT 2 162 928 -473 %
LUT 3 5268 5378 -2 %
LUT 4 387 897 -132 %
LUT 5 12411 6423 48 %
LUT 6 7741 3312 57 %
Nets 27489 19742 28.2 %
Zakasnitev [ns] 25.14 32.19 -28.0 %
Maks. frek. [MHz] 39.80 31.10 -21.9 %
Moč [W] 0.67 0.42 37.5 %
Tabela 6.2: Točnost razpoznavanja 72.18 % .
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3. Razvrščanje IP paketov
Viri Standardno Optimizirano Izboljšava
LUT 43449 26879 38.1 %
LUT 2 162 928 -473 %
LUT 3 5268 5378 -2 %
LUT 4 387 897 -132 %
LUT 5 12411 6423 48 %
LUT 6 7741 3312 57 %
Nets 56650 44966 20.6 %
Zakasnitev [ns] 21.04 23.53 -11.8 %
Maks. frek. [MHz] 47.5 42.5 -10.6 %
Moč [W] 1.49 0.72 51.9 %
Tabela 6.3: Točnost razpoznavanja 90.74 %.
6.1.1 Razprava
Rezultati kažejo, da predlagana optimizacija, v primerjavi z neposredno izvedbo,
zmanjša potrebno število FPGA rezin v vseh primerih. Dosežene so bile izboljšave
za 24.7 % pri vezju za strojni vid, 39.9 % pri vezju za eksperimentalno fiziko in
38.1 % pri vezju za razvrščanje omrežnih paketov. Opazno je večje zmanjšanje
števila primitivov LUT 5 in LUT 6, medtem ko se število primitivov LUT 2, LUT
3 in LUT 4 poveča. Z uporabo predlagane optimizirane arhitekture se zmanjša
tudi število povezovalnih mrež v FPGA od 19.1 % do 28.2 %. Poleg tega je
mogoče opaziti izboljšave močnostne porabe od 37.5 % do 51.9 %. Nasprotno
pa je mogoče opaziti rahlo poslabšanje zakasnitve in maksimalne frekvence, kot
je bilo predvideno v poglavju 5.1, ki teoretično analizira optimizacijski postopek.
Degradacija zakasnitve za primere strojnega vida in zaznavanje vdora znaša 7.8 %
in 11.8 %. Ker mreža za eksperimentalno fiziko vsebuje več skritih plasti, se
poslabšanje zakasnitve bolj pozna. Slabše je za 28.0 % oziroma 7.05 ns.
Tehnike optimizacije masivno vzporednih BNN so razvili tudi raziskovalci v
[2], kjer so uporabili hevristično preiskovanje drevesa, s čimer so identificirali
vzorce v matrikah vsake plasti BNN. S tem so, podobno kot v tem delu, poiskali
podvsote, oziroma delne preštevke, s kombinacijo katerih so aktivirali nevrone.
Čeprav njihov postopek tudi deluje na matriki uteži, je sam postopek iskanja
delnih vsot globalen. Z njim dosežejo redčenje matrike, saj so določeni deli ne-
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potrebni. Optimizacije tega dela in njihov postopek se tako medsebojno ne iz-
ključujejo, saj se lahko uporabi njihov postopek, da se zredči matriko, potem se
pa aplicira naše algoritme, da se uporabi samo delne preštevalnike pri vsakem
nevronu. Neposredna primerjava algoritmov je težko izvedljiva, ker avtorji ne
podajo nobene izvorne kode oziroma implementacije. Učne množice in velikosti
mrež se razlikujejo ter algoritma delujeta na različnih skalah matrike. Delna pri-
merjava se lahko izvede tako, da se vzame njihove rezultate za plasti velikosti
128× 128 in 256× 256 in se jih primerja s sintetiziranimi plastmi enakih velikosti
preko uporabe naše neposredne arhitekture in optimizirane različice.
Vir/Velikost Standardno Standardno [2] Optimizirano Optimizirano [2]
LUT 128 ×128 11.9 k - 10.4 k 11.1 k - 10.8 k 7.6 k - 5. 3k (36 % - 49 %) 8.5 k - 8.4 k (21 % - 24 %)
Povezave 128 ×128 17.4 k - 14.6 k 17.3 k - 16.6 k 13.0 k - 9.5 k (25 % - 35 %) 12.0 k - 12.0 k (28 % - 31 %)
LUT 256 ×256 55.0 k - 50.1 k 53.6 k - 46.7 k 30.9 k - 18.4 k (44 % - 63 %) 25.9 k - 20.5 k (50 % - 56 %)
Povezave 256 ×256 79.0 k - 73.3 k 74.1 k - 71.0 k 55.3 k - 32.0 k (30 % - 56 %) 38.1 k - 30.3 k (47 % - 57 %)
Tabela 6.4: Primerjava standardne implementacije in optimiziranih različic (tako
predlagane kot [2]) za plasti velikosti 128× 128 in 256× 256.
Za simuliranje naučene matrike BNN naključno ustvarimo binarne matrike z
deležem enic od 50 % do 25 %. V povsem naključni binarni matriki je približno
50 % elementov postavljenih na 1 in skoraj ne vsebuje ponavljajočih se vzorcev,
ki bi jih optimizacijski algoritem izkoristil za optimizacijo vezja. Ta vrsta ma-
trike predstavlja najtežji možni primer optimizacije. Po drugi strani je matrika,
na kateri je samo 25 % elementov nastavljenih na 1, precej redka, zato je mogoče
optimizirati veliko delov, kar predstavlja najlažji primer. Običajni primer matrike
uteži BNN je, da je njegova ”vzorčnost”nekje med našimi ustvarjenimi primeri.
Rezultati sinteze so predstavljeni z uporabo ustvarjenih matrik in tistih iz [2] v
tabeli 6.4. Če primerjamo sorazmerno podobno število vpoglednih tabel in po-
vezovalnih mrež pri njihovih in naših standardnih/neposrednih implementacijah,
lahko trdimo, da obe deli gradita podobno učinkovita vezja za izvajanje kombi-
nacijskih BNN plasti. Ker naše naključno ustvarjene matrike dosežejo podobno
porabo virov kot omrežja iz [2], lahko predpostavimo, da predstavljajo primerni
primerjalni model.
Po optimizaciji lahko vidimo, da za velikost plasti 128× 128 naša predlagana
arhitektura dosega večje izboljšanje v številu vpoglednih tabel. Optimizacija
najtežjih primerov (matrike s 50 % enic) z uporabo naše optimizacije ima 36 %
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izboljšanje, kar je večje od njihovega najboljšega primera s 24 %. Če primerjamo
rezultate povezovalnih mrež za najtežjo matriko, naša optimizacija dosega neko-
liko manjše izboljšave, saj rešuje težji primer optimizacije, ki ni vedno realen.
Večjo izboljšavo se pa vidi za lažje, bolj reprezentativne primere. Podobno, za
najtežji primer pri plasteh velikosti 256 × 256, naša optimizacija manj izboljša
število vpoglednih tabel (44 % v primerjavi z njihovimi 50 %), hkrati pa je boljša
pri bolj reprezentativnih/realnih primerih (63 % v primerjavi z 56 %). Kar pa se
tiče povezovalnih virov, pa naša arhitektura dosega manjšo izboljšavo pri težjih
primerih, medtem ko je izboljšanje primerljivo pri lažjih primerih.
6.2 Razvoj razvrščevalnika za omrežne pakete
6.2.1 Podatkovne baze
Odločil sem se za bazi podatkov UNSW-NB15 in NSL-KDD, saj sta dve od naj-
bolj reprezentativnih in sodobnih referenčnih učnih množic za razvoj ter testiranje
razvrščevalnikov paketov. Bazo NSL-KDD so avtorji razdelili na učno in testno
množico na način, ki prisili razvrščevalnik, da posplošuje, saj testna množica vse-
buje tipe vdorov, ki jih ni v učni množici in jih razvrščevalnik v koraku učenja
nikoli eksplicitno ne vidi. Zaradi tega učim mreže dvakrat; enkrat na množicah, ki
so jih pripravili avtorji, kar predstavlja težji primer, ter drugič na množicah, kjer
združim celotno bazo in jo naključno razdelim na učno ter testno množico, kar
predstavlja lažji primer, saj so sedaj v učni množici vsi tipi napadov. Množice, ki
so bile ustvarjene na novo, se označijo z RP , kar predstavlja reparticijo. Čeprav
druga baza (UNSW-NB15) nima različne distribucije med množicami, tj. ne
sili razvrščevalnikov k posploševanju napadov, vseeno učim mreže tako na ori-
ginalnih množicah kot tudi na ponovno razdeljenih. BNN se uči kot binarne
razvrščevalnike, kjer je končni rezultat nič ali ena, kar predstavlja ’normalen’ ter
’škodljiv’ paket. Škodljivi napadi se v našem primeru ne razvrščajo naprej na tip
napada. Vse značilke v bazah podatkov se uporabijo kot vhodi v mreže, kjer se ne
uporabi noben postopek, ki bi poiskal bolj diskriminativne podmnožice značilk.
Ker se cilja na realno implementacijo, je treba poskrbeti, da so mreže kar se da
majhne. Zato se uporabi pri vseh primerih mreže z eno skrito plastjo ter 64 ne-
vroni. Poizkusi so pokazali, da bi uporaba več nevronov, in/ali plasti, pripeljala
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do zmanjšanja uporabnosti v smislu razmerja med točnostjo ter velikostjo mreže.
6.2.1.1 Baza UNSW-NB15
Podrobnejši opis je bil podan v poglavju 4.2.1.
Za učenje mrež se uporabi skripto, ki so jo podali raziskovalci dela [17]. Število
epoh je nastavljeno na 100 in velikost učnega paketa je 10. Delež izpusta nevronov
(poglavje 2.2.1.4) je tako za vhod kot za skrite plasti nastavljen na 0.0. Začetni
faktor učenja je 3 · 10−3 in eksponentno pada proti 3 · 10−7 od prve do zadnje
epohe. Končna točnost mreže velikosti 593× 64× 1 je bila za avtorsko razdeljene
množice 85.28 %. Točnost na novo razdeljenih množicah (UNSW-NB15RP ) je pa
dosgla vrednost 90.36 %, kjer so bili parametri učenja enaki razen števila epoh,
ki je bilo sedaj nastavljeno na 10. Interval zaupanja končne točnosti je ±0.05 %.
6.2.1.2 Baza NSL-KDD
Baza NSL-KDD [72] je izboljšava starejše podatkovne baze KDDCUP’99. Od-
stranjene ima redundantne vzorce iz učne množice, saj to usmeri učenje raz-
vrščevalnikov v primere, ki so bolj pogosti, kar ni nujno pravilen pristop. Po-
dobno so odstranjeni podvojeni vzorci iz testne množice, saj bi razvrščevalnik, ki
zna razvrščati samo vzorce, ki jih je največ, dosegel visoke točnosti, ki ne kažejo
prave slike o uspešnosti algoritma. Učna množica KDD vsebuje okoli pet milijo-
nov vzorcev z 41 značilkami posamezne omrežne povezave, preko katere potuje
paket. Značilke vsebujejo lastnosti TCP/IP povezave, vzorce v povezavah in dele
paketov, ki na primer vsebujejo število neuspešnih vstopov. Podobno kot pri
bazi UNSW-NB15 je potrebno značilke binarizirati. Za celoštevilske značilke se
poišče njihova največja vrednost in glede na to se jih zakodira v primerno število
bitov. Značilke, ki so zapisane s plavajočo vejico, so pomnožene s 100, ker so
vse te vrednosti v NSL-KDD bazi točne do dveh decimalnih mest. Ta operacija
spet ustvari celoštevilske vrednosti, ki so binarizirane po istem postopku kot do
sedaj. Pri značilkah, ki so predstavljene z znakovnimi nizi, se število edinstvenih
nizov prešteje ter se jim dodeli unikatno številko, ki je spet enostavno binarizi-
rana. Končni vhodni vektor v BNN je tako v primeru NSL-KDD sestavljen iz
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291 bitov, ki popolnoma predstavljajo vse značilke in njihovo polno natančnost.
Za učenje na originalni razdelitvi NSL-KDD baze je število epoh nastavljeno
na 100 z učnim paketom po 100. Delež izpusta nevronov je nastavljen na 0.2
za vhodni vektor ter 0.5 za skrito plast. Začetni faktor učenja je 1 · 10−6, ki
eksponentno pada proti 1 · 10−8 od prve do zadnje epohe. Končna točnost mreže
je 77.87 %. Za učenje na novih množicah je število epoh in učnih paketov enako,
medtem ko so vsi izpusti nevronov nastavljeni na nič. Učni faktor je 3 · 10−3, ki
pade do 3 · 10−7. Končna točnost je 98.56 % z intervalom zaupanja ±0.05 %.
6.2.2 FPGA Sinteza
Za sintezo in gradnjo vezij za Xilinx Kintex Ultrascale+ FPGA, natančneje za čip
xcku3p, sem uporabil Xilinx Vivado 2019.1. Za vsak naučeni binarni MLP sem
sintetiziral genetsko optimizirano MPBNN vezje. Rezultati glede porabe virov,
porabe moči in dosegljive hitrosti razvrščanja so predstavljeni v tabelah 6.6 in
6.7. Kombinacijska zakasnitev vezja se oceni z upoštevanjem najbolj zamudnih
poti med registri, kot jih oceni Vivado. Ker je vezje kombinacijsko, je to tudi do-
segljiva hitrost razvrščanja. Porabo moči je težje učinkovito oceniti, kjer Vivado
sintetizatorju omogočimo, da sam izračuna približne vrednosti kot vsoto statične
moči vezja, statične moči čipa in dinamične moči vezja pri temperaturi 25 ◦C.
Baza Zakasnitev [ns] Frekvenca [MHz] Min. [Gbps] Povp. [Gbps] Maks. [Gbps]
UNSW-NB15 19 52.63 26.95 242.53 639.16
UNSW-NB15RP 18 55.56 28.44 256.00 674.67
NSL-KDD 16 62.5 32.00 288.0 759.00
NSL-KDDRP 16 62.5 32.00 288.0 759.00
Tabela 6.5: Dosežena zakasnitev in frekvenca za različne množice. Minimalna,
povprečna in maksimalna hitrost pretoka podatkov v gigabitih na sekundo (Gbps)
je izračunana iz dosežene frekvence in minimalne, povprečne in maksimalne veli-
kosti IP paketov.
Če predpostavimo, da je najslabši primer, ko ima vsak prihajajoči Ethernet
paket minimalno možno velikost 64 bajtov, lahko ocenimo minimalni pretok,
ki ga teoretično podpira naše vezje. Frekvenco razvrščanja lahko neposredno
sklepamo na podlagi ocenjene zakasnitve. Če se pomnoži frekvenca s številom
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bitov v najmanjšem možnem paketu, dobimo minimalno dosegljivo pretočnost
razvrščevalnika. Poleg tega lahko ocenimo povprečni pretok, če predpostavimo
576 bajtov na paket, kar je povprečna velikosti v Ethernet omrežju. Prav tako
se da oceniti največji pretok pri maksimalni velikosti paketa, ki je 1518 bajtov.
Zakasnitev, frekvenca in ocenjena pretočnost so predstavljeni v tabeli 6.5.
6.2.3 Razprava
Predlagani MPBNN lahko razvršča pakete za večino aplikacij in scenarijev v re-
sničnih sistemih, ne da bi pri tem povzročil večje zakasnitve na poti usmerjanja
paketov. Poleg tega hkrati optimizira uporabo FPGA virov. Tabeli 6.6 in 6.7
prikazujeta zmogljivost in značilnosti naših BNN v primerjavi s sorodnimi deli
v smislu FPGA tipa, ki se uporablja za sintezo, vrsto nevronske mreže in njeno
velikost, podatkovne baze in točnosti binarnega razvrščanja, FPGA virov (vpo-
gledne tabele – LUT-ji , registri – FF, enote za obdelave signalov – DSP in
blokovni RAM – BRAMs), predvidene porabe moči ter zakasnitev razvrščanja.
Zgornji deli tabel neposredno primerjajo FPGA sinteze nevronskih IDS algorit-
mov, ki so učeni na istih podatkih kot mreže v naših primerih. V srednjih delih
so prikazani programski algoritmi nevronskih mrež, ki so se tudi učili na enakih
bazah. Prikaz porabe virov za izvajanje teh programov je izpuščen. Spodnji del
tabel predstavlja arhitekture FPGA, ki uporabljajo BNN in MPBNN na bazah
podatkov, namenjenih razvrščanju slik. Ker to ni direktno povezano z IDS, so te
baze in njihov opis izpuščeni.
Če primerjamo našo predlagano arhitekturo v tabeli 6.7 s FPGA izvedbami
nevronskih omrežij za IDS, opazimo, da ima naše MPBNN vezje najkrajšo zaka-
snitev za razvrščanje, uporablja najmanjše število virov FPGA in ima najnižjo
ocenjeno porabo moči. Z učinkovito uporabo in optimizacijo kombinacijskega
BNN vezja z vgrajenimi utežmi se doseže majhno porabo LUT-ov in nobenih FF-
ov, DSP-jev ali BRAM-ov (podobno kot v ostalih delih, ki uporabljajo MPBNN).
Naša majhna vezja z eno skrito plastjo s 64 nevroni dosegajo primerljivo točnost
na podatkovnih bazah za vse primere, razen za originalno razdeljeno bazo NSL-
KDD, kjer je [73] dosegel točnost 94.6 %. To pride na račun veliko večje in bolj
zapletene nevronske mreže, zaradi česar je manj primerna za robno računalništvo.
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Delo Platforma Tip Velikost
Optimizacija Kintex xcku3p MPBNN 593×64×1
Optimizacija Kintex xcku3p MPBNN 593×64×1
Optimizacija Kintex xcku3p MPBNN 291×64×1
Optimizacija Kintex xcku3p MPBNN 291×64×1
Murovič et al.[49] Artix xc7z020 MPBNN 593×100×1
Ioannou et al.[76] Artix xc7z020 MLP 29×21×2
Alrawashdeh et al.[73] Kintex xc7z045 DBN 122×122×80×80×50
Ngo et al.[77] Virtex xc5vtx240t MLP 6×2×2×1
Tang et al.[78] Programska oprema MLP 6×12×6×3×2
Yin et al.[79] Programska oprema RNN 122×80×2
Khan et al.[80] Programska oprema TSDL N. A.
Yang et al.[81] Programska oprema ICVAE-DNN 122×80×40×20×10×5
Yang et al.[81] Programska oprema ICVAE-DNN 196×140×80×40×20×10
Abeshu et al.[74] Programska oprema SAE 41×150×120×50×2
Al-Zewairi et al.[75] Programska oprema MLP 49×10×10×10×10×10×2
FPBNN[20] Stratix 5sgsd8 BNN 784×2048×2048×2048
FINN (Fix)[19] Kintex xc7z045 BNN 784×256×256×256
FINN (Fix)[19] Kintex xc7z045 BNN 784×1024×1024×1024
MPBNN[2] N. A. MPBNN 784×256×256×256×256
MPBNN[2] N. A. MPBNN 1024×64×128×128×128
Tabela 6.6: Primerjava ciljnih platform, tipov in velikosti nevronskih mrež za IDS,
programskih nevronskih mrež za IDS in splošnih BNN FPGA implementacij. Vse
BNN ter MPBNN mreže so binarnnega MLP tipa.
Če pogledamo programske algoritme za IDS, ki uporabljajo nevronske mreže,
vidimo, da njihova točnost razvrščanja v večini primerov ni bistveno boljša od
naše. Malenkost višja točnost deloma izvira iz globljih, bolj zapletenih mrež,
ki uporabljajo aritmetiko z visoko natančnostjo (32 bitov), in plavajočo vejico.
Izjeme so dela od Abeshu et al. [74] in Al-Yewairi et al. [75], ki sta dosegla skoraj
100 % točnost. Naše mreže in vezja so podobno točnost dosegla le pri podatkovni
bazi NSL-KDDRP z 98.56 %. Tu še enkrat paudarjam, da je bila točnost teh
del dosežena z uporabo velikih, zapletenih in natančnih mrež, ki niso neposredno
uporabne na robu.
Naslednja analiza se nanaša na FPGA vezja, ki sintetizirajo BNN vezja, ka-
terih mreže niso bile učene na IDS primerih. Ta dela so predstavljena, ker se
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Delo Baza Točnost [ %] LUT FF DSP BRAM Moč [W] Zakasnitev [µs]
Optimizacija UNSW-NB15 85.28 16183 0 0 0 0.622 0.019
Optimizacija UNSW-NB15RP 90.36 17990 0 0 0 0.649 0.018
Optimizacija NSL-KDD 77.87 10616 0 0 0 0.573 0.016
Optimizacija NSL-KDDRP 98.56 8606 0 0 0 0.568 0.016
Murovič et al.[49] UNSW-NB15RP 90.74 26879 0 0 0 0.720 0.024
Ioannou et al.[76] NSL-KDD 80.52 26463 56478 111 88 N. A. 0.4
Alrawashdeh et al.[73] NSL-KDD 94.6 121127 169290 544 N. A. N. A. 8
Ngo et al.[77] NSL-KDD 87.30 107036 117078 N. A. 181 N. A. 12000
Tang et al.[78] NSL-KDD 75.75 ... ... ... ... ... ...
Yin et al.[79] NSL-KDD 83.28 ... ... ... ... ... ...
Khan et al.[80] UNSW-NB15 89.13 ... ... ... ... ... ...
Yang et al.[81] NSL-KDD 85.71 ... ... ... ... ... ...
Yang et al.[81] UNSW-NB15 89.08 ... ... ... ... ... ...
Abeshu et al.[74] NSL-KDD 99.20 ... ... ... ... ... ...
Al-Zewairi et al.[75] UNSW-NB15 98.99 ... ... ... ... ... ...
FPBNN[20] ... ... 182301 182301 20 2210 26.2/8.7* 3390/1130*
FINN (Fix)[19] ... ... 91131 N. A. N. A. 4.5 7.3/2.4* 0.31/0.10*
FINN (Fix)[19] ... ... 82988 N. A. N. A. 396 8.8/2.9* 2.44/0.81*
MPBNN[2] ... ... 165148 0 0 0 N. A. N. A.
MPBNN[2] ... ... 42551 0 0 0 N. A. N. A.
Tabela 6.7: Primerjava rezultatov FPGA in programskih implementacij nevron-
skih mrež za IDS, programskih nevronskih mrež za IDS in splošnih BNN imple-
mentacij v FPGA.
lahko arhitekturno neposredno primerjajo z našo izvedbo, prav tako pa bi bile
lahko njihove mreže enostavno naučene tudi na podatkovnih bazah NSL-KDD
in UNSW-NB15. Arhitektura FP-BNN [20] je sekvenčno in konfigurabilno vezje,
ki neposredno implementira poljubne BNN mreže. Uteži ima shranjene v po-
mnilniških enotah, kjer je za vsak cikel računanja potrebno del teh vrednosti
prebrati. Čeprav je poraba FPGA virov relativno majhna (∼ 180 k)1 tudi za
velike BNN (3×2048), je cena, ki jo plačajo, skrita v veliki porabi ter zakasnitvi,
kar zmanjšuje uporabnost v sistemih robnega računalništva. Na podoben način
je arhitektura FINN [19] konfigurabilno BNN vezje, kateremu se lahko spreminja
stopnja vzporednosti. V tabeli so predstavljene lastnosti konfiguracije z najvišjo
stopnjo vzporednosti, saj je to najbližje MPBNN vezjem in najbolj uporabno
za hitre aplikacije v robnem računalništvu. Ker je FINN nekje vmes med se-
kvenčnimi in vzporednimi BNN vezji, je njegova poraba virov majhna, prav tako
pa je poraba moči in zakasnitev bolj primerna za robno računalništvo. Ker sta
bila FP-BNN ter FINN arhitekturi sintetizirani za ne-IDS mreže, z več skritimi
1V tabeli 6.7 prikažem isto število LUT in FF, ker so osnovni logični bloki v Stratix FPGA-jih
sestavljeni tako iz vpogledne tabele kot registra.
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plastmi, ki imajo tudi več nevronov kot naši primeri, lahko delimo ocenjeno za-
kasnitev in porabo moči s številom skritih plasti, da pridemo do bolj primerne
primerjave (* v tabeli 6.7) z našimi mrežami. Močnostna poraba je še vedno
relativno velika, saj uteži niso del logike in so shranjene v pomnilniških enotah, iz
katerih jih je potrebno prebrati. Dosežene zakasnitve tudi niso dovolj majhne za
najnovejša omrežja, tj. omrežja s hitrostmi od 40 do 100 Gpbs. Najboljše FINN
vezje ima zakasnitev 0.10 µs na plast oziroma 45.8 Gbps pretoka za povprečno
velikost paketa, kar ni dovolj za 100 Gpbs Ethernet omrežja.
V delu [2] so avtorji implementirali in optimizirali zadnje, polno povezane pla-
sti konvolucijskioih nevronskih mrež, kar je ekvivalentno MPBNN. Njihovo vezje
je, tako kot naše, popolnoma kombinacijsko, kjer so uteži del same logike in kjer
ni nobenega registra (razen vhodni in izhodni registri). Bolj natančen opis in
primerjava s prvo optimizacijo je predstavljena v poglavju 6.1 in mojem objavlje-
nem delu [49]. Ker se v trenutni aplikaciji ukvarjamo s konkretnimi primeri IDS
in ker avtorji ne podajo nobene vzorčne kode in implementacije, prav tako pa ni
nobenih ocenjenih vrednosti moči in zakasnitve, je arhitektura težko ovrednotena
in primerjana z našo. Za grobo analizo sem jo vseeno dodal v tabelo.
Našo predlagano optimizacijo je mogoče tudi neposredno uporabiti za večja
MPBNN vezja za druge, tudi slikovne, primere na robu. Iz drugih del (spodnji
del tabele) opazimo, da zaradi velikosti mreže (čeprav je mreža binarna in vezje
dobro implementirano) še vedno poberejo veliko virov, so potratne in imajo velike
zakasnitve. To vključuje tudi našo optimizacijo, čeprav doseže eno najboljših
učinkovitosti. Iz vsega tega sledi, da so na robu, kjer je pomembna hitrost,
trenutno mogoče samo aplikacije, ki uporabljajo manjše BNN.
6.3 Razvoj slikovnega sistema za zaznavo ladij
V tem poglavju razvijem in simuliram robni sistem za FPGA, ki zaznava ladje
z uporabo MPBNN-jev in je nameščen na satelitih, dronih ali letalih. Postopek
zaznavanja je sestavljen iz algoritmov predobdelave, ki so značilni za slikovne
senzorje in njihove čipe, FPGA izvedbe MPBNN in njihovega sklepanja ter algo-
ritmov za poobdelavo na robu ali v oblaku.
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6.3.1 Baza satelitskih slik ladij
Ciljna podatkovna baza je Ships in satellite imagery, ki je na voljo na spletu [82].
Podatkovna baza je sestavljena iz izsekov slik, izrezanih iz večjih satelitskih slik
zaliva san Francisco in San Pedro v Kaliforniji. Vsebuje 4000 80× 80 RGB slik,
ki so označene kot ’ladja’ ali ’ni ladje’.
Slika 6.1: Primeri izsekov: z leve proti desni: ladja, most, morje, pristanišče.
Tri četrtine vseh izsekov je negativnih primerov, medtem ko je ostalih 25 %
pozitivnih, kar pomeni, da vsebujejo ladjo. Kot razvrščevalnik uporabimo BNN
MLP za binarno razvrščanje. Mreža se premika čez sliko kot okno in ustvari
en bit na lokacijo, kar predstavlja zaznavo oziroma kandidata za lokacijo ladje.
Skupek teh kandidatov predstavlja lokacijo ladje na sliki. Primer je prikazan na
sliki 6.2.
Slika 6.2: Leva slika: oknjenje slike za sklepanje BNN. Desna slika: binarna slika
odzivov oziroma zaznavanj.
6.3.2 Predobdelava slik
Pred učenjem mreže je potrebno vhodne slike narediti bolj primerne za robno
računalništvo ter strojno implementacijo. Slike so barvne (R-, G- in B- kanali)
z osem bitnimi vrednostmi. Velikost posamezne slike je 80 × 80 slikovnih točk.
Število bitov na sliko je tako 80 × 80 × 3 × 8 = 153600. Masivno vzporedno
mrežo s 150 tisoč vhodnimi biti je izjemno težko, če ne že nemogoče, naučiti in
implementirati v FPGA. Slike je zato potrebno pretvoriti v bolj primerno obliko.
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Vsako sliko podvzorčimo s faktorjem 8 tako v X- kot Y-dimenziji. To pomeni,
da vzamemo 8 × 8 velika ne-prekrivajoča okna, katerih vrednosti povprečimo, s
čimer dobimo novo vrednost, ki predstavlja celotno področje. To se ponovi za
vsak barvni kanal, tako da dobimo slike, ki imajo sedaj 100 slikovnih točk, kar je
64-krat manj kot originalna slika. Nato kvantiziramo še same 8-bitne vrednosti
točk, kjer vzamemo zgornje štiri bite, medtem ko spodnje bite zavržemo. Končna
velikost posamezne slike je tako 10 × 10 × 3 × 4 = 1200 bitov. To je veliko bolj
obvladljivo, tako za učenje kot za strojno implementacijo.
6.3.3 Učenje
Za našo aplikacijo smo učili MLP z dvema skritima plastema po 50 nevronov.
Izhod je samo eden, ker učimo mrežo za binarno razvrščanje. Število vhodov je
1200. Mreža je grafično predstavljena na sliki 6.3.
Slika 6.3: Mreža večplastnega perceptrona za zaznavanje ladij, ki ima 1200-biten
vhod in dve skriti plasti s 50 nevroni.
Naključno smo izbrali 70 % slik (izrezi iz množice večjih satelitskih slik)za
učno množico, 5 % za validacijsko množico in ostalih 25 % za testno množico. Ta
razdelitev podatkovne baze se uporabi za učenje, ki je opisano v poglavju 2.2.1.4
z našim orodjem (poglavje 4.1). Učenje je potekalo 1000 epoh z učnim paketom
po 100 vzorcev. Izpust nevronov je bil izključen za skrite plasti. Za vhodne
bite je bil delež izpusta nevronov nastavljen na 0.2. Mreža je dosegla 93.59 %
točnost binarnega razvrščanja z intervalom zaupanja ±0.04 % po večkratnem
razdeljevanju množice.
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6.3.4 Predlagan robni sistem
Predlagan robni sistem, ki je prikazan na sliki 6.4, je sestavljen iz treh stopenj:
• Sekvenčni algoritmi za predobdelavo, ki so del čipa pri slikovnem senzorju.
Čip v tehnologiji ASIC vsebuje vrstične pomnilnike, kar omogoča oknenje
za BNN.
• Masivno vzporedno sklepanje BNN na vezju FPGA, ki je povezano s sli-
kovnim čipom.
• Sekvenčni algoritmi za poobdelavo, ki filtrirajo odziv mreže. Končni izhodi
so koordinate ladij. Algoritmi se implementirajo bodisi na CPU, GPU, DSP
ali pa na istem vezju FPGA kot mreža.
Slika 6.4: Pretočni diagram robnega sistema zaznavanja ladij.
6.3.5 Predobdelava
Industrijski digitalni sistemi za obdelavo slik, ki so del čipa slikovnega senzorja,
berejo slikovne točke v vrstnem redu z leve proti desni in od zgoraj navzdol. Vre-
dnosti točk obdelamo z algoritmi, ki popravijo in oblikujejo sliko v njeno končno
obliko. To so demosaicing, razšumljanje, popravljanje prave bele barve, presli-
kava tonov itd. Ko je slika popravljena in ima vrednosti R, G, B za vsako slikovno
6.3 Razvoj slikovnega sistema za zaznavo ladij 99
točko, jo pretvorimo v obliko, primerno za naš BNN. Sliko najprej podvzorčimo
bodisi z odstranjevanjem točk bodisi s povprečenjem in stiskanjem področij v eno
točko. Ko dobimo manjšo sliko, zaokrožimo R-, G-, B-vrednosti vsake točke na
4 najbolj pomembne bite.
Podvzorčenje in zmanjšanje natančnosti sta del nabora algoritmov večine
čipov za obdelavo slik ob slikovnem senzorju. Prav tako imajo čipi vrstične po-
mnilnike, s katerimi je mogoče aplicirati algoritme, ki delujejo na osnovi oknenja
(npr. razšumljanje s povprečenjem). Z vrstičnimi pomnilniki si tako zapomnimo
par vrstic slike, ki so naenkrat dostopne algoritmu. S tem principom lahko tudi
pošiljamo slikovne točke iz senzorja/čipa v drugačnem vrstnem redu (slika 6.4).
Slike iz uporabljenih učnih množic so že predobdelane, tako da ni potrebno
uporabiti teh algoritmov, razen podvzorčenja in zmanjšanja natančnosti. Koda
je dostopna na [71].
6.3.6 Masivno vzporedno sklepanje
Da izrabimo prednosti vzporedne implementacije BNN, je potrebno paralelizirati
vhodni tok podatkov. Za to uporabimo 10 vrstičnih pomnilnikov, da lahko izve-
demo oknenje. Ko se zadnji pomnilnik polni, se prvi prazni. Vrednosti iz pomnil-
nikov se po stolpcih prenesejo v matriko 10× 10 12-bitnih registrov v FPGA-ju,
ki deluje na principu stolpičnega vzporednega pomikalnika. Registri so povezani
v BNN kombinacijsko logiko, kar omogoča sklepanje mreže vsak vhodni cikel.
Zaradi podvzorčenja in kvantizacije je vhodni tok podatkov 128-krat (8 · 8 · 2)
manjši kot bi bil brez predobdelave, kar pomeni, da je potrebno za logiko sklepanja
uporabiti uro, ki je 1
128
ure vzorčenja slikovnega senzorja. To nam omogoča
sprotno obdelavo podatkov brez zmanjšanja hitrosti osveževanja sličic. Izhodni
bit BNN logike je enobitni register, ki je povezan v sistem za poobdelavo (sliki
6.4 in 6.5).
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Slika 6.5: Vrstični pomnilniki FIFO in dvodimenzionalna pomikalna logika za
pretvorbo vhodnega toka točk v paralelne vhode BNN.
6.3.7 Poobdelava
Izhodni biti BNN-ja so shranjeni v vrstične pomnilnike, kjer se ponovno aplicira
algoritme, ki potrebujejo oknenje. Nastalo binarno sliko potencialnih lokacij la-
dij najprej peljemo na nizko prepustno sito. Ta postopek združi lokacije, ki so
relativno blizu. Vrednosti novonastale slike primerjamo z nastavljivim pragom.
S tem vržemo stran vse lokacije in njihove vrednosti, ki so manjše od praga. Na-
slednja operacija je iskanje lokalnih vrhov, s čimer odkrijemo lokacije ladij. Okoli
zaznanih koordinat izračunamo kvadratni okvir velikosti našega okna za sklepa-
nje (10×10). Ta območja predstavljajo končen rezultat vseh algoritmov. Primer
je prikazan na sliki 6.6. Algoritmi so implementirani in dostopni na spletu [71].
6.3.8 Izbira faktorja združevanja
Kot je omenjeno v poglavju 5.3, je za najboljšo optimizacijo vezja potrebno po-
iskati število nevronov M , ki jih bomo združevali. Naš optimizacijski algoritem
uporabimo samo na prvi skriti plasti (1200 vhodov krat 50 nevronov) in ne na
drugi skriti ter izhodni plasti, ker prva plast predstavlja veliko večino potrebne
logike. Potrebna logika za 1200 vhodov krat 50 nevronov (prva plast) v primerjavi
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Slika 6.6: Primer zaznanih ladij in njihovih okvirjev.
z vsoto 50 vhodov krat 50 nevronov ter 50 vhodov in enim izhodnim nevronov
(zadnji dve plasti) predstavlja okoli 95 % vseh potrebnih povezav in elementov.
Ko povečujemo faktor M , se vse več nevronov združuje, ampak obenem fa-
kultetno povečujemo število delnih preštevkov. Naš cilj je najti M , kjer se trend
velikosti logike, ki jo oceni sinteza, obrne. Na tej točki je minimum, ki predsta-
vlja najboljšo učinkovitost v smislu porabe FPGA virov. Naučeno mrežo smo
večkrat sintetizirali in spreminjali M . Ocenjena poraba virov v odvisnosti od
števila združenih nevronov je prikazana na sliki 6.7. Sinteza je bila narejena za
Artix-7 FPGA (Artix xc7z020).
Iz krivulje se hitro opazi, da je minimum v porabi dosežen pri M = 5. Tu je
izboljšava v številu potrebnih vpoglednih tabel 2.89-krat boljša v primerjavi z ne-
združenim vezjem (M = 1). Nižji faktorji ne združijo dovolj nevronov, medtem ko
višji proizvedejo preveliko število delnih preštevkov in posledično več povezovalne
in aritmetične logike, kar nas odpelje stran od minimuma. S faktorjem 5 se tako
lotimo končne sinteze in implementacije.
6.3.9 FPGA implementacija
LUT Zakasnitev Maksimalna frekvenca Moč
19054 38.2 ns 26.18 MHz 0.425 W
Tabela 6.8: Lastnosti optimiziranega vezja po sintezi in tehnološki preslikavi v
FPGA.
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Slika 6.7: Število LUT v primerjavi s faktorjem združevanja M. Vrednosti so bile
pridobljene preko orodja Vivado 2017.4.
V tabeli 6.8 je prikazana končna poraba virov in karakteristika vezja. Z do-
seženo zakasnitvijo je sistem zmožen razvrstiti 26 milijonov sličic na sekundo. Če
se predpostavi VGA ločljivost (640×480) pred podvzorčenjem, pomikom zaznav-
nega okna za posamezno točko ter uro vzročenja slikovnega senzorja na več kot
260 MHz, je naš sistem sposoben delovati pri 84.6 sličicah na sekundo s sprotno
zaznavo ladij. Podvzorčenje za 2× in pomik zaznavnega okna za 2 dvigne to
hitrost na 1354 sličic na sekundo, če slikovni senzor deluje na 1 GHz. Z uporabo
senzorjev z visoko ločljivostjo (1080 p) naša mreža lahko deluje na 13 sličicah na
sekundo, kar je še vedno dovolj za učinkovito zaznavo ladij iz leteče platforme.
Tu je potrebno omeniti, da so to ocenjene hitrosti, saj je za konkretno implemen-
tacijo na drugačnih ločljivostih, v smislu kvadratnih metrov na slikovno točko,
potrebno mreže preučiti in drugače zgraditi, da dosežejo zadovoljive točnosti.
Vezje z 19 tisoč vpoglednimi tabelami je mogoče enostavno vgraditi v poceni
in majhne FPGA čipe. Vezje ne porabi nobenih pomnilnikov in DSP enot, kar do-
pušča možnost vgradnje dodatne logike za obdelavo podatkov. Nizka močnostna
poraba je tudi prijazna za obdelavo podatkov na robu, še posebej, ko gre za leteče
sisteme.
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6.3.10 Primerjava s sorodnimi deli
Zaradi velikih razlik med sorodnimi sistemi za robno obdelavo podatkov na FPGA
je neposredna primerjava nemogoča. Tabela 6.9 prikazuje primerjavo z našo op-
timizacijo, neposredno implementacijo z M = 1, ter ostalimi podobnimi deli rob-
nega računalništva, ki uporabljajo nevronske mreže v vezjih FPGA [19, 20, 83, 16].
Delo Baza Velikost LUT Zakasnitev [µs] Moč [W]
Združevanje Ships 1200 × 50× 50 19054 0.038 0.43
MPBNN[45] Ships 1200 × 50× 50 55123 0.047 1.62
MPBNN[45] UNSWNB15 593 × 100 51353 0.02 1.57
MPBNN[45] SUSY 301 × 75× 75 19140 0.025 0.68
MPBNN[45] MNIST-Mod 400 × 150 44670 0.021 1.47
FP-BNN[20] MNIST 784 × 2048× 2048× 2048 182301 3390 26.2
FINN (Fix)[19] MNIST 784 × 256× 256× 256 91131 0.31 7.3
FINN (Fix)[19] MNIST 784 × 1024× 1024× 1024 82988 2.44 8.8
MPBNN[2] MNIST 784 × 256× 256× 256× 256 165148 N. A. N. A.
MPBNN[2] CIFAR-10 1024 × 64× 128× 128× 128 42551 N. A. N. A.
Tabela 6.9: Primerjava različnih del, ki uporabljajo MLP. FINN (Fix) prikazuje
vrednosti za njihovo najbolj vzporedno različico vezja.
V tabeli 6.9 primerjamo algoritem združevanja na Ships množici z neoptimi-
zirano, neposredno MPBNN implementacijo (poglavje 4). Algoritem doseže več
kot 2-kratno izboljšavo tako v številu LUT kot v močnostni porabi. Zakasnitev je
tudi manjša, kar omogoča višje frekvence. Izraba virov je primerljiva z ostalimi
MPBNN ter boljša v primerjavi z arhitekturama FP-BNN [20] in FINN [19].
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7 Zaključek
V okviru disertacije sem reševal nalogo učinkovite implementacije MPBNN
na FPGA za potrebe robnega računalništva. Na začetku dela sem podrobno
opisal nevronske mreže in njihove kvantizirane različice ter specifike robnega
računalništva in pripadajoče strojne opreme.
Ker je razvijanje kode in vezij za FPGA razmeroma zapleteno, sem razvil
orodje za visokonivojsko sintezo strojno opisne kode MPBNN. V orodju je in-
tegrirana programska oprema za učenje BNN ter pretvorbo parametrov mrež v
obliko, primerno za digitalno implementacijo. Naučena mreža se nato avtoma-
tično pretvori v kombinacijske module v strojno opisnem jeziku Verilog. Orodje
omogoča hiter razvoj MPBNN vezij za poljubno učno množico oziroma problem.
Z uporabo razvitega orodja sem naučil in implementiral MPBNN na problemu
strojnega vida (modificirana MNIST baza), eksperimentalne fizike (SUSY baza)
in razvrščanja IP paketov (UNSW-NB15 baza). Rezultati sinteze so pokazali,
da takšne mreže porabijo relativno malo FPGA virov (do 60 tisoč LUT-ov in do
2 W) in imajo zakasnitve razvrščanja manjše od 30 ns.
Sintetizirane mreže so v primerjavi z bolj zmogljivimi mrežami po številu pla-
sti in nevronov med zelo majhnimi. Da bi bile MPBNN za FPGA učinkovita
rešitev za robno računalništvo tudi za večje mreže, je potrebno vezja optimizi-
rati. Razvil sem tri različne načrte vezij, ki omogočajo manjšo porabo FPGA
virov kot naivna, direktna implementacija. Prvi tip optimizacije je razlika vho-
dne vsote, kjer se izračuna vsota vhodnega vektorja, uteženega z vhodno masko.
Pri vsakem nevronu je tako potrebno nato le izračunati vsoto vhodnega vektorja
na mestih, kjer so uteži nevrona različne od vhodne maske. Drugi tip optimizacije
je genetsko širjenje aktivacije in je različica prve optimizacije. Namesto, da bi
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preštevali celotne utežene vektorje pri vsakem nevronu, v tej shemi preštevamo
samo elemente na mestih, kjer so si uteži zaporednih nevronov v eni plasti raz-
lične. Vhodi se pri prvem nevronu normalno utežijo in dobljeni uteženi vektor se
prešteje. Razlika pride pri drugem, sosednjem nevronu, kjer se prešteje elemente
uteženega vhoda, samo na mestih, kjer so si uteži nevronov različne. Aktivacija
drugega nevrona se lahko izračuna iz tega preštevka in preštevka prejšnjega ne-
vrona. Ta postopek se nato širi skozi vezje. Če sem pri prvi optimizaciji iskal
razlike med vhodom in utežmi posameznega nevrona, sedaj iščem razlike med
utežmi zaporednih nevronov. Ker se lahko vrstni red nevronov poljubno spre-
meni, uporabim genetski algoritem, da poiščem zaporedje nevronov, kjer je vsota
števila razlik med nevroni (Hammingova razdalja) kar se da majhna. Pri tretji
optimizaciji uvedemo algoritem združevanja nevronov, ki podobno kot prva dva
algoritma, izrablja podobnosti med nevroni za zmanjšanje preštevalne logike. Na-
mesto da se primerja vhod z vsemi nevroni naenkrat (prvi algoritem), ali vedno
med dvema zaporednima (drugi algoritem), pri zadnji optimizaciji združimo po
M zaporednih nevronov, pri katerih se poišče podobnosti med vektorji uteži. Vse
tri optimizacijske algoritme sem tudi vključil v svoje orodje.
Za preizkus prve optimizacijske tehnike sem ponovno sintetiziral opisana
MPBNN vezja za aplikacije strojnega vida (modificirana MNIST baza), ekspe-
rimentalne fizike (SUSY baza) in razvrščanja IP paketov (UNSW-NB15 baza).
Rezultati kažejo, da predlagana optimizacija, v primerjavi z neposredno izvedbo,
zmanjša potrebno število FPGA rezin v vseh primerih. Izboljšava je 24.7 % pri
vezju za strojni vid, 39.9 % pri vezju za eksperimentalno fiziko in 38.1 % pri
vezju za razvrščanje omrežnih paketov. Poleg tega je mogoče opaziti izboljšavo
močnostne porabe od 37.5 % do 51.9 %. Izkaže pa se, da pride do delne degra-
dacije zakasnitve (med 7.8 % in 28.0 %).
Za preizkus drugega optimizacijskega algoritma sem se lotil implementacije
konkretnih aplikacij. Zgradil in naučil sem mreže za razvrščanje omrežnih IP
paketov na UNSW-NB15 in NSL-KDD bazah. Tako optimizirana MPBNN vezja
porabijo med 8606 ter 17990 LUT-ov in imajo zakasnitve, ki v povprečju omo-
gočajo informacijski pretok z več kot 250 Gbps, kar je več od trenutno najhi-
trejših dostopnih Ethernet povezav (100 Gbps). V primerjavi z ostalimi FPGA
implementacijami BNN takšne MPBNN dosegajo absolutno najnižje zakasnitve
in velikosti. Prav tako pa dosegajo primerljive rezultate točnosti glede na ostale
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raziskane nevronske mreže.
Za preizkus tretjega optimizacijskega algoritma sem razvil robni sistem za
FPGA, ki zaznava ladje z uporabo MPBNN-jev, za uporabo v slikovnih sistemih,
nameščenih na satelitih, dronih ali letalih. Postopek zaznavanja je sestavljen
iz algoritmov predobdelave, ki so značilni za slikovne senzorje in njihove čipe,
FPGA izvedbe MPBNN in njihovega sklepanja ter algoritmov za poobdelavo
na robu ali v oblaku. Mreže sem naučil na Ships in satellite imagery bazi, kar
omogoča uporabo mreže v smislu drsečega okna. Mreža na vsakem koraku drsenja
sporoči, ali se na tej lokaciji nahaja ladja. Naučeno mrežo sem večkrat sintetiziral
z uporabo različnih faktorjev M ter izbral tistega, ki predstavlja minimum v
smislu porabe LUT. Končno FPGA vezje ima 19054 LUT, zakasnitev 38 ns ter
močnostno porabo 0.43 W, kar omogoča implementacijo v poceni FPGA opremo
in hitrost do 13 sličic na sekundo pri ločljivosti 1920× 1080 točk. V primerjavi z
neoptimizirano različico je število LUT več kot dvakrat manjše.
V prihodnosti se lahko vse tri predstavljene optimizacijske tehnike združi ter
se razvije algoritem, ki vzame najboljše lastnosti posameznih tehnik. Glede na
predstavljene rezultate izboljšav bi bilo najzanimivejše raziskati, kako dobra je
optimizacija, če se združi združevanje več zaporednih nevronov (tretja tehnika),
kjer se zaporedje nevronov premeša z genetskim algoritmom, tako da so zapore-
dni nevroni kar se da podobni (druga tehnika). Dodatno se lahko vključi ideje
iskanja podobnosti v matriki uteži [2], kar bi predstavljalo najboljšo metodo op-
timizacije. Je pa tu potrebno več raziskav, da se oceni uporabnost drevesnega
iskanja podobnosti v matriki uteži in razišče kako bi se to lahko združilo z opisa-
nimi tehnikami. V tem doktorskem delu in [2] se uporablja neposredna seštevalna
drevesa kot gradnike aritmetične logike, potrebne za aktivacije nevronov, kar pa
ni optimalno za FPGA. Boljše bi bilo uporabiti kompresijska drevesa [20], ki se
lahko preslikajo na tabele FPGA-jev. Logična nadaljnja pot je tudi preizkušanje
implementacij BNN v masivno vzporednih vezjih ter različnih optimizacij za bolj
zmogljive in veliko večje mreže, na primer za splošno zaznavanje in razpoznava-
nje objektov ali pa razpoznavanje govora. Pravi test bi bil razviti kombinacijsko
vezje, ki bi se dalo vgraditi v FPGA in bi predstavljalo mreže z več kot 50 plastmi
ter več kot milijon parametrov.
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8 Izvirni prispevki k znanosti
• Nove arhitekture vezij vzporednih BNN, ki imajo boljši izkoristek v velikosti
in porabi gradnikov v programirljivih vezjih kot trenutno raziskani modeli.
• Nov način uporabe vzporednih kombinacijskih BNN za reševanje nalog
robne obdelave podatkov v programirljivih vezjih.
• Visokonivojsko orodje za učenje in avtomatsko sintezo optimiziranih vzpo-
rednih arhitektur BNN.
109
110 Izvirni prispevki k znanosti
Literatura
[1] X. Lin, Y. Rivenson, N. T. Yardimci, M. Veli, Y. Luo, M. Jarrahi in A. Oz-
can, “All-optical machine learning using diffractive deep neural networks,”
Science, vol. 361, no. 6406, str. 1004–1008, 2018.
[2] C. Chi in J. R. Jiang, “Logic synthesis of binarized neural networks for effi-
cient circuit implementation,” v 2018 IEEE/ACM International Conference
on Computer-Aided Design (ICCAD), str. 1–7, nov. 2018.
[3] A. Davis, J. Parikh in W. E. Weihl, “Edgecomputing: Extending enterprise
applications to the edge of the internet,” v Proceedings of the 13th Inter-
national World Wide Web Conference on Alternate Track Papers Posters,
WWW Alt. ’04, (New York, NY, USA), str. 180–187, Association for Com-
puting Machinery, 2004.
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