We use hydrodynamic techniques to analyze the one-dimensional propagation of solitons in gated graphene on an arbitrary uniform background current. Results are derived for both the Fermi liquid and Dirac fluid regimes. We find that these solutions satisfy the Korteweg-de Vries-Burgers equation. Viscous dissipation and ohmic heating are included, causing the solitons to decay. Experiments are proposed to measure this decay and thereby quantify the shear viscosity in graphene.
I. INTRODUCTION
Graphene offers a promising platform to realize and explore the hydrodynamics of electrons 1 . Graphene serves as an excellent model system for theorists due to its simple electronic band structure; likewise, it is utilized by experimentalists for the relative ease of manufacturing pure samples. In certain thermodynamic regimes, the electrons in graphene become strongly interacting; hydrodynamics is a useful tool to study strongly interacting systems not amenable to ordinary perturbation methods. Hydrodynamics is applicable when systems rapidly thermalize and when both the mean-free path (l ee ) and mean-free time (τ ee ) are short compared to relevant length scales of the problem 2 . When a system is in this regime, the main observables are conserved quantities: these are precisely the objects tracked by hydrodynamics.
Graphene has two different hydrodynamic regimes. When the chemical potential µ is much larger than the temperature, k B T µ, graphene behaves like an ordinary conductor and is described by Fermi liquid theory. First discovered by Landau 3 in 1959, Fermi liquid theory treats the electrons as a non-interacting Fermi gas and then turns on interactions adiabatically; thus, Fermi liquids exhibit weakly interacting quasiparticles. The excitations, no longer pure electron states, are instead described as quasiparticles. Though weak interactions imply long mean-free paths, graphene can actually exhibit hydrodynamic effects in this regime. The electrons in graphene only weakly interact with phonons (which typically disrupt the hydrodynamic signature), so it is still possible to have l ee l phonon . Likewise, graphene samples can be made very pure; therefore, the impurity scattering distances can be made large compared to the mean-free path as well (l ee l imp ). In the opposite limit-i.e., when µ k B T -graphene enters a strongly coupled state known as a Dirac fluid (also known as a "quantum critical regime"). In the Fermi liquid regime, the presence of a Fermi surface imposes strong kinematic constraints on the possible scattering pathways; this prevents electrons far from the Fermi surface from interacting strongly. However, near charge neutrality, the Fermi surface shrinks, allowing electrons to interact strongly. The bare coupling constant α 0 gives a measure of this interaction strength. In the Dirac regime of graphene, α 0 can be of order unity; renormalization reveals the coupling to be marginally irrelevant, but for many laboratory conditions, it can still be on the order of 0.1 to 0.5: see Lucas and Fong 1 for more details. This strong coupling makes Dirac fluids ideal candidates for hydrodynamic analysis.
A hydrodynamic analysis of electron motion in graphene is governed by a number of phenomenological parameters. A derivative expansion can be utilized to derive the hydrodynamic equation 1 . The first-order corrections contain three such parameters: the shear viscosity η, the bulk viscosity ζ, and the "intrinsic" conductivity σ Q . These cannot be predicted from the hydrodynamic theory and must be measured or calculated microscopically.
A number of experiments have measured the value of intrinsic conductivity 4, 5 . Similarly, there have been a number experimental proposals [6] [7] [8] [9] for measuring η. While there have been a few measurements 10, 11 of η in the Dirac regime, many of the proposals-such as negative nonlocal resistance measurements 8 -only apply to the Fermi regime 1 . Therefore, different hydrodynamic predictions would be useful for investigating η in Dirac fluids.
Solitons-disturbances that propagate without changing shape, even after interacting with each other-serve as prototypical hydrodynamics phenomena amenable to analytic tools. Solitons are made possible when dispersion balances focusing-nonlinearities. Akbari-Moghanjoughi 12 analyzed solitons and periodic waves in both the 2D and 3D completely degenerate (T = 0) Fermi regimes. Solitons are permitted due to the inherently nonlinear nature of the hydrodynamic equations; to capture this behavior, a Bernoulli pseudo-potential was used to analyze the fully nonlinear equations. However, while this method predicted some parameters-such as minimum propagation speeds-it did not generate an analytic expression for the soliton's profile.
A different approach to studying solitons was presented by Svintsov et al. 13 using standard perturbation theory. This produced a Korteweg-de Vries (KdV) equation to describe the solitons' propagation and generated analytic approximations to the disturbances' shapes. Unlike the analysis of Akbari-Moghanjoughi 12 , this linearized approach lacked a dispersive term to balance the non-linearities. Instead, the graphene was placed on a gated substrate; this provided a weak dispersive force that permitted the formation of solitons.
While the analysis of solitons by Svintsov et al. 13 provided a more concrete result, it was limited to inviscid Fermi liquids. The present study will extend the results to include the Dirac regime as well. Whereas Svintsov et al. 13 used kinetic theory, we will instead treat the system using a systematic hydrodynamic expansion. Additionally, this paper will extend the results of both Svintsov et al. 13 and Akbari-Moghanjoughi 12 by including the effects of dissipation. This allows us to propose new experiments to measure the viscosity of the electron fluid. The derivation presented here is applicable to either the Dirac (µ k B T ) or Fermi (k B T µ) regime, though it is unable to interpolate between the two. Nevertheless, our proposal offers an advantage over transport measurements in that its interpretation is less theory-laden.
In section II we will derive the governing equations. Section III will be devoted to the subtle aspects of normalization. Next, section IV will detail the perturbation expansion for the special case of stationary solitons. Section V extends the analysis to the more general case of solitons on an arbitrary background flow. We will provide a short analysis of the results in section VI. Finally, in section VII, we will detail potential experimental setups using these solitons to measure graphene's viscosity.
II. GOVERNING EQUATIONS
The electrons in graphene satisfy a pseudo-relativistic dispersion relation
with p the momentum, v F ≈ c/300 the Fermi velocity, and ε(p) the energy density. This equation is valid near a Dirac point at p = 0, and deviates from linearity when p a/ ≈ 1/2 with a the distance between adjacent carbon atoms in the graphene. Given the pseudo-relativistic dispersion, it is natural to write the conserved currents in relativistic notation with x µ = (v F t, x) µ and ∂ µ = (∂ t /v F , ∇) µ . Then, the equations of motion are
Here, T µν is the energy-momentum tensor, and F µν is the electromagnetic tensor (including self-interactions). Additionally, J µ is the charge 4-current. 14 Note that we will be using Gaussian units with e = |e| positive. Finally, we will include a factor of v F in the time-like components of four-vectors, like x µ = (v F t, x) µ , so that the metric g µν = diag(−1, 1, 1, 1) µν is dimensionless. It is often preferable to write these equations in terms of more conventional quantities such as the fluid 3-velocity u and the (rest-frame) number density of charge carriers, n = (n el − n hol ), with n el (n hol ) the number density of electrons (holes). To do so, J µ and T µν are expanded in the small parameter l ee δ. In this equation, l ee is the electron-electron scattering mean free path and δ is a characteristic inverse length scale of the observables. Since δ ∼ ∂ (with the partial derivative acting on slow observables) this is called the derivative expansion: see Lucas and Fong 1 for more details. The expansions for T µν and J µ become unwieldy at higher orders, but truncating at order l ee δ we find
with ε the energy density P pressure, µ chemical potential, and temperature T in the rest frame. We have defined the spacelike projection operator P µν := g µν + u µ u ν /v 2 F and used u µ u µ = −v 2 F to write the four-velocity as u µ = γ(v F , u) with γ = 1/ 1 − (|u|/v F ) 2 a Lorentz factor. Further, we have chosen the Landau frame, where
and u µ T µν = −εu µ .
It is sometimes more instructive to write-out fourvectors in terms of their three-vector and time-like components. For instance, J µ is
where
In order to facilitate comparison with the existing literature, it is useful to re-write the spacelike components
A. Ideal Fluid
It is illuminating to temporarily consider the dissipationless case σ Q = η = ζ = 0. We are then able to write Eqs. (9) to (11) in three-vector notation as
Then, it is clear that Eqs. (9) to (11) represent charge, energy, and 3-momentum conservation, respectively.
B. Isothermal vs. Adiabatic
The energy conservation equation Eq. (10) implicitly assumes our system is adiabatic: that is, the absence of energy sources/sinks presumes that heat neither enters nor leaves the system. In general, we could include terms representing heat gain/loss. Instead, we could consider the opposite limit involving rapid heat transfer with the environment resulting in isothermal conditions. Under this assumption, the energy conservation equation is no longer needed; rather, the thermodynamic relations of section II C could be used to relate our dynamic variables P and n, since T would no longer be dynamical. Therefore, (as in the case of Newton's calculation of sound-speed in air) it is important to determine whether adiabatic or isothermal conditions are more applicable.
We can determine the correct heat-assumption by calculating how quickly the system cools. As the perturbation passes a fixed point in space, the electron fluid will heat and cool adiabatically; heat will also diffuse to cooler regions of the fluid owing to dissipation. If heat is lost to the environment faster than either of these effects, the system should be treated as isothermal. Here, we will use sample values derived later in this paper. The thermal conduction, per unit area, of graphene on substrates such as silicon dioxide is G ≈ 3 kW cm −2 K −1 in the out-of-plane direction at 30 K 15 . Assuming that the environment is at the same temperature T 0 = 30 K as the graphene, the only heat transfer would come from the temperature disturbance T 1 ≈ 0.01T 0 = 0.3 K. Thus, heat is transfered at GT 1 = 1 kW cm −2 . The specific heat of graphene 16 for carbon and an atomic number density of 6.3 mol cm
for carbon atoms in graphene 17 , we find a specific heat of c s = 3.0 × 10 −9 J cm −2 K −1 . Therefore, the soliton's temperature will change at a rate of GT 1 /c s = 3.0 × 10 12 K s −1 . Therefore, it would take 1 × 10 −4 ns for the soliton to thermalize with the environment. As we will show in section VII B, it takes approximately 0.8 ns for the perturbation to pass a fixed point in space and 500 ns for heat to diffuse owing to dissipation; therefore, the system thermalizes with the environment much faster than it cools adiabatically or diffuses heat dissipatively. Thus, isothermal boundaries are the appropriate conditions for this system because heat exchange with the environment is much faster than the relevant timescales. Hence, we will drop the energy conservation equation from our consideration and instead use thermodynamic relations to close our system.
While this calculation showed that graphene loses heat to adjacent substrates extremely quickly, such arguments are no longer applicable for suspended graphene. As we will outline in section II D, our proposed setup involves the use of dielectrics with dielectric constant κ on both sides of the graphene sheet; taking the vacuum value κ = 1 is equivalent to removing the dielectrics. This would eliminate a great deal of the thermal conduction enforcing isothermality, with radiative cooling and heat conduction at the suspension points being the primary sources of heat loss. The soliton propagates through the center of the sample and would therefore be unaffected by heat loss through the contact edges. Similarly, radiative cooling would be minimal, as the Stefan-Boltzmann law would give a power loss rate of
and ≤ 1 the graphene's emissivity. Using ≈ 1 % 18 , T 0 = 30 K, and T 1 = T 0 = 0.3 K, we find a power loss density of 1.84 × 10 −6 kW cm −2 . Using the same argument as before, this would give a thermalization time of 10 µs. Using the results of the adiabatic derivation (appendix C) with the same parameters-except κ = 1-gives a 0.4 ns propagation time or 700 ns diffusion time. Thus, the thermalization time is longer than the other timescales, and the adiabatic regime would be relevant for suspended graphene. For the adiabatic derivation that makes use of the energy conservation equation, see appendix C.
C. Thermodynamics
Currently, our system, Eqs. (9) and (11), is underdetermined. This can be remedied by including a thermodynamic equation of state to relate ε and P .
In graphene, the photon-like dispersion relation for the electrons gives the pressure as P = εd, with d the dimension of the system (d = 2 for graphene) 1 . Graphene has a natural energy scale at which the band structure's curvature becomes relevant. However, for temperatures much lower than this scale Λ ∼ 10 4 K, there are only two energy scales in the problem: k B T and µ. Therefore, from dimensional analysis, the pressure must be expressed as
for a function F subject to constraints imposed by the positivity of the entropy density s = ∂P ∂T ≥ 0. Addi-tionally, since our system is charge conjugation symmetric with µ → −µ, F must be an even function. In the Dirac regime (µ k B T ), P can be expanded as
Similarly, the carrier density can be expressed as
Instead, in the Fermi regime (µ k B T ), we can write P as
Likewise, the carrier density is given by
Throughout the remainder of this paper, we will generically write C 0 , C 1 , etc.; the current regime of interest will determine whether to use C D or C F . Explicit expressions for these coefficients are given in appendix A. It is important to reiterate that, for our isothermal system, T is not a dynamical quantity dependent on space or time, but is merely a parameter.
D. Electrostatics
We will be restricting our attention to one-dimensional propagation of localized disturbances in an infinite sample of two-dimensional graphene. We are only concerned with the electric potential φ since the magnetic terms are smaller by a factor of v F /c ≈ 1/300. The self-interaction of the charge distribution n(x, t) generates an electric potential in the Lorenz gauge as
Neglecting the 1/c 2 time derivative, we can solve the equation as
Making the quasi-static approximation that ∂ t /∂ x cso we can neglect electrodynamic effects like ∂ t A-we find
This equation is highly non-local in n, and using it in the energy-momentum tensor equation would produce a complicated integro-differential equation. While we can deal with this (via a Fourier transform) for the linear approximation, going to higher orders would necessarily involve convolutions. The main problem with this setup is that the electric field is a long-range force; we can simplify this by using conducting gates. Since the electric field lines must be normal to conductors, placing conductors directly above and below the graphene will force E to be nearly normal to the graphene 13, 19 . Therefore, the x-component E x will necessarily be small and can be handled perturbatively.
We impose gates a distance d 1 above and d 2 below the sample and fill the intervening space with a dielectric of relative permittivity κ. This gives a potential of the form
(23) Naturally, the electric field is given by the negative gradient of φ. Here, we have assumed that d i ∂ x 1. Furthermore, we have replaced 4πe 2 / v F with α(T ), the renormalized coupling constant; this accounts for the effect of screening and is given by
with α 0 ≈ 1 depending on the graphene's substrate. For the Dirac regime at T = 30 K considered throughout this paper, this gives α ≈ 0.407. The first term on the right-hand side of Eq. (23) represents the electric potential from a uniform charge density. The second term is a weakly non-local correction that causes a weak dispersion.
III. DIMENSIONS, UNITS, AND REGIME OF INTEREST
It will be helpful in the following sections to be rather precise in specifying a nondimensionalization scheme. For convenience, we will choose units where k B = = v F = e = 1. Additionally, we will normalize the electronelectron mean free path l ee = 1.
In later sections, we will be performing a perturbation expansion to solve the nonlinear system of equations. There, we will use expansions of the form f = f 0 + f 1 + f 2 2 + . . . with 1 a small parameter representing the size of perturbations.
Choosing the order of the problem's variables is very important. When collecting terms in perturbation theory, we assume that all variables and constants are order O(1); the relative magnitude of terms is given solely by powers of . Let us emphasize that, unlike the choice of parameters to normalize above, this choice of nondimensionalization is physically relevant and determines our regime of interest. Nondimensionalization sets the relative size of different terms and corresponds to a specification of our location in parameter space. Indeed, this choice dictates which terms and processes are relevant and which are negligible. Equivalently, this process can be viewed through the lens of dimensional analysis. Our system has seventeen variables (six dynamic n, u, ε, P , µ, and k B T ; nine static:
2 , η, ζ, , v F , and l ee ; and the previously defined perturbation scale ). In total, there are three independent physical units (mass, length, and time). Therefore, the Buckingham Pi theorem implies there are fourteen dimensionless parameters.
However, these fourteen dimensionless parameters are not all independent. Our three thermodynamic equations (ε = P d, as well as the definitions of P and n) reduce this number to eleven. Furthermore, we haven't yet specialized to solitons: in appendix B, we will use dominant balance to impose four additional restrictions arising from our conservation equations, Eqs. (9) to (11) . This leaves a total of seven independent nondimensional parameters: , m, p, q, O σ Q , O ηl Naturally, investigations of the Fermi and Dirac regimes entail different nondimensionalizations. Additionally, even without a set regime, there are different nondimensionalization choices highlighting different areas of parameter space. Appendix B outlines a general nondimensionalization using dominant balance that encompasses various parameter spaces in both the Dirac and Fermi regimes. For concreteness, we will examine one particular nondimensionalization in the Dirac regime in this section. Nevertheless, the equations and solutions generated in the remainder of the paper are largely similar for both the Dirac and Fermi regimes; we will explicitly highlight the few terms that do differ between the two regimes. The nondimensionalization utilized in the Fermi regime is laid out in appendix B 1.
A. Dirac Nondimensionalization
We will denote nondimensional variables with a hat. Restricting to the Dirac regime and using a bit of foresight, we will choose to nondimensionalize the dynamical variables as follows:
ee , and
(25) Here, we made use of the fact that we are in the Dirac regime (µ/T 1) and the thermodynamic equations of section II C by ensuring
and
Note that we took µ to be small but finite; as we will see later, taking µ to be identically zero causes disturbances to be "frozen" in place.
The gating distance will be normalized as
. For convenience, we define the combination A := 4πe
2 represents another non-dimensional parameter in our problem. In the hydrodynamic regime, we have
We see that for T ≈ 30 K, we have σ Q = 0.26e 2 / . Therefore, σ Q /e 2 is now a second small parameter (after ). To make progress with our perturbation expansion we need to fix the magnitude of σ Q /e 2 relative to . Since we will later choose ∼ 0.01, we see thatσ Q = 0.26 ≈ √ 0.01. Thus, we will nondimensionalize σ Q as σ Q =σ Q 1/2 e 2 / . According to Lucas and Fong 1 , near the charge neutrality point, the shear viscosity is given by
For T ≈ 30 K, we have ηl d ee / = 1.0. Therefore, we will choose η = 0η l
−d
ee . Though the bulk viscosity ζ is expected to be much smaller than η (due to approximate scale invariance), our setup is only sensitive to ζ + 2η(1 − 1/d); therefore, we will simply choose ζ = 0ζ l −d ee as well. We can safely takeζ → 0 without affecting the derivation.
In performing a derivative expansion, it is assumed that the relevant variables (n, ε, etc.) vary on length scales ξ l ee . If we normalize the length scales by ξ as x =xξ, then the derivatives are normalized according to appendix B as
This is precisely why the derivative expansion works: each derivative carries a factor of (d+5)/4 with it, making higher-derivative terms smaller. For the remainder of this paper, hats denoting normalized variables will be dropped for convenience.
Note that, in addition to our perturbation expansion in terms of , we have already made use of two other expansions: one for φ expanding in (∂ x d i )
2 and one for P (µ, T ) expanding in (µ/T ) 2 . Using these normalizations, we see that both (∂ x d i )
2 and (µ/T ) 2 are of order , so all perturbation expansions in the problem have the same accuracy.
IV. PERTURBATION EXPANSION
In order to analyze Eqs. (9) to (11), it will be useful to expand the dependent variables in a perturbation series:
A. Perturbative Thermodynamics
We will be using the thermodynamic relationships of section II C to write µ and T in terms of n and P ; however, since T is non-dynamical, it will only have a constant T 0 component, but not a T 1 (x, t) contribution. It is useful to define m as the order of (µ 0 /T 0 ) 2 ; that is,
For the nondimensionalization specified in section III, m = 1. Expanding the thermodynamic variables and collecting powers of yields the following relations for the Dirac regime:
with δ a,b the Kronecker delta function. Similarly, for the Fermi regime, we find
(Fermi: 46)
Using these equations, we can now write µ and P in terms of n at each order. In particular, we find
Here, we have defined K 0 as
As a side note, it is straightforward to show with thermodynamic identities that K 0 is the leading order term in the ratio of bulk modulus B to pressure P ; that is,
B. Conservation Equations
First, let us investigate a scenario with a constant, uniform background flow u 0 = 0 chosen such that the perturbations are stationary in the lab frame. This will both simplify the mathematics and be experimentally interesting. To accomplish this, we will only permit variations on long timescales (this will be important when including dissipation). Mathematically, we accomplish this by normalizing the time variable as
Expanding the governing equation, we find Leading Order:
First-Order Correction:
Here, we have defined γ = 1/ 1 − u 2 0 (with v F = 1) and
. Additionally, we have used the Heaviside function
C. Leading Order Equations
Using the thermodynamic relation ε = P d, the leading order equations can be manipulated to write
We want nontrivial perturbations u 1 = 0, so we require the terms in square brackets to vanish. We see that this gives an equation for u 0 required to make the leading order solutions time-independent:
It is easy to check that u 2 0 < 1 for d = 1; this is required, otherwise γ = 1/ 1 − u 2 0 would be imaginary. Additionally, if we restrict to solutions bounded in x, we can require each term inside ∂ x from Eqs. (49a) and (49b) to be zero, giving
Here, we have included a constant, uniform current U 1 (x, t 0 , t 1 ) = U 1 ; this will allow us-at the next orderto cancel the disturbance's propagation speed (similar to our use of u 0 at this order).
D. First-Order Corrections
Now, we can do the same for the first-order corrections. Manipulating them as before gives
Here, the right-hand side (RHS) depends only on n 1 , u 1 , ε 1 and P 1 . However, inserting our solution for u 0 causes the left-hand side to vanish, giving us our desired compatibility condition on n 1 . Thus, we have the compatibility equation
with
(56b)
This is known as the KdV-Burgers (KdVB) equation. Note the underbraced term in G vanishes in both the Dirac and Fermi regimes.
E. Ideal Fluid
Before tackling the full KdVB equation, it is beneficial to consider the simpler inviscid problem with σ Q = η = ζ = 0. In this case, we find G = 0 and the KdV-Burgers equation reduces to the KdV equation. The KdV equation has soliton solutions of the form
for arbitrary, order-1 constant c 1 > 0.
Substituting the coefficients, we find
Let us seek a soliton which is stationary in the lab frame; we have already accomplished ∂ t0 n 1 = 0 by a choice of u 0 ; we can similarly set ∂ t1 = 0 by an appropriate choice of U 1 . If we choose U 1 so that F = −c 1 B/3 sgn BC, then the soliton is stationary:
Note that, since both and c 1 are free parameters determining the amplitude of the soliton, we are free to set c 1 = 1.
F. Dissipation
Now, we return to the full KdVB equation Eq. (55). It does not appear that the KdV-Burgers equation with G = 0 has an analytic, solitonic solution. However, if G (A, B, C), then an approximate solution is given by Eq. (58) but with time-dependent c 1 , as described in Mei et al. 22 . For clarity, we can factor out this smallness as G = δG so that δ 1 andG is the same order as A. Then, another short multiple scales expansion for n 1 can be done in δ = O G/A . In order to be consistent with our original perturbation series, we require that δ 1. As usual, we expand n 1 as n 1 = n (0) 1 + δn (1) 1 and ∂ t1 = ∂ τ0 + δ∂ τ1 . Then, to leading order, the equation
where we have again defined the linear operator L 1 acting on n
1 . This is the ordinary KdV equation and gives the same dissipationless soliton we have already derived:
At next order in δ, we must allow the constant c 1 to become time-dependent on a slow time-scale c 1 = c 1 (τ 1 ). Then, our equation is
1 . For certain inhomogeneous terms in Eq. (65), it is possible to generate secular (i.e., unbounded) growth; since this is clearly no longer a localized solution, we wish to avoid this. Here, we will utilize a multiple scales approach, though it will differ slightly from the method used in section V since the homogeneous operator L 0 is nonlinear. Following the example of Mei et al. 22 , we note that L 0 and −L 1 are adjoints:
Then, substituting the right-hand sides of Eqs. (63) and (65), we get the compatibility condition
Inserting the soliton solution for n
1 , we get an equation for c 1 (τ 1 ):ċ
Then, solving this equation and converting back to time t 1 gives
with c 1 (0) the initial value of the parameter c 1 (t 1 ). Recall that this is derived under the assumption that O G/A 1. Additionally, we can solve the KdV-Burgers equation numerically for arbitrary G; this shows similar behavior to the analytic approximation (cf., figs. 1 and 2). That is, the soliton slowly decays as it progresses.
V. MULTIPLE SCALES EXPANSION
Now, we wish to study the previous solitonic solution in more generality. Here, we will allow for an arbitrary uniform, time-independent background current u 0 .
As we have seen previously, the nonlinearities affect the propagation velocity v (cf., Eq. (59)). This is an example of a singular perturbation and requires the use ee . This choice of parameters gives a soliton propagating in the +x direction and a counter-current u0 in the −x direction (indicated by the arrow).
T im e t of singular perturbation theory. Singular methods such as Poincaré-Lindstedt are only applicable to steady or periodic solutions. Since we are interested in decaying solutions, we need to make use of the method of multiple scales. Note that this approach is similar to that employed by Akbari-Moghanjoughi 23 in the study of partially degenerate electron-ion plasmas.
First, unlike the previous section, we will nondimensionalize the timescale so that ∂ t = ∂ x . Now, if we introduce a series of timescales t 0 = t, t 1 = t, t 2 = 2 t, . . . each presumed independent, the chain rule gives
Further, we now assume that each variable is a function of all time scales: n = n(x, t 0 , t 1 , t 2 , . . .).
If we again restrict to 1D motion and collect terms by powers of we get the following equations:
Leading Order:
Again, we have defined
See appendix D for the terms on the right-hand side.
Notice that, as is often the case for multiple scales analyses, the linear operator acting on n 1 , u 1 , etc. in Eqs. (71a) and (71b) is identical to the linear operator acting on n 2 , u 2 , etc. in Eqs. (72a) and (72b). Furthermore, since this operator is linear, we do not need to employ the operator formalism of section IV F, but can instead use a linear algebraic approach similar to section IV (with the addition of another timescale, t 1 ).
A. Leading Order Equations
Using ε = P d and combining equations like
This wave equation has solutions
We will take the (+) sign so that
0 ; the other can be recovered by taking u 0 → −u 0 and v 0 → −v 0 . Further, we restrict to unidirectional solutions u 1 (x, t 0 , t 1 ) = f (x± v 0 t 0 , t 1 ) for a definite choice of ±; here, we choose (+) as well-the other propagation direction can be recovered by taking v 0 → −v 0 .
For stationary perturbations (v 0 = 0), we can solve for u 0 to recover the result from section IV:
For reference, the velocity of propagation in the absence of a background flow (u 0 = 0) is
In general, n 1 , u 1 , and P 1 have traveling wave solutions; neglecting solutions of the form f (x − u 0 t 0 , t 1 ) that are simply advected by the background current, we find solutions given by
Here, we have arbitrary functions F 1 (t 1 ) and F 2 (t 2 ); by imposing boundary conditions n 1 = 0 at x = ±∞, we set F 1 = 0. We will allow U 1 (t 2 ) := F 2 (t 2 ) to remain arbitrary; this uniform background current can be superimposed on the soliton solution as in section IV if desired.
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Now, we can also see why it was important to take µ 0 T 0 small but finite. Had µ = 0 identically, then the thermodynamic relations would require n 0 = 0. Then, the leading order charge conservation equation Eq. (71a) would give ∂ t0 n 1 + u 0 ∂ x n 1 = 0; i.e., charge density perturbations are simply advected along by the background flow. That is, the density perturbations lack any dynamic propagation and are "frozen-in". Since the other dependent variables are proportional to n 1 , we see P 1 and u 1 are similarly affected. Hence, if we want a dynamic disturbance, we require µ 0 = 0; intuitively, this is understandable as there are no net charge carriers at the Dirac point.
B. First-Order Corrections
Now considering the first-order corrections, preventing secular growth of the higher-order terms (i.e., n 2 , u 2 , etc.) requires imposing a compatibility condition on the lower-order terms (i.e., n 1 , u 1 , etc.). We can manipulate the system to obtain
which gives
where L.O.T. represents lower-order terms (i.e., n 1 , u 1 , etc.). It is instructive here to change variables to χ
0 t 0 . Then, the equation becomes
This is where we encounter an apparent problem. Upon inserting our solutions for the lower-order terms, we find the right-hand side depends on products and derivatives of f χ give rise to solutions of the form χ
. This grows un-
0 -and hence, in time t. This will eventually cause |u 2 | > |u 1 |, invalidating the perturbation expansion. Thus, unless L.O.T. vanishes identically, it will give rise to χ (±) 0 -secular terms in u 2 -i.e., solutions growing unbounded in t 0 or x.
Hence, we require the right-hand side to vanish and we are left with the desired compatibility equation:
Here, (KdVB[n 1 ]) represents the Korteweg-de VriesBurgers equation, discussed earlier, acting on n 1 :
see appendix E for the functional form of the coefficients. The solution to the KdV-Burgers equation was already derived in section IV F and is simply reiterated here for convenience:
with c 1 (0) the initial amplitude of the soliton.
VI. ANALYSIS
Nondimensionalizing helped ensure that all quantities were order O(1) and any information about their magnitude was solely contained in prefactors. However, having ordinary, dimensional expressions is more useful for comparing with experiments or existing literature. Therefore, the KdV-Burgers coefficients are written in terms of ordinary, dimensional variables in appendices E and F.
25 Note that the coefficients are still dimensionless and order unity.
The observables that characterize the system, to this order, are the amplitude, width, speed, and decay period of the soliton. The amplitude is simply given by
We can use n max to eliminate c 1 in the following expressions. Furthermore, we will factor out the explicit factors of from the KdV-Burgers coefficients; we will denote the original, order unity, coefficients with a hat. Then, we can write the speed as
Similarly, the width is given by
Finally, the soliton decays with
and decay period
Here, n max (0) is the initial value of n max . The factor of in the first equality came from converting ourt
We see that, upon re-dimensionalizing, c 1 and never appear alone. Therefore, simply defining n max as their combination causes all and c 1 to drop out, showing that this is a one-parameter family of solutions. Note that these results hold in general for all nondimensionalizations specified in appendix B.
A. Relation to Previous Results
As mentioned in the introduction, Svintsov et al. 13 performed a similar perturbative analysis of solitons, though that analysis was restricted to the inviscid, Fermi liquid regime. It is straightforward to compare the inviscid results presented in section IV E to those of Svintsov et al. 13 . First, our results for v 0 in the case of no background flow, u 0 = 0, are in agreement for the regime where µ/T 1 and µ/T > 0, but they differ otherwise. However, this is to be expected: in setting up the problem, Svintsov et al. 13 (29) 26 . These terms arise from the ∇ v F p j /2 terms in the momentum conservation equation, Svintsov et al. Eq. (8) and (9) 26 . This corresponds to our pressure terms ∇P j (though we combine P e and P h as P = P e + P h ). The issue arises when Svintsov et al.
26 restricts to leading order terms when calculating v 0 . As we showed in Eq. (47), ∇P/P ∼ 2 in the Dirac regime (i.e., K 0 = 0), while the inclusion of these
26 implicitly assumes ∇P/P ∼ . On removing these terms from the leading-order equations, the results Svintsov et al.
26 are consistent with ours.
Furthermore, the Fermi-Dirac distribution function chosen by Svintsov et al. 13 differs from the one chosen by Lucas and Fong 1 (and hence, used in this paper): Svintsov et al. 13 chose f (p) as
while Lucas and Fong 1 chose the manifestly covariant
After accounting for these differences, our results are nearly in agreement. A few typographical errors remain in the KdV equation and corresponding soliton solution and dispersion relation of Svintsov et al. 13 .
27 After repairing these errors, we have consistent solutions and dispersion relations.
It is worth noting Svintsov et al. 13 also use an isothermal assumption, though it is not directly stated; this assumption is utilized when stating the formula
with ξ := n 2 /ε ε −1 , and ε −1 = ε −1 the average inverse energy. While ε depends on both n and T the corresponding formula for dε /ε in Svintsov et al. 13 only has the dn /n term. In the Fermi regime µ/T 1 and ξ = 3/4, so this is a valid simplification. However, in the Dirac regime, ξ 1, and the dT /T term cannot be neglected unless the system is isothermal, dT = 0.
B. Role of gating
However, there appears to be small error in the derivation: Eq. (7) for φ involves a term n −2/3 which should be n −3/2 . Repeating the derivation with this change shows that the critical propagation velocity is
where we have used the fact that sgn v 1 = sgn v 0 . Thus, we see that our soliton's speeds are bounded below by the critical speed, while Akbari-Moghanjoughi 12 found that solitons speeds should be bounded above by the critical speed.
Another difference involves the relation between the soliton height and speed. Using our expression for v 1 , we found that the total speed with u 0 = 0 is
while the soliton height is c 1 , with a free parameter c 1 > 0 30 . Thus, increasing the height corresponds to increasing the speed, and vice versa. However, AkbariMoghanjoughi 12 found that increasing the height causes the speed to decrease. Nevertheless, we both find the same, inverse relation between the height and width (as required by total charge conservation).
Furthermore, Akbari-Moghanjoughi 12 finds only dark (n 1 /n 0 < 0) solitons. However, our solutions only give bright (n 1 /n 0 > 0) solitons. Referring to Eq. (83), we have sgn(n 1 ) = sgn B C . Here, we will consider the Dirac (m > 0) and Fermi (m < 0) cases separately. For the Dirac regime, with K 0 = 0, it is readily apparent that B C (cf., appendix E) is positive, yielding bright solitons.
Showing that the same holds true in the Fermi regime, with K 0 = (d + 1)/d, is more involved. Using the expressions for B and C from appendix E, we see
We see that this is clearly positive when u 0 = 0; using the expression for v 0 , we find it only crosses zero 31 when u 0 is given by
with λ := An 2 0 /P 0 (d + 1) as before. Finally, it can be checked that each of these solutions are larger (in magnitude) than unity; that is, B C does not cross zero in the range u 0 ∈ (−1, 1). Thus, for |u 0 | < 1, we find that n 1 /n 0 > 0, and only bright solitons are permitted. Note that the adiabatic B and C coefficients in appendix F are identical to their isothermal Fermi counterparts: therefore the same reasoning shows the adiabatic system only has bright solutions, too.
Thus, it appears that a number of our findings are directly opposed to those of Akbari-Moghanjoughi 12 . While one might be tempted to compare the results of AkbariMoghanjoughi 12 with our solutions by taking the gating distance d i → ∞, various quantities (e.g., v 0 , W , etc.) would no longer be order-1, violating our expansion assumptions. Instead, it appears that the presence or absence of gates can create qualitatively different results. However, this should not be surprising: the electric field with gates is given by derivatives of the density
x n + . . .. On the other hand, the electric field without gates is given by the anti-derivative of n: E(x) ∝ dy n(x)/ x − y 2 . More specifically, the x-k Fourier transform of the electric potential with gates isφ
. .)n; highly-dispersive, large k-modes increase the electric field's magnitude. The potential without gates isφ ∝ −n/k 2 , so large k-modes decrease the electric field's magnitude. Given that this is the only difference between the setup of the two problems, it appears this is the origin of the differences in results.
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C. Energy and Entropy
It is interesting to determine the rate of energy loss by the soliton to dissipation. We can accomplish this by integrating the KdV-Burgers equation Eq. (55). Using Eq. (78b) to replace n 1 with u 1 , we get (with new coefficients denoted by primes)
(99) If we integrate once over all of x-space and impose boundary conditions u 1 = ∂ x u 1 = 0 at x = ±∞, we find
The left-hand side represents the time rate-of-change of the kinetic energy in a moving reference frame; this is more easily seen if the background current U 1 is removed so F = 0.
Using the expressions for A and G (cf., appendix E), the right-hand side is negative semi-definite for the case with no background flow u 0 = 0. Thus, we see thatas expected-the viscosity causes the kinetic energy to decrease.
When u 0 = 0, it is more difficult to see that G /A ≥ 0, as it must be for viscosity to remove energy. Here, we will again treat the Dirac and Fermi regimes separately. Starting with the Dirac case and using the expressions for A and G from appendix E, we find
The only questionable term is σ Q /(1 + u 0 v 0 ). This term is positive for
However, it blows up when |u 0 | → 1/ √ 1 + λ, with λ := An 2 0 /P 0 (d + 1). This causes u 1 and P 1 to become unbounded and invalidates our perturbation expansion. Thus, |u 0 | < 1/ √ 1 + λ is a constraint on the allowed parameters that make our derivation consistent. Under this constraint, A G ≥ 0 in the Dirac regime, as it must be.
In the Fermi regime, we instead have 
and |u 0 | < 1; recall that we already required |u 0 | < 1, otherwise γ = 1/ 1 − u 2 0 would blow up. Therefore, the η and ζ terms are positive.
As in the Dirac regime, we also have a σ Q /(1 + u 0 v 0 ) term. Though v 0 is different in the Fermi regime, the same reasoning also shows that this quantity is similarly positive for |u 0 | < 1/ √ 1 + λ. Thus, as long as |u 0 | < 1/ √ 1 + λ, we see that our theory is well-defined, A G ≥ 0, and viscosity causes energy to decrease, as required by the second law of thermodynamics. Finally, note that the adiabatic G in appendix F differs slightly from this isothermal Fermi G ; nevertheless, it shares the same questionable terms. Thus, the same exact reasoning shows G /A ≥ 0 for the adiabatic regime. 
(104) For simplicity, consider the case with no background flow, u 0 = U 1 = 0. Upon implementing our usual nondimensionalization in the Dirac regime (cf., section III and using the fact that ζ η ∼ σ Q , we see the highest-order terms are
Then, restricting to 1-dimensional motion and using our thermodynamic relations and first-order solutions, we find We see that entropy is generated at locations where the derivative of n 1 is largest: for solitons, this occurs at the leading and trailing faces ( fig. 3) . Further, as the soliton spreads out, the entropy production slows over time ( fig. 4 ).
VII. EXPERIMENTAL PROPOSAL
Here, we will briefly detail the applicability of this theory to experiment.
A. Values of Parameters
It has been more convenient to deal with nondimensional variables throughout the derivation. However, we now convert back to dimensionful quantities to better understand their physical magnitude. It is worth emphasizing that this conversion is dependent on the nondimensionalization we chose. The values calculated in this section are specific to the Dirac regime nondimensionalization laid out in section III; a similar analysis could be performed for the Fermi regime nondimensionalization specified in appendix B 1.
The dimensional and nondimensional values of the various parameters in the problem are listed in table I. For the remainder of this section, we will specialize to dimension d = 2. Note that we are using the values v F = c/300 and l ee = 100 nm 1 . For computing the sample values, we have chosen = 0.01. We see that all of the parameters are approximately equal to unity, as required. However, there are a few points to note.
In previous experiments, the distance between the graphene and the gates d i (i = 1, 2) was usually on the order of 300 nm 36 . We require a larger gate distance of d i = 150 µm corresponding tod i = 5. The static dielectric constant κ must be chosen relative to d 1 and d 2 . In order for the remaining normalizations to be consistent, we require κ ≈ 4. This is achievable with common dielectrics such as SiO 2 (κ = 3.9) 37 . Using higher-κ dielectrics such as AlO 2 (κ = 8) 37 or HfO 2 (κ = 16) 38 could further increase the decay time t d (κ ≈ 16 would quadruple t d ).
It is important to reiterate the way we nondimensionalized the intrinsic conductivity. At a temperature of 30 K, σ Q /e 2 has a fixed value of 0.26 −1 . We needed to relate the relative sizes of nondimensional parameters and σ Q /e 2 to solve the problem. Our derivation assumed ∼ 0.01, so that 1/2 ∼ σ Q /e 2 . This fixes the value of σ Q asσ Q = 0.26 −1/2 . Notice that if is increased, then the numerical value ofσ Q decreases; hence, the intrinsic conductivity becomes a higher-order correction and drops out of our first-order solutions. Conversely, if is decreased,σ Q could grow large and require a different nondimensionalization for σ Q . For small enough, it would be more appropriate to take σ Q = 0σ Q e 2 / . This alternative would require different nondimensionalizations for all variables (cf., appendix B); nevertheless, similar solutions would result (though the viscosity would no longer appear in the first-order corrections).
It is also useful to determine the values of the parameters appearing as coefficients in the KdV and KdV-Burgers equations (i.e., A, B, C, and G). For instance, consider the case with v 0 = 0, u 0 > 0, and U 1 = 0; we will also set ζ = η = 0 to highlight the influence of σ Q . Using the above values and the bare thermodynamic coefficients C 0 and C 1 (cf., appendix A), we find A = 1.0, B = −0.4, C = −0.8, F = −0.3, and G = 0.3 (cf., fig. 1 ). Importantly, we see that B, C, and G are all roughly the same order, implying nonlinearity, dispersion, and dissipation are equally important.
B. Source and Signal
As we discussed in section III, the characteristic length of the disturbance ξ is related to l ee as ξ = l ee / (d+5)/4 . For d = 2 and = 0.01 with graphene's l ee = 100 nm, we find a pulse width of approximately 300 µm. For the u 0 = 0 case, the propagation speed is approximately v = 0.4v F ∼ 0.4c/300, giving a bandwidth of roughly v/ξ = 1 GHz.
If we consider the stationary soliton case v 0 = 0, we need to source a background current u 0 = 0 to counteract its propagation. In section IV, we found that u 0 ≈ v F = c/300 = 10 6 m s −1 ; with a charge density of n 0 = 10 8 cm −2 , we need a current density of K 0 = −en 0 u 0 = 160 mA m −1 . As shown previously, the system has a (dimensional) characteristic decay time of
Inserting the previously chosen values for these coefficients, we find t d ≈ 500 ns. In order to estimate the magnitude of the signal, we first calculate the background chemical potential 
C. Experimental Considerations
In this discussion, we have neglected processes where phonons are created; this can be justified since, at low temperature, electron-phonon coupling is weak 1 . For instance, below approximately T = 100 K, phonon-induced resistivity is less than 30 Ω 39 . Similarly, Efetov and Kim 40 find the phonon-induced resistivity above the Bloch-Grüneisen temperature (applicable for our parameter choice) to be parameterized as 0.14 Ω K −1 , or 4.2 Ω for our T = 30 K system. This is much smaller than the intrinsic resistivity 1/σ Q ≈ 16 kΩ. Therefore, the dissipative processes we considered will dominate phonon-induced dissipation.
For the non-propagating case (v 0 = 0), a large uniform background current u 0 flows through the graphene; this will cause Joule heating of the sample due to graphene's resistance. However, it is straightforward to show that, when sandwiched between dielectrics, graphene will dissipate this heat before it can warm appreciably. Here, we will calculate the worst-case scenario by determining how much the graphene heats up after it has reached steady-state.
From the first law of thermodynamics, we have dU = δQ + δW , with U the internal energy of the graphene system, Q the heat added, W the work done on the system by Joule heating, and δ an inexact differential. Dividing by dt and considering the steady-state dU dt = 0, we thus find the scenario where heat loss balances Joule heating:
The power produced, per unit area, by Joule heating is
with resistivity ρ and surface current density K 0 . Additionally, the heat lost, per unit area, through conduction is given by
with G the interfacial (out-of-plane) thermal conductance. Using the temperature of graphene T g = T 0 + ∆T and the temperature of the environment T env = T 0 , we finally find
We can calculate the Joule heating using an electrical current density of K 0 = −en 0 u 0 = 160 mA m −1 and the intrinsic resistivity of graphene ρ = 1/σ Q ≈ 16 kΩ, since 1/σ Q dominates the resistivity for low temperatures 39 . Thus, we find Joule heating generates 41 mW cm −2 . However, graphene has an extremely high thermal conductance G. For T = 50 K, experiments 15, 41 with graphene on silicon dioxide have estimated G = 4 kW cm −2 K −1 ; h decreases slightly for T = 30 K, and can be estimated 41 to be at least 2.5 kW cm −2 K −1 . Therefore, we see that the temperature increment at steady-state is at most ∆T = 16 µK. This is negligible compared to the system's background temperature T 0 = 30 K. Furthermore, it is also much smaller than the temperature perturbation T 1 = T 0 = 0.3 K produced in the adiabatic setup in appendix C. Therefore, Joule heating is completely negligible. 
D. Experimental Setup
The solitonic solutions we have derived offer a means to experimentally measure the viscosity η of graphene. In particular, the viscous coefficients σ Q , η, and ζ all enter into the coefficient we have denoted G. Therefore, if the value of G can be measured, then the viscosity can be determined.
Referring to the expression for G, we see that η only appears in the combination ζ + 2η(1 − 1/d); hence, it is this quantity that can be determined from experiment. In practice, we expect ζ η, and thus this procedure offers an estimate for η 1 . Furthermore, determining η from G requires knowing the values of all the other parameters P 0 , n 0 , etc. Most of these are experimentally determined and hence known; the only other necessary quantity is the intrinsic conductivity σ Q . Previous measurements of this quantity exist 4, 5 ; therefore, it can be treated as a known quantity.
An initial disturbance needs to be generated in the graphene; for instance, this can be accomplished via a short voltage spike produced by a thin contact placed laterally atop the sample (cf., fig. 5 ). It is well known that the KdV equation causes a localized profile to split into a series of left-and right-moving solitons 42 sorted by height. After the disturbance is allowed to propagate a sufficient distance, the individual solitons should have separated enough to be separately distinguished. The actual population of solitons generated by the pulse will be dependent on the contact's shape and voltage profile: the distribution of soliton heights and widths can be determined by the inverse scattering transform 43 . Given that the solitons represent a localized change in the charge density, it should be possible to detect them with a voltmeter; a voltage time-series could then reconstruct the soliton profile. The dissipative terms cause two measurable effects: a change in the propagation speed and a decay of the soliton's height. This requires measuring either the soliton's speed or amplitude as a function of time. Depending on the particular experimental setup, one effect might be more accessible than the other. Next, we describe two possible experimental setups.
No Propagation
Without a background current u 0 = 0, the soliton propagates at a speed v ≈ v F ≈ c/300. Such a fast propagation speed could make measurement difficult. One way to mitigate this is to impose a counter-current u 0 in the opposite direction of propagation; as detailed in section IV, it is possible to choose a background current u 0 + U 1 such that the soliton is stationary in the lab frame v 0 + v 1 = 0. Doing this should make obtaining the height measurements much easier. In fact, the speed measurements are still feasible in this setup since the dissipation causes v 1 , and hence the control current U 1 , to decay over time.
One possible barrier to implementation of this method is the boundary condition of graphene. So far, we have neglected boundary effects by assuming one-dimensional propagation; depending on graphene's boundary conditions, this might not be justified. Graphene most likely satisfies one of two possible boundary conditions 44 : either a no-slip boundary (u = 0) or no-stress (no normal velocity gradient, i.e., [n · ∇]u = 0 withn the boundary unit normal). If the actual boundary is no-slip, our 1-dimensional propagation assumption is violated; in this case, the sample must be sufficiently wide to ignore edge effects, or a different experimental setup (cf., the next section) is needed. Conversely, a no-stress boundary permits our one-dimensional soliton solution. There is some experimental evidence that no-stress boundaries are the correct boundary type 1 , and theory predicts that weakly disordered edges at low temperature (T 40 K) have a slip-length on the order of 50 µm. Therefore, it is plausible that, for graphene samples of width at most ∼ 100 µm, a no-stress boundary condition is appropriate, allowing for large u 0 counter-current.
No Background Current
If graphene instead possesses a no-slip boundary condition, a different experimental method will be needed. For this setup, we will not use a background flow u 0 = 0. Then, the boundary conditions are mostly irrelevant, since the fluid velocity is now of order O(u 1 ) = v F and can therefore be made small. For this setup, height measurements are more suitable; after one decay period τ 0 , the height decreases by a factor of 
1.
Following the method proposed by Coelho et al. 45 , we recommend periodically producing a voltage pulse and measuring a set distance away. By averaging over many realizations, it should be possible to obtain a wave profile. This could be repeated at a few locations, thereby measuring the decay rate as a function of downstream position.
This method is likely more difficult experimentally given that it requires taking measurements at multiple locations sequentially. However, it has the benefit of being theoretically sound regardless of graphene's boundary conditions.
VIII. CONCLUSION
Graphene offers a fantastic environment for studying strong-coupling phenomena. Hydrodynamic analysis presents a useful set of tools for analyzing the longwavelength physics in such a clean, strongly-coupled system. The Fermi liquid regime has much in common with ordinary metals and has been the focus of many experiments in graphene; meanwhile, the Dirac fluid regime hosts a number of intriguing phenomena. When graphene is placed in a hydrodynamic regime, the electrons obey relativistic Navier-Stokes equations and can form solitonic solutions. An ordinary perturbation expansion was used to derive the special case of a stationary soliton on a background counter flow. Additionally, a full multiple scales asymptotic analysis was utilized to treat the general case with arbitrary background flow. These methods furnished analytic approximations to the shape and speed of the predicted solitons. This analysis did not deal with the boundary conditions of the fluid flow; this offers an interesting avenue for future research.
By including dissipation in our system, we were able to model the decay of the solitons. The analysis showed that dissipation causes both a decay of the soliton's height as well as its speed. This decay rate offers a means to experimentally measure dissipation in the hydrodynamic regime of graphene. The results of this paper help elucidate the connection between solitons in the Fermi and Dirac regimes of graphene and put forward a new method for measuring hydrodynamically relevant parameters such as the intrinsic conductivity and shear viscosity.
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Appendix A: Thermodynamic Coefficients
Following Lucas and Fong
1 , we can derive the pressure for weak coupling, starting from the grand canonical ensemble for a free Fermi gas in d dimensions
Here, we have Φ G the grand potential, Z = exp −Φ G /k B T the grand partition function, and V the volume. We made use of the fact that, for a free Fermi gas, the grand partition function is separable over modes (A and p): Z = A,p Z A,p . Additionally, we have the excitation energy ε
) the surface area of a unit d − 1-sphere, Γ is the gamma function, and Li d the polylogarithm of order-d + 1. Note that the sum over species runs over spin/valley degeneracy (giving a factor of 4) as well as electrons/holes with q A = ±1. More specifically,
We can develop series/asymptotic expansions in Dirac/Fermi regimes, respectively. In the Dirac regime (µ k B T ), the polylogarithm can be approximated as
for |z| < π, with η the Dirichlet eta function. Thus, the pressure is given by
and the carrier density is
For instance, for d = 2, we find
, an asymptotic expansion of the polylogarithm is given by
for Re{z} 1, while Li s (− exp(−z)) is sub-dominant and therefore can be neglected. Thus, we find
Again, for d = 2, we have
(A12) Thus, we find the following coefficients
When screening is not negligible, these coefficients get renormalized. For instance, the Dirac coefficients for d = 2 and T → 0 become
with α(T ) given in Eq. (24).
Appendix B: General Nondimensionalization
A critical aspect of these derivations was the correct choice of nondimensionalization scheme. Depending on the physical regime of interest (Fermi vs. Dirac) as well as the relative size of terms (e.g., how large is compared to σ Q /e 2 ), different nondimensionalization choices may be appropriate. In order to elucidate the relationship between these various schemes a single, general nondimensionalization can be performed. In this section, we will use a unit system where = v F = k B = l ee = e = 1.
For convenience, the main results are collected here:
(B1) Here, we have defined four parameters 49 : d the spatial dimension, m ∈ Z \ {0}, p ∈ N ≥ 0, and q ∈ N ≥ 0. The parameter m is defined as
and represents the "Dirac" or "Fermi" quality of the system: m > 0 corresponds to increasingly strong "Dirac"-character while m < 0 is more "Fermi"-like. The parameter p measures the importance of the shear terms η: if p = 0, the shear terms enter our first-order correction equations, while p > 0 enters at the (p + 1)-order correction equations and thus are not considered in our analysis. Likewise, the parameter q measures the importance of the conductive terms σ Q : if q = 0, the conductive terms enter our first-order correction equations, while q > 0 are higher order. The KdV-Burgers coefficients specified in appendices E and F and throughout the paper assume p = q = 0. When using other choices of p and q, it is important to replace η → ηδ p,0 , ζ → ζδ p,0 O ζ /O η , and σ Q → σδ q,0 . This ensures that only the relevant dissipative coefficients appear.
Note that we have specified O(u) = 1 to allow for large background flows O(u 0 ) = 1. Nevertheless, these results still apply if u 0 = 0 (no background flow), in which case u ∼ u 1 and O(u) = . Additionally, these nondimensionalizations assume that u < 1 is small enough
Finally, note that we have assumed O η ≥ O ζ .
Parameter Choice
For concreteness, the main paper utilizes a Dirac regime nondimensionalization of m = 1 and p = q = 0 with O η = 1 and O σ Q = 1/2 .
We also highlight additional terms in the multiple scales expansion arising from the Fermi regime. These come about from a nondimensionalization with m = −1 and
The alternate derivation for small mentioned in section VII would correspond to m = p = 1 and q = 0 with O η = O σ Q = 1.
It is worth highlighting that different choices of O σ Q
and O η do not affect the calculated results or observables (cf., appendix B 3). Likewise, the parameters m, p, and q have minimal, straightforward effects on the results: p determines whether η and ζ terms appear in G ; q determines if σ Q appears in G ; and m determines affects to form of P 1 , and thus F 50 . Otherwise, the results are independent of the choice of m, p, and q. To wit, these choices do not even affect the -order of observable quantities; see appendices E and F.
Using the definition of A, it is easy to check that κ ≥ 1 satisfies O(κ) = −1/2−q O σ Q O(α) ≥ 1; this provides a constraint on the allowed parameters. For = 0.01, q = 0, and O σ Q = 1/2 used throughout the main text, we find O(κ) = 1, consistent with our choice of κ = 4.
Entropy Divergence
In section VI C, we found that the entropy divergence only depended on the η and ζ terms to this order. Using our expressions for the generalized nondimensionalization, we can investigate what occurs for different parameter regimes.
Recall that Eq. (104) showed that
Restricting our attention, as usual, to u < 1 such that
Thus, using the results from appendix B, we have
Here, the terms in the square brackets represent the η, ζ, σ Q E 2 x , σ Q E x ∂ x µ, and σ Q (∂ x µ) 2 terms respectively. Hence, we recognize that increasing p causes the η and ζ terms to be less relevant, while increasing q does the same to the σ Q terms. Furthermore, the leading factor of µ/T for the σ Q terms in Eq. (104) causes these terms to be higher order when m > 0 (i.e., when µ/T is small), as expected. Finally, note that Eqs. B1 were defined under the assumption O η ≤ O ζ , so O ζ /O η in Eq. (B4) can be, at most, unity.
Order of Dissipative Coefficients
Notice that we have left O σ Q and O η undetermined. There is some subtlety in choosing these parameters. This most obvious manner to proceed involves using existing theoretical predictions 1 for their magnitude:
Dirac .
with α ≈ 4/ ln 10 4 K/T . Ignoring logarithmic corrections, these will then generate compatibility conditions on the parameters m, p, and q. Nevertheless, such a choice is only valid in the infinitesimal limit: we must assume is small enough that all the numerical prefactors-like 3/64π ≈ 0.015 for η in the Dirac regime-are considered order-1 (i.e., O 0 ). If is large enough that, for instance, 3/64π ≈ , then this assumption breaks down. Alternatively, one could instead calculate the numerical values forσ Q andη from the existing theories. For instance, in section III, we calculatedσ Q = 0.26 for our choices of parameters. This value can then be compared to the expected value of to determine the correct scaling. Continuing our example, assuming ≈ 0.01, we found σ Q ≈ 1/2 . While this method is somewhat more ad hoc than the previously described one, it has the benefit that it is now valid in a neighborhood of the desired rather than for solely infinitesimal . This is the method used in the main text since we are considering small but finite.
Derivation: Dominant Balance
Now, we will derive the results given at the beginning of appendix B. These results follow from the application of dominant balance.
First, we define a small nondimensional parameter 1 as our expansion parameter: that is, all terms will be expanded in integer powers of as y = y 0 + y 1 + . . .. Further, we will assume that all leading order quantities are uniform in space and constant in time (i.e., y(x, t) = y 0 + y 1 (x, t) + . . .). This implies that derivatives will always generate one extra factor of :
Next, we introduce the parameter m ∈ Z \ {0} as
We require that m be an integer since it enters in an asymptotic expansion of the equation of state P (µ, T ); since our main equations are expanded in integer powers of , we must also have this asymptotic expansion in integer powers of . Also, notice we used the square of µ/T ; it is easily seen that the asymptotic expansion of P (µ, T ) only involves even powers of µ/T since it is an even function of µ/T . 
. Now, we begin using dominant balance to impose restrictions based on our desire that certain terms appear at certain orders. Here, we must use some foresight about which terms the equations will contain. To ensure that we have wavelike solutions, we want the terms appearing in the leading order equations to match those in section V. Since we want the dispersive electromagnetic terms d 1 d 2 ∂ 3 x n to appear at as first-order corrections, this means the nondispersive electromagnetic term ∂ x n must appear at leading order. Thus, the two electromagnetic terms must differ by one factor of : this imposes O d i = 1/2 /O ∂ x ; this is our first assumption. Requiring the nondispersive electromagnetic term to enter at leading order enforces O ∂ x P = O An∂ x n yielding our second assumption:
Next, we wish the leading order equations to be satisfied even if u 0 = 0. Setting u 0 = 0 and performing a dominant balance on the leading charge conservation equation Eq. (71a) gives O ∂ t = O(u)O ∂ x , our third requirement. Another dominant balance on the leading momentum conservation equation Eq. (71b) yields O(u) = 1, our fourth and final requirement.
Moving onto the shear-and bulk-viscosity terms, we introduce a second parameter p ∈ N ≥ 0. This parameter is defined such that p = 0 ensures the shear/bulk viscosities appear in our first-order correction equations, p = 1 would push these terms to second-order corrections, and so on. Since we are only concerned with first-order corrections, this means shear/bulk viscosity is relevant for p = 0 and irrelevant for p > 0. This is implemented by imposing
p+1 O P /O η . Finally, we introduce one more parameter q ∈ N ≥ 0 controlling the order at which the intrinsic conductivity σ Q appears. Similar to the parameter p, the parameter q = 0 yields σ Q terms at first-order while q > 0 corresponds to higher-order terms (which will be neglected in this analysis). It is easy to check that of the two σ Q terms, the electromagnetic term O F νρ u ρ =
O A∂ x n is always larger than the thermoelectric term O T ∂ x (µ/T ) ≤ O A∂ x n . Thus, we introduce the pa-
An . This implies
Using these various relations reproduces the results given at the beginning of appendix B.
Appendix C: Adiabatic System
Here, we can utilize the same nondimensionalization laid out in appendix B for the isothermal system. This follows because the derivation in appendix B 4 required that the leading order equations still be satisfied when u 0 = 0. However, it is easy to show that the leading order energy conservation equation Eq. (C15b) is equivalent to the leading order charge conservation equation Eq. (C15a) combined with the isothermal relation between P and n. Thus, the leading order, u 0 = 0 adiabatic system is equivalent to the leading order, u 0 = 0 isothermal system, and the previous nondimensionalization carries over.
Here, we will redo the multiple scales derivation using the adiabatic assumption. Therefore, we will now include the energy conservation equation Eq. (10) and allow T to vary dynamically. As we did in section V, we expand all of the dynamic variables (including T ) in a perturbation expansion.
Perturbative Thermodynamics
We will be using the thermodynamic relationships of section II C to write µ and T in terms of n and P . Expand-ing the thermodynamic variables and collecting powers of yields the following relations for the Dirac regime:
(Dirac: 4)
Similarly, for the Fermi regime, we find
In the Dirac regime, we can invert these relations to write µ and T in terms of P and n, treating these as the independent variables at each order. However, in the Fermi regime, this perturbation expansion introduces a peculiarity. The P 0 and n 0 equations don't contain T 0 ; therefore, rather than giving the value of T 0 , these equations provide a constraint on P 0 and n 0 :
Similarly, the P 1 (x, t) and n 1 (x, t) equations only depend on a single dynamical variable µ 1 (x, t) (but not T 1 (x, t)); therefore, these also give a restriction on P 1 and n 1 to ensure that T 0 (x, t) = T 0 is independent of x and t:
This requirement will be utilized later.
Conservation Equations
Leading Order Equations
This wave equation has solutions f (x + v 0 t 0 ) + g(x − v 0 t 0 ) with v 0 given by
.
(C18) We will take the (+) sign so that v 0 = v (+) 0 ; the other can be recovered by taking u 0 → −u 0 and v 0 → −v 0 . Further, we restrict to unidirectional solutions u 1 (x, t 0 , t 1 ) = f (x± v 0 t 0 , t 1 ) for a definite choice of ±; here, we choose (+) as well-the other propagation direction can be recovered by taking v 0 → −v 0 .
For stationary perturbations (v 0 = 0), we can solve for u 0 :
Here, we have arbitrary functions F 1 (t 1 ), F 2 (t 2 ), and F 3 (t 2 ); by imposing boundary conditions n 1 = 0 at x = ±∞, we set F 1 = 0. We will allow U 1 (t 2 ) := F 2 (t 2 ) to remain arbitrary; this uniform background current can be superimposed on the soliton solution as in section IV if desired. 53 In the Dirac regime, we can impose P 1 = 0 at x = ±∞ to set F 3 = 0; however, for the Fermi regime, requiring that T 0 (x, t) = T 0 independent of (x, t) restricts the relationship between P 1 and n 1 . Hence, we will write F 3 as
are left with the desired compatibility equation:
see appendix F for the functional form of the coefficients.
) represents the Korteweg-de
Vries-Burgers equation without σ Q terms. It is interesting to note the similarities and differences between the adiabatic KdV-Burgers coefficients (appendix F) and the isothermal coefficients (appendix E). For most of the coefficients (A , B , and C ), the adiabatic coefficients are identical to the isothermal Fermi (m = −1)
2 ); the adiabatic Dirac case is completely absent (δ m,−1 ) compared to the isothermal Dirac case. Interestingly, the adiabatic η and ζ terms in G matches the isothermal Fermi terms, while the adiabatic σ Q term matches the isothermal Dirac one.
Solving the Compatibility Equation
In the Fermi regime (m = −1), the compatibility equation Eq. (C25) no longer has the simple, decaying soliton solution derived in section IV F. This can certainly be solved numerically. Additionally, we can generate an approximate solution if we assume that O σ Q 1, (but to prevent them from falling to the next order in our perturbation expansion) and use the same trick as we did in section IV F. Namely, we factor out a small parameter δ ∼ O σ Q from σ Q = δσ Q . Then, O σ Q = 1, and we can expand in factors of δ.
Then, another short multiple scales expansion for n 1 can be done in δ = O G/A . In order to be consistent with our original perturbation series, we require that δ 1. As usual, we expand n 1 as n 1 = n
1 + δn
and ∂ t1 = ∂ τ0 + δ∂ τ1 . Then, to leading order, we have
This is satisfied by the KdVB equation, .
As mentioned above, we have assumed 1
At next order in δ, we must allow the constant c 1 (0) to become time-dependent on a slow time-scale c 1 (0) = c 1 (0, τ 1 ). Now, our equation is 
In the last line, we used the fact that n 
As before, we note that L 0 and −L 1 are adjoints:
Thus, we get the compatibility condition
which yields the equation 
with c 1 (0, 0) the initial value of the parameter c 1 (t 0 , t 1 ).
Combined with the result for c 1 (t 0 , t 1 ) (Eqs. (C30) and (C31)), c 1 (t 0 , t 1 ) = c 1 (0, t 1 )
we now have a complete solution.
Appendix E: Isothermal KdV-Burgers
All quantities are expressed in dimensional form; to get the dimensionless expressions, simply set v F = = l ee = k B = e = 1 and remove all factors of . See appendix A for the values of C 0 and C 1 and appendix B for the O expressions.
=
with A = 2γ 
If we impose v 0 = 0, then the coefficients take the form given in Eq. (56). If instead we impose u 0 = U 1 = 0, they take the form 
with A = 2γ
If we impose v 0 = 0, then the coefficients take the form given in Eq. (56). If instead we impose u 0 = U 1 = 0, they take the form
Note that it is possible to generate a stationary soliton by appropriate choice of F1 instead, though the resulting coefficients will be different. 25 A few terms were simplified using Kronecker deltas in appendices E and F. For instance, substituting the dimensional expressions into G generates an −q term multiplying σQ and an −p term multiplying η and ζ. However, these can be neglected: as mentioned at the end of appendix B, σQ carries an implicit δq,0 while η and ζ have implicit δq,0 and δq,0O ζ /O η , respectively. Similarly, the thermodynamic contribution of F has a factor of 
