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Abstract
The two matrix equations Xs + ATX−tA = In and Xs − ATX−tA = In are studied.
Based on the fixed-point theory, the existence of the symmetric positive definite solutions are
proved. Sensitivity analysis of the maximal solution is presented. Some elegant estimates of
the positive definite solutions are obtained. Three iterative methods for computing the positive
solutions are proposed.
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1. Introduction
We consider the two matrix equations
Xs + ATX−tA = In (1.1)
and
Xs − ATX−tA = In, (1.2)
where In is the n× n identity matrix and A is an n× n invertible real matrix, s and
t are natural numbers. We mainly discuss the symmetric positive definite solutions
of Eqs. (1.1) and (1.2).
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The case that s = t = 1 has been investigated considerably. The symmetric positive
definite solutions of the equation have been systematically studied by several authors,
such as Anderson [1], Ran and Engwerda [2,3], Guo and Lancaster [4], Xu [8], Zhan
[9,10] and the author [11]. And the existence conditions for the solutions are derived.
Moreover, the effective iterative methods for computing the solutions are proposed.
Ivanov and his coauthors [5,6,16] study the case that s = 1, t = 2 and s = 1,
t = n. The method they use is by constructing iterative methods to produce Cauchy
sequences, proposing iterative methods together with deriving the existence condi-
tions of the solutions. It is evident that the study for the properties of the solutions
and numerical analysis should be done systematically and deeply.
We start with some notations which we use throughout this paper. The symbol
Rn×n denotes the set of n× n real matrices, and the symbol Hn×n denotes the set
of n× n real symmetric matrices. We use ‖ ‖2 to denote the spectral norm, and ‖ ‖F
is the Frobenius norm; λmin(H) and λmax(H) stand for the minimal and maximal
eigenvalue of the real symmetric matrixH, respectively; ForA = (a1, a2, . . . , an) =
(aij ) ∈ Rn×n and a matrix B, A⊗ B = (aijB) is a Kronecker product; vecA is
a vector defined by vecA = (aT1 , . . . , aTn )T. The notation P  Q(P > Q) means
that P and Q are real symmetric matrix and P −Q is positive semidefinite (defi-
nite) matrix. Particularly, P > 0 denotes that P is a real symmetric positive definite
matrix.
2. The properties of the solutions
In this section we discuss the properties of the symmetric positive definite solu-
tions of Eqs. (1.1) and (1.2), including existence, uniqueness and estimates of the
solutions.
2.1. The symmetric positive definite solutions of Eq. (1.1)
We consider the simplest case of Eq. (1.1): n = 1. Then the equation turns into
xs+t − xt + a2 = 0. (2.1)
Let
ξ∗ =
(
t
s + t
)1/s
. (2.2)
It is easy to verify that the necessary and sufficient condition for the existence of
the positive real root of Eq. (2.1) is
a2  ξ t∗ − ξ s+t∗ = ξ t∗
s
s + t .
Thus, in this subsection we assume that A satisfies
‖A‖22 < ξt∗
s
s + t . (2.3)
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Consider the polynomial equations
xs+t − xt + λmax(ATA) = 0, (2.4)
xs+t − xt + λmin(ATA) = 0. (2.5)
By (2.3) we know that Eq. (2.4) has two positive real roots α2 < β1, Eq. (2.5) has
two positive real roots α1 < β2. It is easy to prove that
0 < α1  α2 < ξ∗ < β1  β2 < 1. (2.6)
We define matrix sets as following:
S1 =
{
XT = X |α1In  X  α2In
}
, (2.7a)
S2 =
{
XT = X |β1In  X  β2In
}
, (2.7b)
S0 =
{
XT = X |α2In < X < β1In
}
. (2.7c)
Theorem 2.1. Suppose that A satisfies (2.3). Then Eq. (1.1) (i) has a solution in
S1; (ii) has a solution in S2; (iii) has no solution in S0.
To prove this theorem, we first give a preliminary lemma.
Lemma 2.1. Let M be an n× n real symmetric positive definite matrix. Then there
exists a unique symmetric positive definite matrix W satisfying Wt = M.
Remark 2.1. We denote the above-mentioned W as M1/t .
Proof of Theorem 2.1. Consider the mapping φ1: φ1(X) = [A(In −Xs)−1AT]1/t ,
which is continuous in S1. Note that S1 is a bounded closed convex set.
If X ∈S1, then
λmin(φ1(X))=
[
λmin(A(In −Xs)−1AT)
]1/t

{
1
1 − αs1
λmin(A
TA)
}1/t
= α1,
λmax(φ1(X))=
[
λmax(A(In −Xs)−1AT)
]1/t

{
1
1 − αs2
λmax(A
TA)
}1/t
= α2.
So φ1 mapsS1 intoS1, by Brouwer fixed-point theorem [12, p. 118], we know that
φ1 has a fixed point in S1. For X = φ1(X) in S1 is equivalent to Eq. (1.1), thus
(1.1) has a solution in S1.
Consider the mapping φ2 : φ2(X) = [In − ATX−tA]1/s . Using the preceding
method we can prove that φ2 has a fixed point in S2, so Eq. (1.1) has a solution
in S2.
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Finally, we assume that X is any symmetric positive definite solution of Eq. (1.1).
Then we have
λmin(X
s) = 1 − λmax(ATX−tA)  1 − λmax(ATA)/λtmin(X),
which shows that either λmin(X)  α2 or λmin(X)  β1, so Eq. (1.1) has no solution
in S0. 
Theorem 2.2. Suppose that A satisfies (2.3). Then the solution of Eq. (1.1) in S2
is unique.
Proof. Here we use reduction to absurdity to prove this theorem. Let X, Y ∈S2 be
two different solutions of Eq. (1.1). Then
Xs − Y s = AT(Y−t −X−t )A.
Notice that
Xs − Y s =
s−1∑
k=0
Xk(X − Y )Y s−1−k,
Y−t −X−t = X−t (Xt − Y t )Y−t
= X−t
(
t−1∑
k=0
Xk(X − Y )Y t−1−k
)
Y−t
= X−1(X − Y )Y−t +X−2(X − Y )Y−t+1
+ · · · +X−t (X − Y )Y−1,
then we have
‖Xs − Y s‖F =
∥∥∥∥∥
(
s−1∑
k=0
Y s−1−k ⊗Xk
)
vec(X − Y )
∥∥∥∥∥
2
 sξ s−1∗ ‖X − Y‖F,
‖Y−t −X−t‖F =
∥∥∥∥∥
t∑
k=1
X−k(X − Y )Y−t−1+k
∥∥∥∥∥
F
 t
ξ t+1∗
‖X − Y‖F,
thus
sξ s−1∗ ‖X − Y‖F 
t‖A‖22
ξ t+1∗
‖X − Y‖F.
So
‖X − Y‖F  t
s
· 1
ξ t+s∗
‖A‖22‖X − Y‖F < ‖X − Y‖F,
which is a contradiction, and therefore, Eq. (1.1) has a unique solution in S2. 
Remark 2.2. We call the unique solution of Eq. (1.1) the maximal solution, which
is denoted by Xmax. Combining Lemma 2.1 and Theorem 2.1 with Theorem 2.2, we
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get the following result: if X is a symmetric positive definite solution of (1.1) and
X /= Xmax, then
λmin(X)  α2 < ξ∗.
i.e., ‖X−1‖2  1/α2, which shows that the inverse operation for X may be ill-con-
ditioned.
Remark 2.3. Consider A = diag(d1, . . . , dn), di /= 0, i = 1, . . . , n. Then we know
Eq. (1.1) may have many symmetric positive definite solutions. Yet the solutions of
Eq. (1.1) in S2 are well-conditioned with regard to inverse operation:
‖X‖2 < 1, ‖X−1‖2  1/ξ∗ =
(
1 + s
t
)1/s
. (2.8)
2.2. The symmetric positive definite solutions of the Eq. (1.2)
Theorem 2.3. Given an n× n real matrix A, Eq. (1.2) has a symmetric positive
definite solution.
Proof. We define a matrix set
S = {XT = X | In  X  (1 + ‖A‖22)1/sIn}. (2.9)
Then S is a bounded closed convex set. We consider the mapping φ:
φ(X) = [In + ATX−tA]1/s, (2.10)
then φ is a continuous mapping in S. If X ∈S, then we have
λmin(φ(X))  1,
λmax(φ(X)) =
[
λmax(In + ATX−tA)
]1/s  [1 + λmax(ATA)]1/s,
which show that the continuous mapping φ mapsS intoS. By Brouwer fixed-point
theorem, φ has a fixed point in S, thus Eq. (1.2) has a solution in S. 
Theorem 2.4. If ‖A‖22 < s/t, then Eq. (1.2) has a unique symmetric positive defi-
nite solution.
Proof. Let X, Y ∈S be two different solutions of Eq. (1.2). Then X  In, Y  In.
Further
Xs − Y s = ATX−t (Y t −Xt)Y−tA = −AT
(
t∑
k=1
X−k(X − Y )Y−t−1+k
)
A.
Notice that
‖Xs − Y s‖F  s‖X − Y‖F,
‖X−t − Y−t‖F  t‖X − Y‖F,
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so we have
‖X − Y‖F  t
s
‖A‖22‖X − Y‖F < ‖X − Y‖F.
This contradiction shows that Eq. (1.2) has a unique symmetric positive definite so-
lution. 
Remark 2.4. Contrasting Theorem 2.3 with Theorem 2.4 we find that Theorem 2.4
has a condition: ‖A‖22 < s/t. We guess this condition could be eliminated, but we
have not proved it at present.
Let X be any symmetric positive definite solution of Eq. (1.2). It is easy to verify
that
In < X 
[
1 + λmax(ATA)
]1/s
In.
The following result strengthens the above estimate.
Theorem 2.5. The symmetric positive definite solution of Eq. (1.2) satisfies
αIn  X  βIn, (2.11)
where α and β are the positive solutions of the equations{
αs = 1 + 1
βt
λmin(ATA),
βs = 1 + 1
αt
λmax(A
TA).
(2.12)
Proof. We define sequences as following:
α0 = 1, β0 =
[
1 + λmax(ATA)
]1/s
,
αk =
[
1 + 1
βtk−1
λmin(A
TA)
]1/s
, (2.13)
βk =
[
1 + 1
αtk
λmax(A
TA)
]1/s
, k = 1, 2, . . .
It is easy to verify
(i) {αk}∞k=0 is monotonically increasing sequence, {βk}∞k=0 is monotonically de-
creasing sequence.
(ii) The symmetric positive definite solution of Eq. (1.2) satisfies
αkIn  X  βkIn, k = 0, 1, . . .
Let
α = lim
k→∞αk, β = limk→∞βk.
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Then
αIn  X  βIn.
By taking the limit for both sides of Eq. (2.13) we know that α, β satisfy (2.12) and
1  α  β. 
3. The sensitivity analysis of the maximal solution of Eq. (1.1)
In this section we consider the sensitivity analysis of the maximal solution of
Eq. (1.1).
Let A(τ) = A+ τE, τ is a real parameter, E is a real n× n matrix. Consider the
equation
Xs + A(τ)TX−tA(τ) = In. (3.1)
Let
F(X, τ) = Xs + A(τ)TX−tA(τ)− In,
and let Xmax be the maximal solution of (1.1). Then:
(i) F(Xmax, 0) = 0.
(ii) For Xs and X−t are the polynomial or rational function of the elements of X,
thus F(X, τ) is arbitrarily differentiable in the neighborhood of (Xmax, 0).
(iii)
∂F
∂X
∣∣∣∣
(Xmax,0)
=
s−1∑
k=0
Xkmax ⊗Xs−1−kmax − (AT ⊗ AT)
(
X−tmax ⊗X−tmax
)
×
t−1∑
k=0
Xkmax ⊗Xt−1−kmax .
Remark 3.1. The introduction of ∂F/∂X is similar to [17]. It is obvious that if
σmin(M) stands for the smallest singular value of M, then
σmin
(
∂F
∂X
∣∣∣∣
(Xmax,0)
)
 λmin
(
s−1∑
k=0
Xkmax ⊗Xs−1−kmax
)
−
∥∥∥∥∥(AT ⊗ AT)
t−1∑
k=0
X−t+kmax ⊗X−1−kmax
∥∥∥∥∥
2
 sξ s−1∗ − ‖A‖22
t
ξ t+1∗
> 0.
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Thus
det
(
∂F
∂X
∣∣∣∣
(Xmax,0)
)
/= 0.
Consequently by implicit function theory [13], there exists δ > 0 such that if τ ∈
(−δ, δ), there is a unique X(τ) satisfying
(i) F(X(τ), τ ) = 0, X(0) = Xmax.
(ii) X(τ) is arbitrarily differentiable with regard to τ.
So X(τ) has the expansion
X(τ) = Xmax+ X˙ (0)τ + O(τ 2). (3.2)
For
X(τ)s + A(τ)TX(τ)−tA(τ) = In, (3.3)
we take derivative for both sides of (3.3) with regard to τ, then let τ = 0, we get
s−1∑
k=0
XkmaxX˙(0)Xs−1−kmax −
t−1∑
k=0
ATX−t+kmax X˙(0)X−1−kmax A
= −(ETX−tmaxA+ ATX−tmaxE). (3.4)
Let
T1 =
s−1∑
k=0
Xs−1−kmax ⊗Xkmax, (3.5)
T2 =
t−1∑
k=0
(
X−k−1max A
)T ⊗ (ATX−t+kmax ), (3.6)
M = −[In ⊗ (ATX−tmax)+ ((X−tmaxA)T ⊗ In)], (3.7)
where  is an n2 × n2 permutation matrix satisfying vec(E) = vec(ET). Then
(T1 − T2)vec(X˙(0)) = Mvec(E). (3.8)
We can derive the Rice condition number [15] of Xmax:
KX = lim
τ→0+
sup
E
{‖X(τ)−Xmax‖F
‖Xmax‖F
/(
τ‖E‖F
‖A‖F
)}
= sup
E
{‖X˙(0)‖F
‖E‖F ·
‖A‖F
‖Xmax‖F
}
= ‖(T1 − T2)−1M‖2 · ‖A‖F‖Xmax‖F . (3.9)
X.-G. Liu, H. Gao / Linear Algebra and its Applications 368 (2003) 83–97 91
Although (3.9) gives the expression of Rice condition number, yet its computation
is a difficult problem. Next we give the upper bound estimate of KX.
‖(T1 − T2)−1M‖2  ‖(In2 − T −11 T2)−1‖2 · ‖T −11 M‖2
 1
1 − ‖T −11 T2‖2
‖T −11 M‖2 (3.10)
 1
1 − ‖T −11 ‖2‖T2‖2
‖T −11 ‖2‖M‖2

2‖T −11 ‖2
1 − ‖T −11 ‖2‖T2‖2
· ‖X−tmaxA‖2

2‖T −11 ‖2
1 − ‖T −11 ‖2‖T2‖2
· ‖X−t/2max ‖2‖In −Xsmax‖1/22
 2
sαs−12 − tαt+12 ‖A‖
2
2
·
√
1 − αs2
αt2
.
Thus
KX 
‖A‖F
‖Xmax‖F ·
2αt+12
sαs+t2 − t‖A‖22
·
√
1 − αs2
αt2
(3.11)
 ‖A‖F√
n
· 2α
t/2
2
sαs+t2 − t‖A‖22
·
√
1 − αs2. (3.12)
The upper bound ofKX given by (3.12) is easier to compute. By computing some
simple examples we see that the upper bound given by (3.10) is more close to the
value of KX.
Eq. (3.2) gives the first order expansion of Xmax. Next we study algebraic pertur-
bation theory.
Let Aˆ = A+A, assuming
‖'A‖2 <
√
s
s + t ξ
t/2∗ − ‖A‖2. (3.13)
By Weyl theorem on the singular value perturbation [7], we have
‖Aˆ‖22 < ξt∗
s
s + t .
Thus the equation
Xˆs + AˆTXˆ−t Aˆ = In (3.14)
must have the maximal solution Xˆmax, satisfying
αˆ2In  Xˆmax  βˆ2In, (3.15)
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where αˆ2 is the maximal positive root of the equation
αs+t − αt + λmax(AˆTAˆ) = 0, (3.16)
βˆ2 is the maximal positive root of the equation
βs+t − βt + λmin(AˆTAˆ) = 0. (3.17)
It is easy to get
Xsmax − Xˆsmax =AT
(
Xˆ−tmax −X−tmax
)
A+'ATXˆ−tmaxA
+ATXˆ−tmax'A+'ATXˆ−1max'A. (3.18)
Let
Tˆ1 =
s−1∑
k=0
Xˆs−1−kmax ⊗Xkmax, (3.19)
Tˆ2 =
t∑
k=1
Xˆ−t−1+kmax ⊗X−kmax. (3.20)
Then
‖Tˆ −11 ‖2 
{
s−1∑
k=0
αk2 αˆ
s−1−k
2
}−1
 1
sξ s−1∗
, (3.21)
‖Tˆ2‖2 
t∑
k=1
1
αk2
· 1
αˆt+1−k2
 t
ξ t+1∗
. (3.22)
Thus
1 − ‖A‖22‖Tˆ −11 ‖2‖Tˆ2‖2 > 0. (3.23)
Using the above technique we can derive
Theorem 3.1. If 'A satisfies (3.13), then
‖Xˆmax −Xmax‖F  ‖Tˆ
−1
1 ‖2
1 − ‖A‖22‖Tˆ −11 ‖2‖Tˆ2‖2
[
2
√
1 − αs2
αˆt2
‖'A‖F + ‖'A‖
2
F
αˆt2
]
.
(3.24)
Remark 3.2. Substituting (3.21) and (3.22) into (3.24), we can get a weak estimate
‖Xˆmax −Xmax‖F  1
sξ s−1∗ − t‖A‖22/ξ t+1∗
[
2
√
1 − αs2
αˆt2
‖'A‖F + ‖'A‖
2
F
αˆt2
]
.
(3.25)
This upper bound is easy to compute.
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4. The sensitivity analysis of the symmetric positive definite solution of Eq. (1.2)
Consider the single parameter perturbation of A: A(τ) = A+ τE and equation
X(τ) = In + A(τ)TX−tA(τ). (4.1)
Let X be the symmetric positive definite solution of Eq. (1.2). By implicit function
theorem we can prove: there exists δ > 0, while τ ∈ (−δ, δ), there is a unique X(τ)
satisfying
(i) X(τ)s = In + A(τ)TX(τ)−tA(τ).
(ii) X(0) = X. (4.2)
(iii) X(τ) is arbitrarily differentiable with regard to τ . Consequently X(τ) has the
expansion
X(τ) = X+ X˙ (0)τ + O(τ 2). (4.3)
Let
J1 =
s−1∑
k=0
Xk ⊗Xs−1−k, (4.4)
J2 = (AT ⊗ AT)
t∑
k=1
X−k ⊗X−t+k−1, (4.5)
we take derivative for (4.2) with regard to τ, then let τ = 0, we get
(J1 + J2)vec(X˙(0)) = vec(ATX−tE + ETX−tA). (4.6)
Let
N = In ⊗ (ATX−t )+
[
(ATX−t )T ⊗ In
]
, (4.7)
we can get the Rice condition number of X as Section 3:
KX = ‖(J1 + J2)−1N‖2 · ‖A‖F‖X‖F . (4.8)
We give the upper bound of the expression (4.8) to simplify operation. Let ξ0 be
the unique positive root of the equation
xs+t − xt = λmax(ATA). (4.9)
For
λsmax(X)  1 +
λmax(A
TA)
λtmax(X)
,
thus
λmax(X)  ξ0. (4.10)
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As λmin(X)  1, so
λmin(J1)  s, (4.11)
λmin(J2)  λmin(ATA)
t
ξ t+10
, (4.12)
‖N‖2  2‖X−tA‖2 = 2‖Xs − In‖1/22  2(ξ s0 − 1)1/2,
consequently
KX 
2
√
ξ s0 − 1
s + t
ξ t+10
λmin(ATA)
. (4.13)
But
ξ0  [1 + λmax(ATA)]1/s, (4.14)
thus the symmetric positive definite solution of Eq. (1.2) is generally well-condi-
tioned.
5. Iterative methods for computing the positive definite solutions
To compute the maximal solution of Eq. (1.1), we suggest using the following
iteration:{
Xk+1 =
[
In − ATX−tk A
]1/s
,
X0 = β1In. (5.1)
For φ2 : φ2(X) = [In − ATX−tA]1/s ,X1  X2 > 0 implies φ2(X1)  φ2(X2), thus
φ2 is an increasing operator in S2, thus by the increasing operator fixed-point theo-
rem [12, p. 243] we know that the sequences {Xk} converge to Xmax.
We suggest the following iteration to solve Eq. (1.1) in S1:{
Xk+1 =
[
A(In −Xsk)−1AT
]1/t
,
X0 = α1In. (5.2)
Notice that φ1: φ1(X) = [A(In −Xs)−1AT]1/t is an increasing operator inS1, thus
by the increasing operator fixed-point theorem [12, p. 243] we know the sequences
{Xk} converge to the minimal solution of Eq. (1.1) in S1.
For Eq. (1.2), we consider the recurrence:{
Xk+1 =
[
In + ATX−tk A
]1/s
,
X0 = In. (5.3)
Notice that φ: φ(X) = [In + ATX−tA]1/s is not an increasing operator, but ψ =
φ(φ) is an increasing operator in S, thus the sequences {X2k} created by (5.3) con-
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verge to the minimal fixed point X∗ of ψ in S. Moreover, for X2k+1 = φ(X2k), φ
is a continuous operator, so {X2k+1} converge to Xˆ = φ(X∗). Thus
X∗ = φ(Xˆ), Xˆ = φ(X∗).
On the one hand, the fixed point of φ is also that of φ(φ). Consequently, if X∗
is the fixed point of φ, then Xˆ = X∗, i.e., (5.3) convergence in this case. On the
other hand, if ‖A‖22 < s/t, then φ is strictly compression mapping, thus Xˆ = X∗.
The iteration (5.3) converge to the unique symmetric positive definite solution of Eq.
(1.2).
Notice that in each iteration of (5.1)–(5.3) the mth root (m = s or m = t) of the
symmetric positive definite matrices must be computed. For m = 2, we have already
had some numerical methods [14]. Form > 2 the following algorithm based on spec-
tral decomposition is suggested.
Algorithm. Let M be n× n symmetric positive definite matrix, the following
method is used to compute n× n symmetric positive definite matrix W satisfying
Wm = M.
(1) Working out the spectral decomposition of M: M = Qdiag(λ1, . . . , λn)QT,
where Q is n-order orthogonal matrix.
(2) W = Qdiag(λ1/m1 , . . . , λ1/mn )QT.
Remark 5.1. To work out the spectral decomposition of M, we may use the stan-
dard spectral decomposition program, such as QL algorithm. To solve λ1/mj we may
use the standard extracting root algorithm, such as Newton iteration.
6. Numerical experiments
We have made numerical experiments to compute the maximal solution of Eq.
(1.1) inS2. The solution was computed for different matrices A and different values
of s and t . All computations were performed on a PENTIUM 200 MHz computer.
All programs were written in MATLAB, version 5.3. We denote
εk+1(X) = ‖Xk+1 −Xk‖∞, k = 0, 1, . . .
We use the stopping criterion εk+1(X) < 1.0e − 8.
Example 1. Consider Eq. (1.1) with
A =
(
0.33 0.25
0.20 0.50
)
.
We choose s = 3, t = 1 and for this example the condition (2.3) is satisfied: ‖A‖22 =
0.4307 < 0.4725 = ξ t∗[s/(s + t)].
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Consider the iterative method (6.1). We obtain β1 = 0.7541, then seven iterations
are required for computing Xmax. In this case we obtain a monotonically increasing
sequence which converges to the solution Xmax.
Consider the iterative method (6.2). We get α1 = 0.0307, then 18 iterations are
required for computing Xmin. In this case we obtain a monotonically increasing se-
quence which converges to the solution Xmin.
Example 2. Consider Eq. (1.1) with
A =


0.01 0.02 0.03 0.04
0.01 0.225 0.12 0.02
0 0.09 0.07 0.03
0.12 0.01 0.02 0.19

 .
We choose s = 3, t = 2 and for this example we can verify that the condition (2.3)
is satisfied (‖A‖22 = 0.0854 < 0.3257 = ξ t∗[s/(s + t)]).
Consider the iterative method (6.1). We get β1 = 0.9687, then five iterations are
required for computing Xmax. In this case we obtain a monotonically increasing se-
quence which converges to the solution Xmax.
Consider the iterative method (6.2). We get α1 = 2.9258e − 004, then seven it-
erations are required for computing Xmin. In this case we obtain a monotonically
increasing sequence which converges to the solution Xmin.
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