A parallel multi-frontal solver is developed for finite element analysis of arc-welding process, which entails phase evolution, heat transfer, and deformations of structures. We verify the code, which is implemented using the hyper-elastoplastic formulation based on Simo and Miehe, via comparison to a commercial code, SYSWELD. Attention is focused on the implementation of the parallel solver using MPI library, on the speedup by parallel computation, and on the effectiveness of the solver in welding applications.
Introduction
Arc-welded structures are widely used in ship constructions, heavy industries, nuclear power plants, etc. The structural analysis of arc-welded structures has been an important concern because of structural integrity and quality control. Finite element method has been a major method of structural analysis and heat transfer of the arc-welding process since Pavelic et al. 1) and Ueda The outline of the paper is as follows. Firstly, a brief review of finite element formulation for arc-welding process is given in Section 2, and the implementation of a parallel frontal solver developed for FEA of arc-welding process is given in Section 3.
In Section 4, a numerical test for butt-welding process is provided to demonstrate the effectiveness of parallel computation.
Finite element implementation of arc-welding process
Among the recent advancements in finite element implementation of arc-welding process, the kinetic model of Leblond and Devaux 3) for metallurgical transformations in steels and the constitutive model of Leblond et al. 4) and Leblond 5) for the plastic behavior of steels including transformation plasticity have drawn a substantial amount of attention in the welding community. It retains a well-founded micro-mechanics basis for the major physics involved, such as the transformation plasticity and phase evolution. Ultimately a commercial package code named "SYSWELD", which is a finite element code aiming mainly at welding analysis based upon this constitutive modeling, has appeared.
We developed a finite element code, employing the aforementioned kinetic model for metallurgical phase transformation and constitutive equations. We use a different implementation from SYSWELD for finite element formulation, in that our formulation is a type of hyper-elastoplastic formulation based on Simo and Miehe 6) while SYSWELD relies upon the classical hypo-elastoplastic formulation. The detailed implementation of finite element formulation of governing equations and constitutive equations is omitted since it is too long to describe the full procedure, and this paper only focuses on the application of the parallel computation. For detailed implementation, one may refer to Kim, et al 7) . In this section, we briefly summarize the governing equations (it is the same as the equations used in SYSWELD) in the following paragraph.
The anisothermal kinetics equations of phase transformations in steels are as follows 3) :
where p i is t h e volu metric proportion o f phase " i "; is the rate of p i ; is the temperature; is the rate of , and N is the number of total phases. The rate of the proportion of phase "i " transformed from phase "j " is written as , which is determined by the transformation parameters and the proportion of each phase. For example, in welding of A508 cl. 3 steel, the four different phases considered include ferrite-pearlite, bainite, martensite, and austenite, so that " i "
and "j " in equation (1) The energy equation including phase proportion and the thermal boundary condition can be expressed as:
where it has been assumed that the plastic dissipation is ignored since the plastic dissipation is negligible compared with the other terms in welding process and the heat transport in the work-plate occurs only via heat conduction ; i is the density of phase " i ", and c i H i and i , the specific heat, the enthalpy, the thermal conductivity of the phase " i ", respectively. is the partial with respect to surface normal; S q is the surface where the external heat flux is given, and S is the surface where the convection or the radiation boundary condition is prescribed. In addition, q is the heat flux on S q and 0 , 1 , 2 denote the surrounding temperature, the convection heat transfer coefficient, the Stephan-Boltzman constant multiplied by the aspect ratio, respectively.
The equilibrium equation in the reference configuration B,
when the process is quasi-static and the body force is ignored, is written as (3) where P is the non-symmetric nominal stress.
The constitutive equations of transformation plasticity 4 5) assumes that the material is isotropic and the rate of strain is decomposed into elastic part , thermo-metallurgical part , and the rate of plastic strain .
The rate of thermo-metallurgical strain is given by , which reflects not only thermal dilatation but also volume change due to transformation.
The thermal strain of pure austenite and the thermal strain of the harder phase (other phases except for austenite)
are measured by a dilatometry test (for detail, see 
where f (z) represents a nonlinear mixture rule, and "z " denotes the phase fraction of the harder phase " 2 ". For simplicity we hereafter denote by , omitting the arguments.
Note that the fraction of the soft phase is given by 1-z. The flow rule and the evolution equation of the internal variables are prescribed separately for two cases: transformation plasticity ( w here is equivalent stress) and macroscopic yielding.
For transformation plasticity ( ), we have 9. The host broadcasts the overall solution to each slave.
The parallelization of the state-variables update consists of parallel updating of the state variables at the nodes (for example, Fig. 1 A typical decomposed sub-domains and internal boundary for parallel multi-frontal solver. temperature, displacement, etc) and of the state variables at the integration points of the elements (for example, stress, strain, phase proportion etc) in the given sub-domain of each processor.
The communication of the messages for updating the state variables is described in the following procedure.
1. Update the state variables at nodes and at the integration points of elements in the given sub-domain of each slave.
2. Each slave sends the updated state variables to the host.
3. The host receives the state variables of each slave.
4. The host broadcasts the entire state variables of the global domain.
Numerical test
To verify the present code, we choose a numerical test for simple butt-welding process. The material data is given in Table 1 .
We use 2280 bilinear 8-node elements for the mesh, as given in Table 1 Material Properties. Fig. 3 The distribution of von-Mises stress of the present result at time=600 (seconds).
Fig. 4
The distribution of von-Mises of SYSWELD at time=600 (seconds).
present formulation and SYSWELD is found in the authors' recent publication [7] .
The parallel computation is conducted by our PC-cluster system based on Linux operating system with 16 nodes. Each node has Pentium-IV processors (1.7GHz) and 512Mbyte computer memory.
The The present example shows that the parallel computing will be effective when the structures have more than approximately 20,000 brick elements.
Conclusion
The parallel computation by multi-frontal solver is applied for a typical butt-welding process using a finite element code into which Leblond's welding constitutive equations has been
implemented. The present study has demonstrated the effectiveness of the parallel computing in finite element analysis of welding processes. Its practical application for welding processes will be feasible when the structure contains approximately more than 20,000 brick elements.
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Fig. 6
The speedup by parallel computation of the butt-welding process for the given test cases.
