INTRODUCTION
We present an adaptive controller that requires limited model information for stabilization, command following, and disturbance rejection for multi-input, multi-output minimum-phase discretetime systems. Specifically, the controller requires knowledge of the open-loop system's relative degree and a bound on the first nonzero Markov parameter. Notably, the controller does not require knowledge of the command or disturbance spectrum as long as the command and disturbance signals are generated by Lyapunovstable linear systems. Thus, the command and disturbance signals are combinations of discrete-time sinusoids and steps. In addition, the controller uses feedback action only and thus does not require a direct measurement of the command or disturbance signals. We prove global asymptotic convergence for command following and disturbance rejection.
PROBLEM FORMULATION
Consider the multi-input, multi-output (MIMO) discrete-time system x(k + 1) = Ax(k) + Bu(k) + D1w(k), (2.1)
where x ∈ R n , y ∈ R l , u ∈ R l , and w ∈ R lw . Our goal is to design an adaptive output feedback controller under which the performance variable y converges to zero in the presence of the exogenous signal w. Note that w can represent either a command signal to be followed, an external disturbance to be rejected, or both. For example, if D1 = 0 and D2 = 0, then the objective is to have the output Cx follow the command signal −D2w. On the other hand, if D1 = 0 and D2 = 0, then the objective is to reject the disturbance w from the performance measurement Cx. The combined command following and disturbance rejection problem is considered when D1 and D2 are block matrices.
Next, define d to be the smallest positive integer such that the Markov parameter β d = CA d−1 B is nonzero. We make the following assumptions. (A1) The triple (A, B, C) is controllable and observable.
(A2) If λ ∈ C and rank A − λI B C 0 < n+ l, then |λ| < 1. 
where xw ∈ R nw , and, without loss of generality, Aw is cyclic.
(A9) For all λ ∈ spec(A w ), |λ| = 1 and λ is semisimple. (A10) There exists an integernw such that nw ≤nw andnw is known. (A11) Aw and Cw are not known. (A12) The exogenous signal w(k) is not measured.
Define the transfer function matrices Gyu(z) = C(zI −A) −1 B
and Gyw(z) = C(zI − A) −1 D1 + D2. Assumption (A1) implies that the McMillan degree of Gyu(z) is n. In the single-input single-output (SISO) case, assumption (A1) prevents pole-zero cancellation when forming the transfer function Gyu(z), which implies that the order of Gyu(z) is n.
Let Gyu(z) have a left coprime matrix-fraction description
, where µ(z) and ν(z) are l × l polynomial matrices. Without loss of generality, we assume that µ(z) is in column-Hermite form, that is, µ(z) is upper triangular where each diagonal entry is a monic polynomial whose degree is higher than the degree of all of the remaining entries in its column [1, . Thus, we can write µ(z) = z m µ0 + z m−1 µ1 + · · · + zµm−1 + µm, where m ≤ n and µ0, . . . , µm ∈ R l×l are upper triangular. Note that the leading coefficient matrix µ0 is not necessarily I l . However, it can be seen that there exists an l × l upper-triangular polynomial matrix 4) such that the leading term of α(z) = Q(z)µ(z) is z m I l . Thus, we can write α(z) = z m I l +z m−1 α1 +z m−2 α2 +· · ·+zαm−1 +αm, where, for all i = 1, . . . , m, αi ∈ R l×l . Furthermore, Gyu(z) has the matrix-fraction description Gyu(z) = α(z) −1 β(z), where
, and we can write
Note that α(z) and β(z) are not necessarily left coprime. However, since µ(z) and ν(z) are left coprime, it follows that Q(z) is the greatest common left divisor of α(z) and β(z). Furthermore, since det Q(z) = z h 11 +···+h ll , the polezero cancellation that occurs when forming the transfer function Gyu(z) = α(z) −1 β(z) occurs only at z = 0. Now, assuming that Gyw has a matrix-fraction description of the form Gyw = α(z) −1 γ(z), which is not necessarily left coprime, we can write γ(z) = z m γ0 + z m−1 γ1 + · · · + zγm−1 + γm, where, for all i = 0, . . . , m, γi ∈ R l×lw . Therefore, the statespace system (2.1), (2.2) has the time-series representation Assumption (A4) implies that, for all sufficiently large λ ∈ C, rank Gyu(λ) = l. To see this, note that
Hi, where Hi = CA i−1 B is the ith Markov parameter and β d is nonsingular. Thus, Gyu(z) has full normal rank, that is, rank Gyu = l. Furthermore, rank Gyu = l implies that rank ν = l. 
. . .
where r = rank G, U1 
Assumption (A2) states that the invariant zeros of (A, B, C) are contained in the open unit circle. Since (A, B, C) is a minimal realization of Gyu(z), it follows that the invariant zeros of (A, B, C) are exactly the transmission zeros of Gyu(z) [3, Theorem 12.10.8]. Therefore, assumption (A2) is equivalent to the assumption that the transmission zeros of Gyu(z) are contained in the open unit circle. Since µ(z) and ν(z) are left coprime, it follows from Lemma 2.1 that assumption (A2) is equivalent to the assumption that, if λ ∈ C and rank ν(λ) < rank ν, then |λ| < 1. Furthermore, since rank ν = l by assumption (A4), it follows that assumption (A2) implies that, if λ ∈ C and det ν(λ) = 0, then |λ| < 1. Consequently, since det β(λ) = det Q(λ)det ν(λ) = z h 11 +···+h ll det ν(λ), it follows that, if λ ∈ C and det β(λ) = 0, then |λ| < 1.
For SISO systems, assumption (A5) specializes to the assumption that sgn β d is known and an upper bound on the magnitude |β d |/2 is known. For MIMO systems, assumption (A5) is a generalization of this SISO assumption. In particular, if β d is positive definite, then assumption (A5) specializes to the assumption that an upper bound on the magnitude of λmax(β d )/2 is known. Similarly, if β d is negative definite, then assumption (A5) specializes to the assumption that an upper bound on the magnitude of |λmin(
NONMINIMAL STATE SPACE REALIZATION
We use a nonminimal state-space realization of the time-series system (2.5) whose state consists entirely of measured information. More specifically, the state consists of past values of the performance y(k) and the control u(k). To construct the nonminimal state-space realization of the time series system (2.5), we introduce the following notation. For a positive integer p, define the nilpotent
and define E1 = I l 0 l(p−1)×l ∈ R lp×l , where the dimension p is given by context. Now, let nc ≥ m and consider the 2lnc-order nonminimal statespace realization of (2.5)
where
and
The triple (A, B, C) is stabilizable and detectable. However, (A, B, C) is neither controllable nor observable. In particular, (A, B, C) has n controllable and observable eigenvalues, while the remaining 2lnc − n eigenvalues are located at 0, and each of these eigenvalues is either uncontrollable or unobservable. More precisely, (A, B) has lnc−n uncontrollable eigenvalues at 0, while (A, C) has lnc unobservable eigenvalues at 0. Note that in this basis, the state φ(k) contains only past values of the performance y and the control u. Now, we consider the time-series controller
where, for all i = 1, . . . , nc, Mi ∈ R l×l and Ni ∈ R l×l . The control can be written as
The control (3.10), which is dynamic output feedback in terms of y, can be computed by recording and using nc past values of the performance y and the control u. However, (3.10) is a fullstate-feedback control law for the nonminimal state-space system (3.2)-(3.7). The closed-loop system consisting of (3.2)-(3.7) with the linear time-invariant feedback (3.10) is
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IDEAL FIXED-GAIN CONTROLLER
In this section, we prove existence and derive properties of an ideal fixed-gain controller of the form (3.9) for the openloop system (2.1) and (2.2). This controller is used in subsequent sections to construct an error system for analyzing the closed-loop adaptive system. We stress that the ideal controller is not intended for implementation. An ideal fixed-gain controller consists of two distinct parts: first, a precompensator that cancels the transmission zeros of the open-loop system, and second, a deadbeat internal model controller that operates in feedback on the observable states of the precompensator cascaded with the open-loop system. First, we demonstrate how to construct an ideal fixed-gain controller. Consider the precompensator
which has a minimal state-space realization of the form
3)
The poles of the precompensator G1(z) are exactly the transmission zeros of the open-loop transfer function Gyu(z). Furthermore, assumption (A2) implies that the transmission zeros of Gyu(z), and thus the poles ofĜ1(z), are asymptotically stable. Therefore, the cascade
has asymptotically stable pole-zero cancellation. Let no be the McMillan degree of Gyu(z)Ĝ1(z), and note that no ≤ lm.
Define the pseudo-input e(k) = u(k) − u1(k), and cascade the precompensator (4.2), (4.3) with the open-loop system (2.1), (2.2) to obtain
Since the poles ofĜ1(z) cancel the transmission zeros of Gyu(z), it follows that
is not minimal. However, since (A, B) and (Â1,B1) are controllable, it follows that (4.6) is controllable. Thus,
is not observable. In fact, it follows from the pole-zero cancellations betweenĜ1(z) and Gyu(z) that the unobservable modes of (4.7) are exactly the poles ofĜ1(z), all of which are asymptotically stable. Next, letn2 ≥ no + 2lnw, letx2 ∈ Rn 2 , and let Consider the closed-loop system (3.12) , (3.13) and recall the definitions forÃ, B, and C given by (3.4) , (3. 
Proof. We show that a times-series representation of the fixedgain controller (4.2), (4.3), (4.8), and (4.9) exists and satisfies
(i)-(iii).
First, consider the cascade (4.4),(4.5), and recall that (4.6) is controllable but not observable. Furthermore, the unobservable modes of (4.7) are precisely the poles ofĜ1(z), all of which are asymptotically stable. Therefore, it follows from the Kalman decomposition that there exists a nonsingu-
, and Co 0 = C 0 T −1 , where (Ao, Co) is observable and Aō is asymptotically stable.
and applying this change of basis to the cascade (4.4) and (4.5) yields is a minimal realization of the transfer function matrix
Next, we consider a deadbeat internal model controller of the form (4.8), (4.9) designed for the observable subsystem of (4.11), (4.12) given by
13)
(4.14)
45th IEEE CDC, San Diego, USA, Dec. 13-15, 2006 WeA13.6
The invariant zeros of (Ao, Bo, Co) are located at the origin and thus do not coincide with the eigenvalues of Aw by assumption (A9). Since, in addition, (Ao, Bo, Co) is minimal and the dimension of y equals the dimension of u, it follows from [4, Corollary 4.1] that, for alln2 ≥ no + 2lnw, there exists a linear discretetime controller (4.8) and (4.9) such that the closed-loop dynamics matrix of (4.8), (4.9), (4.13), and (4.14), which represents the feedback interconnection of Go andĜ2 and given by Ao BoĈ2 B2CoÂ2 ,
is nilpotent, and such that, with e(k) ≡ 0, for all initial conditions (xo(0), xō(0),x2(0), xw(0)) and all integers k ≥ no+n2, y(k) = 0. The closed-loop system (4.8), (4.9), (4.11), and (4.12) is ⎡ is asymptotically stable. To show (i), we write the transfer function matrix of (4.8), (4.9) asĜ2(z) =M (z) −1N (z), whereM (z) = zn 2 I l + zn
2 + · · · + zNn 2 −1 +Nn 2 , where, for i = 1, . . . ,n2,Mi ∈ R l×l andNi ∈ R l×l . Therefore, (4.8), (4.9) has the time series representation
The ideal fixed-gain controller, which consists of the precompensator (4.1) and the deadbeat internal model controller (4.19) , is given by (3.9) with u(k) = u1(k) and nc =n2 + m − d, where, for i = 1, 2, . . . , nc,
where, for all i > m, β i = 0, and, for all i >n2,Mi =Ni = 0. Next, consider the 2ln c-order nonminimal state-space realization of the controller (3.9), (4.20), and (4.21) given by
Note that Ac = A + BCc − BcC. Therefore, the closed-loop system (3.2)-(3.7) and (4.22)-(4.25) is
The closed-loop system (4.27) and (4.28) is a nonminimal representation of the closed-loop system (4.16) and (4.17). Furthermore, every unobservable or uncontrollable mode of (4.27) and (4.28) is located at zero. Thus, the spectrum of
consists of the eigenvalues of (4.18) as well as 4lnc − n −n1 −n2 eigenvalues located at 0. Therefore, since (4.18) is asymptotically stable, it follows that (4.29) is asymptotically stable. Furthermore, since (4.27) and (4.28) is a nonminimal representation of (4.16) and (4.17), it follows that, with e(k) ≡ 0, for all initial conditions (φ(0), xw(0)) and all integers k ≥ no +n2 = no
we have verified (i).
To show (ii), consider the change of basis
is asymptotically stable and A nil is nilpotent, it follows from (4.30) thatÃ is asymptotically stable, verifying (ii).
To show (iii), we compute the closed-loop Markov parameters from the pseudo-input e(k) to the performance y(k) using a statespace realization of the closed-loop system and a transfer function matrix representation of the closed-loop system. First, consider the nonminimal state-space realization (4.27) and (4.28). For i = 1, 2, . . ., define the Markov parameters where Mi = 0 for all i > nc. Next, consider the transfer function matrix representation of the open-loop system
which implies that the closed-loop system is y =Gyee +Gyw, whereGye
where, for i = 1, 2, . . . , m +n2,Di ∈ R l×l . Since the closedloop dynamics (4.15) are nilpotent, it follows that the poles of Gye andGyw are located at zero; in particular, detD
d . In fact, it follows from (4.35) that the coefficients of the deadbeat controllerM (z) −1N (z) can be chosen so thatD1 = · · · =D m+n 2 = 0, and thus
It follows from (4.36) that the Markov parameters from the pseudo-input e to the performance y are Hi = β dÑi for i = 1, 2, . . . , m +n2 and Hi = 0 for i > m +n2, which implies
(4.37)
Then property (iii) follows from comparing the expressions for Hi given by (4.33) and (4.37).
ERROR SYSTEM
We now construct an error system using the ideal fixed-gain controller and a controller whose gains are updated by an adaptive law. Let nc ≥ 2n + 2lnw
and let u
be the ideal fixed-gain controller given by Theorem 4.1, where y * is the output of the ideal system with the dynamics (3.2)-(3.7) and the control u * (k). Note that the lower bound on nc given by (5.1) is known by assumptions (A3), (A6), and (A10). The ideal controller can be expressed as
The closed-loop system consisting of (3.2)-(3.7) with the ideal feedback (5.2) is The control can be expressed as
Therefore, the closed-loop system consisting of (3.2)-(3.7) with the time-varying feedback (5.7) is given by
whereθ(k) = θ(k) − θ * . Now, we construct an error system from the ideal closed-loop system (5.4),(5.5) and the closed-loop system (5.9),(5.10). Define the error stateφ(k) = φ(k) − φ * (k), and subtract (5.4),(5.5) from (5.9),(5.10) to obtaiñ
The following lemma shows that y(k) is linear in the estimation errorθ. This lemma is essential for developing the adaptive law and analyzing the stability of the error system. 
Proof. Substituting (5.11) into (5.12) yields
14)
It now follows from (iii) of Theorem 4.1 and (5.14) 
where η : N → (0, ∞) satisfies the conditions
* from (6.1) yields the estimator-error update equationθ
Now, we present our main result on adaptive stabilization, command following, and disturbance rejection. Proof. Consider the positive-definite, radially unbounded Lyapunov-like function
along the trajectories of the error equation (6.2) yields
Note that the last inequality follows from condition (C2). Next, Lemma 5.1 implies that, for all k ≥ ks = no + nc + d − m,
. To show thatθ(k) is bounded, summing (6.5) from ks to k, where k ≥ ks, yields 0 ≤ V (θ(k), . . . ,θ(k − d)) ≤ − k j=ks W (y(j), φ(j − d)) + V (θ(ks), . . . ,θ(ks − d)) ≤ V (θ(ks), . . . ,θ(ks − d)). Thus, V is bounded. Since  V (θ(k) , . . . ,θ(k −d)) is positive definite and radially unbounded, it follows thatθ(k) is bounded. Thus, θ(k) =θ(k) + θ * is bounded.
To show that u(k) is bounded and lim k→∞ y(k) = 0, we use the Key Technical Lemma [5, p. 181] . First, we show that lim k→∞ W (y(k), φ(k − d)) = 0. Since V is positive definite, using (6.5) implies that the limit 0 ≤ lim (6.8)
Combining (6.7) and (6.8) implies that ||φ(k − d)|| ≤ nc max 0≤τ ≤k ||y(τ )|| + lnc (c1 + c2 max 0≤τ ≤k ||y(τ )||) = c3 + c4 max 0≤τ ≤k ||y(τ )||, where c3 = c1lnc and c4 = nc + c2lnc.
Since lim k→∞ W (y(k), φ(k − d)) = 0, η(k) is bounded, and the linear boundedness condition above is satisfied, it follows from the Key Technical Lemma [5, p. 181 ] that φ(k) is bounded and lim k→∞ y(k) = 0. Furthermore, since φ(k) is bounded it follows that u(k) is bounded.
