Cho and Lee (2004) proposed a Bayesian hierarchical error model (HEM) to account for heterogeneous error variability in oligonucleotide microarray experiments. They estimated the parameters of their model using Markov Chain Monte Carlo (MCMC) and proposed an F-like summary statistic to identify differentially expressed genes under multiple conditions. Their HEM is one of the emerging Bayesian hierarchical modeling tools that have been developed for the analysis of multiple-level data structures and variation in microarray gene expression data (Broet et al., 2002; Tadesse and Ibrahim, 2004; Cho and Lee, 2004) . In this letter, we first discuss the significance of the HEM developed by Cho and Lee. Then, we re-derive the fully conditional distributions for gene and conditional effects, since we think that these two fully conditional distributions were not presented properly in their paper. Finally, we expand the HEM to deal with bio-
logical or/and experimental correlations in gene expression data. A FORTRAN 90 program was developed to implement our extended method and it is available from the authors upon request.
Significance of HEM.
Many aspects of the HEM presented in the article of Cho and Lee (2004) are significant. The following are two that we believe are important in the analysis of microarray gene expression data. First, error variability of gene expression data is decomposed into two components, biological and experimental. The former reflects variation due to biological sample heterogeneity that affects gene expression, while the latter largely comes from variation in sample preparation and sample analysis. Estimating these two sources of errors separately will not only improve estimation of model parameters but also facilitate a better understanding of patterns of over all gene expression..
Second, and more importantly, the use of a Bayesian HEM is an effective way to represent complex relationships that have many parameters, because it allows the parameters to be modeled separately at several levels and provides a link (S) between the data (D) and the unobserved parameters ( ) of interest. In multilevel modeling, the top layer is the data, , which is modeled by an appropriate likelihood function. The data is assumed to be generated by some process that depends on certain unknown parameters. Modeling the link or process is the middle layer, where the art of statistical modeling takes place. On the bottom layer are the prior distributions that represent a priori beliefs about these parameters. Following the Bayesian inference, unknown parameters are inferred from the joint distribution of the parameters given the data:
Thus, Bayesian hierarchical modeling based on multivariate normal distributions effectively handles complex relationships that are governed by many parameters, and provides a tool for evaluating correlated gene expression data. For example, the model of Cho and Lee (2004) can be extended to allow for biological or/and experimental correlations. These will be discussed in more details in the third section of this letter. Statistically, the estimation of these variables is biased when they are correlated (Johnston, 1972; Gianola and Sorensen, 2004) . From a practical standpoint, ignoring correlations in gene expression data would result in high variability of statistical estimators and cause the reproducibility to deteriorate (Qiu et al., 2005) .
Fully conditional distributions of gene ( ) and condition ( ) effects.
We claim that Cho 
where . In (3) and throughout this letter, we use ' ' to mean 'conditional on the data and all unknown parameters except the one currently under consideration'. For the effect that corresponds to the i th gene, we pick components in (2) that are related to , which leads to Thus, the fully conditional distribution of given the data and all other parameters is:
where . Similarly, since j th condition, is (5) rst three equations for the three fully conditional distributions and this introduced systematic biases to the posterior estimates of model parameters. In our simulation study, we found that this flaw dramatically downward-biased posterior estimations of both condition effects and gene effects, and it consequently affected posterior estimation of interaction effects and biological variances. Figure 1 illustrated how it affected posterior sampling of a randomly chosen gene effect toward zero. In contrast, using the corrected fully conditional distribution as shown in (4), we were able to obtain a posterior estimate for this gene effect that was close to its true value (i.e. 0.7923). This situation was representative of all gene and condition effects. However, we observed no significant the fully conditional distribution of , the effect that corresponds to the where i in APPENDIX 1 of . Comparing (3), (4) and (5) In their paper, the conditional distributio as derived with replicates, as shown below:
and Lee (2004) or the corrected one that we proposed. This was not very surprising if one considers the restrictions and in our data simulation. When these restrictions pling of and (6) , implying that med independence ental errors, but these assumptions may be relaxed in the HEM.
odel biological or/and experimental correlation in ene expression data. First, consider correlations among experimental replicates, which may . n w
We think it was improper for them to reduce (6) to when there is no experimental replication. By our reasoning, no replication is equivalent to putting , not as stated in their paper, and .
Modeling biological/experimental correlations. C Lee (2004) assu ho and for both biological and experim
In this section, we expand their HEM to m g arise when experimental replicates are exposed to some common environmental factors yet collected at different times or locations. In these cases, the gene expression data may show temporal or spatial variation. In bacterial biofilms, for example, microorganisms undergo significan phenotypic changes during the transition from planktonic to biofilm forms, which reflects altere underlying gene expression and regulation as they adapt to form highly organized and structured sessile communities (Schembri et al. 2003; Watnick and Kolter, 2000) with enhanced resistance to antimicrobial treatments and host immune responses. Furthermore, the development of a biofilm may be tuned differently as a response to a nutrient gradient from the bulk media to the inside of the biofilm. Thus, gene expression at different locations in a biofilm may show spatial variation similar to geographic data in such a way that "everything is related to everything else, but near things are more related than distant things" (Tobler, 1970) . Biofilms are the domina mode of growth for bacteria in the environment, and are of great concern in medical, environmental and industry settings. Therefore, considering the spatial correlation in a model would help better understand the formation of biofims as well as their altered biological activities. 
where and n-(5), respectively, and hen both bio- (13) where and . Under the assumption of a no zero biological covariance, (10), (11) and (12) are reduced to (3), (4), and (13) reduced to the fully conditional distribution of by Cho and Lee (2004) . W logical and experimental errors are correlated, (8) becomes (14) To show xpression data of 1,000 genes, which were measured using 5 biological samples with 3 experimental replicates of each, and 10 how our expanded model works, we simulated the e biological samples each with 6 experimental replicates of each. Briefly, the grand mean was Finally, we show how model specifications about biological covariance would affect the estimation of gene expression difference, , between various conditions (Figure 3 ), which is of importance in identifying differential gene expression. Clearly, the estimated gene expression differences were in better agreement with true differences when considering non-zero biological covariance as compared to ignoring them in the model. In the former case, the R-square value for the linear regression of the estimated and true expression differences was higher and the regression slope is closer to 1.0. The low slope in Figure 3b suggested an obvious systematic bias, which resulted from ignoring non-zero biolo cal covariance. On average, the higher the biological correlations were, the greater the difference. In 10 independent simulations starting with differe gint datasets, we found that 6.5% to 8.7% of the top 100 differentially expressed genes could vary when one assumes zero or non--3 biological covariance, respectively.
In conclusion, we extended the mod is xpression data with biological/environmental correlations, which not only facilitate estimating biological/expression correlation patterns, but it also improved estimation of model parameters and consequently identifying differentially expressed genes in DNA array experiments. A FOR TRAN 90 program was developed to implement our extended method and it is freely downloadable at el of Cho and Lee (2004) 
