We prove several versions of Grothendieck's Theorem for completely bounded linear maps T : E → F * , when E and F are operator spaces. We prove that if E, F are C * -algebras, of which at least one is exact, then every completely bounded T : E → F * can be factorized through the direct sum of the row and column Hilbert operator spaces.
Introduction. In 1956, Grothendieck published the fascinating paper [G] now often referred to as "the Résumé". The central result there was described by Grothendieck as "the fundamental theorem of the metric theory of tensor products". This result, now known as Grothendieck's theorem (GT in short) -or sometimes "Grothendieck's inequality"-has played a major role in the developments of Banach space theory in the last three decades; moreover, its non-commutative version has also found important applications to several specific questions in C * -algebra theory (see [P5] ). It is natural to wonder whether this result still holds, at least in some form, for the recently introduced and currently very active noncommutative analogue of Banach spaces, namely "operator spaces", in the sense of [BP, ER2] (see also [ER1, P1] ), and this is precisely the goal of the present paper. Let A, B be C * -algebras. While the previous versions are all concerned with bounded bilinear forms on A × B, or equivalently bounded linear maps T : A → B * , and their possible bounded factorizations, we will study completely bounded bilinear forms or equivalently completely bounded linear maps T : A → B * , and their possible completely bounded factorizations.
For instance, the classical GT and its later extensions say that any bounded T : A → B * factors boundedly through a Hilbert space. One of our main results says that, under a mild restriction on either A or T , any completely bounded T : A → B * factors completely boundedly through the direct sum of two very simple "building blocks": the row and column Hilbert operator spaces. We can thus claim that while GT entirely elucidates the bounded case, we analogously elucidate the completely bounded one.
We will now describe more precisely the connections of our work with the existing literature and the conjectures which motivated it. there are states f 1 , f 2 on A and g 1 , g 2 on B such that (0.2) ∀(a, b) ∈ A × B |u(a, b)| ≤ K u {f 1 (aa * ) + f 2 (a * a)} 1/2 {g 2 (bb * ) + g 1 (b * b)} 1/2 .
This was proved for commutative C * -algebras by Grothendieck. The non-commutative case was obtained in [P4] with an approximability assumption and in [H1] in full generality. It is easy to deduce from (0.2) that, assuming u ≤ 1 for simplicity, there is a decomposition u = u 1 + u 2 + u 3 + u 4 with |u 1 (a, b)| ≤ K{f 1 (aa * )} 1/2 {g 1 (b * b)} 1/2 |u 2 (a, b)| ≤ K{f 2 (a * a)} 1/2 {g 2 (bb * )} 1/2 |u 3 (a, b)| ≤ K{f 1 (aa * )} 1/2 {g 2 (bb * )} 1/2 |u 4 (a, b)| ≤ K{f 2 (a * a)} 1/2 {g 1 (b
In view of the recent development of operator space theory, it is natural to look for a version of this theorem for jointly completely bounded (j.c.b. in short) bilinear forms.
But here the terminology poses a problem, there are two different notions in the bilinear case: the joint complete boundedness BP] ) and the complete boundedness in
Christensen and Sinclair's sense ( CES] ). The second notion came first, was then called simply "complete boundedness" and has proved extremely fruitful. To (reluctantly) conform with the already established tradition, we will call the first ones "jointly c.b."
although calling them c.b. would definitely be more natural from the viewpoint of operator space theory. Indeed, given a C * -algebra or more generally an operator space F ⊂ B(H), the latter theory provides us with a natural realization of the dual F * as an operator space, so that we have a specific isometric embedding F * ⊂ B(H). Thus, given two C * -algebras A, B and operator spaces E ⊂ A and F ⊂ B, we say that a bilinear form u: E × F → | C is jointly completely bounded (in short j.c.b.) if the associated linear map u: E → F * ⊂ B(H) is c.b. Moreover we let (0.3) u jcb = u cb(E,F * ) .
Using tensor products, this definition can be extended to the case of bilinear forms u with values in B(H), the preceding case then corresponds to dim(H) = 1. See §1 for details. Here again, this definition can be extended to the case of bilinear forms u with values in B(H). See §1 for more on this.
This notion is much better understood than the preceding one. In particular, it is easy to show that a bilinear form u: E × F → | C is c.b. with u cb ≤ 1 iff for all finite sequence (a i , b i ) in E × F we have
Moreover, assuming E ⊂ A and F ⊂ B, then (0.5) implies that there are states f 1 , g 1 on A and B respectively such that (0.5) ([ER3] ). In particular, we have
It is worthwhile to observe that the Christensen-Sinclair notion is not symmetric:
c.b., while for j.c.b. forms this is true and we do have
(This is related to the basic fact from operator space theory that u cb = u * cb .) Thus (0.6) implies for any bilinear from v:
and more generally (0.6) and (0.7) together yield
We note that (see (0.5) above)
, or equivalently iff there are states f 2 , g 2 on A and B respectively such that
Thus if U = u + v with u cb ≤ 1 and t v cb ≤ 1 we find states f 1 , g 1 , f 2 , g 2 such that
or equivalently for all finite sequences (a i , b i ) ∈ E × F and all λ i > 0
Conversely it can be shown that (0.10) implies the existence of decomposition U = u + v with max{ u cb , t v cb } ≤ 1. (The proof of this converse is less obvious than may seem at first glance. We give the details in §2 below. We show there that (0.10) implies a decomposition U = u + v together with states f
but we apparently cannot do this with the original states f 1 , f 2 , g 1 , g 2 .)
We now return to the above decomposition u = u 1 + u 2 + u 3 + u 4 . Then there exist states f 1 , f 2 , g 1 , g 2 on A, B respectively such that
where K is a numerical constant.
Independently, Blecher [B1] was led to a similar conjecture: Our results constitute a sequel to the papers [JP] and [P3] .
We say that an operator space E is exact if there is a constant C such that for any
We will denote by ex(E) the smallest C for which this holds. This is the operator space analog of a notion introduced and extensively studied by Kirchberg for C * -algebras ([Ki3] ).
In [JP] , a characterization and an extension theorem were obtained for "tracially" bounded bilinear forms u: E × F → | C when E, F are exact operator spaces. "Tracial boundedness" is a notion intermediate between boundedness and complete boundedness.
The precise statements of our main results are as follows. 
and consequently:
(0.14)
Moreover, for any finite sequence (a i , b i ) in E × F and for any λ i > 0 we have
Finally, any form U satisfying (0.15) for some K can be decomposed as U = u + v where u, v are bilinear forms satisfying In the "predual" situation, our results also yield:
Corollary 0.8. Let E, F be exact operator spaces and let C = ex(E)ex(F ) as before.
Let A, B be arbitrary C * -algebras. Then the following isomorphisms hold:
. Here E ⊗ ∧ F denotes the operator space version of the projective tensor product.
The equivalence constant is ≤ 4 √ 2 C in (i) and ≤ 4 √ 2 in (ii) and (iii). §1. Background
We refer to [Pa1] (resp. [CS1-2]) for background on c.b. linear (resp. multilinear) maps and to [ER1] and [P1] for background on operator spaces in general. We just recall that the minimal tensor product E ⊗ min F of two operator spaces E ⊂ B(H 1 ), F ⊂ B(H 2 ) is defined so that we have a completely isometric embedding
We now give a precise definition for "joint" complete boundedness. 
we have
In addition, it suffices to consider matricial C * -algebras for B 1 and B 2 , more precisely we have actually
It is easy to see that the usual definition of u jcb (which is u jcb = u cb(E,F * ) ) is equivalent to (1.2). The equality of (1.1) and (1.2) is a routine verification left to the reader.
Following the same pattern we have the following equivalent definition for complete boundedness:
where the supremum runs over all possible C * -algebras A and actually
The equivalences (0.1)
′ all follow from the same Hahn-Banach type argument as follows. 
is obvious by Cauchy-Schwarz. Conversely assume (ii). We will use the classical arithmetic/geometric mean inequality as follows:
Thus (ii) and (1.3) imply:
where the supremum runs over all pairs of states (f 1 , f 2 ) and (g 1 , g 2 ) on A and B respectively.
Since the right side does not change if we replace a i by z i a i with |z i | = 1, the preceding inequality remains valid with 2 |u(
by a well known variant of the "minimax principle", we find states
and finally involving (1.3) again we obtain (i).
1.4.
For the reader's convenience, we now summarize the basic facts on the Haagerup tensor product E ⊗ h F of two operator spaces E, F . Let us denote by E ⊗ F the algebraic tensor product. Assume E, F are given together with (completely isometric) embeddings
where the infimum runs over all possible ways to write x as a finite sum of the form x = a i ⊗ b i . We will denote by E ⊗ h F the completion of the resulting normed space.
More generally, let x = [x ij ] be an n × n matrix with entries in E ⊗ F . We define
where the infimum runs over all N ≥ 1 and all possible decompositions of x of the form
By known results (see PaS] ), for a suitable H, we can find an isometric embedding of E ⊗ h F into B(H) such that the above norm (h,n) can be identified with the norm induced on M n (E ⊗ F ) by M n (B(H)). This allows us to think of E ⊗ h F as an operator space. Let K be any Hilbert space. Then a bilinear form u: E × F → B(K) is c.b. iff the associated linear map U : E ⊗ h F → B(K) is well defined and c.b. Moreover we have
It is known PaS] ) that u cb ≤ 1 iff there is a Hilbert space H and c.b. maps
In particular, for a bilinear form u: E × F → | C we find u cb ≤ 1 iff there are H together with
We will denote by H c and H r the column and row Hilbertian operator spaces. These are defined by
with the induced operator space structure. Recall (see [ER3] ) (H c )
In particular, in the factorization immediately above we have completely contractive linear maps σ 1 : E → H r and σ 2 : F → H c . Their adjoints σ * 1 : H c → E * and σ * 2 : H r → F * have the same c.b. norms. Thus, the linear map u: E → F * associated to u can be factorized through H r , i.e. we can write u = σ * 2 σ 1 . This leads to a description of the space (E ⊗ h F ) * in terms of factorization: a bilinear map u: E × F → | C is c.b. iff the linear map u: E → F * admits for some H a c.b. factorization of the form
Moreover, we have
where the infimum runs over all possible such factorization of u. On the other hand, for the transposed bilinear form 1.5. We should mention that E ⊗ h F can be realized as a subspace of the full free product A * B of the C * -algebras, A, B containing E, F respectively, see [CES] . (This is valid also in the unital case with the unital free product, cf. [P2] .) In particular, for any C * -algebra B and any finite sum
where the supremum runs over all H and all pairs of complete contractions σ 1 : E → B(H), σ 2 : F → B(H).
1.6. The next result from [OP] provides a description of the kind of bilinear forms that we encounter in this paper.
Let U : E × F → B(K) be a bilinear form. The following are equivalent:
(ii) For any C * -algebra B and any finite sum
where the supremum runs over all H and all possible pairs σ 1 : E → B(H), σ 2 : F → B(H) of complete contractions with commuting ranges.
with its natural operator space structure.
We will also need the following Proposition 1.7. Let E, F be operator spaces, and let w ∈ E ⊗ F (algebraic tensor product). Then there is a finite sequence (a i , b i ), (i = 1, 2, . . . , r) in E × F and scalars
Proof. Without loss of generality we may assume E and F finite dimensional. By definition of h (and a compactness argument) there are (a i , b i ) such that (1.5) holds. Let α: E * → ℓ r 2 and β: ℓ r 2 → F be the linear maps defined by
so that if w: E * → F denotes the linear map associated to w, we have
For simplicity we will denote
We will use repeatedly the following simple observation: for any γ: ℓ r 2 → ℓ r 2 with γ ≤ 1, we have
In particular, this observation allows us to assume that r is the rank of w and that (a i ) i≤r and (b i ) i≤r are linearly independent. By the definition of h again there are maps
By the linear independence of (a i ), (b i ), there are linear maps γ and δ on ℓ r 2 such that α 1 = γα and β 1 = βδ. Moreover since β 1 α 1 = βα we must have δγ = I, hence δ ≡ γ −1 . We now write γ as a product
where γ 1 , γ 2 are unitary and D is a diagonal matrix with coefficients D ii > 0.
We have then
1 . Hence we can write
Now if we replace α and β by α = γ 2 α and β = βγ −1 2 then (1.8) guarantees that (1.5) still holds, but on the other hand, setting β 1 = βD −1 and α 1 = D α we now have
Moreover, if we denote by ( a i ) and ( b i ) the sequences associated to α and β as in ( 1.7) above, then we have
and on the other hand
Hence letting λ i = D ii we obtain the announced result.
A C * -algebra A is called WEP (for weak expectation property) if the inclusion map
A → A * * can be factorized completely contractively through B(H) for some H. This notion goes back to Lance [L] . Many equivalent definitions are known. The one we will use is the following characterization due to Kirchberg [Ki2] : let C be the (full) C * -algebra of the free group with (say) countably infinitely many generators. Then A is WEP iff A ⊗ min C = A ⊗ max C (that is to say the minimal and maximal C * -norms coincide on the algebraic tensor product A ⊗ C). A simpler proof was given in [P2] .
Following Kirchberg [Ki1] , we will say that a C * -algebra A is QWEP if it is a quotient of a WEP C * -algebra. It is an outstanding open question whether every C * -algebra is QWEP. This is equivalent to Connes' question whether every von Neumann algebra (on a separable Hilbert space) embeds into an ultra-product of the hyperfinite factor (see [Ki1] for more on this).
1.9. Let E be a finite dimensional operator space. Let C = ex(E). Then for any C * -algebra B and any (closed 2-sided) ideal I ⊂ B, we have a canonical isomorphism
with T ≤ C (and obviously T −1 ≤ 1).
A C * -algebra is exact iff ex(E) = 1 for any finite dimensional subspace E ⊂ A. We will use this in the following manner: let I and B be as above. Fix ε > 0. Then, for any t ∈ A ⊗ (B/I) (algebraic tensor product) there is a lifting t ∈ A ⊗ B (again algebraic tensor product) with t min ≤ (1 + ε) t min . See [P2] (or [P1, ER1] ) for details.
Remark 1.10. We draw the reader's attention to the fact that, if A is arbitrary, since A ⊗ min (B/I) is a quotient C * -algebra of A ⊗ min B, there always exist a lifting of t (say t with t min ≤ (1 + ε) t min ) in the completed tensor product A ⊗ min B. But this seems to be of little use for us in the sequel. Indeed, it is always true that t admits a lifting t ∈ A ⊗ max B with t max ≤ (1 + ε) t min , but in general we cannot derive from this that t max ≤ (1 + ε) t min , unless we know that t is in the algebraic tensor product, in which case we do obtain t max ≤ (1 + ε) t min . The crucial point is that, in general, the canonical map A ⊗ max B → A ⊗ min B is not injective unless restricted to the algebraic tensor product. §2. Proofs
We will use exactness in the same way as in [P3] and [JP] , through the following result which is implicit in [JP] .
Lemma 2.1. Let E, F be exact operator spaces and let C = ex(E)ex(F 
Equivalently, u "extends" to a bounded bilinear form from
Proof. We may assume that A 1 is QWEP, so that A 1 ≃ B 1 /I 1 with B 1 WEP. Taking for B 2 the full C * -algebra of a suitably large free group we may assume A 2 ≃ B 2 /I 2 . We denote by q i : B i → A i the quotient map. We will use the isometric identity
This is due to Kirchberg [Ki2] , (see [P2] for a simpler proof). In particular we have
We may as well assume, without loss of generality, that E and F are finite dimensional.
We now use the exactness of E and F (see (1.9)): let C 1 = ex(E) and C 2 = ex(F ), assuming
we can find elements t 1 ∈ E ⊗ B 1 and t 2 ∈ F ⊗ B 2 with t 1 min < C 1 , t 2 min < C 2 such
and moreover (u) B 1 ,B 2 (t 1 , t 2 ) lies in the algebraic tensor product B(H) ⊗ B 1 ⊗ B 2 . But
hence by (2.2)' (and Remark 1.10)
By homogeneity, this completes the proof. It suffices to show (and this is precisely what we use to prove Lemma 2.2) that a |E : E → Z naturally induces a mapping α: R(E) → Q(Z) with α < 1. To verify this, note that since q A is a * -homomorphism, it induces an isometric isomorphism
But since α has finite rank, it is easy to see that the map α ⊗ q: A ⊗ min B → Z ⊗ min (B/I) (obtained by extension from α ⊗ q) must vanish on ker(q A ), hence by (2.3) it defines a map α: R(A) → Q(Z) with α ≤ α ⊗ q ≤ α cb < 1. Finally since α: R(E) → Q(Z) is but the restriction of α to R(E) we obtain α ≤ α cb < 1.
Using this fact we complete the proof as follows. Assume for simplicity that u jcb < 1.
Since u is assumed of finite rank, there is a finite dimensional operator space Z and linear maps α: A → Z and β: B → Z * with α cb ≤ 1 and β cb ≤ 1, such that
Let E ⊂ A and F ⊂ B be finite dimensional subspaces (we can take E = span(a i ) and
. Then the maps α |E : E → Z and β |F : F → Z * are 1-exact in the above sense. The rest of the proof is then identical to that of Lemma 2.1. Proof. Indeed, we can run the same argument as for Lemma 2.1, but using the remarks at the end of §1.9. With the same notation as in Lemma 2.1 (but here E = A and C 1 = 1)
we can find t 1 in the completed tensor product A ⊗ min B 1 satisfying all the properties in the proof of Lemma 2.1, but since t 2 can still be chosen in the algebraic tensor product F ⊗ B 2 , we find again (u) B 1 ,B 2 (t 1 , t 2 ) in the algebraic tensor product B 1 ⊗ B 2 , hence we can complete the proof as for Lemma 2.1.
In the previous versions of GT, the crucial ingredient is always the existence of a "special" realization of Hilbert space as a function space of some sort. The analog of this in our situation is the span of a free family of "generalized circular elements" in the sense of [S1] . This is an extension of Voiculescu's circular systems (see [VDN] ), as follows.
Let H be any Hilbert space. Let H ⊗n = H ⊗ 2 · · · ⊗ 2 H (n times). We denote by F (H) the full Fock space over H, i.e.
We denote by Ω the unit in | C view as an element of F (H). For any h in H, we denote by ℓ(h): F (H) → F (H) (resp. r(h): F (H) → F (H)) the left (resp. right) creation operator, defined by: ℓ(h)Ω = h (resp. r(h)Ω = h) and for any x in H ⊗n with n > 0: ℓ(h)x = h ⊗ x (resp. r(h)x = x ⊗ h). We will assume that H admits an orthonormal basis which can be split in two parts with equal cardinality,
is an orthonormal system. We will denote ℓ i = ℓ(e i ) and r i = r(e i )
Then we define, for any λ > 0, the "generalized circular elements" as follows:
The von Neumann algebra generated by such systems is studied in [S1] . (When λ = 1, we recover circular elements in Voiculescu's sense.)
We will use the following basic properties of these operators (the key point is the second one):
(i) Let E, F be operator spaces and let (a i , b i ) i∈I be a finitely supported family in E × F .
Then we have
(ii) The families {x i }{y j } "double commute" which means: x i y j = y j x i and x * i y j = y j x * i for all i, j in I.
(iii) x i y i Ω, Ω = 1 and x i y j Ω, Ω = 0 for all i = j. 
Proof. To prove (i) note that each {ℓ
and of course also
Thus by the triangle inequality we have
which implies the first part of (i). The same argument proves the other part.
To prove (ii) note that for all h, k in H the operators ℓ(h) and r(k) obviously commute and
It is then but an elementary verification to check (ii).
(iii) We have y i Ω = λ In order to be able to use the generalized circular families, it is crucial to know the following:
Lemma 2.5. The von Neumann algebra W * (x i : i ∈ I) generated by the family {x i | i ∈ I} defined in the preceding lemma is QWEP.
Proof. Let H IR be a real Hilbert space of dimension 2|I|, and denote by
′′ in its GNS representation with respect to the free quasi-free state φ U (see Definition 2.3 of [S1] ). By [S1, Section 4], we find that M can be viewed as generated by the operators l(e i ) + λ i l(e ′ i ) * and is therefore isomorphic to the algebra W * (x i : i ∈ I). Hence it is sufficient to prove that M is QWEP.
Since U t is almost-periodic, it follows from Theorem 6.4 and Theorem 6.7 of [S1] that
Hence by the results of K. Dykema [D] , the centralizer
Thus M φ U is a factor. Moreover, by Kirchberg's results, it is QWEP, since L(IF ∞ ) can be embedded into the ultrapower of the hyperfinite II 1 factor (see [Ki1] ).
Since U t is almost-periodic, it follows that the modular group of φ U is almost-periodic, so that φ U is an almost-periodic state (see [C] ). By Connes' results in [C] , it follows from the fact that M φ U is a factor that
where G is a discrete group (isomorphic to the multiplicative subgroup of (0, +∞) generated by the set {λ 2 i : i ∈ I}). Since G is Abelian, hence amenable, and M φ U is QWEP, it follows that M is QWEP (see the remark after Prop. 1.3 in [Ki1] ).
Remark. It is possible to give an alternate proof that M is QWEP. Indeed, it is sufficient to find a sequence of states φ i on matrix algebras A i = M n i ×n i , a free ultrafilter ω and an
Indeed, the latter condition implies that there exists a state-
is QWEP, and thus i(M ) is QWEP.
To construct the embedding i one can utilize the model for free quasi-free states involving matrices with CAR variables as entries (described in [S2] ). To make sure that the matrices involved stay bounded in norm, one must cut them off using continuous functional calculus;
it can be verified that this procedure can be performed in a way that does not affect their joint * -distribution. We leave the details to the reader.
We can now prove our main results.
Proof of Theorem 0.3. Let A 1 (resp. A 2 ) be the von Neumann algebra generated by (x i ) (resp. (y i )). By Lemma 2.4 (iii)
hence by Lemma 2.1
hence by Lemma 2.4 (i) we obtain (0.13). Taking λ i = λ for all i and then choosing
, we derive (0.14) from (0.13).
Proof of Theorem 0.4. By Theorem 0.3 and by (1.3) we have (note that the argument of U (a i , b i ) can be absorbed e.g. by a i )
. By a very easy adaptation of Proposition 1.3 this implies the existence of states f 1 , f 2 , g 1 , g 2 on A and B such that for any (a, b) in E × F and any λ > 0 (note it is crucial that the states do not depend on λ!)
Applying this to (ta, t −1 b) instead of (a, b), and taking the infimum over t > 0 we obtain by (1.3)
By (1.3) we have
hence by (1.3) again (with a different grouping of terms
thus we obtain
which implies (0.15). Clearly, (0.15) implies (0.16) by Cauchy-Schwarz. Now, by Proposition 1.7, (0.16) can be reformulated as follows: for any w in E ⊗ F we
Thus U defines a continuous linear form with norm ≤ K on the subspace
equipped with the norm (x, y) = x h + y h . By the Hahn-Banach theorem, there are
such that Φ i = ϕ i , (i = 1, 2). Let U i : A × B → | C be the bilinear forms associated to Φ i (i = 1, 2). By (0.8) and (1.4), we have
Thus if we set U = U 1 + U 2 , we obtain Corollary 0.6.
Proof of Corollary 0.7. Let u be the bilinear form associated to T , so that T = u. By the proof of Corollary 0.6, we have a decomposition
By the results recalled in 1.4, the linear map u 1 : E → F * (resp. u 2 : E → F * ) can be factorized through H r (resp. H c ) for some H. More precisely, we have factorizations
By homogeneity, we can adjust α i , β i so that
Then, if we define
v(e) = α 1 (e) ⊕ α 2 (e) and w(x ⊕ y) = β 1 (x) + β 2 (y), we obtain u = wv and
Proof of Corollary 0.8. We prove this using duality. By (0.16) and by Proposition 1.7
for any w in E ⊗ F and any U as in (0.16) we have
hence by (0.11)
which establishes the first point. The same argument allows us to deduce the second point from Theorem 0.5. Finally, the third point also follows from Theorem 0.5 using the fact that A * ⊗ min B * can be identifed with the closure of the finite rank maps in CB(A, B * ).
Remark 2.6. By Remark 2.3, if either A or B is exact, the conclusions of Theorem 0.5 and Corollary 0.7 are valid without any approximability assumption. We do not know whether they are valid in full generality. Note however that, by our results, an operator T : A → B * factors through a space of the form H r ⊕ K c iff it is approximable pointwise by a net of finite rank maps unifomly bounded in CB(A, B * ). Indeed, since the identity of H r ⊕ K c is obviously approximable in this way, the only if part also holds. Thus, if
Theorem 0.5 holds without any approximability assumption, this means that any T in CB(A, B * ) is approximable pointwise by a unifomly bounded net of finite rank maps. §3. Some applications
In classical Banach space theory, GT has several well known consequences (see e.g. [P5] ).
Our result "automatically" allows to transfer some of these to the operator space setting.
For instance, let E be a Banach space. It is known that E and its dual E * both embed in an L 1 -space iff E is isomorphic to a Hilbert space. Actually, this remains true if we replace "L 1 -space" by "non-commutative L 1 -space" (see [P5] ). In the operator space case, we could not obtain an analogous characterization, but the next result essentially reduces the problem to the class of subspaces of quotients of H r ⊕ K c . Recall that an operator space E is said to have the CBAP (for completely bounded aproximation property) if the identity of E is the pointwise limit of a net of finite rank maps, with uniformly bounded c.b. norms. Proof. Note that by the Banach space result just recalled, E must be isomorphic to a
Hilbert space (in particular it is reflexive). Let A, B be C * -algebras. Let J 1 : E * → A * and J 2 : E → B * be completely isomorphic embeddings. Let Q 1 : A → E be the adjoint of J 1 . Then let T = J 2 Q 1 : A → B * . By Corollary 0.7, T factors through a space X of the form X = H r ⊕ K c for suitable H, K. Going back to E, we easily deduce from this that E is completely isomorphic to a quotient of a subspace of X.
Remark. In general, we do not know whether the assumption (ii) is needed. Note however that if either E or E * is exact, then using Remark 2.3, (ii) can be dispensed with.
Remark. Let E be the closed span of the classical Rademacher functions in
By a result due to Lust-Piquard and the first author (see [P6, p. 107] ), the dual E * is completely isomorphic to a subspace of R ⊕ C, namely to the closed span in R ⊕ C of
Let us denote by S 1 the predual of B(ℓ 2 ). Note that R and C both embed in S 1 (R can be identified naturally with the columns in S 1 , and C with the rows, in a suitable duality between S 1 and B(ℓ 2 ).) Thus, E is a good illustration of the preceding corollary. In this case we have E ⊂ L 1 ([0, 1], dt) and E * ⊂ S 1 ⊕ S 1 where S 1 is the predual of B(ℓ 2 ).
Another illustration is provided more generally by the family {x i | i ∈ I} appearing in Lemma 2.4: assuming for simplicity that λ i = λ > 0 does not depend on i, let E λ denote the weak- * closure of {x i | i ∈ I} in B(F (H)). Note that again E λ embeds into R⊕C ⊂ S 1 ⊕S 1 (by Lemma 2.4 (i)) and moreover one can show there is a completely bounded projection from W * (x i : i ∈ I) onto E λ . Hence E λ * also embeds in a non-commutative L 1 -space.
Remark. The preceding topic is also of interest in the isometric case. Indeed, by [Sc] there are examples of finite dimensional Banach spaces E, not isometric to Hilbert spaces, but such that both E and E * embed isometrically into L 1 . Curiously, however, this is known in the real case only. The complex case apparently remains open, as well as the infinite dimensional one (either real or complex). Analogously, we do not have any satisfactory completely isometric version of Corollary 3.1.
The next result gives a characterization of the operator spaces E such that both E and E * are exact (see [OP] for a different characterization of the same class of spaces).
Corollary 3.2. An operator space E is exact as well as its (operator space) dual E * iff E is completely isomorphic to H r ⊕ K c for some Hilbert spaces H, K.
Proof. By Corollary 0.7 applied to the identity operator on E, if E and E * are exact, then E must be completely isomorphic to a "completely complemented" subspace F ⊂ H r ⊕K c , meaning there is a c.b. projection P from H r ⊕ K c onto F . By [O] this implies that E is completely isomorphic to S ⊕ T for subspaces S ⊂ H r , T ⊂ K c . Replacing H r , K c by these subspaces, we obtain the only if part. The converse is obvious since H r , K c are both exact and (see e.g.
Remark. The completely isometric analog of the preceding characterization is not known:
The only known spaces E such that ex(E) = ex(E * ) = 1 are ℓ
as well as their duals, namely | C ⊕ 1 C n and | C ⊕ 1 R n (we refer to [P1] for a proof that these are exact with constant 1) and R n , C n (n ≥ 0). Are these the only possible examples ?
Let E ⊂ A be an operator subspace of a C * -algebra. We will say that E is completely complemented if there is a c.b. projection P : A → E. We have then: Proof. Our assumption implies that the identity on E admits a factorization of the form
hence, by Theorem 0.5, it factors through H r ⊕ K c and we conclude as in the preceding corollary using [O] .
We now give an application to the operator Hilbert space OH(I) introduced in [P7] , to which we refer for more information. 
Conversely, for any E, any map satisfying (3.1) is c.b. More precisely, we have the estimates
K ≤ 2 9/4 ex(E) u cb and u cb ≤ K.
Moreover, when E = A, the assumption that E is exact is not needed, and we have the estimates K ≤ 2 9/4 u cb and u cb ≤ K.
Proof. By definition of OH(I), u is c.b. iff the mapping t uu: E → E * is c.b., and we have (see [P7, p. 41 
Therefore, by Theorem 0.4, there are states f 1 , f 2 , g 1 , g 2 on A such that
Hence if we let (say) f = 4
Thus we obtain the conclusion with K 2 ≤ 2 9/2 ex(E) 2 u 2 cb . Conversely, if (3.1) holds then we have, by Cauchy-Schwarz, for any x, y in E
hence by (1.3)
By the final assertion in Theorem 0.4 and by (0.8), this implies t uu cb ≤ K 2 , and by (3.2)
we obtain u cb ≤ K.
Now if E = A, we may use (ii) in Theorem 0.5 (since that OH(I) has the CBAP) to justify the last assertion.
Remark. The first part of Corollary 3.4 may fail if we do not assume E exact: for instance if u is the identity on OH and if T i is an orthonormal basis of OH formed of selfadjoint operators (see [P7] p. 19), we have n 1 T i 2 = n and
The next statement improves an unpublished result of Marius Junge (see [J] ) who proved (3.3) (say assuming u is a complete contraction) with (Log(n)) 2 instead of Log(n).
Junge's proof already used tools from interpolation theory similar to the ones we use below. Then for any n > 1 and for any n-tuple x 1 , . . . , x n in A we have
where c > 0 is a numerical absolute constant (independent of n or u).
Remark. If A is an arbitrary C * -algebra, the same argument can be adapted (using [H2] )
to show that (3.3) holds with x i ⊗x i max instead of x i ⊗x i min .
Note: In the sequel, the constants c 1 , c 2 , c 3 , . . . will all be absolute positive numerical constants bounded independently of any parameter (we can safely say they are all majorized by 10 3 !).
To prove Corollary 3.5, we will first need the following consequence of (3.1). 
Proof. By a change of basis, we may clearly assume that f is a diagonal matrix so that setting λ i = f ii we have λ i > 0, λ i = 1 and (3.1) becomes
and
x ij e ij (k = 1, 2, 3) so that
and similarly on S(3), we can write
We now turn to u 1 . We will use freely the standard notation from interpolation theory as described e.g. in [BL] . Let E 0 (resp. E 1 ) be the space E equipped with the norm f (
(resp. f (xx * ) 1/2 ). We denote for simplicity (1 ≤ q < ∞)
It is a well known fact that since E 0 , E 1 are both Hilbertian we have E(1/2) ≃ E(1/2, 2) with equivalence constants bounded independently of N or E. Moreover, it is a classical fact that (3.6)
By the extremal property of E(1/2, 1) (see [BL, p. 58] ), (3.1) implies an estimate of the
Since for any x in span{e ij | (i, j) ∈ S(1)} we have t
by a well known estimate that
hence combining this last bound with (3.6), (3.7) and the equivalence E(1/2) ≃ E(1/2, 2)
we obtain for any
A fortiori for all x in E we have
Now (3.8), (3.5) and (3.5)' yield (3.4).
Proof of Corollary 3.5. By (3.4) we have
and similarly x * i x i ≤ n x i ⊗x i . Therefore, choosing t = n, we obtain (3.3).
Corollary 3.7. Let E n ⊂ B(H) be a subspace λ-completely isomorphic to OH n , for some λ ≥ 1. Then for any projection P : B(H) → E n we have
1/2 hence by the estimates of K in the last part of Corollary 3.4 π n 2,oh (u) ≤ 2 9/4 (c 1 Log(n) + 1) 1/2 u cb ≤ 2 9/4 (c 1 Log(n) + 1) 1/2 v cb P cb .
Let i: E → B(H) be the inclusion map. Note P i = I E . Hence we find
Remark.
It remains an open problem (see [P6, Problem 10 .2]) whether the logarithmic factor can be entirely removed from either (3.3) or (3.9). §4. Applications to Schur multipliers Let B = B(ℓ 2 ) and let K ⊂ B denote the subalgebra of compact operators. Let S 1 denote the trace class, i.e. set of x in B such that tr|x| < ∞, where we set|x| = (x * x) 1/2 , equipped with the trace class norm
It is well known that S * 1 ≃ B and K * ≃ S 1 isometrically. This duality allows us to view S 1 as an operator space for which the preceding identities become completely isometric (see [ER1] or [P1] ). We will study the Schur multipliers from K to S 1 (or from B to S 1 ), that is to say the linear maps of the form M ϕ : (x ij ) → (ϕ ij x ij ) where (ϕ ij ) is a matrix with complex entries.
The following is a rather easy consequence of [P4] .
there is a decomposition
By [P4] , u satisfies (0.1) and (0.2). As mentioned after (0.2), there exists a decomposition u = u 1 + u 2 + u 3 + u 4 so that there are states such that for all a, b in K we have
We will use an averaging argument. Let G be the group of all diagonal unitary matrices on ℓ 2 equipped with its normalized Haar measure m.
Given a bilinear form v: K × K → | C we associate to it the form
2 ) = v(a, b) for any w 1 , w 2 in G. Therefore there is a Schur multiplier ψ such that, if a, b are finitely supported, we have
We now apply this averaging procedure to each of u 1 , u 2 , u 3 and u 4 . For u 1 we obtain (by Cauchy-Schwarz): Applying the same procedure successively to u 2 , u 3 and u 4 , we obtain a decomposition ϕ = ϕ 1 + ϕ 2 + ϕ 3 + ϕ 4 where ϕ 2 satisfies (by symmetry) a similar bound as ϕ 1 and ϕ 3 , ϕ On the other hand, we claim that ϕ 1 and ϕ 2 each admit a decomposition of the kind described in Theorem 4.1. Indeed, it suffices to prove this with a uniform bound when We now turn to the c.b. analogue of the preceding statement. (ii) There are x, y in ℓ 2 and a constant C such that |ϕ ij | ≤ C|x i | |y j | for all i, j.
(iii) There is a element T in S 1 and a constant C such that |ϕ ij | ≤ C|T ij | forall i, j.
Proof. The main implication is (i) ⇒ (ii). The fact that (ii) ⇔ (iii) is elementary; we include it for the record. Assume (i). Let u: K × K → | C be as before with u cb ≤ 1. By Theorem 0.5, there is a decomposition u = u 1 + u 2 and states f 1 , f 2 , g 1 , g 2 such that, for some constant C we have for all a, b in K :
|u 2 (a, b)| ≤ C(f 2 (a * a)g 2 (bb * )) 1/2 .
Applying the same averaging procedure as above, we find a decomposition u = u = u 1 + u 2 and matrices ϕ 1 and ϕ 2 such that u 1 = M ϕ 1 , and u 2 = M ϕ 2 . Moreover, we have Thus, whereas we had the arithmetic mean in Theorem 4.1, here we find the geometric mean of the same terms.
In particular, it is easy to see from this that there are bounded Schur multipliers M ϕ : K → S 1 which are not c.b.
