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ABSTRACT 
We give conditional induction proofs for the existence of a small zero-free strip 
inside the critical strip of Riemann’s zeta function J(s). The starting point is some 
formulas for the eigenvalues A of certain matrices A, over the integers, whose 
determinants are connected with Riemann’s hypothesis by the equation det A, = 
N!C 1<lWvPW n, where CC denotes the Miibius function. The conditions of the 
proofs refer to properties of the characteristic polynomials x&I of the matrices A, 
near x = 0 and/or the existence of small eigenvalues. A typical example: If for every 
N 2 No at least one of the polynomials x&I, N < M < N + N’-“, has a zero A such 
that -0.09~hg1.04,thenS(s)+OifRes>l-&. 
0. Ik I’RXWCTION 
The purpose of this paper is to prove the following conditional estimates: 
tfNw = c Cl(n) - = O(N’“), 
l<ntN n 





p denotes the Wbius function, and p is multiplicative with 
P( P”) = ( - d” ( Pk -1)-l 
l<kdrn 
for prime powers pm. 
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Estimates such as (0.1) and (0.2) imply the existence of a small zero-free 
strip inside the critical strip of Riemann’s zeta function l(s). In particular, 
fN(O) = o( N- 1’2+E) for every e > 0 
is equivalent to the Riemann hypothesis [8, Theorem 14.25(C); 5, Theo= 
rem I.]. 
The unproved conditions under which (0.1) and (0.2) are shown here are 
assumptions concerning the characteristic polynomials XJ x 1, and in normal- 
ized form 
RN(X) =xN~~)2<~<N~~ -m)-‘* . . 
of the matrices 
and assumptions on the position of the eigenvalues A,,. . . , A,_ r of the 
matrices A,. More precisely, these conditions refer to properties of x&) 
near x = 0 and/or the existence of small eigenvalues A of A,. 
Section 1 repeats results of [5 and [6] and establishes equations for the 
inductive proofs of the following sections. 
In Section 2 we assume the existence of small eigenvalues to prove (0.1) 
and (0,2). A typical result is, for sufficiently small e > 0 (Theorem 7): If for 
every N 3 No at least one of the polynomials X,&X), N G M G N -I- N1 -E, has 
a zero A such that - 0.09 < A < 1.04, then RN(O) = O( N’“) and RN(l) = 
OW9 
In Section 3 we discuss the sequence of quotients 
N=2,3,... . (04 
This sequence probably does not converge, but Theorem 8 suggests that its 
elements should on average lie near 
&:= l( m) = 2.294856. . . 
111 3 2 
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Then we assume irregularities of this sequence and prove (0.1) and (0.2). A 
typical result (Theorem 9(l)): If - 13.706 Q yN < 0.482 sufficiently often, 
then RN(O) = C(N-E). 
In Section 4 we assume irregularities in the sequences 
RltW co) 
KN := f&O) ’ cN := &,,(I) ’ N= 2,3,..., u-w 
and then do the same (Corollary of Theorem 11): 
If IK,I z 0.520 sufficiently often, then ,&(O) = O(N-&). 
If krNl >, 1.990 sufficiently often, then RN(l) = O( N-‘). 
Mere again it seems unlikely that (K~)N,, or (GN)N, 1 converges, but KN 




= - 0.392073. . . , 
and UN near 
c (l- n &n))= -1.989548... 
f1 > 2 m > n 
(Theorem 11). The definition (0.5) of KN and UN refers to RN(x) and its 
derivative at x = 0 and x = 1, so that irregularities of (K~)~,, and (gNjN, 1 
can be explained by the existence or nonexistence of small eigenvalues of the 
matrices AN, for we have 
c 1 c 1 KN = -- -9 
2<n<Nn A A 
1 1 
0, = c -- c - 
2<ndN n -1 h h-l’ 
where A runs through ah eigenvahres of ‘4,. 
It may be noticed that the investigations are concentrated at the points 
x = 0 and x = 1 of x&r). The reason is: A recursive exp$nsion of the 
determinant of the matrix XI - A:j yields ,&(x)- ,&_,(x)’ h,(r) for the 
normalized characteristic polynomial [S, Theorem 3(3)] with h ,jO) = p(n)/ n, 
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i;,cl> =phj/n [th us p roving the left equations in (0.1) and (0.211, and the 
functions h,(x) are multiplicative in N if and only if x = 0 or x = 1 
[6, Theorem l(l)]. Moreover the point x = 1 seems to be more appropriate 
for investigations than x = 0, for x = 1 reflects in a simple way all the 
polynomials X&r): 
dn) 
x~(n) =(-l)N-“N!~~~N,,l(l), l,<n,<N, (0.6) 
[5, Theorem 4] and 
&(r)=(1-x) c 4n) &N/n](l) 
[6, Theorem S(2)]. The hmction r is multiplicative, 
r(p”‘) = n (l- p-k)+, 
I Q k < rn 
and [6, Theorem 3(l)] 
p is related to T as p is to the constant function 1: 






The conditions of the theorems in the Sections 2-4 can be regarded as 
generalizations of conditions on sign changes (for instance, yN < 0.177 in 
heorem 9(3) of Section 3: y,,, < 0 would imply that RN(O) and RN(l) have 
rent signs, i.e. that there is an eigenvalue of A, in the interval [O,l], 
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which is a condition of the type in Section 2). The study of sign changes in 
connection with the Riemann hypothesis has a long tradition, starting with 
Gauss’s conjecture and Riemann’s statement in his famous paper [4] of 1859 
that for x > 2, one has A,(r) := r(x)- Ii x < 0 (cf. [2]). More intimately 
connected [for instance via (0.411 with our conditions are the sign changes of 
PW 
M(x) = c p(n) and M,(x) = c - 
ndx n<x n ’ 
which have been studied by K&tai [l] and Pintz [3]. These papers indicate 
that the conditions here must be truly deep. 
This may suggest that examining x,(x) for small x is closely related to 
the classical study of the Riemann zeta function. Therefore it should be 
mentioned that it is by no means only the study of xw(r) near 0 that can 
exhibit appropriate information for proofs of the existence of zero-free strips 
for t(s). It certainly is unlikely that any knowledge about the large eigenval- 
ues (as for instance in Theorem 6 of [6]) can furnish enough information to 
prove estimates like (0.1) or (0.2). But appropriate information on the real 
eigenvalues of A, in the neighborhood of fi can lead to proofs of (0.1) and 
(0.2): The “normal” situation is [5, Theorem 5] that each interval [n, n + l[, 
1~ n < N - 1, contains exactly one eigenvalue of A,. But if, for sufficiently 
many numbers N, there are intervals [n, n + l[ near v% without eigenvalues 
of A,, then (0.2) is true. And the nonexistence of eigenvalues in [n, n + 1[ 
results from the existence of pairs of complex eigenvalues, which in turn can 
be caused by sign changes of the sequence (&,,(l))N,, (cf. the introduction 
of [61). 
The Appendix, which 
with numerical examples 
Numerical constants: 
is partly due to H.-J. Toussaint, contains four tables 
illustrating the theorems of Sections 2-4. 
dn) 
L:= c --p-= n l(m) =2.294856..., 
n >, 1 m 3 2 
c IPWI s(m) 
Pm := 
n21 
n2 = I = 2.072956..., 
7, := g(m)-1)=1.989548.... 
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1. INDUCTION FORMULAE 
The equations 
f,(O) = c 
IgndN 
0.2) 
[6, Theorem 41, which connect the values of the characteristic polynomials 
x&r) at x = 0 and x = 1, can be interpreted as limits of similar equations 
which arise when we pass step by step from 
c l-44 = 4,” W) 
cl I n 
to 
[6, Theorem 21, via the functions 
p.(‘)(n) :=p( n), &p+y n) :r c ptk)( a)p(“( 6)bsk, 
u , Ii b 1 , ub o- n 
T(‘)( n) := 1, +-+I)( n) :zz c rtk)( u)T(“( 6)6-“. 
Induction on k, starting with (1.3), shows immediately 
and we have 
lim p (k) = 
k-+CO P* 
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hence (1.4) is the limit of (1.5) for k -00. To prove (1.6) we notice that by 
definitio-n of JL(~), 
c 
nal 
which yields by induction 
c ptk+‘)( n) = n J(s+m)_’ 
n2l nS Odmdk 
and, by (0.9) and (o.ll), 
0.7) 
c (pJI/&))cn,)fi I-I 5(s+nq’= c f”@. 
nbl m&O nbl ns 
This implies equality for the coefficients cf the Dirichlet series, which is the 
first assertion in (1.6). The second one follows in exactly the same way. 
THEOREM 1. For all k >, 1, 






(2) c PW ~&N,nJf”) = c 
IgntN n I<n<N 
and (1. l), (1.2) result from these equations for k --) 0~. 






= iE 44 - rs --i;-PC4 r>l mn=r n I 
= n l(s -I- m)-’ [by (0.9) and (O.ll)] 
O<m<k-1 
c dk’( 4 = bY (WI l 
fB1 rs 
The second equation follows in exactly the same way. n 
TII~WWM 2 (Interpolation theorem). Suppose tb~t A,,. . ., A, are zeros 
of ,y,Jx), which need not be difirent. Then for S = 0 and S = 1, 
i[N,n]( l) ’ 
Proof. Lagrange interpolation of the polynomial xN(x>13~ JX - Aj)-’ 
of degree N - M-l at n= M+l,M+2,...,N shows 
M 
(X - Ai)-’ = XNW 
j-1 Ml-l,<Il<N n lcj<M (n_Aj) M+ 
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and by (0.6), 
Hence 
&,,(x) =( -l)N-l l? 0j-4 
\j=l 
and, by definition of RN(X), 
XN(o) = ( -l)N-*N!&,(o), xN(l) =( -I)“-‘(N-l)!fN(l). 
THEOREM 3. For all x in a &neighborhood of 0, 6 < 1, where xN(x) has 
no zeros, 
with 
KN,k = c 
n-k - CA-k, 
2GndN A 
and A runs through all zeros of XN(x)# 
Proof. 
2GlnGN 
(x-m,) c J-, 
29rn~NX-m 
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and hence, by definition of RN(x), 
= 
2,(m<Nm-- 
Now integration yields 
hence 
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and the coejFficients m-e determined by the equation 
In particular, with K,, = KN,k + 1, 
F 1, N,Q = 
F N.l = KN,,, 
F N.2 = 2 ‘@i., + I(,.d, 
Proof. On one hand we have by (0.7) 
On the other hand, by Theorem 3, 
iNtX) 
l-x 
= iN( 0) exp log ( 
efinition f H;iv. k ,
an 
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In particular, the first equation of Theorem 4 gives for z; --) w 
COROLLARY. limk ._, FN k = RNW/&JO). 
REMARK. By definition of the coefficients FN_k we have 




= j-&exp( z, iKN.kxk) - 




= c ( c .frv,k)xk 
KaO k,<K 
when we define fN, k 
KN,j + 1. Hence 
in the same manner as FN,k but with KN,~ instead of 
F N.K = c fN,kT 
O=zk<K 




k a 0 RN(O) * 
2. CONDITIONS ON SMALL EIGENVALUES 
THEOREM 5. If E > 0 is sujjkiently small, and if for every N a No at 
least one of the polynomials xJx1, N G M G N + N1 -‘, has a zero A such 
that 
0.305 < A < 1.342, 
th ,&J(1) = (N-') for N -+m, 
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2<n<h: nCn- A) 
R[iv,n]( 1) 2 (2.1) 
and a numerical calculation shows 
IA-llnE2 n;n(l\, <l, if 0.304 <A < 1.343. 
Hence there exist positive er, e2 such that 
r(n) 
]A-llnF2 n,_F,(n_A) <1-sE2 if 0.305~A~1.342. (2.2) 
We choose E < sr, N,, arbitrary, and Nr large enough that 
N, 2 N,,, 
c r(n) < 2&N’-’ for N> N,, 
N<n<N+h’-’ 
which by the Lemma in the Appendix of [6] is possible, and 
(l+ N;1)E<(1-~2)-1. 
Then we choose C such that 
c 2 X&4!, 
and 
Ca(N+l)Ei&,(l)I for N= 1,2,3 ,..., N,. 
Now we prove by induction 
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This is true by (2.7) for N < N1. Suppose now that N > N1 and that (2.5) is 
true for all M < N. Then N > No by (2.31, and by assumption there exists a 
zero A E [0.305,1.342] of x&j for some M E [N, N + N'-"1. We have 
by (2.1), and [M/2] < N, since M < N + N1 -’ < 2 N. Thus the induction 
hypothesis gives 
G CM-"[A -11 c 44 
2<n<M n’-“(n-h) 
G mr’( 1-. &2) by (2.2) and E <cl. 
If M = N, then (2.8) follows from this with (2.5) and N 3 N,. If M > N, then 
PW 
IRnr(lkMl)I= c - bY (0.2) 
N<n<M n 
c dn) G 
Ncn6M n 
by definition of p and 7 
C dn) 
NC rt c M 
~2?~~(N-t-l)-” by(2.4) and M< N+ N"". 
Hence we get 
1~1~(1)I~IR,(l)I+2~~(N+l)-’ 
GCM-‘(~-E,)+~&(N+~)-’ 
<C(N+l)-” by (2.6). 
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REMARK. The proof shows that the admissible A-interval is determined 
completely by the inequality 
h-11 c ‘(‘) <I. 
,,a2 nln-A/ 
All induction proofs here will be performed according to this method, and 
the assumptions of the theorems will be the same in principle. Therefore we 
formulate them more pointedly-and less precisely-in this way: If sufh- 
ciently many polynomials x&x) have zeros in [0.305,1.342], then RN(l) = 
O(N-&). 
THEOREM 6. 
A such that 
If sufficiently many polynomials x&l have nonreal zeros 
IA -0.4261~ 1.016, 
then RN(l) = O( NV”). 
Proof. Suppose A to be a nonreal zero of x&r). Then, by (2.11, ’ 
c ?b) 
I<ngN n(n-A) 
R[N,“)( 1) = O¶ 
and we also have the same equation with x instead of A. The difference of 
these, multiplied by II- A12(A - i)- ‘, is 
-RN(l) = b-At2 c w 
2,<n<N nln - Al 
2R[N,n]W* 
Hence the induction proof of’ Theorem 5 can be copied pr.vided the 
condition 
II- Al2 <l-E0 
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for a nonreai zero of X,,(X) is satisfied for sufficiently many N. Now, 
and 
dn) 1 -=- 
n22 n3 c 
For complex numbers z and n >, 2, 
, c = 2.53097. 
l-, z I" 
1 -z/.2 I <c 
is equivalent to 
lz - m,l < rn 
with m, ,I- cfii2)-’ aid rn = &Y(1- l/nX1- c/n2)-1. F1 mce 
(2.9) is true if A lies in the intersection of the circles K,,,_Fljmn)r n 2 2, of 
and radius rn - E ,. 
r,,, and the sequences 
The circles K,jm n 1 cut the real axis at 
increase ~ot~~~toni~a~ly~ for the functions 
lave the derivatives 
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In particular the intersection of the circles K,dm,), n >/ 2, contains the 
circle K ,,(m,) with 





and this gives m, = 0.42607 and r, = 1.01697. 
REMARK 1. The interpolation Theorem 2 also allows one to derive 
conditional results involving several zeros of X&I, e.g.: If sufficiently many 
polynomials X&I have zeros A,,A,,A, such that 
13 3 
I-I< Aj -1) sup 
n-j 
- < 2.704, 
j-1 n24 j=ln -Aj 
(2.10) 
then RN(l) = O(KE). For the interpolation theorem with M = 3 yields 
and hence 
where C n a 4~(n)/(fz - lb = 0.739548 and therefore 
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The condition (2.10) is true for instance if A,, A, E [0,2] and A, E 
[ - 0.8,2.9]. 
REMARK 2. The starting points in the proofs of Theorems 5 and 6 were 
equations of the type 
c i%sAl~-.¶ 4)R[N,“]( 1)= 0 (2.11) 
l<n<N 
with rational functions g, in the variables (A,,. . ., A,) = A. (2.11) can be 
transformed with Equation (1.1) into 
This shifts the induction proofs to the point x = 0. 
One example (without proof): If sufficiently many polynomials XJX) 
have zeros A such that ]A] < 0.409, then RN(O) = O(N-‘1. 
THEQREM 7. of s@ciently many polynomials xN(x) have zeros A such 
that 
-0.09 e A G 1.04, 
then ~~(0) = o(N”“) and RN01 = OW? 
REMARK. The two estimates in the conclusion of the theorem are 
equivalent by (1.1) and (1.2), but with regard to our induction technique it 
may be worthwhile to note them both, filr the following reason: It may be 
that each single condition of our theorems applies too seldom, i.e. not at least 
once in every interval [N, N + N ‘-“3, N 2 N,, as demanded in Theorem 5. 
Then one can still try to combine these conditions, which means to jump 
after an induction step to another condition. But then one has to observe the 
O-constants involved and to distinguish between the points x = 0 and x = 1. 
Jumping from estimates of RN(l) to those of ,&(O) or vice versa forces us to 
enlarge the multiplicative O-constant by the factor fb, or pm. But the proof of 
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Theorem 7 shows that here the induction step is carried out at x = 0 and 
x = 1 simultaneously, which means without enlarging either of the O-con- 
stants. 
However, under appropriate conditions jumping without enlarging the 
O-constant is possible; e.g., if x&r) has a zero A such that - 1.50 < A < 0.44, 
then IR,(l)j < Cn-” for 1 < n d N implies IiN < CN-“. 
Proof of Theorem 7. We start with 
&m-RN(Q) = c $h[N,n]W - c dn) 
2<n<N 26n<N 
n,&N,tll( 1) 9 
(2.12) 
which is Theorem l(1) for k = 1, and we have 
a!:= C Ip(n)“=0.519817..., 
n>,2 
/3:= C 7(n)n-3=0.395105... . 
n32 
For the sake of simplicity, we impose the same O-constants on both estimates 
and prove by induction 
1 &(o) I< CN-” and IfN(l)I<CNmE. (2.13) 
In the induction step we distinguish four cases: 
(1) XN(x) has exuctly one zero in [0, 11. Then ~~(0) and ~~(1) have 
different signs, and so have ,&(O) and RN(l). Hence (2.12) shows that 
IiN as well as l&(I)1 can be estimated by 
and the induction Hypothesis, c g &o ether with tx -I- j3 < 0.915 < 1, gives (2.13). 
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(2) x,&r) has at least two zeros A,, A, in [O,l]. 
Theorem 2 at x = 0 gives 
Then the interpolation 
RN(O) = $,h, c 
(n-l)(n-2) r(n) 
3gnbN (n - Al)(n - A,) n2 RIN1nl(l)y 
which implies 
and because 
c 44 n2=5,-1 - f < 0.795 c 2, 
n>3 
the induction hypothesis If,(l)1 < CM-&, 1 G M < N - 1, yields IR,(O)! < 
CN-“. Again the interpolation Theorem 2, now at x = 1, gives 
RN(~) =(h,-l)(A,-1) c 
(n-l)(n-2) 7(n) 





the induction hypothesis also yields IfJl~j < CN-“. 
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(3) A = 1 + 6, 0 < s < 0.04, is a zero of x&r). Then the interpolation 
theorem at x = 1 gives 
which implies 
and because 
s 4n) 0.04 
l-8 
n$g (n_l)n <~‘1.9~Q%o.o83=:y, 
the induction hypothesis at x = 1 yields 
IiN 1 < y,cN-“, Y,<l* (2.14) 
But Q! + p + y1 < 0.998 < 1. Thus (2.121, (2.14), and the induction hypothesis 
at x = 0 and x = 1 also yield IfN(O)l G CN-“. 
(4) A = - S, 0 < 6 f 0.09, is a zero of xJx). Then the interpolation 




s +i G) --- 
2 n3 
< 0.09( 1.294856 - 0.395105) < 0.081=: yo, 
rlz32 
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the induction hypothesis at x = 1 yields 
I RN(O) I G Y&N_” , Yo<l, (2.15) 
and again cy + p + y0 < 0.996 < 1. Thus (2.121, (2.151, and the induction 
hypothesis at x = 0 and x = 1 also yield If&)1 < CAP. 
3. CONDITIONS ON yN 
The quotient 
RN(O) 
yN = &,( 1) 
has the obvious representations 
[by (0.1) and (O.2)], 
whirsh is useful for numerical ~o~~u~atious~ and 
whkin shows that in a seuse yhr ~~~su~~s the average deviation of the zeros 
of xlv( x ) f~~)~~~ , . . . ) N. This second equation is a consequence of 
-I 
transcsibed to 2,(O) and ,tN(l). 
rue, then “on average” the zeros A,, Aa,. . . , AN 
ar 2--$3~i,..., N - $ (cf. the introduction 
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of ES]), which implies 
The next theorem suggests yN - 5, = 2.294856 on average. At it seems 
improbable that the sign changes of the sequence (&(ODNa 2 correspond 
exactly with those of (&(1)JN3 2; hence ( yN IN a 2 should not converge. 
THEOREM 8. 
F~zMARK. EN 3 1 RN(0)log( 1+ l/ IV) = 1 is a consequence of the prime 
number theorem. 
24 FRIEDRICH ROESLER 
@I: Abelian summation shows 
N+l 
= R,(O) c log7 - (&+ Lo) - RKW) c 
N+l 
l<N<M I<K<M ldN<K 
log 7 
= &f(o)log( M + 1) - c log(K +1), 
lcK<M 
and, with positive constants cl, c2, and c < 1, 
RMW = c I-L(n) - = O(exp( - c, log” M)), 
I<n<M ’ 
(3.1) 
c P(K) - log K = 
L<K,<M K 
- 1+ O(exp( - c2 logC M)), 
which both are equivalent to the prime number theorem [7, p. lo@]. Fence it 
fOll0Ws for A4 -+ 09 
which proves the remark, Now 
by (1.21, and the series on the right side is absolutely convergent, for (3.1) 
and (1.1) imply 






= c ik(l) c F 
k,l n>l 




Now we impose conditions on yN to prove (0.1) and/or (0.2). First of all, 
if yN < 0, then RN(O) and RN(l) have different signs, which implies the 
existence of a zero of x&r) in [0, l], and if this happens sufficiently often, 
then RN(O) = OWE) and ,&Jl) = O(N”) by Theorem 7. 
THEOREM 9. 
(1) If sujjkiently o@en 
[ 
1 1 
YNE &o - - - - &() = [ -- 33.706,0.4&q, 
Pa0 -2’PCQ 1 
then #Jo) = O(W9. 
(2) If sujkiently often 
then RN(l) = O(N-&). 
(3) Zf sufficiently ofim 
y&l- 
61m - n2 
27r2 -15 -% 
= 0.177, 
then RN(O) = O(N-&) and j&Cl) = OWE). 
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Proof. (1): Equation (1.1) and the definition of yN show 
Therefore the induction step can be carried out as soon as we have 
b(n) I I 1 
nz32 
n2 =Pm-141yN-l -E1, 
which II~C~EIS yN d l,‘p, - ~~ if yN is positive, and yN 2 - l/(pm -2)+ Ed if 
yN is negative. 
(2): Similarly, (1.2) and the definition of yN show 
(YN - l)fN(l) = 
4n) 
2<n<N 
-+[N,n]( l) * (3.2) 
ence the induction step works as soon as we have 
dn) 
-=~~-1S&Y-lI-&,. 
f& 3 2 n2 
(3): As in the roof of Theorem 7, we start with 
an d 
IPW C(2) 15 :SZ 
n2 
=m--l=p - l= 0.519817..., 
ra B 2 
+dn) 5, wm :-_ 




RIEMANN’S HYPOTHESIS 27 
small E > 0, 
l~Nwi6w+~IwE and /,&,(~)IGC(~-(Y)N-‘. 
lf yN < 0, then RN(O) and fNW h ave different signs, and (3.3) shows for 
x=Oand .r=l 
uction hypothesis, where Ed JO and Ed 5 0 when E J 0) 
cC(/3+&*)N-E when E~,E~ are small enough 
9 c( 1- a)AT 
Now we suppose yN 2 0. Then by assumption 
and with (3.3) we get 
as above, by the induction roves 
28 
x = 1, provided er 
(3.5) we also find 
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has been chosen small enough. And finally, with (3.4) and 
REMARK. The upper bound 0.177 for yN in Theorem 9(3) can be 
improved by adding zero conditions, e.g.: If for suffrcizntly many N, x&r) 
has an odd number of zeros in ]1,2[ and yN G 0.205, then &,,W = OWE). 
The proof starts with Equation (3.2) and makes use of the fact that the 
zero condition implies sgn ~~(1) f sgn x&2). Thus, by (0.6) for ~2 = 2, 
sgn RN(l) = sgn RIN,&), and consequently (yN - l)&(l) and RIN,&) have 
different signs, provided yN < 1. Hence the induction step works as soon as 
1-y,>c*f c 
r(n) 
- = er +0.794856. 
n83 n2 
If yN comes near 5, too often (as is suggested by Theorem 81, then 
Theorem 9 is not applicable to prove (0.1) or (0.2). Then we add another zero 
condition, for arbitrarily large M: 
TI IEQREM 10. If for a su&%mtiy dense suheyuence ( Ni Ii ..+ , of the 
natural numbers we hatw 
ence, with 
I 1 if x > 0, 
sgnnc := 0 
\ 
if x =0, 
-1 if x<b), 
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we find 
if and only if 
If ,yN(a) has no zero in ]m, m + l[, we therefore have 
-sgnxN(m)=bsgnxN(m+l) or jfN(m)=xN(m+l)=O, 
and this means 
Now Equation (3.2) yields 
with c==m ur e==m+l. 
n sB I/ nZ g 5, - 1 - (M + ljs2, and then the assumption 
ows that induction is possible. 
REkt~f3K 1. The proof shows that it is suficient to assume that the 
polynomials X&X> contain an even number of zeros in at least one of the 
intervals ]m, m + l[, m < M. But two zeros of x&r) in the same interval 
In, m + l[ occur fairly seldom- this seems to be the degenerate case of a 
pair of complex zeros ar t pi with fy m m, as a comparison of such zeros of 
X,,,(X) with the zeros of xN * ,(x1, xlV + z(x), . . . suggests. On the other hand 
there are reasons to sus eet that for some constant co > 0 the number of 
intervals ]m, m + l[, m < IIF, without zeros of XJX) is greater than coti. 
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REMARK 2. Combinations of equations in Theorem 1, for instance 
can be used to prove by induction 
)RN(0)I<CN-E and I~N(~)I<c~CZV-~ , 
if sufftciently often 
or 
yN G 0.177 (cl = 1.215328) 
-29.89szyy,,<O.205 (q-1.3) 
or 
KN = ( = K.v, 1 ; cf. Theorem 3), 
24MdN 
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and (cf. Theorem 4) 
31 
with 
K N,k = c n-k - yJi-k. 
I<n<N A 
As usual, A runs through the eigenvaluzs of AN. KN and UN are the 
quotients 






for logarithmic differentiation of RN(X) = e * n ~ Jx .- h,)/+ - n) yields 
c 1 c 1 z -- -- 
2gngXn-x h A-x' 
Similar to Theorem B(2), we have the following average result for K~ 
i&d t+: 
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y&v,n,(l) = FhrJRhm~ 
and k-N.1 = KN + 1; hence 
KNt?N(") = c PW T&N/n](O) - (4.2) 
26nbN 
As we have seen in the proof of Theorem 8.21, Ck b lRk(0)log(l + l/k) 
converges absolutely, and thus 
= c tKN +l)&(o)log bY (4.2) 
N&l 
= 





and the remark to Theorem 8 ensures that 
(2): Equation (0.7) shows 
iNW--RN(l) c dn) 
‘-’ =-2<n<Nn(n-X) 
and with (4.1) and for x + 1 this yields 
%rRNW = - c 44 
2dngN t ‘n-l)n 
R[N,nlW - 
Finally, again 
= c am c 
dn) N+l 
k&l n>2 tnalln nk<N?nk+nlog N 
=- %RN( by (4.3), 
and Ck a, f&l) log( 1-k l/ k ) f 0 by Theorem 8(2). 
(4.3) 
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COHOLLARY. 
(1) rf wfjkiently ofen 
lKNl > ‘@) --1+&*=0.520, 
l(4) 
then RN(O) = O( N- E 1. 
(2) Zf sujiciently ofen 
l%l a $ (n _ l)n + q) = 1.990, 
then iN(l) = OCN-“I. 
Proof. This is an immediate consequence of Equations (4.2) and (4.3). 
THEOREM 12. Zf suficiently oflen 
then f,(l) = 
of. The first three equations in the proof of Theorem 11 show 
and this combined with Equation (1.2) gives 
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Hence we need 
for induction at x = 1. We distinguish five cases: 
(1) K~ < - 1. Then we must have 
which leads to K~ > tz2 - 11 - l/I(ZN(l-2/&J’. 
(2) -l<KN<-z. Then (~~(>/$,and 








16 2 54 2 c n>,4 n2 
< 0.38. 
n34 n3 
< K~ < 0. Then we must hai/e 
35 
(4.5) 
which leads to K~ < I/5(2) - 1 - Ed. 
as no solution. 
36 
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THEOREM 13. If su@ientZy oflen 
ihen RN(l) = O(N.-E). 
Proof. By Theorem 4 we have 
ence, with vN = FN 2 / FN, ,, 
and, as starting point for the induction proof at x = 1, 
So WC must have 
In - +la 
n&i? 
which is certainly true for vN < i. 




which with 10.9) gives the lower bound l/5(3)- Ed of the vrinterval. 
Finally if vN > 1, we must have 
i.e. 
which gives the upper bound (2 - {,/[(2)5(3))(2 - cm /5(2))-’ + &o of the 
vN-intewal. 
REMARK. In the same way induction proofs can be established with 
systems of parameters and systems of equa%v. For instance, the equations 
(YN -l)li~(l) = C 
dn) 
---i_f[N,n]( l) 3 
2gndN n 
yield a result of the following form: &Cl) = O(NeE) is true if su 
often the pair (YN, UN) lies outside a lens-shaped region inside the rectangle 
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APPENDIX. NUMERICAL EXAMPLES 
TABLE 1” 
N h- A’:’ A(f) A(f) AC A- A, 
































































2.432 7.006 9.303 - 1.076 f 3.385i 
2.514 7.006 9.298 3.666f 1.144i 
2.879 7.003 9.232 2.596 f 3.14Oi 
1.255 3.084 6.812 5.274 f 0.254i 
3.079 6.811 9.315 - 0.074 f 0.769i 
0.879 3.076 6.808 5.262 f 0.276i 
0.903 3.166 5.190 2.707 f 4.2453 
1.165 3.161 5.197 3.263 f 3.95li 
1.648 3.159 4.880 2.888 f 5.482 i 
1.504 3.057 4.876 2.485 f 5.12Oi 
1.562 3.083 4.739 3.418f5.653i 
1.636 3.078 4.729 3.985 f 5.2343’ 
2.035 3.410 4.848 6.500 f 0.682 i 
2.040 3.451 4.999 2.346 f 5.3961 
2.402 3.739 4.998 1.607f5.4215 
2.315 3.809 4.999 0.850 f 6.291 i 
2.213 3.803 4.999 0.36Of6.125i 
2.235 3.817 4.999 - 0.942 f 6.3165 
2.577 7.114 9.613 - 0.440 f 4.372 i 
2.580 7.117 9.575 - 0.858 f 3.8703 
2.537 7.117 9.576 - 1.758f4.16Oi 
0.687 2.630 7.116 4.866fO.187i 
0.496 2.733 7.113 4.936 f 0.206i 
0.495 2.732 7.115 4.929 f 0.25Oi 
0.689 2.954 7.003 - 1.736 f 4.7033 
2.953 7.003 9.007 - 1.981 f 2.2OOi 
2.953 7.003 9.007 - 1.981 f 2.2Oli 
0.808 3.032 7.003 - 2.784 f 3.4361 
3.032 7.003 9.005 - 1.415 f 4.6033 
3.033 7.003 9.005 - 0.348 f 2.404 i 
3.286 5.354 6.821 1.414 f 1.6553 
3.266 5.388 9.003 - 0.765 f 1.809i 
1.375 3.280 5.384 - 2.033 f 3.2575 
1.414 3.361 5.341 - 1.334 f 3.3563 
1.850 3.768 5.491 - 0.020 f 3.8703 
0.216 1.787 3.777 3.901 f 4.608i 
3.347 5.993 8.686 1.615 f5.030i 
3.395 5.993 8.682 3.045 f 1.09Oi 
1.540 2.844 4.346 6.298 f 1.027i 



































































































TABLE la Continued 
N A- A’:’ A’? A’? 4 A- A, 
142 -4.292 0.136 2.665 4.302 6.210f0.993i 1 8 
143 - 2.630 4.333 5.991 - 1.904f 1.819i 0 10 
144 - 2.679 4.557 5.734 -2.023f 1.79Oi 0 10 
145 - 2.633 4.757 5.663 3.409f2.435i 0 10 
146 - 2.690 4.749 5.657 3.673f2.3313 0 10 
147 - 2.725 4.714 5.567 3.213f2.711i 0 10 
148 - 2.391 4.425 5.485 3.70lf 1.7243 0 10 
149 - 2.428 4.393 5.462 3.865f2.040i 0 10 
150 - 2.398 8.014 9.512 - 2.719f 2.827i 0 12 
151 - 1.143 2.424 8.014 9.508 4.145f0.4483 2 10 
152 - 1.334 2.688 7.366 9.460 5.498f 1.304i 2 10 
153 - 2.902 7.282 9.309 - 2.447k 1.5455 0 12 
154 -0.126 2.892 6.750 9.315 5.269f 0.865i 2 10 
155 - 2.872 6.727 9.311 1.503f2.462i 0 12 
156 - 2.839 6.902 9.467 -0.842f 1.722i 0 12 
157 -0.031 2.843 6.901 9.462 4.929f 0.618i 2 10 
158 - 1.495 2.852 6.901 9.461 4.920f 0.619i 2 10 
159 - 2.779 6.900 9.460 -2.214f2.4753 0 12 
160 - 2.786 6.925 9.268 - 2.175f2.419i 0 12 
161 - 2.776 6.999 9.258 .- 2.266f 4.367i 0 12 
162 - 2.783 6.999 9.005 - 2.125f4.2083 0 12 
163 - 2.788 6.999 9.005 - 3.326& 1.053i 0 12 













































































- 0.770 f 2.3475 0 12 
- 0.510 f 4.3263’ 0 12 
5.014 f 0.502i 2 10 
4.313 f 0.419 a 2 10 
4.305 f 0.4d3i 2 10 
4.992 f 5.2613 2 8 
4.684 f 0.283i 2 10 
0.248 f 3.627i 0 10 
3.024 f 0.618i 1 10 
5.206 f 0.718i 1 10 
4.322 f 0.449i 1 10 
3.910 f 1.579i 1 10 
3.801 f 1.9281 1 10 
3.706 f 2.1823 0 10 
3.086 f 2.1865 1 10 
-0.022f2.154i 1 12 
0.992 f 2.169i 1 12 
1.374 ,t 3.234i 1 12 
0.653 f 2.85% 1 12 
184 -5.295 2.507 4.278 4.728 0.711 f h 762i 1 10 
39 
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TARLE la Continued 
185 - 2.892 2.548 4.200 4.931 
186 - 2.313 2.508 4.125 4.956 
187 - 0.718 2.525 4.119 4.958 
188 - 0.521 2.642 4.297 4.951 
189 - 0.515 2.673 4.326 4.947 
190 - 0.896 2.689 7.985 9.579 
191 - 1.966 2.683 7.984 %a6 
192 - 1.965 2.683 ?.&3 9.487 
193 - 4.661 2.677 7.473 9.-?95 
194 - 3.505 2.656 7.471 9.496 
195 - 3.018 2.565 7.528 9.471 
196 - 2.966 2.549 7.239 9.573 
197 - 5.515 2.540 7.234 9.580 
198 - 5.784 2.684 7.273 8.541 
199 -a 8.261 2.673 7.267 8.530 
200 - 8.149 2.703 7.263 8.740 
- 1.125f3.3OOi 
- 1.360 f 5.422 i
- 2.893 f 6.3853 
7.569 f 0.559i 
8.105 f 0.082 i
4.549 f 0.034i 
4.551 f 0.08Oi 
4.56Of0.131i 
4.562 f 0.152 i
4.565 f O.f65i 
4.477 f 0.304 i
4.465 &- 0.267i 
4.465 If: 0.281i 
4.408 f 0.6935 
4.405 f 0.7275 

































“A, denotes the largest negative zero of x&); A’:‘, A(:)$ #:) are 
the smallest three positive zeros of X,,,(X); A, denotes khe complex 
zero of x,Cx) with minimal modulus; A_ and A, count the number 
of negative and of complex zeros of ,yJx). 
TABLE 2 
N YN KN ON UN 
101 0.412 0.733 1.124 1.219 
102 0.563 0.403 0.819 1.155 
103 0.164 2.622 1.576 1.398 
1104 0.119 2.622 2.097 MO7 
105 1.226 0,434 - 2.226 0.879 
106 0.127 0.98 1 2.612 2.965 
107 - 2.!?51 -0.196 9.773 0.395 
168 - 2.938 -0.196 11.781 0.443 
109 2.547 - 0.084 - 4.654 0.776 
110 0.821 0.282 - 0.042 1.011 
111 0.957 0.236 - 0.480 0.968 
112 0.929 0.236 - 0.335 0.968 
113 0.949 0.158 - 0.222 0.978 
114 0.629 0.398 0.557 1.088 
115 0.594 0.447 0.627 1.104 
116 0.467 0.620 0.993 1.173 
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N 
TABLE 2 Continued 
YN KN UN UN 
117 0.426 0.?38 1.048 1.192 
115 0.401 0.841 1.063 1.202 
119 0.273 1.429 1.329 1.285 
120 0.231 1.429 1.661 1.371 
121 0.236 1.346 1.673 1.380 
122 0.038 9.507 2.187 1.688 
123 - 0.810 - 0.667 4.501 - 1.066 
124 - 0.363 - 1.237 3.305 5.722 
125 - 0.361 - 1.237 3.301 5.759 
126 - 0.745 - 0.616 4.669 - 0.774 
127 0.032 8.012 2.584 1.971 
128 0.032 8.012 2.584 1.971 
129 - 1.231 - 0.242 6.803 0.249 
130 0.019 17.576 2.406 1.767 
131 0.237 1.107 1.869 1.423 
132 0.460 0.430 1.351 1.192 
133 0.074 3.166 2.599 1.790 
134 1.018 0.281 - 0.989 0.982 
135 0.934 0.281 - 0.689 1.021 
136 0.664 0.281 0.515 1.132 
137 -0.157 - 4.055 1.784 1.822 
138 0.390 0.780 1.246 1.209 
139 0.551 0.407 0.914 1.137 
140 1.134 0.078 - 0.619 0.922 
141 3.437 - 0.180 - 6.045 0.679 
142 -0.064 - 6.615 2.341 1.893 
143 0.306 1.011 1.454 1.316 
144 0.303 1.011 1.484 1.316 
145 0.445 0.607 1.119 1.202 
146 0.461 0.577 1.083 1.190 
147 0.480 0.512 1.073 1.187 
148 0.617 6.339 0.712 1.114 
149 0.518 0.506 0.898 1.152 
150 0.430 0.708 1.057 1.201 
151 0.275 1.407 1.347 1.285 
152 0.248 1.407 1.557 1.339 
153 0.290 1.059 1.545 1.321 
154 0.023 9.564 2.643 2.311 
155 0.453 0.443 1.289 1.239 
156 0.232 1.141 1.840 1.457 
157 0.010 33.019 2.373 1.836 
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TABLE 2 Continued 
N YN KN UN VN 
158 0.188 1.643 1.870 
159 0.289 1.014 1.577 
160 0.289 1.014 1.579 
161 0.366 0.746 1.379 
162 0.366 0.746 1.378 
163 0.282 1.097 1.563 
164 0.344 0.856 1.391 
165 0.274 0.953 1.719 
166 0.346 0.750 1.486 
167 0.221 1.396 1.771 
168 0.253 1.396 1.519 
169 0.249 1.462 1.511 
170 0.084 4.684 1.958 
171 0.117 2.661 2.091 
172 1.442 - 0.271 - 0.640 
173 0.933 0.065 0.095 
174 0.458 0.614 1.041 
175 0.426 0.738 1.060 
176 0.420 0.738 1.104 
177 0.297 1.182 1.416 
178 -0.150 - 3.768 2.342 
179 0.453 0.595 1.110 
180 0.305 0.825 1.619 
181 0.484 0.388 1.200 
182 0.449 0.547 1.172 
183 0.385 0.647 1.376 
184 0.419 0.647 1,1$2 
185 0.279 I.098 IJ%O 
186 Ku0 1 .O80 1.4% 
187 0.177 2.068 I.717 
188 0.141 2.610 1.843 
189 0.143 2.610 1.834 
190 0.210 1.731 1.643 
191 0.286 1.149 1.484 
192 0.286 1.149 1.485 
193 0.348 0.862 1.355 
194 0.317 0.977 1.429 
195 0.347 0.914 i.306 
196 0.354 0.897 1.284 
197 0.406 0.721 1.181 
198 0.450 0.614 1.091 
199 0.494 0.514 1.003 
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TABLE 3 
THE CONDi’KONS IN SECTIONS 2-4 AND THE NUMBER #N OF N’s, 
101 < N 6 200, FOR WHICH THESE CONDITIONS ARE SATISFIED 
Place of 
Condition Theorem induction #N 
0.305 g A d 1.342 5 X=1 10 
IA -0.426) d 1.016, A B Iw 6 X=1 1 
IAl sz 0.409 6 (Remark 2) x=0 10 
-0.09 Q A G 1.04 x=oandx=l 12 
yN E [ - 13.706,0.482] 211 X=0 78 
y&, e [ - 0.295,2.295] 9(2) x=1 9 
yN < 0.177 s(3) x=oaudx=l 20 
l%Nla 0.520 11 (Corollary) x=0 72 
b,i & 1.990 11 (corohly) x= 1 22 
-3.051< < -0.3% KN 12 x= 1 4 
VN B i&831,1.388] 13 x=1 32 
TABLE 4” 


























7,378 826 1,830 0.738 0.083 0.183 
13,940 1,689 4,265 0.697 0.085 0.213 
21,157 2,855 7,017 0.705 0.095 0.234 
27,583 5,009 10,505 0.690 0.125 0.263 
36,057 5,344 13,509 0.721 0.107 0.270 
40,483 5,448 13,801 0.675 0.091 0.230 
45,822 5,895 15,360 0.655 0.084 0.219 
54,025 5,951 17,790 0.675 0.074 0.222 
61,502 9,091 21,849 0.683 0.101 0.243 
70,483 9,496 23,153 0.705 0.095 0.232 
78,883 10,237 26,507 0.717 0.093 0.241 
86.990 11,071 27,766 0.725 0.092 0.231 
96,990 11,071 30,634 0.746 0.085 0.236 
w6,635 12,420 34,282 0.762 0.089 0.245 
116,470 12,420 34,282 0.777 0.083 0.229 
118,167 12,420 34,282 0.739 0.078 0.214 
121,560 12,770 34,779 0.715 0.075 0.205 
122,243 13,485 34,779 0.679 0.075 0.193 
129,477 13,485 35,884 0.682 0.071 0.189 
139,477 13,604 43,437 0.637 0.068 0.217 
145,636 13,938 44,853 0.694 0.066 0.214 
1~50,153 16,079 47,580 0.683 0.073 0.216 
156,964 16,082 47,580 0.683 0.070 0.207 
166,964 16,082 51,046 0.696 0.067 0.213 
176.964 16,325 58,273 0.708 0.065 0.233 
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370, I87 IsI, 
38Q, I57 51,716 
390,157 52,716 
400, I57 51,716 
410,157 5I,716 
420, I57 51,716 
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TAIXE 4” Gmh.d 
N Nl N2 4 K/N N2/N %/N 
710,000 501,573 56,339 175,101 0.706 0.079 0.247 
‘720,000 511,573 56,339 175,716 0.711 0.078 0.244 
730,000 521,573 56,339 180,266 0.715 0.077 0.247 
740,000 531,573 56,339 182,462 0.718 0.076 0.247 
750,000 536,580 56,339 184,016 0.715 0.075 0.245 
760,000 536,761 56,339 184,016 0.706 0.074 0.242 
7i0,OOO 543,454 56,339 184,016 0.706 0.073 0.239 
780,000 550,099 56,823 184,568 0.705 0.073 0.237 
790,000 555,841 58,074 186,454 0.704 0.074 0.236 
800,000 561,827 58,522 187,465 0.702 0.073 0.234 
810,000 565,314 59,302 188,638 0.698 0.073 0.233 
820,000 566,405 59,302 188,638 0.691 0.072 0.230 
830,000 576,140 59,302 188,638 0.694 0.071 0.227 
840,060 586,140 59,302 188,638 0.698 a.071 0.225 
850,~ 596,140 59,302 188,638 0.701 0.070 0.222 
860,000 606,140 59,302 188,638 0.705 0.069 0.219 
870,060 615,461 59,302 188,638 0.707 0.068 0.217 
88O,(JJO 619,294 59,302 188,638 0.704 0.067 0.214 
890,000 626,466 59,302 188,638 0.704 0.067 0.212 
900,ooO 636,466 59,302 188,638 0.707 0.066 0.210 
910,000 643,208 59,302 188,638 0.707 0.065 0.207 
920,000 W,172 59,302 188,638 0.707 0.065 0.205 
930,000 660,172 59,302 188,638 0.710 0.064 0.203 
940,000 670,172 59,302 188,638 0.713 0.063 0.201 
950,000 669,172 59,302 188,638 0.716 0.062 0.199 
960,000 690,172 59,302 190,614 0.719 0.062 0.199 
970,000 700,171 62,476 200,552 0.722 0.064 0.207 
980$00 704,529 64,502 203,342 0.719 0.066 0.208 
9QOA)o9 704,529 64,502 203,342 0.712 0.065 0.205 
LOW800 704,529 64,502 203,342 0.705 0.065 0.203 
*Compare Theorem 9. 
Nl := #(M s N, yM E [ - 13.706,0.482]}, 
N2 := #{M < N, yM er [ -0.295,2.295]}, 
-“r, := #{A4 < N, yM < 0.177). 
k closer examination of the values yN shows that for lo4 < N < 106: 
each interval [N, N + N’-“.21] contains at least one A4 such that YW E 
[ - 13.706,0.482]; 
each interval [N, N + N’-‘.“‘] contains at least one such that y&, 6+ 
[ - 0.295,2.295]; 
each interval [N, N + N 1 -0.12 ] contains at least one M such that yM < 0.177. 
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