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Abstract
The extended persistence diagram is an invariant of piecewise linear functions,
introduced by Cohen-Steiner, Edelsbrunner, and Harer. The bottleneck distance has
been introduced by the same authors as an extended pseudometric on the set of
extended persistence diagrams, which is stable under perturbations of the function.
We address the question whether the bottleneck distance is the largest possible stable
distance, providing an affirmative answer.
1 Introduction
The core idea of topological persistence is to construct invariants of continuous real-valued
functions by considering preimages and applying homology with coefficients in a fixed field
K, or any other functorial invariant from algebraic topology. The most basic incarnation
of this idea studies the homology of sublevel sets. Sublevel set persistent homology was
introduced in [ELZ02] and is described up to isomorphism by the sublevel set persistence
diagram [CSEH07]. Moreover, the authors of [CSEH07] introduce the bottleneck distance,
an extended metric for sublevel set persistence diagrams. An extension of this invari-
ant considers preimages of arbitrary closed intervals [DW07, CdM09]. This is commonly
referred to as interlevel set persistent homology. As shown by [CdM09], interlevel set per-
sistent homology is described up to isomorphism by the extended persistence diagram due
to [CSEH09].
For a piecewise linear function f : X → R, with X a finite connected simplicial complex,
we denote the extended persistence diagram in dimension p as introduced in [CSEH09] by
Dgmp(f), and we let Dgm(f) denote the disjoint union of Dgmp(f) over all dimensions
p ≥ 0. It is well-known that the operation f 7→ Dgm(f) is stable. That is, for functions
f, g : X → R as above,
dB(Dgm(f),Dgm(g)) ≤ ||f − g||∞,
where the bottleneck distance over all dimensions is defined by
dB(Dgm(f),Dgm(g)) = max
p≥0
{dB(Dgmp(f),Dgmp(g))}.
In this paper we prove that this distance is universal : it is the largest possible stable
distance on persistence diagrams realized by functions.
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Figure 1: Regions in the strip M corresponding to the ordinary, relative, and extended
subdiagrams [CSEH09].
We obtain this result by studying the equivalent problem for certain homology functors
on a partially ordered set M, which is a subposet of the Euclidean plane with the shape of
a closed strip. For a function f , the associated functor on the strip M can be thought of as
gluing together the homology pyramids of [CdM09, BEMP13] associated to f along neigh-
boring dimensions. The associated persistence diagram Dgm(f) can be defined in terms
of this functor, as a multiset on M. See Fig. 1 for an illustration relating this definition
to the ordinary, relative, and extended subdiagrams defined in [CSEH09]. Conversely, we
say that such a multiset µ is realizable as a persistence diagram if µ = Dgm(f) for some
function f as above. Universality follows from the following theorem.
Theorem 1.1. For any two realizable persistence diagrams µ, ν with dB(µ, ν) <∞, there
exists a simplicial complex X and piecewise linear functions f, g : X → R with
Dgm(f) = µ, Dgm(g) = ν, and ‖f − g‖∞ = dB(µ, ν).
Letting LZZ(f) denote the disjoint union of level set zigzag persistence diagrams across
all dimensions p, then Theorem 1.1, in conjunction with the equivalence between Dgm(f)
and LZZ(f) [CdM09, BEMP13], imply a universality result for realizable level set zigzag
persistence diagrams as well. An analogous theorem in the context of sublevel set persistent
homology has already been given in [Les15].
We remark that in most practical situations one can only expect to know Dgmp(f) or
LZZp(f) for small p (typically, p ≤ 2). The corresponding universality results in the case
of partial information will be explored in subsequent work.
2 Preliminaries
In this section, we formalize the requisite notions of relative interlevel set homology and
persistence diagrams, building on and extending several ideas that appear in the relevant
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literature, and aiming for an explicit description of those ideas. In particular, we will
assemble all relevant persistent homology in one single functor, which will turn out to be
a helpful and elucidating perspective for studying the persistent homology associated to a
function.
2.1 Relative Interlevel Set Homology
For a piecewise linear function f : X → R, the inverse image map f−1 provides a monotone
map from the poset of compact intervals to 2X . The image of this map consists of all
interlevel sets of f , where an interlevel set is a preimage f−1(I) of a closed interval I.
Post-composing this map with homology we obtain a functor from the poset of compact
intervals to the category of vector spaces over K:
I 7→ H∗(f−1(I)). (1)
This invariant is commonly referred to as interlevel set homology. As proposed by [CdM09]
for the discretely indexed setting, we consider the following extension of this invariant:
1. For interlevel sets described as a union of two smaller interlevel sets there exist
connecting maps from a Mayer–Vietoris sequence, which we would like include in
our structure.
2. In addition to absolute homology groups we would like to include relative homology
groups as well. More specifically, we aim to include all homology groups of preim-
ages of pairs of closed subspaces of R := [−∞,∞] whose difference is an interval
contained in R. By excision, each such relative homology group can be written as
Hn(f
−1(I, C)), where I is a closed interval and C is the complement of an open
interval.
Extending the interlevel set homology diagram (1) in the first direction leads to the no-
tion of a Mayer–Vietoris system as defined in [BGO19, Definition 2.14]. Moreover, the
construction by [BEMP13] gives an extension in the second direction. The invariant we
consider combines both extensions to obtain a continuously indexed version of the con-
struction by [CdM09]. Specifically, we encode all information as a functor h(f) on one
large poset M (with Mayer–Vietoris systems arising as restrictions to a subposet of M).
Any point u ∈M should correspond to a pair (I, C) as above and a degree n in such a way
that h(f)(u) = Hn(f
−1(I, C)). The natural symmetry of this parametrization is expressed
by an automorphism T : M→M such that given h(f)(u) = Hn(f−1(I, C)) for some u ∈M
we have (h(f) ◦ T )(u) = Hn−1(f−1(I, C)). In other words, if u ∈M corresponds to a pair
(I, C) and a degree n, then T (u) corresponds to the pair (I, C) and the degree n− 1.
Explicitly, M is given as the convex hull of two lines l0 and l1 of slope −1 in R◦ × R
passing through −pi respectively pi on the x-axis, as shown in Fig. 2. Here R and R◦ denote
the posets given by the orders ≤ and ≥ on R, respectively. This makes R◦×R the product
poset and M a subposet.
We embed the extended reals R into the strip M by precomposing the diagonal map
∆: R→ R2, t 7→ (t, t) with the homeomorphism arctan : R→ [−pi/2, pi/2], yielding a map
N = ∆ ◦ arctan: R→M, t 7→ (arctan t, arctan t)
such that ImN is a perpendicular line segment through the origin joining l0 and l1.
3
M
pi
−pi ImN
l1
l0
Figure 2: The image of the embedding N : R→M.
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Figure 3: Incidences defining T .
The automorphism T : M → M has the following defining property (also see Fig. 3):
Let u ∈ M, h0 be the horizontal line through u, let g0 be the vertical line through u, let
h1 be the horizontal line through T (u), and let g1 be the vertical line through T (u). Then
the lines l0, h0, and g1 intersect in a common point, and the same is true for the lines l1,
g0, and h1.
We also note that T is a glide reflection along the bisecting line between l0 and l1,
and the amount of translation is the distance of l0 and l1. Moreover, as a space, M/〈T 〉
is a Mo¨bius strip; see also [CdM09]. Any point in M will correspond to a pair of closed
subsets of R and a degree n ∈ Z. Moreover, the points corresponding to degree 0 form a
fundamental domain D with respect to the action of 〈T 〉. This fundamental domain can
be defined as D := (↑ ImN) \T (↑ ImN), see Fig. 4. Here ↑ ImN is the upset of the image
of N.
Now D provides a tessellation of M as shown in Fig. 5, and we assign the degree n
to any point in T−n(D). This convention for T is chosen in analogy to the topological
suspension, which also decreases the homological degree: a homology class of degree d in
the suspension corresponds to a homology class of degree d− 1 in the original space.
It remains to assign a pair (I, C) to any point u ∈ D of the fundamental domain. Here
the interval I is given by taking the down set of u in the poset M, denoted by ↓ u, and
taking the preimage under the embedding N : R → M. Similarly, C is given by starting
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Figure 4: The fundametal domain D := ↑ ImN \ T (↑ ImN).
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Figure 5: The tessellation of M induced by T and D.
with the transformed point T−1(u), taking its upset, forming the complement of this upset
inM, and taking the preimage of the closure under N. Altogether we obtain the monotonic
map
ρ : D → 2R × 2R, u 7→ N−1( ↓ u, M\ ↑ T−1(u) ).
Any other point in the orbit of the point u is assigned the same pair, but a different degree.
Fig. 6 provides a schematic image of ρ. We note the following three essential properties:
• The image ρ(D) is the set of all pairs (I, C) of closed subspaces of R such that I is
a closed interval in R, C is the complement of an open interval in R, and I \C is an
interval in R. Specifically, if I is a bounded interval, then C must be empty; if I is
a proper downset (upset), then so is C; and if R \ C ⊆ R, then I must be R.
• For any u ∈ D, the difference of ρ(u) is empty iff u ∈ l0 ∪ l1 = ∂M.
• For any axis aligned rectangle contained in D the corresponding joins and meets are
preserved by ρ.
Now suppose f : X → R is a piecewise linear function withX a finite simplicial complex.
For any n ∈ Z, we obtain a functor
D → VectK , u 7→ Hn(f−1(ρ(u))). (2)
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Figure 6: A schematic image of ρ.
This functor describes the n-th layer of the Mayer–Vietoris pyramid of f , as introduced
in [CdM09] and extensively studied in [BEMP13] and [CdSKM19]. As pointed out in
[CdM09], the different layers can be glued together to form one large diagram. More
specifically, we may move the functor in (2) down by n tiles in the tessellation of M shown
in Fig. 5 by precomposition with Tn:
T−n(D)→ VectK , u 7→ Hn(f−1(ρ(Tn(u))). (3)
This way we obtain a single functor on each tile T−n(D). We can further extend these
functors into one single functor
h(f) := h(f ;K) : M→ VectK .
We will refer to this functor as the relative interlevel set homology of f with coefficients
in K. For better readibility we suppress the field K as an argument of h. We define the
restriction h(f)|T−n(D) as the functor specified in (3).
It remains to specify the linear maps in h(f) between comparable elements from dif-
ferent tiles. In the following we will define these maps as either the zero map or as the
boundary operator of a Mayer–Vietoris sequence. To this end, let u  v ∈M, with u and
v lying in different tiles, and consider the interval [u, v] in the poset M ⊆ R◦ × R, which
is the intersection of a closed axis-aligned rectangle with the closed strip M. If there is a
point x ∈ [u, v]∩∂M, then h(f)(x) ∼= {0}, since ρ assigns to any point in D∩∂M a pair of
identical intervals. In this case, we thus have to set h(f)(u  v) = 0, as this map factors
through {0}.
Now consider the case [u, v] ∩ ∂M = ∅, and let w := T (u). As illustrated by Fig. 7, we
have v  w, and thus u and v have to lie in adjacent tiles. For simplicity, we first consider
the case v ∈ D, which implies u ∈ T−1(D) and w ∈ D. In particular, the poset interval
[v, w] is an axis aligned rectangle with corners v = (v1, v2), w = (w1, w2), (w1, v2), and
(v1, w2). We have v = (w1, v2) ∧ (v1, w2) and w = (w1, v2) ∨ (v1, w2). Since this rectangle
is contained in D, join and meet are preserved by ρ. Moreover, since taking preimages
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Figure 7: The interval [u, v] and w = T (u).
f−1 : 2R → 2X is a homomorphism of Boolean algebras, f−1 also preserves joins and meets,
which in this case are the componentwise unions and intersections. Writing F = f−1 ◦ ρ,
we get a Mayer–Vietoris sequence
· · · → H1(F (w))︸ ︷︷ ︸
h(f)(u)
∂→ H0(F (v))︸ ︷︷ ︸
h(f)(v)
→ H0(F (w1, v2))⊕H0(F (v1, w2))→ H0(F (w))→ 0
and define h(f)(u  v) := ∂.
We note that the existence of the Mayer–Vietoris sequence above is ensured by a very
general criterion, given in [tom08, Theorem 10.7.7]. This criterion requires certain triads
to be excisive, which is satisfied here because f is piecewise linear. In any subsequent
applications of the Mayer–Vietoris sequence, we will continue to use this criterion, omitting
the straightforward proof that the corresponding triads are excisive.
In the general situation where v ∈ T−n(D) for some n ∈ Z, the points v′ := Tn(v)
and w′ := Tn+1(u) lie in D. Using the above arguments with v′ and w′ in place of v
respectively w, we obtain the Mayer–Vietoris sequence
· · · → Hn+1(F (w′))︸ ︷︷ ︸
h(f)(u)
∂˜→ Hn(F (v′))︸ ︷︷ ︸
h(f)(v)
→ Hn(F (w′1, v′2))⊕Hn(F (v′1, w′2))→ Hn(F (w′))→ . . .
and define h(f)(u  v) := ∂˜.
We refer to h(f) as the relative interlevel set homology of f with coefficients in K.
We will generalize the construction of h(f) to pairs (X,A) and show its functoriality in
Appendices A through C.
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2.2 The Extended Persistence Diagram
Having defined the relative interlevel set homology as a functor h(f) : M→ VectK , we now
formalize the notion of an extended persistence diagram, originally due to [CSEH09], as a
discrete invariant of functors F : M → VectK vanishing on ∂M. The extended persistence
diagram Dgm(F ) of F is a multiset µ : M→ N0, which counts, for each point u ∈ M, the
maximal number µ(u) of linearly independent vectors in F (u) born at u; for the functor
h(f), these are homology classes. More precisely, we define
Dgm(F ) : intM→ N0, v 7→ dimK F (v)− dimK
∑
u≺v
ImF (u  v).
In the last term, u ranges over all u ∈M with u ≺ v. Moreover, note that
∑
u≺v
Imh(f)(u  v) =
( ⋃
x>v1
ImF ((x, v2)  v)
)
+
( ⋃
y<v2
ImF ((v1, y)  v)
)
.
Now let f : X → R be a piecewise linear function with X a finite simplicial complex.
The extended persistence diagram of f (over K) is
Dgm(f) := Dgm(f ;K) := Dgm(h(f ;K)).
See Fig. 8 for an example. We note that Dgm(f) is supported in the downset ↓ ImN ⊆M.
As f is bounded, Dgm(f) is also supported in the union of open squares
(−pi2 , pi2 )2 + piZ2.
We now define the bottleneck distance of extended persistence diagrams. We first
define an extended metric d : M ×M → [0,∞] on M. Following the approach of [MP18],
we then define an extended metric on multisets of intM in terms of d.
Let d0 : R×R→ [0,∞] be the unique extended metric on R such that for all s < t we
have the equation
d0(s, t) =
{
tan t− tan s [s, t] ∩ (pi2 + piZ) = ∅,
∞ otherwise.
We endow the product R×R with an extended metric given as the maximum of d0 on each
copy of R. By restriction, we obtain an extended metric d : M ×M → [0,∞] on M. Now
we use d to define the bottleneck distance of persistence diagrams. A δ-matching between
persistence diagrams µ and ν is a partial matchings of their vertices, such that any pair of
matched vertices has at most distance δ and any unmatched vertex is at most distance δ
away from the boundary ∂M. The bottleneck distance of µ and ν is the infimum of all δ,
for which there is a δ-matching. Later it will be convenient to have a slightly more general
notion of a matching, due to [MP18].
For a set S, a finite multiset µ with ambient set S is a function µ : S → N0 with
µ(s) = 0 for almost all s ∈ S. For µ a finite multiset with ambient set R × S (R and S
being arbitrary sets) the projection of µ to R is the multiset
p1(µ) : R→ N0, r 7→
∑
s∈S
µ(r, s).
The projection p2(µ) to S is defined analogously.
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Figure 8: A simplicial complex (top) and the extended persistence diagram (bottom) of
the associated height function. The numbers next to the dots indicate the multiplicity in
the persistence diagram. The complex shown on top is an instance of the construction we
use to realize extended persistence diagrams in the proof of Theorem 1.1. Subcomplexes
shaded in color correspond to dots in the persistence diagram. The rectangular regions
outline the support of the corresponding feature in the relative interlevel set homology.
Let R,S ⊆M be convex and let µ and ν be finite multisets with ambient set R and S,
respectively. A matching between µ and ν is a multiset M with ambient set R × S such
that
p1(M)|R = µ, p2(M)|S = ν, and M
∣∣
R\R×S\S ≡ 0.
The last condition is technical and ensures that the bottleneck distance is always attained
by some matching.
The norm of a matching M is defined as
‖M‖ := sup d (M−1(N)) .
For multisets µ and ν as above, the bottleneck distance of µ and ν is
dB(µ, ν) := inf{‖M‖ |M is a matching between µ and ν}.
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In particular, we define the bottleneck distance between extended persistence diagrams
associated to functions as above.
3 Properties of Relative Interlevel Set Homology
We think of the relative interlevel set homology of a piecewise linear function f : X → R
(with X a finite complex) as an analogue to the homology of a space. There are various
tools to reduce the computation of homology of a space to smaller subcomputations, and
one of them is the relative homology of a pair of spaces. In order to compute the relative
interlevel set homology of a function, we now develop a counterpart to relative homology.
In Appendices A through C we provide a formal construction of such a notion. More
specifically, given a finite simplicial pair (X,A) and a piecewise linear function f : X → R
we construct a functor
h(X,A; f) := h(X,A; f ;K) : M→ VectK ,
which we refer to as the relative interlevel set homology of the function f : A ⊆ X → R.
Similarly, we write Dgm(X,A; f) := Dgm(h(X,A; f)) for the corresponding persistence
diagram. When the pair (X,A) is clear from the context, we may suppress it as an
argument of h or Dgm and simply write h(f) and Dgm(f).
One of the most useful properties of relative homology is functoriality. Before we
continue, we explain in what sense h = h(−;K) is a functor. To this end, we describe the
category of functions f : A ⊆ X → R that provides the natural domain for this functor.
Denoting this category by F0, its objects are triples (X,A; f) with (X,A) a finite simplicial
pair and f : X → R a piecewise linear function. Now let (X,A; f) and (Y,B; g) be objects
of F0. A morphism ϕ from (X,A; f) to (Y,B; g) is a continuous map ϕ : X → Y with
ϕ(A) ⊆ B and the property that the diagram
X Y
R
ϕ
f g
(4)
commutes. We may also write this as ϕ : (X,A; f)→ (Y,B; g). The composition and the
identities of F0 are defined in the obvious way. Moreover, as homology is a functor on
topological spaces and h = h(−;K) is defined in terms of homology (see Appendices A
through C), this makes h a functor from F0 to the category VectMK of diagrams of vector
spaces indexed overM. As it turns out, this relative interlevel set homology functor satisfies
certain properties analogous to the Eilenberg–Steenrod axioms for homology theories of
topological spaces.
For the first porperty, let (X,A; f) and (Y,B; g) be objects of F0, and let
ϕ,ψ : (X,A; f) → (Y,B; g) be morphisms. After choosing a suitable triangulation on
X × [0, 1], we can think of (X × [0, 1], A × [0, 1]; f ◦ pr1) as an object of F0. A fiberwise
homotopy η from ϕ to ψ is a morphism η : (X × [0, 1], A× [0, 1]; f ◦ pr1)→ (Y,B; g) such
that η(−, 0) = ϕ and η(−, 1) = ψ. If such a homotopy exists, we say that ϕ and ψ are
fiberwise homotopic.
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Lemma 3.1 (Homotopy Invariance). If ϕ and ψ are fiberwise homotopic, then
h(ϕ) ∼= h(ψ).
Proof. As h = h(−;K) is defined in terms of homology, this follows from the homotopy
invariance of homology.
Lemma 3.2 (Mayer–Vietoris Sequence). Let X be a finite simplicial complex with sub-
complexes A0 ⊆ X0 ⊆ X, A1 ⊆ X1 ⊆ X, and A ⊆ X, such that
X = X0 ∪X1 and A = A0 ∪A1.
Moreover, let f : X → R be a piecewise linear map. Then there is an exact sequence of
diagrams M→ VectK given by
h(X0 ∩X1, A0 ∩A1; f |X0∩X1)
(h(X0, A0; f |X0))⊕ (h(X1, A1; f |X1))
h(X,A; f)
h(X0 ∩X1, A0 ∩A1; f |X0∩X1) ◦ T
(h(X0, A0; f |X0) ◦ T )⊕ (h(X1, A1; f |X1) ◦ T )
(
1
1
)
(1 −1)
∂
(
1
1
)
(5)
where 1 denotes a map induced by inclusion. We name this the Mayer–Vietoris sequence
for (A;A0, A1) ⊆ (X;X0, X1) relative to f .
The proof of this lemma is deferred to Appendix D. It has the following two corollaries.
Corollary 3.3 (Excision). Let X be a finite simplicial complex with subcomplexes A and
B such that X = A ∪ B. Moreover, let f : X → R be a piecewise linear map. Then the
inclusion
(A,A ∩B; f |A) ↪→ (X,B; f)
induces an isomorphism h(A,A∩B; f |A)
∼=−→ h(X,B; f) in relative interlevel set homology.
Proof. We consider the Mayer–Vietoris sequence for (X;B,A) ⊆ (X;X,A) relative to f .
Since both h(A,A; f |A) and h(X,X; f) are constantly zero, the isomorphism follows from
exactness.
Corollary 3.4 (Exact Sequence of a Pair). Let (X,A; f) be an object in F0. Then we
have an exact sequence
h(A, ∅; f |A) 1−→ h(X, ∅; f) 1−→ h(X,A; f) ∂−→ h(A, ∅; f |A) ◦ T 1−→ h(X, ∅; f) ◦ T.
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Proof. This is equivalent to the Mayer–Vietoris sequence for (A; ∅, A) ⊆ (X;X,A) relative
to f .
The last corollary implies yet another corollary, which will be useful later.
Corollary 3.5. Let (X,A; f) be an object in F0 such that there is a fiberwise retraction
r : X → A to the inclusion A ⊆ X: r|A = idA and f ◦ r = f . Then
h(X, ∅; f) ∼= h(A, ∅; f |A)⊕ h(X,A; f).
In particular, we have Dgm(X, ∅; f) = Dgm(A, ∅; f |A) + Dgm(X,A; f).
Proof. We consider the exact sequence from the previous corollary. The map r yields a
left inverse to the map
h(A, ∅; f |A) 1−−→ h(X, ∅; f),
so by exactness ∂ ◦ T−1 = 0 = ∂. Thus we obtain the split exact sequence
0→ h(A, ∅; f |A) 1−−→ h(X, ∅; f) 1−−→ h(X,A; f)→ 0,
and hence
h(X, ∅; f) ∼= h(A, ∅; f |A)⊕ h(X,A; f).
Lemma 3.6 (Additivity). Let (X,A; f) be an object of F0, and let
{(Xi, Ai) ⊆ (X,A) | i = 1, . . . , n} be a family of pairs of subcomplexes with X =
∐n
i=1Xi
and A =
∐n
i=1Ai. Then the inclusions induce an isomorphism
n⊕
i=1
h(Xi, Ai; f |Xi)
∼=−−→ h(X,A; f).
Proof. This follows from the additivity of homology or by induction from the Mayer–
Vietoris sequence.
Lemma 3.7 (Dimension). Let f : [0, 1]→ R be a monotone affine map. Then
Dgm(f) = 1u,
where ρ(u) = ([f(0), f(1)], ∅).
Here 1u, for u ∈M, is the indicator function 1u : v 7→
{
1 v = u
0 v 6= u.
4 Universality of the Bottleneck Distance
In this section, we prove our main result, by providing a construction that realizes any
given extended persistence diagram as the relative interlevel set homology of a function.
We then further extend this construction to realize any δ-matching between extended
persistence diagrams as a pair of functions on a common domain and with distance δ in
the supremum norm.
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4.1 Lifting Points in M
We start by defining the notion of a lift of a point u ∈M.
Definition 4.1. A lift of a point u ∈ M is a function f : A ⊆ X → R in the category F0
with
Dgm(X,A; f) = 1u
∣∣
intM.
We note that for any point u ∈ ∂M the inclusion of the empty set ∅ ⊂ R is a lift of
u. For technical reasons, we also allow for boundary points in the definition, in order to
avoid some case distinctions.
As already noted in Section 2.2, the persistence diagram Dgm(X,A; f) for a function
f : A ⊆ X → R in F0 is supported on the intersection S of the downset ↓ ImN ⊆ M with
the union of open squares
(−pi2 , pi2 )2 + piZ2. In particular, there are no lifts for any points
contained in intM \ S.
We now construct a lift fu : Au ⊆ Xu → R for any point u ∈ S. Lemma 3.7 provides a
lift fu : [0, 1]→ R for any point u contained in the connected component R of S containing
the origin. To lift any point in I := S \R, we use a construction that is sketched in Fig. 9.
This figure shows four pairs of geometric simplicial complexes with ambient space R3 and
beneath them the strip M with some of the regions colored. The relative part of each
simplicial pair is given by the solid black line. Four of the regions of M are shaded with
saturated colors; for a point u in one of these four regions the corresponding lift is given
by the height function ru : Au ⊂ Xu → [0, 1] of the simplicial pair shaded in the same
color, post-composed with an adequate monotone affine map bu : [0, 1] → R. This way
we obtain a lift fu := bu ◦ ru for each point u in one of these four regions. Moreover,
for each such u there is a level-preserving isomorphism ju : [0, 1] → Au, where Au is the
solid black line. Furthermore, the red simplicial pair and the green simplicial pair admit
an isomorphism preserving the levels of the solid black line. Thus, we may think of the
domains of our choices of lifts for the saturated red and the green region as being identical.
The other regions of I are shaded in a pale color. For a point in one of these regions, the
corresponding lift is given by a higher- or lower-dimensional version of a lift for the region
pictured in a more saturated version of the same color. We provide a formal construction
of the maps ru : Xu → [0, 1], bu : [0, 1] → R, and ju : [0, 1]
∼=−→ Au ⊂ Xu for each u ∈ I
in Appendix E. Finally, we note that our choices of lifts satisfy the following essential
property.
Lemma 4.2. The family {(Xu, Au; fu) | u ∈ S} of lifts is isometric in the sense that any
points u, v ∈ S of finite distance d(u, v) <∞ satisfy
(Xu, Au) = (Xv, Av) and ‖fu − fv‖∞ = d(u, v).
4.2 Admissible Multisets
In order to motivate our next definition, we first consider the height function shown in
Fig. 8 and its persistence diagram. Let a = (a1, a2) be the green vertex of the persistence
diagram shown in Fig. 8. Letting σ : R→ R, t 7→ pi− t be the reflection at pi2 , we consider
the region ([a2, a1] ∪ σ[a2, a1])2 + 2piZ2. The intersection of M and this region is the green
shaded area in Fig. 10. As we can see, both the blue and the red vertex are contained in
this green area. As it turns out, this is true for any realizable persistence diagram. More
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T−2(D)
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Figure 9: Regions of I with corresponding lifts.
specifically, let µ : intM → N0 be a realizable persistence diagram. Then µ satisfies the
following two properties:
1. The multiset µ contains exactly one point a = (a1, a2) ∈ R.
2. All other points u of µ are contained in I and satisfy u ∈ ([a2, a1]∪σ[a2, a1])2+2piZ2.
More generally, we say that a multiset µ : M → N0 supported on some subset S ⊆ M is
admissible if both of these properties are satisfied. In particular, any realizable persistence
diagram is an admissible multiset supported on S = intM. As we will see in Section 4.4,
the converse is true as well.
4.3 Representations of Multisets
The notion of a multiset does not distinguish between individual instances of the same
element of the underlying set. The following definition enables us to make this distinction.
A multiset representation is a map w : S →M with finite domain S. Its associated multiset
is
Dgm(w) : M→ N0, u 7→ #w−1(u).
For µ = Dgm(w) we say that w is a representation of µ. Fig. 11 shows a multiset repre-
sentation w : {0, 1, 2, 3} → M of the extended persistence diagram shown in Fig. 8. For
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T−2(D)
T−1(D)
D
a
l1
l0
Figure 10: The extended persistence diagram from Fig. 8 is admissible.
multiset representations wi : Si →M with i = 1, 2 and a map ϕ : S1 → S2, the norm of ϕ
is
‖ϕ‖ := sup
s∈S1
d(w1(s), (w2 ◦ ϕ)(s)).
A multiset representation w : S → M is admissible if Dgm(w) is. Admissible multiset
representations and maps of finite norm form a category A. Such categories are also
known as normed or weighted categories, see [BdS17, Section 2.2].
4.4 Lifting Multisets
We now extend the isometric family of lifts of points in M from Section 4.1 to admissible
multisets, by gluing lifts of the points contained. When gluing these lifts, we have to make
certain choices, and we keep track of these choices using representations of multisets and
another category F of functions on simplicial pairs, which is defined verbatim the same
way as F0, except that the commutativity of the diagram in (4) is not required. For a
morphism ϕ : (X,A; f)→ (Y,B; g) in F we define the norm of ϕ as
‖ϕ‖ := ‖f − g ◦ ϕ‖∞.
This makes F0 the subcategory of F of all morphisms with vanishing norm. The main
goal of this subsection is to specify a norm-preserving functor
F : A → F
such that for any admissible multiset representation w : S →M we have F (w) = (X, ∅; f)
for some function f : X → R, and moreover,
β0(X) = 1 and Dgm(f) = Dgm(w)|intM.
We now describe the construction of F (w) for any admissible multiset representation
w : S → M. If w is the multiset representation shown in Fig. 11, then F (w) is the height
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T−1(D)
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w(3)
w(1) = w(2)
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l0
Figure 11: A multiset representation w : {0, 1, 2, 3} →M.
function of the simplicial complex shown in Fig. 8. Let s0 be the single element of w
−1(R).
We start by defining an auxiliary simplicial complex A, which we may think of as a blank
booklet whose pages are indexed or “numbered” by S \{s0}. More specifically, we define A
as the mapping cylinder M(pr1) of the projection
pr1 : [0, 1]× (S \ {s0})→ [0, 1].
In Fig. 8, the complex A corresponds to the subcomplex shaded in gray. With some abuse
of notation, we view [0, 1] × (S \ {s0}) as the subspace of A = M(pr1) that is the top
of the mapping cylinder. Moreover, we refer to [0, 1] × (S \ {s0}) as the fore edges of A.
Similarly, we view [0, 1] as the subspace of A that is the bottom of the mapping cylinder
and refer to it as the spine of A. In Fig. 8, the spine [0, 1] is shaded in green.
We now extend the booklet A to construct the complex X, i.e., the domain of F (w).
For each index s ∈ S \ {s0}, we glue the complex Xw(s) to the fore edge [0, 1]× {s} of the
booklet along the map jw(s) : [0, 1] ∼= [0, 1] × {s} → Xw(s) from Section 4.1. This way we
obtain the simplicial pair (X,A). For the example from Fig. 11, this amounts to gluing
the blue simplicial cylinder as well as the two red horns to the gray shaded booklet in
Fig. 8.
We now to define a simplicial retraction r : X → A of X onto A. Again we flip
through the pages of A and when we are at the page with index s ∈ S \ {s0}, we retract
Xw(s), which we glued to this page in the construction of X, to the fore edge [0, 1]× {s}
via rw(s) : Xw(s) → [0, 1] ∼= [0, 1] × {s} from Section 4.1. In other words, the family of
retractions {rw(s) : Xw(s) → [0, 1] | s ∈ S \ {s0}} assembles a retraction r : X → A. In
our example this amounts to orthogonally projecting each of the gadgets we glued in the
previous step to the corresponding fore edge.
Finally, we construct the function f on X. We start by defining a piecewise linear
function b : A→ R. We use fw(s0) : [0, 1]→ R from Section 4.1 as a function on the spine
[0, 1] of the booklet A. Moreover, for each s ∈ S \ {s0} we use the function bw(s) : [0, 1] ∼=
[0, 1]× {s} → R as a function on the fore edge with index s in A. By linear interpolation
on the simplices, all of these functions extend to a function b : A→ R. In our example this
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is the restriction of the height function to the subcomplex shaded in gray. Finally we set
f := b ◦ r and F (w) := (X, ∅; f).
Since the above constructions are functorial, this defines the desired functor F : A → F .
The norms of morphisms are preserved by construction. It remains to show that F has
the desired property:
Lemma 4.3. Dgm(f) = Dgm(w)|intM =: µ.
Proof. By Corollary 3.5, we have
Dgm(f) = Dgm(b) + Dgm(X,A; f).
By homotopy invariance (Lemma 3.1), we have
h(b) ∼= h (fw(s0)) and thus Dgm(b) = 1w(s0).
Moreover, by excision (Corollary 3.3) and additivity (Lemma 3.6), we have
h(X,A; f) ∼=
⊕
s∈S\{s0}
h
(
Xw(s), Aw(s); fw(s)
)
and thus
Dgm(X,A; f) =
∑
s∈S\{s0}
Dgm
(
Xw(s), Aw(s); fw(s)
)
=
∑
s∈S\{s0}
1w(s)|intM
= µ− 1w(s0).
Altogether, we obtain Dgm(f) = Dgm(b) + Dgm(X,A; f) = 1w(s0) + µ− 1w(s0) = µ.
4.5 Universality of the Bottleneck distance
Let µ, ν : intM→ N0 be two realizable persistence diagrams.
Lemma 4.4. Suppose M : M×M→ N0 is a matching between µ and ν. Then there is a
matching N : M×M→ N0 (between µ and ν) such that ‖N‖ ≤ ‖M‖ and both p1(N) and
p2(N) are admissible multisets.
Proof. First we consider the special case that p2(M) is admissible and that there is only
one point u ∈ (p1(M))−1(N) violating the second condition from Section 4.2. Moreover, we
assume that p1(M)(u) = 1. Now let a = (a1, a2) ∈ R be the unique point with µ(a) = 1,
let v ∈M be the unique point with M(u, v) = 1, and let w be the point in the intersection
of ∂M and ([a2, a1] ∪ σ[a2, a1])2 + 2piZ2 which is closest to u. With this, we set
N := M − 1(u,v) + 1(w,v).
If d(w, v) ≤ d(u, v), we are done. If d(w, v) > d(u, v), then v /∈ ([a2, a1]∪σ[a2, a1])2+2piZ2.
Moreover, M has to match a with the unique point in R ∩ ν−1(1), and thus we still have
‖N‖ = ‖M‖.
In the general case, we can deal with the “elements” violating the second condition
from Section 4.2 one by one.
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Now suppose dB(µ, ν) <∞.
Proof of Theorem 1.1. As dB(µ, ν) < ∞, there is a matching between µ and ν, and as
these multisets are finite, the infimum
dB(µ, ν) = inf{‖M‖ |M is a matching between µ and ν}
is attained by some matching M . Moreover, we may assume that p1(M) and p2(M) are
admissible by the previous Lemma 4.4.
We choose representations wi : Si → M of pi(M) for i = 1, 2. Moreover, we choose a
bijection ϕ : S1 → S2 with ‖ϕ‖ = ‖M‖. Now let (X, ∅; f) := F (w1), and let g′ be the
function of F (w2). Since F is a functor, F (ϕ) is a homeomorphism, and so the persistence
diagrams of g′ and g := g′ ◦ F (ϕ) are identical. In summary, we obtain
Dgm(f) = µ, Dgm(g) = ν, and ‖f − g‖∞ = ‖F (ϕ)‖ = ‖ϕ‖ = ‖M‖ = dB(µ, ν).
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A An Intersection Operation for Admissible Pairs
For computations, a relative notion of the relative interlevelset homology will be useful.
In the previous appendix, we already discussed meets of pairs of subsets of R, which are
given by componentwise intersection. For relative considerations, a second intersection-like
operation is useful, which turns out to be different from the meet.
We say that a pair of sets (X,A) is admissible if A ⊆ X. Now let (X,A) and (Y,B)
be admissible pairs of sets.
Definition. We set (X,A) u (Y,B) := (X ∩ Y,A ∩ Y ∪X ∩B).
Substituting intersections by products, the above definition becomes very similar to a
well known notion of a product of pairs of spaces used in a relative version of the Ku¨nneth
Theorem, see for example [Spa81, Section 5.3]. Moreover, if we view the partial order
on sets given by inclusions as the structure of a category, then the intersection is the
categorical
Lemma (Closedness and Commutativity). The pair (X,A)u (Y,B) is admissible, and we
have (X,A) u (Y,B) = (Y,B) u (X,A).
Now let (Z,C) be another admissible pair.
Lemma A.1. The operation (X,A)u− preserves componentwise unions and intersections
of admissible pairs. In other words, we have the equation
(X,A) u (Y ∪ Z,B ∪ C) = ((X,A) u (Y,B)) ∪ ((X,A) u (Z,C)),
and similarly for intersections. Here, the union on the right hand side of the above equation
is to be understood as a componentwise union.
B Stable Functors on the Strip M
Let A be an additive (or pointed) category, let C ⊂ M be a convex subposet, and let
F : C → A be a functor vanishing on C ∩ ∂M.
Lemma B.1. Let u, v ∈ C with u  v  T (u). Then F (u  v) = 0.
Now let Σ be an automorphism of A. (For the rest of this section we will view A as a
stable category endowed with the automorphism Σ.)
Definition. A functor F : M→ A is strictly stable if F ◦ T = Σ ◦ F .
Now let F : M → A be a strictly stable functor vanishing on ∂M, let D be a convex
subposet of M that is a fundamental domain with respect to T , and let F ′ := F |D.
Definition. We set RD :=
{
(v, w) ∈ D × T (D) ∣∣ v  w  T (v)}.
If we view RD as a subposet of D × T (D) with the product order, we obtain the two
functors F ′ ◦ pr1 = F ◦ pr1 and Σ ◦ F ′ ◦ T−1 ◦ pr2 = F ◦ pr2, where pr1 and pr2 are the
projections to the first respectively the second component. The following defines a natural
transformation from F ◦ pr1 to F ◦ pr2.
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Definition. We set ∂(F,D) : F ◦ pr1 ⇒ F ◦ pr2, (v, w) 7→ F (v  w).
In the following statement we will use w  T (v) ∈ Tn+1(D) as a shorthand for
w, T (v) ∈ Tn+1(D), n ∈ Z, and w  T (v).
Lemma B.2. Suppose ∂′ := ∂(F,D), then
F (v  w) =

(Σn ◦ F ′ ◦ T−n)(v  w), v, w ∈ Tn(D)
(Σn ◦ ∂′) (T−n(v), T−n(w)) , w  T (v) ∈ Tn+1(D)
0, otherwise
(6)
for all v  w ∈M.
The previous lemma shows that F is determined by its restriction F |D and the natural
transformation ∂(F,D).
Now let F ′ : D → A be an arbitrary functor vanishing on D ∩ ∂M, let
∂′ : F ′ ◦ pr1 ⇒ Σ ◦ F ′ ◦ T−1 ◦ pr2
be a natural transformation, and let F : M → A be defined by equation (6). We aim to
show that F is a functor.
Lemma B.3. Let v  w  T (v), then F (v  w) = 0.
Proof. If v, w ∈ Tn(D) for some n, the statement follows from Lemma B.1 and the defining
equation (6). In any other case the result follows directly from the construction (6).
Lemma. Let u  v  w  T (u), then
F (u  w) = F (v  w) ◦ F (u  v).
Proof. Without loss of generality we assume u ∈ D. Since D ∪ T (D) is convex we have
v, w ∈ D ∪ T (D). If w ∈ D we are done, since D is convex and F ′ is a functor. Suppose
w ∈ T (D) and v ∈ D, then
F (u  w) = ∂′(u,w)
= ∂′(v, w) ◦ F ′(u  v)
= F (v  w) ◦ F (u  v)
by the naturality of ∂′ in the first argument. Similarly if v, w ∈ T (D), then
F (u  w) = ∂′(u,w)
= (Σ ◦ F ′ ◦ T−1)(v  w) ◦ ∂′(u, v)
= F (v  w) ◦ F (u  v)
follows from the naturality of ∂′ in its second argument.
Lemma. The data for F yields a functor.
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Proof. For all u  v  w ∈M we have to show the equation
F (u  w) = F (v  w) ◦ F (u  v).
If w  T (u), then we are done by the previous lemma. Otherwise Lemma B.3 implies that
F (u  w) = 0 and thus we have to show
0 = F (v  w) ◦ F (u  v).
In case v  T (u) or w  T (v), Lemma B.3 applies to the right hand side of this
equation as well.
Now suppose v  T (u) and w  T (v). Since ∂ (↓ T (u)) divides M into two connected
components there is some point v′ ∈ [v  w]∩∂ (↓ T (u)). Two applications of the previous
lemma yield
F (v  w) ◦ F (u  v) = F (v′  w) ◦ F (v  v′) ◦ F (u  v)
= F (v′  w) ◦ F (u  v′).
We are done if we can show that F (u  v′) = 0.
Now F |[u,T (u)] is a functor by the previous lemma. Moreover u  v′ factors through a
point in ∂M by our choice of v′. And since F |∂M = 0 we obtain F (u  v′) = 0 and thus
the desired result.
Altogether the previous lemma and Lemma B.2 imply the following.
Proposition. For any functor F ′ : D → A vanishing on D ∩ ∂M together with a natural
transformation
∂′ : F ′ ◦ pr1 ⇒ Σ ◦ F ′ ◦ T−1 ◦ pr2
there is a unique strictly stable functor F : M→ A with
F |D = F ′, F |∂M = 0, and ∂(F,D) = ∂′.
C Constructing Relative Interlevel Set Homology
Let D = (↑ ImN) \ T (↑ ImN). Moreover let A be the category graded vector spaces over
some field K. Setting
Σ: A → A,M• 7→M•−1
gives an automorphism of A.
Now let (X,A) be a finite simplicial pair and f : X → R be a piecewise linear map.
We set
F ′ : D → A, u 7→ H•((X,A) u f−1(ρ(u));K).
Next we define ∂′ using the Mayer–Vietoris sequence. To this end, let
(v = (v1, v2), w) ∈ RD
and u = (u1, u2) := T
−1(w), then v is the join of (v1, u2) and (u1, v2); and u is their meet.
Since the rectangle [u, v] is contained in D, join and meet are preserved by ρ. Moreover,
since taking preimages is a homomorphism of boolean algebras, f−1 also preserves joins
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and meets, which in this case are the componentwise unions and intersections. Finally,
by Lemma A.1, joins and meets are also preserved by (X,A) u −. This means that
(X,A)uf−1(ρ(u)) is the componentwise intersection of (X,A)uf−1(ρ(v1, u2)) and (X,A)u
f−1(ρ(u1, v2)), while (X,A) u f−1(ρ(v)) is their union. As f is simplexwise linear and A
a subcomplex of X, the triad (X,A) u f−1(ρ(v); ρ(v1, u2), ρ(u1, v2)) of pairs is excisive in
each component, thus we have the boundary map
∂′ : H•((X,A) u f−1(ρ(v));K)→ H•−1((X,A) u f−1(ρ(u));K)
of the corresponding Mayer–Vietoris sequence as described by [tom08, Theorem 10.7.7].
Now we use the previous proposition to obtain the corresponding functor F : M→ A. To
obtain a functor to K-Vect we set
ev0 : A → VectK ,M• 7→M0 and h(X,A; f) := h(X,A; f ;K) := ev0 ◦F.
D Mayer–Vietoris for Extended Persistence
Proof of Lemma 3.2. Let u ∈ D and n ∈ Z. By Lemma A.1, the operation −u f−1(ρ(u))
preserves componentwise unions and intersections. Thus, (X0 ∩X1, A0 ∩A1) u f−1(ρ(u))
is the componentwise intersection of (X0, A1)u f−1(ρ(u)) and (X1, A1)u f−1(ρ(u)), while
(X,A) u f−1(ρ(u)) is their union. We obtain the sequence
h(X0 ∩X1, A0 ∩A1; f |X0∩X1) (Tn(u))
h(X0, A0; f |X0) (Tn(u))⊕ h(X1, A1; f |X1) (Tn(u))
h(X,A; f) (Tn(u))
h(X0 ∩X1, A0 ∩A1; f |X0∩X1)
(
Tn+1(u)
)
h(X0, A0; f |X0)
(
Tn+1(u)
)⊕ h(X1, A1; f |X1) (Tn+1(u))
1
1

(1 −1)
∂Tn(u)
1
1

as a portion from the corresponding Mayer–Vietoris sequence. Since D is a fundamental
domain, we get (5) pointwise, at each index of M. Moreover, the maps
(
1 −1) and (1
1
)
are natural transformations by the functoriality of homology and the naturality of the
boundary operator of the Mayer–Vietoris sequence.
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It remains to be shown that ∂ is a natural transformation. In part, this follows
from the naturality of the above Mayer–Vietoris sequence. However, recall from our
construction of h in Appendix C that some of the internal maps of h(X,A; f) and
h(X0 ∩X1, A0 ∩A1; f |X0∩X1) are boundary operators as well. Therefore, we need to check
whether certain squares with all maps boundary operators commute. Specifically, given
Tn(v)  Tn+1(u) for some u = (u1, u2)  v = (v1, v2) ∈ D and n ∈ Z, we have to show
that the diagram
h(X,A; f)
(
Tn+1(u)
)
h (X0 ∩X1, A0 ∩A1; f |X0∩X1)
(
Tn+2(u)
)
h(X,A; f) (Tn(v)) h (X0 ∩X1, A0 ∩A1; f |X0∩X1)
(
Tn+1(v)
)
∂Tn+1(u)
∂Tn(v)
h(X,A;f)(Tn(v)Tn+1(u)) h(X0∩X1,A0∩A1;f |X0∩X1)(Tn+1(v)Tn+2(u)) (7)
commutes. As f is simplexwise linear, there are subdivisions of R and X such that both
components of ρ(v1, u2) and ρ(u1, v2) are subcomplexes of R and f is simplicial as a map
to R. Now we may construct all four maps in the above diagram using the isomorphism
to simplicial homology. To this end, we consider the commutative diagram
C•
(
(X,A) u f−1(ρ(u))
) C• ((X0, A0) u f−1(ρ(u)))
⊕
C•
(
(X1, A1) u f−1(ρ(u))
) C• ((X0 ∩X1, A0 ∩ A1) u f−1(ρ(u)))
C•
(
(X,A) u f−1(ρ(v1, u2))
)
⊕
C•
(
(X,A) u f−1(ρ(u1, v2))
)
C•
(
(X0, A0) u f−1(ρ(v1, u2))
)
⊕
C•
(
(X1, A1) u f−1(ρ(v1, u2))
)
⊕
C•
(
(X0, A0) u f−1(ρ(u1, v2))
)
⊕
C•
(
(X1, A1) u f−1(ρ(u1, v2))
)
C•
(
(X0 ∩X1, A0 ∩ A1) u f−1(ρ(v1, u2))
)
⊕
C•
(
(X0 ∩X1, A0 ∩ A1) u f−1(ρ(u1, v2))
)
C•
(
(X,A) u f−1(ρ(v))
) C• ((X0, A0) u f−1(ρ(v)))
⊕
C•
(
(X1, A1) u f−1(ρ(v))
) C• ((X0 ∩X1, A0 ∩ A1) u f−1(ρ(v)))
(
1
1
)
(1 −1)
(
1
1
)
(
1
1
)
(1 −1) (1 −1)
(1 −1) (1
1
)
(8)
of simplicial chain complexes with coefficients in K. Each row and each column extends
to a short exact sequence of chain complexes. Now applying the zigzag lemma to each row
and column in the outer square of this diagram, we obtain the diagram
Hn−1
(
(X,A) u f−1(ρ(u))) Hn−2 ((X0 ∩X1, A0 ∩A1) u f−1(ρ(u)))
Hn
(
(X,A) u f−1(ρ(v))) Hn−1 ((X0 ∩X1, A0 ∩A1) u f−1(ρ(v)))
(9)
of simplicial homology groups with coefficients in K. Now a diagram chase in (8) shows
that this square commutes. Moreover, all of the maps in (9) are boundary operators
of some Mayer–Vietoris sequence in simplicial homology. In addition, each map in (7)
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is a boundary operator of the corresponding Mayer–Vietoris sequence in homology as
described in [tom08, Theorem 10.7.7]. Each pair of such boundary operators commutes
with the corresponding isomorphisms to simplicial homology. Under this assumption the
two squares (9) and (7) are isomorphic, and thus (7) commutes as well.
E Constructing Lifts of Points
In the following we provide a formal definition of the maps ru : Xu → [0, 1], bu : [0, 1]→ R,
and ju : [0, 1]
∼=−→ Au ⊂ Xu for each u ∈ I described in Section 4.1.
−2pi − 3pi2 −pi −
pi
2 0
pi
2 pi
3pi
2
2pi
−4
−2
0
2
4
tan
fauxtan
Figure 12: The modified tangent function fauxtan.
We start with bu : [0, 1]→ R. To define this map in a concise way we need a modified
tangent function fauxtan:
(−pi2 , pi2 ) + piZ → R, whose graph is shown in Fig. 12. To this
end, let σ : R→ R, t 7→ pi− t be the reflection at pi2 . Then the subgroup 2piZ〈σ〉 ⊂ Aff(R)
acts on
(−pi2 , pi2 )+ piZ and has (−pi2 , pi2 ) as a fundamental domain. Thus the restriction of
the ordinary tangent function (
−pi
2
,
pi
2
)
→ R, t 7→ tan t
has a unique 2piZ〈σ〉-periodic1 extension
fauxtan:
(
−pi
2
,
pi
2
)
+ piZ→ R.
1 We say a function is 2piZ〈σ〉-periodic if it descends to the quotient space
(−pi
2
, pi
2
)
+ piZ
2piZ〈σ〉 or equiva-
lently, if it is equivariant with respect to the trivial group action on R.
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While the graph of tan runs repeatedly from −∞ to ∞, the graph of fauxtan runs back
and forth between −∞ and ∞. Now for u = (u1, u2) ∈ I we set
bu : Au ∼= [0, 1]→ R,
{
0 7→ min fauxtan{u1, u2}
1 7→ max fauxtan{u1, u2}.
Next we construct Xu, ju : [0, 1] = ∆
1 → Xu, and ru : Xu → [0, 1] = ∆1. To this end,
let Q :=↑ (pi2 ,−pi2 ) be the principal upset of (pi2 ,−pi2 ). Then E := Q\T (Q) is a fundamental
domain for the Z-action on M, and the map
N× E →M \Q, (n, v) 7→ T−n(v)
is a bijection. Now the intersection
E ∩
((
−pi
2
,
pi
2
)2
+ piZ2
)
has three connected components; namely
E1 := E ∩
(
−3pi
2
,−pi
2
)
×
(
−pi
2
,
pi
2
)
,
E2 := E ∩
(
−pi
2
,
pi
2
)
×
(
pi
2
,
3pi
2
)
, and
E3 := E ∩
(
−pi
2
,
pi
2
)2
.
Altogether we obtain the bijection
N× (E1 ∪ E2 ∪ E3)
∼=−−→ I, (n, v) 7→ T−n(v).
Now let u ∈ I and let v = Tn(u) with n ∈ N. We distinguish between three cases.
For v ∈ E1 , we set
Xu := Λ
n+1
n+1,
ju : ∆
1 → Xu,
{
0 7→ 0
1 7→ n+ 1,
and ru : Xu → ∆1, k 7→
{
0, 0 ≤ k ≤ n
1, k = n+ 1.
Here Λn+1n+1 is the simplicial complex we obtain after removing the facet opposite to
the n+ 1-th vertex from ∂∆n+1, keeping all other simplices.
For v ∈ E2 , we set
Xu := Λ
n+1
0 ,
ju : ∆
1 → Xu,
{
0 7→ 0
1 7→ n+ 1,
and ru : Xu → ∆1, k 7→
{
0, k = 0
1, 1 ≤ k ≤ n+ 1.
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Here Λn+10 is the simplicial complex we obtain after removing the facet opposite to
the 0-th vertex from ∂∆n+1.
For v ∈ E3 the construction is not as direct as in the previous two cases. We start by
setting
Xu :=
(
∂∆n+1
)×∆1
with the following triangulation2. If the vertex set of ∂∆n+1 is {0, . . . , n + 1} and
the vertex set of ∆1 is {0, 1}, then the vertex set of Xu is {0, . . . , n + 1} × {0, 1}.
This vertex set is partially ordered with the product order. Now any subset of this
vertex set spans a simplex in Xu iff it is totally ordered and the corresponding subset
of {0, . . . , n+ 1} spans a simplex in ∂∆n+1. With this triangulation, we may define
the simplicial map
ju : ∆
1 → Xu,
{
0 7→ (0, 0)
1 7→ (n+ 1, 1).
To define the retraction ru we have to distinguish between two cases. For v1 ≤ v2
we set
ru : Xu → ∆1, (k, l) 7→
{
0, 0 ≤ k ≤ n
1, k = n+ 1
and if v1 > v2, then we define ru to be the projection
ru := pr2 :
(
∂∆n+1
)×∆1 → ∆1 onto the second factor. Here the intuition is
the following. When v1 = v2, then fu is constant, so we can change the retraction
ru without changing the function fu ◦ ru.
2 This triangulation coincides with the triangulation induced by the corresponding simplicial set.
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