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Resumen:Actualmente los errores debidos al cambio de orden de las palabras son una de las principales
fuentes de error en los sistemas de traduccio´n automa´tica estoca´stica (TAE) basados en frases. Esta comu-
nicacio´n propone una nueva estrategia estadı´stica para afrontar los reordenamientos que denominaremos
RAE (Reordenamiento automa´tico estoca´stico). El me´todo propuesto aprovecha la poderosas te´cnicas
de aprendizaje estadı´stico desarrolladas en traduccio´n estadı´stica para traducir el lenguaje fuente (S) en
un lenguaje fuente reordenado (S’), que nos permita mejorar la traduccio´n final al lenguaje destino (T).
Por lo tanto, el lenguaje fuente de la tarea de traduccio´n en sı´ pasa a ser S’, y esto nos permite generar un
alineado ma´s mono´tono entre las palabras de ambos lenguajes y unas unidades de traduccio´n menores.
Adema´s, el uso de clases de palabras en la estrategia RAE ayuda a generalizar reordenamientos. En este
artı´culo se presentan resultados en la tarea de ZhEn de la evaluacio´n IWSLT05 que muestran una mejora
significativa en la calidad de la traduccio´n.
Palabras clave: traduccio´n estadı´stica, reordenamiento, tuplas.
Abstract: Nowadays, reordering is one of the most important problems in Statistical Machine Trans-
lation (SMT) systems. This paper exposes a novel strategy to face it: Statistical Machine Reordering
(SMR). It consists of using the powerful techniques developed for Statistical Machine Translation (SMT)
in order to translate the source language (S) into a reordered source language (S’), which allows for an
improved translation into the target language (T). Then, the SMT task changes from S2T to S’2T which
leads to a monotonized word alignment and shorter translation units. In addition, the use of classes in
SMR helps to generalize word reorderings. Experiments are reported in the ZhEn IWSLT05 task showing
significant improvement in translation quality.
Keywords: statistical machine translation, reordering, tuples
1. Introduccio´n
La traduccio´n automa´tica estoca´stica (TAE)
considera que una oracio´n f de una lengua
fuente (oracio´n a traducir) puede ser traducida
en cualquier oracio´n e del lenguaje destino (en
el que se desea la traduccio´n) con probabilidad
no nula. La traduccio´n consiste precisamente en
determinar la oracio´n con mayor probabilidad de
constituir una traduccio´n para la oracio´n original.
Estas probabilidades se aprenden principalmente
a partir textos paralelos bilingu¨es.
Los primeros sistemas de TAE seguı´an la
aproximacio´n del canal ruidoso y trabajaban
a nivel de palabras (Brown et al., 1990) (las
unidades bilingu¨es se componı´an de palabras ais-
ladas).
Recientemente, los sistemas de TAE tien-
den a utilizar secuencias de palabras, denomi-
nadas frases (Koehn, Och, y Marcu, 2003), co-
mo unidades ba´sicas del modelo de traduccio´n,
con el objetivo de introducir el contexto en di-
cho modelo. En paralelo, al modelo de frases,
tambie´n se ha propuesto el uso de n-gramas de
tuplas bilingu¨es (Crego et al., 2005) (Marin˜o et
al., 2005) como una alternativa para tener en
cuenta el contexto con unidades bilingu¨es ma´s
pequen˜as. Ambos sistemas llevan a cabo la tra-
duccio´n mediante una bu´squeda que maximiza
una combinacio´n loglineal (como alternativa al
modelo de canal ruidoso) de las probabilidades
asignadas a la traduccio´n por el modelo de tra-
duccio´n en sı´ y otras caracterı´sticas (Berger, Del-
la Pietra, y Della Pietra, 1996) adicionales.
Tanto en los sistemas de TAE basados en fras-
es como el los basados en n-gramas, la introduc-
cio´n de reordenamientos es crucial si los pares de
lenguas que intervienen en la traduccio´n tienen
una estructura diferente (e.g. chino/ingle´s). Re-
cientemente han apareciendo diversas estrategias
de reordenamiento de palabras que intentan mod-
ificar el orden de la oracio´n fuente para que se
corresponda con el orden de la oracio´n destino,
ver (Kanthak et al., 2005). En (Mauser, Matusov,
y Ney, 2006), por ejemplo, se describe un me´todo
que simulta´neamente alinea y monotoniza el cor-
pus de entrenamiento. Sin embargo, los proble-
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mas ma´s importantes de estas estrategias son: (1)
la monotonizacio´n propuesta se basa en el alinea-
do entre el corpus de entrenamiento del lenguaje
fuente y el del lenguaje destino, con lo cual no
se puede aplicar al traducir el corpus de test; y
(2) no hay una generalizacio´n del reordenamien-
to que permita extenderlo a secuencias de pal-
abras no observadas en las bases de datos de en-
trenamiento. Otro enfoque, como el descrito en
(Crego, Marin˜o, y de Gispert, 2005), consiste en
permitir que las unidades de traduccio´n no sigan
el orden del lenguaje fuente cuando se traduce.
De esta manera el decodificador permite reorde-
namientos segu´n los criterios de diversos mode-
los estoca´sticos, pero con el inconveniente de in-
crementar sensiblemente el coste computacional.
La aproximacio´n propuesta en esta comuni-
cacio´n (RAE) para el reordenamiento de las pa-
labras se basa en los mismos principios que la
traduccio´n automa´tica estadı´stica (TAE) y com-
parte el mismo tipo de decodificador. El reorde-
namiento se trata como una traduccio´n estoca´sti-
ca del lenguaje fuente (S) al lenguaje fuente re-
ordenado (S’) y se entrena a partir de la informa-
cio´n de alineado. Sin embargo, una vez estimadas
las probabilidades de reordenado, so´lo necesita-
mos como entrada la oracio´n fuente para reor-
denar y esto nos permitira´ aplicar a las oraciones
de test el mismo proceso de reordenamiento que
a las oraciones de entrenamiento. Adema´s, para
mejorar la capacidad de generalizacio´n del sis-
tema propuesto, se usara´n clases de palabras en
vez de palabras como entrada al sistema de reor-
denamineto RAE.
La comunicacio´n se organiza de la siguiente
manera. En la Seccio´n 2 se describe brevemente
el sistema de referencia. En la siguiente seccio´n
se describe con detalle la estrategia de reorde-
namiento propuesta. En la Seccio´n 4 se presen-
tan y se discuten los resultados, y finalmente en
la Seccio´n 5 se presentan las conclusiones y el
trabajo futuro.
2. Sistema de referencia basado en
n-gramas
El modelo de traduccio´n puede entenderse
como un modelo de lenguaje de unidades bi-
lingu¨es (llamadas tuplas). Dichas tuplas, definen
una segmentacio´n mono´tona de los pares de ora-
ciones utilizadas en el entrenamiento del sistema
(fJ1 , e
I
1), enK unidades (t1, ..., tK ).
En la extraccio´n de las unidades bilingu¨es, ca-
da par de oraciones da lugar a una secuencia de
tuplas que so´lo depende de los alineamientos in-
ternos entre las palabras de la oracio´n.
La figura 1 muestra un ejemplo de extraccio´n
de tuplas.
En la traduccio´n de una oracio´n de entrada, el
decodificador debe encontrar la secuencia de tu-
plas asociada a una segmentacio´n de la oracio´n
de entrada que produzca probabilidad ma´xima.
Tal probabilidad ma´xima, se calcula como com-
binacio´n lineal de los modelos utilizados en el
sistema de traduccio´n.
El modelo de traduccio´n se ha implementa-
do utilizando un modelo de lenguaje (bilingu¨e)
basado en N -gramas (B), (con N = 4):
p(d, f) = Pr(tK1 ) =
K∏
k=1
p(tk | tk−2, tk−1) (1)
Usando el enfoque de la combinacio´n logli-
neal, el decodificador utiliza cinco funciones ca-
racterı´sticas (definidas como probabilidades):
Un modelo de lenguaje basado en N -
gramas del idioma destino (LM). Particular-
mente, utilizamos un 4-grama.
Una bonificacio´n basada en el nu´mero de
palabras de la traduccio´n, usada para com-
pensar la preferencia del decodificador por
las traducciones cortas (WB).
Un modelo de traduccio´n calculado uti-
lizando las probabilidades le´xicas del mo-
delo IBM1, para ambas direcciones (IBM1).
Un modelo de distorsio´n basado en la dis-
tancia entre palabras (R).
I would like NULL to eat a huge ice−cream
NULL quisiera ir a comer un helado gigante
t
1
t
2
t
3
t
4
t
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t
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Figura 1: Extraccio´n de tuplas a partir de un par
de oraciones alineadas palabra a palabra.
El sistema de bu´squeda o decodificacio´n uti-
lizado, denominado MARIE, esta´ descrito en
(Crego, Marin˜o, y de Gispert, 2005).
Para calcular los pesos de la combinacio´n log-
lineal se usa una herramienta de optimizacio´n,
que se basa en el me´todo (Nelder y Mead, 1965).
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3. Reordenamiento automa´tico
estoca´stico
3.1. Concepto
El sistema de Reordenamiento Automa´tico
Estadı´stico (RAE) se basa en utilizar un sistema
de Traduccio´n Automa´tica Estadı´stica (TAE)
para solventar los problemas de distorsio´n o reor-
denamiento. Por lo tanto, un sistema de RAE se
puede ver como un sistema de TAE que traduce
de un lenguaje fuente (S) a un lenguaje fuente
modificado (S’), dado un lenguaje destino (T).
Con lo cual la estrategia de reordenamiento se
enfoca como una tarea de traduccio´n S2S’. Y en
consecuencia, la tarea de traduccio´n en sı´ cambia
de S2T a S’2T. La principal diferencia entre am-
bas tareas radica en que la segunda permite: (1)
un alineamiento de palabras ma´s mono´tono; (2)
unas unidades de traduccio´n ma´s pequen˜as; y (3)
una traduccio´n mono´tona correcta.
Figura 2: Diagrama de bloques del sistema RAE
Figura 4: Ejemplo de extraccio´n de tuplas reor-
denadas
3.2. Descripcio´n
La figura 2 muestra un diagrama de bloques
de descripcio´n del sistema RAE. La entrada es
una oracio´n fuente (S) y la salida el una oracio´n
fuente reordenada (S’). El sistema RAE se basa
en tres bloques: (1) el extractor de clases; (2) el
decodificador MARIE que requiere un RAE-LM,
i.e. un modelo de traduccio´n; y, (3) el bloque que
reordena la oracio´n original usando los ı´ndices a
la salida del decodificador.
El siguiente ejemplo especifica la entrada y la
salida de cada bloque perteneciente al TAE.
1. Oracio´n fuente (S):
El compromiso so´lo podrı´a mejorar
2. Clases de la oracio´n fuente (S-c):
C38 C43 C49 C42 C22
3. Traduccio´n reordenada (R):
0 | 1 2 0 | 0
donde | indica la segmentacio´n en unidades
de traduccio´n.
4. Oracio´n fuente reordenada (S’):
El so´lo podrı´a compromiso mejorar
3.3. Entrenamiento
Para traducir de S a S’ utilizamos un sis-
tema de TAE basado en n-gramas de tuplas, con-
siderando u´nicamente el modelo ba´sico de tra-
duccio´n. El entrenamiento de este sistema, tal co-
mo se muestra en el diagrama de bloques de la
figura 3, consta de los siguiente pasos:
1. Obtener clases de palabras del lenguaje
fuente y del destino. Para ello se ha utilizado
el programa ’mkcls’, una herramienta libre
adjunta al GIZA++ (Och, 2003).
2. Utilizar la herramienta de alineado GIZA++
(con las iteraciones H514203044) para alin-
ear a nivel de palabra en ambas direcciones
de traduccio´n (utilizando las clases del pa-
so anterior para mejorar la convergencia).
Simetrizar el alineado mediante la unio´n
de ambos alineamientos. El resultado es un
alineado de mu´ltiples-a-mu´ltiples palabras.
3. Extraer tuplas de reordenamiento, ver figu-
ra 4.
a) Partiendo del alineamiento unio´n, extraer
tuplas bilingu¨es S2T (i.e. fragmentos fuente
y destino) manteniendo la informacio´n de
alineado. Un ejemplo de tupla bilingu¨e S2T
es: only possible compromise # compromiso
so´lo podrı´a # 0-1 1-1 1-2 2-0, ver figura 4,
donde los diferentes campos esta´n separa-
dos por # y se corresponden a: (1) fragmento
destino; (2) fragmento fuente; y (3) alinea-
do de palabras (aquı´, los campos esta´n sepa-
rados por − y se corresponden a la palabra
destino y fuente, respectivamente).
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Figura 3: Diagrama de bloques del entrenamiento del sistema RAE
b) Pasar de un alineado de mu´ltiples-a-
mu´ltiples palabras dentro de cada tupla a
un alineado de mu´ltiples-a-una palabra. Si
una palabra fuente esta´ alineada con dos o
ma´s palabras destino, se escoge el vı´nculo
ma´s probable segu´n el modelo IBM 1, y los
otros vı´nculos se omiten (i.e. el nu´mero de
palabras fuente se mantiene antes y despue´s
de la traduccio´n de reordenamiento). En el
ejemplo anterior, la tupla cambiara´ a: only
possible compromise # compromiso so´lo po-
drı´a # 0-1 1-2 2-0, porque Pibm1(only, so´lo)
es mayor que Pibm1(possible, so´lo).
c) A partir de las S2T tuplas bilingu¨es (con
el alineado de palabras mu´ltiples-a-una), ex-
traer S2S’ tuplas bilingu¨es (i.e. fragmen-
to fuente y su reordenamiento). Siguiendo
el ejemplo: compromiso so´lo podrı´a # 1 2
0, donde el primer campo es el fragmento
fuente, y el segundo el reordenamiento de
estas palabras fuente.
d) Eliminar aquellas tuplas cuyo fragmento
fuente es la palabra NULL.
e) Sustituir las palabras de cada fragmento
fuente por las clases calculadas en el paso
1.
4. Utilizar la herramienta SRILM (Stolcke,
2002) para calcular el modelo de lengua-
je de la secuencia de tuplas bilingu¨es S2S’
compuestas por el fragmento fuente (en
clases) y su reordenamiento.
El proceso de RAE se puede iterar para obten-
er una mayor monotonizacio´n de la oracio´n. Una
vez entrenado, todo el corpus fuente original S se
traduce para obtener el corpus fuente reordenado
S’ con el sistema RAE, ver la figura 2. A conti-
nuacio´n, el corpus de entrenamiento (fuente reor-
denado y destino original) se usa para entrenar el
sistema de traduccio´n (tal y como se explica en
BTEC Chino Ingle´s
Oraciones de entrenamiento 20 k 20 k
Palabras 176.2 k 182.3 k
Vocabulario 8.7 k 7.3 k
Oraciones de desarrollo 506 506
Palabras 3.5 k 3 k
Vocabulario 870 799
Oraciones de test 500 500
Palabras 3.8 k 3 k
Vocabulario 893 840
Tabla 1: Corpus BTEC. Para el conjunto de test
en ingle´s se utilizaron 16 referencias.
2). Y finalmente, con este sistema de traduccio´n,
se traduce el corpus de test previamente reorde-
nado.
4. Experimentos
4.1. Corpus
Los experimentos se efectuaron utilizando el
corpus IWSLT 2005 BTEC1 (chino-ingle´s).
La tabla 1 muestra las estadı´sticas ba´sicas de
dicho corpus, es decir, nu´mero de oraciones, pa-
labras y vocabulario.
4.2. Unidades
El reordenamiento del corpus fuente permite
mejorar la extraccio´n de unidades de traduccio´n.
En esta seccio´n presentamos diferentes estadı´sti-
cas de unidades de ambas sistemas: (S2T y S’2T).
La tabla 3 muestra el vocabulario de n-gramas
bilingu¨es en el modelo de traduccio´n. Despue´s
de hacer la traduccio´n S2S’ de reordenamiento,
el alineado S’2T resulta ma´s mono´tono que el
alineado original S2T y esto, en general, facili-
ta la tarea al sistema de alineado. Por lo tan-
to, es de esperar que el alineado mejore tanto
1www.slt.atr.jp/IWSLT2005
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Sistema Total Vocabulario
NB 4151 915
RAE + NB 4374 1041
Tabla 2: Nu´mero de tuplas en el corpus de test
y vocabulario. El primer caso es el sistema de
referencia. El segundo caso se aplica el sistema
RAE previo al sistema de referencia. NB significa
sistema TAE n-grama.
en monotonizacio´n como en calidad y, en conse-
cuencia, mejoremos la calidad de la traduccio´n.
Aquı´, podemos observar un notable crecimiento
del nu´mero de unidades de traduccio´n, que con-
duce a un crecimiento de vocabulario de traduc-
cio´n.
La figura 5 muestra el histograma del taman˜o
de las tuplas en ambos sistemas. El cambio de
orden en las palabras de las oraciones fuente (de
acuerdo con el orden del lenguaje destino) per-
mite mejorar el modelado mediante n-gramas de
las unidades de traduccio´n. En la figura 5 se ob-
serva que por encima de la longitud 5 el nu´mero
de tuplas es similar, pero en cambio, el nu´mero
de unidades de longitud menor es considerable-
mente mayor en el caso de utilizar el sistema de
RAE previamente a la traduccio´n automa´tica es-
toca´stica.
 0
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Figura 5: Comparacio´n de histogramas de las
longitudes de tuplas: del sistema RAE+TAE y del
sistema TAE.
La tabla 2 muestra las tuplas utilizadas para
traducir el corpus de test (el nu´mero total y el vo-
cabulario). De acuerdo con la tabla 3, el nu´mero
de tuplas y el vocabulario usado para traducir el
corpus de test es significativamente mayor de-
spue´s de la traduccio´n de reordenamiento.
Sistema BLEU NIST
NB 30.37 6.5284
RAE + NB 32.47 7.2058
Tabla 4: Resultados en el corpus de test usan-
do la configuracio´n de referencia (modelo de tra-
duccio´n, modelo de lenguaje, bonificacio´n de pa-
labras y modelos le´xicos de traduccio´n)
4.3. Resultados
En este apartado se exponen los experimentos
realizados y los resultados obtenidos al evaluar
la influencia de la estrategia de reordenamien-
to propuesta (RAE) en la calidad de la traduc-
cio´n. En todos los experimentos, hemos utiliza-
do el algoritmo Simplex (Nelder y Mead, 1965)
para optimizar los pesos de la combinacio´n log-
lineal de caracterı´sticas del TAE, con la medida
BLEU (Papineni et al., 2002) como funcio´n ob-
jetivo. La evaluacio´n se ha llevado a cabo convir-
tiendo a minu´sculas tanto las referencias y como
la traduccio´n y sin sı´mbolos de puntuacio´n.
Hemos estudiado la influencia del reorde-
namiento RAE propuesto en el sistema de tra-
duccio´n basado en n-gramas. Para ello se ha con-
siderado por un lado, un decodificador de tra-
duccio´n mono´tono (NB o configuracio´n ba´sica
de referencia), y por otro lado, un decodificador
de traduccio´n que permite ciertos reordenamien-
tos en las palabras de la oracio´n fuente (Crego,
Marin˜o, y de Gispert, 2005) (NBR o configu-
racio´n completa de referencia). Cuando se per-
mite reordenamiento en el decodificador del sis-
tema TAE el lı´mite de la longitud de la distorsio´n
(m) y el lı´mite en el nu´mero de reordenamientos
(j) se han establecido empı´ricamente en 5 y 3,
respectivamente, como un compromiso entre la
eficiencia y la calidad. Ambos sistemas incluyen
adema´s las cuatro funciones caracterı´sticas des-
critas en las Seccio´n 2: el modelo de lenguaje, la
bonificacio´n de palabras, y los modelos de lexi-
co´n IBM1 en ambos sentidos.
Las tablas 4 y 5 muestran los resultados en el
corpus de test. La primera muestra la influencia
del sistema RAE en la configuracio´n ba´sica de
referencia NB y, la segunda, en la configuracio´n
completa NBR.
Los algoritmos utilizados para calcular
las medidas de evaluacio´n (BLEU y NIST)
provienen del conjunto oficial de herramientas
de la evaluacio´n 2006 del proyecto TC-STAR
distribuidas por ELDA (http://www.elda.org/).
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Sistema 1gr 2gr 3gr 4gr
NB 26876 58898 3696 2050
RAE + NB 29482 67744 4894 2684
Tabla 3: Vocabulario de n-gramas en el modelo de traduccio´n. El primer caso es el sistema de referencia.
El segundo caso se aplica el sistema RAE previo al sistema de referencia
Sistema BLEU NIST
NBR 32.82 7.1602
RAE + NBR 34.36 7.855
Tabla 5: Resultados en el corpus de test usando
la configuracio´n completa (configuracio´n ba´sica
de referencia ma´s reordenamiento en el decodifi-
cador ponderado con la correspondiente funcio´n
caracterı´stica de distorsio´n)
4.4. Discusio´n
Ambas medidas BLEU y NIST mejoran con
la incorporacio´n de la te´cnica RAE. La mejora
en calidad de traduccio´n es consecuencia de la
mejora en la calidad del sistema de TAE. En ta-
reas de traduccio´n ma´s mono´tonas, las unidades
de traduccio´n tienden a ser ma´s cortas y los sis-
temas de TAE obtienen mejores resultados.
Ambas configuraciones de referencia, la
ba´sica (NB) y la completa (NBR), presen-
tan ganancias similares cuando se usa el cor-
pus fuente reordenado que proporciona el
bloque RAE. La ganancia obtenida en el ca-
so RAE+NBR indica que ambos reordenamien-
tos, el proporcionado por el sistema RAE y
el introducido en el decodificador, son comple-
mentarios. Tambie´n nos indica que la salida RAE
todavı´a podrı´a ser ma´s mono´tona. Una razo´n
puede ser la complejidad de la tarea ZhEn a nivel
de reordenamientos de palabras.
Estos resultados preliminares tambie´n mues-
tran que el sistema RAE por si solo proporciona
mejoras equivalentes a las que proporciona el re-
ordenamiento en la bu´squeda del decodificador,
pero con la ventaja de ser computacionalmente
mucho menos costoso.
5. Conclusiones y trabajo futuro
En esta comunicacio´n hemos propuesto una
solucio´n para el problema del reordenamiento
de las palabras en un sistema de traduccio´n au-
toma´tica estoca´stica (TAE). El sistema propuesto
ha sido descrito y probado en un sistema de TAE
basado en n-gramas de tuplas, pero se puede
aplicar de manera similar a un sistema de TAE
basado en frases. En la aproximacio´n propuesta,
el problema del reordenamiento ha sido modela-
do como una traduccio´n de un lenguaje fuente
a un lenguaje fuente monotonizado, dado un
lenguaje destino. El sistema de reordenamien-
to automa´tico estoca´stico (RAE) se aplica pre-
viamente al sistema de traduccio´n estoca´stica.
Ambos sistemas, RAE y TAE se basan en los
mismos principios y comparten el mismo tipo de
decodificador.
Cuando se extraen las unidades bilingu¨es del
TAE, el cambio de orden que se realiza en la
oracio´n fuente permite mejorar el modelado de
las unidades de traduccio´n, dado las unidades de
traduccio´n son ahora ma´s cortas. Adema´s, la es-
trategia de reordenamiento propuesta se puede
aplicar por igual tanto al corpus de entrenamien-
to como al de test, mejorando ası´ la coherencia
de los para´metros estimados.
Por otro lado, el hecho de realizar el reor-
denamiento como un preproceso y de manera
independiente al sistema propiamente dicho de
traduccio´n permite obtener un sistema final efi-
ciente y una traduccio´n ma´s ra´pida. Adema´s,
la estrategia propuesta permite utilizar clases de
palabras en el reordenamiento para inferir reor-
denamientos no vistos durante el entrenamiento
del sistema.
Los resultados preliminares muestran mejo-
ras consistentes e interesantes en la calidad de
la traduccio´n. Como trabajo futuro, tenemos pre-
visto la construccio´n de un sistema ma´s completo
de RAE (an˜adiendo funciones caracterı´sticas adi-
cionales), y el estudio de diferentes alternativas
para la generacio´n de clases de palabras.
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