We propose approaches for testing implementations of Markov Chain Monte Carlo methods as well as of general Monte Carlo methods. Based on statistical hypothesis tests, these approaches can be used in a unit testing framework to, for example, check if individual steps in a Gibbs sampler or a reversible jump MCMC have the desired invariant distribution. Two exact tests for assessing whether a given Markov chain has a specified invariant distribution are discussed. These and other tests of Monte Carlo methods can be embedded into a sequential method that allows low expected effort if the simulation shows the desired behavior and high power if it does not. Moreover, the false rejection probability can be kept arbitrarily low. For general Monte Carlo methods, this allows testing, for example, if a sampler has a specified distribution or if a sampler produces samples with the desired mean. The methods have been implemented in the R-package MCUnit.
Introduction
Markov chain Monte Carlo (MCMC) methods are the main workhorse of Bayesian statistics. These methods are used to approximate posterior expectations which are otherwise analytically intractable. While there exist numerous diagnostics to assess convergence of the Monte Carlo estimates to some value, few articles address whether they converge to the correct values (Geweke, 2004; Cook et al., 2006; Talts et al., 2018) .
MCMC
often requires difficult derivations of marginal and conditional distributions (Geman and Geman, 1984) , and derivatives of log densities (Roberts and Stramer, 2002; Duane et al., 1987; Girolami and Calderhead, 2011) . Increasingly MCMC algorithms yield dependent samples, limit-ing the usefulness of existing procedures for detecting sampler errors (Geweke, 2004; Cook et al., 2006; Talts et al., 2018) . This is because the exact distribution of the test statistics under the null measure is not known, and as a consequence, there is no guarantee over the false rejection probability. This has important practical implications. The obvious consequence is that a researcher applying the methods cannot always determine whether the test failed because of dependency between samples, or alternatively because of actual sampler errors that require further investigation.
This could lead to a waste of valuable researcher time if they try to find errors that do not exist. Alternatively, errors could go undetected as they are explained away by correlation between samples.
One solution to sample dependency is to thin the chain, i.e. to subsample at given intervals to obtain approximately independent samples. This is the technique suggested in Talts et al. (2018) . The integrated autocorrelation time is the number of steps required for a chain to forget its initial state. If this can be estimated well, then subsampling can be used to yield effectively independent samples. Unfortunately reliable estimation of the quantity is widely considered challenging (Sokal, 1997) . The target distribution is often multi-modal and incomplete sampling can lead to underestimating the quantity. Even supposing access to a good estimate, it will often be too large to be of practical use.
Many sampler errors can be detected in fewer iterations than required for independent samples. Because independence is not required, we can detect these faster than alternate methods, making the tests more efficient in many practical scenarios. The two suggested tests use ideas already present in the literature. One test relies on ideas suggested in Besag and Clifford (1989) . The theoretical results of this paper are extended by allowing ties in the observations and a more general definition of ranks.
The other test generalizes a method proposed in Gandy and Veraart (2017) to test a specific sampler.
We envisage that the new methods would be particularly useful in unit testing of MCMC and Monte Carlo methods. Unit testing is a standard part of the software development process (Runeson, 2006 Previous methods introduced to tackle this problem are discussed in Section 1.1. Section 2 proposes the new exact tests for MCMC samplers. Section 3 discusses how to embed exact tests into a sequential testing procedure to increase power and reduce the false rejection rate. As mentioned, this is useful for unit testing and applies to more general Monte Carlo methods. Section 4 presents a simulation study comparing our approach to previous methods. Conclusions are summarized in Section 5. The tests have been implemented in an easy to use R-package that immediately slots into the existing unit testing framework for R (Wickham, 2011) . This is available at https://bitbucket.org/agandy/mcunit. Proofs can be found in Appendix A. Geweke (2004) was the first article to formally consider the problem of detecting errors in MCMC samplers. Their method compares samples obtained using two techniques for drawing from the joint distribution of parameters and data. The first simulates directly from the generative model. The second is a Gibbs sampler, alternating between drawing parameters given data (using the MCMC sampler) and data given parameters. Z-tests are used to compare estimates of moments of the joint distribution. The downside of this approach is that the Gibbs sampler will generate dependent samples. In practical applications, the parameters and data can be highly correlated, and a high computational effort is required to control the false rejection rate. Cook et al. (2006) propose tests based on sampled posterior quantiles in the Bayesian framework. The authors crucially observe that drawing θ from the prior and y from the likelihood implies that θ is an exact sample from the posterior given y. A sample θ 1:L from this posterior distribution is simulated using the sampler to be tested, and the empirical quantile of θ is computed among this sample. Unfortunately the suggested limiting distribution of this quantile is incorrect (Gelman, 2017) , and the proposed tests are not applicable when there is sample dependency, as is the case with MCMC. Talts et al. (2018) proceed identically to Cook et al. (2006) , but instead of using the empirical quantile of θ among θ 1:L , they compute its rank. If the samples are independent and continuous then the rank statistic is exactly uniform on {1, ..., L}. Repeating this procedure multiple times gives a sample of ranks which can be compared to this uniform distribution. Rather than constructing a formal test, the authors advocate visually assessing goodness of fit using histograms.
Related Literature for Testing Samplers
The authors propose using thinning to deal with dependent samples when using an iterative simulator like MCMC. Unfortunately, this leaves the method prone to the aforementioned problems associated with subsampling Markov chains.
Exact Tests for Errors in MCMC Samplers
In this section we describe two tests for detecting sampler errors for MCMC samplers. Analogous tests for simple Monte Carlo methods would be standard statistical tests such as goodness-of-fit tests Assume parameters θ ∈ Θ and data y ∈ Y are modeled as a product of prior and likelihood π(θ)p(y | θ), and that one can independently draw parameters from the prior and data from the likelihood.
Further assume that the MCMC implementation is designed to work for all possible data y ∈ Y. In a Bayesian analysis we would observe y obs and construct a Markov chain with kernel K y obs to estimate expectations of functions with respect to the posterior π(· | y obs ). If the data is implemented as an argument, then the sampler is a collection of kernels {K y : y ∈ Y} such that each K y is expected to have invariant distribution π(· | y).
This motivates the null hypothesis that K y is π(· | y)-invariant for all y ∈ Y. The tests do not specifically check K y obs , but rather the viability of the sampler over all possible data values. For example, if only the kernels corresponding to a null set of data has errors, then the tests would not be able to detect this.
The null hypothesis will be false if there are errors in the sampler, broadly characterized as either design or implementation errors. Design errors correspond to having a wrong model for the sampler, and may include mistakes in derived quantities required for sampling, or a mistake in understanding of how a particular sampler works. Implementation errors refer to an incorrect execution of a given design, regardless of whether that design is correct. These are likely to be errors in the written code.
Both proposed methods are essentially goodness of fit tests which compare a computed sample of statistics to another distribution. By exact, we mean to say that the distribution of the sample is exactly known under the null hypothesis. We do not mean to say that the p-value is computed exactly. In practice, cheaper inexact methods may be used to compute the p-values;
for example, using a χ 2 test in the discrete case. This is of little consequence because the sample size can be explicitly controlled in the test. For a large enough sample, the p-value will be as if exact.
Our tests are not designed to investigate the mixing behavior or the ergodicity of the Markov chain. A Markov chain can be correctly implemented yet slow mixing. Researchers wishing to diagnose slow mixing can instead refer to the vast literature on the subject (Cowles and Carlin, 1996) . Properties required for full ergodicity, including irreducibility and aperiodicity, are typically easy to establish for continuous distributions, and may require proof otherwise.
Section 2.1 details a very simple test which uses the
Markov chain to yield samples which should be indistinguishable from independent samples drawn from the generative model under the null. This idea generalizes a method described in the supplementary material of Gandy and Veraart (2017) to test a specific MCMC sampler. Section 2.2 considers a more elaborate test based on uniformity of rank statistics. This uses ideas Algorithm 1: General algorithm to perform a twosample test as described in Section 2.1.
NOTES: N1 and N2 are the number of fitted and direct samples respectively.
from Besag and Clifford (1989) .
Exact Two-Sample Tests
This method samples from the model in two different ways. The first simply samples directly using the generative model, while the second starts by sampling directly, but then propagates the sample parameters L steps forward using the MCMC sampler. Formally samples are generated with the sequence of steps
θ ′ is a perfect sample from π(· | y ′ ), and so initiating the chain at θ ′ implies that θ is also exactly from the posterior under the null hypothesis. Since y ′ is marginally correct, this implies that θ is unconditionally a sample from the prior. Moreover if the procedure is repeated, each sample will be independent. Samples generated this way are described as fitted samples, while those generated directly from the model are direct samples. Algorithm 1 details the generation of these samples.
Any appropriate goodness of fit test can be employed to compare the fitted and direct samples. Under the null, these are independent and identically from the joint distribution of data and parameters. The most appropriate test to use will depend on the alternative hypotheses considered, and so we avoid prescribing a specific test here. Algorithm 1 is similar to that proposed by Geweke (2004), the key difference being that the data is resampled before each MCMC step. This guarantees independence of samples, which will be useful for controlling the false rejection rate whenever there is high correlation between data and parameters.
The method can be extended by iteratively updating both data and parameters. Line 4 could be replaced by repeating, L times, the stepθ ∼ Kỹ n (θ, ·) followed bỹ y n ∼ p(· |θ). This is just a Gibbs sampler and lettingθ n be the final parameter, (θ n ,ỹ n ) clearly has the same distribution as (θ n , y n ) under the null. This extension may improve power in certain circumstances, as is shown in Section 4.2. Rank statistics which break ties in a vector must be considered, so that the null distribution of the rank is exactly uniform. The generalization is as follows.
An Exact Rank Test
In the following S n is the set of permutations of {1, . . . , n}, i.e. the set of vectors s ∈ {1, . . . , n} n such that s i = s j for all i = j.
Any function which can assign the same rank to two elements of a vector θ 1:n does not satisfy Definition 2.1.
The general idea behind the test is as follows. First draw θ from the prior and y from the likelihood. The kernel K y is used to draw samples from the posterior, and the rank of θ among these samples is computed.
Replicating this procedure multiple times, the resulting rank statistics will be exactly uniform under the null. Any of a number of goodness of fit tests can then be used. Algorithm 2 details the generation of a single rank statistic.
How the posterior samples are drawn has important implications for the uniformity of the rank statistics. Imagine, for example, using the MCMC sampler to realize a Markov chain θ 1:L initiated at θ 1 = θ.
Given some ordinal ranking R, the null distribution of R 1 (θ 1:L ) is generally not uniform on {1, . . . , L}.
Although each element of the chain is of course marginally π(· | y), the chain has Markovian dependence and its components are not exchangeable.
Assuming only reversibility, this can be rectified using a technique suggested in Besag and Clifford (1989) , which is extended here to allow for possible Algorithm 2: Computing a rank statistic using the method described in Section 2.2. 1 Draw M ∼ Uniform{1, ..., L}; 2 Draw θ M ∼ π(·); 3 Draw y ∼ p(· | θ M ); 4 Choose an ordinal ranking R such that R and M are independent; Another extension is to replace K y by K k y for some k > 1. This has the effect of thinning the chain and reducing autocorrelation, and will be useful to increase power against more subtle alternatives. The important point, however, is that such thinning is not required for the null distribution of the ranks to be correct. Extending Algorithm 2 to multiple testing is simple.
3 Sequential Implementation for
Unit Tests
Unit tests should have a low false rejection probability and a reasonable computational effort if the sampler works. Moreover the tests ought to have high power and if errors exists, we should be willing to spend a larger effort detecting them. Here, a sequential testing procedure is proposed which achieves these goals.
Algorithm 3 immediately rejects the null under very low p-values, does not reject the null for higher pvalues and continues simulations for p-values that are low, but not extremely low. The method runs for a maximum of k steps, and multiplies the sample size by ∆ after the first iteration, which serves to detect errors more easily in subsequent iterations.
There are a large number of possible variations on Algorithm 3. For example, one could define the probability of early rejection via "spending sequences" as in Gandy (2009) . If using Algorithms 1 or 2 to generate the p-values, instead of adjusting the number of chains (through ∆), one could instead increase the amount of thinning within chains. This would also raise the power in subsequent iterations.
As mentioned, the proposed method has an overall false rejection rate of at most α, as the following theorem shows. if i = 1 then n = ∆n; 10 return OK;
NOTES: d, is the dimension of the p-value vectors p (i) ; α, is the overall desired false rejection rate; k, the maximum number of sequential steps; ∆, the factor by which to multiple the sample size after the first iteration.
The added effort of Algorithm 3 compared to the non-sequential case is modest if the p-values are generated under the null. Assuming that they are exactly uniform, the expected increase in effort under the null for general k compared to k = 1 is
More generally, if only the inequality for p-values under the null is assumed (i.e. the probability of a p-value being below any bound q is at most q), then the expected increase in effort is bounded from above by
Motivated by the simulation study in Appendix B the default values for Algorithm 3 in the R-package MCUnit are α = 10 −5 , k = 7, and ∆ = 4. This leads to γ ≈ 0.15, and β 1 ≈ 1.4 · 10 −6 , β 2 ≈ 9.8 · 10 −6 , β 3 ≈ 6.6 · 10 −5 , β 4 ≈ 4.6 · 10 −4 , β 5 ≈ 3.1 · 10 −3 β 6 ≈ 2.1 · 10 −2 , β 7 = γ ≈ 0.15.
For these default parameter values, both (1) and (2) give the expected additional effort at around 68.5%.
For ∆ = 1 and the other parameters unchanged both formulas give around 17.1%. The difference the two formulas is negligible when α is chosen to be small.
Simulations
To Consider the model
where θ := (θ 1 , θ 2 ) is apriori independent, zero-mean normal with standard deviation σ = 10. The white noise term ǫ is independent from θ and also zero-mean normal but with variance σ 2 ǫ = 0.1 . While inference is easy in this model, we consider drawing posterior samples of θ using a Gibbs sampler. The posterior conditional distributions for θ 1 and θ 2 are normal with expectations
and variances
Var(θ i | y, θ j ) = 1
The small σ ǫ induces high correlation between θ 1 and θ 2 in the posterior distributions, and so the Gibbs sampler will mix slowly.
Mistakes in Full Conditionals
Two correctly implemented samplers are considered;
one uses random scan of the two coordinates, with the other using systematic scan. Three erroneous samplers, all of which use random scan, are also considered. The first two have mistakes in the conditional expectations and variances respectively; y − θ j is replaced with y + θ j in (4), and in (5) the variance terms are replaced with the corresponding standard devia-tions. The final mistake considered truncates each conditional distribution either to the left or right of its posterior mean. The decision to truncate left or right is random for each distribution. Sequential exact two-sample test with ∆ = 2 and k = 3. θ 1 0.009 0.010 1.000 0.007 0.008 θ 2 1 0.008 0.009 1.000 0.009 0.011 θ 1 θ 2 0.008 0.008 1.000 0.010 0.011 π(θ) 0.010 0.011 1.000 0.008 0.009 p(y | θ) 0.010 0.009 1.000 1.000 0.007 All a 0.007 0.009 1.000 1.000 0.006
Sequential exact rank test with ∆ = 2 and k = 3. θ 1 0.009 0.885 1.000 0.149 0.869 θ 2 1 0.009 0.869 1.000 0.163 0.868 θ 1 θ 2 0.008 0.155 1.000 0.731 1.000 π(θ) 0.009 0.158 1.000 0.738 1.000 p(y | θ) 0.012 0.012 1.000 1.000 0.010 All a 0.008 0.769 1.000 1.000 1.000 Geweke (2004 NOTES: The exact two-sample tests ran with L = 5 and N1 = N2 = 5 × 10 2 , and KS tests were used to compare the two samples of the test statistic(s). The exact rank tests ran with L = 5 and had 5 × 10 2 simulated rank statistics, using a X 2 -test to test the ranks for uniformity. Geweke (2004) used thinning of 5 and 6 × 10 2 MCMC samples. a Refers to using all aforementioned test functions and a Bonferroni correction for multiple testing.
using 10 3 initial steps in each chain to estimate the effective sample size. Because the posterior correlation is high in this model, the effective sample size was overestimated and the false rejection rate was entirely uncontrolled. Given that the errors can be detected very easily, this method is highly inefficient in the cases considered.
Mistakes in Assumed Prior
The second simulation investigates the power of the tests when mistakes are made in the assumed prior for θ. In all cases considered, the prior is bivariate normal with common mean µ, standard deviation σ and correlation ρ. As described at the beginning of Section 4 the correct version corresponds to µ = 0, σ = 10 and ρ = 0. Three erroneous priors are considered; a mean shift to µ = 10, a variance scale to σ = 5, and dependency with ρ = 0.5. As before, all tests were parameterized to have comparable computational effort and the nominal false rejection rate set to α = 0.01. The results are displayed in Table 2 , which also details the simulation parameters.
Both the exact two-sample and rank tests did well to maintain the nominal rate, and had high power in detecting the scaled variance. They were unable to detect the mean shift because the prior is uninformative and has little effect on the posterior distributions. It seems that the joint distribution tests of Geweke (2004) has a power advantage here because the marginal distribution of the parameters in the samples will tend to the specified wrong prior as the number of MCMC steps goes to infinity. Nonetheless, the false rejection rate is far above the nominal level in our simulation.
The method was also worse than Algorithm 2 at detecting the dependency. It appears that the joint dis- 
Conclusions and Future Research
This article has proposed two tests of MCMC implementations, which are unique in being exact; that is, the false rejection rate can be controlled. This property is leveraged to propose a sequential testing procedure which allows for high power and arbitrarily low false rejection rates, for example 10 −5 . Such a procedure is useful for unit testing both MCMC and more general Monte Carlo implementations, where one wants to minimize the risk of rejecting a correct sampler.
The performance of the two tests has been tested in a simulation study, and compared to other methods in the literature. The study validates the ability of the tests to achieve the correct nominal level, and 
Appendices A Proofs
Proof of Lemma 2.2. For k ∈ 1, . . . , N ,
where the last equality holds because exactly one element of (R 1 , ..., R N ) must equal k. In other words, the events {R m = k} partition the sample space.
Proof of Proposition 2.3. Consider the variables involved in one evaluation of Algorithm 2. The proposition assumes that the kernel K y is π(θ | y)-reversible. Letting f denote the joint distribution of θ 1:N then for m > 1,
This implies that the distribution of θ 1:N is independent of M . Since additionally R is also assumed independent of M , both R(θ 1:L ) and M satisfy the conditions of Lemma 2.2 and so R M (θ 1:L ) is uniformly distributed.
Proof of Theorem 3.1. We use induction from j = k to j = 1 to show that
where β j = β/γ j−1 is as defined in Algorithm 3.
First, by the usual arguments for the Bonferroni correction, P{q i ≤ p} ≤ p for all p ∈ [0, 1] and for i = 1, . . . , k. This, immediately shows that (6) holds for j = k.
To show that (6) holds for j = i ∈ {1, . . . , k − 1} given that it holds for j = i + 1, we argue as follows. Let
Using the arguments for the Bonferroni correction again gives Table 3 : Power of the sequential procedure using a KS test on iid data. Null: N(0,1). N(0,1),α=0.01 N(0,1) N(0.05,1) N(0.03,1) N(0.02,1) N(0,0.95 2 ) N(0,0.97 2 ) k=1,∆=1 0.008 0.000 0.949 0.674 0.198 0.891 0.420 n = 10 4 for the non-sequential test (k = 1, ∆ = 1); other n adjusted to give same expected effort under null, α = 10 −5 , unless otherwise indicated.
≤ γ P{fail | step i + 1 reached} + β i ≤ γ(k + 1 − (i + 1))β i+1 + β i = (k + 1 − i)β i Thus using (6) for i = 1 gives P{fail} ≤ kβ 1 = kβ = α.
B Tuning Sequential Parameters
We use a simulation study to propose default parameters for the sequential tests. The classical goodness-of-fit setting is considered: independent and identically distributed samples from can be generated and the task is to test if the samples derive from a standard normal distribution. The two-sided Kolmogorov-Smirnov test is used to test this.
The sample size for k = 1 and ∆ = 1 (i.e. the non-sequential setting) was chosen to be 10 4 . Sample sizes for other settings were adjusted using (2) so that under the null the computational effort were identical. α is set at 10 −5 to replicate the situation where we only want very few rejections.
Results are in Table 3 , based on 10 4 repeated tests. The first two columns are under the null i.e. we would only expect the nominal number of rejections. This seems to be roughly the case. Table 4 is similar to Table 3 , with the exception that the sample size for k = 1 and ∆ = 1 (i.e. the nonsequential setting) was chosen to be 10 3 and that some different alternative have been considered.
For the alternatives there is a very substantial increase in terms of power compared to the non-sequential approach (k = 1, ∆ = 1). Increasing the sample size at the second step seems beneficial -∆ = 2 and ∆ = 4 seem to be doing better than ∆ = 1 in the simulation results. Furthermore, the number of sequential steps should be large (at least k ≥ 5).
An over all good performance seems to be achieved by using k = 7 and ∆ = 4. Therefore, these are the Table 4 : Power of the sequential procedure using a KS test on iid data. Null: N(0,1). N(0,1),α=0.01 N(0,1) N(0.15,1) N(0.1,1) N(0.05,1) N(0,0.85 2 ) N(0,0.9 2 ) k=1,∆=1 0.009 0.000 0. 0.009 0.000 0.936 0.722 0.047 0.883 0.525 n = 10 3 for the non-sequential test (k = 1, ∆ = 1), α = 10 −5 , unless otherwise indicated. default settings used in our R-package.
