We study the properties of variational Bayes approximations for exponential family models with missing values. It is shown that the iterative algorithm for obtaining the variational Bayesian estimator converges locally to the true value with probability 1 as the sample size becomes indefinitely large. Moreover, the variational posterior distribution is proved to be asymptotically normal.
Introduction
Variational Bayes approximations have recently been applied to complex models involving incomplete-data for which computational difficulties arise with the ideal Bayesian approach. Such models include hidden Markov models and mixture models; see for example [1, 2, 3, 6, 9, 10, 12, 13, 17] . In these earlier contributions, the approximations were shown empirically to be convergent and effective. However little has been done to investigate their theoretical properties.
Hall, Humphreys and Titterington [7] initiated a discussion of these issues and proved that, for certain Markov models, the parameter estimator obtained by maximising the variational lower bound function is asymptotically consistent provided the proportion of all values that are missing tends to zero. Later we proved in [16] that it is not always the case that a fully factorised form of variational posterior, which includes the factorisation of the joint probability function for the hidden states, provides an asymptotically consistent estimator as the 'sample size' becomes large. We demonstrated this in particular in the context of linear state space models, in which the above sufficient condition obviously does not hold. On the other hand we showed in [15] that variational Bayes estimators for certain mixture models are asymptotically efficient for large sample sizes.
In this paper we study the properties of variational approximation algorithms for more general models, namely exponential family models with missing values. Exponential families include distributions such as Gaussian, gamma, Poisson, Dirichlet and Wishart, and exponential family models with missing values contain many models of practical interest as particular cases, such as Gaussian mixtures, hidden Markov models and linear state space models. Beal [3] and Ghahramani and Beal [6] applied the variational Bayesian method to these models and derived the iterative algorithm for learning the approximate posterior distributions of the latent states and the model parameters. The numerical expriments therein show empirically that this algorithm is convergent and efficient. In this paper we derive the iterative procedure for obtaining the variational Bayesian estimator, we provide analytical proofs of local convergence of the procedure as the sample size tends to infinity, and we show that the variational posterior distribution for the parameters is asymptotically normal.
Exponential family models with missing values and variational approximations
We consider the following exponential family models with missing values. Suppose that P = {P θ : θ ∈ IR m } is a family of probability distributions on a measurable space (Ω, F), and that x and y are sampled from the natural exponential family:
with x taking values in IR d and y in IR p , where θ ∈ IR m is the unknown parameter, and ψ(·) : IR m → IR is continuously differentiable and strictly convex. The parameter θ has a conjugate prior to the complete-data likelihood (1), with density
where h is a normalising constant satisfying
and α 0 ∈ IR, β 0 ∈ IR m are the hyperparameters of the prior. Suppose that only y is observable whereas x is latent. We have a dataset consisting of a random sample of size n, with Y = (y 1 , y 2 , . . . , y n ) and X = (x 1 , x 2 , . . . , x n ). In the Bayesian framework we want to infer the posteriors over both the parameters and the hidden states. Unfortunately exact Bayesian inference is generally time-consuming, if not impossible, especially for large dimensionality m. Therefore approximation is usually necessary in these cases. In the variational approach, the true posterior p(X, θ|Y ) is approximated by the variational distribution q(X, θ), which factorises as q(X, θ) = q X (X)q θ (θ), and is chosen to maximise the functional
equivalent to minimising the Kullback-Leibler divergence between the exact and approximate distributions of θ and X, given Y . The functional (4) can be maximised using the following iterative procedure (see [3, 6] ). In turn, the following two stages are performed.
(i) Optimise q θ (θ) for fixed {q x i (x i ), i = 1, . . . , n}. This step results in
where α and β are the hyperparameters of the variational posterior and are updated by
Here · x i denotes the expectation under q x i (x i ).
(ii) Optimise q X (X) for fixed q θ (θ). This leads to the factorised form
where
in which g(θ, y i ) is a normalising constant satisfying
and · θ denotes the expectation under q θ (θ).
The iterative algorithm and its convergence
We define the variational Bayesian estimatorθ of the parameter θ aŝ
where q pos is the variational posterior density of θ, given by the limiting form of q θ (θ) that results from the above iterative procedure. For the exponential family distribution (5) the corresponding variational Bayesian estimator iŝ
(Throughout the paper, DΨ and D 2 Ψ denote the gradient and the Hessian of Ψ. When ambiguity exists, the specific variable of differentiation appears as a subscript of the symbol D and D 2 .) Thus, the procedure in the previous section can be used to derive the following algorithm for obtaining the variational Bayesian estimate of θ: starting with some initial value θ (0) , successive iterates are defined inductively by
where α and β are given as in (6), and
It is of interest to investigate the questions of whether or not the algorithm (9) is convergent and, if so, what properties are possessed by the limiting value. The following theorem gives a partial answer. Theorem 1. With probability 1 as n approaches infinity, the iterative procedure (9) converges locally to the true value θ * , i.e. (9) converges to θ * whenever the starting value is sufficiently near to θ * .
Proof. Denote by DΦ n (θ * ) the gradient of Φ n (θ) evaluated at θ * and write β and r i as β(θ) and r i (θ) to indicate explicitly their dependence on θ. From (9) one has
Here h and its derivatives are evaluated at θ * . From (6) we have that Dβ(θ) = n i=1 Dr i (θ) and
where in the last equality we used the fact that
which is obtained by differentiating, with respect to θ * ,
Since it follows from (8) that
, equality (10) can be rewritten as
Differentiating both sides of (11) with respect to θ * , we have
Write φ = u(x i , y i )−Dψ(θ * ). The marginal distribution of y i is p(x i , y i |θ * )dx i , and therefore it follows from the strong law of large numbers that, with probability 1,
where we have used equality (12) and the fact that
and IE x i denotes expectation under q x i . Thus, we obtain
where 'a.s.' means 'almost surely'. Similarly, one has
For convenience we write h(α, β) −1 evaluated at θ * ash(α, β), from which
Let b(·) : IR m → IR be a four-times continuously differentiable function of θ and write
Since ψ(θ) is continuously differentiable and strictly convex, it is obvious that a n (θ) is also continuously differentiable and strictly convex in θ. Therefore a n (θ) has a unique global minimiser, denoted byθ n , which also satisfies the equation
Under these conditions, in the Appendix we show the validity of Laplace's method by verifying the assumptions of Kass, Tierney and Kadane [11] . Hence application of Laplace's approximation yields
where µ where D 2 a n denotes the Hessian of a n , its (i, j)-component is written as a ij n and the components of its inverse are written as σ ij n ; moreover, b s and b ij denote the components of the first-and second-order derivatives of b, respectively. All derivatives are evaluated atθ n .
It is obvious that D 2 a n converges to D 2 ψ with probability 1 as n → ∞. Letting b(θ) be 1, θ i and θ i θ j (i, j = 1, . . . , m) correspondingly in (19) and after a straightforward calculation, we obtain that, as n tends to infinity, with probability 1,
Therefore, combining (14) with the last limiting result we obtain that, with probability 1,
where I m denotes the m × m identity matrix. Since ψ is continuously differentiable and strictly convex, D 2 ψ(θ * ) is positive definite and symmetric. Obviously
is positive semidefinite and symmetric. Hence, as n tends to infinity, DΦ n (θ
I m is negative semidefinite. Next we show that
Since D 2 ψ(θ * ) is positive definite and symmetric, it is sufficient to prove that
for any θ ∈ IR m . In fact, we have
where the last equality is a consequence of (13) . Therefore, we obtain
Moreover, if we use Laplace's approximation (19) it is easy to deduce that Φ n (θ * ) = −D β h(α, β)/h(α, β) → θ * with probability 1 as n tends to infinity. Define the norm of θ ∈ IR m as θ (θ θ) 1/2 and the norm of the real m × m matrix A as A sup θ =1 Aθ . Therefore, since the starting value is sufficiently near to θ * we have
and therefore the iterative procedure (9) converges locally to the true value θ * with probability 1 as n approaches infinity .
Asymptotic normality of the variational posterior distribution
There have been a large number of contributions about the asymptotic normality of posterior distributions including exponential families; see for instance Walker [14] , Heyde and Johnstone [8] , Chen [5] and Bernardo and Smith [4] . Under appropriate conditions the (true) posterior density converges in distribution to a normal density. In this section, we show that the variational posterior distribution for the parameter θ obtained by the iterative procedure has also the property of asymptotic normality. This implies that the variational posterior becomes more and more concentrated around the true parameter value as the sample size grows. Suppose the sample size n is large. We have proved that the algorithm (9) is convergent, so there exists an equilibrium point denoted byθ n . It follows from (5) and (7) that, atθ n ,
Therefore, the variational posterior density of θ at the equilibrium point is
Letθ n maximise θ β n −α n ψ(θ). Then we have
By the same arguments as used in the previous section and noting that θ n → θ * with probability 1 by Theorem 1, we have that 1 n n i=1 r i converges to Dψ(θ * ) almost surely. Since Dψ is strictly increasing and continuous, θ n → θ * with probability 1 as n tends to infinity. Define L n (θ) log q n (θ) = log h(α n ,β n ) + θ β n −α n ψ(θ).
Then we have
Denote by B(θ, ε) the open ball of radius ε centred at θ. According to Chen [5] , under the assumption of the consistency ofθ n for θ * , the posterior density q n converges in distribution to N (θ n , Σ n ) if the following basic conditions hold.
(C1) "Steepness". σ 2 n → 0 with P θ * -probability 1 as n → ∞, where σ 2 n is the largest eigenvalue of Σ n .
(C2) "Smoothness". For any ε > 0, there exists an integer N and δ > 0 such that, for any n > N and θ ∈ B(θ, δ), D 2 L n (θ) exists and satisfies
where A(ε) is an m×m symmetric positive semidefinite matrix whose largest eigenvalue tends to zero with P θ * -probability 1 as ε → 0. (C3) "Concentration". For any δ > 0, B(θ,δ) q n (θ)dθ → 1 with P θ * -probability 1 as n tends to infinity.
In fact, sinceθ n → θ * , the components of D 2 ψ(θ n ) are bounded above and away from 0 almost surely if n is large enough, so the largest eigenvalue of Σ n tends to 0.
From Kass, Tierney and Kadane [11] , assumption (iii) in the Appendix is stronger than (C3). Therefore all the conditions are verified.
(iii) the integral h b defined in equation (17) exists and is finite, and for all δ for which 0 < δ < ε, det(nD 2 a n (θ n ))
with P θ * -probability 1; or, more strongly, (iii') for all δ for which 0 < δ < ε,
with P θ * -probability 1.
Under our assumptions, it has been shown in (15) that 1 n n i=1 r i → Dψ(θ * ) with probability 1, so, when n large enough, 1 n n i=1 r i is almost surely bounded in B(θ n , ε). Since ψ is continuously differentiable (i) obviously holds.
Condition (ii) is clear because ψ is strictly convex.
As n tends to infinity, for any θ ∈ IR m , a n (θ) converges with P θ * -probability 1 to a 0 (θ) = ψ(θ) − θ Dψ(θ * ).
Sinceθ n maximises a n , we havê
so it follows that, as n tends to infinity, with probability 1,
Therefore, for all δ for which 0 < δ < ε and θ ∈ B(θ n , δ), we have that, ∀ε 0 satisfying 0 < ε 0 < δ/2, there exists an integer N such that, if n > N , it holds that, for all θ ∈ IR m , |a n (θ) − a 0 (θ)| < ε 0 , θ n − θ * < ε 0 , a.s.
|a 0 (θ n ) − a 0 (θ * )| < ε 0 , a.s.
Thus, a n (θ n ) − a n (θ) = a n (θ n ) − a 0 (θ n ) + a 0 (θ n ) − a 0 (θ * ) + a 0 (θ * ) − a 0 (θ) + a 0 (θ) − a n (θ) < a 0 (θ * ) − a 0 (θ) + 3ε 0 , a.s.
so that sup{a n (θ n ) − a n (θ) : θ ∈ B(θ n , δ)} ≤ sup{a 0 (θ * ) − a 0 (θ) : θ ∈ B(θ n , δ)} + 3ε 0 ≤ sup{a 0 (θ * ) − a 0 (θ) : θ ∈ B(θ * , δ − ε 0 )} + 3ε 0 , a.s.
since B(θ * , δ − ε 0 ) ⊂ B(θ n , δ). Since a 0 (·) is strictly convex, for θ ∈ B(θ * , δ−ε 0 ), we have a 0 (θ)−a 0 (θ * ) > c, where c = inf{a 0 (θ) − a 0 (θ * ) : θ lies in the boundary of B(θ * , δ/2)} > 0. Consequently, we get sup{a 0 (θ * ) − a 0 (θ) : θ ∈ B(θ * , δ − ε 0 )} ≤ −c.
Combining the last estimate with (22) we have that, ∀ε 0 satisfying 0 < ε 0 < δ, there exists an integer N such that n > N implies sup{a n (θ n ) − a n (θ) : θ ∈ B(θ n , δ)} ≤ −c + 3ε 0 , a.s.; that is, (iii') holds.
