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Comparison theorems of integral type are developed for linear differential 
equations of the form (1) L, y +p(t)y = 0 and (2) L, y + q(t)y = 0. Under the 
assumption that (2) has no nontrivial solution satisfying given homogeneous two 
point boundary conditions it follows that the same is true for (1) provided certain 
sign and integral conditions hold. The criteria may be thought of as rather general 
extensions of the Hille-Wintrier type and also include and extend recent results of 
Elias. 
INTRODUCTION 
Consider the pair of nth-order linear differential equations 
L,Y +P(x)Y = 0, (1.1) 
L, Y + 4(X)Y = 0, (1.2) 
where p(x), q(x) are continuous on an interval Z c R and L, is an nth-order 
linear disconjugate differential operator on I. That is, the only solution of 
L, y = 0 with n zeros on Z, counting multiplicities, is y = 0. It is well known 
[3, lo] that L, can be written in factored form as 
L,Y = P,@,-, ... @APoY)‘)’ . ..I’* (1.3) 
where pi > 0 and pi E C-‘(Z). If we set L,.Y=p,y, Liy=Pi(Li-i.V)‘, 
i = l,..., n, then L, y, L, y ,..., L, y are called the quasi-derivatives of y 141. 
Along with equations (1.1) and (1.2) we shall consider boundary conditions 
of the type 
LiY(a)=07 i E {i, ,..., ik} = 3, 
LjY(s> = O, jE {j,,..., jn-k} -x, 
(1.4) 
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where {i ,,... , ik}, {j, ,..., j,-k} are two arbitrary sets of indices from the set 
{O, l,..., n - 1) with 0 <i, < i, < Se. < i, < n - 1, 0 <jr <j, < ... < 
jnmk<n- 1 and where a, sEZ. Here k is an integer with 1 <k<n- 1. 
Following Elias [4], for a E Z we define the ith extremal point 8,(9-, Y; a) 
corresponding to the boundary conditions (1.4) and Eq. (1.1) (or (1.2)) to be 
the ith value of s E In (a, +co) for which there exists a nontrivial solution 
of (1.1) (or (1.2)) satisfying (1.4). 
Similarly, one may define the ith (left) extremal point #i(3, ,P; a) 
corresponding to Eq. (1.1) and the boundary conditions 
LiY(s) = OT iEf, 
Lj.Y(a> = O, jES 
(l-5) 
to be the ith value of s n Z n (-co, a) for which there exists a nontrivial 
solution of (1.1) satisfying (1.5). In [4], Elias investigated the connection 
between the existence of oscillatory solutions and extremal points for 
Eq. (1.1) under the assumption that (-l)“-kp(x) < 0. This is, of course, a 
necessary condition for the existence of an extremal point if p(x) is of one 
sign. 
There are two systems of boundary conditions of type (1.4) which are 
especially important. For the conditions 
Li.Y(u)= O, i = O,..., k - 1, 
Lj.Y(s) = O, j = O,..., n-k- 1, 
(1.6) 
the first extremal point is called a (k, n - k) conjugate point (for (1.1) or 
(1.2)) and is denoted by ~~,~-~(a). If ~~,“-~(a) does not exist in the interval 
zn (a, +c.o) for any a EZ, then (1.1) (or (1.2)) is said to be (k,n - k) 
disconjugute on I. Similarly, for the conditions 
LiY(") = OY i = O,..., k - 1, 
Lj Y(s) = O, j = k,..., n - 1, 
(1.7) 
the first extremal point is called a (k, n - k) focal point and is denoted by 
ik,n-k@). If ik,,-k@) d oes not exist in Z n (a, +co) for any a E I, then (1.1) 
(or (1.2)) is said to be (k, n - k) disfocul on I. More generally, in this paper 
we will say that (1.1) (or (1.2)) is (3, Y)-d&conjugate on Z in case the first 
extremal point B,(S-, Y; a) does not exist in Z n (a, +co) for any a E I. 
In this paper we shall be interested in comparison theorems for (3, Y)- 
disconjugacy. That is, if Eq. (1.2) is assumed to be (3, X)-disconjugate on 
I, under what conditions will Eq. (1.1) also be (3, Y)-disconjugate on I? 
Such problems for conditions of the type (1.6) or (1.7) have been considered 
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by many authors (2, 4-91 and the references therein) and also in ( 1 ] for 
more general conditions of type (1.4). For purposes of the comparison 
theorems which we develop, we need to restrict the class of boundary 
conditions of type (1.4). We will say that the boundary conditions (7, Y) 
are admissible in case for any integer I, with 1 < I< n - 1, at least 1 terms of 
the sequence i, ,..., i,, j, ,...,jnmk are less than 1. We shall denote the class of 
all admissible boundary conditions by &‘. A necessary and sufficient 
condition for (7, %P) E &’ is that for any a, s E I, a < s, there exists no 
nontrivial solution of L, y = 0 satisfying (1.4). (See Elias [3] and Ahmad 
and Lazer [I].) 
In Section 2 we introduce a partial ordering of the set &’ of admissible 
boundary conditions and show that this induces an ordering of the extremal 
points corresponding to such conditions. We use this to obtain certain 
integral-type comparison results. In this section we use a technique which 
allows the pair 7, .P to be nondisjoint provided 7 = {O,..., k - 1) or 
.P = (O,..., n - k - 1 }. Section 3 is devoted to comparison theorems of 
integral type for (J,,P) E J with 7 n.P = 4. These results may be 
thought of as extensions of Hille-Wintner-type theorems and also include 
results of Elias [S] for (k, n - k) disfocality and disconjugacy and Nehari 
[S]. In both Sections 2 and 3 we assume that (-l)“-kp(x) < 0 and 
(-1)fl-k q(x) < 0. 
2 
We are going to introduce a partial ordering “<” on the set &’ of 
admissible pairs of boundary conditions (7, ,P). First we define a relation 
“+” on the class of all sets of indices {I,, Z2,..., f4} where 0 < I, < I, < .a. < 
l,<n-- 1, l<q<n-- 1 as follows: 
If 7i = (1,, I, ,..., 14}, S; = {m,, m2 ,..., m,}, then 7, + & will mean that 
q = r and there exists s^E { 1, 2,..., q} such that 1, = m, for all 
s E { 1, z..., q}\{s^), and m;=l;+ 1 <lB+, (if s”=q, we define li+, to be 
+co). Thus, 7, + S; means that the two index sets agree except for one 
index s” for which rn; = 1, + 1 < Z,f+, . 
Now we define the multivalued mapping u from & to 2”/, 
If (3, Y), (,y, <y) E JZZ and either (.Y, S) = (3, LP) or there exists an 
integer m > 1 and a sequence { (9;, S,)}r= i c J&’ with (4; ,X1) = (7, S), 
(,Ym, S,) = (3, <8) and (& CP,) E a(&, , S,_ i), r = 2 ,..., m, then we shall 
write (7, X) < (3,3). The relation “<” defines a partial ordering of XZ’. 
The conjugate-type boundary conditions (1.5) will be denoted by (TC, SC) 
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and the focal-type boundary conditions (1.6) will be denoted by (Jf, 3J. 
The following lemma shows that for any (3, S) E &‘, (3, X) majorizes 
(J’,, &), and if 3’ = { 0, l,..., k - 1 }, (3, X) is majorized by (S;, <p,>. 
LEMMA 2.1. (i) Let (7, Y) E ~2’. Then (A, <P,) < (7, f). 
(ii) Let (7, Y) E ~2 with (7’ = (0, l,..., k - 1). 
Then (3, f> < (S;, Sf). 
ProoJ We only deal with (i); (ii) is proved in a similar fashion. 
If (3, GP) = (Tc, cP,), there is nothing to prove. 
Henceforth assume that 3’ f Jc. It sufftces to show how to obtain a 
sequence {S;)rl i with Ji = Zc, &,, = f and S;- , + S;, r = 2 ,..., m,, for 
then a similar construction gives a sequence (&]r:, with S, = &,, 
X,ml=Ya and S,_, -+&, r= 2 ,..., m,. Then with m = m, + m,, the 
juxtaposition of the two sequences gives the result. Thus, without loss of 
generality, we may assume i, > k - 1 and let p = i, + 1 - k so that we define 
s; = {O, I,..., k - 2, k} and, in general, 
.q+, = (0, I,..., k-2,k- 1 +s}, s = l,...,p 
so that ;%+r = (0, I,..., k - 2, ik}. At each stage we have c< -+ 3$+, , 
s= 1 ,...,p. Similarly, we may now define a sequence beginning with rP+, by 
increasing the integer k - 2 to the integer i,-, . We repeat this process so 
that each integer I, 0 < I < k - 1 is increased by stages to the integer iI+, . 
Since (3, ,P) E &, it follows that at each step of this process, we have 
((S;, GP,) E &‘. This completes the proof. 
The following lemma is a special case of part (I) of Lemma 1 of [ 11: 
LEMMA 2.2. Let a ( s and let h, m be integers with 1 < h < m. Suppose 
that y E Cm [a, s) such that the set of numbers 
contains at least h + m zeros. Then L, y has at least h zeros in (a, s). 
Elias [4, Lemma 41 has shown that if the first conjugate point q(a) exists 
for (1. l), then the first focal point [(a) exists and [(a) < v(a). The following 
is a generalization of that result: 
THEOREM 2.3. Let (3, S), (3, 2) E JZ? with (7, X) < (Ly, p). 
Suppose that 8,(3, ,X; a) exists for (1.1). Then 0,(3, cF; a) exists and 
19,(,9-, 2; a) < 8,(LY, .P; a). 
Proof (i) Consider first the case that 3 = 3 = {i,, i2,..., ik}, 
.P= {j, ,..., j, ,..., jnPk}, ,?= {j ,,..., j, ,..., jnPk}, wherej,=j,+ 1.. 
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Let y(x, s) be the essentially unique solution of (1.1) satisfying 
Li .Y(a> = O, iE2, 
Lj y(s) = 0, j E f\LLJ. 
P-1) 
We shall show that Lj,y(x, s) has a zero in [a, s). If j, E 3, there is 
nothing to prove, so assumej, 6$3’. Since (3, CP) E d andj, E 3’ U .y, at 
least j, + 1 of the indices i,, i, ,..., i,, j, ,..., j,-, are less than or equal to 
j,- 1. 
It follows that the set of numbers 
(L,y(a, s), L,y(s, s), L, y(u, s), L,Y(& s),..., LA& s), L,Y(ST s)I, 
where r = j, - 1, contains at least j, + 1 zeros. By Lemma 2.2., Lj, y(x, s) 
has at least one zero in (a, s). The remainder of the proof now follows very 
closely that of Lemma 4 of 141. Denote the last zero of Ljq y(x, s) in ]a, s) by 
x(s). Then for a < s < e,(a) = 0,(3’, ,P; a), x(s) is a continuous function of 
s, and for s sufficiently close to a, Ljy+I y (x, s) has no zero in [a, s] (since 
(1.1) is disconjugate on [a, a + F] for some E > 0). However, for s = 19,(u), 
Lj,y(x, s) vanishes at 0,(u) as well as at x(8,(u)) and so Ljq+ 1 y(x, O,(u)) has 
a zero in (x(0,(u)), 6’,(u)). This zero of Lj,+, y(x, s) must enter the interval 
[a, s] for some value of s, a < s < ~,(a), and so (1.1) has an extremal point 
for the boundary condition (3, S) in (a, e,(u)), that is, 0,(3, <y; a) < 
8, (3, Y-; a). 
(ii) Now consider the case that X = $7 = { j,,j2,...,jn-k), 
Y = {i,, i *,..., i, ,..., ik}, 3 = {i,, i, ,..., i, ,..., ik}, where f, = i, + 1. Let 
0,(S, Y; a) = b. By arguing as in part (i) but with the role of the point a 
taken on by the right end point b and considering leff extremal points 
#,(3’, .P; b), #i(?, ,P; b) of (l.l), we find that there exists a^ with a < a^ < b 
such that #I(Cy, .P; b) = a^. Thus, 0,(.?, ,P; a”) < b, from which 
O,(Cy, X; a) < b follows by the monotonicity of the function 0,(?-, .P; a) 
(Theorem 2 of [4]). 
(iii) The general case of the theorem now follows from successive 
applications of the special cases (i) and (ii). 
Using the notation t9,(3’, .P; a) for the extremal points for Eq. (1.1) and 
the notation e,(J’, X; a) for the extremal points for Eq. (1.2), we may use 
the above theorem to obtain the following comparison results for (1.1) and 
(1.2). 




for all x E (a, a~). 
Then 1?,(3, .P; a) < 00 for all (3, X) E &. 
THEOREM 2.5. Let (3, Y) E & with 3 = {O, l,..., k - 1 } and suppose 
that (1.2) is (3, S) disconjugate on (a, 00) and that (2.2) holds. 
Then (1.1) is (3, .Y) disconjugate on (a, CFI). 
Remark. We shall content ourselves here with dealing with the case that 
p,(x) sz 1, i = 0, l)...) n; for the case of general pi)s, one uses Theorem 3.1 of 
Section 3 in place of Elias’ comparison theorem. 
Proof of Theorem 2.4. Suppose that (,Y, X) E d with 
[,(,W, X; a) = co. By Lemma 2.1 and Theorem 2.3, we must have 
f,(,W,.,Y;.; a) = co. A result of Nehari (Theorem 4.3 of [9]) yields 
r3,(=& .p/; a) = 03, and now apply (2.2) (with p0 = p, = 1) and a comparison 
theorem of Elias (Theorem 9 of 15 j) to deduce that /3,(7,, .P,; a) = 00, 
contrary to hypothesis. Hence, we must have e,(9, X; a) < 03. 
Proof of Theorem 2.5. If (1.1) is not (3, S) disconjugate on (a, co), 
then there exists ~7 > a such that 0,(7, X; @) < co. By Lemma 2.1 and 
Theorem 2.3, t9,bYf, 9;; a) < 03, and so by the results of Elias and Nehari 
quoted above, e,(-;Y,, SC; a) < 03. Applying Lemma 2.1 and Theorem 2.3 
again, we obtain B,(r,Y; a) < 00, which is a contradiction, proving the 
theorem. 
3 
In this section we shall be concerned with disjoint boundary conditions 
(7, X), that is, 7 U f = (0, l,..., n - 1 ), .Y n .P = 0. Our main results 
are comparison theorems for Eqs. (1.1) and (1.2) with respect to such 
boundary conditions. 
THEOREM 3.1. Let 3’= {i,, i, ,..., ik), .P= {j,,j2 ,..., jnek} be disjoint 
boundary conditions such that i, = 0, j,-k = n - 1. Suppose that (1.2) is 
(.Y, .P) disconjugate on (a, b) and that 
I 
b IsW 
x P,(t) P,(t) dt > 1 
b Ip(t)l 
x PoWPAt) dt 
(3.1) 
for all x E (a, b). Then (1.1) will be (3, X) disconjugate on (a, b). 
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THEOREM 3.2. Let ,7’ = {i,, i, ,..., ik}, .P = { j, ,j, ,..., jnek} be disjoint 
boundary conditions such that j, = 0, i, = n - 1. Suppose that (1.2) is 
(7, X) disconjugate on (a, b) and that 
(3.2) 
x E (a, b). Then (1.1) will be (3, S) disconjugate on (a, 6). 
To obtain the proofs of Theorems 3.1 and 3.2, we shall modify arguments 
of Elias [S] who obtained the result of Theorem 3.1 in the case of focal 
boundary conditions. 
It will be useful at this point to introduce the following definition: for 
r E (0, l,..., n - I} = Z,, define the map e = e(J’, ,X) from the set Z, to 
P,ll by 
e(r) = 0 if r-ES- 
=l if rE.P. 
The first step in proving our theorems is the following characterization of 
(7, X) disconjugacy (see Theorem 3 of [5] or Lemma 3 of [4]). 
LEMMA 3.3. Let (7, X) be disjoint boundary conditions such that either 
i, = 0, jnpk = n - 1 or i, = n - 1, j, = 0. Then Eq. (1.1) is (7, X) discon- 
jugate on (a, b) iff there exists f E C”(a, b) which satisfies 
(i) L, f is strictly of one sign on (a, b) for r = 0, l,..., n - 1, 
(ii) sgnLif=sgnLi+,f on (a,b)for iE.7, ifn- 1, 
(iii) sgn Lj f = -sgn Lj+ 1 f on (a, b) for j E X, j # n - 1, 
(iv) (-l)“-kLOf. [L.f+pf]>Oon (a,b). 
Proof Necessity: Suppose that (1.1) is (3, .Y) disconjugate on (a, b). 
Assume that i, = 0, jnPk = n - 1 and for a < s < b, let y(x, s) be the solution 
of (1.1) satisfying 
Li Y(a) = 03 iE3, 
Lj Y(s> = OT jE.P\{n- 1). 
(3.3) 
Using Rolle’s theorem and the continuity of the function 0,(9-, Y; a), it is 
easily shown that L, y(x, b) # 0 on (a, b) for 0 < r < n - 1, and then the sign 
conditions (ii) and (iii) easily follow from the boundary conditions (3.3) (see 
also the proof of Lemma 3 of [4]). Thus, f(x) = y(x, b) satisfies (i)-(iv). If, 
instead, we have i, = n - 1, j, = 0, we employ a similar argument using the 
left extremal point function @,(7, .P; b). 
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Sufficiency: Let f E C”(a, b) satisfy (it(iv). Suppose that (1.1) is not 
(7, X) disconjugate on (a, b) so that there exist a’, b’, with a < a’ < b’ < b 
and a solution y of (1.1) satisfying Li ~(a’) = 0, i E 2’; Lj y(b’) = 0,j E .P. 
We may assume (by appealing to Corollary 2 of Theorem 3 of 151, for 
example) that y > 0 on (a’, b’) and that f > 0 on (a, b). 
Let II, be the smallest value of ;1 > 0 such that there exists m, with 
0 < m < n - 1, for which L,(j- Ay) has a zero in [a’, b’]. Clearly A,, exists. 
For iE5’, ifn- 1, we have 
sgnLi(f-~,Y)=sgnLi+I(f-~oy)=sgnLiS 
on [u’,b’], and forjE.P,jfn- 1, we have 
sgn Lj(f- 1, y) = -sgn Lj+ I(f- A, y) = sgn L, f 
on [a’, b’]. (These are nonstrict sign conditions.) 
Furthermore, we have, by (iv), 
=lPlU-&Y)>O 
on [a’, b’ 1. 
Now L,(f- A0 y) has a zero in [a’, b’] for some m, 0 < m < n - 1. If 
m E 7, m # II - 1, then L,(f- A, ~)(a’) = L,f(u’) # 0 and L,, ,(f- A,, y) 
has the same sign as L,(f- A, y) on [a’, b’]. Thus, IL,(f- A0 y)l is positive 
at a’ and nondecreasing on [a’, b’], which is impossible. If m C ,P, 
m # n - 1, then L,(f- A,, y)(b’) = L,f(b’) # 0 and L,, I(f- A,, y) has the 
opposite sign to L,(f-A,, y) on [a’, b’]. Thus, IL,(f- A, y)l is nonin- 
creasing on la’, b’] and is positive at b’, which is again impossible. Finally 
suppose that m = n - 1. On (a, b), we have 
sgn L+,f= (-l)X’(k’ sgnL,f, 
where the summation is from k = 0 to k = n - 2. If n - 1 E 7, then 
Cc(k) = n - k and so 
sgn Ln-,f= (-l)“-k sgn L,f= (-l)“-k sgn$ 
Thus, on [a’, b’], we have 
sgnL.-,(f-&y)=sgnL.-,S=(-l)~-k sgnf=sgn L,(f-&y) (3.4) 
by (3.2). Since L “~,(f-~,y>(u’)=L.~,f(u’)#O, we obtain a 
contradiction as before. 
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If n- 1 E.7, then Ce(k)=n-k- 1 and on [a’,b’], we find that 
w L,- ,(f- 4 Y) = w L,- ,f= --sgn L,(f- A, Y>, 
again leading to a contradiction since L,- ,(f- A0 y)(b’) = L,_, f(b’) # 0. 
Thus, the assumption that (1.1) is not (7, X) disconjugate on (a, b) leads 
to a contradiction, which proves the sufficiency part of the lemma. 
Proof of Theorem 3.1. Let y be a solution of (1.2). By the proof of 
Proposition 3.3, we may assume that on (a, b), we have 
sgn Li y = sgn Li+ 1 y, iE3; sgn Lj Y = -sgn Lj, , y, j E ,P. 
Without loss of generality, we may suppose that y > 0 on (a, b). Noting that 
the change of dependent variable Y = p,, y leads to the equations 
i,,y+;y=o, iny+;y=o, 
where L, Y = Y, ti Y = pi(Li- i Y)‘, i = 1, 2 ,..., n, it is apparent that we may 
subsequently assume without loss of generality that p,, = 1, so that 
L, Y =Pl Y’. 
Since 0 E J’ we have y > 0, y’ > 0 on (a, b), and 
L,Y=-qY=(--l)“-kIqlY, 
so we have 
(-1)fl-k L y&!y 
P" n P" . 
(3.5) 
Integrating (3.5) from x E (a, b) to b, we obtain 
(-l)n-k-’ [(L,-, y)(x) - (L,-, y)(b)] = i,” ‘;);;) dt. (3.6) 
n 
Now n - 1 E Z implies that 
sgnL.-,y=-sgnL.y=sgnq 
on (a, b), and so (-l)n-kpl L,_, y > 0 on [a, b]. Thus, for all x E (a, b), we 
have 
(-l)“-k-L L,-, y(x) > jb ‘“;);I’,“’ dt > 0. 
x n 
(3.7) 
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Now we have 
223 
I ml - I P@)l 
PII@> 
) y(t) dt = y(x) j-” ( ’ q(t;jl\p(t)’ ) dt 
x n 
+ 
by (3.1) and the sign conditions on y, y’. Thus, 
.I 
b 14w - y(t) dt > !1” @$ y(t) dt, 
x p,(t) 
and so (3.7) yields 
(-I)“-*-‘L.,y(x)a~~~ y(t) dt 
for all x E (a, b). 
For g E C[a, b], define the linear functionals S,, S, by 
So g(x) = 1’ g(t) & 
a 
S, g(x) = 1” g(t) dt, x E [a, 61. 
x 
We claim that for r = 0, l,..., n - 1, 





where ur = C;:i e(f). 
For r = n - 1, ur = e(n - 1) = 1 and (3.10) reduces to (3.8). Assuming 
(3.10) true for r = m + 1, divide both sides of (3.10) by pm+, to obtain 
If m E Z’, we integrate (3.11) from a to x to obtain 
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t-11 um+l+n-k{Lm y(x) -L, y(u)} (3.12) 
I 1 >- :/.7,+,(t) Se(m+l) (t) (+- (-&&o-u (F))) dt. mt2 n 
Noting that e(m) = 0, (T,+ 1 = o,,, and sgn L, y = sgn L,, , y, we deduce 
from (3.12) that (3.10) holds with r = m. 
If m E Y, we integrate (3.11) from x to 6, note that e(m) = 1, 
u,=~,+l + 1, sgnL,y=--sgnL,+, y, and similarly obtain (3.10) with 
Y = m. 
Thus, (3.10) is verified for 0 < r < n - 1. Putting r = 0 and noting that 
u. = n - k, we find that for x E (a, b), 
Now denote the right-hand side of (2.11) by f(x). 
Differentiating r times, r = 1, 2 ,..., n, we obtain 
(-l)“rL,f(x) = SeCr) 
(,,‘,, ( 
- *a * &&,) (5)) . . . ) > 0, (3.14) 
where t, = C;:i e(1). 
For 0 ,< r < n - 2, 5, = t,+ , iff e(r) = 0 iff r E Z and so it follows that 
L,f is strictly of one sign on (a, b), with sgn Li f = sgn Li+ ,f, i E 7, 
sgnLjf=-sgnLj+,f, jE.P, j#n- 1. 
We also have 
(-l)‘“L”f(X) = (-1)“-“L,fw = IP( Y(X) 
> I P(X)1 f (xl 
by (3.13), that is, (-l)“pk (L, f +pf) > 0 and so (-l)“pk L,f [L, f +pf ] 
> 0 on (a, b). It now follows from Lemma 3.3 that (1.1) is (7, <P) discon- 
jugate on (a, b) which proves the theorem. 
Proof of Theorem 3.2. As in the proof of Theorem 3.1, we let y be a 
solution of (1.2) such that y > 0 
w Li Y = sgn Li+ I Y, iE3; sgnLjy=-sgnLj+,y, jEX, 
and we may also assume that p,, = 1. As before we have 
wY-k/Pn> LnY = 14lYlPn and on integrating from a to x, we obtain 
(-I)“-~ [L,-, y(x) - L,-, y(u)] = 1; “$;(‘) dt. (3.15) 
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Now n - 1 E f implies that 
sgnL,-,y=sgnL,y=-sgnq 
on (a, b), and so (-l)“-k L,-, y > 0 on [a, 61. Thus, for x E (a, b), we have 
(-l)“-k L,_, y(x) > 1; 14bf);;(‘) dt. 
n 
We find that 
) y(t) dt = y(x) r (‘q(“b,ip”)’ ) dl 
a n 
Is(O - IP@>l 
P&> 
since 0 E Y implies sgn y’ = -sgn y on (a, b). Thus, we have for all 
x E (a, b), 
(-l)“-k L,-, y(x) > r “;)l:;(‘) df. 
-* n 
(3.17) 
The remainder of the proof now follows very closely along the lines of that 
of Theorem 3.1 and we omit the details. 
Remark. In both Theorems 3.1 and 3.2 and in Lemma 3.3, b = +a, is 
allowed. We conjecture, however, that the integral conditions in 
Theorems 3.1 and 3.2 cannot be interchanged and that neither theorem is 
valid if <Y’ n Y # 0, except for the special cases considered in Section 2. 
Moreover, with respect to Theorem 2.3, it should be noted that the more 
general inequality fJ,(y, <P; a) < 19,(5’, <P; a) holds true, assuming the 
corresponding appropriate hypotheses are true (i.e., B,(Z, -P; a) exists and 
(3, fj -c (3, 3)). 
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