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Résumé
Implantés pour la première fois en 1980, les systèmes de commandes de vol électriques (CDVE)
équipent désormais tous les avions AIRBUS et constituent un standard industriel dans l’aviation
civile. Les CDVE permettent notamment un meilleur contrôle de l’avion (lois de pilotage et pilote
automatique plus évolués...) et la mise en place de fonctions spécifiques de protection de l’enveloppe
de vol. Les objectifs des avionneurs, dans le cadre de l’amélioration globale des futurs appareils,
s’orientent vers des appareils plus légers, plus performants et donc laissant une empreinte environne-
mentale plus faible. Cela se traduit en particulier par l’augmentation de la disponibilité des systèmes
de commande de vol. Actuellement, la solution la plus utilisée par les avionneurs consiste à aug-
menter la redondance matérielle. Ainsi, les paramètres de vol qui sont entre autres nécessaires au
calcul des lois de pilotage, sont mesurés par plusieurs capteurs (par exemple trois sondes d’inci-
dence, trois sondes pitot...). Pour chaque paramètre de vol, il est nécessaire de fournir une unique
valeur aux autres systèmes de l’appareil tout en s’assurant sa disponibilité. Ce processus est appelé
« consolidation ».
L’objectif de la thèse est de développer des méthodes de détection de dysfonctionnements agissant
sur chaque capteur puis de proposer une stratégie de fusion des informations, en vue de remplacer
l’actuel processus de « consolidation ». L’idée principale consiste à créer des capteurs dits « logiciels »,
qui sont des estimateurs des paramètres de vol (mesurés par des capteurs externes de l’avion) utilisant
d’autres paramètres de vol dissimilaires (en l’occurence des paramètres inertiels, mesurés par des
capteurs différents et internes). La régression PLS (pour partial least squares) permet de réaliser
cette estimation. Des stratégies de détection et des méthodes de fusion découlent de ses propriétés.
v
vi
Abstract
From the 80’s to today, all AIRBUS civil aircraft are equipped with electrical flight control systems
(EFCS). This technology now constitutes an industrial standard for commercial applications. This
allows a more sophisticated aircraft control (advanced flight laws, more available autopilot...) and
the setting up of specific protection functions of the flight enveloppe. In the framework of a global
aircraft optimisation, for future and upcoming programs, current research efforts are dedicated to
a more easy-to-handle aircraft, more efficient and so on more environmentally-friendly, resulting in
augmented EFCS availability. The industrial state of practice, for all aircraft manufacturers, is to
develop high levels of hardware redundancy. Therefore several sensors (for instance three angle of
attack probes, three pitot probes) provide flight parameter measurements which are necessary for
the computation of the flight laws, as an example. For each of these measurements, a choice or
computation is performed to provide a unique and valid value among the redundant sensors. In
parallel, a monitoring is done to discard a measure in case of a failure. Both processes are called
« consolidation ».
The aim of the Ph.D. is to provide new detection strategies to detect a failure on each sensor
(monosensor monitoring) and then to design new data fusion methods to act as the actual « conso-
lidation » process. The main idea proposes to create « software » sensors which actually are flight
parameter estimators (measured by external sensors) created thanks to other dissimilar flight para-
meters (in our case inertial parameters, measured by inner sensors, from a different technology). The
partial least squares regression (PLS) is used to perform this estimation. Detection strategies and
fusion methods are following from its properties.
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Introduction
Contexte et problématique de la thèse
Les commandes de vol traditionnelles permettent de faire le lien entre le pilote et les gouvernes
(surfaces mobiles qui permettent le contrôle de l’avion autour de trois axes : transversal ou tangage,
longitudinal ou roulis et horizontal ou lacet). Il y a maintenant plus d’un siècle, Clément Ader réus-
sissait son premier vol. Les systèmes de commandes de vol étaient très sommaires et pouvaient être
apparentés au pilote lui-même. De manière plus générale, les premiers avions utilisaient des com-
mandes de vol traditionnelles constituées de liaisons mécaniques (tringles, câbles) entre les organes
de pilotage et les gouvernes. Des systèmes hydrauliques ont équipé les avions plus récents, devenus
également plus lourds afin de permettre au pilote de commander les différentes gouvernes avec un
effort moindre. Les actionneurs hydrauliques restent néanmoins lourds car les liaisons sont assurées
par une tuyauterie volumineuse. Ainsi, les nombreux progrès technologiques et l’apparition des calcu-
lateurs numériques ont permis le passage aux commandes de vol électriques (CDVE). Les CDVE ont
été pour la première fois développées pour l’aviation civile par l’Aérospatiale afin d’être installées sur
le Condorde en version analogique. La version numérique a été créée et implantée à partir des années
1980 sur les avions AIRBUS (A310). Aujourd’hui, les CDVE constituent un standard industriel pour
les applications commerciales. Elles permettent un meilleur contrôle de l’avion et la mise en place
de protections de l’enveloppe de vol (par exemple interdire les manoeuvres de l’avion au-delà de son
domaine de vol). L’augmentation de leur fiabilité est un moyen d’obtenir des avions plus légers, plus
performants et donc laissant une empreinte environnementale plus faible. Les méthodes actuellement
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utilisées par les avionneurs pour assurer cette optimisation consistent à mettre en place des technolo-
gies redondantes en accord avec les exigences de certification et de standards de sureté. Ces méthodes
entraînent néanmoins des coûts et de la maintenance additionnels (augmentation de la masse totale
de l’appareil par exemple) au détriment des performances globales de l’avion et par conséquent de
son empreinte environnementale.
La redondance introduite au niveau des capteurs de surveillance permet de disposer de plusieurs
mesures de chaque paramètre de vol d’intérêt (par exemple l’altitude, la vitesse, l’incidence...). Des
méthodes de vote permettent de calculer une valeur parmi les mesures disponibles et des stratégies
de surveillance écartent les sources défaillantes afin de proposer une valeur unique et valide de la
mesure des paramètres de vol. Cette valeur, dite « consolidée », est ensuite utilisée, par exemple,
pour les lois de pilotage.
L’objectif de la thèse dont les travaux sont reportés dans ce document est de proposer de nouvelles
méthodes dans le traitement des paramètres de vol dans les systèmes de commandes de vol. Une
méthode à base de traitement du signal permet d’estimer les paramètres de vol anémométriques à
partir d’autres paramètres de vol (par exemple inertiels) issus de capteurs dissimilaires (en termes
de technologies et de position). Cet estimateur est à l’origine des capteurs dits « logiciels », dont
l’avantage principal est un gain de masse et de coût. Ces capteurs permettent la mise en place
de nouvelles méthodes de détection de dysfonctionnement et peuvent être utilisés en addition des
capteurs physiques habituels afin de proposer des méthodes innovantes de fusion, alternatives aux
méthodes de vote actuelles. Ce travail de thèse a été mené au laboratoire TéSA et au sein du bureau
d’études d’AIRBUS OPERATIONS S.A.S., à Toulouse.
Organisation du manuscrit
Le premier chapitre rappelle le contexte industriel. Il détaille le principe de contrôle de l’avion
et le processus de « consolidation ». Les principaux votes et systèmes de surveillance utilisés par
l’état de l’art sont présentés. Enfin, les contraintes industrielles sont énoncées. Ces contraintes, es-
sentiellement liées au contexte temps réel, aux procédés de certification et aux attentes en termes de
3sécurité définissent un cadre d’étude exigeant. Les méthodes proposées dans les chapitres suivants
sont conditionnées par ces exigences industrielles.
Le second chapitre commence par un état de l’art des techniques de régression afin de nous
orienter vers un type de méthodes capables de répondre au problème posé tout en respectant les
contraintes imposées. Les différentes contraintes spécifiées dans le premier chapitre orientent le choix
de la méthode vers la régression PLS (pour partial least squares). L’idée est de décrire un paramètre
de vol comme une combinaison linéaire d’autres paramètres de vol dissimilaires. La régression PLS
permet de proposer une estimation a posteriori et a priori du paramètre de vol d’intérêt. Ces esti-
mations constituent les capteurs dits « logiciels ». L’étude des coefficients de la régression permet
la mise en place de stratégies de détection. Les stratégies basées sur l’étude des estimations et sur
l’étude des coefficients de régression sont comparées en termes de taux de détection et de fausses
alarmes (respectivement nombre de détections et nombre de fausses détections sur le nombre de réa-
lisations total) sur une base de données constituée de dysfonctionnements simulés et introduits dans
des enregistrements de vols réels. La stratégie retenue est une méthode de détection monocapteur
capable de détecter différents types de dysfonctionnement indépendamment de leur nature.
Le troisième chapitre est consacré à la recherche de méthodes alternatives au principe de « conso-
lidation » actuellement utilisé. Dans le cadre de l’étude des paramètres anémométriques (vitesse
conventionnelle et angle d’incidence par exemple), trois mesures sont généralement disponibles. L’idée
principale consiste à utiliser les informations issues des capteurs dits « logiciels ». La méthode pro-
posée au second chapitre permet notamment de créer plusieurs capteurs « logiciels » pour chaque
paramètre de vol. L’ensemble des signaux alors disponible permet de réaliser une fusion de don-
nées plus riche. Un état de l’art de méthodes de fusion de données est présenté dans une première
partie et confronté aux exigences industrielles. Des méthodes de vote, issues d’estimateurs robustes,
sont ensuite détaillées et comparées. Enfin, une méthode de vote utilisant les propriétés des straté-
gies de détection monocapteur est proposée. Les premières simulations montrent des résultats très
encourageants en améliorant nettement les performances actuelles.
Cette thèse s’inscrit dans un contexte industriel et technologique très contraignant. Le dernier
chapitre présente un processus de validation avancé en vue de l’industrialisation de la stratégie de
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détection présentée au second chapitre. La méthode a été testée et validée dans différents environ-
nements : simulations sur signaux issus de vols réels, validation via un banc d’essai utilisé dans des
programmes de recherche AIRBUS, codage certifié, tests et validations sur un simulateur de bureau
de très haute fidélité et enfin validation sur des simulateurs de vols. L’ensemble de ce processus
permet la validation de la méthode en termes de performances de détection (détection de divers
dysfonctionnements) et de robustesse (aux manoeuvres, aux situations de vent).
Guide de lecture du manuscrit
Les principales contributions de la thèse sont exposées ci-dessous :
Chapitre 1 Ce chapitre détaille le fonctionnement du contrôle de l’avion et du processus de « conso-
lidation ». Il présente les différentes contraintes technologiques qui conditionnent le choix des
stratégies de détection et de vote.
Chapitre 2 Nous appliquons au domaine aéronautique et en temps réel, une méthode initialement
utilisée pour du traitement hors ligne dans le milieu de la chimie, des finances... Cette mé-
thode permet un gain de masse et de coût en créant des capteurs dits « logiciels ». La mise
en place de stratégies de détection issues de l’étude de ces capteurs « logiciels » a fait l’objet
de communications dans une conférence [CMC+11] ainsi qu’au dépôt d’un brevet internatio-
nal [CDG+11]. D’autre part, l’étude statistique des coefficients de la régression offre un moyen
innovant de détecter des dysfonctionnements, quelle que soit leur nature, avec des performances
en détection en nette amélioration par rapport à l’état de l’art. Cette stratégie a été présentée
dans une conférence au Mexique [CCM+12a] et a fait l’objet d’un dépôt de brevet internatio-
nal [CDG+12].
Chapitre 3 Nous proposons une alternative aux méthodes de vote actuelles, en utilisant notamment
les performances de la stratégie de détection et les mesures issues des capteurs « logiciels ».
Cette méthode permet de fournir une valeur « consolidée » fiable même dans le cas où plusieurs
capteurs sont défaillants. La méthode couvre plus de configurations possibles que les méthodes
actuellement utilisées.
5Chapitre 4 Ce dernier chapitre fournit une validation poussée de la stratégie de détection. Le
niveau de maturité 5 (sur 9) est atteint par l’industriel. Ces performances sont détaillées dans
une conférence sur le « monitoring » [CCM+12b]
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Chapitre 1
Contexte de la problématique
AIRBUS
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1.1 Introduction
Le développement de l’électronique et l’évolution permanente de la technologie numérique ont
contribué à la mise en place et à l’intégration des commandes de vol électriques (CDVE) dans
les avions AIRBUS. Cette technologie a permis d’augmenter de manière significative la sécurité, la
fiabilité et la disponibilité des appareils, en proposant notamment un meilleur contrôle de l’avion et la
mise en place de protections de l’enveloppe de vol. Les CDVE, par le biais des lois de pilotage, peuvent
désormais adapter le contrôle de l’avion en fonction du point de vol et de la configuration de l’appareil
et restent compatibles avec la certification par les autorités aéronautiques (FAA pour federal aviation
administration, EASA pour European aviation safety agency...) en terme de fiabilité et de sécurité. La
redondance matérielle et la dissimilarité sont utilisées par les avionneurs pour atteindre ces objectifs.
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Ainsi, les différents paramètres de vol, qui servent notamment à décrire l’état de l’avion (attitude,
trajectoire, vitesse...) sont mesurés par plusieurs capteurs. Un traitement est alors nécessaire afin de
proposer des données valides et fiables. Les méthodes mises en place dans le cadre du travail de thèse
s’appliquent directement à cette partie des commandes de vols. En particulier, on s’intéressera aux
données anémométriques et inertielles.
Ce chapitre est divisé en trois sections. Dans un premier temps, nous rappelons les éléments
de l’avion nécessaires à la bonne compréhension du problème, en expliquant notamment le principe
des CDVE et les différents capteurs qui entrent en jeu dans la mesure des paramètres de vol. Les
principes généraux du contrôle de l’avion et du choix des données valides sont ainsi présentés. La
section suivante détaille le traitement des ADIRS en rappelant l’origine des dysfonctionnements
pouvant apparaître et en expliquant le principe du vote et des surveillances mises en place. Enfin, la
dernière section de ce chapitre souligne les contraintes industrielles qui sont déterminantes dans le
choix des solutions à apporter.
1.2 Description de l’avion
1.2.1 Les commandes de vol électriques AIRBUS
Les premières commandes de vol électriques pour l’aviation civile ont été développées par l’Aéro-
spatiale dans les années 1960 et implantées en version analogique sur le Concorde en 1969. La version
numérique des CDVE a dans un premier temps équipé les Airbus A310 (1982) et ne concernait que
les spoilers, becs et volets (surface mobile actionnée pour diminuer la portance d’une partie de l’aile).
Cinq ans plus tard avec les A320 (1987), cette technologie a été généralisée à toutes les surfaces de
contrôle couvrant ainsi les trois axes (lacet, roulis et tangage). Les appareils A340 ont également
été équipés de CDVE certifiées à la fin de l’année 1992 [Fav94]. Évidemment, ces systèmes sont uti-
lisés dans l’A380 mais également dans le domaine militaire avec par exemple l’A400M. Désormais,
les CDVE constituent un standard industriel pour les applications commerciales. Cela offre entre
autres des avantages considérables en terme de gain de masse de l’avion et une augmentation notable
des qualités de vol. Les CDVE permettent un contrôle plus élaboré de l’avion ainsi que la mise en
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place de fonctions de protection de l’enveloppe de vol [TLS04]. Le principe du contrôle de l’avion en
mode manuel est illustré dans la figure 1.1 et expliqué au travers des différentes étapes suivantes. Le
but est de commander les différentes surfaces de contrôle de l’avion grâce aux ordres du pilote, du
comportement de l’avion et des différentes informations fournies par les capteurs.
 
Objectifs 
pilotage 
Loi de 
pilotage 
Servo 
commande 
Traitement 
ADIRS 
Etat de l’avion 
Actionneur 
Figure 1.1 – Principe général du contrôle de l’avion.
Tout d’abord, les ordres du pilote (action sur le manche ou le palonnier essentiellement) sont
convertis en objectifs de pilotage (par exemple, on commande une variation de facteur de charges
Nz sur l’axe longitudinal). Ces objectifs sont ensuite comparés à l’état réel de l’avion, décrit par un
ensemble de paramètres de vol qui sont mesurés par des capteurs dédiés et redondants. Principale-
ment, mais de façon non exhaustive, on peut par exemple utiliser les paramètres anémométriques,
clinométriques et inertiels décrits dans le tableau 1.1. Les conventions liées aux paramètres sont dé-
taillées sur la figure 1.2. Cette comparaison va ensuite être utilisée dans le calcul des lois de pilotage
afin de générer une commande pour actionner chaque surface de contrôle de l’avion, en accord avec
les objectifs de pilotage.
L’état de l’avion est principalement mesuré par les ADIRS qui englobent trois unités redondantes
appelées ADIRU (Air Data and Inertial Reference Unit) qui se divisent elles-même en deux modules
distincts : ADR et IR (Air Data Reference et Inertial Reference). Chacun de ces modules est in-
dépendant vis à vis de l’autre, ce qui implique qu’une panne d’un des modules n’a pas d’influence
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Table 1.1 – Liste des paramètres de vol principalement utilisés.
Paramètre Symbole
Altitude zpress
Angle d’incidence ou angle d’attaque α
Assiette latérale φ
Assiette longitudinale θ
Dérapage β
Facteur de charge longitudinal Nx
Facteur de charge transversal Ny
Facteur de charge vertical Nz
Mach M
Vitesse air VTAS
Vitesse conventionnelle Vc
Vitesse de roulis p
Vitesse de tangage q
Vitesse de lacet r
sur l’autre. De manière générale, les calculateurs reçoivent trois valeurs redondantes pour chaque
paramètre de vol et doivent élaborer une seule et unique valeur pour le calcul des lois. Ce procédé est
appelé « consolidation » et consiste en deux étapes simultanées illustrées sur la figure 1.3 : premiè-
rement la valeur consolidée est choisie ou calculée à partir des trois sources disponibles (ce vote est
détaillé dans la section 1.4), et deuxièmement, en parallèle, la surveillance de chaque paramètre est
effectuée afin d’écarter toute valeur erronée du processus de consolidation. En général, un système à
base de vote majoritaire est utilisé et est très largement répandu dans les CDVE [Ros98].
Les ADIRU vont récupérer les différentes valeurs par le biais de sondes ou capteurs. Pour la
partie ADR, cinq grandeurs principales sont mesurées (voir la table 1.1 pour les significations des
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α > 0
γ > 0θ > 0
β > 0
Φ > 0
v
r
q
p
Nx
Ny
Nz
Figure 1.2 – Conventions des repères aéronautiques.
principaux paramètres) :
– la pression totale Pt pour le calcul de la pression dynamique Pd, la vitesse conventionnelle Vc,
le nombre de mach M et la vitesse air VTAS,
– la pression statique Ps pour le calcul de Pd, Vc, M , VTAS et l’altitude zpress,
– l’angle d’incidence α,
– la température totale Tt pour le calcul de VTAS,
– l’angle de dérapage β.
La partie IR va fournir des mesures d’angles (roulis, tangage, lacet...), de taux (taux de roulis, tan-
gage, lacet...), de facteurs de charges (longitudinaux, latéraux, normaux), d’accélérations (verticale,
longitudinale, latérale, normale), de vitesse (en référentiel terrestre), de trajectoires aériennes, de
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Figure 1.3 – Principe de la consolidation.
vent... Les différents paramètres de vol (par exemple la vitesse conventionnelle) peuvent être estimés
à partir de ces cinq grandeurs mesurées, d’un modèle physique de l’avion et des différentes équations
de la mécanique des fluides. Par exemple, nous pouvons estimer la vitesse conventionnelle Vc (qui
constitue un des objectifs du travail de thèse) en appliquant la loi de Saint Venant [Klo08] :
Vc =
√
5
√
7rT0
√[
Pt − Ps
P0
+ 1
]2/7
− 1, (1.1)
où r est une constante massique dépendant du gaz, r = 287J.kg−1.K−1, où 7 est le rapport des
capacités thermiques à pression et volume constants pour un fluide (dans le cas de l’air 7 = 1,4).
P0 = 1013 hPa et T0 = 288,15 K sont la pression et la température en atmosphère type (modèle
d’atmosphère théorique dans lequel la température et la pression prennent des valeurs définies en
fonction de l’altitude).
1.2.2 Les différents capteurs
Chaque ADIRU reçoit les données de quatre types de capteurs qui sont au nombre de 15 au total,
pour la partie ADR :
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– 3 sondes Pitot : 1 sonde par ADIRU (capitaine, copilote et secours).
– 6 prises statiques : 2 prises par ADIRU (capitaine, copilote et secours).
– 3 sondes de température : 1 sonde par ADIRU.
– 3 sondes d’incidence : 1 sonde par ADIRU.
– 3 sondes de dérapage : 1 sonde par ADIRU.
Il est à noter que dans le cas de l’A380, les sondes Pitot, les sondes d’incidence et celles de température
sont regroupées dans une même sonde multifonction (MFP pour Multi Function Probe). L’avion est
ainsi équipé de 3 MFP. Sur les appareils monocouloir (SA pour Single Aisle) et long courriers (LR
pour Long Range), les sondes de température et d’incidence sont directement reliées à des petits
boitiers nommés ADM (pour Air Data Module) qui convertissent les données de pression analogique
en signal numérique. Sur A380, les liens pneumatiques qui relèvent les informations de pression, par
exemple, sont supprimés, les convertisseurs analogiques/numériques étant directement intégrés aux
MFP ou aux prises statiques. Seules la sonde Pitot et les prises statiques dédiées aux capteurs de
secours comportent des liens pneumatiques. Un exemple de position des différents capteurs pour un
A340 est illustré sur la figure 1.4.
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Figure 1.4 – Exemple de positionnement des capteurs pour un A340.
Sondes Pitot
Les sondes Pitot (figure 1.5) permettent de mesurer la pression totale, une grandeur nécessaire
au calcul de Vc. Il s’agit d’un tube dans lequel s’écoule le flux d’air. Un capteur relève la pression
totale de l’appareil. Elles sont utilisées sur les SA, LR et comme capteurs de secours sur l’A380. Les
MFP les remplacent sur l’A380 (cf. section 1.2.2). L’extrémité de la sonde est légèrement biseautée
vers l’extérieur de manière à augmenter l’efficacité en fonction de l’incidence de l’avion. En effet, si
le flux d’air entrant dans la sonde dépasse un certain angle, la précision de la mesure sera affectée.
Un trou de drainage est également prévu afin de faciliter l’évacuation de l’eau et une trappe à eau
empêche le liquide de remonter dans les capteurs. La résistance chauffante permet le dégivrage des
sondes. Comme illustré sur la figure 1.6, les valeurs relevées par les sondes Pitot sont transférées via
des tubes pneumatiques aux ADM qui sont reliés aux ADIRU.
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Examples of MFP (flight tests on A320 N°1) :
Figure 1.5 – Sonde Pitot, design SA/LR.
 
Figure 1.6 – Schéma éclaté d’une sonde Pitot (SA et LR).
Sondes d’incidence
Les sondes d’incidence permettent de relever l’angle d’attaque de l’avion pour la mesure de l’angle
α. Leur fonctionnement est celui d’une girouette : une pale s’oriente automatiquement dans le flux
d’air, permettant ainsi de relever l’angle d’inclinaison de l’appareil comme illustré sur la figure 1.7.
Elles sont présentes sur SA, LR et remplacées par les MFP sur A380. De la même manière que les
autres sondes, une résistance permet de réchauffer électriquement la sonde si nécessaire. L’information
est convertie en signal électrique via des modules spécifiques.
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Figure 1.7 – Sondes d’incidence, design SA/LR.
Sondes de température
Les sondes de température mesurent la température totale de l’air qui va servir pour le calcul
de VTAS. Le principe de fonctionnement est simple et est illustré sur la figure 1.8 : l’air entre par
la bouche du capteur, passe via un conduit calibré qui aboutit à une résistance qui mesure alors la
température. Le conduit sert à fixer la vitesse du flux de l’air dans la sonde. Elles sont présentes sur
SA, LR et remplacées par les MFP sur A380.
 
 
Figure 1.8 – Schéma en coupe d’une sonde de température, design SA/LR.
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Prises de pression statique
La pression statique correspond à la pression mesurée par un capteur qui se déplace à la même
vitesse que le fluide d’air et est nécessaire au calcul des paramètres Vc, Pt, M et zpress. Les prises
de pression statique sont composées d’un ensemble de trous. La surface est extrêmement polie de
manière à ne pas influencer le flux d’air comme illustré sur la figure 1.9. Ces prises sont placées
à des endroits « neutres » i.e. qui ne sont pas censés être, par exemple, directement dans le flux
aérodynamique. Elles sont présentes sur SA, LR et sur A380.
 
Figure 1.9 – Prises de pression statique, design SA/LR et A380.
Sondes de dérapage
Les sondes de dérapage permettent de mesurer β. Il s’agit d’une sonde d’incidence disposée dans
le sens vertical comme illustré sur la figure 1.10. Elles doivent être installées près de l’axe vertical de
l’avion de manière à fournir des renseignements fiables. Ces sondes sont présentes sur A380.
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Figure 1.10 – Sonde de dérapage, design A380.
Sondes multifonction : MFP
La sonde multifonctions est présente sur l’A380 et regroupe la sonde de température, celle d’in-
cidence et la sonde Pitot, comme illustré sur la figure 1.11.
 
Figure 1.11 – Sonde multifonction, design A380.
1.3 Problématique
Les objectifs des avionneurs, dans le cadre de l’amélioration globale des futurs appareils, s’orientent
autour de deux axes majeurs :
– Extension du domaine du pilote automatique : dans le cadre d’un avion plus maniable et afin
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de proposer davantage d’automatisme à bord, la validité et la disponibilité des paramètres de
vol doivent être augmentées. Cela permet notamment d’obtenir un avion plus maniable et plus
disponible.
– Avion plus « vert » : le projet européen ADDSAFE [GM11] a montré qu’un diagnostic de panne
optimisé peut contribuer à alléger la structure de l’avion, et donc à diminuer son empreinte
environnementale, réduire sa masse, son coût, sa consommation de carburant, le bruit... Éga-
lement, le nombre d’équipements à bord peut être optimisé afin de gagner en masse, réduire la
complexité des systèmes. Ceci peut se traduire par une réduction du nombre de capteurs, ainsi
remplacés par des capteurs virtuels dits « logiciels ».
Des solutions innovantes dans le traitement des paramètres de vol redondants doivent être dévelop-
pées. Entre autres, une meilleure détection des dysfonctionnements (amplitudes de dysfonctionne-
ments plus faibles...) et un nouveau processus de consolidation sont proposés dans ce manuscrit. Dans
le cadre de notre étude, nous nous intéressons aux paramètres de la vitesse conventionnelle Vc et de
l’angle d’incidence α. En effet, ces paramètres sont issus de capteurs extérieurs à l’avion qui peuvent
ajouter de la traînée par exemple. De plus, ces capteurs sont nécessaires au contrôle de l’appareil et
permettent entre autres de proposer des lois de pilotage plus évoluées.
1.4 Vote et surveillance
Les différents capteurs présentés dans la section précédente permettent la mesure de grandeurs
physiques (Pt, Ps, Tt, α et β) nécessaires au calcul des différents points de vol anémométriques.
La redondance matérielle des capteurs implique la mise en place d’une consolidation qui permet
d’utiliser des valeurs valides, précises et intègres pour le calcul des paramètres de vol d’intérêt. Des
surveillances sont mises en place afin de garantir la validité des paramètres de vol. Dans ce qui suit,
seuls les paramètres de vol Vc et α sont étudiés.
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1.4.1 Votes
Le vote permet de calculer une valeur unique à partir des trois valeurs mesurées par les capteurs.
Dans le cas nominal, et selon les avions, le choix de la valeur s’effectue grâce à un vote (valeur
médiane) ou par un calcul de moyenne. La méthode généralement utilisée par les avionneurs est
un vote majoritaire [Ros98] (appelé ici triplex) et le calcul dépend du nombre de sources valides
restantes. Ce principe est illustré dans la figure 1.12.
– Trois sources disponibles : la valeur votée correspond à la médiane des trois sources. Cette
méthode de calcul a pour avantage d’être insensible à une valeur erronée 1, disposant d’une
passivation naturelle. En revanche, nous pouvons dès maintenant observer une limite, notam-
ment quand deux sources subissent un dysfonctionnement simultané. En effet, dans ce cas
précis, la logique de vote mise en place va prendre la médiane, et par conséquent une des deux
valeurs erronées.
– Deux sources disponibles : la valeur votée est calculée par la moyenne des deux sources valides.
La valeur votée est le résultat de la demi-somme des valeurs des sources prises en compte. Cette
méthode permet une bonne estimation de la valeur quand les sources sont valides. Elle va en
revanche atténuer les variations de la vitesse.
– Une source valide : selon la criticité de son utilisation par le système, la valeur sera la valeur
mesurée, la valeur soumise à condition (limites, ...) ou bien la valeur sera rejetée.
En parallèle du vote, chaque source est surveillée afin d’écarter des valeurs en cas de capteur
défaillant. Le principe du vote couplé à la surveillance est appelé « consolidation » et illustré sur la
figure 1.3.
1.4.2 Surveillances
Nous nous intéressons dans cette section au principe des surveillances liées au triplex à savoir une
surveillance par comparaison par rapport à la médiane et une surveillance par comparaison deux à
deux.
1. Valeur erronée : modification du paramètre de vol affecté par n’importe quel type de panne
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Figure 1.12 – Principe du Triplex.
Surveillance par comparaison par rapport à la médiane
Cette surveillance est utilisée lorsque trois sources sont valides. Chaque valeur est comparée à
la médiane. Si un seuil est dépassé pendant un certain temps de confirmation, on déclare la source
comme non valide. L’objectif est de détecter tous types de pannes affectant une source. En pratique,
du fait du temps de confirmation et de la valeur du seuil, on peut montrer que des biais inférieurs
à la valeur du seuil et des oscillations dont l’amplitude est inférieure à l’amplitude limite Aosc =
seuil
sin(pi(0, 5− foscTcosc))
ne seront pas détectés par cette méthode, où fosc et Tcosc sont la fréquence de
l’oscillation et le temps de confirmation en panne.
Surveillance par comparaison deux à deux
Cette surveillance est utilisée lorsque deux sources sont valides. L’écart par rapport à la moyenne
est alors mesuré : si un seuil est dépassé pendant un certain temps de confirmation, on déclare les
deux sources non valides. L’objectif est de détecter tous types de pannes affectant une source. Comme
il est impossible de distinguer quelle source est non valide, les deux sources sont écartées. En pratique,
des biais inférieurs à la valeur du seuil et des oscillations dont l’amplitude est inférieure à Aosc ne
seront pas détectés par cette méthode. En revanche, étant donné que la valeur votée est issue de la
moyenne arithmétique, elle est influencée par la panne jusqu’à ce que l’écart soit confirmé. Ainsi, dès
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que le seuil est dépassé, on mémorise la valeur votée afin de limiter l’influence de la panne.
1.5 Contraintes industrielles
La mise en œuvre d’une application en temps réel et son implantation dans les calculateurs, les
processus de certification et les différents standards de sécurité définissent un cadre d’étude restrictif
et maîtrisé. Notamment, les logiciels critiques de l’avionique présentent un niveau de criticité A (ou
DAL A pour design assurance level), précisé dans la norme DO-178C [BC10, HB07]. Ce niveau est
le plus critique et implique de ce fait plusieurs contraintes comme par exemple une chaîne de codage
certifiée. Par ailleurs, la puissance de calcul des calculateurs des avions civils est faible comparée à
d’autres systèmes plus classiques et non critiques (multimédia par exemple). De ce fait, les traite-
ments avancés coûteux en ressources (calcul matriciel, optimisation...) sont très difficiles à réaliser.
Ainsi les différents algorithmes doivent être optimisés au maximum et souvent un compromis entre
performance et complexité de la solution est à faire. Cette recherche de la simplicité et de la ro-
bustesse des méthodes est d’autant plus vraie que l’implémentation se réalise via un code graphique
certifié impliquant un formalisme contraignant. En effet, cela implique une limitation logicielle avec
une bibliothèque de symboles réduite (additionneurs, filtres, intégrateurs, tables d’interpolations...).
Les logiciels utilisés sont décrits ultérieurement dans la section 4.2.
Par ailleurs, d’un point de vue robustesse, un taux de fausse alarme (TFA) très bas est requis
afin de ne pas dégrader la fiabilité et la sécurité de l’appareil et notamment de ne pas dégrader la
moyenne des temps de bon fonctionnement (MTBF pour mean time between failures) du calculateur.
De la même manière, un taux de non détection bas (ou un taux de détection élevé) est requis. Dans
le contexte des programmes de recherche, les méthodes innovantes doivent être faciles à régler afin
de pouvoir, entre autres, être utilisées sur différents systèmes et appareils. Les paramètres à régler
doivent donc être limités et le réglage facilement compréhensible. Également, une méthode plus
simple avec moins de paramètres critiques permet de réduire la phase de test durant le processus de
validation et vérification.
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1.6 Conclusion
Dans ce chapitre, le contexte de l’étude a été défini, ce qui a permis d’orienter les solutions
envisageables au travers des descriptions des dysfonctionnements, vote et surveillance, ainsi que des
contraintes industrielles. Afin de répondre aux attentes de l’industriel, les solutions envisagées sont
développées autour de deux axes majeurs :
– Au niveau de chaque capteur, via une approche monocapteur qui devra assurer la détection de
dysfonctionnements sans connaissances au préalable de la nature de ces dysfonctionnements.
– Au niveau de la consolidation afin de proposer soit une amélioration, soit un nouveau système
de vote, pouvant par exemple faire intervenir des capteurs dits « virtuels ».
Les solutions sont développées dans les chapitres suivants en accord avec le cahier des charges, à
savoir des méthodes implantables en temps réel au sein d’un calculateur embarqué, faciles à mettre
en oeuvre et répondant aux contraintes de performances fixées par l’industriel. Notons toutefois
qu’une des difficultés du problème posé réside dans l’absence de définition des dysfonctionnements
qui peuvent survenir. AIRBUS a proposé une liste de modèles de dysfonctionnements éventuels qui
peuvent survenir mais cette liste reste non exhaustive, d’autres dysfonctionnements de nature diffé-
rente (combinaison de plusieurs dysfonctionnements par exemple) peuvent aussi apparaitre éventuel-
lement. Par ailleurs, les données réelles issues d’enregistrements lors de différents vols sur plusieurs
avions, fournissent une base de données des paramètres de vol dans le cas nominal, c’est à dire sans
dysfonctionnements. Les méthodes proposées doivent donc être capables de détecter tout type de
dysfonctionnement, et sans connaissance a priori de leur nature.
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Chapitre 2
Estimation et détection
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2.1 Introduction
Les programmes de recherche actuels, pour l’avion du futur, sont orientés pour développer un
appareil plus maniable, plus résistant aux perturbations et plus écologique. Afin de satisfaire ces spé-
cifications tout en répondant aux exigences de certification [EAS25, FAA25], les avionneurs mettent
en place des solutions reposant entre autres sur la dissimilarité et la redondance physique : diffé-
rentes sources d’énergie pour le contrôle des surfaces de vol (alimentation hydraulique et électrique),
plusieurs calculateurs, et dans notre cas d’étude une redondance matérielle de capteurs (cf. sec-
tion 1.2.2) [Gou10, TLS04]. Cette solution permet de garantir des niveaux de sécurité maximaux
en accord avec les exigences de certification. En revanche, la redondance matérielle implique des
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coûts additionels, liés à l’installation et à la maintenance des équipements (augmentation de la masse
de l’appareil, modification de la structure de l’appareil...) et dégrade son empreinte environnemen-
tale. L’idée consiste à proposer des capteurs logiciels, dits « virtuels », via une approche traitement
du signal. Au delà des gains physiques liés à la masse et à la maintenance, cette méthode permet
notamment la mise en place de méthodes de détection des dysfonctionnements.
Afin de réaliser un capteur « virtuel », nous cherchons à estimer un paramètre de vol (la vitesse
conventionnelle Vc ou l’angle d’incidence α par exemple, c.f. la table 1.1) en fonction de paramètres
inertiels (mesures des assiettes, facteurs de charges, vitesses de roulis, tangage, lacet). Les capteurs
de ces paramètres de vol sont dissimilaires en terme de technologie (capteurs inertiels au lieu d’ané-
mométriques), en terme de positionnement (capteurs situés à l’intérieur de l’appareil). De ce fait, les
capteurs des paramètres de vol inertiels ne sont pas soumis aux mêmes dysfonctionnements que les
paramètres anémométriques à estimer et des stratégies de détection peuvent alors être mises en place.
Les méthodes d’estimation et les différentes stratégies de détection doivent cependant respecter les
contraintes fixées par l’industriel (cf. section 1.5).
Les méthodes d’estimation et les stratégies de détection passent avant tout par la mise en place
d’un modèle du comportement du paramètre de vol plus ou moins réaliste. Si le modèle physique, lié
aux équations de la mécanique du vol, permet une modélisation précise du problème, il n’en demeure
pas moins complexe, d’autant plus qu’il n’existe pas de relations directes entre les paramètres à
estimer et les paramètres inertiels. Par ailleurs, la volonté d’AIRBUS de proposer des solutions
dissimilaires et ce, même au niveau des méthodes d’estimation, nous conduit à choisir une autre
représentation du problème. Afin d’être en accord avec le cahier des charges, notamment en terme
de complexité, nous avons choisi un modèle linéaire pour exprimer le paramètre de vol d’intérêt en
fonction des paramètres inertiels. Afin de proposer une estimation du paramètre de vol ainsi que sa
prédiction et des méthodes de détection de pannes, nous utilisons des méthodes de régression [Man91,
Mye90, CW82]. Ces méthodes sont simples à mettre en oeuvre et ne nécessitent pas d’apprentissage
(au contraire des méthodes à base de réseaux de neurones [Lip87] ou du gradient [Sny05] par exemple)
ni de réglages fins (méthode du H infini entre autres [Sim06]). En effet, une des contraintes du cahier
des charges est que l’algorithme détecte tout type de pannes même totalement inédit. Ainsi, les
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méthodes utilisant un apprentissage ou des réglages particuliers sont à exclure car l’apprentissage
et/ou les réglages de paramètres ne pourraient pas prendre en compte toutes les éventualités.
La première section de ce chapitre présente un état de l’art des techniques de régression et
détaille la possibilité d’implantation dans notre cas d’étude. Les différentes contraintes et spécificités
du problème orientent le choix de la méthode vers la régression des moindres carrés partiels (PLS
pour Partial Least Squares). Nous expliquons le principe de cette méthode dans la deuxième section.
Le calcul des coefficients de régression et l’implantation de la régression PLS en ligne sont également
détaillés. L’utilisation de la PLS pour estimer et prédire les paramètres de vol est ensuite spécifiée
dans la troisième section. Enfin des stratégies de détection basées sur l’estimation du paramètre de
vol et l’étude statistique des coefficients de régression sont proposées dans la dernière section. Les
premiers résultats présentés permettent de conclure sur le choix de la stratégie à adopter.
2.2 État de l’art des techniques de régression
2.2.1 Généralités
Dans ce qui suit, les matrices sont représentées par des capitales en gras et italique (A), les
vecteurs par des minuscules en gras et en italique (a) et les scalaires par des minuscules en italique
(a). La transposée d’une matrice ou d’un vecteur est notée A>ou a>. L’inverse d’une matrice carrée
A (si elle existe) est notée parA−1. Une liste des notations utilisées dans tout le document est donnée
page xi.
De manière générale, le problème de régression s’écrit
y = f(X, b) + , (2.1)
où y est le vecteur de taille N (taille de l’échantillon) de la variable aléatoire dite dépendante ou
expliquée,X est la matrice de taille N×q des variables indépendantes ou explicatives, b est le vecteur
de taille q des coefficients recherchés et  est le vecteur de bruit de taille N qui modélise l’erreur du
modèle. Le but de la régression linéaire est d’estimer les paramètres b et de valider le modèle. Le
vecteur des paramètres estimés est noté bˆ. Le problème revient à trouver la fonction f , solution du
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problème de minimisation suivant :
arg min
f
N∑
j=1
L(yj − f(xj , b)), (2.2)
où yj représente la j-ème valeur du vecteur y, xj est un vecteur de dimension q (nombre de variables
explicatives), j-ème colonne de la matrice X. L(·) est une fonction de coût (par exemple différence
quadratique dans le cas de l’estimation par moindres carrés ordinaires (MCO)), N représente la taille
de l’échantillon. La relation entre la taille de l’échantillon N et le nombre de paramètres à estimer q
conduit à différents types de problèmes et donc de solutions :
– si N < q, le système est sous-déterminé : il y a un nombre infini de solutions bˆ qui vérifient
l’équation (2.1),
– si N = q et si la fonction f est linéaire, le problème se réduit à résoudre un système de q équa-
tions à q inconnues. La solution est unique si les variables X sont linéairement indépendantes,
– si N > q, le système est sur-déterminé : nous disposons d’assez de données pour chercher une
solution unique optimale selon un certain critère.
La résolution du problème peut également différer selon le type de fonction f choisi pour le modèle.
Le plus couramment utilisé est le modèle linéaire dont la formulation la plus générale est le modèle
de régression linéaire multiple.
2.2.2 Modèle de régression linéaire multiple
Le modèle de la régression linéaire multiple est une généralisation du modèle de régression simple
[Wei05]. Ce dernier ne met en jeu qu’une variable explicative xj et donc un seul coefficient (q = 1) :
yj = bxj + j , (2.3)
où j est le terme d’erreur. Le modèle de régression multiple s’écrit :
yj = b1xj1 + b2xj2 + . . .+ bqxjq + j , j = 1, . . . , N (2.4)
où les xji sont des variables explicatives connues et j le terme d’erreur. Sous forme matricielle, le
modèle de régression linéaire multiple s’écrit :
y = Xb+ , (2.5)
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avec
X =

x1>
x2>
...
xq
>
 =

x11 x12 . . . x1q
x21 x22 . . . x2q
...
...
...
...
xN1 xN2 . . . xNq
 ,
y = [y1 . . . yN ]>
b = [b1 . . . bq]>
.
Dans le cadre de notre travail, nous choisissons ce modèle, linéaire, simple à mettre en oeuvre et
peu couteux d’un point de vue calculatoire. Ce choix est renforcé par le fait que nous n’avons aucune
connaissance a priori sur le modèle et que nous ne souhaitons pas utiliser les équations physiques de
l’avion. Ce choix imposé par l’industriel est destiné à garantir la dissimilarité au niveau des solutions
proposées étant donné que les équations physiques sont utilisées par ailleurs. Notons d’autre part
que les équations physiques s’avèrent très complexes car privilégiant le réalisme au détriment de
la simplicité calculatoire. Plusieurs algorithmes permettent d’estimer les paramètres du modèle bˆ,
notamment par :
– les moindres carrés ordinaires,
– le maximum de vraisemblance.
Les moindres carrés ordinaires
La solution des moindres carrés consiste à minimiser l’erreur quadratique entre les données et
le modèle choisi sur la fenêtre d’observation correspondant aux N échantillons mesurés. Le critère
choisi, déterministe, est le suivant :
bˆ = arg min
b
||y −Xb||2, (2.6)
||.|| correspond à la norme euclidienne. L’équation (2.6) peut s’écrire
bˆ = arg min
b
N∑
j=1
|yj − xj>b|2 = arg min
b
N∑
j=1
|yj − (b1xj1 + b2xj2 + . . .+ bqxjq)|2. (2.7)
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Afin de rechercher le minimum, on dérive ce critère par rapport aux différents paramètres recherchés
b1, b2, . . . et bq, ce qui conduit à l’équation :
∂J
∂bi
=
∑N
j=1−2[yj − b1xj1 − b2xj2 − . . .− bqxjq)]xij = 0, ∀i = 1 . . . q. (2.8)
L’équation (2.8) devient
X>[y −Xb] = 0 . (2.9)
La solution est alors
bˆ = (X>X)−1X>y, (2.10)
à condition que la matrice X>X soit inversible.
Estimateurs du maximum de vraisemblance
Dans le cas où nous n’avons pas d’informations a priori sur la loi suivie par l’erreur du modèle ,
une hypothèse classique consiste à supposer qu’elle suit une loi gaussienne centrée de variance σ2 :
 ∼ N (0, σ2). La vraisemblance de l’erreur sur la fenêtre d’observation s’écrit alors :
L(y, b, σ2) =
(
1√
2piσ2
)N
exp
− 12σ2
N∑
j=1
(yj − xjb)2
 = ( 1√
2piσ2
)N
exp
[
− 12σ2 |y −Xb|
2
]
.
(2.11)
Nous pouvons en déduire la log-vraisemblance :
logL(y, b, σ2) = −N2 log σ
2 − N2 log 2pi −
1
2σ2 |y −Xb|
2. (2.12)
L’estimateur du maximum de vraisemblance est calculé afin de maximiser cette log-vraisemblance,
c’est-à-dire que cela revient à minimiser la quantité |y−Xb|2. Ainsi, dans ce cas précis, l’estimateur
du maximum de vraisemblance est équivalent à l’estimateur des moindres carrés ordinaires.
Problèmes de multicolinéarité
Notons que la solution (2.10) n’est envisageable que sous certaines hypothèses garantissant l’inver-
sibilité de X>X. Les hypothèses de Gauss-Markov (les erreurs du modèle ont une espérance nulle,
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sont non corrélées et ont une variance égale) ainsi que des hypothèses de normalité garantissent
alors des propriétés intéressantes pour les estimateurs des coefficients de régression, notamment une
variance minimale pour l’estimateur des moindres carrés [Ait35, Sap06]. X>X est inversible si et
seulement si les variables explicatives sont non colinéaires. Cela implique que si l’hypothèse de non
colinéarité n’est pas vérifiée alors l’estimation du modèle devient impossible (cela reviendrait à in-
verser une matrice singulière). Dans notre situation, nous n’avons pas d’informations concernant les
variables explicatives qui peuvent donc être hautement redondantes et par conséquent colinéaires.
Des solutions alternatives existent en cas de données colinéaires [Fou06, PI95]. Par exemple, la ré-
gression pas-à-pas (stepwise) [DSP66, ZPT12, HL67] ou régression pas-à-pas « progressive » (forward
selection) ou « rétrograde » (backward selection) proposent de sélectionner seulement les variables
explicatives les plus influentes dans le modèle. Ainsi, pour la régression pas-à-pas rétrograde, on re-
tire à chaque étape la variable explicative ayant l’apport marginal le plus faible (à condition que cet
apport soit non significatif). Le problème majeur réside dans le fait qu’une fois la variable explicative
supprimée, on ne peut la réintégrer [Efr60]. Dans le cas plus général, le modèle devient instable dès
lors que l’on modifie (même légèrement) les données. La régression Ridge [HK70a, HK70b] va modi-
fier la matrice X>X en (X>X+λIp) où λ est un paramètre de régularisation qu’il faut déterminer,
p étant le rang de la matrice X. L’avantage est que, quel que soit le rang de la matrice X, la matrice
(X>X + λIp) est toujours inversible. En revanche, cette méthode introduit un paramètre difficile à
régler et un biais d’estimation. Des méthodes récursives existent (par exemple les moindres carrés
récursifs [HWW03]) mais présentent un coût calculatoire trop élevé dans le cas multilinéaire. Une
alternative intéressante consiste à remplacer la matrice des données explicatives (N×q) par une nou-
velle matrice issue deX que l’on désigne par T comprenant le même nombre de lignes (observations)
mais un nombre de colonnes a inférieur au nombre de colonnes q de X. On impose que les colonnes
de T soient des combinaisons linéaires des variables d’origine :
T = XW , (2.13)
où T est la matrice des variables « artificielles » de dimension N×a etW est la matrice de dimension
q× a des coefficients qui définissent les combinaisons linéaires des colonnes. Le problème réside dans
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le choix de la matrice W afin d’obtenir une matrice T plus adaptée au calcul de la régression que la
matrice d’origine X. Deux méthodes de régression sont fondées sur cette approche :
– la régression sur composantes principales (RCP),
– la régression par moindres carrés partiels (ou PLS pour partial least squares).
La principale différence réside dans le calcul de la matrice W . Les principes de ces méthodes sont
décrits dans les sections suivantes.
2.2.3 Régression sur composantes principales
La RCP [lEFF93, Hel92, Jol82, NH93, WGM74] est un modèle de régression qui utilise l’analyse
en composantes principales (ACP) pour estimer les différents coefficients. Elle apporte une solution au
problème éventuel de multicolinéarité des variables explicatives en effectuant non pas une régression
directe mais une régression sur des composantes principales des variables explicatives. La méthode
se décompose en deux étapes.
Étape 1 : analyse en composantes principales sur les variables explicatives
L’ACP [LMP95, CRB01, WEG87] effectue l’opération cherchée : à partir d’une matrice de
données X centrée, l’ACP construit une matrice TRCP dont les colonnes sont les composantes
principales perpendiculaires entre elles telle que TRCP = XWRCP, avec WRCP la matrice
des vecteurs définissant les combinaisons linéaires ou matrice des vecteurs propres de X>X.
Les colonnes de la matrice TRCP sont caractérisées par leurs variances, qui sont également les
valeurs propres de X>X. De manière générale, l’ACP réalise une transformation orthogonale
d’une matrice de variables potentiellement corrélées en une matrice de variables linéairement
décorrélées appelées composantes principales. L’ACP est réalisée par décomposition en valeurs
propres de X>X et consiste en une succession de décompositions :
– construction de la première composante de plus haute variance,
– construction de la seconde composante de plus haute variance, perpendiculaire à la première
et de ce fait décorrélée,
– le nombre de composantes à construire dépend du pourcentage d’information que l’on veut
expliquer. Plusieurs critères d’arrêts existent (critère de Kaiser [Kai60], critère du coude et
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critère du « Scree-test » [Cat66]).
Dans le cas de la RCP, le nombre de composantes principales correspond au nombre de variables
explicatives. Ainsi, les composantes de l’ACP s’obtiennent par la décomposition de la matrice
X de rang maximal q en une somme de matricesM de rang 1, via le procédé de décomposition
en valeurs singulières [AW10] :
X = M1 +M2 + . . .+M q . (2.14)
Soit
X = UDW>RCP, (2.15)
où U est la matrice des vecteurs singuliers à gauche, et D est la matrice diagonale des valeurs
singulières deX. La matrice TRCP = UD est la matrice des « scores » des facteurs (c’est-à-dire
les projections des données d’origine sur le sous-espace des composantes principales) et WRCP
est la matrice de « charge » (« loading » en anglais) [Abd10]. Ainsi,
– la composante principale est le vecteur dont la somme des carrés de ses écarts avec X est
minimale,
– les facteurs de « charge » correspondent aux cosinus des angles de la direction de la compo-
sante principale,
– les « scores » sont les projections des échantillons sur la composante principale.
Étape 2 : régression par moindres carrés ordinaires sur les composantes principales
Le problème de la régression (2.5) peut être réécrit de la façon suivante :
y = TRCPβ + e, (2.16)
où e représente le terme d’erreur. La solution est alors
βˆ = (T>RCPTRCP)
−1T>RCPy. (2.17)
Les variables dans la matriceX sont remplacées par des nouvelles variables, artificielles, avec de
meilleures propriétés (orthogonalité). Cela permet entre autres d’éviter le problème d’inversion
de la matrice et, éventuellement, de réduire la dimension du problème en ne gardant que les
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composantes prédominantes. Cependant, l’utilisation de la RCP nécessite toujours l’inversion
de la matrice T>RCPTRCP. Le calcul d’inversion, dans notre cas, nécessite trop de ressources
d’un point de vue calculatoire. L’idée est alors d’utiliser une méthode itérative afin d’éviter
l’inversion de matrice.
2.3 La régression PLS – Partial Least Squares
2.3.1 Généralités
La régression PLS est une méthode qui combine l’analyse en composantes principales et les ré-
gressions linéaires multiples [SB90, Hel90, Abd03, GK86]. Son but est d’analyser ou de prédire un
jeu de variables dépendantes à partir d’un jeu de variables indépendantes dites prédicteurs ou va-
riables explicatives. La régression PLS a tout d’abord été utilisée en sciences sociales, et en particulier
en économétrie (techniques statistiques pour des problèmes d’économie) via les travaux de Herman
Wold [Wol66]. Cette méthode devint populaire dans la chimiométrie (application d’outils mathéma-
tiques, et spécialement d’outils statistiques dans le domaine de la chimie) avec notamment les travaux
de son fils Svante Wold [WSE01]. La méthode s’est ensuite démocratisée et étendue à de nombreux
domaines : industriels, de management [Hul99, PL12], de marketing [HRS09, BTA10] ou de finance
[Lai06]. Cette méthode s’applique à des problèmes pouvant être décrits sous la forme de systèmes
entrées-sorties, généralement utilisée pour des traitements hors ligne [KLSK00, ML04]. Dans le cadre
de la thèse, cette méthode est utilisée dans le domaine aéronautique pour un traitement en temps réel,
embarqué sur calculateurs afin d’estimer et de prédire des paramètres de vol en vue d’une détection
de pannes [CMC+11, CDG+11, CCM+12a, CCM+12b, CDG+12].
2.3.2 Description de l’algorithme
La PLS est utilisée pour résoudre le système de régression linéaire multiple :
y = Xb+ . (2.18)
Cette méthode a été choisie pour sa simplicité et pour sa capacité à contourner le problème éventuel
de multicolinéarité décrit dans la section 2.2.2. Le principe est de projeter y et les colonnes de X (X
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étant la matrice à q colonnes des différentes variables explicatives) sur le même espace de dimension
a (a ≤ q). De cette manière, la matriceX (respectivement le vecteur y) peut être décomposée en une
matrice de composantes principales notée T (matrice de score) et une matrice de vecteurs directeurs
notée V (matrice de charge) (respectivement en un score vecteur c) : X = TV > +Rxy = Tc+ ry, (2.19)
oùRx et ry sont la matrice et le vecteur de résidu. Afin de mettre en évidence les différentes itérations,
le système (2.19) peut également s’écrire :
X =
a∑
k=1
tkvk
> +Rx
y =
a∑
k=1
tkck + ry,
(2.20)
où tk, vk et ck représentent respectivement les k-ièmes colonnes de T et V et la k-ième valeur de c.
La PLS est un algorithme itératif dont le fonctionnement global est donné ci-après. Tout d’abord, la
première composante t1 est construite :
t1 = Xw1, (2.21)
où w1 est un vecteur de q lignes tel que :
w1 =
X>y
||X>y|| . (2.22)
(||.|| correspond à la norme euclidienne). Les régressions de X et y sont ensuite effectuées sur cette
première composante t1 :  X = t1v>1 +Rx1y = t1c1 + ry1 , (2.23)
où v1 est la première colonne de V , et c1 la première valeur du vecteur c. Rx1 et ry1 sont respec-
tivement la matrice résidu (N lignes, q colonnes) et le vecteur résidu (N lignes) de ces régressions.
Si l’erreur de reconstruction (définie dans la section 2.3.3) dépasse une certaine valeur , une nouvelle
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composante t2 est construite à partir des résidus Rx1 et ry1 , et deux nouveaux modèles sont alors
construits, avec deux composantes : X = t1v>1 + t2v>2 +Rx2y = t1c1 + t2c2 + ry2 , (2.24)
où t2 et v2 sont respectivement les deuxièmes colonnes de T et V , et c2 est la seconde valeur de c.
A chaque itération, une nouvelle composante est construite jusqu’à ce que l’erreur de reconstruction
corresponde au cahier des charges fixé. Le nombre final d’itérations est donné par a ≤ q. La variable
y peut alors être estimée de la manière suivante :
yˆ =
a∑
k=1
cktk. (2.25)
Calcul des coefficients de la régression
Le principe décrit ci-dessus permet de reconstruire la variable d’intérêt y et la reconstruction
est disponible à la fin de toutes les itérations. Il peut être intéressant de connaître les coefficients b
intervenant dans le modèle de régression linéaire (2.18) notamment pour la prédiction (section 2.4) et
la détection de pannes (section 2.5). Ces coefficients peuvent également être obtenus itérativement.
A chaque itération d’indice k, la composante tk est définie à partir de Xk−1 par la relation :
tk =
Xk−1wk
w>k wk
, (2.26)
où  X0 = XXk = Xk−1 − tkv>k , (2.27)
avec v>k la k-ième colonne de V et
wk =
X>k−1yk−1
y>k−1yk−1
. (2.28)
Les composantes tk peuvent également s’exprimer en fonction de X :
tk = Xw∗k, (2.29)
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où les vecteurs w∗k sont liés aux vecteurs wk par la relation : w∗1 = w1w∗k = ∏k−1j=1(I −wjv>j )wk, pour k > 1, (2.30)
avec I la matrice identité. Les différents coefficients w∗k peuvent se calculer par récurrence de la
manière suivante :  w∗1 = w1w∗k = wk −w∗k−1v>k−1wk. (2.31)
Les équations (2.25) et (2.29) peuvent s’écrire :
yˆ =
a∑
k=1
ckXw
∗
k = X
a∑
k=1
ckw
∗
k. (2.32)
Par conséquent, l’expression des coefficients b est donnée par :
b =
a∑
k=1
ckw
∗
k. (2.33)
Algorithme
L’algorithme 1 détaille le principe de la régression PLS explicité ci-dessus. La première étape
consiste en l’initialisation des entrées et de la sortie (ligne 2). Les lignes 5 à 20 sont ensuite exécutées
pour chaque itération. La ligne 5 calcule les valeurs du vecteur wk, représentant les coefficients de
la régression de chaque colonne de Xk−1 sur la variable yk−1. On construit ensuite la composante
tk (ligne 7). La ligne 8 permet le calcul des valeurs du vecteur vk, représentant les coefficients
de la régression de chaque colonne de Xk−1 sur la composante tk. La ligne 9 calcule la valeur
ck, représentant le coefficient de la régression de yk−1 sur la composante tk. Les lignes 11 et 12
permettent respectivement de calculer le résidu des paramètres d’entrée et de sortie. Les lignes 14 à
17 correspondent au calcul itératif des coefficients b comme décrit dans la section 2.3.2. Les lignes 19
et 20 mettent à jour les coefficients de la régression et la valeur reconstruite du paramètre de vol à
étudier. L’ensemble de ces étapes est représenté visuellement sur l’algorigramme de la figure 2.1.
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Algorithme 1 Régression PLS
1: {Initialiser}
2: X0 = X ; y0 = y
3: {Calculer les itérations}
4: Pour k = 0 À a
5: wk = X>k−1yk−1/y>k−1yk−1
6: {Normer wk à 1}
7: tk = Xk−1wk/w>k wk
8: vk = X>k−1tk/t>k tk
9: ck = y>k−1tk/t>k tk
10: {Calculer les résidus}
11: Xk = Xk−1 − tkv>k
12: yk = yk−1 − ckv>k
13: {Calculer les coefficients de la régression}
14: Si k = 1 Alors
15: yˆ = 0 ; b = 0 ; w∗k = wk
16: Sinon
17: w∗k = wk −w∗k−1v>k−1wk
18: {Mettre à jour les paramètres}
19: yˆ = yˆ + cktk
20: b = b+w∗kck
21: Fin Si
22: Fin Pour
23: Retourner yˆ ; b
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Figure 2.1 – Algorigramme de la régression PLS.
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2.3.3 Implantation de la PLS
La PLS permet de calculer de manière itérative les coefficients de la régression, et donc a fortiori
d’estimer la sortie du modèle linéaire, permettant la mise en place de stratégies de détection de
pannes sur le signal à étudier. La PLS dont le principe est décrit dans la section précédente a un coût
calculatoire suffisamment faible pour être réalisée par un calculateur de vol. Nous explicitons dans
ce qui suit le contexte temps réel, le modèle choisi (variables expliquées et explicatives) et le critère
d’arrêt retenu dans le cadre de notre application.
Variables explicatives et expliquées
Le cahier des charges fixé par Airbus demande une surveillance à partir de la vitesse Vc et de
l’angle d’incidence α. Chacune de ces mesures est donc considérée comme une variable expliquée y
de la PLS. L’idée du capteur « logiciel » est de reconstruire ces deux paramètres de vol à partir
d’autres paramètres de vol indépendants en terme de fiabilité de capteurs. Par capteur indépendant,
on entend des capteurs qui ne sont pas vulnérables aux mêmes types de dysfonctionnement. Cette
indépendance est supposée atteinte en diversifiant les technologies et les positions dans l’avion de ces
capteurs. Nous avons choisi pour notre étude les différents paramètres inertiels : Nx, Ny, Nz, p, q, r,
φ et θ (voir table 1.1) qui serviront donc de variables explicatives dans X :
X> =

Nx(n) Nx(n− 1) . . . Nx(n−N + 1)
Ny(n) Ny(n− 1) . . . Ny(n−N + 1)
Nz(n) Nz(n− 1) . . . Nz(n−N + 1)
p(n) p(n− 1) . . . p(n−N + 1)
q(n) q(n− 1) . . . q(n−N + 1)
r(n) r(n− 1) . . . r(n−N + 1)
φ(n) φ(n− 1) . . . φ(n−N + 1)
θ(n) θ(n− 1) . . . θ(n−N + 1)

,
y> = [Vc(n)Vc(n− 1) . . . Vc(n−N + 1)]
ou y> = [α(n)α(n− 1) . . . α(n−N + 1)]
.
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Temps réel
La régression PLS est effectuée sur une fenêtre glissante, point par point, afin d’être réalisée en
temps réel. Le choix de la taille N de la fenêtre glissante est important et conditionné par le nombre
de variables explicatives choisi (cf. section 2.2.1). La taille doit être suffisamment grande pour une
estimation précise, mais suffisament courte pour pouvoir suposer la stationnarité du signal sur cette
fenêtre.
Variable ajustement
Dans le cas des moindres carrés classiques, nous cherchons à résoudre le système suivant :
yˆ = Xb, (2.34)
Si X est centrée (de moyenne nulle), yˆ l’est aussi. Or yˆ représente une estimation de y qui devrait
donc aussi être centrée. Il s’agit d’une condition nécessaire pour obtenir une relation linéaire. Ainsi,
si on centre X et y avant de faire la résolution par les moindres carrés, ou éventuellement par la
PLS, nous cherchons les paramètres b qui vérifient :
yˆ −my1{N×1} = (X −Mx)b, (2.35)
où N est la taille de la fenêtre glissante et Mx une matrice de N lignes et q colonnes telle que :
Mx =

mx1 · · · mxq
... . . .
...
mx1 · · · mxq
 , (2.36)
où my et mxi correspondent respectivement aux moyennes de y et de xi, la i-ème colonne de X.
L’équation (2.35) devient :
yˆ =

x11 −mx1 · · · xq1 −mxq 1
... . . .
...
...
x1N −mx1 · · · xqN −mxq 1


b1
...
bq
my
 , (2.37)
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où xij représente la j-ème valeur de la i-ème colonne de X. Centrer les entrées et la sortie est
nécessaire pour la bonne résolution du système. Cependant, dans notre cas :
– Centrer y élimine certaines pannes, notamment les pannes de type biais qui se manifestent par
un saut de moyenne.
– Centrer X peut conduire à de fausses alarmes. En effet, un saut de moyenne sur les variables
d’entrée peut conduire à un saut de moyenne sur la sortie, qui serait donc considéré comme un
fonctionnement nominal. Le fait de centrer les entrées revient à considérer le biais de la sortie
comme un dysfonctionnement, et donc provoque une fausse alarme.
Nous avons donc modifié l’algorithme en ajoutant une variable d’entrée supplémentaire dite d’ajus-
tement. En effet, l’équation (2.37) peut également s’écrire :
yˆ =

x11 · · · xq1 1
... . . .
...
...
x1N · · · xqN 1


b1
...
bq
my −
∑q
k=1 bkmxk
 . (2.38)
Nous proposons de rechercher un modèle linéaire entre y et X sans les centrer au préalable mais en
introduisant cette variable d’ajustement. Le modèle recherché s’écrit :
yˆ =

x11 · · · xq1 1
... . . .
...
...
x1N · · · xqN 1


b+1
...
b+q
b+q+1
 , (2.39)
avec b+ = [b+1 . . . b+q+1]
> un vecteur de q + 1 lignes. Il constitue une version augmentée du vecteur
b par ajout d’une composante. Cette composante correspond à my −
∑q
k=1 bkmxk sous l’hypothèse
d’une relation linéaire entre X et y. Dans les autres cas, cette composante permet de compenser
les différences de moyennes entre y et Xb. D’une autre manière, l’ajout de la variable d’ajustement
permet de rechercher la fonction minimisant l’erreur dans l’ensemble des fonctions affines plutôt que
dans celui des fonctions linéaires. L’ensemble dans lequel la fonction est recherchée est plus grand et
permet donc de trouver une fonction qui donne une erreur de reconstruction inférieure ou égale. Afin
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de clarifier ce point important, dans le tableau suivant, nous comparons les approches, avec et sans
variable d’ajustement :
SANS variable d’ajustement
On cherche g1 telle que :
y = g1(X) + e1, (2.40)
avec g1 :
<N ×<q → <N
X 7→ Xb,
(2.41)
avec b ∈ <q.
Soit G1 l’ensemble des fonctions g1.
AVEC variable d’ajustement
On cherche g2 telle que :
y = g2(X) + e2, (2.42)
avec g2 :
<N ×<q → <N
X 7→ Xb+ b+q+11{N×1},
(2.43)
avec b ∈ <q et b+q+1 ∈ <.
Soit G2 l’ensemble des fonctions g2.
On veut minimiser l’erreur de reconstruction, c’est-à-dire que l’on cherche gˆ1 ∈ G1 et gˆ2 ∈ G2
telles que :
gˆ1 = arg min
g1
|y − g1(X)|2 = arg min
g1
|e1|2, (2.44)
et
gˆ2 = arg min
g2
|y − g2(X)|2 = arg min
g2
|e2|2. (2.45)
Si l’erreur minimale est obtenue via g1, alors g2 fixera le coefficient b+q+1 à 0. Dans ce cas, G1 est bien
inclus dans G2. Sinon, g2 va permettre de minimiser l’erreur en proposant une solution affine plutôt
que linéaire, et dans ce cas G1 est toujours inclus dans G2.
Donc G1 est inclus dans G2, ce qui implique
min|e2|2 ≤ min|e1|2. (2.46)
De ce fait, soit gˆ2 entraîne la même erreur e que gˆ1, soit une erreur plus faible. En définitive, l’ajout
de la variable d’ajustement conduit donc nécessairement à une erreur de reconstruction plus faible
ou égale.
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Nombre d’itérations et critère d’arrêt
Le nombre maximal d’itérations utilisées par la régression PLS (voir algorithme 1) est fixé par
le nombre de paramètres de vol utilisés en entrée de la régression et correspond au nombre de
composantes t à construire. Dans la pratique, la régression PLS peut utiliser moins d’itérations,
ce qui permet notamment un coût calculatoire moins élevé. Le nombre de composantes à retenir
peut être déterminé par validation croisée mais cette méthode est adaptée pour un traitement hors
ligne. Dans notre cas d’étude, la régression PLS est calculée sur une fenêtre glissante, donc à chaque
instant du vol la régression est effectuée. Ainsi, nous déterminons l’arrêt de l’algorithme en analysant
le pourcentage de reconstruction du paramètre de vol à chaque itération. Quand le paramètre de vol
est suffisamment reconstruit, l’algorithme est arrêté à l’itération courante :
n∑
i=n−N+1
(ckitki)2
n∑
i=n−N+1
y2i
≤ η, (2.47)
où cki et tki sont les variables ck et tk à l’instant i, et η un coefficient que nous fixons à 0, 02 dans
nos simulations.
2.4 Estimation et prédiction d’un paramètre de vol
La régression PLS présentée dans la section 2.3 permet d’estimer un paramètre de vol en modéli-
sant ce paramètre de vol comme une combinaison linéaire d’autres paramètres de vol indépendants.
On peut alors définir une estimation dite a posteriori :
yˆn+1 = Xn+1bn+1, (2.48)
où bn+1 représente le vecteur des coefficients issus de la régression PLS calculés sur la fenêtre Fn+1
où Fi représente la fenêtre glissante de taille N définie par Fi = [i−N + 1, . . . , i].
Il est alors possible de définir une prédiction à court terme du paramètre de vol à partir de la
connaissance du modèle estimé. Les coefficients bn calculés par la PLS sur la fenêtre Fn à l’aide des
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variables explicatives Xn et du paramètre de vol yn observé permettent de prédire le paramètre y˜
sur la fenêtre Fn+1 selon :
y˜n+1 = Xn+1bn. (2.49)
Cette prédiction y˜n+1 est une estimation dite a priori de yn+1 calculée à partir de bn. Nous pouvons
élargir l’horizon de prédiction à i échantillons, l’équation (2.49) devient alors :
y˜n+i = Xn+ibn. (2.50)
Le calcul des estimations a priori sur un horizon i et a posteriori est illustré sur la figure 2.2.
Ainsi, lors de l’apparition d’un dysfonctionnement, l’estimation a priori prédit sur un court horizon
i l’évolution probable du signal sain, à comparer au signal reconstruit par l’estimation a posteriori.
Des stratégies de détection peuvent alors être envisagées. La figure 2.3 illustre ce comportement
de manière volontairement schématique. La ligne verticale en pointillés orange marque le début
du dysfonctionnement, ici un biais additif de 16 unités. L’estimation a posteriori en rouge suit le
comportement du paramètre de vol avec dysfonctionnement, tandis que l’estimation a priori en bleue
prédit le comportement normal du signal sur un certain horizon i.
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Figure 2.2 – Estimations a priori et a posteriori d’un paramètre de vol.
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2.5 Détection de dysfonctionnements
Cette section détaille deux types de détection mis en place pour la surveillance du paramètre de
vol. La première partie propose une stratégie de détection basée sur une comparaison entre les esti-
mations a priori et a posteriori [CDG+11, CMC+11]. La seconde présente deux méthodes basées sur
l’analyse des coefficients b issus de la régression PLS [CDG+12, CCM+12b, CCM+12a]. Remarquons
qu’une stratégie à base d’un détecteur de Neyman-Pearson n’est pas envisageable. En effet, même en
fonctionnement nominal, aucune hypothèse n’est possible sur la statistique des données à surveiller
et des mesures servant d’entrées à la PLS, celles-ci dépendant énormément de la phase de vol 1 de
l’avion et des manoeuvres du pilote.
2.5.1 Comparaison des estimations a priori et a posteriori
La stratégie de détection de pannes proposée est basée sur la comparaison des deux estimations
a priori y˜ et a posteriori yˆ et de la valeur observée du paramètre de vol y. On définit les deux
hypothèses de test suivantes :
– H0 : absence de dysfonctionnement,
– H1 : présence de dysfonctionnement.
La décision entre ces deux hypothèses utilise une fonction F des deux estimations et de la valeur
observée selon la règle suivante :
F(y˜, yˆ,y)
H1
≷
H0
λ, (2.51)
où λ est une valeur de seuil à définir. Si la fonction F , appelée statistique de test ou fonction de dé-
cision, est supérieure au seuil, alors l’hypothèse H1 est vérifiée, c’est-à-dire qu’un dysfonctionnement
est détecté. De la même manière, si la fonction F est inférieure au seuil, alors l’hypothèse H0 est
vérifiée, c’est-à-dire qu’il y a absence de dysfonctionnement. Le choix du seuil se fait en fonction des
taux de détection (TD) et de fausse alarme (TFA) :
TD = P [F(y˜, yˆ,y) > λ|H1 vraie],
TFA = P [F(y˜, yˆ,y) > λ|H0 vraie].
(2.52)
1. On distingue trois phases essentielles de vol : le décollage, la croisière et l’atterrissage.
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De manière générale, il faut fixer un des deux taux selon les objectifs du cahier des charges. Le
principe global de cette stratégie de détection est illustré sur la figure 2.4.
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Figure 2.4 – Principe de la stratégie de détection basée sur la comparaison des estimations.
Choix de la fonction de décision F
Plusieurs expressions de la fonction F à appliquer peuvent être proposées. À partir des estimations
a priori et a posteriori définies dans la section 2.4, on calcule les erreurs d’estimation correspondantes :
eˆ = y − yˆ,
e˜ = y − y˜.
(2.53)
Soient pH0(eˆ) et pH0(e˜) (respectivement pH1(eˆ) et pH1(e˜) ) les densités de probabilité supposées du
vecteur des erreurs d’estimation a posteriori et a priori sur une fenêtre de taille N sous les hypothèses
H0 (respectivement H1). Évidemment, pH1(eˆ) et pH1(e˜) dépendent du type de panne et ne peuvent
donc pas être spécifiées a priori car nous souhaitons une stratégie de détection capable de détecter
n’importe quel type de pannes. Ainsi, le test d’hypothèses, pour l’erreur d’estimation a posteriori
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(respectivement a priori) devient :
H0 : eˆ (resp. e˜) est distribuée selon pH0(eˆ) (resp. pH0(e˜))
H1 : eˆ (resp. e˜) n’est pas distribuée selon pH0(eˆ) (resp. pH1(e˜)).
(2.54)
Dans un premier temps, les densités de probabilité des erreurs d’estimation sous l’hypothèse nulle
pH0 doivent être spécifiées. Nous supposons que les erreurs d’estimation sont indépendantes sur la
fenêtre de taille N , ainsi la densité de probabilité du vecteur d’erreur est le produit des densités de
probabilité de ses composantes :
pH0(eˆ) =
n∏
i=n−N+1
p
(i)
H0
(eˆi), (2.55)
où la loi de probabilité marginale p(i)H0 est la densité de probabilité de eˆi, eˆi étant l’erreur d’estimation
a posteriori à l’instant i. De la même manière, nous avons :
pH0(e˜) =
n∏
i=n−N+1
p
(i)
H0
(e˜i), (2.56)
où la loi de probabilité marginale p(i)H0 est la densité de probabilité de e˜i, e˜i étant l’erreur d’estimation
a priori à l’instant i.
Les lois de probabilité marginales sous H0 sont déterminées à partir d’une base d’apprentissage
composée de vols sans dysfonctionnement. Le choix d’une loi est effectué d’après les histogrammes
des erreurs d’estimation calculées à partir d’un très grand nombre de données. La figure 2.5 montre
les histogrammes normalisés des erreurs d’estimation a posteriori et a priori superposés aux lois
gaussienne et de Laplace ayant les mêmes moyennes et variances. La loi de distribution de Laplace
donne une meilleure approximation sous H0. Les stratégies de détection proposées sont :
pH0(eˆ)
H1
≷
H0
seuilepost1 ,
pH0(e˜)
H1
≷
H0
seuileprio1 ,
(2.57)
Dans le cas où l’on modélise la densité de probabilité des erreurs d’estimation par une loi de Laplace
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Figure 2.5 – Densités de probabilité des erreurs a posteriori et a priori superposées aux lois de
Laplace et de Gauss équivalentes.
et sachant que les moyennes des erreurs d’estimation sont nulles, le test devient :
F1(yˆ,y) =
n∏
i=n−N+1
√
2
2σeposti
exp
(
−√2 |eˆi|
σeposti
)
H1
≷
H0
seuilepost1 ,
F2(y˜,y) =
n∏
i=n−N+1
√
2
2σeprioi
exp
(
−√2 |e˜i|
σeprioi
)
H1
≷
H0
seuileprio1 ,
(2.58)
où σeposti et σeprioi sont respectivement les écarts-types à l’instant i des erreurs a posteriori et a priori
(calculés sur un vol nominal, comme respectivement l’écart type de la différence entre le paramètre
de vol et l’estimation a posteriori et la différence de ce même paramètre de vol avec l’estimation a
priori). La différence de ces deux erreurs peut également être envisagée et suit également une loi de
Laplace (résultat obtenu de la même manière que pour (2.58)) , et le critère associé sera noté F3 :
e˘ = yˆ − y˜. (2.59)
La figure 2.6 présente l’exemple de l’architecture du détecteur de pannes incluant la fonction F3 de
décision.
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Figure 2.6 – Principe de la stratégie de détection basée sur la différence des estimations a priori et
a posteriori.
Robustesse de la détection
Les paramètres de vol en entrée de la PLS peuvent prendre ponctuellement des valeurs non cor-
rectes (par exemple dues à des problèmes de transmission au niveau des bus de données), entraînant
des estimations a priori et/ou a posteriori incohérentes. La stratégie de détection étudiée précédem-
ment est basée sur un seuillage de la valeur instantanée de la puissance de l’erreur et peut donc
conduire dans ce cas à de fausses alarmes.
La mise en place d’une stratégie de confirmation permet de rendre la décision plus robuste. La fonction
de décision proposée est étendue aux instants suivants constituant ainsi une fenêtre de confirmation.
De ce fait, si la fonction de décision dépasse le seuil fixé pendant un certain pourcentage du temps de
confirmation Tconf, alors le dysfonctionnement est confirmé. Ce principe est illustré sur la figure 2.7.
2.5.2 Détection basée sur l’étude des coefficients de la régression PLS
Les deux méthodes de détection suivantes sont fondées sur l’étude de l’évolution des coefficients
de la régression PLS. Il apparait que le comportement du vecteur des coefficients de la régression
b ne sera pas le même dans le cas d’un capteur sain et en cas de dysfonctionnements. En effet,
si le paramètre de vol surveillé y est sujet à des dysfonctionnements, les autres q paramètres de
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vol X utilisés en entrée de la PLS ne seront pas affectés par ces dysfonctionnements. La figure 2.8
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dysfonctionnement de la mesure de y).
illustre ce changement de comportement. En fonctionnement nominal, les coefficients b évoluent peu
au cours du temps. En revanche, lors de l’apparition d’une panne (zone hachurée) nous observons un
changement de comportement de tous les coefficients. Il est alors possible d’utiliser ce changement
afin de détecter le dysfonctionnement. Deux approches sont présentées, une étude de la dispersion
des coefficients à chaque instant et l’étude de la statistique des coefficients.
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Formulation du problème de détection
Le test nécessite de choisir une statistique de test qui correspond à une fonction adaptée des
observations ainsi qu’une règle de décision qui est une comparaison de la statistique de test par
rapport à un seuil [VT68]. Le seuil peut être déterminé à partir d’un certain taux de fausse alarme
(TFA) fixé par le cahier des charges et qui fixe le taux de détection TD. Le taux de fausse alarme
est défini comme le pourcentage de détections signalées quand on applique la stratégie de détection
sur des signaux réels sans panne. De la même manière, le taux de détection est défini comme le
pourcentage de détections réalisées par l’algorithme sur toutes les pannes simulées sur les signaux
réels.
Première stratégie : dispersion des coefficients de la régression
La première stratégie de détection est basée sur la dispersion des coefficients de la régression. Cette
dispersion va augmenter quand une panne apparait (voir la figure 2.8). De nombreuses simulations
ont confirmé ce comportement et nous ont permis d’établir heuristiquement la stratégie de détection
suivante. L’idée est de calculer la dispersion des coefficients à chaque instant et de la comparer à un
seuil afin de permettre la détection de pannes. Ainsi, à chaque instant n, la régression PLS calcule
le vecteur de coefficients bn = [bn1 . . . bnq ]
>. La dispersion du vecteur est mesurée par sa puissance,
ce qui permet de prendre en compte en même temps des changements abrupts de moyenne et de
variance :
1
q
q∑
i=1
b2ni
H1
≷
H0
Seuil. (2.60)
Deuxième stratégie : étude statistique des coefficients de la régression
La première stratégie présentée dans la section précédente permet la détection de dysfonction-
nements via l’analyse de la dispersion au sein du vecteur des coefficients issus de la PLS, calculée
à chaque instant. L’intérêt est de conduire à un critère simple à calculer, une fois les coefficients de
la PLS estimés. La seconde stratégie s’intéresse à l’évolution statistique des coefficients au cours du
temps. Par conséquent, elle prend en compte les changements abrupts dans la moyenne et la variance,
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et a fortiori de la puissance moyenne. De la même manière que pour 2.5.1, nous définissons pH0(bn)
(respectivement pH1(bn)) comme les densités de probabilité du vecteur de coefficients de la régression
sous les hypothèses H0 (respectivement H1), et le test d’hypothèses demeure :
H0 : bn ∼ pH0 H1 : bn  pH0 . (2.61)
Nous supposons que les composantes du vecteur paramètre sont indépendantes, ainsi la densité
de probabilité du vecteur est le produit des densités de probabilité de ses composantes :
pH0(bn) =
q∏
i=1
p
(i)
H0
(bni), (2.62)
où la loi de probabilité marginale p(i)H0 est la densité de probabilité de bni . La figure 2.9 montre
l’histogramme normalisé de la première composante du vecteur superposé aux lois gaussienne et de
Laplace ayant les mêmes moyenne et variance. Dans un premier temps, le test d’hypothèse (2.61)
revient à choisir une valeur de seuil t (abscisse de la figure 2.9). Si les valeurs estimées des coefficients
sont comprises dans l’intervalle [−t,+t], l’hypothèse H0 est choisie, sinon, si ils sont situés dans
la queue de la distribution, l’hypothèse H1 est choisie. Ainsi, il est important de bien modéliser la
queue de la distribution. La loi de distribution de Laplace donne une meilleure approximation de cette
partie de la courbe sous H0. En supposant qu’un dysfonctionnement modifie suffisamment la densité
de probabilité (la figure 2.8 montre que les paramètres des densités de probabilités sont modifiés
étant donné le changement de moyenne et variance) la stratégie de détection proposée est :
pH0(bn)
H1
≷
H0
seuil1, (2.63)
ou de manière équivalente
q∑
i=1
ln(p(i)H0(bni))
H1
≷
H0
seuil2. (2.64)
Dans le cas où l’on modélise la densité de probabilité des coefficients de la régression par une loi de
Laplace, le test devient :
q∑
i=1
ln
(√
2σ(i)n−1
)
+
√
2
|b(i)n −m(i)n−1|
σ
(i)
n−1
H1
≷
H0
seuil2, (2.65)
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Figure 2.9 – Densité de probabilité du premier coefficient de régression sous H0 superposé aux lois
de Laplace et de Gauss équivalentes.
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où m(i)n et σ(i)n sont respectivement la moyenne et l’écart-type des composantes b(i)n . Ces valeurs
peuvent avoir des variations lentes au cours du temps, et ce même sous l’hypothèse H0. Par consé-
quence, la stratégie de détection proposée et détaillée dans ce qui suit doit prendre en considération
ces variations.
Soient mn =
(
m
(i)
n . . .m
(q)
n
)>
et σn =
(√
m2(1)n −
(
m
(1)
n
)2
. . .
√
m2(q)n −
(
m
(q)
n
)2)>
respective-
ment le vecteur des moyennes et le vecteur des écarts-typesdu vecteur paramètre modèle bn, où
m2n est la moyenne de b2n. La stratégie de détection est itérative et implémentée à chaque échan-
tillon conformément à l’algorithme 2. L’ensemble de l’algorithme est illustré sur la figure 2.10. Les
Algorithme 2 Algorithme de détection, étude de la statistique des coefficients de la régression
1: {Initialiser}
2: mn = 0 et σn = 0
3: {Calculer les coefficients de la régression bn}
4: {Mettre à jour la moyenne}
5: mn = mn−1 • fm + bn • (1 − fm), où fm = [f (1)m . . . f (q)m ]
>
et 0 ≤ fm ≤ 1. L’opérateur • est le
produit matriciel de Hadamard 2.
6: {Mettre à jour le paramètre intermédiaire m2n}
7: m2n = m2n−1 • f2m + b2n • (1− f2m), où f2m = [f (1)2m . . . f (q)2m]
>
et 0 ≤ f2m ≤ 1.
8: {Mettre à jour l’écart-type}
9: σn =
√
m2n −mn
10: Si la moyenne et lécart-type ont convergé Alors
11: {Calculer le critère}
12: Critère =
∑q
i=1 ln
(√
2σ(i)n−1
)
+
√
2
|b(i)n −m(i)n−1|
σ
(i)
n−1
13: {Réaliser le test de décision}
14: Décision = Critère
H1
≷
H0
seuil2
15: Fin Si
16: Retourner Décision
2. Le produit matriciel de Hadamard, aussi connu sous le nom de produit de Schur est une multiplication terme à
terme des éléments des matrices à multiplier [Hor90].
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Figure 2.10 – Algorigramme de la détection basée sur l’étude de la statistique des coefficients de la
régression.
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étapes 5 et 7 de l’algorithme 2 utilisent une moyenne pondérée afin de prendre en considération les
faibles variations des paramètres calculés. L’étape d’initialisation implique une initialisation de la
moyenne et de l’écart-type. À n = 0, on initialise à m0 = 0, où m0 est le vecteur colonne défini
par m0 = (m(i)0 . . .m
(q)
0 )
>
, m20 = (1 . . . 1)> et σ0 = (1 . . . 1)>. Le critère est calculé dès lors que
la moyenne et l’écart-type ont convergé (étapes 10 à 15). Dans la pratique, nous considérons que la
moyenne et l’écart-type sont valides dès lors que la moyenne atteint 90 % de la valeur observée. Pour
calculer le temps nécessaire à la convergence de la moyenne et de l’écart-type, nous supposons que
les valeurs des coefficients bn sont constants sur cette période :
m
(i)
n = m0
(
f
(i)
m
)n
+ (1− f (i)m )
∑n−1
j=0 b
(i)
n−j
(
f
(i)
m
)j
≈ m0
(
f
(i)
m
)n
+ b(i)n
∑n−1
j=0 (1− f (i)m )
(
f
(i)
m
)j
.
(2.66)
Trouver le temps de convergence revient à déterminer la valeur minimale de n pour laquelle :
n−1∑
j=0
(1− f (i)m )
(
f (i)m
)j
> 90 %. (2.67)
Le calcul du facteur f (i)m est détaillé dans l’annexe A. Dans notre cas, la variance de l’erreur de
mesure est bien plus grande que celle de l’évolution de la moyenne m(i)n , ce qui nous conduit à choisir
f
(i)
m = 0.995, i = 1 . . . q. Nous procédons de la même manière pour le calcul des facteurs f (i)m2. Ainsi
le calcul du temps de convergence (2.67) devient 1−
(
f
(i)
m
)n
> 90 %, soit n > 479. Par conséquent,
480 échantillons (soit environ 1 minute de vol) sont nécessaires pour considérer le test de détection
comme valide. Ce temps de convergence est illustré sur la figure 2.11. Afin d’éviter d’éventuelles
fausses alarmes, liées à des valeurs incohérentes du critère, le test de décision est réalisé sur une
fenêtre de confirmation de taille Tconf comme détaillé dans 2.5.1. La figure 2.12 illustre le taux de
fausse alarme résultant de cette stratégie de détection pour différents vols. Nous pouvons ainsi noter
que les taux de fausse alarme, notamment pour des faibles valeurs de TFA (seuil < −20) pour les
différents vols sont les mêmes. Ce résultat a été trouvé pour chacune des stratégies proposées. Cela
implique qu’il suffit de fixer un seul seuil pour les différents vols et programmes, sans avoir besoin
d’apprentissage préalable.
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Figure 2.11 – Convergence de la moyenne des coefficients.
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Figure 2.12 – Taux de fausse alarme pour différents vols.
2.5.3 Comparaison des méthodes
Cette section compare les résultats en terme de performance (taux de détection de pannes pour
un taux de fausse alarme donné) des différentes stratégies détaillées au cours de ce chapitre :
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– La première stratégie de détection basée sur l’analyse de l’erreur a posteriori que nous nom-
merons stratégie EPOST,
– Stratégie de détection basée sur l’analyse de l’erreur a priori, EPRIO,
– Stratégie de détection basée sur l’analyse de la différence des deux erreurs, EDIFF,
– Stratégie de détection basée sur l’analyse de la dispersion des coefficients b, BDISP,
– Stratégie de détection basée sur l’analyse de la statistique des coefficients b, BSTAT.
Les simulations ont été réalisées sur un vol d’essai d’un AIRBUS A340 avec vent de travers. Différents
dysfonctionnements ont été reproduits tels des biais, des dérives et des oscillations. Ces simulations
de mode de pannes permettent de vérifier si les stratégies mises en place détectent les dysfonction-
nements de l’état de l’art actuel mais également de mesurer la capacité de chacune à détecter des
dysfonctionnements de plus en plus infimes. Les figures 2.13 à 2.15 montrent les résultats associés aux
stratégies de détection EPOST, EPRIO et EDIFF. La courbe noire correspond aux fausses alarmes,
les courbes de couleurs correspondent aux différents taux de détection pour différentes pannes tes-
tées. La ligne verticale orange en pointillés correspond à un seuil de détection couplé à un taux de
fausses alarmes de 0,25 %. Nous pouvons constater graphiquement que la stratégie EPOST sur la fi-
gure 2.13 donne de meilleurs résultats que les stratégies EPRIO (figure 2.14) et EDIFF (figure 2.15),
notamment visibles pour le biais de 6 unités et de 16 unités (courbe rouge et courbe violette en
traits pleins), les dérives (courbes bleue et violette en pointillés) et les oscillations de 0,1 Hz (courbes
vertes et bleu en pointillés). Les performances de la stratégie EPRIO et EDIFF sont sensiblement les
mêmes.
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Figure 2.13 – Performance de la stratégie de détection EPOST (2.58).
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Figure 2.14 – Performance de la stratégie de détection EPRIO (2.58).
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Figure 2.15 – Performance de la stratégie de détection EDIFF (2.59).
Les figures 2.16 et 2.17 montrent les taux de détection et de fausse alarme des stratégies liées
à l’étude des coefficients, BDISP et BSTAT, pour le même vol en fonction de la valeur du seuil.
Nous constatons dans un premier temps une nette amélioration par rapport aux figures précédentes
des stratégies (EPOST, EPRIO et EDIFF). La figure 2.16 montre notamment une détection de plus
de 80 % pour l’ensemble des dysfonctionnements testés. Enfin, la figure 2.17 présente un taux de
détection proche de 100 % pour l’ensemble des dysfonctionnements. Notons également que le seuil
est négatif car, contrairement aux autres stratégies, la détection est effectuée quand le critère est
inférieur à un certain seuil.
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Figure 2.16 – Performance de la stratégie de détection BDISP (2.60).
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Figure 2.17 – Performance de la stratégie de détection BSTAT (2.65).
Les résultats plus détaillés pour l’ensemble des stratégies sont donnés dans le tableau 2.1 qui
compare les taux de détection des cinq stratégies pour le même taux de fausse alarme, ici fixé par
exemple à 0,25 %. Les cellules en vert correspondent à un taux de détection supérieur à 99 %, celles
en orange correspondent à un taux de détection compris entre 80 % et 99 % et les cellules rouges
donnent les taux de détection inférieurs à 80 %.
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Table 2.1 – Comparaison des performances des différentes stratégies de détection.
Stratégies (TD) EPOST EPRIO EDIFF BDISP BSTAT
Biais 6u 17,00 % 6,04 % 5,56 % 96,65 % 99,98 %
Biais 16u 99,99 % 96,01 % 99,65 % 99,15 % 100 %
Dérive 8u/s 48,42 % 34,19 % 34,19 % 80,09 % 99,82 %
Dérive 16u/s 95,05 % 90,81 % 89,87 % 87,40 % 99,99 %
Oscillations 0.1Hz, amp = 3u 1,80 % 0,90 % 0,90 % 91,83 % 99,25 %
Oscillations 1Hz, amp = 3u 99,99 % 99,98 % 99,98 % 96,40 % 99,99 %
Oscillations 0.1Hz, amp = 8u 65,00 % 24,00 % 21,36 % 88,58 % 99,98 %
Oscillations 1Hz, amp = 8u 99,99 % 100 % 100 % 99,11 % 100 %
Les nombreuses simulations permettent d’affirmer que la stratégie de détection basée sur l’étude
de la statistique des coefficients de la régression (BSTAT) fournit des résultats nettement meilleurs
que ceux des autres stratégies. Cette stratégie sera donc retenue pour la suite du document et des
résultats complémentaires, notamment en terme de robustesse au vent et aux manoeuvres, sont
détaillés dans la section 4.
2.6 Conclusion
Ce chapitre a présenté l’état de l’art des différentes méthodes de régression pouvant permettre
d’estimer un paramètre de vol (et a fortiori de proposer une prédiction) à partir d’autres paramètres
de vol indépendants. Les contraintes industrielles détaillées dans le chapitre 1 ont conditionné la
sélection de la méthode. Notre choix s’est orienté vers la régression PLS qui permet notamment de
contourner le problème de multicolinéarité que l’on peut rencontrer dans le cas de régression multiple.
Cette méthode permet le calcul itératif des coefficients et devient facilement réalisable par un calcu-
lateur embarqué (notamment en termes de coût calculatoire), dont l’implémentation est également
présentée dans ce chapitre. La régression PLS nous permet de proposer une stratégie de détection
mono-capteur basée sur l’analyse de la statistique des coefficients de la régression PLS. Cette straté-
gie permet de détecter les modes de pannes de l’état de l’art actuel ainsi que des dysfonctionnements
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plus difficiles à déceler. Nous verrons ainsi dans le chapitre 3 comment utiliser les résultats de cette
détection pour une approche multicapteur ainsi que pour le choix d’un paramètre unique dans le cas
de la consolidation. Des résultats plus détaillés sur la stratégie de détection, notamment en terme de
robustesse, seront présentés dans le chapitre 4.
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Chapitre 3
Fusion des estimateurs
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3.1 Introduction
Nous avons vu dans le chapitre précédent différentes méthodes de détection des dysfonctionne-
ments affectant les paramètres de vol. En particulier, la méthode basée sur l’étude de la statistique
des coefficients issus de la régression PLS permet une détection robuste de tous les types de dys-
fonctionnements. Cette méthode est une méthode de détection monocapteur, que l’on applique en
sortie de chaque capteur mesurant un paramètre de vol à surveiller. Cependant, comme décrit dans
le chapitre 1, les mesures des paramètres de vol se font de manière redondante au travers de plusieurs
capteurs, généralement trois capteurs de technologie identique. À la sortie de ces trois mesures, le
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processus de consolidation doit choisir une valeur unique et valide qui sera utilisée principalement
dans le calcul des lois de pilotage. Le principe actuellement utilisé pour la consolidation repose sur une
logique de vote majoritaire. Cependant, ce principe de vote majoritaire souffre de plusieurs faiblesses :
– dès qu’une source (capteur) est déclarée non valide, elle est écartée pour toute la durée du vol,
– dans le cas où deux sources présentent un dysfonctionnement simultané, le vote majoritaire
conduit à une décision erronée.
Le but de ce chapitre est de proposer une amélioration du processus de consolidation et de fusion en
utilisant ce qui a été mis en place pour chaque capteur, comme présenté dans le chapitre précédent,
à la fois la détection de capteurs non valides (cf. section 2.5) ainsi que la prédiction des mesures de
chacun des capteurs (cf. section 2.4). En effet, la régression PLS nous permet de donner en sortie de
chacun des trois capteurs non seulement la valeur mesurée du capteur mais aussi :
– un indice de confiance dans cette mesure selon le résultat de la détection monocapteur,
– des estimations a priori, basées sur l’estimation des coefficients de la PLS sur des fenêtres
passées :
y˜n = Xnbn−j ,
où j correspond à l’horizon de l’estimation a priori souhaité.
Ces estimations apportent des informations supplémentaires qui vont se rajouter à la mesure faite par
le capteur. Dans la suite, ces estimations seront qualifiées comme étant issues de capteurs « logiciels ».
De plus, les capteurs seront qualifiés aussi comme des « sources » et nous rappelons que le terme
« embarquement » est utilisé pour désigner une mesure de capteur devenant non valide, suite à
un dysfonctionnement. Le problème posé est donc d’étudier des méthodes de fusion permettant de
profiter de toutes les informations relatives à la mesure d’un paramètre de vol afin de fournir une
valeur estimée fiable.
3.2 Les méthodes de fusion de données
Lorsque l’on parle de fusion dans le cadre du contexte de la consolidation, il s’agit d’utiliser
plusieurs mesures d’un même paramètre de vol, issues de capteurs a priori de même technologie
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et de capteurs dits « logiciels » pour fournir une valeur unique estimée de la mesure du paramètre
d’intérêt. Le chapitre précédent a déjà abordé une méthode en permettant de détecter les sources non
valides car soumises à un embarquement. Ceci permet d’améliorer la solution existante présentée au
chapitre 1 , section 1.4, en écartant les sources non valides du calcul de la valeur estimée du paramètre,
mais en permettant également de les réintégrer dans le calcul dès lors qu’elles redeviennent valides.
L’idée dans ce chapitre est d’utiliser toutes les informations disponibles (détection monocapteur,
estimations a priori, statistiques des coefficients de la régression...) afin d’améliorer d’avantage cette
fusion et de la rendre plus robuste aux différents cas possibles d’embarquement qui sont présentés
dans le paragraphe suivant. Les méthodes de fusion qui nous intéressent sont donc celles incluant
la détection d’anomalies car sinon, si l’on prend comme hypothèse a priori que toutes les sources
disponibles sont valides (les valeurs aberrantes ayant été écartées au préalable par un algorithme
comme celui proposé au chapitre précédent), le problème de « fusion » se résume à un calcul de valeur
moyenne, éventuellement pondérée par la précision des différents capteurs. Les méthodes proposées
doivent donc être capables de détecter une ou plusieurs valeurs aberrantes parmi les trois mesures
issues des capteurs physiques et les mesures issues des capteurs « logiciels ». Plusieurs approches sont
envisageables :
Les techniques statistiques de détection d’anomalies cherchent un modèle statistique adapté
aux données à fusionner (établi en fonctionnement normal, sans panne) puis déterminent via
un test statistique quelle donnée est erronée. Deux types de techniques existent : les techniques
dites paramétriques (connaissance a priori de la distribution et détermination des paramètres
grâce aux données [DJC98]) et non paramétriques (le modèle statistique n’est pas défini a priori
mais déterminé par les données [Esk00]). Ce genre de méthodes nécessite un certain nombre
de données afin de déterminer un modèle fiable, ce qui est difficilement applicable à notre cas
d’étude.
Les méthodes de classification [DHS] [TSK05] permettent de définir les données comme appar-
tenant à une des classes préalablement définies. Les méthodes de détection de dysfonctionne-
ments basées sur les techniques de classification s’effectuent en deux étapes :
– une phase d’apprentissage qui apprend les différentes classes à partir de données identifiées
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au préalable (par exemple données saines et données en panne),
– une phase de test qui classifie les données dans les différentes classes.
Les méthodes de classification peuvent être multiclasse (par exemple les réseaux de neurones [Fau94],
réseaux bayésiens [BWJ01] ou les SVM multiclasses (pour support vector machine) [Vap99]) ou
bien une classe (par exemple les one-class SVM [SPST+01, RMSM02]). L’approche multiclasse
(par exemple deux classes, fonctionnement normal et avec dysfonctionnement, ou multiclasse,
fonctionnement normal et une classe par type de dysfonctionnement) est inapplicable à notre
cas d’étude car nous n’avons aucune connaissance a priori des types de dysfonctionnements
pouvant apparaître. La one-class SVM nécessite l’apprentissage de données sans panne. Un test
d’appartenance définit si les données testées appartiennent à la classe d’apprentissage (mode
sain) ou n’appartiennent pas à cette classe (présence de dysfonctionnements). Cela nécessite
une base d’apprentissage qui est en cours de réalisation et donc non utilisable dans notre cas
d’étude.
La théorie de Dempster Shafer [Dem67, Sha76] ou théorie de l’évidence [DG96] est une mé-
thode de fusion qui prend en compte les informations d’incertitude et les imprécisions. Elle
peut se décomposer en trois parties :
– la définition du contexte : on définit dans un premier temps l’ensemble des différentes hypo-
thèses ou classes qui décrivent le problème. Cet ensemble est appelé cadre de discernement.
Puis, on définit le degré de croyance de la source pour chaque hypothèse en lui associant une
masse dite de « croyance » ou d’« évidence »,
– la combinaison : en présence de plusieurs sources indépendantes, les masses peuvent être
combinées afin de construire un jeu de masse unique, explicite du modèle dans sa globa-
lité [Yag87, DP88, LCVDB01],
– la prise de décision [SK94, Str84, Den97] s’effectue en choisissant l’hypothèse qui correspond
au mieux à la réalité, trois critères peuvent êtres utilisés :
– le maximum de crédibilité : il s’agit de la quantité d’information qui est contenue dans son
intégralité dans le sous-ensemble considéré,
– le maximum de plausibilité [App91] : il peut s’interpréter comme la force avec laquelle on
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ne doute pas de l’hypothèse considérée,
– le maximum des probabilités pignistiques dont le but est de transformer une fonction de
croyance en une distribution de probabilités [Sme90]. Ces deux derniers critères sont les
plus utilisés, et un argument pour choisir un des deux critères est défini dans [NR97].
Cette approche est simple à mettre en oeuvre et permet d’expliquer le conflit et les incertitudes
des données. La principale difficulté réside en la mise en place des descripteurs qui serviront de
règles de base de cette théorie. Dans le cadre de cette thèse, nous ne nous sommes pas intéressés
à cette approche car elle sera envisagée lors d’une étude ultérieure, dans un contexte de fusion
plus large prenant en compte des capteurs de différentes technologies, permettant ainsi d’établir
des descripteurs variés et riches d’information.
Les méthodes classiques, dont les estimations robustes, sont les méthodes que nous avons choisies
d’utiliser dans le cadre de ce chapitre en raison de leur facilité de mise en oeuvre.
Les méthodes classiques de détection de données aberrantes mesurent une distance entre r observa-
tions d’un même paramètre y(i), i = 1, . . . , r et l’observation d’un paramètre de référence que l’on
note µˆ, en fonction d’une mesure de dispersion, notée Σˆ. Cette distance est définie comme suit :
d(i)(µˆ, Σˆ) = f(y(i) − µˆ, Σˆ). (3.1)
Une distance souvent utilisée est la distance de Mahalanobis [Mah36] et le choix de µˆ et Σˆ consiste à
utiliser respectivement la moyenne arithmétique et la matrice de covariance de l’ensemble des observa-
tions y(1) . . . y(r). Une valeur de la distance élevée indique généralement que l’observation correspon-
dante est aberrante. Cependant, une distance élevée peut ne pas être une valeur aberrante, et certaines
valeurs aberrantes n’ont pas forcément une distance élevée [Had92]. Ces méthodes d’estimation clas-
siques considèrent que les erreurs de mesure des paramètres de référence et de dispersion suivent des
lois normales. Dans la pratique, les lois suivies ne sont pas tout à fait gaussiennes, et un problème se
pose dès lors que la distribution réelle s’éloigne de la distribution normale. Les estimateurs robustes
permettent d’utiliser des lois mieux adaptées aux lois réelles que la loi gaussienne [KP85]. L’idée
consiste alors à utiliser des estimateurs robustes des paramètres de référence et de dispersion. Ces
méthodes sont très utilisées dans le domaine de la finance [KW04], de la chimie [PKT+06], de la vision
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cognitive [MMRK91], de la statistique [HRVA08, LR87] et de la navigation [HWZ09, PCJ09]. Nous
nous intéressons dans un premier temps aux estimateurs robustes adaptés à des données matricielles
(N observations de r signaux), même si dans le cas de notre application nous adaptons la méthode au
traitement de données scalaires (une observation de r signaux). Rousseuw a introduit en 1984 la mé-
thode de l’ellipsoïde de volume minimal [Rou84]. Cette méthode permet d’estimer la moyenne comme
le centre de l’ellipsoïde englobant au moins un sous-ensemble de h signaux (h ≤ r). La méthode est
répétée jusqu’à trouver une ellipsoïde de volume minimal. Cette méthode, malgré le développement
de nombreux algorithmes d’approximation ou de simplification [Had92, Agu96, CHW93, WR93], de-
meure très coûteuse en puissance de calcul et demeure moins performante que d’autres méthodes que
nous développons dans ce chapitre. Dans la première section, nous détaillons les objectifs de fusion
des paramètres de vol ainsi que les différents cas de dysfonctionnements pour lesquels les méthodes
doivent être robustes. Dans un second temps, nous étudions l’utilisation de l’estimation MCD (pour
minimum covariance determinant) ainsi que ses performances en termes de robustesse vis-à-vis des
différents cas détaillés dans la section 3.3. Nous procèdons de la même manière dans la section 3.4.2
pour la M-estimation qui est une méthode d’estimation robuste adaptée aux données scalaires. Nous
utilisons les informations de la détection monocapteur issue de la régression PLS pour améliorer les
performances de la M-estimation dans la section 3.4.3. Enfin, la section 3.5 présente une méthode de
fusion directement issue des propriétés de la régression PLS et de la méthode de détection détaillée
dans le chapitre précédent.
3.3 Description du problème
3.3.1 Scénarios de dysfonctionnements envisagés
La méthode de fusion doit pouvoir calculer un paramètre de vol consolidé malgré divers scénarios
de dysfonctionnements pouvant affecter les différentes entrées. Ces modes de pannes dépendent du
type de panne (biais, dérive, oscillations, figeage ou jamming...) et du nombre de sources valides
restantes. Ce deuxième aspect est traité dans cette section, les différents types de pannes étant
détectés sur chaque capteur en amont par la PLS (cf. 2.5). La méthode doit donc être robuste aux
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différents cas d’embarquement suivants :
– À partir de 3 sources valides
– Embarquement d’une source (E.1),
– Embarquements simultanés de deux sources dans la même direction (E.2),
– Embarquements simultanés de trois sources dans la même direction (E.3),
– Embarquements simultanés de deux sources dans des directions opposées (E.4),
– Embarquements simultanés de trois sources dans des directions quelconques (E.5),
– À partir de 2 sources valides
– Embarquement d’une des deux sources (E.6),
– Embarquements simultanés des deux sources restantes dans la même direction (E.7),
– Embarquements simultanés des deux sources restantes dans des directions opposées (E.8),
– À partir d’1 source valide
– Embarquement de la dernière source dans la même direction que les autres sources (E.9),
– Embarquement de la dernière source dans une direction opposée (E.10).
La figure 3.1 illustre ces différentes combinaisons. Les courbes en trait plein représentent la valeur
observée des signaux et les courbes en pointillés leur valeur théorique permettant ainsi d’observer
quelle source est valide ou non.
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Figure 3.1 – Différents scénarios d’embarquement des valeurs avant le vote.
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3.3.2 Les informations disponibles pour la fusion
Dans le cadre de notre étude, nous souhaitons réaliser la fusion de paramètres de vol de même
nature, issus de capteurs différents, afin de fournir une valeur unique et valide pour proposer une
alternative au principe de la consolidation actuel (cf. figure 1.3). Pour réaliser cette fusion, nous
disposons de :
– trois mesures des paramètres de vol, issues des capteurs physiques de l’avion,
– des estimations a priori de chaque paramètre de vol qui constituent les capteurs dits « logiciels ».
Dans un premier temps, les méthodes de fusion sont appliquées sur les trois mesures des paramètres de
vol ainsi que leur estimation a priori sur 1 seconde (8 échantillons) : y˜(i)n = Xnbn−7. Les méthodes de
fusion sont tout d’abord évaluées sans tenir compte des informations de validité des capteurs. Dans un
second temps, nous utilisons l’information de validité issue de la détection monocapteur via PLS : si
une source est déclarée en panne, elle n’est pas utilisée dans le calcul de la valeur fusionnée. Différents
horizons d’estimation a priori sont testés sur la méthode de fusion retenue dans la section 3.5.4 afin
d’utiliser plusieurs estimations a priori pour chaque mesure.
3.4 Utilisation des estimations robustes pour la fusion de données
3.4.1 Utilisation de la MCD
Cette méthode a été introduite pour la première fois par Rousseuw en 1984 [Rou84]. Le but de
la MCD est de trouver un sous-ensemble de h signaux (h ≤ r, r étant le nombre de signaux que l’on
souhaite fusionner) dont la matrice de covariance a le plus petit déterminant. L’algorithme MCD
permet d’estimer :
– le paramètre de référence qui est la moyenne des h observations sélectionnées,
– le paramètre de dispersion qui correspond à la matrice de covariance des h observations sélec-
tionnées.
Le principe de la MCD consiste en plusieurs étapes :
– tous les sous-ensembles de cardinal h sont formés,
– la matrice de covariance pour chacun de ces sous-ensembles est calculée,
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– le sous-ensemble dont le déterminant de la matrice de covariance est le plus petit est sélectionné,
– la moyenne et la covariance de ce sous-ensemble sont utilisées pour calculer la distance de
chaque observation par rapport à cette moyenne,
– la valeur fusionnée est la moyenne des observations dont la distance est inférieure à un certain
seuil. Ce seuil est choisi de façon à ce que la probabilité d’être au-delà de ce seuil pour la
distribution de référence (habituellement une loi de χ2 [MKJ79]) soit de κ %. En général la
valeur κ = 0,25 % est utilisée [PVAW02].
La plus grande valeur possible de h est donnée par la relation suivante [LR91] :
h = n+ r + 12 . (3.2)
Dans notre cas, la fusion de six paramètres (r = 6 pour trois valeurs « physiques » et trois valeurs
« logicielles ») est effectuée à chaque instant (n = 1) nous formons donc des sous-ensembles de
quatre signaux (h = 4). Bien que plus rapide que la MVE, l’algorithme de la MCD demeure coûteux
en ressources calculatoires. L’algorithme FAST-MCD développé par Rousseeuw et Van Driessen en
1990 [RVD99] permet de contourner ce problème. Nous avons appliqué cet algorithme à notre cas
d’étude et testé la capacité de fusion pour les différents cas énumérés dans 3.3. Dans les figures
suivantes, les courbes de couleurs, en trait plein, représentent les trois signaux issus de capteurs
physiques (noté dans la légende Signal i pour y(i), i = 1, 2, 3). Celles en pointillés sont les trois
signaux prédits, issus de l’estimation a priori (Signal i prédit pour l’estimation a priori de y(i),
i = 1, 2, 3). La courbe noire correspond à la valeur fusionnée, dite consolidée. Les courbes dites valides
sont considérées comme valides juqu’à l’apparition du dysfonctionnement. Nous pouvons remarquer
que la méthode est efficace quand une seule des trois sources est en panne comme le montre la
figure 3.2. En revanche, quand plusieurs sources s’embarquent simultanément, comme le montrent
les figures 3.3, 3.5, 3.6, la valeur fusionnée va avoir tendance à suivre le sous-sensemble des quatre
signaux qui sont les plus semblables (h = 4). De la même manière, la méthode fournit une valeur de
fusion erronée quand deux sources s’embarquent dans des directions opposées (cf. figure 3.4). Choisir
une valeur de h plus petite n’aurait ici aucun intérêt étant donné que les sources s’embarquent
deux par deux (signal observé suivi de son estimation a priori). Quand deux sources ou trois ne
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sont plus valides, l’embarquement est alors indécelable et la valeur fusionnée est erronée (figures 3.7
à 3.11). Nous pouvons néanmoins noter que l’ajout des trois estimations a priori permet de fournir
une valeur fusionnée correcte sur une dizaine d’échantillons, après l’apparition de la panne, ce qui
n’est pas le cas avec la méthode actuellement utilisée. Pour les figures 3.7 à 3.9, lors de l’apparition
du dysfonctionnement à l’instant 2600, le signal 1 (courbe bleue) est déjà évincé depuis le premier
embarquement à l’instant 2500. De la même manière, pour les figures 3.10 et 3.11, lors de l’apparition
du dysfonctionnement à l’instant 2700, le signal 1 est considéré comme non valide depuis l’instant
2500, et le signal 2 (courbe rouge) est non valide depuis l’instant 2600.
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Figure 3.2 – 3 sources valides : application de la méthode de vote à un embarquement.
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Figure 3.3 – 3 sources valides : application de la méthode de vote à deux embarquements simultanés
de même valeur, dans la même direction.
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Figure 3.4 – 3 sources valides : application de la méthode de vote à deux embarquements simultanés
dans des directions opposées.
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Figure 3.5 – 3 sources valides : application de la méthode de vote à trois embarquements simultanés
de même valeur dans la même direction.
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Figure 3.6 – 3 sources valides : application de la méthode de vote à trois embarquements simultanés
dans des directions opposées.
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Figure 3.7 – 2 sources valides : application de la méthode de vote à un embarquement dans la même
direction.
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Figure 3.8 – 2 sources valides : application de la méthode de vote à deux embarquements simultanés
de même valeur dans la même direction.
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Figure 3.9 – 2 sources valides : application de la méthode de vote à deux embarquements simultanés
dans des directions quelconques.
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Figure 3.10 – 1 source valide : application de la méthode de vote à un embarquement dans la même
direction.
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Figure 3.11 – 1 source valide : application de la méthode de vote à un embarquement dans la
direction opposée.
3.4.2 Utilisation de la M-estimation
Le paragraphe détaille le principe de la M-estimation ainsi que son application à notre cas d’étude.
Les M-estimateurs sont une généralisation des estimateurs du maximum de vraisemblance [BRRW92,
HR09, SB02], ce qui implique le problème de minimisation suivant :
arg min
f
r∑
i=1
ρ(y(i) − f), (3.3)
où y(i), i = 1 . . . r représentent les r signaux utilisés dans la M-estimation, f est le paramètre qui mini-
mise l’expression (3.3) c’est-à-dire la valeur fusionnée à déterminer, ρ est une fonction de pénalisation
dont le but est de réduire l’influence des valeurs aberrantes en pénalisant les résidus (y(i) − f) dont
les valeurs absolues sont les plus élevées. Plusieurs fonctions spécifiques existent, comme la fonction
de Huber, Tukey ou encore Cauchy [HRRS11]. La fonction ρ doit être convexe, définie positive et
symétrique, avec un minimum en 0 :
– ρ(x) ≥ 0,∀x
– arg minx ρ(x) = 0
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– ρ(x) = ρ(−x), ∀x.
Si ρ est dérivable par morceaux, minimiser (3.3) revient à résoudre le problème suivant :
r∑
i=1
ψ(y(i) − f) = 0, (3.4)
avec ψ la dérivée première de ρ. En introduisant la fonction de poids ω(x) = ψ(x)x , le problème (3.4)
devient :
r∑
i=1
(y(i) − f)ω(y(i) − f) = 0. (3.5)
La figure 3.12 illustre schématiquement le résultat de la M-estimation pour trois situations différentes :
– Une source non valide (a),
– Deux sources non valides avec embarquements dans des directions opposées (b),
– Deux sources non valides avec embarquements dans la même direction (c).
Nous avons tracé pour chaque situation la contribution au critère de chaque signal y(i) en entrée, ici
au nombre de trois : ρ(y(i) − f). La ligne verticale en pointillés orange représente la valeur réelle,
c’est-à-dire la valeur attendue. La dernière ligne est la somme des contributions de chaque entrée. La
valeur fusionnée fˆ correspond au minimum de cette somme. Ainsi, pour une fusion avec trois signaux
en entrée :
– trois ou deux sources valides : la fusion est toujours correcte,
– une source valide, deux sources avec embarquements dans des directions opposées et dont les
contributions se compensent : la fusion est correcte,
– en revanche, quand les deux sources s’embarquent dans la même direction, la valeur fusionnée
est mauvaise ou fausse,
– si aucune source n’est valide, la valeur fusionnée est fausse.
En jouant sur la fonction ρ, nous pouvons affiner la valeur fusionnée, mais le problème reste le même
dès lors que deux sources deviennent non valides. Cette méthode ne permet donc pas de couvrir
les différents cas attendus. L’idée consiste alors à rajouter trois signaux supplémentaires qui sont les
estimations a priori de chaque signal y(1), y(2) et y(3) (cf. 2.4). Ainsi avec cette fusion à 6 entrées, nous
sommes en mesure de fournir une valeur fusionnée valable sur une courte fenêtre après l’apparition
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Figure 3.12 – Principe de la M-estimation.
d’une panne. En revanche, dès lors que deux sources deviennent non valides, nous n’avons aucune
certitude sur l’exactitude de la valeur fusionnée. Ces résultats sont illustrés sur les figures 3.13 à 3.22.
Les courbes de couleurs, en trait plein, représentent les trois signaux issus de capteurs physiques
(Signal i pour y(i), i = 1, 2, 3). Celles en pointillés sont les trois signaux prédits, issus de l’estimation
a priori (Signal i prédit pour l’estimation a priori de y(i), i = 1, 2, 3). La courbe noire correspond
à la valeur fusionnée, dites consolidée. De la même manière que pour la MCD, la valeur fusionnée
est correcte lors de l’embarquement d’une seule source, les trois sources étant initialement valides,
comme le montre la figure 3.13. Nous pouvons également voir sur les figures 3.14, 3.16, et 3.19 ou les
figures 3.15, 3.17 et 3.20 que des embarquements simultanés sont indécelables. Lorsque deux sources
3.4 - Utilisation des estimations robustes pour la fusion de données 85
restent valides et que l’une d’entre elles subit un embarquement, la méthode n’est pas capable de
choisir une valeur fusionnée parmi ces deux sources, comme le montre la figure 3.18. Bien entendu,
lorsque les sources ne sont plus disponibles, la valeur fusionnée est invalide (figures 3.21 et 3.22).
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Figure 3.13 – 3 sources initialement valides : application de la méthode de vote à un embarquement.
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Figure 3.14 – 3 sources initialement valides : application de la méthode de vote à deux embarque-
ments simultanés de même valeur dans la même direction.
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Figure 3.15 – 3 sources initialement valides : application de la méthode de vote à deux embarque-
ments simultanés dans des directions opposées.
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Figure 3.16 – 3 sources initialement valides : application de la méthode de vote à trois embarque-
ments simultanés de même valeur dans la même direction.
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Figure 3.17 – 3 sources initialement valides : application de la méthode de vote à trois embarque-
ments simultanés dans des directions opposées.
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Figure 3.18 – 2 sources initialement valides : application de la méthode de vote à un embarquement
dans la même direction.
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Figure 3.19 – 2 sources initialement valides : application de la méthode de vote à deux embarque-
ments simultanés de même valeur dans la même direction.
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Figure 3.20 – 2 sources initialement valides : application de la méthode de vote à deux embarque-
ments simultanés dans des directions quelconques.
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Figure 3.21 – 1 source initialement valide : application de la méthode de vote à un embarquement
dans la même direction.
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Figure 3.22 – 1 source initialement valide : application de la méthode de vote à un embarquement
dans la direction opposée.
3.4.3 Prise en compte de l’information de validité mono-capteur
Les sections 3.4.1 et 3.4.2 montrent les performances des estimateurs robustes MCD et M-
estimation, n’utilisant pas les informations fournies par la détection monocapteur mise en place
dans le chapitre 2. Les deux méthodes présentées donnent des résultats similaires sur leur capacité
de fusion : la valeur fusionnée n’est valide que lorsque deux sources demeurent valides. Néanmoins,
la M-estimation a un plus faible coût calculatoire et utilise moins de paramètres de réglage (comme
le choix de la fonction de pénalisation). C’est pour cette raison que, dans ce qui suit, nous avons
retenu la M-estimation et tentons de l’améliorer. Afin d’augmenter les performances de fusion, la
M-estimation va prendre en considération les informations liées à la détection monocapteur issue de
l’étude statistique des coefficients de la régression PLS (cf. section 2.5.2). Ainsi, la fusion n’est réali-
sée que sur les données valides. Les nouvelles performances sont illustrées sur les figures 3.23 à 3.32.
Désormais la méthode permet de proposer une valeur fusionnée valide pour tous les cas d’embarque-
ment de l’étude. La reconstruction ne pose aucun problème lorsque les trois sources sont valides et
que seulement une ou deux sources subissent un embarquement simultané (cf. les figures 3.23, 3.24 et
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3.25). Quand trois sources s’embarquent, c’est-à-dire que l’on perd tous les signaux, la méthode per-
met de proposer une valeur fusionnée correspondant aux valeurs des capteurs « logiciels » (instants
compris entre 2500 et 2504 des figures 3.26, 3.27, 3.29 et 3.30) puis finit par se figer à la dernière
valeur valide. Quand il ne reste qu’une source valide, la valeur fusionnée correspond à la moyenne
entre la mesure du capteur physique et celle de son capteur « logiciel » associé (entre les intants
2600 et 2700 des figures 3.31 et 3.32). Sur ces mêmes figures, nous pouvons remarquer que la valeur
fusionnée est incorrecte quand la dernière source subit un embarquement. La valeur fusionnée tarde
à se figer à sa dernière valeur valide ; ceci est dû au temps de détection de l’embarquement (environ
5 échantillons ici).
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Figure 3.23 – 3 sources initialement valides : application de la méthode de vote à un embarquement.
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Figure 3.24 – 3 sources initialement valides : application de la méthode de vote à deux embarque-
ments simultanés de même valeur dans la même direction.
 
2450 2500 2550 2600 2650 2700 2750
120
140
160
180
200
220
240
Echantillons
V
a
le
u
rs
 
 
Signal 1
Signal 2
Signal 3
Signal 1 prédit
Signal 2 prédit
Signal 3 prédit
Valeur consolidée
Figure 3.25 – 3 sources initialement valides : application de la méthode de vote à deux embarque-
ments simultanés dans des directions opposées.
3.4 - Utilisation des estimations robustes pour la fusion de données 93
 
2450 2500 2550 2600 2650 2700 2750
160
170
180
190
200
210
220
230
240
Echantillons
V
a
le
u
rs
 
 
Signal 1
Signal 2
Signal 3
Signal 1 prédit
Signal 2 prédit
Signal 3 prédit
Valeur consolidée
Figure 3.26 – 3 sources initialement valides : application de la méthode de vote à trois embarque-
ments simultanés de même valeur dans la même direction.
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Figure 3.27 – 3 sources initialement valides : application de la méthode de vote à trois embarque-
ments simultanés dans des directions opposées.
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Figure 3.28 – 2 sources initialement valides : application de la méthode de vote à un embarquement
dans la même direction.
 
2450 2500 2550 2600 2650 2700 2750
160
170
180
190
200
210
220
230
240
Echantillons
V
a
le
u
rs
 
 
Signal 1
Signal 2
Signal 3
Signal 1 prédit
Signal 2 prédit
Signal 3 prédit
Valeur consolidée
Figure 3.29 – 2 sources initialement valides : application de la méthode de vote à deux embarque-
ments simultanés de même valeur dans la même direction.
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Figure 3.30 – 2 sources initialement valides : application de la méthode de vote à deux embarque-
ments simultanés dans des directions quelconques.
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Figure 3.31 – 1 source initialement valide : application de la méthode de vote à un embarquement
dans la même direction.
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Figure 3.32 – 1 source initialement valide : application de la méthode de vote à un embarquement
dans la direction opposée.
3.4.4 Conclusion sur l’utilisation des estimateurs robustes
La MCD et la M-estimation ont des comportements très proches. En revanche, entre les deux
méthodes, la plus simple à mettre en oeuvre est la M-estimation. Avec la prise en compte des informa-
tions liées à la détection monocapteur, elle permet de fournir une valeur fusionnée correcte pour tous
les cas d’embarquement énumérés dans 3.3. Cependant, la méthode nécessite un coût calculatoire
trop élevé (recherche du minimum, application des fonctions de pénalités) pour une implémenta-
tion dans un calculateur avion. Par ailleurs, étant donné que la valeur fusionnée correspond à une
moyenne des signaux valides restants, il peut arriver que la valeur fusionnée ne corresponde pas tout
à fait au vrai signal car elle est aussi fonction des valeurs prédites qui peuvent parfois s’écarter de
la valeur mesurée. La figure 3.33 illustre ce problème entre les instants 4974 et 4980 et après 4982,
la prédiction étant réalisée sur un horizon de 8 échantillons : y˜(i)n = Xnbn−7. Dans ce cas précis,
la valeur fusionnée a une erreur de près de 3 unités par rapport à la valeur réelle du signal. Bien
entendu, pour pallier ce problème, nous pourrions utiliser un horizon de prédiction moins grand mais
cela diminuerait d’autant la période de validité de la valeur prédite lors de l’apparition d’une panne.
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Un horizon de 8 échantillons est apparu comme un bon compromis. La section suivante présente une
méthode de vote basée sur la détection PLS et ses caractéristiques. Différents points d’amélioration
de la fusion sont également abordés dans cette section.
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Figure 3.33 – Illustration de la valeur fusionnée comme moyenne des signaux valides restants.
3.5 Fusion exploitant les propriétés de la PLS
3.5.1 Objectif de la méthode
La PLS fournit des informations concernant la détection de dysfonctionnements pouvant survenir
sur les différents capteurs. Ces informations sont issues de la statistique des coefficients associés à
chaque paramètre de vol en entrée de la PLS. Nous proposons dans cette section d’utiliser la statis-
tique de ces coefficients pour calculer une valeur consolidée du paramètre de vol à surveiller. Cette
fusion consiste à choisir une valeur parmi les sources valides. Le mécanisme de fusion vise à remplacer
l’actuel Triplex (voir la figure 1.3) qui calcule une valeur consolidée grâce à trois mesures en entrée.
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La méthode détaillée dans cette section permet d’effectuer un vote à partir de trois mesures réelles
(issues de capteurs physiques), de leur prédiction à court terme (issues de capteurs dits « logiciels »).
Notons que l’on peut prendre en compte de nouvelles entrées (par exemple issues d’autres systèmes)
sans modification de la logique et de l’architecture globale de la méthode. Cette méthode réalise à
la fois le vote et le monitoring et doit être robuste à divers embarquements, simultanés ou non, des
valeurs à consolider.
3.5.2 Principe de la méthode
Utilisation de la PLS
La méthode repose essentiellement sur l’utilisation des propriétés de la PLS. La statistique des
coefficients de la régression (utilisée pour la détection monocapteur) et la prédiction à court terme
sont nécessaires au calcul de la valeur votée. Dans un premier temps, six entrées sont utilisées afin
de produire une valeur consolidée. Trois entrées correspondent aux valeurs physiques, c’est-à-dire les
valeurs des paramètres de vol mesurées par un capteur (cf. la section 1.2.2). Les trois autres entrées
sont issues des capteurs dits « logiciels » grâce à la prédiction PLS. Ainsi, en amont du vote, la PLS
est appliquée aux trois mesures des paramètres de vol et va permettre d’obtenir deux informations
capitales pour le vote :
– les estimations a priori, c’est-à-dire les valeurs prédites à court terme (cf. la section 2.4)
– la statistique des coefficients de la régression associés, et par conséquent le critère utilisé pour
la détection (cf. la section 2.5.2).
La figure 3.34 illustre l’utilisation de la PLS pour le vote dans l’exemple de la consolidation de
la vitesse Vc.
Principe du vote proposé
Le vote consiste à choisir la meilleure des sources afin de produire une valeur consolidée optimale.
Ce choix s’effectue par une comparaison de critères affectés à chacune des entrées. Ce critère corres-
pond à la vraisemblance des coefficients issus de la régression pour chaque entrée et est le même que
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Figure 3.34 – Utilisation de la PLS dans le vote des paramètres de vol.
le critère utilisé pour la détection de dysfonctionnements (2.65), c’est-à-dire :
Li =
q∑
j=1
[
ln
(√
2σ(j)n−1
)
+
√
2
|b(j)n −m(j)n−1|
σ
(j)
n−1
]
, (3.6)
où Li représente le logarithme de la fonction de vraisemblance associée au signal physique i en entrée
de fusion, m(j)n et σ(j)n sont respectivement la moyenne et la variance des coefficients b(j)n associés à
l’entrée j et n correspond à l’échantillon courant.
La fonction de vraisemblance associée aux signaux prédits Liprediction correspond à la fonction de
vraisemblance du signal d’origine retardée de la durée de prédiction. Ainsi :
Liprediction = Li(n− tpred), (3.7)
où Liprediction représente la fonction de vraisemblance associée au signal prédit i et tpred correspond
à l’horizon de prédiction (8 échantillons dans nos simulations). Le critère fournit l’information liée à
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la détection PLS, à savoir si le capteur est sain ou non. Le signal ayant le critère le plus élevé sera
choisi comme valeur votée.
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Figure 3.35 – Critères des différents signaux d’entrée, avec insertion de pannes successives.
La figure 3.35 représente l’évolution du critère de vote associé aux trois signaux réels (traits pleins)
et aux trois signaux issus de la prédiction (traits pointillés). Le trait horizontal noir correspond au
seuil de détection fixé à −20, 5 (correspondant à un taux de fausse alarme de 0%). Trois pannes de
types biais additif sont injectées de la manière suivante :
– embarquement de la première source (bleu) à l’instant 2500 jusqu’à la fin de la visualisation,
– embarquement de la seconde source (rouge) à l’instant 2600 jusqu’à la fin de la visualisation,
– embarquement de la troisième source (vert) à l’instant 2700 jusqu’à la fin de la visualisation.
De cette manière, nous pouvons visualiser quatre configurations classiques :
– vol sain (échantillons < 2500) ,
– vol avec deux sources valides (2500 ≤ échantillons < 2600),
– vol avec une source valide (2600 ≤ échantillons < 2700),
– vol sans sources valides (échantillons ≥ 2700).
La méthode proposée pour le vote choisit la source dont le critère est le plus élevé. De ce fait les
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signaux affectés par le dysfonctionnement ne sont pas choisis lors de l’apparition d’une panne.
3.5.3 Limites de la méthode
Le critère utilisé par la méthode de vote décrite dans la section 3.5.2 dépend directement des
performances de la détection via la régression PLS et notamment de la statistique des coefficients de
la régression. De ce fait, le vote sera efficace durant la période de détection, mais risque d’être faussé
par la suite. En effet, la PLS va finir par estimer le signal avec dysfonctionnement et le comportement
des coefficients va tendre à nouveau vers un comportement nominal, sans pannes (notamment dans
le cas de biais). La figure 3.36 reprend la figure 3.35 en incluant la validité du vote : la zone verte
correspond à un vote valide, et la zone rouge à un vote erroné, c’est-à-dire qu’un signal en panne
a été choisi comme référence. Nous remarquons qu’au bout d’une vingtaine d’échantillons après
l’apparition de la panne (> 2520 échantillons pour le critère lié au signal 1, > 2620 pour celui du
signal 2 et > 2720 pour celui lié au signal 3), le critère augmente et redevient inférieur au seuil de
détection (ligne noire horizontale) et la méthode peut potentiellement choisir la valeur liée à ce critère
comme valeur fusionnée. Ainsi, dans chaque cas le vote peut être perturbé :
– deux sources valides : le signal en panne est choisi comme vote (2540 ≤ échantillons < 2548 et
2590 ≤ échantillons < 2600),
– une source valide : un signal en panne est choisi comme vote (2670 ≤ échantillons < 2680),
– sans source valide : le vote ne peut sélectionner de signal sain, ce qui est bien sûr normal.
Les différentes améliorations proposées afin de rendre la méthode de vote robuste sont présentées
dans la section suivante.
3.5.4 Amélioration de la méthode
Prise en compte de la distance par rapport à la fusion
La méthode proposée utilise la PLS pour détecter les dysfonctionnements afin d’évincer les signaux
erronés lors de la fusion des différents signaux. Cependant, au bout d’une certaine durée, la PLS se
recalibre sur les signaux en panne et le critère servant à détecter les dysfonctionnements redevient
nominal. Les signaux erronés peuvent donc de nouveau être utilisés pour la fusion, biaisant cette
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Figure 3.36 – Critères des différents signaux d’entrée, avec insertion de pannes successives et validité
de la valeur votée (zone verte pour un vote valide, et zone rouge pour un vote erroné).
dernière. L’idée est, lors d’un dysfonctionnement, de confirmer le signal défectueux et de maintenir
sa détection en panne afin de ne pas en tenir cas lors de la fusion. Nous proposons d’utiliser la distance
entre chaque signal et la valeur fusionnée comme moyen additionnel pour la détection de pannes.
L’information de la distance de chaque signal par rapport à la valeur fusionnée est prise en
compte pour la détection des dysfonctionnements, pour le choix des sources à fusionner. Si la distance
euclidienne entre le signal et la valeur fusionnée dépasse un certain seuil, alors le signal est considéré
comme non valide et n’est plus utilisé pour le calcul de la valeur fusionnée. La figure 3.37 montre
l’histogramme normalisé de la différence entre le signal et la valeur fusionnée, superposé à la loi de
Laplace et de Gauss. Cet histogramme est proche de la densité de probabilité d’une loi de Laplace.
Le seuil de détection est choisi de façon à évincer le signal si sa probabilité d’apparition est inférieure
à 1 %. Pour une moyenne nulle et une variance de 0,47 (calculée à partir des simulations), le seuil
est fixé à 3,09.
Nous utilisons également cette information pour le vote de la valeur fusionnée parmi les signaux va-
lides. Il est possible d’utiliser cette information de distance pour améliorer le critère de détection (3.6)
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Figure 3.37 – Densités de probabilité de l’écart du signal par rapport à la valeur votée, superposées
aux lois de Gauss et Laplace.
utilisé lors du vote. Ainsi, nous proposons d’utiliser un critère unique, combinaison du critère (3.6)
et de celui correspondant à l’information de distance. Nous calculons alors la log-vraisemblance de
l’écart du signal par rapport à la valeur fusionnée, dans le cas d’une loi de Laplace :
Lidist = ln
(√
2σ(i)distn−1
)
−
√
2
|y(i)n − y(fus)n−1 |
σ
(i)
distn−1
, (3.8)
où Lidist représente le logarithme de la densité de probabilité de l’écart du signal y
(i)
n à l’instant
n par rapport à la valeur fusionnée y(fus) à l’instant n − 1, σ(i)distn correspond à la variance de la
distance euclidienne entre le signal et la valeur fusionnée. En se plaçant dans le même scénario que
celui présenté dans la section 3.5.2, la figure 3.38 illustre le critère (3.8). Le trait horizontal noir
correspond au seuil de détection calculé ci-dessus (ici en logarithme). Plus le critère est bas, plus la
distance est élevée.
Nous définissons ensuite un critère unique Ltest, combinaison des critères (3.6) et (3.8) défini par
Ltest = Li + Lidist . Le vote choisit le signal dont le critère Ltest est le plus élevé. Ce critère Ltest est
illustré sur la figure 3.39 et le choix du vote est représenté par les zones de couleur correspondant au
signal choisi (zone bleue pour le signal 1, rouge pour le signal 2 et vert pour le signal 3). Désormais,
lors de la détection d’une panne, le critère permet le maintien de la détection de la source affectée
en état de dysfonctionnement et la valeur votée est correcte. Également, si le signal redevient valide,
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Figure 3.38 – Critère de la distance des différents signaux d’entrée, avec insertion de pannes suc-
cessives.
alors le critère retrouve sa valeur nominale et le vote peut à nouveau tenir compte de cette information
pour les décisions futures. Cependant, nous pouvons voir qu’à partir de l’échantillon 2700, c’est-à-dire
quand toutes les sources deviennent non valides, le signal fusionné est incorrect. Ainsi, quand toutes
les sources sont déclarées comme non valides, nous prenons comme valeur fusionnée la dernière valeur
valide. De plus, quand une source est déclarée comme non valide, nous maintenons cette détection
du dysfonctionnement pendant un certain temps de verrouillage, supérieur à l’horizon de prédiction
de l’estimation a priori.
Le principe global de la fusion est illustré sur l’algorigramme de la figure 3.40 pour chaque instant.
Le choix de la valeur fusionnée s’effectue en deux étapes :
– détection des dysfonctionnements, afin de ne pas prendre en compte les signaux défectueux,
– vote de la valeur fusionnée parmi les signaux restants.
Tout d’abord, on initialise le critère de détection Lfus (qui correspond au critère le plus élevé parmi
tous les critères des signaux valides) et la valeur en sortie de fusion y(fus). Pour chaque signal i (dans
notre cas les trois signaux physiques y(1), y(2), y(3) et leurs estimations a priori) on calcule le critère
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Figure 3.39 – Critère final utilisé pour le vote des différents signaux d’entrée, avec insertion de
pannes successives.
Li lié à la statistique des coefficients de la régression PLS (3.6) (respectivement le critère Lidist lié à
l’écart du signal par rapport à la valeur votée de l’instant précédent (3.8)) que l’on compare à un seuil
de détection seuil1 défini au chapitre précédent (respectivement à un seuil seuil2 calculé ci-dessus).
Si au moins l’un de ces deux critères est inférieur au seuil correspondant alors la source considérée
est écartée du vote. La deuxième partie choisit la valeur votée comme le meilleur signal en terme de
stabilité des coefficients b et de distance à la valeur votée à l’instant précédent. Ceci se traduit par
le choix du signal ayant le critère Ltest le plus élevé.
Facteur de confiance sur les estimations a priori
Les estimations a priori des signaux physiques permettent de réaliser une prédiction sur un
horizon plus ou moins long. Les valeurs obtenues ont donc une fiabilité directement liée à cet horizon.
Afin d’en tenir cas dans le cadre de la fusion, et donc de donner une importance moindre vis-à-vis
des signaux physiques, nous appliquons un facteur dit de « confiance » sur les critères liés aux
estimations. Ce facteur est directement lié à la longueur de la prédiction : plus le temps de prédiction
106 Chapitre 3 - Fusion des estimateurs
 
DEBUT 
      
    
FIN 
OUI 
NON 
Calcul de     
        
       
    
            
Calcul de         
                
                  
             
           
 (   )   ( )  
OUI 
OUI 
OUI 
NON 
NON 
NON 
 (   ) 
Détection des 
dysfonctionnements 
Vote de la valeur 
fusionnée 
Figure 3.40 – Principe du vote basé sur les critères de la statistique des coefficients de la régression
et de l’écart du signal par rapport à la valeur fusionnée.
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tpred est grand, plus le facteur de confiance associé est petit et par conséquent un critère plus faible
(L˜iprediction = Liprediction κtpred , où L˜iprediction est le critère (3.7) avec prise en compte du facteur de
confiance, et κ un coefficient réglé par l’utilisateur). La figure 3.41 montre la valeur consolidée sans
le facteur de confiance (courbe violette) et avec le facteur de confiance (courbe noire). La courbe
verte en pointillés correspond à la valeur réelle du paramètre de vol utilisée pour la simulation. Cette
valeur n’est bien sûr pas disponible lors du vol. Nous pouvons constater qu’avec le facteur de confiance
sur la prédiction, la valeur consolidée correspond aux signaux réels quand ceux-ci sont valides. On
observe alors que la courbe verte en pointillés est confondue avec la courbe noire correspondant à la
valeur consolidée avec l’amélioration. On peut également noter, notamment à l’instant 1676, que cette
amélioration permet d’éviter des erreurs de plus de 3 unités (la courbe violette de la valeur consolidée
avant amélioration a un écart par rapport à la valeur réelle simulée de 3 unités). Cette amélioration
permet ainsi de corriger un des défauts de la M-estimation qui était illustré sur la figure 3.33.
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Figure 3.41 – Impact sur la valeur consolidée de l’amélioration liée à l’ajout de la confiance des
estimations a priori.
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Utilisation de plusieurs estimations a priori
Afin d’améliorer la fusion des paramètres de vol, et notamment prolonger la durée de validité de la
valeur fusionnée quand toutes les sources deviennent non valides, nous utilisons plusieurs estimations
a priori à différents horizons couplées à des facteurs de confiances inversement proportionnels à
l’horizon de prédiction. Dans la figure 3.42, la valeur consolidée (courbe noire), issue de la fusion
des trois signaux physiques et quatre prédictions (horizon de 3, 4, 5 et 6 échantillons) pour chaque
signal physique, est comparée à la valeur consolidée utilisant une seule prédiction (courbe violette,
horizon de 4 échantillons). En attribuant à chaque prédiction un facteur de confiance dégressif, la
validité de la valeur consolidée est prolongée sans dégrader la fusion tant que les données issues des
signaux physiques puis des prédictions par horizon croissant restent valides. Ainsi, dans ce cas, nous
prolongeons la validité de la fusion de 3 échantillons.
 
2495 2500 2505 2510 2515 2520 2525 2530 2535
180
182
184
186
188
190
192
194
196
Echantillons
V
a
le
u
rs
 
 
Signal 1
Signal 2
Signal 3
Valeur consolidée (après amélioration)
Valeur consolidée (avant amélioration)
Valeur réelle
Figure 3.42 – Impact sur la valeur consolidée de l’amélioration liée à l’ajout de plusieurs estimations
a priori.
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Prise en compte du temps de détection
La détection de dysfonctionnements n’est pas instantanée, notamment dans le cas de dérives.
Ainsi la méthode de fusion utilise des informations qui sont considérées valides à tort durant le
temps de détection. La figure 3.43 représente la fonction de répartition des détections des différentes
pannes en fonction du temps. Ainsi, les biais de 16 unités, les dérives de 16 unités par seconde et les
oscillations d’amplitude de 8 unités et de fréquence 1 Hz sont détectés à plus de 95 % avec un retard
de 1,3 secondes, ce qui correspond à un temps de détection de 0,3 secondes (la stratégie compte un
temps de confirmation de 1 seconde). L’idée consiste à réaliser une fusion retardée, c’est-à-dire que
lorsque la panne est détectée, nous considérons que la source était non valide 0,3 secondes plus tôt.
La figure 3.44 illustre la valeur consolidée avec la prise en compte du temps de confirmation (courbe
noire) que l’on compare à la valeur consolidée sans cette amélioration. La courbe en pointillés verts
représente la valeur réelle simulée (non disponible en vol) des paramètres de vol. Ainsi, nous obtenons
une valeur de la fusion valide sur 6 échantillons (l’écart avec la valeur réelle est inférieur à 1 unité).
La valeur de la fusion est figée quand plus aucune source n’est valide. Cependant, cette amélioration
entraîne un retard dans la détection de 0,3 seconde qu’il est important de prendre en considération
lors du choix de la méthode en fonction des contraintes industrielles.
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Figure 3.43 – Fonction de répartition de détection de différentes pannes en fonction du temps.
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Figure 3.44 – Impact sur la valeur consolidée de l’amélioration liée à la prise en compte du temps
de détection.
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3.5.5 Résultats obtenus
La méthode est appliquée aux différents cas énoncés dans la section 3.3 en tenant compte de
toutes les améliorations présentées dans les sections précédentes, et les différents essais sont illustrés
sur les figures 3.45 à 3.54, à comparer aux résultats de la M-estimation prenant en compte la validité
des capteurs, présentés dans les figures 3.23 à 3.32. La valeur consolidée issue du vote est représentée
par une courbe noire. Nous pouvons constater que la méthode est robuste aux différents scénarios,
notamment lors d’embarquements simultanés. Dans tous les cas où au moins une source demeure
valide (figures 3.45, 3.46, 3.47 et 3.50), la valeur fusionnée est correcte et correspond à une des valeurs
physiques encore valides. Quand plus aucune source n’est valide (figures 3.48, 3.49, 3.51, 3.52 et 3.54),
la valeur fusionnée est figée à sa dernère valeur valide, dès le déclenchement du dysfonctionnement,
ce qui n’était pas le cas avec la M-estimation, figures 3.26, 3.27, 3.29, 3.30 et 3.32. Dans le cas de la
figure 3.53, la valeur est figée à une valeur présentant une erreur de 1 unité, ce qui est totalement
acceptable, à comparer à la figure 3.31.
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Figure 3.45 – 3 sources initialement valides : application de la méthode de vote à un embarquement.
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Figure 3.46 – 3 sources initialement valides : application de la méthode de vote à deux embarque-
ments simultanés dans la même direction.
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Figure 3.47 – 3 sources initialement valides : application de la méthode de vote à deux embarque-
ments simultanés dans des directions opposées.
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Figure 3.48 – 3 sources initialement valides : application de la méthode de vote à trois embarque-
ments simultanés dans la même direction.
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Figure 3.49 – 3 sources initialement valides : application de la méthode de vote à trois embarque-
ments simultanés dans des directions opposées.
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Figure 3.50 – 2 sources initialement valides : application de la méthode de vote à un embarquement
dans la même direction.
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Figure 3.51 – 2 sources initialement valides : application de la méthode de vote à deux embarque-
ments simultanés dans la même direction.
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Figure 3.52 – 2 sources initialement valides : application de la méthode de vote à deux embarque-
ments simultanés dans des directions quelconques.
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Figure 3.53 – 1 source initialement valide : application de la méthode de vote à un embarquement
dans la même direction.
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Figure 3.54 – 1 source initialement valide : application de la méthode de vote à un embarquement
dans la direction opposée.
3.6 Conclusion
Ce chapitre a présenté des méthodes de fusion couramment utilisées et montré la limite de leur
applicabilité, notamment lorsque plusieurs pannes sont présentes simultanément. La prise en compte
de l’information liée à la détection monocapteur permet à ces dernières d’obtenir de très bon résultats
de fusion. Cependant, elles présentent un coût calculatoire élevé, une mise en oeuvre délicate et
certains défauts dans la valeur votée. Ce chapitre a ensuite présenté une nouvelle méthode de fusion
des valeurs des différents capteurs qui utilise la méthode de détection de dysfonctionnements présentée
dans le chapitre 2 et qui ne rajoute pas beaucoup de coût calculatoire. Cette méthode sélectionne
parmi les signaux sains le signal pour lequel le critère de fiabilité défini dans la section 3.5 est le
plus élevé. Les performances de cette méthode ont été étudiées lorsque les estimations a priori des
paramètres de vol considérés constituent des entrées supplémentaires dans la fusion. Ces paramètres
supplémentaires sont issus de capteur dits « logiciels ». Les simulations ont montré que la fiabilité
de la valeur votée de l’algorithme proposé est très prometteuse. Les performances obtenues sont
supérieures aux performances permises par l’état de l’art. En effet, certains cas non considérés par
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les méthodes de l’état de l’art (notamment un embarquement simultané de plusieurs sources) sont
bien pris en compte.
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4.1 Introduction
Le chapitre 2 a présenté des méthodes innovantes pour la détection monocapteur de dysfonc-
tionnements. La régression PLS et l’étude de la statistique des coefficients de cette régression ont
notamment été retenues. Le but des travaux exposés dans ce chapitre est de procéder à la validation
industrielle de l’approche retenue en termes de :
– robustesse pour valider la conformité aux exigences opérationnelles,
– performances pour valider la conformité aux exigences de disponibilité et aux probabilités
d’occurence des pannes étudiées.
En termes de robustesse, rappelons que les contraintes industrielles exigent des taux de fausses
alarmes (TFA) très faibles afin de ne pas dégrader la fiabilité et la sécurité de l’appareil et notam-
ment le MTBF du calculateur. En termes de performance, typiquement, la probabilité qu’une panne
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apparaisse et qu’elle ne soit pas détectée doit être inférieure à 10−9 par heure de vol. Connaissant la
probabilité d’occurence des pannes, on peut en déduire le taux de non détection (TND) acceptable.
La validation du respect des taux TFA et TND n’est donc possible qu’à une échelle industrielle car
elle demande un grand volume de tests et la mise à disposition d’un grand nombre de moyens. Elle
est donc difficile à mettre en oeuvre dans le cadre de notre étude. Ainsi, pour les moyens de vali-
dation mis à disposition, nous fixons comme condition de validation un taux de fausses alarmes nul
et un taux de détection de 100 %. L’ensemble des essais réalisés représente un niveau de maturité
technologique avancé (TRL 5 sur 9 pour technological readiness level). Ainsi, la méthode a été validée
en termes de robustesse aux dysfonctionnements, aux manoeuvres, au vent sur une des sources, dans
différents environnements :
– Jeux de données issus de vols réels,
– Banc d’essais issu du projet européen ADDSAFE 1,
– Codage certifié (logiciel SCADE utilisé par AIRBUS),
– Simulateur fidèle de bureau (station OCASIME),
– Simulateur de vol.
Les différentes simulations permettent de valider les performances de la méthode de détection issue de
la régression PLS et de valider la prise en compte des différentes contraintes industrielles (temps réel,
coût calculatoire, certification du codage...). Une attention particulière est portée à la robustesse de la
méthode en conditions de vent. En effet, dans le cadre de notre étude, comme expliqué précédemment,
nous avons choisi de nous limiter à l’étude des paramètres anémométriques α et Vc. Or la méthode de
détection proposée n’utilise que des informations inertielles (Nx, Ny, Nz, p, q, r, θ et φ) pour estimer
et détecter des dysfonctionnements sur des paramètres de vol. Les perturbations liées au vent n’ont
a priori pas ou peu d’influence sur les paramètres inertiels. Ainsi, le critère lié à la statistique des
coefficients de la régression PLS peut prendre, dans ces conditions, des valeurs non cohérentes pouvant
entraîner des fausses alarmes.
La première section présente les performances de la stratégie de détection présentée dans la sec-
tion 2.5.2 en termes de taux de détection pour différents jeux de données issus de vols réels. La
1. plus d’informations sur le site internet dédié http ://addsafe.deimos-space.com
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stratégie de détection est ensuite testée grâce à un modèle complet de l’avion non linéaire, représen-
tatif d’un bi-réacteur commercial et qui permet de tester la méthode en boucle fermée. Ce modèle
est issu du projet européen ADDSAFE et est utilisé pour les activités de recherche de développe-
ment AIRBUS. Cette validation permet entre autres de tester la robustesse de la méthode sur un
domaine de vol étendu. La stratégie de détection est ensuite codée en langage certifié sous SCADE,
validant ainsi la possible implémentation de la méthode à bord d’un avion. La section suivante pré-
sente des essais réalisés sur un simulateur de bureau, utilisant le code certifié de la section précédente.
Ce simulateur est utilisé pour la validation industrielle dans une phase amont du cycle en V. Des
validations en terme de robustesse au vent sont notamment réalisées. La dernière section présente
l’implémentation de la méthode dans un calculateur utilisé dans un simulateur de vol.
4.2 Jeux de données de vols réels
La première validation ne prend pas en considération les conditions du temps réel (le traitement
est effectué hors ligne) ni l’environnement de l’avion (modèle de la structure, lois de pilotages...).
L’algorithme décrit dans la section 2.5.2 est testé sur des données issues de vols réels sur lesquels des
dysfonctionnements ont été simulés. L’algorithme a dans un premier temps été codé sous MATLAB
avec certaines parties (dont l’algorithme PLS) codées directement en C (gain en temps d’exécution)
puis retranscrit en modèle SIMULINK (afin d’être implémenté par la suite dans le banc d’essais
AIRBUS). Nous avons appliqué la stratégie de détection à trois jeux de données représentatifs.
Chaque série de mesures correspond à un vol complet d’une durée moyenne de 3-4 heures, incluant
les phases de décollage, de croisière et d’atterrissage, ce qui représente environ 100000 échantillons.
Dans un premier temps, la stratégie a été utilisée pour la surveillance de la vitesse Vc sur les vols
sans ajout de dysfonctionnement, afin de valider la robustesse en terme de fausses alarmes. Différents
dysfonctionnements ont ensuite été artificiellement introduits dans ces données réelles :
– biais additifs,
– dérives additives,
– oscillations.
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Afin de bénéficier du plus grand nombre de cas possibles, les différents dysfonctionnements ont été
successivement ajoutés à chaque échantillon conduisant à autant de vols à défaillances simulées que
d’échantillons disponibles dans le vol. Ainsi, pour tous les vols testés, nous avons simulés environ
100000 représentations de chaque dysfonctionnement. Les résultats sont donnés dans le tableau 4.1.
Le vol 3 est un vol nominal, sans perturbations majeures. Les vols 1 et 2 sont des vols d’essais
soumis à des manoeuvres inhabituelles et dynamiques. Nous avons étudié le taux de détection des
trois types de pannes pour des amplitudes actuellement détectées par l’état de l’art. Ces amplitudes
seront notées EDA (pour état de l’art). De plus, pour chaque vol, nous avons cherché le plus petit
biais et la plus petite oscillation détectables à 100 % que nous exprimons en fonction de l’amplitude
EDA. Étant donnés les profils de vitesse très différents sur chaque vol, l’étude de la plus petite dérive
détectable n’est pas représentative car liée à l’évolution de la vitesse durant le vol.
Table 4.1 – Performances de la stratégie de détection sur plusieurs vols pour la surveillance de Vc.
Vols Vol 1 Vol 2 Vol 3
Vol sans dysfonctionnements
Taux de fausse alarme 0 % 0, 4 % 0 %
Pannes représentatives de l’état de l’art
Biais EDA 100 % 100 % 100 %
Dérive EDA 100 % 100 % 100 %
Oscillations 0,1 Hz, amplitude EDA 100 % 100 % 100 %
Meilleures amplitudes détectables
Biais minimal détecté à 100 % 0,62 EDA 0,75 EDA 0,50 EDA
Oscillation minimale détectée à 100 % 0,31 EDA, 0,1 Hz 0,37 EDA, 0,1 Hz 0,19 EDA, 0,1 Hz
Nous pouvons noter que la stratégie proposée détecte parfaitement les pannes actuellement dé-
tectées par les méthodes de l’état de l’art et même des pannes avec des amplitudes plus faibles. En
moyenne, le temps de détection varie entre 1 et 1,5 secondes. Cette méthode est également applicable
à d’autres paramètres de vol, par exemple à l’angle d’incidence α et les performances dans les mêmes
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conditions sont présentées dans le tableau 4.2. La méthode permet également de détecter des ampli-
tudes de pannes plus petites. Cependant, la stratégie a un taux de fausses alarmes de 0,4 % pour
le vol 2. Ce taux peut être diminué en modifiant la valeur du seuil, au détriment des performances
de détection, notamment pour des amplitudes de dysfonctionnements inférieures à l’état de l’art. Un
réglage plus fin du seuil de détection et du temps de confirmation est donc un moyen d’améliorer
le taux de fausses alarmes. Il s’agit ici d’une détection monocapteur. Il est à noter que les perfor-
mances en termes de fausses alarmes pourraient être améliorées dès l’utilisation de plusieurs sources,
et notamment grâce au critère de la distance (3.8).
Table 4.2 – Performances de la stratégie de détection sur plusieurs vols pour la surveillance de α.
Vols Vol 1 Vol 2 Vol 3
Vol sans dysfonctionnements
Taux de fausse alarme 0 % 0, 4 % 0 %
Pannes représentatives de l’état de l’art
Biais EDA 100 % 100 % 100 %
Dérive EDA 100 % 100 % 100 %
Oscillations 0,1 Hz, amplitude EDA 100 % 100 % 100 %
Meilleures amplitudes détectables
Biais minimal détecté à 100 % 0,45 EDA 0,48 EDA 0,31 EDA
Oscillation minimale détectée à 100 % 0,12 EDA, 0,1 Hz 0,19 EDA, 0,1 Hz 0,12 EDA, 0,1 Hz
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4.3 Banc d’essais AIRBUS
Le banc d’essais AIRBUS est un modèle générique complet de l’avion utilisé pour les activités
de recherche [GP11, GM12], développé dans le cadre du projet européen ADDSAFE. Il est très
représentatif d’un bi-réacteur commercial et prend en compte le caractère non linéaire de l’appareil.
Comme illustré sur la figure 4.1, ce modèle codé sous SIMULINK simule le comportement de l’avion
en prenant en compte le calcul des lois de pilotage, la description de l’état de l’avion via un jeu complet
de surfaces de contrôle (ailerons, plan horizontal réglable, spoilers...), la prise en compte des différents
actionneurs et modèles de capteurs ainsi que les ordres de pilotage. L’algorithme de régression PLS
pour la stratégie de détection, tel que celui testé dans la section précédente et codé sous SIMULINK,
a été intégré afin de valider la robustesse de la méthode non plus seulement sur signaux réels comme
dans la section précédente mais au travers du modèle complet de l’avion incluant les lois de pilotage.
Ce modèle complet permet de valider la méthode sur tout le domaine de vol (altitude, vitesse et
configuration de l’avion) en utilisant une large gamme d’ordres de pilotage, de perturbations liées au
vent ainsi que les incertitudes sur les coefficients aérodynamiques. L’objet de cette série de tests est
de valider la robustesse de la stratégie de détection proposée sur des vols sans panne, simulés par un
modèle réaliste de l’avion, en termes de fausses alarmes.
 
Figure 4.1 – Benchmark AIRBUS avec l’implantation du module de détection issu de la PLS.
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La régression PLS associée à la stratégie de détection a été testée sur différents scénarios de
manœuvres :
– vol en phase de croisière (Sc.1),
– action sur le manche en double butée (de butée en butée) sur l’axe de roulis (Sc.2),
– action sur le manche en double butée sur l’axe de tangage (Sc.3),
– action sur le palonnier en double butée sur l’axe de lacet (Sc.4),
– scénario de virage (Sc.5).
Les profils de vent suivants ont été testés sur différents axes de l’appareil (WX pour un vent de face,
WY pour un vent latéral et -WX pour un vent arrière) :
– Windshear WX, WY, -WX #1 : vent s’établissant à 55 kts en 180 s,
– Windshear WX, WY, -WX #2 : vent s’établissant à 77 kts en 300 s,
– Windshear WX, WY, -WX #3 : vent s’établissant à 110 kts en 700 s,
– Gust WX, WY : rafale de 30 kts, s’établissant en 2 s,
– Gust WZ : rafale de 30 kts verticale, s’établissant en 2 s. Cette rafale s’accompagne de deux
rafales en WX et WY d’intensité 15 kts.
Les différents profils de vent « windshear » sont illustrés sur la figure 4.2. La courbe bleue représente
le profil de l’intensité du vent s’établissant en 180 secondes. La courbe rouge représente la même
grandeur pour un vent s’établissant en 300 secondes et la courbe verte pour un vent qui s’établit en
700s.
L’effet du vent, dans le cas d’un « windshear » s’établissant en 700 secondes sur l’axe latéral
de l’avion est illustré sur la figure 4.3. La courbe bleue représente l’évolution de la vitesse dans le
cas d’un vol sans perturbation. La courbe rouge représente l’évolution de la vitesse pour le même
vol, en présence d’une perturbation de type vent, agissant sur l’axe latéral de l’avion. Nous pouvons
remarquer un effet d’accentuation immédiat des évolutions de la vitesse ainsi que l’ajout de nouvelles
variations. Les résultats de la stratégie monocapteur proposée dans la section 2.5 appliquée aux
différents scenarios envisagés sous l’effet des différentes perturbations de vent simulées sont présentés
dans le tableau 4.3. Afin de tester le profil complet de chaque vent (plus de 3 minutes pour le profil
1, plus de 6 minutes pour le profil 2 et plus de 12 minutes pour le profil 3), les manoeuvres de chaque
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Figure 4.2 – Profils de vent utilisés pour la validation.
scénario ont été dupliquées afin de rallonger la durée initiale prévue pour chaque scénario dans le
benchmark. Ainsi, pour valider le profil de vent 1 (respectivement les profils 2 et 3), les scénarios 1 à
5 ont une durée de 4 minutes (respectivement 7 et 13 minutes). Le scénario 5 ne pouvait être étendu
à plus de 7 minutes, d’où la non applicabilité (N/A) des résultats pour le profil de vent 3 testé. Par
ailleurs, étant donnée la courte durée de chaque scénario (par rapport aux simulations sur jeux de
données réels), les résultats sont exprimés en nombre de fausses alarmes au lieu du taux de fausse
alarme.
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Figure 4.3 – Visualisation de l’effet du vent s’établissant progressivement.
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Table 4.3 – Robustesse de la stratégie de détection pour les différentes manoeuvres et profils de vent
en nombre de fausses alarmes.
Perturbations Sc.1 Sc. 2 Sc.3 Sc.4 Sc.5
Sans perturbation 0 0 0 0 0
« Windshear » WX #1 0 0 1 0 0
« Windshear » WX #2 0 0 0 0 0
« Windshear » WX #3 0 0 1 0 N/A
« Windshear » WY #1 0 0 0 0 0
« Windshear » WY #2 0 0 0 0 0
« Windshear » WY #3 0 1 0 0 N/A
« Windshear » -WX #1 0 0 0 0 0
« Windshear » -WX #2 1 0 0 0 0
« Windshear » -WX #3 1 0 0 0 N/A
« Gust » WX 30 kts 1 0 2 0 2
« Gust » WY 30 kts 0 1 0 0 0
« Gust » WZ 30 kts 0 0 0 0 0
Nous pouvons remarquer que la méthode est sensible au vent par rapport aux exigences indus-
trielles. Les fausses alarmes peuvent être atténuées et/ou supprimées en agissant sur divers paramètres
de la méthode :
– le temps de confirmation : certaines fausses alarmes disparaissent en augmentant le temps de
confirmation de 0,2 à 0,5 secondes. Il faudrait cependant analyser l’impact sur les performances
de détection dans le cas de dysfonctionnements (ce qui sera fait dans les simulations des sections
suivantes).
– Même effet en agissant sur le seuil de détection, ce qui équivaut à réduire le taux de fausse
alarme (mais également le taux de détection).
– La robustesse face au vent peut également être testée sur la vitesse consolidée, en sortie du
vote qui prend également en considération les valeurs prédites.
Le changement de certains paramètres, notamment la valeur du seuil, est pris en compte dans les
128Chapitre 4 - Résultats expérimentaux : simulations et tests sur bancs d’essai
prochains moyens de validation.
4.4 Codage sous SCADE
Avant d’être implémentée sur les simulateurs de bureaux plus perfectionnés et le simulateur de
vol, la méthode proposée doit être codée dans un langage certifié. Cette implémentation se déroule
en deux étapes, illustrées sur la figure 4.4. Dans un premier temps, un outil graphique est utilisé
 
Outil de gestion  
de configuration 
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automatique 
de code 
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Planche SCADETM 
Figure 4.4 – Principe de l’implémentation logicielle dans un calculateur.
et une bibliothèque limitée de symboles (additionneur, filtres simples, intégrateurs, tables d’inter-
polation...) permet de décrire toutes les parties de l’algorithme, réparties dans différentes planches.
Généralement, deux logiciels sont utilisés : un logiciel de spécification assistée par ordinateur (SAO)
développé par l’aérospatiale pour l’A320 et SCADE™(pour safety criticial application development
environment) qui est un logiciel utilisé pour le développement des avions les plus récents (par exemple
pour l’A380). Un exemple d’une planche SCADE™ est représenté sur la figure 4.5. Il s’agit d’une
partie de l’algorithme de détection qui consiste à calculer le critère (2.65) décrit dans la section 2.5.2.
Nous pouvons notamment noter la possibilité de créer des blocs de fonctions spéciales (symboles en-
cadrés en rouge sur la figure) quand un processus est souvent répété. Cependant, ce langage certifié
présente de nombreuses limitations : pas de calcul vectoriel ni matriciel, pas d’utilisation de boucles
(FOR, WHILE par exemple), nombre limité de symboles par planche... Ainsi toute la logique de
l’algorithme a du être codée, y compris pour les branches conditionnelles. Malgré la restriction des
symboles graphiques, l’utilisation de tels logiciels permet de fournir un code certifié et d’utiliser des
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Figure 4.5 – Exemple d’une planche SCADE™ utilisée pour la détection de pannes.
parties de la spécification pour n’importe quel programme d’avion utilisant ce code. De plus, cette
spécification est sous le contrôle d’un outil de gestion qui permet notamment de vérifier partielle-
ment la syntaxe du code. La deuxième partie consiste à générer de manière automatique un code
certifié qui est directement implémenté dans les calculateurs. Cet outil reçoit en entrée les planches
de spécification et la bibliothèque utilisée par le logiciel (cf. figure 4.4). L’algorithme de la PLS, codé
sous SCADE, représente 4 % du temps alloué sur un calculateur primaire A380, ce qui n’est pas
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négligeable. Ce coût est directement lié aux limitations de codage. Diminuer le nombre d’itérations
de l’algorithme est un moyen de réduire le coût calculatoire de la méthode. Cette étape est cruciale
et nous a permis de valider la possible implémentation de notre méthode dans un calculateur en
terme de coût calculatoire et ce malgré la complexité des planches, la méthode utilisant de nombreux
calculs matriciels ainsi que plusieurs itérations. Le code ainsi généré est utilisé pour le simulateur de
bureau OCASIME décrit dans la section suivante ainsi que dans le simulateur de vol.
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4.5 Simulateur de bureau, plateforme OCASIME
Le simulateur de bureau (illustré sur la figure 4.6) ou plateforme OCASIME est utilisé dans le
processus réel de validation. Ce simulateur inclut un modèle réaliste de l’avion et permet notamment
de simuler son comportement complet en pilotage manuel ou en pilotage automatique donc avec un
opérateur humain dans la boucle. Nous avons pu vérifier la validité de la méthode de détection en
 
Figure 4.6 – Plateforme de simulation OCASIME.
termes de performances de détection dans le cas d’un vol nominal, sans panne puis en terme de
robustesse aux manoeuvres et au vent.
4.5.1 Performances de détection
Nous avons injecté différents dysfonctionnements (même nature et même amplitude que ceux
utilisés pour la comparaison des différentes stratégies de détection dans le tableau 2.1) à deux points
de vol différents : mode croisière à une altitude de 10000 pieds et 35000 pieds. L’avion est maintenu
à une vitesse et une altitude constantes (enclenchement du pilotage automatique) afin d’obtenir
des conditions de test identiques pour chaque dysfonctionnement. Les simulations sont effectuées en
temps réel, par sessions de 20 minutes. Chaque dysfonctionnement est simulé une dizaine de fois
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par point de vol. Ces tests permettent notamment de valider l’implémentation de la méthode et les
premiers résultats permettent d’envisager une validation à échelle industrielle de valider la méthode.
Les résultats sont présentés dans le tableau 4.4.
Table 4.4 – Performances de la stratégie de détection (taux de détection TD implantée sous OCA-
SIME.
Points de vols Point de vol 1 (10000 pieds) Point de vol 2 (35000 pieds)
Biais 0,37 EDA 100 % 100 %
Biais EDA 100 % 100 %
Dérive 0,50 EDA 100 % 100 %
Dérive EDA 100 % 100 %
Oscillations 0.1 Hz, amplitude 0,18 EDA 100 % 100 %
Oscillations 1 Hz, amplitude 0,18 EDA 100 % 100 %
Oscillations 0.1 Hz, amplitude 0,50 EDA 100 % 100 %
Oscillations 1 Hz, amplitude 0,50 EDA 100 % 100 %
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Le seuil de détection est fixé de manière à avoir un taux de fausse alarme nul pour les différents
scénarios joués. Cela correspond à un seuil fixé à−20,5. Chaque dysfonctionnement a été correctement
détecté, même ceux ayant une faible amplitude. Nous remarquons également une marge de réglage
sur le seuil de détection si l’on se limite aux performances de détection de l’état de l’art.
4.5.2 Robustesse de la méthode
Robustesse en situation nominale, avec manoeuvres
Nous avons effectué un vol de croisière sans dysfonctionnement. Le mode pilote automatique
est enclenché afin de garantir une vitesse et une altitude constante. Différentes manoeuvres ont été
effectuées sur une plage de 5 heures à l’aide des trois organes physiques de l’avion disponibles (manche
de pilotage, palonnier, manettes des gaz) :
– manche en butée avant pendant 5 secondes suivie de 5 secondes en butée arrière,
– manche en butée gauche pendant 5 secondes suivie de 5 secondes en butée droite,
– sollicitation du palonnier gauche pendant 5 secondes suivie de 5 secondes sur le palonnier droit,
– passage de l’avion en survitesse,
– action combinée des manoeuvres précédentes.
Aucune fausse alarme n’a été détectée par la méthode, ce qui nous permet de valider, pour la plate-
forme OCASIME, la robustesse de la méthode en situation nominale.
Robustesse en conditions de vent
Nous avons ensuite testé la méthode sur un vol soumis à des conditions de vent. Nous avons tout
d’abord simulé des profils relevés de vol réels, puis nous avons validé la méthode pour les différents
scénarios de vent testés lors de la validation benchmark de la section 4.3. Les enregistrements des vents
apparus lors de vols réels sont illustrés sur les figures 4.7 à 4.11. Le profil 1, illustré sur la figure 4.7,
est composé d’un vent contraire longitudinal (Wx) qui s’établit en 15 secondes à une moyenne de
20 noeuds et d’un vent vertical qui subit de fortes variations entre 15 et 25 secondes (variations
de +35/-15 noeuds). Le profil 2 de la figure 4.8 est également composé d’un vent longitudinal et
vertical. Le vent longitudinal est un vent arrière qui s’établit progressivement aux alentours de 20
134Chapitre 4 - Résultats expérimentaux : simulations et tests sur bancs d’essai
noeuds en une vingtaine de secondes. Le vent vertical est un enchaînement d’un vent descendant et
ascendant de forte intensité (variations de -55/+60 noeuds). Le profil 3 illustré sur la figure 4.9 est
similaire au profil 2 avec un vent vertical moins linéaire. Le profil 4 de la figure 4.10 est composé
d’un vent longitudinal et vertical s’établissant sur 40 secondes. Le vent longitudinal est un vent
arrière atteignant plus de 25 noeuds en 25 secondes. Le vent vertical est une succession de vents
ascendants et descendants (variations de +15/-40/+35/-30/+10 noeuds). La figure 4.11 présente le
profil 5 composé uniquement d’un vent arrière, s’établissant par palier en 100 secondes et qui atteint
une intensité maximale de 17 noeuds. Chaque scénario a été testé une dizaine de fois, sur des vols
de 30 secondes pour les profils 1 à 3, des vols de 40 secondes pour le profil 4 et des vols de 100
secondes pour le profil 5. Ces durées correspondent aux temps de simulations des vents fournies par
le simulateur. Le tableau 4.5 donne le nombre de fausses alarmes pour les différents scénarios de vents
issus de vols réels.
Table 4.5 – Robustesse de la stratégie de détection pour les différents profils réels de vent.
Profil de vent Profil 1 Profil 2 Profil 3 Profil 4 Profil 5
Nombre de fausses alarmes 0 0 0 0 0
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Figure 4.7 – Profil 1 de vents enregistrés lors d’un vol réel.
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Figure 4.8 – Profil 2 de vents enregistrés lors d’un vol réel.
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Figure 4.9 – Profil 3 de vents enregistrés lors d’un vol réel.
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Figure 4.10 – Profil 4 de vents enregistrés lors d’un vol réel.
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Figure 4.11 – Profil 5 d’un vent enregistré lors d’un vol réel.
Les différents profils de vent utilisés dans la section 4.3 ont également été testés, en mode nominal
et avec différentes manoeuvres :
– vol en phase de croisière (Sc.1),
– action sur le manche en double butée sur l’axe de roulis (Sc.2),
– action sur le manche en double butée sur l’axe de tangage (Sc.3),
– action sur le palonnier en double butée sur l’axe de lacet (Sc.4).
Les différents profils de vent « windshear » sont illustrés sur la figure 4.2. Les différents résultats sont
regroupés dans le tableau 4.6.
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Table 4.6 – Robustesse de la stratégie de détection pour les différentes manoeuvres et profils de vent
en nombre de fausses alarmes, testée sur la plateforme OCASIME.
Perturbations Sc.1 Sc. 2 Sc.3 Sc.4
Sans perturbations 0 0 0 0
« Windshear » WX #1 0 0 0 0
« Windshear » WX #2 0 0 0 0
« Windshear » WX #3 0 0 0 0
« Windshear » WY #1 0 0 0 0
« Windshear » WY #2 0 0 0 0
« Windshear » WY #3 0 0 0 0
« Windshear » -WX #1 0 0 0 0
« Windshear » -WX #2 0 0 0 0
« Windshear » -WX #3 0 0 0 0
« Gust » WX 30 kts 0 0 0 0
« Gust » WY 30 kts 0 0 0 0
« Gust » WZ 30 kts 0 0 0 0
Nous pouvons remarquer que, dans le cadre de la validation OCASIME, aucune fausse alarme
n’est détectée dans les différents scénarios de vent testés. Nous constatons une amélioration par
rapport à la validation sous le banc d’essais. Ceci est notamment dû à la mise en place d’un critère
d’arrêt plus précis et à la plateforme OCASIME, plus représentative du comportement de l’avion.
La plateforme OCASIME nous a permis de valider la méthode notamment en terme de robustesse
au vent. Il serait intéressant d’analyser la sensibilité de l’algorithme en conditions de vent : influence
sur le nombre d’itérations, sur la dynamique des paramètres par exemple.
4.6 Intégration sur simulateur de vol
L’intégration sur simulateur de vol est la dernière validation testée dans le cadre de la thèse. Il
s’agit de la dernière validation avant la phase de vols d’essais. L’algorithme de détection présenté
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dans le chapitre 2 a été implémenté dans cet environnement. Cela correspond à un niveau de maturité
technologique 5 (TRL pour technological readiness level) montrant le réel intérêt porté à la méthode
de détection ainsi que la fiabilité des résultats énoncés dans ce chapitre. Au moment de la rédaction
de cette thèse, les essais sur ce simulateur sont en cours de réalisation.
4.7 Conclusion
Ce chapitre a permis d’éprouver la méthode de détection présentée au chapitre 2 en la validant
sur plusieurs environnements technologiques (validation hors ligne sur des signaux réels, validation
sur benchmark, codade certifié, validation sur des simulateurs de haute fidélité). Les différents essais
ont permis de confirmer les performances en terme de détection de pannes (amélioration de l’état
de l’art actuel) ainsi que de valider la robustesse de la méthode notamment dans le cas de vols en
présence de vent. Notons également que les performances, en termes de fausse alarme et de détection,
augmentent avec la méthode de fusion proposée au chapitre 3. En revanche, les contraintes de temps
et de coût n’ont pas permis de tester la méthode de fusion sur ces mêmes plateformes.
140Chapitre 4 - Résultats expérimentaux : simulations et tests sur bancs d’essai
Conclusions et perspectives
Cette thèse a pour but de proposer des méthodes de traitement des paramètres de vol innovantes
pour les systèmes de commande de vol. Le contexte général est présenté dans le chapitre 1. Le principe
des commandes de vol électriques et une description des principaux capteurs anémométriques sont
détaillés. Les méthodes de vote et de surveillance actuelles sont également décrites. Il faut noter que
cette thèse est inscrite dans un cadre d’étude relativement restrictif car soumis à de nombreux pro-
cessus de certification et des standards de sécurité. Ainsi, les méthodes proposées sont conditionnées
par les différentes contraintes industrielles.
Afin d’obtenir des avions plus stables, plus maniables, moins coûteux et donc plus écologiques, il
est proposé d’augmenter la disponibilité des systèmes de commandes de vol, en utilisant notamment
de la redondance et de la dissimilarité matérielle (plusieurs capteurs de technologie différentes, à
des positions différentes par exemple). Ainsi un traitement est appliqué à chaque paramètre de
vol afin d’évincer les sources présentant un dysfonctionnement et de calculer une valeur unique
dite « consolidée ». Le chapitre 2 propose d’utiliser la régression PLS pour réaliser l’estimation des
paramètres de vol. Cette méthode, à faible coût calculatoire et donc facilement implémentable à
bord d’un calculateur de vol, fournit une estimation a posteriori (reconstruction du paramètre) et
une estimation a priori (prédiction) d’un paramètre de vol. Plusieurs stratégies ont été proposées afin
de détecter des dysfonctionnements pouvant apparaitre sur un paramètre de vol. La difficulté de la
détection est notamment dûe à la non connaissance des types de dysfonctionnements. La comparaison
des différentes stratégies, en termes de performances de détection, a permis de sélectionner une
statégie de détection monocapteur utilisant les propriétés statistiques des coefficients de la régression.
Cette stratégie entraine une amélioration des méthodes actuelles en permettant de détecter des
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dysfonctionnements d’amplitudes plus faibles, sans utiliser l’information de redondance des capteurs.
Le chapitre 3 propose une nouvelle méthode de consolidation afin de choisir une valeur unique
et valide parmi les trois mesures d’un même paramètre de vol. Une stratégie de vote utilisant les
informations de la détection monocapteur issue de la régression PLS a été présentée. Cette stratégie
opère en deux temps. Tout d’abord, les signaux non valides (distance entre le signal et la valeur
fusionnée trop élevée ou signal détecté comme non valide par la méthode de détection issue de
la régression PLS) sont évincés. Puis, la stratégie sélectionne parmi les signaux valides le signal
dont le critère de fiabilité (défini dans la section 3.5 et décrit dans la figure 3.40) est le plus élevé.
Afin d’améliorer la méthode, nous avons étudié la possibilité d’utiliser plusieurs estimations a priori
(prédiction) de chacun des paramètres de vol. Les prédictions ayant des horizons différents, un facteur
de confiance permet de donner plus ou moins d’importance à chacune d’entre elles, selon la durée de
la prédiction. Cela a permis d’améliorer la validité de la valeur consolidée. Enfin, selon les contraintes
de l’industriel, nous avons étudié la possibilité de prendre en compte le temps de détection moyen des
dysfonctionnements afin de proposer une meilleur valeur consolidée. Les résultats des simulations ont
montré une fiabilité de la valeur consolidée très prometteuse, avec des performances meilleures que
celles permises par les méthodes actuelles. Notamment, cette stratégie a permis de couvrir certains
cas non considérés par l’état de l’art.
Enfin, le chapitre 4 montre les résultats de validation, en termes de performances et de robustesse,
de la stratégie de détection retenue au chapitre 2. La méthode a été testée sur plusieurs environne-
ments de complexité et réalisme croissants : signaux issus de vols réels, benchmark AIRBUS, codage
certifié, simulateur de bureau et simulateur de vol. Ces nombreuses validations ont montré la ma-
turité de la méthode de détection et la possibilité de sa mise en oeuvre. Les résultats ont permis
de valider la méthode en terme de robustesse (aux manoeuvres, aux vents) et de mettre en avant
la possibilité de détection de dysfonctionnements d’amplitudes plus faibles que ceux détectés par les
méthodes actuelles.
Différentes perspectives des travaux réalisés peuvent être dégagées. Dans le chapitre 2, la méthode
proposée est appliquée à un capteur. En conditions réelles, la méthode doit être appliquée aux trois
capteurs du même paramètre de vol, et l’on peut aisément envisager son application à d’autres
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paramètres de vol. Les multiples implémentations de la méthode dans les calculateurs peuvent alors
entrainer un coût calculatoire élevé. Une utilisation particulière de la régression PLS consiste à
estimer plusieurs paramètres de vol à partir des mêmes données en entrée. Cette méthode, appelée
PLS2 [Ten98], permettrait alors un gain significatif de ressources calculatoires.
Le troisième chapitre propose une nouvelle méthode de consolidation, basée sur la fusion des
mesures du même paramètre de vol. L’utilisation de nouveaux paramètres, dissimilaires (la poussée
moteur, de nouveaux estimateurs...), permettrait de proposer une valeur consolidée plus robuste aux
différents dysfonctionnements. Les performances déjà prometteuses de la méthode de fusion seront
confirmées par une validation industrielle exhaustive.
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Annexe A
Estimation des paramètres de
l’algorithme de détection
Cette annexe détaille le calcul des différents paramètres nécessaires au calcul du critère de détec-
tion explicité dans la section 2.5.2. Cette stratégie nécessite la mise à jour de paramètres intermé-
diaires, tels la moyenne cumulative. Le problème peut se formuler de la façon suivante :
b(i)n = m(i)n + e(i)n ,
où b(i)n est la mesure du coefficient à l’instant n issu de la régression PLS associé à la i-ème variable
explicative,m(i)n est la moyenne cumulative du coefficient et e(i)n est l’erreur de mesure, e(i)n ∼ N (0, σ2e).
On suppose que l’évolution de la moyenne cumulative entre deux instants n et n − 1 suit une loi
normale, c’est-à-dire, m(i)n ∼ N (m(i)n−1, σ2m). La loi a posteriori sur m(i)n s’écrit alors :
P(m(i)n |b(i)n ) = P(b
(i)
n |m(i)n )P(m(i)n )
P(b(i)n )
∝ P(b(i)n |m(i)n )P(m(i)n )
∝ 1√
2piσ2e
exp
−
(
b
(i)
n −m(i)n
)2
2σ2e
 1√
2piσ2m
exp
−
(
m
(i)
n −m(i)n−1
)2
2σ2m

∝ exp
−σ2m
(
b
(i)
n −m(i)n
)2
+ σ2e
(
m
(i)
n −m(i)n−1
)2
2σ2eσ2m
 .
Nous cherchons à maximiser l’expression précédente, c’est-à-dire minimiser :
L = σ2m
(
b(i)n −m(i)n
)2
+ σ2e
(
m(i)n −m(i)n−1
)2
.
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Cela revient à minimiser l’expression :(
m(i)n −
σ2mb
(i)
n + σ2em
(i)
n−1
σ2m + σ2e
)2
− g
(
m
(i)
n−1, b
(i)
n
)
,
où g
(
m
(i)
n−1, b
(i)
n
)
est une fonction de
(
m
(i)
n−1, b
(i)
n
)
indépendante de m(i)n . Ainsi on cherche la valeur
de m(i)n pour laquelle :(
m
(i)
n −
σ2mb
(i)
n + σ2em
(i)
n−1
σ2m + σ2e
)2
= 0
⇔ m(i)n = f (i)m m(i)n−1 + (1− f (i)m )b(i)n ,
où f (i)m =
σ2e
σ2e + σ2m
.
Cette expression est celle utilisée dans l’algorithme de détection 2. Nous pouvons ainsi calculer
la valeur optimale des f (i)m associés à chaque variable explicative i. Le principe du calcul est le même
pour déterminer la valeur optimale des f (i)m2.
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