Figure 1. Experimental Conditions
The audiovisual word combinations leading to McGurk effect (see Supplemental Data) were presented at unpredictable moments (the interword interval was randomly distributed between 5 and 37 s). For each participant, every target in the word-recall task was presented only once throughout the experiment. A dual-task paradigm, consisting of a visual (Experiment 1) or auditory (Experiment 2) detection task, was used to divert attention from audiovisual blends (McGurk words). Half of the observers in each experiment detected repetitions in a concurrent stimulus stream in addition to recalling the audiovisual words (dual task), whereas the other half simply reported the words that the speaker said (single task). Targets in the repetition task occurred every six items on average and were not correlated with the words in the spoken stream. (A) In Experiment 1, the repetition detection task was performed on a stream of line-drawn pictures superimposed on the video recording containing the speech material. (B) In Experiment 2, the repetition detection task was performed on a rapid auditory stream (dual-task condition) of common sounds superimposed on the audio recording containing the speech material. (C) Each participant performed the task (either single or dual) under three different conditions: audiovisual, auditory, and visual (the order was counterbalanced across participants and items). The visual-only condition was produced by adding white noise to the sound track (thus rendering the auditory words unintelligible). In the auditory-only conditions, a video quantization effect was applied to degrade the image to disrupt reliable vision of the lip movements while preserving the overall features of the video display (colors, motion, overall shape). forming the concurrent repetition task did not interfere mechanisms. The observed reduction in visually influenced responses under dual-task conditions is equally with word recall per se. That is, perception in each modality alone was not affected under divided attention, compatible with the account that the demands of the visual distractor task prevented further processing of and yet the degree of integration between them was.
However, this result does not unequivocally imply the visual speech information at an early processing stage, before audiovisual integration could take place. that attention had an effect on audiovisual integration Data from Experiment 2 (see Figure 3 for the group son to the single-task group (see Table 1 ). This finding is consistent with the hypothesis that exhausting attenaverages) showed that, again, the critical interaction between Task and Condition was significant ( (association) processing stages, but it can also have an influence at multiple levels of (early) sensory processsyllables are the target of processing [7, 8] . However, no experimental situation except for that described ing via feedback projections (producing shifts in baseline activity) [24, 25] . The fact that sensory processing here has attempted to exhaust the amount of attentional resources available for audiovisual speech integcan be strongly influenced by attentional mechanisms agrees well with the present results and allows one to ration. According to attentional load theory [9] , when the amount of resources required to perform a cognireconcile neuroimaging evidence for early audiovisual binding and attentional modulation. tive operation does not exceed the capacity of the system, the remaining attention resources may spill over to
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