A theoretical description of one-and two-color photon echo peak shifts ͑PEPS͒ and two-dimensional ͑2D͒ photon echo spectrum ͑PES͒ of a coupled chromophore system are presented. The effects of population relaxation in the one-exciton states on both the PEPS and the 2D PES are investigated. For values of time T shorter than the population relaxation time, a finite two-color peak shift magnitude and nonzero cross peaks in the 2D PES provide evidence of electronic coupling between the chromophores. These two distinct observables, i.e., PEPS and off-diagonal peaks, both originate from the electronic coupling. However, it is shown that the PEPS and 2D PES methods can provide complementary information on the structure-dependent nonlinear optical responses of coupled chromophore systems.
I. INTRODUCTION
A decade ago Cho and co-workers found that the photon echo peak shift ͑PEPS͒ is directly related to the solvation dynamics of dye molecules in dilute solution. 1 Related work was also carried out by Wiersma and co-workers. 2 During this decade, the one-color PEPS method was extended to the study of population transfer and incoherent energy transfer, 3, 4 and to more strongly coupled systems where coherent effects play a role. 5, 6 Five years ago, Yang and Fleming proposed a two-color version of the peak shift for the study of electronic coupling in dimers. 7 The method was experimentally demonstrated, first in a dilute solution of monomeric chromophores, 8 and then for a strongly coupled dimer. 9 In parallel with the development of the relatively straightforward PEPS, in which the integrated echo intensity is measured as a function of initial coherence time , twodimensional electronic spectroscopy has been introduced and developed. [10] [11] [12] [13] [14] [15] [16] [17] In this case, the amplitude of the echo signal is measured as a function of both coherence periods and t. In both cases, the dependence of the signal ͑or more precisely in the case of PEPS, the difference between the signal maximum and =0͒ on the population or waiting time T is recorded. The relationship between these two distinct measurements, one-and two-color PEPS and 2D optical heterodyne photon echo spectroscopy has not been described to date and this is a major concern of the present paper. We investigate the information content and physical origins of the signals for the three types of experiments via a study of a coupled dimeric chromophore sytem, with the aim of guiding and stimulating experimental applications to coupled chromophoric systems.
The paper is organized as follows. In Sec. II, the model Hamiltonian for a coupled chromophore system is discussed in the exciton representation. Two model dimeric systems and spectral densities are described in Sec. III. The approximate nonlinear response functions are obtained by using the cumulant expansion method and taking the second-order truncated Taylor expansion of the line-shape functions with respect to t 1 and t 3 . One-and two-color photon echo peak shifts of the coupled dimeric system are discussed in Sec. V. The 2D photon echo spectra and their characteristic features are presented in Sec. VI and the complementary relationship between photon echo peak shifts and 2D photon echo spectra is clarified. The main results are briefly summarized in Sec. VII.
II. A COUPLED CHROMOPHORE SYSTEM
In order to describe the electronic and nonlinear optical properties of an electronically coupled dimer, the Frenkel exciton Hamiltonian will be used. 7 Denoting a m + and a m to be the creation and annihilation operators of electronic excitation at the mth chromophore, the zero-order Hamiltonian can be written as where the mth site energy, electronic coupling constant between the mth and nth chromophores, and the phonon bath Hamiltonian are denoted as m , J, and H ph , respectively. The chromophore-phonon bath interaction and interchromophore distance and orientation fluctuations will induce fluctuations of both site energies and coupling constants. Thus, the electron-phonon interaction Hamiltonian is written as expectation values calculated over the bath states ͗q m ͑Q͒͘ 0 for m =1, 2, and c, are zero. q 1 ͑Q͒ and q 2 ͑Q͒ describe the site energy fluctuations and q c ͑Q͒ does the coupling constant fluctuation. In a real system, the distance between the two chromophores can be modulated due to the coupling to intermolecular vibrations ͑displacements of a monomer with respect to the other monomer͒. Consequently, the coupling constant fluctuation can be modeled as a damped oscillator.
Since each chromophore is a two-level system and the two chromophores are coupled to each other, one can obtain the exciton states by diagonalizing the zero-order Hamiltonian. The two one-exciton states and a single two-exciton state are denoted as ͉e 1 ͘ , ͉e 2 ͘, and ͉f͘, respectively. The eigenfunctions of the two one-exciton states are given as In Fig. 1 
where d 1 and d 2 are the local transition dipoles of the two individual chromophores. The chromophore-bath interactions described in Eq. ͑2͒ induce fluctuations of the site energies and coupling constant. In the exciton representation, the transformed chromophore-bath interaction Hamiltonians for the oneexciton and two-exciton states are The diagonal matrix elements ͓⌶ 1 e-p ͑Q͔͒ jj describe the fluctuations of the jth one-exciton state energy whereas the offdiagonal matrix elements ͓⌶ 1 e-p ͑Q͔͒ jk induce exciton population transfer between two different one-exciton states.
A. Exciton state energy fluctuations and correlation functions
From the transformed Hamiltonian in Eq. ͑9͒, the fluctuating parts of the one-exciton state transition frequenciesfor the two one-exciton states and the two-exciton state are ␦⍀ 
Now, let us consider various frequency-frequency correlation functions. Before we present the results, we will introduce the following approximations, for m and n =1, 2, or c:
This approximation means that the site transition frequency fluctuation of the mth chromophore is statistically independent to that of the nth chromophore. For the sake of notational simplicity, we define a quantity that is a measure of the delocalization of the excited states as ϵ cos sin . ͑12͒
First of all, the line-broadening of the one-dimensional absorption spectrum or the diagonal peaks in a twodimensional spectrum is mainly determined by the following autocorrelation functions:
where the frequency-frequency correlation functions of q m ͑t͒ ͓ϵexp͑−iH ph t / ប͒q m exp͑iH ph t / ប͔͒ for m =1, 2, and c are defined as
If we further assume ͑1͒ that C 1 ͑t͒ = C 2 ͑t͒, which means that the site energy fluctuation correlation functions are identical for the two monomers and ͑2͒ that C c ͑t͒ = 0, which means that the electronic coupling constant fluctuation amplitude is negligibly smaller than the site energy fluctuation amplitude, the above model system becomes identical to that considered by Yang and Fleming in Ref. 7 . However, the electronic coupling constant fluctuation was experimentally observed in a recent photon echo peak shift measurement by Prall et al. 9 so that we will retain the term involving C c ͑t͒ in Eq. ͑13͒.
Next, let us consider the cross-correlation functions among the ␦⍀ j ͑t͒'s:
It is interesting to note that the correlation between the transition frequencies of the exciton states 1 and 2 ͑between ␦⍀ 1 and ␦⍀ 2 ͒ is proportional to cos 2 sin 2 . Therefore, if the two chromophores are not coupled to each other, i.e., =0 or / 2, the cross-correlation function vanishes. We will show that the two-color PEPS is one of the most effective tools to specifically measure this cross correlation between two different one-exciton states in Sec. V.
B. Correlation functions of fluctuating site energy and coupling strength
The correlation functions C j ͑t͒ for j =1, 2, and c, were defined in Eq. ͑14͒ and for later use they are divided into the real and imaginary parts as
By introducing the spectral density representing the frequency distribution of the system-bath coupling strengths, 18 the real and imaginary parts A j ͑t͒ and B j ͑t͒ can be written as integrals over the corresponding spectral density, i.e.,
Once the spectral densities, 1 ͑͒ , 2 ͑͒, and c ͑͒, are determined, the linear and nonlinear response functions associated with various spectroscopies can be calculated. The first moments of the spectral densities, 1 ͑͒ and 2 ͑͒, are directly related to the solvent reorganization energies 1 and 2 required to solvate the newly created excited states of the two chromophores, i.e.,
On the other hand, c defined as c ϵ ប͐ 0 ϱ d c ͑͒ is a measure of electronic coupling strength fluctuation amplitude since C c ͑0͒ =2 c k B T in the high temperature limit.
III. MODEL SYSTEM FOR NUMERICAL CALCULATIONS
In the following sections, we will present theoretically derived expressions for various observables. However, in order to demonstrate the results in a more clear way, it will be useful to show some numerical simulation results. In this section, we summarize the model systems considered in this paper. The dimeric system is pictorially shown in Fig. 1 , where the two local transition dipoles are denoted as d j and the angle between the two is . The vector connecting the two point dipoles is denoted as R ជ 12 . It is assumed that the coupling constant J is calculated as
even though this dipole-dipole coupling approximation is not essential to our calculations. Throughout this paper, we will assume that = arccos͑d 1 16, 19 The chromphore-bath interactions can be fully taken into account by properly modeling the corresponding spectral densities. The two spectral densities, 1 ͑͒ and 2 ͑͒, are assumed to be
where the cut-off frequency 0 is 50 cm −1 and the solvent reorganization energies of the two isolated chromophores 1 and 2 are denoted as 1 and 2 , respectively. The temperature is 298 K. In the case of coupling strength fluctuation, we will assume that the coupling strength is an oscillating function ͑due to the intermolecular vibrations͒ and that the corresponding spectral density c ͑͒ is given as
͑22͒
where the vibrational frequency is 120 cm −1 and the associated vibrational dephasing constant ␥ is 10 cm −1 . The intermolecular vibration modulating the distance ͑and electronic coupling constant͒ between the two coupled chromophores is usually a low-frequency mode. 9 Note that, in this case, the correlation function C c ͑t͒ is a damped harmonic oscillator. c =2 cm −1 . In this paper, we will consider two different dimer systems, i.e., a homodimer and a heterodimer. For the homodimer, we assume that 1 = 2 = 0 and 1 = 2 =30 cm −1 . For the heterodimer, 2 − 1 = 200 cm −1 , 1 =30 cm −1 , and 2 =20 cm −1 . In a recent theoretical and experimental study of the Fenna-Matthews-Olson photosynthetic complex, we found that the solvent reorganization energy is about a few tens of wavenumbers which is typical of photosynthetic complexes. 16 Using the parameters in this section for the homo-and heterodimer, we calculate their absorption spectra ͑see Fig. 2͒ . The solid lines in Fig. 2 are the absorption spectra of the coupled dimers, whereas the dashed lines correspond to the sum of absorption spectra of two isolated ͑uncoupled͒ chromophores. Because of the exchange narrowing process reflecting the electronic-coupling-induced delocalization of the excited states, each peak in the coupled dimer absorption spectrum is narrower than that of the corresponding isolated monomer.
IV. APPROXIMATE NONLINEAR RESPONSE FUNCTION
A variety of nonlinear four-wave-mixing spectroscopies including photon echo spectroscopy can be conveniently described by using the following nonlinear response function:
The field-matter interactions are treated in a semiclassical way through H I ͑t͒ =− · E͑r , t͒. The time-dependence of the dipole operator is determined by solving the Heisenberg equation of motion. Any four-wave-mixing material polarization can then be written as a triple convolution integral as
where N is the chromophore number density. Expanding the three commutators in Eq. ͑24͒, we have
where the four components are Here, the four auxiliary functions, F j ͑t 1 , t 2 , t 3 ͒ for j = 1-4, are given in Appendix A for the sake of completeness and they are expressed in terms of linear time-correlation functions, xy ͑ 1 2 ͒ for x, y = b, c, or d, of the fluctuating energy gap operators. For example, the correlation function of the fluctuating part of the transition frequency between ͉b͘ and ͉a͘ at time 1 and that between ͉d͘ and ͉a͘ at 2 is defined as
where ␦H ba ͑͒ϵe
The energy gap between ͉b͘ and ͉a͘ states averaged over the reference state ͉͑a͒͘ potential energy surface was denoted as ប ba = ͗H b − H a ͘ a . The Boltzmann factor of the ground state ͉a͘ was denoted as P͑a͒ defined as P͑a͒ = exp͑ −E a / k B T͒ / Tr͓exp͑−H / k B T͔͒. The transition dipole matrix element between ͉b͘ and ͉a͘ is denoted as ba ϵ͗b͉͉a͘.
Although general expressions for the nonlinear response functions associated with different Feynman pathways were given in Eqs. ͑27͒ and ͑A1͒, one can obtain useful information by taking the short time expansion of the dephasing functions F j with respect to the t 1 and t 3 time variables. Noting that the system propagates in a highly oscillating coherence state during the first and third time periods and that the four-wave-mixing polarization is given by triple integrations over t 1 and t 3 , only the short time ͑slowly varying͒ parts of the molecular response during t 1 and t 3 are often enough to approximately describe the relevant decoherence processes. However, during the second time t 2 period the system is in either vibrational coherence state or population state in the ground, one exciton, or two exciton states. Therefore, the Stokes shift during t 2 and the finite correlation between the excitation and emission frequencies associated with the coherence state evolutions during t 1 and t 3 should be properly taken into account. One can achieve this goal by taking twodimensional Taylor expansion of F j ͑t 1 , t 2 , t 3 ͒ with respect to t 1 and t 3 as 17
where, for j = 1-4, we have 
Here, ␣␤ ͑t͒ denotes the integral of ␣␤ ͑t͒. The line-shape function g xy ͑t͒ in Eq. ͑30͒ is defined as
Although the expressions in Eq. ͑30͒ appear to be complicated because the cross correlations among different transition frequencies of a given multilevel system should be properly taken into account, the physical meanings of each term in Eq. ͑29͒ can be understood as follows. The first term, f j ͑t 2 ͒, describes the dephasing process during the second time period of t 2 . As will be shown later in this paper, when the system is an electronic ͑or vibrational͒ coherence state ͉d͗͘b͉ during t 2 , one can observe a quantum beat with frequency of db . Then, the relaxation of this electronic or vibrational quantum beat is described as exp͕f͑t 2 ͖͒. In the Markovian limit where all frequency-frequency correlation functions can be approximately written as a Dirac delta function, e.g., bd ͑ 1 , 2 ͒ = bd ͑0͒␦͑ 1 − 2 ͒, the associated decaying function exp͕f͑t 2 ͖͒ of the quantum beat becomes an exponential with the decaying constant given by the wellknown Redfield relaxation constant. Second, the expansion coefficient ␦ j 2 ͑t 2 ͒ corresponds to the mean square amplitude of the fluctuating frequency associated with the off-diagonal density matrix evolution during the first time period t 1 . Thus, it determines the spectral band width of the corresponding 2D spectrum along the W 1 frequency axis where W 1 is the conjugate Fourier frequency of t 1 . Similarly, ⌬ j 2 ͑t 2 ͒ corresponds to the frequency fluctuation amplitude of the second electronic coherence state evolving during the third time period t 3 . The fourth term, H j ͑t 2 ͒, describes how the two frequencies of electronic transitions separated by t 2 correlate with each other. In the limit when H j ͑t 2 ͒ = 0, the electronic transition induced by the first field-matter interaction is completely independent of that created by the third field-matter interaction. The photon echo shift is linearly proportional to H j ͑t 2 ͒. When the chromophore transition frequencies are inhomogeneously distributed, e.g., impurities in a glassy medium, the asymptotic value of H j ͑t 2 ͒ at t 2 → ϱ is nonzero and the photon echo peak shift does not vanish. 1 Also it was theoretically proven that the diagonal elongation of 2D diagonal peaks in the 2D photon echo or pump-probe spectra is directly related to the transition frequency correlation term H j ͑t 2 ͒. 22 The last term in Eq. ͑29͒, Q j ͑t 2 ͒, describes the Stokes shift of emission frequency induced by the solvation of an excited state.
V. PHOTON ECHO PEAK SHIFTS
If the pulse widths are much shorter than any of the vibrational dynamics of interest, i.e., we are in the impulsive limit, the time-resolved photon echo polarization becomes linearly proportional to the associated nonlinear response function: 20 S echo ͑t 3 ,t 2 ,t 1 ͒ ϰ Re͓R͑t 3 ,t 2 ,t 1 ͔͒. ͑32͒
In order to calculate the photon echo signal satisfying the phase matching condition of k s =−k 1 + k 2 + k 3 , one needs to consider 16 different rephasing diagrams for a dimeric system shown in Fig. 4 and the response function directly related to the echo signal is given by
From the general cases studied in Sec. IV, one can obtain the corresponding short-time expanded expressions for the 16 contributions in Fig. 4 and they are summarized in Appendix B.
FIG. 4. The 16 double-sided Feynman diagrams that are directly relevant to the rephasing photon echo spectroscopy. G͑T͒ is the conditional probability. The superscript in R 2 ͑11͒ , for example, emphasizes which one-exciton state is involved in the nonlinear optical transition pathway. The subscript "2" in R 2 ͑11͒ shows that it is derived from the general nonlinear response function component R 2 in Eq. ͑27͒.
In Eq. ͑33͒, G jk ͑t͒ is the conditional probability of finding a population state on the jth one-exciton state at t when it was on the kth one-exciton state initially at t = 0. In Appendix C, we present a theoretical description of the conditional probability G jk ͑t͒ for a dimeric system, when the exciton transition rate is calculated by using Redfield theory.
The physical meaning of each term in Eq. ͑33͒ is selfexplanatory. For instance, in the first term in Eq. ͑33͒, R 2
͑11͒
describes the nonlinear optical transition pathway involving a population evolution on the ͉e 1 ͘ state. However, due to the population transfer process, this term should be multiplied by the factor G 11 ͑T͒ which is simply a survival probability. Now, the last four diagrams in Fig. 4 involve population transfer from one state to another during the time period T so that one can find the cross conditional probabilities G jk ͑t͒ with j k. The third term in Eq. ͑33͒ does not contain either the survival or the cross conditional probability factors, since the quantitatively reliable secular approximation 23 was invoked to obtain Eq. ͑33͒. More specifically, the highly oscillating nonsecular terms do not affect the long time ͑Ͼ͉ e 2 g − e 1 g ͉ −1 ͒ behavior of the density operator ͑superoperator͒ evolution because the rapidly oscillating factors average to zero much more rapidly than relaxation occurs. For the same reason, the terms R 2 ͑21͒ ,−R 1 *͑12f͒ , and −R 1 *͑21f͒ in Eq. ͑33͒ have no survival or conditional probability factors. However, in the cases of R 3 ͑mn͒ ͑m , n =1,2͒, the system density matrix element during T corresponds to the diagonal ͑population͒ state on the electronic ground state so that they are not influenced by the excited state population transfer processes.
Although the formal expressions given in Appendix B for each nonlinear response function components in Eq. ͑33͒ are cumbersome, all that is required in numerical calculations are the two site energies, the coupling constant, and the three spectral densities, j ͑͒ ͑for j =1, 2, and c͒, properly scaled by the associated solvent reorganization energies.
A. One-color PEPS: Slow population transfer limit
In general, all 16 pathways in Fig. 4 contribute to the rephasing photon echo nonlinear response function. However, depending on the specific experimental arrangement one can selectively measure just a few terms in Fig. 4 . If the two one-exciton states are energetically well separated, one can carry out photon echo peak shift measurements by employing either one-color or two-color pulses by controlling the center frequencies of the laser fields. In the case of onecolor PEPS, the central frequencies of all three pulses are identical and are controlled to be resonant with one of the two one-exciton states. Here, the spectral band width of each pulse should be narrow enough to excite and probe only one band separately. On the other hand, two-color PEPS requires two beams with separately controlled center frequencies which are resonant with the two excited states. Recently, Yang and Fleming 7 theoretically showed that two-color PEPS measurement is experimentally feasible and indeed later it was experimentally demonstrated by Prall et al. 9 that one can use this two-color PEPS technique to study electronic coupling effects in a dimeric system. In this paper, we first develop a generalized theoretical model for one-and two-color PEPS of a coupled chromophore system.
In general, there are two different one-color PEPS measurements depending on the external field frequency because there are two electronically different one-exciton states. Unlike a single dye molecule in a condensed phase, the dimeric system can undergo population transfer 4, 5 between the two one-exciton states so that it is not possible to obtain analytically simple expressions for the PEPS. However, in this and following subsections, we will focus on the limiting case when the population transfer is very slow in comparison to the solvation correlation time, a few tens or hundreds of femtoseconds. This means that the survival probability G 11 ͑T͒ ͓G 22 
If the field frequency is in resonance with the transition of the first ͑low-lying͒ one-exciton state, the rotating-waveapproximated ͑RWA͒ nonlinear response function is approximately given by
and all the other terms in Fig. 4 contribute negligibly to this one-color photon echo signal because they are nonresonant. ͑36͒, a few interesting features of the one-color PEPS of a dimer can be deduced. First of all, in the limit of A c ͑T͒ =0, if one * ͑T ; 1 = 3 = e 1 g ͒ measured experimentally appears different from one * ͑T ; 1 = 3 = e 2 g ͒, it can provide direct evidence that the solvation dynamics of the two chromophores differ from each other except for the case when = /4. Second, it is found that the one-color PEPS is linearly proportional to the correlation function of the fluctuating coupling constant, A c ͑T͒ =Re͓͗q c ͑T͒q c ͑0͔͒͘. For a dimeric system, the coupling strength can oscillate in time due to a low-frequency vibrational motion modulating intermolecular distance between two constituent chromophores. Then, A c ͑T͒ can be modeled as a damped oscillating function giving rise to oscillating behavior in the one-color PEPS. Recently, Prall et al. 9 observed this phenomenon in their one-and two-color PEPS measurements. Equation ͑36͒ can be used to quantitatively describe the experimental results.
B. Two-color PEPS: Slow population transfer limit
A two-color PEPS measurement is carried out by controlling the frequencies of the first two pulses to be different from that of the third pulse. In a dimeric system, there are two different ways to measure the two-color PEPS. ͑i͒ Case 1 g , the first case corresponds to an uphill transition and the second to the downhill transition. In this subsection, we will consider cases when the population transfer time scale is much slower than the solvation correlation time.
Then, when 1 = e 1 g and 3 = e 2 g , the corresponding nonlinear response function relevant to this experiment is given by R͑t 1 ,t 2 ,t 3 ; 1 = e 1 g , 3 
Note that all other contributions in Fig. 4 
The above expressions are quite general and can be reduced to a few different limiting cases studied before. For instance, when A 1 ͑T͒ = A 2 ͑T͒ and A c ͑T͒ = 0, both Eqs. ͑39͒ and ͑40͒ become identical to each other and the resultant expression in this limit is the same as that obtained by Yang and Fleming. 7 From Eqs. ͑39͒ and ͑40͒, one can explore a few interesting special cases.
In the case of a heterodimer system, i.e., A 1 ͑T͒ A 2 ͑T͒, the two-color PEPS of the uphill transition differs from that of downhill transition because the system itself has a broken symmetry.
Second, both the uphill and downhill PEPS, two * ͑T; 1 = e 1 g , 3 = e 2 g ͒ and two * ͑T; 1 = e 2 g , 3 = e 1 g ͒, are linearly proportional to 2 = cos 2 sin 2 , which is a measure of excited state delocalization. Therefore, if there is no coupling between the two monomers, i.e., =0, = 0 and there is no PEPS in this limiting case. Thus, a nonzero two-color PEPS is strong evidence that the two chromophores are coupled and the cross correlation between ␦⍀ 1 ͑t͒ and ␦⍀ 2 ͑t͒ is finite.
The reason for this is intuitively clear: In the case of no coupling, the transition frequency of chromophore 1 fluctuates in time due to the chromophore-bath interaction, but its fluctuation is completely independent of the transition frequency fluctuation of the chromophore 2. On the other hand, suppose that the coupling constant J is finite. The transition frequency fluctuation of the excitonic state 1 is fully correlated with that of 2. This is because the transition frequency fluctuation of chromophore 1 induces fluctuations of transition frequencies of the two one-exciton states with a welldefined phase relations ͓see Eq. ͑10͔͒. Therefore, the two-color PEPS magnitude becomes large with an upper bound of the one-color PEPS magnitude. The above argument on the origin of two-color PEPS for a coupled chromophore system remains valid for any electronically coupled multichromophore system. However, a cautionary remark should be given. The above argument is correct only when there is no excitation transfer between the two one-exciton states or at least when the population transfer time scale is much slower than the PEPS relaxation time ͑or equally solvation correlation time͒ that is typically less than a few hundreds femtoseconds. This is because population transfer can carry memory of the initial coherence state during t 1 and can therefore contribute to the two-color PEPS signal.
Third, both the uphill and downhill PEPS are linearly proportional to −A c ͑T͒ not to A c ͑T͒. Comparing Eq. ͑39͒ or ͑40͒ with ͑36͒, we find that the phase ͑sign͒ of the A c ͑T͒ contribution to the one-and two-color PEPS signals differs in the two expressions. This suggests that the modulation of coupling strength between the two chromophores can be observed in these two different experiments. In the case of one-color PEPS, one can probe the dynamic correlation of transition frequencies over the waiting time T. When the coupling constant oscillates in time, the fluctuating transition frequency of either ͉e 1 ͘ or ͉e 2 ͘ will also oscillate and its phase will be preserved over time T. On the other hand, the oscillating coupling strength will induce modulation of energy gap between the two different one-exciton states so that the two-color PEPS can directly probe cross correlation between the transition frequency of ͉e 1 ͘ ← ͉g͘ and that of ͉e 2 ͘ ← ͉g͘, where these two frequency fluctuations induced by the oscillatory ͑or stochastically fluctuating͒ coupling strength are always out-of-phase to each other. In Fig. 5͑a͒ , for the homodimer system, the numerically calculated oneand two-color PEPS response from Eqs. ͑36͒ and ͑39͒ are plotted. In addition to the initial decaying component representing solvation dynamics of the one-exciton state, there appears an oscillatory component originating from the oscillating coupling strength. Clearly, the phase of oscillatory two-color PEPS component is exactly out-of-phase in comparison to that of one-color PEPS. Precisely this difference between one-and two-color PEPS signals was observed by Prall et al. 9 in their experiments on LuPc 2 − .
C. Direct comparison between the one-and two-color PEPS
In general, the one-color PEPS does not relate to the two-color PEPS not only because the eigenvectors of the two one-exciton states differ from each other, i.e., cos sin but also because the frequency-frequency correlation function of the chromophore 1, C 1 ͑t͒, is different from C 2 ͑t͒. However, even when the two chromophores are identical, their transition frequencies can still differ from each other because of an inhomogeneous environment, but C 1 ͑t͒ remains identical to C 2 ͑t͒ and one can obtain a simple relationship between the one-and two-color PEPS. In this limiting case of C 1 ͑t͒ = C 2 ͑t͒, we find that one * ͑T͒ one * ͑T͒ + two * ͑T͒
If the mean square fluctuation amplitude of the coupling constant J is much smaller than that of the site energy, one can ignore the second term inside the braces of Eq. ͑41͒. From Eq. ͑41͒, it is predicted that, for a homodimer system, by measuring both one-and two-color PEPS and calculating the above ratio as a function of delay time T, one can estimate ͑1͒ the mixing angle, ͑2͒ the coupling constant J, and ͑3͒ the ratio of A c ͑T͒ / A 1 ͑T͒. In Fig. 5͑b͒ , the ratio given by Eq. ͑41͒ is plotted-note that the time axis has a logarithmic scale. At short time, the ratio is almost constant and close to 2 cos 2 sin 2 = 0.5. However, the oscillatory contribution from A c ͑T͒ is visible at longer time.
D. One-and two-color PEPS: Population transfer effect
In Secs. V A and V B, we considered one-and two-color PEPS when the time scale of population transfer between the one-exciton states is very slow in comparison to the relevant time scale of the decaying PEPS signal. However, if this assumption breaks down, for the two cases of one-color PEPS, i.e., 1 = 3 = e 1 g and 1 = 3 = e 2 g , the RWAnonlinear response functions should be written as
Second, for the uphill and downhill two-color PEPS, the corresponding response functions are to be
In order to understand the origins of newly added terms in Eqs. ͑42͒ and ͑43͒, let us, for example, consider the physi-FIG. 5. ͑a͒. One-and two-color PEPS vs T for the homodimer. ͑b͒ The ratio defined in Eq. ͑41͒ vs T. Note that the x axis in ͑b͒ is logarithmic.
cal meaning of the last contribution −G 21 ͑T͒R 1 *͑11f͒ in Eq. ͑42͒. After the two field-matter interactions with the 1 ͑Ϸ e 1 g ͒ fields ͑pulses͒, the system undergoes population evolution in ͉e 1 ͗͘e 1 ͉ during T. During this second time period of T, the population state can transfer to the other population state, ͉e 2 ͗͘e 2 ͉, so that the third field-matter interaction with the 3 ͑= 1 Ϸ e 1 g ͒ field ͑pulse͒ becomes resonant, i.e., ͑ e 1 g Ϸ fe 2 ͒. Therefore, R 1 *͑11f͒ contributes to the one-color PEPS for the case when 1 Ϸ e 1 g and 3 = 1 Ϸ e 1 g . However, the nonlinear response component R 1 *͑11f͒ whose diagram is shown in Fig. 4 differs from R 1 *͑11f͒ , because the pathway corresponding to R 1 *͑11f͒ does not involve any population transfer process, whereas the R 1 *͑11f͒ pathway involves population transfer from ͉e 1 ͗͘e 1 ͉ to ͉e 2 ͗͘e 2 ͉. Thus, we need to develop an approximation scheme to obtain an expression for R 1 *͑11f͒ . A question that needs to be addressed is whether the excitation frequency during t 1 is correlated with the stimulated emission frequency during t 3 even when the system undergoes population transfer to the other electronic state. In the present work, we will assume that the population transfer induces a complete memory loss on the excitation frequency during t 1 so that the corresponding H j ͑t 2 ͒ function will be assumed to be zero. In Appendix B, we present theoretical expressions for the four new diagrams ͑shown in the last row in Fig. 4͒ that involve population ͑exciton͒ transfer during t 2 = T. Within the above approximation, the R 1 *͑11f͒ component does not produce any photon echo peak shiftnote that the peak shift is induced by the correlation of the excitation and emission frequencies and theoretically it is determined by H function. To calculate a conventional integrated photon echo measurement, one should take the square of the nonlinear response function given in Eqs. ͑42͒ and ͑43͒ and calculate the integration over the t 3 time from zero to infinity. Due to the additional terms in Eqs. ͑42͒ and ͑43͒, the numerically calculated one-and two-color PEPS can be in general different from those in Eqs. ͑36͒, ͑39͒, and ͑40͒ in the limit of no population transfers. More specifically, if the transfer rate is faster than the solvation correlation time and if the uphill transition rate is negligibly smaller than the downhill transition rate, Eqs. ͑42͒ and ͑43͒ can be approximately written as, for TϾ solvation correlation time, In this limit, the one-color PEPS probed at 1 = 3 = e 2 g should be very small, though that at 1 = 3 = e 1 g is still reasonably large. In contrast, both the uphill and downhill two-color PEPS are sizable, though the downhill two-color PEPS is smaller than the uphill two-color PEPS.
In this subsection, we presented a discussion on the influence of population transfer in the one-exciton state manifold, and we carried out numerical simulations of one-and two-color PEPS for our two model systems, the homo-and heterodimer, prescribed in Sec. III. It turns out for our model system that the time scale of the population transfer processes is about a few picoseconds, which is much slower than the ultrafast solvation correlation time. Therefore, we found no discernable changes of the one-and two-color PEPS when we took into account the population transfer processes properly by using Eqs. ͑42͒ and ͑43͒ instead of ͑36͒, ͑39͒, and ͑40͒ or by directly calculating the approximate nonlinear response functions and numerically integrating them over t 3 . However, in the cases of large J aggregates 6, 24, 25 and coupled multichromophoric systems like light-harvesting protein complexes, 16, 19, [26] [27] [28] [29] [30] [31] the excition migration rates were found to be very fast and even comparable to the solvation correlation time. For such systems, one might have to properly take into account the population transfer contributions to the PEPS by extending the theoretical descriptions presented in this paper to those multichromophoric systems.
VI. 2D PHOTON ECHO SPECTROSCOPY
The PEPS measurement relies on the idea that the time envelope of the ultrafast pulse is still broad enough to perform frequency-selection of just a few relevant nonlinear response components that survive over the RWA. However, advances in laser technology, enable one to use pulses with durations less than a few tens of femtoseconds. It is thus possible in some cases to excite the entire set of excited states and in such a case, 11, 16 the Dirac delta-function approximation to the pulses is quantitatively acceptable. Then, much like 2D NMR ͑nuclear magnetic resonance͒ spectroscopy, one can produce a whole set of electronic coherence states with a single ultrafast pulse. After a waiting time T from the second pulse, the third ultrafast pulse can be used to probe the time evolution of the second set of electronic coherence states in time by employing the heterodyne-detection method. The measured signal is now a function of three delay times, t 1 = , T, and t 3 = t. In the present section, we will consider the double Fourier transform of the photon echo response function given in Eq. ͑33͒ as the reference twodimensional photon echo spectrum, i.e.,
where W j is the conjugate Fourier frequency of the experimentally controllable delay time t j . The sign ± should be properly chosen by considering the rotating wave approximation for a given specific experimental condition. Using the short-time approximate nonlinear response function presented in Appendix B, the above two-dimensional Fourier transform can be calculated analytically. 17 For instance, the double Fourier transform of the first response function R 2
͑11͒
is found to be
where ⌫͕x , y͖ is the normalized Gaussian function defined as
2 /2y͒ and all the necessary auxiliary functions in Eq. ͑46͒ were already given in Appendix B. One can obtain the remaining 15 2D spectra. Here, the notation R 2 ͑11͒ means that it is a double Fourier transform of R 2 ͑11͒ . The first Gaussian function in Eq. ͑46͒ has a width determined by the variance of ␦ 2 ͑T͒ and its center frequency is determined by the ensemble averaged transition frequency between ͉g͘ and ͉e 1 ͘ states e 1 g . Now, the second Gaussian function in Eq. ͑46͒ is centered at W 3 = e 1 g − Q͑T͒ + ͕H͑T͒͑W 1 − e 1 g ͖͒ / ␦ 2 ͑T͒. In addition to the Stokes shift process represented by the term −Q͑T͒ during T, the finite memory on the electronic phase surviving over the delay time T affects on the center frequency of this second Gaussian function as can be seen in the last term ͕H͑T͒͑W 1 − e 1 g ͖͒ / ␦ 2 ͑T͒. Due to the latter contribution, the 2D contour shape is diagonally elongated and its slope was found to be linearly proportional to the solvation correlation function.
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A. Qualitative comparison between PEPS and 2D photon echo
For a general coupled multichromophoric system, in Ref. 17 we recently presented a detailed theoretical description of 2D photon echo spectroscopy including population transfer processes within the one-exciton state manifold. For a coupled multichromophoric system of N chromophores, the number of two-exciton states increases approximately as N 2 and the transition dipoles from one-exciton states to twoexciton states cannot be simply related to the transition dipoles from the ground state to one-exciton states. Thus, it becomes increasingly complicated to quantitatively analyze the origins of cross peaks and their relative amplitudes to those of diagonal peaks due to the well-known spectral congestion. In contrast, for a dimeric system, one can obtain analytical expressions for the cross peak amplitudes and describe other useful observables in detail.
In Sec. V, we discussed the one-and two-color PEPS for a general dimeric system and showed that the two-color PEPS is a useful tool for measuring the cross-correlation amplitude of fluctuating transition frequencies of the two one-exciton states. As demonstrated in Sec. V, when the two chromophores are coupled to each other, the transition frequency of a given one-exciton state is ͑in-phase͒ correlated with that of the other one-exciton state. Thus, the two-color PEPS becomes finite at short time ͑shorter than the population transfer time scale͒. Here, it should be emphasized that the PEPS measurement does not rely on a measurement of the photon echo signal intensity so that the calculations of transition dipoles are not necessary ingredients for understanding the origins of PEPS. Does this mean that the orientations of the two chromophores are not relevant in the decaying pattern and amplitude of PEPS at all? Note that the transition dipoles of the two one-exciton states are directly related to the relative orientations of the two transition dipoles of each chromophore and that the photon echo signal field intensity is largely determined by the products of transition dipoles. The answer to the above question is clearly no. Although the PEPS signal itself is not a direct function of transition dipoles among the ground, one-exciton, and twoexciton states, it does depend on the orientation of the two chromophores because the electronic coupling constant is intrinsically a function of the distance and orientation of the two chromophores. Only when the electronic coupling constant is finite, does the mixing angle deviate from 0, and the extent of delocalization of each one-exciton state, given by cos or sin , is finite, so that 2 ͑ϵcos 2 sin 2 ͒ Ͼ 0, and the two-color PEPS is nonzero. On the other hand, the same electronic coupling effect appears in the 2D photon echo spectrum differently as cross peaks in the ͑W 1 , W 3 ͒ space. For a typical dimeric system, where the absorption spectrum consists of two frequency-resolved bands, there are four distinct peaks, i.e., two diagonal peaks at ͑W 1 = e 1 g , W 3 = e 1 g ͒ and ͑W 1 = e 2 g , W 3 = e 2 g ͒ and two offdiagonal peaks at ͑W 1 = e 1 g , W 3 = e 2 g ͒ and ͑W 1 = e 2 g , W 3 = e 1 g ͒. These four peaks are associated with different diagrams shown in Fig. 4 . Regardless of the way we treat the chromophore-bath interaction-induced dephasing, the intensities of these four peaks are largely determined by the products of transition dipoles. Depending on which peak is considered, the expressions of transition dipole products differ from one another. Note that only when the electronic coupling is nonzero does the cross peak intensity become nonzero. As emphasized in Ref. 16 , if the electronic coupling constant is zero, the sum of pathways producing cross ͑off-diagonal͒ peaks completely destructively interferes to make the off-diagonal peak amplitude zero. Thus, the existence of cross peaks provides direct evidence of electronic coupling, but unlike PEPS the 2D spectral feature is, in addition to the dephasing rates, mainly determined by the echo signal field amplitude not by the cross-correlation amplitude of the fluctuating transition frequencies of the two one-exciton states. Consequently, the one-and two-color PEPS method and the 2D photon echo are complementary to each other. Depending on physical properties of the system and the observables of interest, one of the two methods may be superior to the other.
B. Characteristic features in 2D photon echo spectra
For a dimeric system, one can classify all 16 diagrams into four groups that differ from one another by the positions of correponding 2D photon echo spectra. For the two diagonal peaks and the two off-diagonal peaks, the spectra can be written as a sum of four spectral components as ͑1͒ diagonal peak at ͑W 1 = e 1 g , W 3 = e 1 g ͒:
͑2͒ diagonal peak at ͑W 1 = e 2 g , W 3 = e 2 g ͒:
͑3͒ off-diagonal peak at ͑W 1 = e 1 g , W 3 = e 2 g ͒:
͑4͒ off-diagonal peak at ͑W 1 = e 2 g , W 3 = e 1 g ͒:
One can obtain approximate expressions similar to Eq. ͑46͒ for all 16 terms in Eqs. ͑47a͒-͑47d͒ by using the short-time approximate response functions in Appendix B. The total 2D photon echo spectrum, in the impulsive limit, can be written as
In Fig. 6 , we plot the two 2D photon echo spectra of the homo-and heterodimer systems described in Sec. III. In particular, we show the 2D spectra when T = 400 fs. In both cases, the diagonal and off-diagonal peaks are clearly visible and resolved in frequency domain. The signs of the offdiagonal peaks are negative ͑deep blue͒, whereas those of diagonal peaks are positive ͑red and yellow͒. In addition, the two off-diagonal peak amplitudes differ from each other.
In order to quantitatively analyze the peak amplitude distributions for a 2D photon echo dimer spectrum, let us consider the four different peaks separately by using Eqs. ͑47a͒-͑47d͒. For instance, the four terms in Eq. ͑47a͒ contribute to the diagonal peak at ͑W 1 = e 1 g , W 3 = e 1 g ͒, but the third term, R 1 *͑12f͒ , is particularly a very quickly decaying function of time T because it involves a coherence state evolution ͉e 2 ͗͘e 1 ͉ during T. In this case, as shown in Appendix B, the time evolution of R 1 *͑12f͒ during T is mainly determined by the following function: 
͑49͒
This quantum beat amplitude decays very fast for the following reason: For the sake of simplicity, let us assume that the solvent reorganization energies 1 and 2 are identical to each other, i.e., = 1 = 2 and that c Ӷ. In this case, we have
For the case of a typical dye molecule in solution, the solvent reorganization energy ranges from a few tens of wavenumbers to a few thousands of wavenumers. At room temperature, as varies from 10 to 1000 cm −1 , the amplitude of Eq. ͑49͒ becomes less than 0.05 at time ϳ200 fs and ϳ20 fs, respectively. Defining the solvation time as
where is the average solvent reorganization energy ͓for a dimer = ͑ 1 + 2 ͒ /2͔, we find that the third term, R 1 *͑12f͒ , can be ignored at time T Ͼ sol . Second, the fourth term,
, is also small when the population transfer is slow. The population relaxation time is defined as
where the uphill and downhill transition rate constants are given in Appendix C. FIG. 6 . Two-dimensional photon echo spectra of the homo-and heterodimer systems are shown in the left and right panels, respectively. The x and y axes correpond to W 1 and W 2 , respectively, in cm −1 . Negative amplitude is represented by the deep blue color, whereas a positive signal is represented by red and yellow. The waiting time T in this case is 400 fs. All other necessary parameters required in the numerical simulations were described in Sec. III.
Thus, during the intermediate time T,
the four expressions in Eqs. ͑47a͒-͑47d͒ can be approximately written as ͑1͒ diagonal peak at ͑W 1 = e 1 g , W 3 = e 1 g ͒:
When the delay time T is in the range of sol Ͻ T Ͻ pop and when the two local transition dipoles d 1 
͑55͒
It is interesting to note that the peak amplitude is determined by two values and , where the former is a measure of the delocalization of the excited states and the latter is the angle between the two local transition dipoles. Second, note that the diagonal peak amplitudes do not vanish even in the localization limit, i.e., = 0. On the other hand, the offdiagonal peak amplitudes vanish as approaches zero. That is to say, in the limit of zero coupling, i.e., infinite separation of the two chromophores in space, the two excitons are now completely localized on one of the two chromophores so that e 1 = 1 and e 2 = 2 . Then, we have ͗ e 1 2 e 2 2 ͘ = ͗ 1 2 2 2 ͘ and ͗ e 1 e 1 f 2 e 1 ͘ = ͗ 1 2 2 2 ͘. Therefore, the two contributions exactly cancel out ͑destructively interfering with each other͒ and the cross-peak intensity vanishes. This result again formally proves that the existence of cross peaks in a given 2D photon echo spectrum is direct evidence of electronic couplings among chromophores at times short compared to interlevel relaxation. For the sake of simplicity, let us consider a homodimer. In this case, = 0.5 so that we find
where the four auxiliary functions are defined as
͑57͒ f 12 ͑cos ͒ = ͑2 cos + 1͒͑cos + 1͒, f 21 ͑cos ͒ = ͑2 cos − 1͒͑cos − 1͒.
Note that the peak amplitudes are given as functions of . Thus, in addition to the amplitude analysis of the absorption spectrum, one can also use the above set of equations and their various ratios to quantitatively determine the angle between the two local transition dipoles. In Fig. 7 , we plot the four auxiliary functions f jk ͑cos ͒. By measuring the relative peak amplitudes and using Eq. ͑55͒ or ͑56͒, it will be possible to determine the structural alignments of the two coupled chromophores.
As was shown in this paper, the PEPS measurement is superior to studying solvent-induced memory loss rate of electronic frequencies over the waiting time T. On the other hand, the two-dimensional display of the total ͑rephasing͒ nonlinear response function is useful in measuring couplinginduced cross peaks in a more visual way. Although, for a dimeric system, it might not be so difficult to interpret and quantitatively analyze the PEPS and the 2D spectrum, as the number of coupled chromophores increases, the one-and two-color PEPS requiring both time resolution and frequency resolution becomes complicated due to the contradictory requirements ͑1͒ that the increasingly fast exciton migration needs much shorter pulses for better time-resolution and ͑2͒ that the small energy gaps among one-exciton states need broader pulses for frequency resolution. Similarly, the 2D spectroscopy becomes more complicated due to the spectral congestion when the number of chromophores increases. However, as shown recently, 16, 17 the information content of the 2D line shape is dense enough to be of use in a far more stringent test of theoretical models.
VII. SUMMARY
The one-and two-color photon echo peak shifts were shown to be useful in directly measuring the auto-and crosscorrelation functions of fluctuating exciton frequencies in a coupled chromophore system. We showed that a finite twocolor peak shift amplitude provides strong evidence that the two chromophores are electronically coupled to produce two delocalized exciton states. In contrast, two-dimensional photon echo spectroscopy is a useful technique for measuring coupling-induced cross peak amplitudes. The existence of cross peaks at time shorter than the population transfer time scale is a characteristic feature revealing nonzero electronic coupling between chromophores. It was shown that these two different ways to detect the photon echo nonlinear response of a coupled chromophore system can be used to obtain complementary information on the chromophore-bath interaction-induced solvation dynamics and population transfer processes in any multichromophoric systems.
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APPENDIX A: FOUR AUXILIARY FUNCTIONS FOR THE NONLINEAR RESPONSE FUNCTIONS IN EQ. "27…
In this appendix, the four auxiliary functions F j ͑t 1 , t 2 , t 3 ͒ are presented for the sake of completeness:
APPENDIX B: SHORT-TIME APPROXIMATE EXPRESSIONS OF DEPHASING FUNCTIONS
In this appendix, the short-time-approximated nonlinear response function components contributing to rephasing photon echo signal are presented. The first 12 components in Fig. 4 The expansion functions solely depending on t 2 are for F 2 ͑11͒ ͑t 1 , t 2 , t 3 ͒:
Thus, the entire nonlinear response function components in Eq. ͑B1͒ are expressed in terms of correlation functions of each monomer transition frequency or of coupling constant. The Stokes shifting function, j ͑t͒ for j =1, 2, or c, is defined as j ͑t͒ = ͐ 0 ϱ d j ͕͑͒cos t −1͖. 22 In Fig. 4 , there are four additional terms in the last row and they all involve population transfer processes during the second time period of t 2 . These four components in Fig. 4 
