We introduce and test a new method to detect annual forest cover loss from time series estimates of percent tree cover. Our approach is founded on two realistic assumptions: (1) land cover disturbances are rare events over large geographic areas that occur within a short time frame; and (2) spatially discrete land cover disturbances are continuous processes over time. Applying statistically rigorous algorithms, we first detect disturbance pixels as outliers of an underlying chi-square distribution. Then, we fit nonlinear, logistic curves for each identified change pixel to simultaneously characterize the magnitude and timing of the disturbance. Our method is applied using the yearly Vegetation Continuous Fields (VCF) tree cover product from Moderate Resolution Imaging Spectroradiometer (MODIS), and the resulting disturbance-year estimates are evaluated using a large sample of Landsat-based forest disturbance data. Temporal accuracy is ~65% at 250-m, annual resolution and increases to >85% when temporal resolution is relaxed to ±1 yr. The r 2 of MODIS VCF-based disturbance rates against Landsat ranges from 0.7 to 0.9 at 5-km spatial resolution. The general approach developed in this study can be potentially applied at a global scale and to other land cover types characterized as continuous variables from satellite data.
Introduction
Forest cover loss is releasing massive quantities of carbon dioxide from the terrestrial biosphere into the atmosphere [1] . As the second largest source of anthropogenic greenhouse gas emissions, tropical deforestation is estimated to emit 0.3 to 0.8 petagrams of carbon per year (Pg·C·yr in the 2000s [2] [3] [4] [5] [6] [7] . The large range of emission estimates is mainly due to uncertainties in both deforestation and biomass density estimates [1, 8] . A recent study suggested that areal estimates of deforestation could contribute as many as 5-10-times more error to emission estimates than biomass data [5] . The accurate quantification of forest cover change is therefore critically important for reducing uncertainties in carbon emission estimates and for evaluating the effectiveness of environmental policies aiming at reducing emissions from deforestation and forest degradation (REDD+).
Changes in forest and other land cover types have been monitored by various techniques using remotely sensed data for over four decades [9, 10] . Although many successful applications of satellite monitoring of forest cover change are carried out at sparse temporal intervals (e.g., 5 yr, 10 yr or longer) [11] [12] [13] [14] [15] [16] [17] , forest change rates have been shown to vary substantially from one year to another [18] [19] [20] . Hence, change products derived at sparse temporal intervals cannot capture such temporal dynamics, especially when forest cover change is caused by harvest and other land management practices [21] . In areas where forests can re-establish within a few years after having been cleared, coarse-interval change detection may also miss significant portions of the changes that are followed by rapid regrowth [14, 22, 23] .
To overcome these limitations, a growing number of studies have exploited dense time series of satellite observations for monitoring forest cover change. In particular, a number of novel techniques have recently emerged for reconstructing forest change history using dense time series of Landsat images [24] [25] [26] [27] . Consisting of "clear-view" Landsat observations every year or every two years [19] , such image stacks allow forest change mapping at annual or biennial time steps. Although Landsat provides one of the longest and most consistent satellite records of the land surface with a spatial resolution suitable for monitoring many types of anthropogenic land cover change [28] , dense time series of Landsat observations do not exist in many areas outside the U.S. [29] . So far, optimized global collections of Landsat images are available only for a few selected epochs centered at 1975, 1990, 2000, 2005 and 2010 [30-32] , although global wall-to-wall coverage has been constructed using all available Landsat 7 Enhanced Thematic Mapper Plus (ETM+) images between 2000 and 2012 [20] . In the tropics, where most carbon emissions from deforestation are located, cloud and shadow contamination is another limiting factor for large-area land cover change mapping with Landsat [33] . Coarse-resolution sensors, such as MODIS, with a daily revisit frequency, have a greater probability of obtaining cloud-free observations annually [22, 33] .
Methods for mapping forest disturbance using time series satellite data mainly rely on detecting structural changes in the spectral responses of a pixel over time [26, 27, 34] or changes in spectral-based indices, such as the Normalized Difference Vegetation Index (NDVI) [35] [36] [37] , Enhanced Vegetation Index (EVI) [38] , disturbance index [14, 39] , MODIS global disturbance index [40] , the integrated forest z-score [24] , etc. Spectral index-based methods (e.g., NDVI) typically seek a drop in inter-annual signals to infer forest loss or an increase for forest gain. Whereas NDVI is a robust indicator of vegetation cover; even a strong drop in NDVI may not be unambiguously related to forest loss, as other vegetation changes, such as crop rotation, may result in similar patterns of NDVI change. Moreover, time series of vegetation indices are often sensitive to fluctuations in primary productivity and/or climatic fluctuations at intra-annual scales, causing difficulties for land cover change detection [41] . As an alternative, explicitly converting intra-annual satellite signals to annual continuous tree cover and then tracking year-to-year changes in tree cover provides another useful way for disturbance mapping [41, 42] .
The objective of this study is to develop and test a novel procedure to quantify annual forest cover loss using time series MODIS Vegetation Continuous Fields (VCF) tree cover dataset. The MODIS VCF product (MOD44B), currently in Collection 5, has a spatial resolution of 250-m and a temporal resolution of one year from 2000 to 2010 [43] . More details of this dataset are described in Section 2 of the paper. In Section 3, an algorithm, namely VCF-based Change Analysis (VCA), is presented with an overview followed by detailed descriptions. The algorithm is then tested in two distinctive biomes of various patterns of forest cover loss-the southern Amazon and the Western U.S.-and evaluated using reference data derived from Landsat. The qualitative and quantitative evaluation results are presented in Section 4. We then discuss the study using global examples of the algorithm implementation in Section 5 and draw general conclusions in Section 6.
Data
The MODIS VCF tree cover data have been used in a wide range of Earth system studies, such as simulating climate [44] , quantifying gross forest cover loss [15] , mapping forest canopy height [45] , mapping forest biomass [46] , analyzing the conservation status of tropical dry forests [47] , estimating carbon emissions from deforestation [5] and as a source of training for a Landsat-based global tree cover dataset [48] . The current version is generated at a spatial resolution of 250 m annually from 2000 to 2010 [43] . To make the product, a bagged regression tree model is trained on a large Landsat-based reference sample and annual phenological metrics composited from the MODIS 16-day surface reflectance, including Bands 1-7 and brightness temperature from Bands 20, 31 and 32 [49] . The model is then applied to annual phenological metrics to predict percent tree cover in each MODIS pixel in each year. Here, tree cover refers to percent canopy cover, which measures the proportion of skylight obstructed by tree canopies equal to or greater than 5 m in height [49] . Poor-quality pixels due to either cloud, cloud shadow, high aerosol or >45° view zenith angle are reduced through the composition process, and the remnants are flagged in the quality assurance (QA) layer as a per pixel quality indicator. It is important to note that the yearly VCF product is generated based on atmospherically-corrected surface reflectance (a uniform physical value that enhances spatial consistency for the global characterization of tree cover, as well as temporal consistency for change analysis).
An early version of VCF was validated using high-resolution IKONOS images and field data in Zambia [50] . The Collection 1 global VCF product was validated against independent field data across the arid Southwestern United States [51] , and later, the Collection 4 product was evaluated using reference data derived from high-resolution images across the boreal-taiga ecotone [52] . Recently, the error of the Collection 5 VCF was estimated against measurements of tree cover from small-footprint light detection and ranging (LiDAR) data in four sites across three different forest biomes [48] . Additionally, many studies have cross-compared the MODIS VCF to other remotely-sensed global land cover datasets [53] [54] [55] [56] . These independent assessments found that saturation of the optical signal, phenological noise and confusion with dense herbaceous vegetation led to errors in the earlier MODIS VCF, varying between 10%-31% in terms of root-mean-square error (RMSE) and 7%-21% in the latest version [48, 51, 52] . The latest Collection 5 MODIS VCF product is used in this study.
The VCA Algorithm

Algorithm Overview
Our algorithm explicitly tracks changes in tree cover over time, as opposed to existing time series approaches of forest cover change detection (e.g., VCT [24] , LandTrendr [26] ), which rely on spectral indexes to infer forest cover change. This new method, which also improves upon existing empirical approaches, is developed based on the theoretical basis that land cover disturbances are rare phenomena for a relatively large area within a short time period. For example, ~1.1% of forests in the U.S. were disturbed annually between 1985 and 2005 [18] , and globally, ~0.2% of the land surface experienced stand-clearing forest disturbances (gross forest cover loss) annually between 2000 and 2012 [20] . Repeated measures of land cover over the entire area therefore contain a majority of numerically-stable data points and a small set of outliers. Assuming that errors in the repeated measurements follow a normal distribution, well-established parametric statistical theories [57] provide proof that land cover changes are outliers of an underlying chi-square distribution. The first step of the algorithm is to separate these outliers from the majority of unchanged pixels (Figure 1) . Then, for each identified change pixel, the algorithm tracks continuous changes in tree cover over time by fitting one or more nonlinear curves. Specifically, we intend to capture the sigmoid or "S" shape of forest cover change using logistic models, a close compliance with the actual physical process of land cover change on the ground. Quantitative metrics, such as the magnitude, rate and time of forest cover change in each pixel, are then derived from the parameters of the fitted logistic equations. 
Identifying Candidate Change Pixels
Theoretical Basis
Assuming errors in the repeated estimates of tree cover are independent and identically follow a normal distribution (i.i.d.), the idea to separate changes from unchanged pixels lies in that repeated estimates over stable locations over time follow a normal distribution, while estimates over disturbed locations are outliers of the distribution. Mathematically, let ( , ) denote the estimated percent tree cover in pixel i at time t, ( , ) denote the true tree cover and ( , ) be the associated error, then:
For any i and t, ( , ) is assumed to be independent and identically distributed. Following this assumption, the pixel value ( , ) is considered as a random variable drawn from a normal distribution. For any i, the sample variance of the pixel vector over N years ( ( , ) , ( , ) , ⋯ , ( , ) ) follows a scaled chi-square distribution, with a mean of and a variance of 2 :
where is the population variance, (N − 1) is the number of degrees of freedom and the chi-square statistic (χ 2 ) is the sum of the squares of (N − 1) standard normal estimates [57] ; N equals 11 in this case.
Given a sample dataset consisting of a majority of stable observations (i.e., constant over time) and a small proportion of outliers (i.e., changes), the i.i.d. normality of the dataset is violated by the inclusion of change outliers. Because change pixels typically have greater variances than those of stable pixels, stable pixels are concentrated around the peak, while change pixels are located in the tail of the distribution; the greater the variance, the more likely the pixel is an outlier (Figure 2a) . Because the distribution of has a mean value of and a variance of 2 for unchanged pixels, the unknown population variance (i.e., ) of random errors can then be estimated by the mean value of after removing change outliers. For a dataset with a total of M pixels, let:
The scaling equations to convert Y to a standard chi-square distribution are given by:
Compared to a standard chi-square distribution, the density curve of is supposed to have a fatter tail and a systematic shift towards the left when the sample includes outliers (Figure 2b ). The objective of detecting outliers is now to search for a threshold, such that by removing likely outliers on the tail, the residual dataset has a maximum proximity to a chi-square distribution (Figure 2c ).
Deriving Parameters of the Chi-Square Distribution
An iterative procedure was used to progressively remove the rightmost tail pixels to achieve an optimal match between the density distribution of the residual data sample and a standard chi-square distribution ( Figure 3 ). The idea of adaptively trimming the distribution tail to approximate a theoretical chi-square distribution for outlier recognition has been applied in exploratory data analysis in many other disciplines, e.g., geochemistry [58, 59] . Here, we employ the maximum likelihood estimation (MLE) framework to find the optimal threshold. The objective function in the MLE is to maximize the quantile-quantile (Q-Q) correlation coefficient (the most commonly used and effective tool for a distribution test [60] ) between the residual sample and a theoretical chi-square distribution. Iteratively, the Q-Q correlation coefficient is calculated between a standard chi-square distribution and the residual sample after removing the highest variance pixel. The iteration breaks when the residual sample reaches a maximum Q-Q correlation. The mean value of this residual dataset is then an unbiased estimate of the population variance ( ) of random errors (unchanged pixels). 
Create a Change Mask Based on Probabilistic Threshold
The chi-square values corresponding to different probability levels of the simulated distribution are used as the threshold to separate likely change pixels from unchanged pixels. For example, the threshold corresponding to 0.9 probability is calculated as:
We calculated the inter-annual mean and variance of the 11-year VCF vector for each pixel and found that the strong i.i.d. assumption of the error distribution is a plausible explanation for the empirical data, but not perfectly confirmed, in part due to regional differences in measurement errors. Specifically, pixels with VCF values at the low end (0-20) and high end (60-100) tend to have relatively small variances, whereas pixels at the middle range tend to have relatively large variances. Therefore, we stratified the dataset into a number of strata based on the inter-annual mean tree cover, subsequently applying the outlier detection on each stratum.
It should also be noted that the purpose of this outlier detection is not to detect change with 100% accuracy, but to estimate the inter-annual variance of stable pixels ( ) in order to derive the probabilistic threshold and mask out the majority of unchanged pixels. We set a conservative threshold (Figure 2c ) corresponding to a probability of 0.9 to capture all of the true changes without introducing significant false positives. Temporal dynamics in each pixel of this inclusive set of candidate change pixels were then modeled using logistic equations, of which the goodness-of-fit test would further discriminate true change versus false detection.
Curve Fitting to Model Change Trajectory
Logistic Model of Loss or Gain
Forest cover change is reflected by the increase or decrease of the continuous tree cover values over time, which can be either abrupt (e.g., clear-cutting) or gradual (e.g., forest regrowth), and show different patterns of temporal trajectory ( Figure 4 ). Whereas a persistent forest or non-forest pixel has a much flatter curve over time with small anomalies, a change pixel exhibits large, structural fluctuations in time series tree cover. Further, multiple successive change events could occur within the 11-year span. These structural segments are basic elements used to characterize the complete temporal trajectory for a change pixel. Capturing change events is therefore to decompose a pixel's temporal profile into meaningful segments with distinctive structures.
Each individual change event (forest loss or gain) typically involves three distinct stages: a pre-change stage when the VCF value is stable, a change stage when the VCF value increases or declines and a post-change stage when the VCF value stays stable until the next change event occurs. This three-stage dynamic process is modeled using a logistic function:
where f is tree cover in year x, parameter a defines the direction (with negative values representing loss and positive values representing gain) and the magnitude of change, b describes the change rate (where large values indicate abrupt change and small values represent gradual change), c denotes the inflection point in time when the change occurs and d represents the pre-change value ( Figure 5 ). The post-change VCF value is thus given by (a + d). A logistic model of similar form was previously used to model vegetation phenology with daily MODIS data [61] . Here, we demonstrate that this simple model also performs well in detecting land cover change. .347ʺW); (e) forest loss followed by gain (11°59ʹ15ʺS, 52°42ʹ43.1778ʺW); (f) forest gain followed by loss (13°0ʹ0ʺS, 52°54ʹ6.1194ʺW); (g) forest loss followed by gain and then by loss (12°58ʹ52.4994ʺS, 56°37ʹ19.3938ʺW); and (h) forest gain followed by loss and then by gain (13°12ʹ7.4988ʺS, 57°41ʹ5.985ʺW). The only patterns representing forest change are (c-h). A pixel is decided to be a true change if and only if its temporal profile can be fitted to one of these patterns. For cases (e-h), multiple logistic models are fitted to segments of the curves (Section 3.3.2). The y-axis is tree cover.
Modeling Multiple Loss-Gain Processes
As multiple successive change events could occur within the 11-year span, and as the exact number of change events within the temporal profile is unknown prior to analysis, an exhaustive moving-window curve fitting is employed to capture all possible change events in the study period. Modeling multiple changes is performed in three iterations. In the first iteration, a five-year moving window is used to model a single change segment for the window focal year from 2002 to 2008. The window size of five years is chosen because (1) this ensures the minimum number of observations required to estimate four parameters and because (2) multiple forest cover changes are highly unlikely to happen within five years. It is well understood that five years may not be long enough to capture natural forest regrowth. However, since the primary objective is to detect abrupt forest loss, a shorter window size is preferred to avoid omitting forest loss signals. Goodness-of-fit for each individual curve fit is evaluated using the chi-square value of the least-squares fit. In the second iteration, the locally best fit with the smallest chi-square value is selected as the logistic model for the expected change event. Lastly, the modeled successive change events are crosschecked with each other based on a set of pre-defined neighborhood rules. For example, a clearing-cutting can be followed by an immediate plantation and, later on, by a second clearing, but cannot be followed by another immediate clearing. A maximum of two forest loss events or a maximum of two forest gain events are allowed within the 11-year period. The temporal neighborhood rules are defined such that only four specific patterns of change trajectories are detected: forest loss followed by gain, forest gain followed by loss, forest loss followed by gain and then by loss and forest gain followed by loss and then by gain (Figure 4e-h ).
Estimating Parameters of the Logistic Model
Parameters of the logistic model are estimated as the solution to a nonlinear least-squares problem. We use MPFIT, an implementation of the iterative Levenberg-Marquardt algorithm, to perform curve fitting [62, 63] . Goodness-of-fit is determined using a standard F-test (p < 0.01) based on the chi-square value of the least-squares fit. Only the statistically significant curves are saved in the final results.
Algorithm Evaluation
The VCA algorithm generates four output layers representing change magnitude (a), change time (c), abrupt/gradual type (b) and pre-change tree cover (d). Here, we focus our accuracy assessment on the change time layer, with an outreaching objective of evaluating the method's performance of retrieving the disturbance area at annual resolution. Validating forest disturbance products at annual resolution remains a challenge, mainly due to a lack of reference data [14, 20, 24, 64] . In this study, we assess the VCA disturbance map in two distinct forest biomes, where we have dense time series disturbance products derived from Landsat images as the reference. Hence, all accuracy numbers generated are relative to Landsat. We carried out the evaluation at different spatial resolutions, which is described as follows.
Deriving Reference Datasets
The first site is located in the Brazilian state of Mato Grosso within the spatial extent of MODIS tile h12v10 (hereafter referred to as the MT site). The northern part of this test area is in the tropical humid broadleaf forest biome with high-density tree canopy cover, and the southern part is in the tropical dry broadleaf forest biome with low-density canopy cover ( Figure 6 ). This site is in the so-called "arc of deforestation" region, where large patches of primary forests were cleared for mechanized agricultural production [65] . We collected year-to-year Landsat deforestation maps derived from the PRODES (Deforestation Monitoring in the Brazilian Amazon) project by the Brazilian National Institute for Space Research (INPE, http://www.obt.inpe.br/prodes/index.php). In PRODES, Landsat data are selected at the peak of the dry season in each year to minimize cloud contamination. This reference dataset consists of 36 Landsat path/rows. The PRODES project maps deforestation in the Brazilian Amazon using Landsat images since 1988, but we only used a subset that coincides with our study period. The second site is located in the U.S. state of Washington, near Olympic National Park (hereafter referred to as the WA site). It is within the temperate conifer forests biome with moderate to high density tree canopy cover ( Figure 6 ). Harvesting trees for timber is the primary driver of forest cover change in this region. We collected annual growing-season Landsat images of Path 47 and Row 27 from 1984 to 2011. These Landsat images were first converted to surface reflectance through the Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS) [66] to construct a dense time series image stack [25] . This image stack was then analyzed using the vegetation change tracker (VCT) algorithm to produce an annual disturbance product [24] . The product had an overall accuracy of 93.8%, while its average user's and producer's accuracies for the disturbance year classes were 91.5% and 91.8%, respectively [67] . Only changes occurring between 2000 and 2010 were considered in evaluating the VCA disturbance products.
Balancing Regional Biases in Disturbance Area Estimates from MODIS
Logistic parameters (a, b, c and d) were derived for every candidate change pixel in the two test sites. Parameter a describes the magnitude of tree cover change and, therefore, is a strong indicator of forest disturbance. Obviously, varying area statistics could be generated depending on the threshold chosen to label the indicator pixels as disturbance. We first evaluated the effect of varying a as a change-detection threshold on disturbance-area estimation from MODIS against the Landsat reference. An optimal threshold was then determined, such that the overall area estimated from MODIS matched that derived from Landsat. This was achieved by balancing the deviations of the MODIS estimation from the reference, which were characterized using two metrics-underestimation and overestimation-calculated using the following equations. To do so, we resampled the MODIS pixel to 30-m resolution using the nearest neighbor resampling method with the gdalwarp function (http://www.gdal.org).
A larger threshold (in absolute value) leads to more underestimation and less overestimation, whereas a smaller threshold leads to more overestimation and less underestimation (Figure 7) . The optimal threshold that canceled out underestimation and overestimation was determined to be −39 for the MT site and −15 for the WA site. It was expected that comparing Landsat and MODIS at 30-m resolution would introduce substantial errors at the pixel scale, in part because of the differences in the original resolutions of the two sensors amplified by their different projections. MODIS pixel distortions are particularly severe in high latitudes relative to the tropics. However, the threshold searched through this comparison reaches an unbiased regional estimate of area based on MODIS, relative to the Landsat reference. The success of the change method depends in part on the availability of high-quality reference data. Although we used all of the reference data here in searching for the optimal threshold, in places where a complete reference dataset is not available, further improvement could be made to use a probability sample in a calibration procedure similar to previous studies [15, 16] .
Qualitative Assessment
The threshold derived above was applied to obtain the final disturbance-year product from MODIS ( Figure 8 ). Spatial and temporal patterns of disturbed land patches mapped from MODIS closely resemble those from Landsat for both test sites. The pixel-level differences observed in the Western U.S. were mainly due to the smaller size of land patches (which is comparable to a MODIS pixel), as well as the distortion of MODIS pixels at middle to high latitude. Hence, it is not surprising that smaller change patches suffer more omission and/or commission errors than relatively larger patches [68] , a conclusion consistent with previous land cover change studies using MODIS data [69] . Pixel-level errors are mostly distributed on the edge of land parcels, especially when the edge is between two or more disturbed patches where the disturbances occurred in different years (see Figure 9 for an illustration). Pixels located in the middle of the patches (i.e., Pixels 1, 2, 3 and 6) show patterns of abrupt decline in tree cover in a particular year, a sign of rapid forest clearing on the ground. However, pixels located on the edge (i.e., Pixels 4 and 5) have gradual change patterns over time, which causes errors in allocating a disturbance year to the pixel. These edge pixels are either mixtures of sub-pixel disturbances occurring during different times or artifacts resulting from varying footprints of MODIS observations and the geolocation mismatch between time series MODIS layers [69] [70] [71] . Moreover, we observed that spatially adjacent patches are often disturbed in successive years in the Amazon site, whereas the clearing time for adjacent patches in the Western U.S. can be several years apart, reflecting different land management practices in these two places. 
Quantitative Assessment
Applying the optimal threshold matches the 11-year total disturbance estimate from MODIS to that from Landsat at the scale of the study area. However, the accuracy of the year allocation, as well as the accuracy and precision of annual disturbance rates remain to be investigated. In this section, we first evaluate the accuracy of year allocation using a traditional error matrix at 250-m resolution and then assess the bias and precision of annual disturbance area estimates at an aggregated spatial resolution.
Temporal Accuracy at 250-m Resolution
To quantitatively evaluate VCA's accuracy of determining the year of disturbance in change pixels, we applied a majority filter to the Landsat disturbance-year map, resampled it to MODIS resolution and constructed a per-pixel confusion matrix. The majority filter works as follows. Landsat pixels whose centroid falls in the MODIS grid footprint are ranked based on the frequency of their pixel value, and the most frequent value was chosen to represent the value of the aggregated grid. This was performed for each evaluation site. A strict comparison between VCA disturbance-year and the reference yielded an overall accuracy of 68.7% at the WA, USA, site and 59.8% at the MT, Brazil, site, although the accuracy for each year varied from one time to another (Tables 1 and 2) . A close examination of the confusion matrices revealed that the majority of misclassifications were between neighboring years. Relaxing the allocated year to ±1 year substantially increased the accuracy for each individual year, as well as the overall accuracy. As a result, the overall accuracy achieved was 86.7% for the WA site and 84.6% for the MT site.
Area Accuracy at 5-km Resolution
One of the practical applications of disturbance mapping is to derive the forest change rate at regional or national scales. A demonstrated way of generating such results from MODIS data is to compare and calibrate the MODIS-based estimates using temporally coincident and spatially collocated Landsat samples at a coarser resolution [15, 16] . This method has been applied to quantify global forest cover loss for 2000-2005 at 20-km resolution. Here, we explore the potential of this approach in disturbance-area retrieval at an annual interval and at much finer spatial resolutions. As an example, both MODIS and Landsat disturbance products were aggregated to 5 km to calculate percent forest loss per coarse grid. We then calculated the root mean square error (RMSE), mean absolute error (MAE), mean bias error (MBE) and r 2 between aggregated VCA forest loss and the reference over all 10 years, as well as for each individual year.
where i is the pixel index, is the VCA disturbance rate per grid sample, is the reference disturbance rate per sample, is the mean reference rate and n is the sample size [72] . The comparison between VCA and Landsat at 5-km resolution in the Western U.S. had an overall r 2 of 0.91 over the 10-year period. Breaking the total disturbance into individual years, the lowest r indicating an underestimation by MODIS in these years. This bias pattern (i.e., overestimation in earlier years and underestimation in later years) is probably because pixels located on the edges of land patches are mislabeled and because the algorithm favors assigning an earlier year to the edge pixels (see the details in Section 4.3, Figure 9 ). Figure 8c ,d, where two large deforestation patches in the upper left and upper right portion of the map were missing in PRODES. Because 36 Landsat WRS (Worldwide Reference System) tiles were used in this evaluation, cloud contamination in this Landsat dataset was unavoidable, which explained some of these omission errors in PRODES. Plus, PRODES does not capture the loss of regrowth forests on previously deforested land [23] , while our VCA product detects those events successfully. 
Discussion
The algorithm developed here provides a means to map forest disturbance at annual resolution using time series of percent tree cover estimates. The Collection 5 MODIS VCF product was used as an illustration of the algorithm. Like other time series methods for detecting change (e.g., VCT [24] , BFAST (Breaks for Additive Season and Trend) [37] , LandTrendr [26] ), our method has the statistical advantage of increased degrees of freedom over bi-temporal change detection. A candidate change event must be confirmed by a sequence (as opposed to a pair) of observations before, during and after the change in order to be detected and identified. Moreover, although primarily designed for change detection, the idea could also be applied to remove random noise in time series of continuous field land cover product. Except for disturbance events that cause abrupt changes in tree cover, VCF values for undisturbed pixels should remain relatively stable or change gradually (e.g., resulting from natural growth) over time. Therefore, VCF values fitted to the logistic curves for those pixels likely are more realistic than the original values.
The method's foundation in well-characterized, parametric statistical models gives it the advantage of computational simplicity. Large-area land cover mapping or change detection often requires intensive human involvement (e.g., the PRODES project) or automation, which requires either sophisticated algorithm parameterization, substantial computing facilities (e.g., [20] ) or both. The method demonstrated here follows established statistical theory with little parameter fine-tuning. Although the time needed to complete a change analysis is a function of data volume, masking out the majority of stable pixels before characterizing disturbance greatly improves the method's efficiency. As such, a global application could be completed on a single PC within a reasonable amount of time.
We implemented our algorithm for application at the global scale. As a visual assessment, our initial results show great similarities with Landsat-based disturbance maps by Hansen et al. [20] in various places ( Figure 12 ). For large disturbance patches detectable at the MODIS 250-m resolution, VCA may allow for the detection of changes missed in Landsat-based results due to the lack of clear view observations (e.g., Figure 12e ). Like many other MODIS-based change studies, however, rigorous regional calibration using Landsat data is needed to derive area estimates comparable to those derived using Landsat data alone [15, 16] . Figure 12 . Global examples of forest disturbance mapped using MODIS VCF in this study compared with the recently published Landsat results by Hansen et al. [20] . Color pixels indicate disturbance year, and grayscale pixels represent percent tree cover in the year 2000. The center coordinates of these panels are: (a) (93°54ʹ57ʺW, 52°49ʹ12ʺN), (b) (74°30ʹ26ʺW, 1°32ʹ12ʺN) , (c) (64°40ʹ22ʺW, 9°56ʹ6ʺS), (d) (58°19ʹ32ʺW, 21°39ʹ41ʺS), (e) (126°7ʹ33ʺE, 52°35ʹ40ʺN). Overall, the spatiotemporal patterns of forest disturbance are in close agreement in a range of different biomes. Whereas the coarse spatial resolution of MODIS is a limiting factor for detecting disturbances of small size (e.g., edges of logging roads in (c)); omission errors due to missing data in the composited Landsat ETM+ (scan line corrector -off) are also visible in some places (e.g., (e)). Another unique advantage of the method is that it characterizes continuous changes in land cover at sub-pixel resolution and has the potential to capture subtle and long-term changes, such as forest degradation. Land cover conversion often exhibits a strong contrast between remotely-sensed images at two or more time points. However, stress-induced changes within the same cover type (e.g., forest degradation) do not necessarily have apparent signatures in the short term, but may show trends over a long time span [73] . Hence, it has been suggested that to detect forest degradation, land cover should be characterized as continuous biophysical variables, and the method should be flexible to capture trends at the inter-annual scales [41, 42] .
This approach is not limited to tree cover, nor to the MODIS resolutions, nor to the annual time step. Although we used percent tree cover layers from MODIS as an illustration of the algorithm, the general method had no specific requirement on the thematic type or spatial or temporal resolution. Therefore, it may be applicable to continuous fields of other land cover types generated using satellite data from different sensors. Coarse-resolution sensors provide rich data at high temporal frequencies. The algorithm might be applied to the intra-annual scale to derive near real-time indicators of land cover change. At the Landsat resolution, global VCF tree cover products have been generated for 2000 and 2005 [48] . Recent advances in remote sensing demonstrated that Landsat images could be used to create near cloud-free composites by exhaustively mining the Landsat archive [20, 74] , and the annually composited Landsat images could also be used to characterize land cover and change [20, 75] . This may create an opportunity to produce continuous fields of land cover at annual time steps using Landsat data. The approach developed here also provides the potential for such applications.
There are several limitations of the current algorithm. First, for each pixel, the sample size in the temporal domain is small (i.e., eleven data values from eleven years). The inter-annual variance calculated using eleven data samples may not well represent the actual variance of the population. A practical solution adopted here is setting conservative probabilistic thresholds for detecting change. This, however, introduces commission errors in the first step and creates redundant cases for curve fitting in the second step. Should data of longer time series be available, more precise thresholds could be located following the statistical inference and a more accurate change mask could be generated. As such, we expect the algorithm to work better as the VCF record becomes longer. Second, the i.i.d. assumption obviously simplifies the actual error structure of percent tree cover estimates. We may expect spatial correlation between different pixels and serial correlation between observations of a given pixel taken over time. The effect of spatiotemporal correlation on change detection needs to be investigated in the future. Moreover, the current algorithm is optimized for detecting single or multiple abrupt forest disturbances (e.g., clear cutting). One area of future work will be to extend the method for characterizing gradual forest changes, such as degradation or natural regrowth. One technical aspect that needs to be improved is the moving window size for detecting successive disturbances. While a fixed five-year window may be enough to capture clearing cutting and fast tree plantations, a longer window is likely needed to reliably characterize natural regrowth. An adaptive window size seems to be a useful technique to address the varying temporal length of different types of forest losses and gains. Lastly, our current algorithm evaluation only includes test sites in the tropical moist broadleaf forest biome and the temperate conifer forest biome. Given the global coverage of annual MODIS VCF and increasingly available high-resolution forest cover change datasets [18, 20, 31] , there is no reason that the quantitative evaluation cannot be expanded to other forest/woodland biomes. Subsequently, global annual forest change estimates will be derived.
Conclusions
We have developed a new method, namely VCF-based change analysis (VCA), for characterizing forest disturbance using time series of satellite measurements of percent tree cover. The fact that land cover disturbances are rare events in a large geographic region leads to efficient change detection by employing well-established parametric statistics. Fitting nonlinear curves to time series, continuous estimates of tree cover simultaneously characterized the timing and intensity of forest cover change. Illustrated using the 250-m annual MODIS VCF product, the method requires little parameter fine-tuning to derive indicators of annual forest cover change and could generate accurate disturbance area estimates after calibration using data of a higher spatial resolution.
The major advantages of the new method presented here include: (1) reliable results; (2) computational simplicity; (3) global applicability; (4) flexibility to capture abrupt, as well as gradual change; and (5) capability to apply to other satellite sensors. Because increasing the frequency of forest cover change detection to annual resolution is highly desirable for understanding the global carbon cycle, further research is in progress to investigate the inter-annual variability of global forest cover change.
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