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Abstract- This paper proposes an optimal power flow (OPF) 
method taking into account small signal stability as additional 
constraints. Particle swarm optimization (PSO) algorithm is 
adopted to realize the OPF process. The method is programmed 
in MATLAB and implemented to a nine-bus test power system 
which has large-scale wind power integration. The results show 
the ability of the proposed method to find optimal (or near-
optimal) operating points in different cases. Based on these 
results, the analysis of the impacts of wind power integration on 
the system small signal stability has been conducted. 
 
Index Terms—Optimal power flow (OPF), small signal 
stability, particle swarm optimization (PSO), wind power 
integration 
I. INTRODUCTION 
Optimal power flow (OPF) is an important tool for power 
system operators both in planning and operating stages. The 
main task is to adjust some control variables (e.g. active 
power generation from power plants, generator terminal 
voltage, reactive power compensation and on-load tap 
changers of transformers) in a power system, so that the best 
operating point can be achieved. With regard to ‘best’, it 
means this operating point can minimize or maximize certain 
objective function (e.g. active power loss in the target system 
or social welfare from the target system) while satisfying 
certain constraints (e.g. bus voltage magnitude limits and 
generator generation limits) [1][2]. 
In the literature, much work has been done in the area of 
OPF. With different research purposes, these works consider 
the three main elements of the OPF problem (objective 
function, control variables and constraints) in different ways 
and different algorithms were adopted to solve the OPF 
problem. Reference [1] presents a very classic OPF 
formation. Active power loss in the transmission system is to 
be minimized as the objective function, while automatic 
voltage regulator (AVR) operating values, on-load tap 
changer (OLTC) positions and number of reactive power 
compensation equipments are selected as control variables. 
Constraints include bus voltage magnitude limits and 
generating unit generation limits. Besides these conventional 
constraints, a voltage stability index is taken into account in 
[3]. In [4] and [5], methods are proposed to increase the 
active power transfer capability of a critical transmission line 
by optimizing the transmission level of all interconnected 
transmission lines and at the same time stability criteria are 
assessed to make sure there is no compromise on system 
stability in the OPF process. As another frequently used 
objective function in OPF, social welfare from the target 
power system is maximized in [6] by optimizing active power 
scheduling and on the other hand small signal stability is 
considered in the OPF constraints by limiting the real parts of 
eigenvalues corresponding to certain critical oscillation 
modes. Power system stabilizer (PSS) and thyristor controlled 
series compensators (TCSC) are tuned in [7] to minimize the 
congestion cost while keeping the system within stability 
margins. In [8], location and control of unified power flow 
controller (UPFC) along with transformer taps are tuned to 
simultaneously optimize active power losses and voltage 
stability limit of the target power system. In [9], generating 
unit dispatching is optimized to minimize the system 
operating cost, while transient stability limit is considered as 
additional optimization constraints. 
It can be observed that stability has become an important 
consideration in OPF, but only a few authors have considered 
small signal stability [4][5][6][7].  
As wind power rapidly develops recently, it’s gradually 
taking a larger and larger part of the generation capacity. This 
could influence the topology and the power flow situation of 
the original power system especially when the integration of 
wind power increases to certain level. Consequently, the 
small signal stability of the power system will also be 
influenced, so it is necessary to investigate and revise the 
situation and an OPF with small signal stability consideration 
could be the proper method.  
In another regard, particle swarm optimization (PSO) 
algorithm is frequently adopted in the literature to achieve the 
OPF solutions [1][3][11]. This algorithm bears the advantage 
of easier implementation and is suitable for optimization 
problems with both continuous and discrete control variables 
[11]. 
This paper proposes an OPF method with small signal 
stability consideration by PSO algorithm. The rest of this 
paper is organized as follows: brief introductions to small 
signal stability and PSO algorithm are respectively presented 
in section II and section III. A target test power system model 
is described in section IV and the implementation of the OPF 
method to the target system is depicted in section V. Case 
study and results are illustrated in section VI and conclusions 
are drawn in section VII. 
UPEC2010 
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II. SMALL SIGNAL STABILITY 
Small signal stability is the ability of a power system to 
maintain synchronism among generators under small 
disturbances. It is the nature of a power system at a certain 
operating point. 
A power system can be described by a state equation in 
the form of (1) (with the assumption of zero input). 
 
( )dX f X
dt
=                                  (1) 
 
In (1), X denotes the state vector of the power system, t 
denotes the time and f is normally a set of nonlinear 
functions. 
To analyze the small signal stability of the power system 
at an operating point, the first step is to linearize the state 
equation at this operating point by Taylor’s series expansion. 
The linearized state equation is in the form of (2). 
 
d X A X
dt
Δ = ⋅ Δ                              (2) 
 
In (2), the prefix Δ denotes a small deviation and A is the 
state matrix. The small signal stability is given by the 
eigenvalues of matrix A. Eigenvalues are in the form of (3). 
 
jλ σ ω= ± ⋅                                (3) 
 
Each eigenvalue (or a conjugate pair) corresponds to an 
oscillation mode of the power system at the analyzed 
operating point. The real component of the eigenvalues σ 
gives the damping and the imaginary component ω gives the 
frequency of the corresponding mode. The small signal 
stability is then determined as follows: 
• when all eigenvalues have negative real parts, the system 
is stable; 
• when at least one eigenvalue has positive real part, the 
system is unstable; 
• when at least one eigenvalue has zero real part, the 
stability of the system can not be told in this way. 
The information of the decay rate of the oscillation can be 
also drawn from eigenvalues by a calculating variable termed 
as damping ratio which is in the form of (4). 
 
2 2
σζ
σ ω
−=
+
                                   (4) 
 
This is a common index of small signal stability analysis. 
The larger ζ is, the system is considered to have wider 
stability margin. 
To measure the participation of one state variable in one 
oscillation mode, we use participation factor in the form of 
(5). 
 
i
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∂
                                       (5) 
 
In (5), pik denotes the participation factor of the kth state 
variable in the ith mode and akk denotes the element in the kth 
line and kth column of matrix A [12]. 
In OPF, to take into account small signal stability, mode 
analysis as described above should be conducted for each 
candidate operating point so that some indices e.g. eigenvalue 
real parts or damping ratios can be achieved to compare these 
operating points. These indices can be involved in the 
objective function or constraint in the OPF process 
[4][5][6][7]. 
 
III. ALGORITHM 
PSO was first developed by Kennedy and Eberhart in 
1995 and it was inspired by the behaviour of bird blocks and 
fish schools. 
PSO deals with a swarm of particles that fly through the 
problem solution hyperspace. Each particle in the swarm 
involves a position array and a velocity array. The position 
array is a possible solution to the problem, while the velocity 
array is used to adjust the position array in each iteration, and 
the velocity itself is also adjusted in each iteration. Equations 
(6) and (7) show the iterative mechanism of PSO. 
 
1 1
2 2
( 1) ( ) ( ( ))
( ( ))
i i i i
g i
V t V t c ran p X t
c ran p X t
ω+ = × + × × −
+ × × −      (6) 
( 1) ( ) ( 1)i i iX t X t V t+ = + +                    (7) 
 
In (6) and (7) V is the velocity array, X is the position 
array, i is particle number, t is iteration number, c1 and c2 are 
acceleration coefficients, ran1 and ran2 are stochastic 
numbers ranged between 0 and 1, pi is the historical best 
position of particle i, pg is the historical best position of the 
whole swarm. In each iteration, constraints are assessed for 
each particle and the objective function is calculated for those 
satisfying particles. The best positions pi and pg here are 
derived according to this calculation. When a new position 
that can minimize the objective function better than pi is 
derived by particle i, pi should be replaced with that position. 
Similarly, if a new position that can minimize the objective 
function better than pg is derived by any particle in the 
swarm, pg should be replaced with that position. In this 
iterative method, the movement of each particle in the 
solution hyperspace evolves to an optimal or near-optimal 
solution [11]. 
The flow chart of the PSO iteration is shown in Fig.1. In 
Fig.1, the ‘End condition’ could be a certain number of 
iterations or a certain value of the objective function. 
Fig. 1.  Flow chart of PSO algorithm 
 
IV. TARGET POWER SYSTEM 
A target test power system model with large scale wind 
power integration is selected and shown in Fig. 2. This system 
model is simplified from a test model presented in [13].  
 
 
Fig. 2.  Nine-bus test system 
 
 
This simplified model contains four central power plants 
(as synchronous generators), one load center, two reactors 
connected to two 400-kV buses, two reactive power 
compensators and two transformers with OLTC. It also 
contains wind power, decentralized combined heat and power 
(DCHP), interconnection to other power grid and all these are 
represented as loads (positive or negative) in the model. 
This model resembles the eastern Danish power system in 
the sense of generation capacity, load capacity, wind power 
integration level and also interconnection capacity (seeTable 
I).  
 
V. IMPLEMENTATION 
Power flow calculation is necessary in the OPF to define 
candidate operating points. In the system model presented in 
this paper, buses are classified into slack bus, PV buses and 
PQ buses as follows: bus 2 is selected as slack bus, buses 1, 
7, 8 are PV buses and buses 3, 4, 5, 6, 9 are PQ buses. 
The proposed OPF method is programmed in MATLAB. 
Power flow calculation and small signal stability analysis is 
conducted by invoking the command line function of an open 
source power system analysis toolbox termed as PSAT [14]. 
For small signal stability, involved dynamic components are 
generators and their controllers including turbine governors 
and AVRs. All four generators in the target system are 
considered as third order models in the format of the PSAT 
input data file, while turbine governor type one and AVR 
type two are adopted [15]. 
In the target system model, terminal voltages of the four 
generators, active generation of generator 1, 3 and 4, the 
capacities of two reactors, the capacities of two compensators 
and positions of two OLTCs are used as control variables in 
the OPF process. Among these control variables, terminal 
voltages and active generations are continuous values while 
the others are discrete. All the control variables are controlled 
within a limit range shown in Table II. 
TABLE I 
GENERATION AND LOAD CAPACITY LEVELS 
 IN THE TARGET SYSTEM MODEL 
UNIT LOCATION CAPACITY 
Generator 1 Bus 1 450MW 
Generator 2 Bus 2 1700MW 
Generator 3 Bus 7 650MW 
Generator 4 Bus 8 1000MW 
Load center Bus 6 900-2700MW, 600-1700MVAr
DCHP Bus 6 650MW 
Wind power  Bus 9 750MW, 250MVAr 
HVDC to Germany Bus 6 550MW 
AC to Sweden Bus 3 1300MW in, 1700MW out 
Great Beit Link (GBL) Bus 5 600MW 
Reactor 1 Bus 3 100MVAr 
Reactor 2 Bus 4 100MVAr 
Compensator 1 Bus 6 1500MVAr 
Compensator 2 Bus 9 200MVAr 
 
TABLE II 
RANGES OF CONTROL VARIABLES OF OPF 
Variable name Type Range 
Vt1 Continuous 0.95-1.05 p.u 
Vt2 Continuous 0.95-1.05 p.u 
Vt3 Continuous 0.95-1.05 p.u 
Vt4 Continuous 0.95-1.05 p.u 
P1 Continuous 0.0-4.5 p.u 
P3 Continuous 0.0-6.0 p.u 
P4 Continuous 0.0-10.0 p.u 
Reactor 1 Discrete [0,1] p.u 
Reactor 2 Discrete [0,1] p.u  
Compensator1 Discrete [0,1,…,15] p.u 
Compensator2 Discrete [0,1,2] p.u  
OLTC1 Discrete [0.90,0.92,…,1.08,1.10] 
OLTC2 Discrete [0.90,0.92,…,1.08,1.10] 
 
In Table II, base value for voltages is 20kV and base value 
for power is 100MVA. 
The OPF objective function is to minimize the active 
power loss in the system as presented in (8). 
 
( )min lossPΣ                                   (8) 
 
The OPF constraints include bus voltage constraint in (9), 
eigenvalue real part constraint in (10) and damping ratio 
constraint in (11). 
 
0.9p.u 1.1p.unV≤ ≤                          (9) 
( )Real 0iλ <                                 (10) 
j settingζ ζ>                                 (11) 
 
In (9), n denotes bus number and this constraint is applied 
to all nine buses in the test system. In (10), i denotes the 
number of eigenvalue and this constraint is implemented to 
all oscillation modes so that the system is ensured to be 
stable. In (11), j denotes the number of corresponding 
oscillation modes and this constraint is implemented only to 
those modes with oscillation frequency between 0.1Hz and 
2.0Hz. This is because oscillation modes within this 
frequency range are considered most harmful for the system 
[16]. ζsetting is a setting value for the damping ratio of these 
modes and it is given different values in each study case. 
 
VI. CASE STUDY 
A. Case definition 
To validate the proposed OPF method and also to use the 
proposed method to analyze the target power system model, 
different study cases are defined based on different load 
levels, interconnection transmission levels and wind power 
integration levels. Table III depicts several study cases of 
interest.  
Cases 1, 2 and 3 are peak load cases, while cases 4, 5 and 
6 are minimum load cases. Within these two groups of cases, 
wind power integration increases from 0 to 400MW and 
finally to 750MW. 
 
B. Case 3 
For each study case, different values of ζsetting are used to 
constrain the OPF process so as to achieve optimized 
operating points with different small signal stability margins. 
The control variable values corresponding to the initial 
operating point and optimized operating points with different 
ζsetting values of case 3 are listed in Table IV. The last two 
rows in Table IV give the values of objective function Ploss 
and the smallest values among all damping ratios for those 
interesting oscillation modes (defined in the previous 
section). 
It can be observed in Table IV that with each of the five 
values of ζsetting, the proposed OPF method is able to find a 
better operating point (optimal or near optimal) with smaller 
active power loss compared to the initial operating point. 
When ζsetting is set to 0.06, there is no available solution from 
the OPF which means with the power level settings in case 3, 
there is no such an operating point that the damping ratio 
values of all interesting oscillation modes are higher than 
0.06. 
A 50-second time domain simulation with a fault at 5s is 
conducted for three operating points in Table IV with ζmin 
respectively equal to 0.0401, 0.0522 and 0.0552. These three 
operating points are selected because the values of ζmin for 
these three operating points are related to the oscillation 
modes which are mainly participated by the same state 
variables - rotation speeds of synchronous generators 1 and 3. 
As shown in Fig.3, when damping ratio gets larger, the 
corresponding oscillation in the rotation speeds dies out more 
quickly. 
It can also be observed in Table IV that to minimize active 
power loss and to have larger small signal stability margin are 
conflicted with each other. When we use larger ζsetting 
constraint, the optimized active power loss value increases.  
 
TABLE III 
CASE DEFINITION 
Case Load DCHP Wind power 
HVDC to 
Germany 
AC to 
Swenden GBL 
case12700MW, 1700MVAr400MW 0 0 500MW out100MW out
case22700MW, 1700MVAr400MW 400MW 0 500MW out100MW out
case32700MW, 1700MVAr400MW 750MW 0 500MW out100MW out
case4 900MW, 600MVAr 200MW 0 0 700MW out100MW out
case5 900MW, 600MVAr 200MW 400MW 0 700MW out100MW out
case6 900MW, 600MVAr 200MW 750MW 0 700MW out100MW out
 
 
TABLE IV 
CONTROL VARIABLE VALUES OF INITAIL OPERATING POINT AND OPTIMIZED OPERATING POINTS IN CASE 3 
 Initial Point ζsetting =0.035 ζsetting =0.04 ζsetting =0.045 ζsetting =0.05 ζsetting =0.055 
Vt1 1.00 p.u 1.05 p.u 1.0136 p.u 0.9500 p.u 0.9829 p.u 0.9835 p.u 
Vt2 1.00 p.u 1.05 p.u 1.0499 p.u 0.9997 p.u 1.0043 p.u 1.0245 p.u 
Vt3 1.00 p.u 1.05 p.u 1.0488 p.u 1.0500 p.u 1.0449 p.u 0.9763 p.u 
Vt4 1.00 p.u 1.05 p.u 1.0313 p.u 1.0500 p.u 1.0180 p.u 1.0099 p.u 
P1 2.0 p.u 2.6462 p.u 2.6731 p.u 1.1095 p.u 1.4825 p.u 2.2882 p.u 
P3 3.0 p.u 1.3000 p.u 1.3000 p.u 2.5749 p.u 3.8389 p.u 2.7311 p.u 
P4 6.0 p.u 3.8474 p.u 8.0000 p.u 7.9799 p.u 8.0000 p.u 7.2213 p.u 
Reactor 1 1 p.u 1 p.u 1 p.u 1 p.u 0 p.u 1 p.u 
Reactor 2 1 p.u 1 p.u 1 p.u 1 p.u 0 p.u 0 p.u 
Compensator1 15 p.u 15 p.u 15 p.u 15 p.u 15 p.u 15 p.u 
Compensator2 2 p.u 2 p.u 2 p.u 2 p.u 2 p.u 2 p.u 
OLTC1 1 0.9 0.9 0.9 0.9 0.9 
OLTC2 1 0.92 0.92 0.9 0.98 0.98 
Ploss 0.6474 p.u 0.5127 p.u 0.5158 p.u 0.5506 p.u 0.5844 p.u 0.6439 p.u 
ζmin 0.0357 0.0361 0.0401 0.045 0.0522 0.0552 
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Fig. 3.  Time domain simulation results of rotation speeds of synchronous generators 1 and 3 in case 3 
 
 
C. Influence of wind power integration 
The minimized active power loss results of OPF in each 
study case with ζsetting equal to 0.04, 0.05 and 0.06 are listed in 
Table V. Here, ‘none’ means that there is no solution of the 
OPF process in the corresponding cases under the 
corresponding ζsetting constraints. In other words, the test 
power system can not work with a corresponding small signal 
stability margin by only adjusting the control variables. 
First, no matter in the peak load cases (cases 1, 2 and 3) or 
in the minimum load cases (cases 4, 5 and 6), when wind 
integration increases, the active power loss increases. This is 
because wind power is connected to the rest part of the test 
system with a long transmission line. 
 
TABLE V 
MINIMIZED ACTIVE POWER LOSS VALUES 
IN DIFFERENT CASES WITH DIFFERENT CONSTRAINTS 
 ζsetting =0.04 ζsetting =0.05 ζsetting =0.06 
case1 0.0049 p.u 0.0059 p.u 0.0102 p.u 
case2 0.1343 p.u 0.1350 p.u 0.1356 p.u 
case3 0.5181 p.u 0.5844 p.u none 
case4 0.0095 p.u 0.0103 p.u 0.0181 p.u 
case5 0.1317 p.u 0.1337 p.u 0.1742 p.u 
case6 none none none 
Secondly, when wind integration increases, the small 
signal stability margin becomes narrowed, especially in the 
minimum load cases. For example, in case 6 in which the 
wind integration is maximum while the load is minimum, no 
proper operating point can be found to ensure that damping 
ratio values of all oscillation modes are higher than 0.04. 
VII. CONCLUSION 
An OPF method is proposed using PSO algorithm. Small 
signal stability is taken into account in the OPF by limiting 
real parts of all eigenvalues to be negative as well as 
constraining damping ratios of certain interesting oscillation 
modes above certain level. The method is implemented in a 
nine-bus test power system model with large-scale wind 
power integration and validated to be able to find optimal (or 
near-optimal) operating points in different cases. The 
optimization results are useful for analyzing the influence of 
wind power integration level on active power loss and small 
signal stability margin in the target power system. 
As a multi-dimension optimization problem (13 
dimensions as in this paper), convergence of the OPF process 
is an issue, which means the OPF sometimes can only find an 
local optimal point instead of the global optimal point. To use 
the OPF method more efficiently, some further work should 
be done in this regard to improve the convergence ability of 
the method. 
On the other hand, the test system model in this paper 
resembles the eastern Danish power system only in the sense 
of similar generation and load capacities. To analyze the 
effects of wind power integration in real situation, a more 
detailed and more practical model is needed. 
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