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Abstract
In this paper, we give a proof of the DDVV conjecture which is a pointwise
inequality involving the scalar curvature, the normal scalar curvature and the mean
curvature on a submanifold of a real space form. Furthermore we solved the problem
of its equality case.
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1 Introduction
Let f : Mn → Nn+m(c) be an isometric immersion of an n-dimensional submanifold
M into the (n+m)-dimensional real space form Nn+m(c) of constant sectional curvature
c. The normalized scalar curvature ρ and normal scalar curvature ρ⊥ are defined by (see
[DDVV])
ρ =
2
n(n− 1)
n∑
1=i<j
R(ei, ej, ej , ei),
ρ⊥ =
2
n(n− 1)(
n∑
1=i<j
m∑
1=r<s
〈R⊥(ei, ej)ξr, ξs〉2) 12 ,
where {e1, ..., en} (resp. {ξ1, ..., ξm}) is an orthonormal basis of the tangent (resp. normal)
space, and R (resp. R⊥) is the curvature tensor of the tangent (resp. normal) bundle.
Let h be the second fundamental form and let H = 1
n
Tr h be the mean curvature
vector field. The DDVV conjecture (see [DDVV]) says that there’s a pointwise inequality
among ρ, ρ⊥ and |H|2 as following:
ρ+ ρ⊥ ≤ |H|2 + c.
Since this is a pointwise inequality, using Gauss and Ricci equations one can see that
it’s equivalent to the following algebraic inequality (see [DFV]):
Conjecture 1. Let B1, ..., Bm be (n× n) real symmetric matrices. Then
m∑
r,s=1
‖[Br, Bs]‖2 ≤ (
m∑
r=1
‖Br‖2)2,
where ‖ · ‖2 denotes the sum of squares of entries of the matrix and [A,B] = AB−BA is
the commutator of the matrices A,B.
The main purpose of this paper is to prove Conjecture 1 and also to give the equality
condition:
Theorem 1.1. Let B1, ..., Bm be (n× n) real symmetric matrices. Then
m∑
r,s=1
‖[Br, Bs]‖2 ≤ (
m∑
r=1
‖Br‖2)2,
2
where the equality holds if and only if under some rotation1 all Br’s are zero except 2
matrices which can be written as
P


0 µ 0 · · · 0
µ 0 0 · · · 0
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0


P t, P


µ 0 0 · · · 0
0 −µ 0 · · · 0
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0


P t,
where P is an orthogonal (n× n) matrix.
Therefore, we can solve the DDVV conjecture also with its equality conditions in terms
of the shape operators:
Corollary 1.2. Let f :Mn → Nn+m(c) be an isometric immersion. Then
ρ+ ρ⊥ ≤ |H|2 + c,
where the equality holds at some point p ∈ M if and only if there exist an orthonormal
basis {e1, ..., en} of TpM and an orthonormal basis {ξ1, ..., ξm} of T⊥p M , such that
Aξ1 =


λ1 µ 0 · · · 0
µ λ1 0 · · · 0
0 0 λ1 · · · 0
...
...
...
. . .
...
0 0 0 · · · λ1


, Aξ2 =


λ2 + µ 0 0 · · · 0
0 λ2 − µ 0 · · · 0
0 0 λ2 · · · 0
...
...
...
. . .
...
0 0 0 · · · λ2


,
Aξr =


λr 0 0 · · · 0
0 λr 0 · · · 0
0 0 λr · · · 0
...
...
...
. . .
...
0 0 0 · · · λr


for r > 2.
Remark. By the same method, one can see that Conjecture 1 also holds for
anti-symmetric matrices. However, the following example shows that Conjecture 1 fails
1An orthogonal m×m matrix R = (Rrs) acts as a rotation on (B1, ..., Bm) by R(Br) =
∑
m
s=1
RsrBs.
3
when there’re both symmetric and anti-symmetric matrices in {B1, ..., Bm}, which was
conjectured in [Lu1].
Example. Let B1 =

 1 0
0 −1

, B2 =

 0 1
1 0

, B3 =

 0 1
−1 0

. Then the
conclusion of Conjecture 1 fails.
We point out that the inequality and its equality condition of Theorem 1.1 (resp.
Corollary 1.2) for m = 2 was given in [Ch] (resp. [DDVV]). When n = 2, 3, or m = 2, 3,
the inequality was proved in several papers (see [Lu1] for references). For general n,
m, a weaker version was proved in [DFV]. After we have solved the conjecture and its
equality case, we find very recently that Zhiqin Lu has posed a proof of the inequality
in his homepage without the equality case (see [Lu2]). Since we use a quite different
method and work out the equality condition besides the inequality, we’d like to show it
in literature.
Finally, it’s our pleasure to thank Professor Weiping Zhang for introducing [Lu1] to
us and his encouragements. Many thanks as well to Professors Marcos Dajczer and Ruy
Tojeiro for their useful comments and suggestions to the previous version of this paper.
2 Notations and preparing lemmas
Throughout this paper, we denote by M(m,n) the space of m×n real matrices, M(n)
the space of n × n real matrices and SM(n) the N := n(n+1)
2
dimensional subspace of
symmetric matrices in M(n).
For every (i, j) with 1 ≤ i ≤ j ≤ n, let
Eˆij :=


Eii, i = j,
1√
2
(Eij + Eji), i < j,
where Eij ∈M(n) is the matrix with (i, j) entry 1 and all others 0. Clearly {Eˆij}i≤j is an
orthonormal basis of SM(n). Let’s take an order of the indices set S := {(i, j)|1 ≤ i ≤
j ≤ n} by
(i, j) < (k, l) if and only if i < k or i = k, j < l. (2.1)
4
In this way we can identify S with {1, ..., N} and write elements of S in Greek, i.e.
for α = (i, j) ∈ S, we can say 1 ≤ α ≤ N .
For α = (i, j) < (k, l) = β in S, direct calculations imply
‖[Eˆα, Eˆβ]‖2 =


1, i = j = k < l or i < j = k = l;
1
2
, i < j = k < l or i = k < j < l or i < k < j = l;
0, otherwise,
(2.2)
and for any α, β ∈ S,
∑
γ∈S
〈 [Eˆα, Eˆγ], [Eˆβ, Eˆγ ] 〉 = nδαβ − δαδβ, (2.3)
where δαβ = δikδjl, δα = δij , δβ = δkl and 〈·, ·〉 is the standard inner product of M(n).
Let {Qˆα}α∈S be any orthonormal basis of SM(n). There exists a unique orthogonal
matrix Q ∈ O(N) such that (Qˆ1, ..., QˆN) = (Eˆ1, ..., EˆN)Q, i.e. Qˆα =
∑
β qβαEˆβ for
Q = (qαβ)N×N and if Qˆα = (qˆαij)n×n,
qˆαij = qˆ
α
ji =


qβα, β = (i, j) and i = j,
1√
2
qβα, β = (i, j) and i < j.
Let λ1, ..., λn be n real numbers satisfying
∑
i λ
2
i = 1 and λ1 ≥ ... ≥ λn. Denote
I1 := {j|λ1 − λj > 1}, I2 := {i|λi − λn > 1}, I := {(i, j)|λi − λj > 1} and n0 the number
of elements of I. Then ({1} × I1) ∪ (I2 × {n}) ⊂ I ⊂ S. In fact, it can be shown
Lemma 2.1. We have either
I = {1} × I1 or I = I2 × {n}.
Proof. If n0 = 0, the three sets are all empty. If n0 = 1, the only element must be
(1, n) and the three sets are equal. Now let (1, n), (i1, j1) be two different elements of
I, i.e. λ1 − λn ≥ λi1 − λj1 > 1 and (1, n) 6= (i1, j1). We assert that (i1 = 1, j1 6= n) or
(i1 6= 1, j1 = n), which shows exactly that I = {1} × I1 ∪ I2 × {n}. Otherwise, 1, i1, j1, n
will be 4 different elements in {1, ..., n} and thus
1 ≥ λ21 + λ2i1 + λ2j1 + λ2n ≥
1
2
(λ1 − λn)2 + 1
2
(λi1 − λj1)2 > 1
5
is a contradiction. Without loss of generality, we can assume (i1, j1) ∈ {1} × I1. Then
it’ll be seen that I2 × {n} = {(1, n)} and thus I = {1} × I1 which completes the proof.
Otherwise, if there’s another element, say (i2, n) in I2 × {n}, then i1 = 1, j1, i2, n are 4
different elements in {1, ..., n} and come to the same contradiction as above.
Lemma 2.2. ∑
(i,j)∈I
[(λi − λj)2 − 1] ≤ 1,
where the equality holds in the case when I = {1} × I1 if and only if 1 ≤ n0 < n and
λ1 =
√
n0
n0+1
, λn−n0+1 = ... = λn = − 1√n2
0
+n0
, λk = 0 for others.
Proof. Without loss of generality, we can assume that I = {1} × I1 by Lemma 2.1. Then
∑
(i,j)∈I
[(λi − λj)2 − 1] =
∑
j∈I1
(λ21 + λ
2
j − 2λ1λj)− n0 = n0λ21 +
∑
j∈I1
λ2j − 2λ1
∑
j∈I1
λj − n0
≤ (n0 + 1)λ21 +
∑
j∈I1
λ2j + (
∑
j∈I1
λj)
2 − n0 ≤ (n0 + 1)(λ21 +
∑
j∈I1
λ2j)− n0
≤ (n0 + 1)
∑
i
λ2i − n0 = 1,
where the equality condition is easily seen from the proof.
Lemma 2.3.
∑
β∈Jα(‖[Qˆα, Qˆβ ]‖2 − 1) ≤ 1 for any Q ∈ O(N), α ∈ S and Jα ⊂ S.
Proof. Given α ∈ S, without loss of generality, we can assume Qˆα = diag(λ1, ..., λn) with∑
i λ
2
i = 1 and λ1 ≥ ... ≥ λn. Then by Lemma 2.2,
∑
β∈Jα
(‖[Qˆα, Qˆβ]‖2 − 1) =
∑
β∈Jα
n∑
i,j=1
((λi − λj)2 − 1)(qˆβij)2 =
∑
β∈Jα
∑
(i,j)=γ∈S
((λi − λj)2 − 1)q2γβ
≤
∑
(i,j)=γ∈I
((λi − λj)2 − 1)
∑
β∈Jα
q2γβ ≤
∑
(i,j)∈I
((λi − λj)2 − 1) ≤ 1.
Lemma 2.4.
∑
β∈S ‖[Qˆα, Qˆβ]‖2 ≤ n for any Q ∈ O(N), α ∈ S.
Proof. It follows from (2.3) that
∑
β∈S
‖[Qˆα, Qˆβ ]‖2 =
∑
βγτξη
qγαqξαqτβqηβ〈 [Eˆγ , Eˆτ ], [Eˆξ, Eˆη] 〉 =
∑
γξ
qγαqξα
∑
τ
〈 [Eˆγ , Eˆτ ], [Eˆξ, Eˆτ ] 〉
=
∑
γξ
qγαqξα(nδγξ − δγδξ) = n
∑
γ
q2γα − (
∑
i
qˆαii)
2 ≤ n.
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Now let ϕ : M(m,n) −→ M(C2m, C2n) be the map defined by ϕ(A)(i,j)(k,l) := A(k li j ),
where 1 ≤ i < j ≤ m, 1 ≤ k < l ≤ n and A(k li j ) = aikajl − ailajk is the discriminant of
the sub-matrix of A with the rows i, j, the columns k, l, arranged with the same ordering
as in (2.1). It’s easily seen that ϕ(In) = IC2n, ϕ(A)
t = ϕ(At) and the following
Lemma 2.5. The map ϕ preserves the matrix product, i.e. ϕ(AB) = ϕ(A)ϕ(B) holds
for A ∈M(m, k), B ∈M(k, n).
3 Proof of the main results
Let B1, ..., Bm be any real symmetric n×n matrices. Their coefficients under the stan-
dard basis {Eˆα}α∈S of SM(n) are determined by a matrix B ∈M(N,m) as (B1, ..., Bm) =
(Eˆ1, ..., EˆN)B. Taking the same ordering as in (2.1) for 1 ≤ r < s ≤ m and 1 ≤ α < β ≤
N , we arrange {[Br, Bs]}r<s, {[Eˆα, Eˆβ]}α<β into C2m, C2N vectors respectively. We first
observe that
([B1, B2], ..., [Bm−1, Bm]) = ([Eˆ1, Eˆ2], ..., [EˆN−1, EˆN ]) · ϕ(B).
Let C(E) denote the matrix inM(C2N ) defined by C(E)(α,β)(γ,τ) := 〈 [Eˆα, Eˆβ], [Eˆγ , Eˆτ ] 〉,
for 1 ≤ α < β ≤ N , 1 ≤ γ < τ ≤ N . Moreover we will use the same notation for {Br}
and {Qˆα}, i.e. C(B) and C(Q) respectively. Then it’s obvious that
C(B) = ϕ(Bt)C(E)ϕ(B), C(Q) = ϕ(Qt)C(E)ϕ(Q).
Since BBt is a semi-positive definite matrix in SM(N), there exists an orthogonal matrix
Q ∈ SO(N) such that BBt = Q diag(x1, ..., xN )Qt with xα ≥ 0, 1 ≤ α ≤ N. Thus
m∑
r=1
‖Br‖2 = ‖B‖2 =
N∑
α=1
xα
and hence by Lemma 2.5
m∑
r,s=1
‖[Br, Bs]‖2 = 2Tr C(B) = 2Tr ϕ(Bt)C(E)ϕ(B) = 2Tr ϕ(BBt)C(E)
= 2Tr ϕ(diag(x1, ..., xN))C(Q) =
N∑
α,β=1
xαxβ‖[Qˆα, Qˆβ]‖2. (3.1)
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We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. For the inequality, by the arguments above it is equivalent to
prove
N∑
α,β=1
xαxβ‖[Qˆα, Qˆβ]‖2 ≤ (
N∑
α=1
xα)
2, for any x ∈ RN+ and Q ∈ SO(N), (3.2)
where RN+ := {0 6= x = (x1, ..., xN) ∈ RN |xα ≥ 0, 1 ≤ α ≤ N} is the cone spanned by the
positive axes of RN .
Let fQ(x) = F (x,Q) :=
∑N
α,β=1 xαxβ‖[Qˆα, Qˆβ]‖2−(
∑N
α=1 xα)
2. Then F is a continuous
function defined on RN × SO(N) and thus uniformly continuous on any compact subset
of RN × SO(N). Let △ := {x ∈ RN+ |
∑
α xα = 1} and for any sufficiently small ε > 0,
△ε := {x ∈ △|xα ≥ ε, 1 ≤ α ≤ N}, and let G := {Q ∈ SO(N)|fQ(x) ≤ 0, ∀x ∈ △},
Gε := {Q ∈ SO(N)|fQ(x) < 0, ∀x ∈ △ε}. We claim that
G = lim
ε→0
Gε = SO(N).
Note that this implies (3.2) and thus proves the inequality. In fact we can show
Gε = SO(N) for any sufficiently small ε > 0. (3.3)
To prove (3.3), we use the continuity method which consists of the following three steps:
step1: IN ∈ Gε, (thus Gε 6= ∅),
step2: Gε is open in SO(N),
step3: Gε is closed in SO(N).
Since F is uniformly continuous on △ε × SO(N), step2 is obvious.
proof of step1: Now for any x ∈ △ε, fIN (x) =
∑N
α,β=1 xαxβ‖[Eˆα, Eˆβ]‖2 − 1.
It follows from (2.2) that
fIN (x) = 2{
∑
i<j
(xiixij + xijxjj) +
1
2
∑
i<j<k
(xijxjk + xijxik + xikxjk)} − 1
= 2
∑
i<j
(xiixij + xijxjj) +
∑
i<j<k
(xijxjk + xijxik + xikxjk)− (
N∑
i≤j
xij)
2
< 0.
which means IN ∈ Gε.
proof of step3: We only need to prove the following a priori estimate:
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a priori estimate: Suppose fQ(x) ≤ 0, for every x ∈ △ε. Then fQ(x) < 0, for every
x ∈ △ε.
(proof of the a priori estimate) If there’s a point y ∈ △ε such that fQ(y) = 0, without
loss of generality, we can assume y ∈ △γε := {x ∈ △ε|xα > ε, for α ≤ γ, xβ = ε, for β >
γ} for some 1 ≤ γ ≤ N . Then y is a maximum point of fQ(x) in the cone spanned by △ε
and an interior maximum point in △γε . Therefore, there exist some numbers bγ+1, ..., bN
and a number a such that


(
∂fQ
∂x1
(y), ...,
∂fQ
∂xγ
(y)) = 2a(1, ..., 1),
(
∂fQ
∂xγ+1
(y), ...,
∂fQ
∂xN
(y)) = 2(bγ+1, ..., bN ),
(3.4)
or equivalently
N∑
β=1
yβ(‖[Qˆα, Qˆβ]‖2)− 1 =


a, α ≤ γ,
bα, α > γ,
(3.5)
and hence
fQ(y) = (
γ∑
α=1
yα)a + (
N∑
α=γ+1
bα)ε = 0,
γ∑
α=1
yα + (N − γ)ε = 1.
Meanwhile, one can see that
∂fQ
∂ν
(y) = 2(aγ +
∑N
α=γ+1 bα) ≤ 0, where ν = (1, ..., 1) is
the normal vector of △ in RN . For any sufficiently small ε (such as ε < 1
N
), it follows
from the above three formulas that a ≥ 0. Without loss of generality, we assume y1 =
max{y1, ..., yγ} > ε and let J := {β ∈ S|‖[Qˆ1, Qˆβ]‖2 ≥ 1}, n1 be the number of elements
of J . Now combining Lemma 2.3 , Lemma 2.4 and formula (3.5) will give a contradiction
as following:
1 ≤ 1 + a =
N∑
β=2
yβ‖[Qˆ1, Qˆβ]‖2 =
∑
β∈J
yβ(‖[Qˆ1, Qˆβ]‖2 − 1) +
∑
β∈J
yβ +
∑
β∈S/J
yβ‖[Qˆ1, Qˆβ]‖2
≤ y1
∑
β∈J
(‖[Qˆ1, Qˆβ]‖2 − 1) +
∑
β∈J
yβ +
∑
β∈S/J
yβ‖[Qˆ1, Qˆβ]‖2
≤ y1 +
∑
β∈J
yβ +
∑
β∈S/J
yβ‖[Qˆ1, Qˆβ]‖2 ≤
N∑
β=1
yβ = 1, (3.6)
thus
yβ = y1, for β ∈ J,
∑
β∈J
‖[Qˆ1, Qˆβ]‖2 = n1 + 1 ≤ n < N, (3.7)
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hence S/(J ∪ {1}) 6= ∅ and the last inequality in formula (3.6) should be strictly less
because of the definition of J and the positivity of yβ for β ∈ S/(J ∪ {1}).
Now we come to consider the equality condition of Conjecture 1 in the sight of the
proof of the a priori estimate.
If there’s a point y ∈ △ such that fQ(y) = 0, without loss of generality, we can assume
y ∈ △γ := {x ∈ △|xα > 0, ∀α ≤ γ, xβ = 0, ∀β > γ} for some 1 ≤ γ ≤ N . Then y is
a maximum point of fQ(x) in R
N
+ and an interior maximum point in △γ. Therefore, we
have the same conclusions as (3.4), (3.5), (3.6), (3.7) when γ = n1+1. From formula (3.7),
Lemma 2.1, Lemma 2.2 and the proof of Lemma 2.3, we know that all Qˆβ for β ∈ J ∪{1}
have the same rank 2 and n0 = n1 = 1. Thus γ = 2 and the equality case of Lemma 2.2
and Lemma 2.3 tell us these two matrices must be in the forms given in Theorem 1.1.
Proof of Corollary 1.2. When H 6= 0, we can choose an orthonormal basis {u1, ..., um}
of T⊥p M such that u1 =
H
|H| . When H = 0, the basis {ur} can be chose arbitrarily. Put
B1 = Au1 − |H|In, Br = Aur for 2 ≤ r ≤ m. Then the conclusions follow from Theorem
1.1 and [DFV].
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