In this paper, we study the structure of the Fucík spectrum of − , the set of points (b, a) in R 2 for which the equation
Introduction
The Fucík spectrum (sometimes called the Dancer-Fucík spectrum) arises in the study of semilinear elliptic boundary value problems of the form
where f (x, t) is a Carathéodory function on Ω × R satisfying f (x, t)/t → a as t → −∞ and f (x, t)/t → b as t → ∞, and Ω is a bounded domain in R n with smooth boundary. Recall that the Fucík spectrum Σ of − is the set of points (b, a) ∈ R 2 for which the problem
has a nontrivial solution, where u + = max{u, 0}, u − = min{u, 0}.
In the pioneering work of Fucík [16] and Dancer [8] , solvability of semilinear elliptic boundary value problems with jumping nonlinearities was proved to be related to the Fucík spectrum. One simple example is that if O is an open set in R 2 disjoint with the Fucík spectrum and containing a point of the form (c, c) then the equation Denote by λ 1 < λ 2 < λ 3 < · · · the distinct eigenvalues of − with 0-Dirichlet boundary condition. It is then clear that (λ l , λ l ) ∈ Σ for any l ∈ N and ({λ 1 } × R) ∪ (R × {λ 1 }) ⊂ Σ. For ordinary differential equations of the second order, Fucík [16] gave a complete description of Σ and showed that Σ consists of smooth decreasing curves passing through (λ l , λ l ), l = 1, 2, . . . . The higher-dimensional case is much more complicated and less information about the Fucík spectrum is known in contrast to the one-dimensional case. Since the work of Fucík [16] and Dancer [8] , there have been many attentions focused on the Fucík spectrum, especially in the higher-dimensional case. From the variational point of view, the solutions of (1.2) are the critical points of the C 1 functional
Thus for (b, a) / ∈ Σ, u = 0 is the only critical point of J (b,a) and the critical groups C q (J (b,a) , 0) are well defined. From [11] we know that for λ l−1 < a < λ l < b < λ l+1 , In this paper, a (co)homology theory always means a singular (co)homology theory with coefficient group Z.
In this paper, we shall study properties of the Fucík spectrum in several aspects. We shall first prove a variant implicit function theorem which will be used in studying the Instead of these assumptions, we shall assume in the variant implicit function theorem that f x (0, 0) exists and is an isomorphism from X to Z; there exists a dense subset G of B X (δ) such that the Fréchet partial derivative f x (x, y) exists for any x ∈ G and y ∈ B Y (δ) and that for any x 1 , x 2 ∈ G, λx 1 . An interesting fact is that even if f does not satisfy the assumptions of the classical implicit function theorem, it do satisfy the assumptions of the variant implicit function theorem. In this way, our abstract setting comes into effect.
In [10] and [28] , the authors proved that if 1 < q < p, then the maps I ± : L p → L q defined by u → u ± are strictly Fréchet differentiable at any u ∈ D(Ω); see 
was first used in [22] to study the Fucík spectrum. The global nondegenerate assumption requiring that dim ker(f u (u, b, a)) = 1 for all (u, b, a) ∈Σ was later assumed in [24, 25] . In this paper, we shall make use of the variant implicit function theorem to deduce local behavior ofΣ at (w 0 , b 0 , a 0 ) from the local nondegenerate assumption. Especially, we shall prove that if the local nondegenerate assumption holds at (w 0 , b 0 , a 0 ) then there is exactly one curve (w(a), b(a), a) (a 0 − r < a < a 0 + r) inΣ passing through (w 0 , b 0 , a 0 ). Moreover, this curve is C 1 , the slope of the curve has the expression b (a) = − Ω (w − (a)) 2 / Ω (w + (a)) 2 , and a formula for w (a) is also available; this result generalizes related results in [2, 17, 18] . We shall prove that (Theorem 3.5) if λ l is simple, then the local nondegenerate assumption do hold for all
It turns out that (cf. [8] ), in many cases, (1.1) has a solution if and only if (1.3) has a solution for every f ∈ L 2 (Ω). One may expect (1.1) and (1.3) to behave similarly if (1.2) has no nontrivial solution, i.e., (b, a) / ∈ Σ (cf. [8] and [7] ). A homotopy index introduced in [9] plays a key role in solvability of (1.3) . In this paper we shall verify that the homotopy index being nontrivial is equivalent to the critical groups being nontrivial, which implies solvability of (1.3) and even (1.1) in the case (b, a) / ∈ Σ.
Courant nodal domain theorem from [6] shows that any eigenfunction corresponding to λ l admits at most d l nodal domains. In [14] , the author proves that if u is a nontrivial solution of (1.2) with (b, a) ∈ C 1 , the first curve through (λ 2 , λ 2 ), then u admits exactly two nodal domains. In this paper, a generalized version of Courant nodal domain theorem shall be given and a theorem on upper semicontinuity of the number of nodal domains of a solution u of (1.2) with respect to (u, b, a) shall be proved.
Note that many of our results could be generalized further. In particular, − could be replaced by more general operators, such as second order uniformly elliptic operator.
The paper is organized as follows. In Section 2, we prove a new version of implicit function theorem adapted to applications to the problem of the Fucík spectrum. In Section 3, C 1 curves are obtained under the local nondegenerate assumption, and the local nondegenerate assumption is verified in Q l if λ l is simple. Solvability is discussed in Section 4. In Section 5, we obtain some nodal domain theorems.
Implicit function theorem and splitting theorem
Let X, Y , and Z be Banach spaces, and denote B X (a) = {x ∈ X | x a} and B Y (a) = {y ∈ Y | y a} for any a > 0. Assume δ > 0 and f : B X (δ) × B Y (δ) → Z is a continuous map and f (0, 0) = 0. We start with a variant implicit function theorem which will be used in Section 3 to study the Fucík spectrum of − . (x, y) exists for any x ∈ G and y ∈ B Y (δ), and for any
Theorem 2.1 (Variant implicit function theorem). Assume:
Then there exist r, τ ∈ (0, δ) and a unique map u : B Y (r) → B X (τ ) such that the following conclusions hold:
Proof. The theorem will be proved by adapting standard arguments. Using (f 2 ), equation f (x, y) = 0 can be rewritten as
We will show that for suitable r, τ > 0 and each fixed y ∈ B Y (r), the map g(·, y) :
where M A −1 . Then choose 0 < r r 1 such that
Let y ∈ B Y (r) be fixed. From (2.2) and (2.3) we have, for
From (2.7) we infer that
Using Hahn-Banach theorem, we find x * ∈ X * such that x * = 1 and 9) which, together with the assumptions (f 1 ) and (f 3 ), implies x 2 + θ(x 1 − x 2 ) ∈ G for a.e. θ ∈ [0, 1], and
Combining (2.5), (2.6), (2.8), and (2.9) yields 
and continuity at y 1 follows: 12) and conclusion (ii) follows. Decreasing r > 0 and τ > 0 selected in the first step, we can assume that, for x ∈ G ∩ int(B X (τ )) and y ∈ B Y (r), f x (x, y), f y (x, y), and [f x (x, y)] −1 exist and
The fact that f (x 1 , y 1 ) = f (x 2 , y 2 ) = 0 and that f is Fréchet differentiable at (x 1 , y 1 ) together with (2.12) implies, as y 2 → y 1 ,
In view of (2.13), u : B Y (r) → B X (δ) is of class C 1 and (2.1) holds. This proves conclusion (iii) and the proof is finished. 2
Remark.
(1) Obviously, a similar result on solvability of the equation f (x, y) = 0 near any point (x 0 , y 0 ) instead of (0, 0) can also be proved. This observation will be used in the next section. (2) 
Using Theorem 2.1, we can prove the following generalized splitting theorem.
Theorem 2.2.
Let E be a Hilbert space, J ∈ C 1 (E, R), and u 0 ∈ E be an isolated critical point of J . Assume 
Then there exists a ball B δ (u 0 ) in E centered at u 0 and with radius
,
Proof. We follow the argument of [20, Theorem 8.3] . First observe that N ⊥ = Range(A). Let P : E → E be the orthogonal projection onto N ⊥ and define
By Theorem 2.1 there exist r > 0 and a Lipschitz continuous map g : B r (0) ∩ N → N ⊥ such that g(0) = 0 and
and the vector field
At the moment, we assume that, for some r
w).
Then h and its inverse, expressed as
), are continuous. It remains to prove continuity of Φ in (t, v, w) and its Lipschitz continuity in w.
where
Observe that
Choose c > 0 such that
The strict Fréchet differentiability of J at u 0 implies that there exists r * ∈ (0, r) such that, for v + w r * ,
Thus, for t ∈ [0, 1] and v + w r * ,
On the right side, the norm of the first term is less than or equal to
while the sum of the second and the third terms is controlled by
Since J is Lipschitz continuous, Φ is Lipschitz continuous with respect to w. The proof is complete. 2
Remark. Theorem 2.2 generalizes the classical splitting theorem (cf. [20, Theorem 8.3] ).
Let H be a Hilbert space and μ > 0 be a number. Recall that a map M : H → H is said to be μ-monotone if and only if
Theorem 2.3 (Shifting theorem). Assume the assumptions of Theorem 2.2 hold. Assume also that there is an orthogonal decomposition
. Remark. Theorem 2.3 generalizes the classical shifting theorem which requires C 2 smoothness of J to the case in which only C 2−0 smoothness of J is needed. For related results see [19] .
C 1 curves in the Fucík spectrum
In the sequel, we use (·,·) to denote the standard inner product of the space
Recall that the Fucík spectrum of − on H 1 0 (Ω) is defined as the set Σ of (b, a) ∈ R 2 such that
has a nontrivial solution u, where Ω is a bounded domain in R n with smooth boundary,
Differentiability of the operators defined by
and (b, a) ∈ R 2 is essential in studying the structure of Σ. And such a differentiability can be verified at least on the sets
In this section, we will first study properties of the sets D 0 (Ω) and D 1 (Ω). Then we will recall a result from [10] and [28] , which asserts that if 1 < q < p, the map
With the help of implicit function theorem obtained in Section 2, C 1 curves in Fucík spectrum are then shown to exist under some generic assumptions. Now assume that w 0 ∈ H 1 0 (Ω) and (b 0 , a 0 ) ∈ Σ \ Σ 0 satisfy (3.1). By the partial regularity of zero set of solutions of elliptic equations (see [3] ), w 0 only vanishes on a set of measure zero, and thus w 0 ∈ D 1 (Ω). Since b 0 , a 0 > λ 1 , it is easy to see that w 0 changes its sign. For this w 0 , define V = {v ∈ C 1 0 (Ω) | Ω ∇w 0 · ∇v = 0} and
Lemma 3.1. The following conclusions hold:
For any x ∈ E, ∇u(x) = 0 and the standard implicit function theorem implies that there exists r > 0 such that B(x, r) ∩ E is an (n − 1)-dimensional C 1 surface, and hence mes(B(x, r) ∩ E) = 0, where B(x, r) = {y ∈ R n | |y − x| < r}. Choose a ball B x such that its radius and all the coordinates of its center are rational numbers and that x ∈ B x ⊂ B(x, r), which implies mes(B x ∩ E) = 0 and
Since {B x ∩ E | x ∈ E} is a countable family of sets, mes(E) = 0. This proves conclusion (i).
Choose
This shows u − μφ ∈ D 0 (Ω) for a.e. μ ∈ R, and conclusion (ii) follows.
Choose a ball B ⊂ Ω such that w 0 is negative in this ball and then choose v 2 ∈ C ∞ 0 (B) such that v 2 0 and v 2 ≡ 0 in B. Then there is t 0 > 0 such that
For any v ∈ V , the proof of conclusion (ii) shows that w 0 + v − μφ ∈ D 0 (Ω) for a.e. μ ∈ R. Thus v − μφ ∈ D 0 (Ω, V ) for a.e. μ ∈ R, and the conclusion (iv) holds. 2
Lemma 3.2. The following conclusions hold:
Proof. This result was proved in [10] and [28] (indeed, strong Fréchet differentiability was proved there); here we give a proof only for convenience.
). We will show that the Fréchet derivative of
we have
It suffices to verify that
For any > 0, since lim n→∞ mes{x ∈ Ω | 0 < u 0 (x) 1 n } = 0, there exists n 0 such that
On the other hand,
which implies the existence of δ > 0 such that if u p < δ then
Combining (3.4) and (3.5) yields, for u p < δ,
That is,
In a similar way, we have
Therefore, (3.3) is valid, and
To show the continuity of
In view of (3.3), we see that
is continuous. This completes the proof of conclusion (i).
For fixed (b, a) ∈ R 2 and p > q > n, we have the following sequence of operators
where the first and the last are two embedding operators and the third is a bounded linear operator. Thus f u (·, b, a) :
exists and is continuous. This proves conclusion (ii).
For fixed (b, a) ∈ R 2 , choose p, q such that 2n n+2 < q < p < 2n n−2 if n > 2 and 2n n+2 < q < p if n = 2. Then conclusion (iii) is a consequence of the following sequence of operators
The proof is finished. 2
Now we study the structure of the Fucík spectrum Σ of (3.1) by using Theorem 2. (w 0 , b 0 , a 0 ) ) is a closed linear subspace of X with codimension 1. Since for any v ∈ X 2 , there exists u ∈ X such that
one infers that X is the direct sum of X 1 and X 2 , that is,
With respect to this decomposition, any u ∈ X can be written as u = w + v with w ∈ X 1 and v ∈ X 2 . Let Q be the associated projection from X onto X 2 . Then Eq. (3.1) is equivalent to the system of the two equations
By positive homogeneity of the two equations in u, it can be assumed that w = w 0 and u = w 0 + v. In view of the fact that (I − Q)(u) = ( Ω ∇w 0 · ∇u)w 0 , we can rewrite the two equations (3.6) and (3.7) as
Now we define a mapf :
a),h(v, b, a) .
For any v ∈ D 0 (Ω, X 2 ) and (b, a) ∈ R 2 , we havẽ
In particular,
Since for any v ∈ X 2 ,
we obtaiñ
It is easy to seef (v, b, a) :
, we see from Lemmas 3.1 and 3.2 that all the assumptions of Theorem 2.1 are satisfied. Thus we are ready to prove the following main theorem of this section. and thus
Furthermore,
10)
and for a ∈ (a 0 − r, a 0 + r),
According to Theorem 2.1, there exist a neighborhood U of 0 in X 2 and r > 0 such that for any a ∈ (a 0 − r, a 0 + r), there exists a unique
and thus 
Therefore, we obtain
Operating A on both sides of (3.14) yields
we then have
which leads to
Using (3.13)-(3.15), we see that
which can be rewritten as
Properties of spectrum of compact linear operators and Lemma 3. 
The next theorem provides an example in which the nondegenerate assumption holds. For more examples, see [24, 25] . To state the theorem, recall that Q l = (λ l−1 , λ l+1 ) 2 
Then (H (v + w), v) = (H (v + w), w) = 0 and thus (H v, v) = (H w, w) = −(H v, w)
, which is a contradiction since v and w cannot simultaneously be 0. This implies dim ker(H ) = 1 and the result follows. 2 Theorem 3.6. Assume λ l with l 2 is a simple eigenvalue and ϕ l ∈ S is a corresponding eigenfunction such that Ω (ϕ
and
Proof. Without loss, we assume that Ω (ϕ
According to Corollary 3.4, there exist in S a neighborhood N 1 of ϕ l and a neighborhood N 2 of −ϕ l and r > 0 such that for any a ∈ (λ l − r, λ l + r) and i = 1, 2, there exists a unique (u i (a), b i (a) C 1 map, (u i (a), b i (a), a) ∈ Σ withΣ being defined in the introduction,
Especially, we have 
As a consequence of (3.17), in a neighborhood of (λ l , λ l ), C 2 is above C 1 on the left side of (λ l , λ l ) and C 2 is below C 1 on the right side of (λ l , λ l ).
To show Σ ∩ Q l consists of exactly C 1 and C 2 , we assume on the contrary that there exists
. For definiteness, we assume λ l−1 < a < λ l < b < λ l+1 . By Theorems 3.3 and 3.5 again, there is a Fucík spectral curve C emanating from (b, a) which goes down and to the left. It cannot reach the two segments {(λ l , a) | λ l−1 < a < λ l } and {(b, λ l ) | λ l < b < λ l+1 }, and it also cannot reach the two curves C 1 and C 2 except at (λ l , λ l ). Therefore C will go down and to the left without stop until it reaches (λ l , λ l ). But this contradicts the fact that there are exactly two Fucík spectral curves emanating from (λ l , λ l ). 2
Remark.
(1) Note that for any a ∈ I 1 ∩ I 2 
(2) Under the assumptions of Theorem 3.6, the structure of Σ ∩ Q l has been described by Gallouet and Kavian [17] . The result of Gallouet and Kavian was reformulated in [18, Theorem 7] , where it is asserted that, with the present notation, in a small ball around (λ l , λ l ) the Fucík spectrum consists of exactly two Lipschitz curves and u i is Lipschitz continuous near λ l , and where formulas of the slopes of the two curves were given only at λ l . Here we have global results in Q l and the curves are proved to be C 1 and formulas not only for b i (a) and also for u i (a) are given in the whole of Q l . Partial results of Theorem 3.6 may also be deduced from some of Dancer's work, for example, from [12, Lemma 1].
Solvability of − u = bu + + au − + f
First recall the definition of the two curves C l1 and C l2 constructed in Schechter [27] . With N l and M l defined before Theorem 3.5, define
Then C l1 is the (lower) curve b = ν l−1 (a) and C l2 is the (upper) curve b = μ l (a). If C l1 and C l2 do not coincide, then the region between them is called a type (II) region (see [23, 26] ).
In this section, we are going to study solvability of the equation
for f ∈ L 2 (Ω). We assume (b, a) / ∈ Σ and thus the equation ,a) , B r (0), 0) is well defined. The following two results are well known (see [8, 16] and [27] ), and they can be regarded as consequences of Theorem 4.1: Proof. Consider the flow η : (J (b,a) , 0) for all q ∈ Z. .
Then one readily verifies that In what follows, the argument on homotopy indices is largely inspired by Dancer [9] . Notations are taken from [9] with slightly different appearance. Assume ν, μ ∈ σ (− ) ∪ {−∞}, ν < μ, and let N ν,μ be the subspace of L 2 (Ω) spanned by the eigenvectors of − corresponding to eigenvalues in (ν, μ). Let P be the orthogonal projection from
It is a well-known simple consequence of the contraction mapping theorem [9] that for any n ∈ N ν,μ the problem (I − P )A(n + w) = 0 has a unique solution, w = S b,a (n), in N ⊥ ν,μ , and S b,a is positively homogeneous and continuous as a map from
Recall a result of [9] which states that if the homotopy index h(0, F b,a,ν,μ ) is nontrivial then (4.1) has a solution for every f ∈ L 2 (Ω). It is proved in [9] that the homotopy index h(0, F b,a,ν,μ ) is zero if and only ifH q (F + b,a,ν,μ ) = 0 for all q, whereH q denotes reduced homology groups. The next theorem shows that Dancer's result is equivalent to Theorem 4.1. For related results see also [11, 13] . Proof. First we assume that (b, a) ∈ R 2 \ Σ and C q (J (b,a) , 0) ∼ = 0 for all q ∈ N. Define
Denote n = dim N ν,μ . By the Alexander's duality theorem,
Observe that f b,a,ν,μ is positively homogeneous. If 0 is not a strict minimum point, the exact sequence of homology groups yields
It is easy to check that the map 
we obtain
It remains to compute H n−2 (S ν,μ \Z μ ) if n 2. Note that, if n 2, the long exact sequence (4.6) reduces to a short exact sequence
From this we see thatH n−2 (S ν,μ \Z μ ) ∼ = 0. In summary, we obtaiñ
According to [9] , F + b,a,ν,μ and S ν,μ \Z μ have the same homotopy type and thus
Thus, by [9] again, the homotopy index h(0, F b,a,ν,μ ) is zero. By the proof in [19] of a C 1 version of the Poincaré-Hopf theorem, C q (J (b,a) , 0) is finitely generated, so the converse of the above argument is also expedite. 
One cannot expect that homotopy index being trivial is equivalent to topological degree being zero. An example given in [9] exhibits a case in which the homotopy index is nonzero, but the topological degree is zero.
Number of nodal domains of the Fucík eigenfunctions
In this section, we denote all the eigenvalues of − by λ 1 < λ 2 λ 3 · · · with each eigenvalue counted as many times as its multiplicity, ϕ 1 , ϕ 2 , ϕ 3 , . . . being the corresponding normalized eigenfunctions. Denote E l = span{ϕ 1 , . . . , ϕ l }. Let Ω ⊂ R n and u ∈ C(Ω) \ {0}. A connected component of the set {x ∈ Ω: u(x) = 0} is called a nodal domain of u. Courant nodal domain theorem [6] states that any eigenfunction corresponding to the lth eigenvalue λ l admits at most l nodal domains. In [14] , the author proves that if u is a nontrivial solution of (4.2) and (b, a) lies in the first Fucík spectral curve passing through (λ 2 , λ 2 ), then u admits exactly two nodal domains. In this section, we will study the number of nodal domains of nontrivial solutions of (4.2) when (b, a) lies in the Fucík spectral curves other than the first one. Proof. Let Ω 1 , Ω 2 , . . . , Ω n be the nodal domains of u and define, for i = 1, . . . , n,
Assume by contradiction that n > l. Then there exist numbers a 1 , . . . , a n with at least one being nonzero such thatũ
By the min-max principle,
a contradiction. The proof is complete. 2
The proof of the next theorem is based on the following two lemmas. Proof. According to the definition
Let u n be the minimizer of (5.1) and definẽ
Then we have
Assume, by contradiction, that λ 1 (Ω n ) +∞ as n → ∞. Without loss of generality, there exists M > 0 such that λ 1 (Ω n ) M for all n, which implies that {ũ n } is bounded in H 1 0 (Ω). Passing to a subsequence, we can assume thatũ n → u * in L 2 (Ω). n(b , a , u ) n(b, a, u) and m(b , a , u ) m(b, a, u) provided that |b − b| < r, |a − a| < r and u − u C < r. This proves upper semicontinuity of n : Π → N and m : Π → N. 2 In summary,
