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1. 
We consider the question: Given the equation in Banach space 
(I+A,)x=y (El 
where I is the identity and A, is a completely continuous operator which 
depends on a parameter X, do there exist a number A and a element y for 
which Eq. (E) has more than one solution x ? A special case of this is the 
question of whether the nonlinear stationary problem for the Navier-Stokes 
equation has more than one solution for large values of the Reynolds number. 
See Finn [5, p. 136 and pp. 146-1471 and Ladyzhenskaya [9, p. 51. Velte [14] 
has proved the existence of bifurcation of solutions for a particular problem. 
But the general question remains open. 
Here we obtain, by using Leray-Schauder degree, two observations con- 
cerning the general question. In Section 2, we study polynomial operators of 
the form 
21-1 
A,, = c T, +AT,, 
n=1 
where T, is a completely continuous polynomial operator homogeneous of 
degree Q (n = l,..., 21 - 1,21) and the linear operator 1+ Tl is invertible. 
(As will be pointed out, our study applies equally well if X is the coefficient of 
T, where ~7~ < 21 and q,-, is even.) We show that either (E) has for certain y 
two distinct solutions for all h in an interval [X, , X] or there exists a number 
h > h, and x E s such that (I + Ah) x = 0, or A, can be approximated 
arbitrarily finely on a fixed sphere by a finitedimensional transformation 
a, such that (I + a,+) x = 0 has two solutions for some value of X. This result 
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is obtained by showing either that the Leray-Schauder degree of 1 -L d-1, is 
even for all h in some interval or that the degree is not defined (in which case 
the existence of A,, follows). 
This theorem is an analog of the statement for polynomials that the equation 
x21 -r . . . + a,x + a, -= 0, 
where the coeflicients ai are real, has at least two distinct real solutions if 
a, # 0 and / a, / is sufficiently small. A stricter analog can be obtained if we 
assume that there exists a ball B with center 0 in the Banach space and a 
positive constant m such that if x is on the boundary of B then 
This case is included in a class of equations studied by Krasnoselskii [8, 
Chapt. IV and V, pp. 247-2481. His results can be used to show that for such a 
transformation the first alternative of our theorem holds. The drawback to 
using the above assumption is that it is quite strong and many concrete 
functional equations which one wishes to study do not satisfy such a condition. 
We also indicate how the same technique can be used to study other types 
of polynomial operators and describe two examples. One of these is the func- 
tional equation which describes the nonlinear stationary problem for the 
Navier-Stokes Equation. For this example, one obtains the existence of the 
finite-dimensional approximations a,, . Applications to nonlinear integral 
equations and the nonlinear Dirichlet problem are briefly indicated. 
In Section 3, we use a theorem of Leray [lo] to show that if A, = hA 
where A is a fixed completely continuous operator then if (E) has only one 
solution for each /\ and y, the topological index of I + hA at each point of the 
domain of I + XA is + I for all A. Then we describe a method for calculating 
the index. 
We use the conventional notation d(f, W, q) for the degree (Brouwer or 
Leray-Schauder) of a map f at a point q and relative to W, the closure of a 
bounded open set. If p is an isolated q-point off (i.e., if f(p) = q and there 
is a neighborhood N of p such that f-‘(q) n N = p) the index (Brouwer or 
Leray-Schauder) off at p is defined to be d(f, B,f(p)) where B is closed ball 
with center p and such that B C N. We use the notation i(f, p, q) to denote the 
index of a mapfat a point p. The letter q denotes the pointf(p) and is included 
for convenience. We use 8 to denote the point-set boundary of a set E. 
2. EIGENVALUE PROBLEMS WITH SEVERAL SOLUTIONS 
Let 
22-l 
A, = c T, + AT,, 
Cl=1 
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be an operator from a real Banach space 8 into itself where h is a real numberc-l 
and T, (q = l,..., 21 - 1,21) is a completely continuous homogeneous poly- 
nomial of degree 4. (See Hille and Phillips [6, pp. 760-7651.) We assume that 
there exists a ball S of radius r and center 0 and a positive number X, 
such that d(1 + AA0 , S, 0) is defined. (If this assumption is not satisfied then 
for each real h and each Y > 0, the equation (I + A,) x = 0 has a solution x 
such that I( x 11 = r.) Let 
Following [3, Assumption 31, we assume that if E > 0, then there exists a 
linear finite-dimensional map P, taking a into a finite-dimensional subspace 
4 of &? and such that if x E S, then 
II PA0 - 4,) x II < E* 
In particular, there exists a map P, : 99 -+ J+$ , a finite-dimensional subspace 
of .!8 such that if x E S, then 
(1) 
where 12 is such that l/n < m/2. Let x1 ,..., xN be a basis for Mn. If x E JIT, 
then 
x = El aixi and P,&,(X) = ‘F PJe (1 air,) + U’X2t (1 a&) . 
II=1 
Since T, is homogeneous of degree q, then 
T, (c w) = c a:l ... aNSN~s,...sN(Ol ,..., zNe ) sl+. “+sN=Q 
where 9-‘ls,...sN is a function of xi ,..., xN only (q = l,..., 21-1, 21) and 
Sl + *-* + sN = q [l, pp. 762-7631. Let 
Pn9-&...sN(x1 )... XpJ) = 5 lg.. .SNXk . 
k=l 
Thus if x = C aixi , then 
22-l 
PAo(4 = c c 
a;~ . . . a sN 
N 
b(k) 
ns,. . ‘S&r Xk 
9=1 S1+“‘+SN=Q 
409/28/I-11 
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Thus the map PnA~,iNn can be described by 
21-l 
ai -+ 1 c a? ... a,,,?b~$..,, 
q-1 sl+...+s,&-a 
Now vary b~~~l...sN to 6&...s, so that the resultant of the polynomials 
(2) 
is nonzero and so that 
I b&...,, - 6&...,, I < E (sl + **- + s, = 21, i = I,... n) 
where E is an arbitrarily given fixed positive number. (It is easy to prove that 
such &.$i,,..s, exist.) 
If E is sufficiently small, then the new map, regarded as a map from S n M% 
into M,, and which we denote by J%$ , is such that: if x E S n .A$ , then 
<min T,e . ( 
m 
1 (3) 
Now @ is a metric space and hence is completely normal (Pervin [12, Theo- 
rem 6.1.3, p. 1011) and hence S is a normal space [12, Theorem 5.5.7, p. 921. 
Since S n JLT, is a closed subset of S, and dA, is a map from S n Mn into R”, 
then by the Tietze Extension Theorem ([12, Theorem 5.5.3, p. 891 and 
Hocking and Young [7, Theorem 2-33, p. 621) the map 
f (40 - P?A,) 
0 
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can be extended continuously to S so that the extended map, denoted by 
wo) (4, - h%,), is such that if x E S, then 
and the range of the extended map is in X% . 
Now define for x E- S a new map 
(4) 
A,,(x) = &4,,(x) + A0 [+ (do - W*,)] (4. 
If x E S n A$ , then A,+,(X) is described by: 
Now let &A be the map on S n Jr/-, described by (5) with X in the place of A, . 
Since the resultant of the polynomials (2) is nonzero then there exists a 
positive constant MO 3 A, such that if h > MO, then if x E S n & , we have 
where I3 is a positive constant such that if x E S, then 
and r is the radius of S. Hence if h >, 111,) 
d(l+ 4, s n 4 ,O) 
is defined and equals 
d(MA , s n -4, , 0) 
where MA : Jr/-, -+ Jr/-, is defined by 
164 CRONIN 
Since 21 is an even number, then d(M,, , S n 4, , 0) is an even number [2, 
pp. 43-501. Now for X > ha, define AA on S by 
From definition, 
Hence if h > M,, then d(l+ a,, Sn Jr/- ,0) is defined and equals 
41 + 4 , S n 4 , O), an even number. Since a, is a finite-dimensional 
map then if d(1 + A,, , S, 0) is defined, 
d(I + A,, S,O) = d(I + A:, , S n Mn ,O). 
Also, by (1) and (4), 
q+ AA0 , s, 0) = d(I + A,, , SO). (6) 
If for x E 9, 
where t E [0, 11, is a homotopy in B - {0), then 
d(I + ho , S, 0) = d(I + $ , S, 0) 
= d(I + A,, S n -&,O> 
= d(f& , s n fl, ) 0) 
= even number. (8) 
Now if I + Tl is invertible, then if h is a fixed number and if u is a sphere in G? 
with center 0 and sufficiently small radius, it follows that 
41 + A ,,u,O)=+l or -1. 
From this statement and Eq. (8), we conclude that if /\r is a fixed number such 
that ho < /\r < h, there is a neighborhood Nr of 0 such that if y E ZV1 then the 
equation 
(I+ 4) * = Y 
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has at least two distinct solutions in the interior of S. If (7) is not a homotopy 
B - (0}, then there exists tn E [0, I] and x, E S such that 
Since we assume that there exist arbitrarily fine finite-dimensional approxima- 
tions, then we conclude that there exist sequences (aln’}, {Jy^}, {A,) and {xn} 
such that 
(i) if x E S, then 
(ii) (I + A::‘) X~ = 0; 
(iii) X, E S n MS . 
If {A,} is bounded, then there exists x such that A, --f x (for convenience we do 
not distinguish subsequences from sequences). Since {xn} is bounded and A, 
is completely continuous, then there exists y such that 
4x, -Y 
From the definition of A:), we have 
p 
A,XvL-+Y. 
Since x, + A~:‘x% = 0, then x,, + - y and AAx,, + A,(- y). But A,x, -f y. 
Hence 
Y = A,(- Y) 
-Y + A,(- Y) = 0. 
Since A, = A, for all n, then 1 3 A, . Since x, --f - y and 11 X, /I = 1 for all n, 
then IIy II = 1. 
We summarize this discussion in the following theorem. 
THEOREM 1. If 
21-l 
where T, is a polynomial operator homogeneous of degree q (q = l,..., 21-1,21) 
and if d(I + AA0 , S, 0) is deJned, then one of the following conclusions holds: 
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(i) There is an interval [A0 , A] such that corresponding to each h, E [A0 , h] 
there is a neighborhood N,,, of 0 such that if y E N,,, , the equation 
v+mn: =y 
has at least two distinct solutions in the interior of S; 
OY 
(ii) there exists x > A0 and 7 E s such that 
(I + A,)7 = 0; 
01 
(iii) there exist sequences {din)}, {X-j, {X,} and {xn} such that 
(a) ifxES, then 
(b) Ain) : a-+ J$,; 
(4 4 cJy^n+c 
(d) x,,~snJ$; 
(e) (I + AZ)) x, = 0; 
(f) x,--f co. 
Notice that in Theorem 1, essential use is made of the fact that 21 is even 
but the fact that T,, is the homogeneous polynomial of highest degree is not 
used. A theorem exactly similar to Theorem 1 holds for an operator of the 
form 
A, = Tl+ **a + Tzs-1 + ATzs + T,,,, + *** + Tw 
where w may be odd or even. 
EXAMPLES. First we give a simple example for which conclusion (iii) of 
Theorem 1 holds. We describe a completely continuous operator, homogene- 
ous of degree 2, which does not have eigenvalues and hence cannot satisfy 
conclusions (i) or (ii). Let B = 1, , the Hilbert space of sequences x = (xn} 
where C (x,J2 < co, and let e, , e2 ,... be an orthonormal basis in 1,. Then if 
XEl2, there is a unique representation 
x = 1 b,,e,, . 
Define A(x) by 
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Clearly A(x) E I2 and is continuous. Also if x = 2 b,e, and y = C c,e,, , 
then 
A(ax + fly) = (ab, + @I)” s + (d, + /3c2)2 $ + -.* 
where & is a function of x and y only. That is, A is a polynomial operator 
homogeneous of degree 2. Also A is completely continuous because if S is the 
closed ball of radius 1, then A(S) is contained in the Hilbert cube. Now 
suppose there exists x E I, such that x f 0 and h f 0 such that Ax = hx. 
Since 
x = 2 bneLe, and +b:-,$+- 
then the coefficient of e, in the representation of x must be zero, i.e., b, = 0. 
But since Ax = Ax, 
Since b, = 0, then all the b,s are zero. Thus x = 0 which contradicts the 
assumption. 
A second example is provided by Ladyzhenskaya’s formulation of the 
homogeneous nonlinear stationary problem for the Navier-Stokes equation 
[9, pp. 95-991. Th e a p riori estimate on solutions obtained in [9, pp. 97-981 
excludes the possibility of conclusions (i) or (ii) holding. But the underlying 
function space is a separable Hilbert space (so that the linear finite-dimen- 
sional transformations P, exist) and the nonlinear operator (I/V) A (defined 
in [9, Eq. (7), p. 961 is a polynomial operator, homogeneous of degree 2. 
Hence conclusion (iii) of Theorem 1 holds. 
Theorem 1 can be applied to nonlinear integral equations of the form 
4s) + j-b k(s, t) P[x(t)] dt = y(s) 
a 
where P(t) is a polynomial in 5 one of whose coefficients (of an even power) 
contains h as a factor and k(s, t) is continuous on [a, b] x [a, a]. The integral 
equation is regarded as an equation in C[a, b], the Banach space of real-valued 
continuous functions on the interval [a, b]. As shown in [4], the linear finite- 
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dimensional approximations P, can be obtained by using Bernstein poly-no- 
mials. Theorem 1 can also be applied to the Dirichlet problem for a nonlineal 
elliptic equation of the form described in [3, Section 41: 
if one of the coefficients of an even power in the polynomial p contains /\ as a 
factor. The approximations P are obtained in this case also by using appros- 
imating polynomials. 
3. A CRITERION FOR THE EXISTENCE OF SEVERAL SOLUTIONS 
Let ~29 be a real Banach space and A a completely continuous map from 
u, where U is a bounded connected open set in 9, into a. Let I denote the 
identity map on g. 
DEFINITION. The real number p is a multiple characteristic value at y 
of A if the equation 
p+pqx =y 
has at least two distinct solutions. 
THEOREM 2. If A has no multiple characteristic values in the open interval 
H (where J may be finite or infkite) then for each x E U and each real t.~ E9, 
the index i (I + pA1x, y), where y = (I + PA) x, has the same value. 
PROOF. For the proof, we use: 
LERAY’S THEOREM [IO]. If D is a bounded connected open set in B and afF 
is a completely continuous map from D into B and $I + F is 1 - 1 on D, then if 
y E (I + F) (D) - (I + F) (D), the Leray-Schauder degree d(I + F, D, y) is 
independent of y and equals + 1 or - 1. 
If A has no multiple characteristic values, then for each fixed p, the map 
I+pA is 1 - 1. Hence if (I+$I)xO=yO, 
d(l+d, 0,~~) =i(~+w&xo,yo) 
and by Leray’s Theorem, 
41-t /-4 0, y,,) = & 1. 
If x1 , x2 are distinct points in U and if yi = (I + PA) xi , then by Leray’s 
Theorem 
41 + 14 8, y,) = d(l+ 4, u>yyz) 
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and hence 
i(I + 4, xl ,yd = i(I + PA, ~2 9~2). 
Thus we have shown that if p is fixed, then i(I + pA, x, y) is independent of 
x E U and has the value & 1. To show that the index has the same value for 
all real CL, assume this is not true. Then there exist p1 , p2 and x1 , x2 E U 
such that 
i(I + plA x1 , yl> = + 1 
i(I+p2A,x2,y2) = - 1. 
Since the index is independent of the point x if TV is constant then 
i(I + ~24x1, (I + ~24 xl> = - 1. 
Hence our assumption implies: There exists a sequence {i&} such that 
,i& --f p1 and such that 
41 + A, x1 , rd + V + id, xl , (I+ LA) 4. (1) 
Now there exists 6 > 0 such that if 6 is a closed ball with center x1 and radius 
6, then 
i(I + ~14 ~1, rd = 41 + PA a, ~1). (2) 
By the invariance under homotopy of the degree, there is a neighborhood N 
of yr and an integer n, such that if y E N and n > n, , then 
41 + ~14 6, ~1) = 41 + ,%A 6, Y). 
Denote (I + j&A) x1 by y% . There exists n, > n, such that ynI E N. Hence 
41 + ~14 a> ~1) = 41 + P& CT, Y,,). (3) 
But 
41 + +A, 5, Y,,> = ill+ +A, xl , m,). (4) 
Equations (2), (3), and (4) show that 
iV + PA x1 , n) = V + t+% x1 , Y,,). 
But this contradicts (1). This completes the proof of Theorem 2. 
COROLLARY 1. If 0 E 9, then i(1 + pA, x, y) = + 1 for all x E U and all 
pe4. 
PROOF. Ifp = 0, 
i(l+pA,x,y) =i(l,x,x) = + 1. 
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COROLLARY 2. If the dazerential C of A at the points of some line segment in 
U has the form d’, where (Y E [a, b] and C,, isjixed and if there exists ar, E (a, b) 
and /t ~9 such that I + cu,,hC, has Riesz index m where m is odd, then A has a 
multiple characteristic value in 9. 
PROOF. Since m is odd, then if E is a sufficiently small positive number, 
the indices i[1 + (a,/\ - 6) C,, , 0, 0] and i[I + (cu,,h + 6) C, , 0, 0] have 
opposite signs (Leray and Schauder [l 1, pp. 56-581). 
Next we describe briefly a method for computing i(l -f- PA, x, y) if A is 
differentiable on U. This method is an extension of a special case of [I] and is 
also related to the discussion in Krasnoselskii [S, pp. 217-2231. For simplicity 
of notation, let /* = 1. If A is differentiable at a point x,, then its differential 
at x0 is C, a linear completely continuous map, and we may write for x near 
x0 ) 
(I + C) (x - x0) + T(x - %> + y - yo (5) 
where T is the remainder term. We shall assume that T is higher order in the 
following sense: There is a positive valued function M(u, v) of two real 
variables such that 
lim M(u, v) = 0 
(U?)40.0) 
and such that 
II T(x) - W) II < WI x II , II *II> II x - 3 II . 
If x - x,, = [ and y - y0 = y, then (5) becomes: 
(I+C)f+T(f)=y. (6) 
If I + C is 1 - 1 on B, then i(I + A, x0 , yO) equals i(1 + C, x0 , yO) and 
i(I + C, x0 , y,,) = + 1 or - 1. (See Leray and Schauder [l 1, p. 561.) 
Now suppose the null space of I + C is &Jr , a space of dimension n > 0. 
From the Riesz theory, we have the following facts. First 
8 = Bi @ 99” (direct sum) 
where @ is a closed linear subspace of B. If El , El are the projections of 9’ 
onto g1 , a1 respectively then if 4, = Elf, f1 = Elf, Eq. (6) can be written 
(I i- C) f1 + T(fl + f’) =Y. (7) 
There exists a linear continuous transformation R from B onto B and of the 
form I + D, where D is completely continuous, and if f E B, then 
R(I + C) f = f’. 
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Applying R to (B), we obtain: 
c? + RT(5, + 6’) = RY. (8) 
Applying El, Er to (8) yields 
t1 + ElRT(.$ + e’) = ElRy (9) 
and 
E,RT(S; + 5’) = WY. (10) 
Solving (9) for t1 by use of the implicit function theorem we obtain (locally) 
c? = G(& ,Y). (11) 
Substitution from (11) into (10) yields: 
E,RT(K, + GCSY)I = WY. (12) 
Solving (7) for & + 5’ in terms of y is equivalent to solving (12) for & in 
terms of y. Hence x,, is an isolated y,-point (and thus i(1 + A, x,, , y,,) is 
defined) if and only if i{E,RT[[, + G([, , 0)]} is defined. If i(l + A, x0 , y,,) 
is defined, then by the product theorem for degree (see Leray [lo]) 
[i(R, 0,O)l [V + 4 xo , yo)] = i(l - 4 + RT, (-JO). (13) 
Let Cp and Y be the maps defined by: 
@ : 51 + P -+ & + c? + EIRT(S, + P) = 61 + MY 
Y : 51 + E’RY - (I- 4) (t, + E’Ry) + -WT[& + G(E, , FRY)] 
= E”Ry + EIRy = Ry. 
Since I - E, + RT = ?P@ then by the product theorem 
i(I - El + RT, 0,O) = [i(U, 0, 0)] (i(@, 0, O)]. (14) 
Since T is a second-order term, i(@, 0,O) = + 1. Since i(Y, 0,O) is defined 
and because Y has the form I + F where F is finite-dimensional, then 
[2, p. 51 and pp. 134-1351 z(Y, 0,O) equals the index 
+%RT[& + G(& ,ON, 0, 01. 
I’hese statements together with (13) and (14) show that 
i(I + A, 4, , yo) = i(R, 0,O) i{E,RT[& + G(& , 0)], 0, 0) 
= f E’GWW, + G(L , ON, 0, 01. 
COROLLARY 3. If there exists x0 E U such that the remainder T at x0 is an 
even function of x - x0 and iffor t1 su$Lziently close to 0 but # 0, E,RT([,) # 0, 
then A has a multiple characteristic value. 
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PROOF. It can be proved [6] that 
Since T is even, i(E,RT(fJ, 0, 0) is an even number. 
REMARK. If A is a homogeneous polynomial of degree two, then T is 
even. The operator A which occurs in Ladyzhenskaya’s formulation of the 
homogeneous nonlinear stationary problem for the Navier-Stokes Equation 
[9, pp. 95-991 is a homogeneous polynomial of degree two. 
If A is a polynomial operator, the problem of computing i(1 $~ A, 0, 0) 
reduces to the problem of computing the degree of a map from Euclidean 
n-space into itself which is described by polynomials for the following reason. 
First except for sign, i(1 f- A, 0,O) equals i(E,RT(f, + G([r , 0)), 0, 0). But 
G(t, , 0) is the solution of Eq. (10) with y = 0, i.e., 
f' + E'RT(& + 8') = 0. (16) 
Thus G([r , 0) is the limit of the sequence of successive approximations 
Stz, = - E’RT(& + &, = - EIRT[& - EIRT(&)I 
&t;+l, = - -J-W& + Et,,). 
In a fixed ball B, in B, with center 0, the convergence of {[&,(tr)} is uniform 
in [r . Let B be any fixed ball with center 0 and such that B C B, . Since the 
convergence is uniform, then there exists n, such that if f1 E B, then 
Thus by Rouche’s Theorem 
W,RW, + W, s Oh O,O) = W,RT(& + &t&s B, 0). 
If T is a polynomial operator, then the components of E,RT(t, + Sin,,) are 
polynomials in the components of & . That is, the map EIRT(fl + L$,,) is a 
map from Euclidean n-space into itself which is described by polynomials. 
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