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Abstract
The equation of motion of affine Toda field theory is a coupled equation for
r fields, r is the rank of the underlying Lie algebra. Most of the theories admit
reduction, in which the equation is satisfied by fewer than r fields. The reductions
in the existing literature are achieved by identifying (folding) the points in the
Dynkin diagrams which are connected by symmetry (automorphism). In this paper
we present many new reductions. In other words the symmetry of affine Dynkin
diagrams could be extended and it leads to non-canonical foldings. We investigate
these reductions in detail and formulate general rules for possible reductions. We
will show that eventually most of the theories end up in a
(2)
2n that is the theory
cannot have a further dimension m reduction where m < n.
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1 Introduction
The affine Toda field theory is one of the best understood field theories at the classical
[1] and at the quantum levels [2–8], thanks to its integrability. It is the close connection be-
tween the affine Toda field theory and the conformal field theory in 2 dimensions, another
group of best understood quantum field theories, (integrable deformation of conformal
field theory [9, 10]) that led to the interesting but controversial “imaginary coupling”
affine Toda field theory.
Toda field theory is integrable at the classical level due to the presence of an infinite
number of conserved quantities. Many beautiful properties of Toda field theory, both
at the classical and quantum levels, have been uncovered in recent years. In particular,
it is firmly believed that the integrability survives quantisation. The exact quantum S-
matrices are known for all the Toda field theories based on non-simply laced algebras [7, 8]
as well as those based on simply laced algebras [2–6]. The singularity structure of the
latter S-matrices, which in some cases contain poles up to 12-th order [4], is beautifully
explained in terms of the singularities of the corresponding Feynman diagrams [11], so
called Landau singularities.
In this present note, we are mainly concerned with the various types of classical solu-
tions of the affine Toda field theory. The structure of the classical equation of motion is
common to both the real and imaginary coupling regimes. They share an infinite set of
conserved quantities. To be more specific, we discuss various types of classical equations
derived by the ‘reduction’ (see Olive and Turok [12]) from a given affine Toda field the-
ory. As is well known, the reduction of affine Toda field theory by keeping its integrability
is closely related to the Dynkin diagram automorphisms of the underlying Lie algebras.
Reductions of special interest are the “dimension one” reductions [13], in which a single
field degree of freedom satisfies the entire set of equations for the r-component field (r is
the rank of the underlying algebra). The situation is close to the classical images of the
soliton, which can exist by itself, thus satisfying a single-component nonlinear equation of
motion. However, the affine Toda field theory in the real coupling regime has no “solitons”
because of the unique vacuum. In the imaginary coupling regime the potential becomes
periodic and the possibility of “solitons” emerges ( although non-hermitian in most cases).
In such a situation the solutions of the “dimension one” reduced equations are expected
to play important roˆles just as the “solitons” and “breathers” in the sine-Gordon theory.
It is also hoped that an understanding of the imaginary coupling regime would give us
some hints for the real coupling regime, as well as for the foundation of the quantum
group structure. Here we study in detail the possible reductions of affine Toda theories.
About a decade ago Olive and Turok [12], addressed the same problem. Subsequently
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a few years ago one of the authors studied the problem [13], concentrating mainly on
“dimension one” reduction, and obtained some new results. In the following pages we
follow the footsteps of these papers and investigate many new reductions which were not
mentioned in the earlier papers. Along with earlier results we will try to give a complete
and exhaustive list of all possible affine Toda reductions. We shall also present the general
rules for obtaining the reductions. Furthermore, some diagrammatic techniques will be
presented to obtain reductions of some particular theories. These diagrams will help to
figure out which of the roots of the Dynkin diagrams are to be identified. In the ref.[12]
two types of reductions were mentioned viz. non-direct and direct depending on whether
or not the two adjacent points of Dynkin diagram are identified. It was mentioned that in
case of non-direct reduction one has to rescale the space-time(or the mass parameter) to
obtain the proper reduction. But we find that this is not always the case. In the ref.[12]
only the symmetries of simply laced algebras were considered and subsequently folded
to obtain the non-simply laced algebras and reductions. The folding of non-simply laced
algebras were ignored because the didn’t produce new algebras. In the present paper we
also consider the symmetries and the folding of the non-simply laced algebras. Although
they don’t provide any new algebra but the Toda equations based on them reduce to other
Toda theories based on non-simply laced (and sometimes simply laced) algebras of lower
rank. We also hope that these reductions will provide a better ground for the study of the
affine Lie algebra. We think that just by looking at the Dynkin diagram of some affine
Lie algebra one may not have a hint for the real number of reductions of Toda theory
based on that. We hope the following diagram will illustrate the above point. In Fig. 1
we list the all possible reductions of a
(1)
17 theory.
The organisation of the present note is as follows. A very brief summary of the
rudimentary facts of the affine Toda field theory is given in the next section. In section 3
we give the general reduction procedure. The subsequent sections discuss case by case in
detail with diagrammatic techniques.
2 Summary: Affine Toda Field Theory
In this section we would like to recapitulate the essential features of Toda field theories
which we believe is helpful to understand the problem. Affine Toda field theory [1] is a
massive scalar field theory with exponential interactions in 1+1 dimensions described by
the Lagrangian
L = 1
2
∂µφ
a∂µφa − V (φ), (2.1)
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Figure 1: Reductions of a
(1)
17 Toda Theory
in which the potential is given by
V (φ) =
m2
β2
r∑
0
nje
βαj ·φ. (2.2)
The field φ is an r-component scalar field, r is the rank of a compact semi-simple Lie
algebra g with αj; j = 1, . . . , r being its simple roots. The roots are normalised so that
long roots have length 2, α2L = 2. An additional root, α0 = −
∑r
1 njαj is an integer linear
combination of the simple roots, is called the affine root; it corresponds to the extra spot
on an extended Dynkin diagram for gˆ and n0 = 1. We call the integers ni the ‘weight’,
which are sometimes referred to as Kac’s labels, too. When the term containing the extra
root is removed, the theory becomes conformally invariant (conformal Toda field theory).
Then the theory is based on the root system of a finite Lie algebra ‘g’ and sometimes it
is called a non-affine Toda theory in distinction with the affine one. The simplest affine
Toda field theory, based on the simplest Lie algebra a
(1)
1 , the algebra of ŝu(2), is called
sinh-Gordon theory, a cousin of the well known sine-Gordon theory. m is a real parameter
setting the mass scale of the theory and β is a real coupling constant, which is relevant
only in quantum theory. Since the coupling constant is irrelevant for the discussion of
the classical solutions, we put β = 1 hereafter. The equation of motion reads (see [14] for
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various forms of affine Toda equation of motion)
∂2φ = −m2
r∑
j=0
njαje
αj ·φ. (2.3)
It turns out that the data in quantum theory, such as the masses and couplings of
various kinds, are also useful for the reduction of classical equation of motion. Expanding
the potential part (2.2) of the Lagrangian up to second order, we find
V (φ) = m2
(
r∑
i=0
ni +
1
2
r∑
i=0
niα
a
iα
b
iφ
aφb + . . .
)
, (2.4)
from which we can extract a (mass)2 matrix
h =
r∑
0
ni, (M
2)ab = m2
r∑
0
niα
a
iα
b
i . (2.5)
Here h is the Coxeter number [15, 16]. The mass matrix has been studied before [4, 1,
17, 5, 16].
One important fact which underlies the present work is that the particles of the simply
laced theory are associated unambiguously with the spots on the Dynkin diagram and thus
to the simple roots (fundamental weights) of the associated finite Lie algebra [4, 18, 17, 19].
It is based on the observation that the set of masses computed as the r eigenvalues of
the mass matrix (2.5) actually constitute the Frobenius-Perron eigenvector of the Cartan
matrix of the associated finite Lie algebra. In other words, if we setm = (m1, m2, . . . , mr)
then
Cm = λminm = 4m
2 sin2
pi
2h
m (2.6)
where C is the Cartan matrix Cij = 2αi ·αj/α2j , i, j = 1, . . . , r. The Coxeter numbers and
(mass)2 of various theories together with the Dynkin diagrams and particle labelling, can
be found in ref. [4].
The idea of folding and reductions based on the symmetry (automorphism) of the
Dynkin diagram is simple: a symmetry of the Dynkin diagram, permuting the points as
α→ p(α), can be rewritten as a mapping of the field space to itself, φ→ p(φ). This is a
symmetry of the classical field equations derived from the Lagrangian with the potential
(2.2), namely it maps a solution to another. This means that if the fields initially take
values in the subspace invariant under p, they will remain there, at least classically. Since
the subspace is of smaller dimension than the original field space, the evolution of fields
within it can be described in terms of an equation with fewer variables than the original
equation. The latter is obtained by projecting the variables αi in eqn. (2.2) onto the
invariant subspace. This process of obtaining new equations and their solutions from
5
the old, by exploiting diagram symmetries, is known as reduction. In other words, an
arbitrary solution of a reduced theory always gives solution(s) of the original theory by
appropriate embedding(s). The so-called direct reductions are those such that α ·p(α) = 0
for each root α (i.e. the symmetry does not relate points linked by a line on the Dynkin
diagram).
One further point. A symmetry of the unextended Dynkin diagram of a simply-
laced algebra yields the diagram for one of the non simply-laced algebras on projection
onto the invariant subspace, and the addition of the extra point to extend the diagram
always respects such a symmetry. The resulting projected diagram is the untwisted affine
diagram for the non simply-laced algebra. This is a reflection of the fact that the symmetry
group of the extended diagram contains always at least that of the unextended diagram.
Reductions involving any additional symmetries of the extended diagram yield affine
Toda theories based on the twisted affine Dynkin diagrams. The reductions based on
the symmetries of the unextended Dynkin diagrams are discussed rather completely in
earlier papers [4, 12, 13], therefore in this note we concentrate on the reductions based on
the symmetries of the affine Dynkin diagrams. There is an interesting distinction to be
made here between the two different types of non simply-laced theories, namely twisted
and untwisted theories. The foldings leading to untwisted theories turn out to remove
degeneracies from the mass spectrum, the resulting non degenerate particles always being
linear combinations of the degenerate particles in the parent theory (it is precisely this
‘rediagonalisation’ which causes the problems in the quantum theory mentioned above).
In contrast, foldings leading to twisted diagrams remove some particles from the spectrum
altogether, while leaving the others unchanged.
Quantum S-matrices of all affine Toda theories are also known [2, 3, 4, 5, 6, 20].
Based on the assumption that the infinite set of conserved quantities be preserved after
quantisation, only the elastic processes are allowed and the multiparticle S-matrices are
factorised into a product of two particle elastic S-matrices.
3 Reduction
In this section we show mathematically what we mean actually by Toda reduction, stated
in earlier sections. Consider the Toda equation of motion (2.3) for the algebra ‘g’ of rank
‘r’
∂2φ = −m2
r∑
αj∈g, j=0
njαje
αj ·φ. (3.1)
6
Now let us make the following special ansatz for the field φ,
φ =
p∑
i=1
βiϕi, p < r, (3.2)
in which βi’s are p constant vectors constructed with linear combinations of αj ’s that is
βi =
∑
j aijαj (aij’s constant), and ϕ is a p-component real field. In other words (3.2)
simply means that the solution φ lies in the p-dimensional subspace spanned by βi’s. The
explicit parametrisation ϕi is immaterial as in the original (3.1). Now inserting (3.2) in
the eqn. (3.1), we have
p∑
1
βi∂
2ϕi = −m2
r∑
αj∈g, j=0
njαje
αj ·
∑
i
βiϕi . (3.3)
Now if βi’s behave like the roots of rank ‘p’ algebra ‘g
′’ and if the equation (3.3) can be
recast as
∂2φ = −m′2
p∑
βi∈g′, i=0
n′iβie
βi·φ, (3.4)
we will succeed to obtain the reduction1. In the above equation n′i are ‘weights’ for the
algebra g′, and we have
∑p
i=0 n
′
iβi = 0. Note due to the choice of the ansatz (3.2) the field
φ appearing in the above equation is a p component field. In most of the cases the mass
parameter m2 = m′2. But in some cases a constant scaling factor is needed to relate these
two mass parameters (We shall comment on this point at the end of the next section).
Now we illustrate the above procedure with an example. Consider the reduction of
Toda equation based on affine algebra f
(1)
4 to one based on algebra d
(3)
4 , The Dynkin
diagram for f
(1)
4 (now on we follow the notations of the ref. [21]) is
◦
α0
◦
α1
◦
α2
〉◦
α3
◦
α4
1 2 3
4
2
, (3.5)
in which we show ni on each simple root. Now we construct two vectors β1 and β2 in the
following way
β1 =
1
3
(α1 + 2α3), β2 = α2 (3.6)
so that β1 and β2 behave like the roots of affine algebra d
(3)
4 (see also the last diagram of
Fig.(13)). The affine root β0 can be obtained using relations
∑2
i=0 n
′
iβi = β0+2β1+β2 = 0
1There are cases where the βi’s behave like the roots of a lower rank algebra but Toda equation would
not retain its form as eqn. (3.1). For example if we start with c
(1)
n theory and identify only two end vertices
i.e. α0 and αn to construct βn−1, and leave every other root as it is, so that βi = αi+1, i = 0, 1, .., n− 2,
and βn−1 =
1
2 (α0 + αn), we find that βi’s do indeed behave like roots of a
(1)
n−1 theory, but in this case
Toda equation based on algebra c
(1)
n does not reduce to one based on a
(1)
n−1.
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and
∑4
j=0 njαj = 0, giving,
β0 =
1
3
(α0 + 2α4), (3.7)
which is equivalent to identifying α0 with α4 in the diagram (3.5). The various inner
products of the roots of d
(3)
4 are following:
β20 = β
2
1 =
2
3
, β22 = 2, β0 · β1 = −
1
3
, β1 · β2 = −1, and β0 · β2 = 0. (3.8)
In this case no re-normalisation of the roots is necessary because the longest root is already
having squared length of 2 units. We now tabulate various inner products of αi’s and βi’s
α0 · β1 = −1
3
, α0 · β2 = 0,
α1 · β1 = 2
3
, α1 · β2 = −1,
α2 · β1 = −1, α2 · β2 = 2,
α3 · β1 = 2
3
, α3 · β2 = −1,
α4 · β1 = −1
3
, α4 · β2 = 0. (3.9)
Now we start with the equation (3.1) for the algebra g ≡f (1)4 . Equation (3.1) looks in the
expanded form:
∂2φ = −m2(α0eα0·φ + 2α1eα1·φ + 3α2eα2·φ + 4α3eα3·φ + 2α4eα4·φ). (3.10)
Furthermore we take φ = β1ϕ1 + β2ϕ2, and use (3.9) in eqn. (3.10) to obtain,
β1∂
2ϕ1 + β2∂
2ϕ2 = −m2[(α0 + 2α4)e− 13ϕ1 + 2(α1 + 2α3)e 23ϕ1−ϕ2 + 3α2e−ϕ1+2ϕ2 ] (3.11)
using (3.8),(3.6) and (3.7) in above equation, we find that it can be rewritten as,
∂2φ = −3m2(β0eβ0·φ + 2β1eβ1·φ + β2eβ2·φ) (3.12)
or in compact form,
∂2φ = −m′2
2∑
βj∈d
(3)
4, j=0
n′jβje
βj ·φ. (3.13)
In this case we find that m′2 = 3m2 and n′j’s are appropriate ‘weights’ of the d
(3)
4 algebra.
At this stage we would like to make some interesting observations. At first sight it
appears that the diagram (3.5) does not have any symmetry at all and therefore it cannot
be folded. But if one pays a little attention one observes that indeed a kind of symmetry
is present in the diagram (3.5). The vertex pair (α0, α1) is more or less same like the pair
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(α4, α3). The two vertices in each pair are of the same length, and their positions from
the center (i.e. from vertex α2) are the same. The pair (α0, α1) is joined to the vertex
α2 with a single line whereas the pair (α4, α3) is joined to α2 with a pair of lines, but the
‘weights’ (Kac’s labels) of the latter pair is just twice of that of the former one. This is
why we identify the vertices α1 with α3 and α0 with α4 and give the twice weightage to
α3 and α4 (see equations (3.6),(3.7)). To see the symmetry in a more picturesque way
we would like to draw a “reduced diagram” from (3.5) by dividing the ‘weights’ of the
vertices (pointed by the arrow in the diagram) by the number of lines joining them from
the center, and replacing the multiple lace with the single lace in the diagram. In this
case there are two lines joining the pair (α3, α4)(arrow points these two vertices) with the
vertex α2. Their original ‘weights’ 4 and 2 are divided by two giving new ‘weights’ equal
to 2 and 1 respectively. Furthermore we remove the double lace from the diagram (3.5)
to have the following symmetric “reduced diagram” with the ‘weights’ shown
1◦ 2◦ 3◦ 2◦ 1◦ . (3.14)
For further illustration consider another diagram g
(1)
2 , which does not seem to have any
symmetry at first sight,
◦
α0
◦
α1
〉◦
α2
1 2
3
(3.15)
In this case α2 is joined to α1 with three lines and the arrow is pointing α2, so we divide
the ‘weight’ of α2 by three and replace three lines by a single line resulting the following
symmetric “reduced diagram” with the new ‘weights’, as
1◦ 2◦ 1◦ (3.16)
And we find that g
(1)
2 can be folded into a
(2)
2 , by identifying α0 with α2 and three times
weightage to α2.
Now we are in a position to give the rules for the folding. The first thing is to observe
whether the Coxeter number, h =
∑r
i=0 ni of the algebra in question (i.e. on which the
Toda theory one wants to reduce is based) is a prime or not.
Case a) h is a prime. Now we check whether the algebra is a
(2)
2n . Here again there are
two possibilities.
1. The algebra is a
(2)
2n . In this case there is no reduction possible.
2. The algebra is one of a(1)n , d
(2)
n+1, and a
(2)
2n−1. In all the cases the theory will
reduce to a
(2)
2m which is having lower rank than that of the original one (i.e.
m < n).
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Case b) h is not a prime. There are three cases:
1. Theory is based on an exceptional algebra ie on e
(1)
6 , e
(1)
7 or e
(1)
8 . Very limited
number of reductions are possible and are given in section 8.
2. Theory is based on d
(3)
4 algebra. No reduction is possible.
3. Theory is not any of above two cases. In this case we find all the divisors of
the h. Corresponding to each divisor we have one or more reductions. By this
we mean the reduced theory will be based on an algebra which will have the
Coxeter number equal to the divisor. Regarding the type of reductions possible
we have to refer the following sections where everything will be treated case by
case. Next go back to the beginning of the programme to check whether these
reduced theories can be reduced further or not. All the theories will finally
reduce to the a
(2)
2n theories with 2n+ 1 prime or a
(1)
1 with the exception of f
(1)
4
which reduces to d
(3)
4 .
Now we will present rules for the folding of the Dynkin diagram. The detailed diagrams
are given in the subsequent sections. When we identify the p-points in the Dynkin diagram
say corresponding to the roots αi1, αi2 , αi3 , · · ·, αip(with ‘weights’ ni1 , ni2 , ni3 , · · ·, nip,
respectively), we construct a root, βi for the new algebra as the following weighted average
of αij ’s,
βi =
1∑p
j=1 nij
p∑
j=1
nijαij . (3.17)
The new roots, βi’s, behave like the roots of the reduced algebra, but it is possible that the
long root(s) may not have the squared length of 2. In that case one has to re-normalise
all the root such that the long roots have squared length of 2 units.
4 Folding of Dynkin diagrams- a(1)n series
In this and the following sections we will draw the Dynkin diagrams in a convenient way so
that folding is achieved easily. In all the following diagrams the vertices falling on the same
column are to be identified and new roots are constructed using the expression (3.17). In
all the diagrams vertices are labelled by the roots(for the corresponding ‘weights’, ni’s,
see Ref. [21]).
There are roughly two types of the reduction. In the first case the theory reduces to
one of the members of the same series, and in the second case it reduces to some member
of the other series. We first discuss the former case. The reduction of the a(1)n affine Toda
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field theory is quite straightforward [4, 12, 13] and has a rich structure, which reflects the
Zn+1 symmetry of the extended Dynkin diagram.
If the Coxeter number h = n + 1 is not a prime i.e. n+ 1 = pq, for integers p, q then
the above equation (2.3) can be reduced to a
(1)
p−1 and a
(1)
q−1 Toda theories by dividing by
Zq and Zp , respectively:
a
(1)
pq−1 → a(1)p−1, divided by Zq, (4.1)
a
(1)
q−1, divided by Zp. (4.2)
The reductions listed above are so-called direct reductions, i.e., the roots to be identified
(folded) are not connected by a link in the Dynkin diagram. For details we refer to a
previous paper [4].
We construct the new roots for the reduced theory in the following way for the above
reductions:
βi =
1√
p
p−1∑
j=0
αi+jq
 ; i = 1, 2, · · · , q − 1; (a(1)pq−1 → a(1)q−1), (4.3)
βi =
1√
q
q−1∑
j=0
αi+jp
 ; i = 1, 2, · · · , p− 1; (a(1)pq−1 → a(1)p−1). (4.4)
In the second case a(1)n theory may reduce to one of the following theories namely those
based on non simply-laced theories, see Figs. (2),(3) and (4).
a
(1)
2n−1 → c(1)n (4.5)
a
(1)
2n+1 → d(2)n+1 (4.6)
a
(1)
2n → a(2)2n (4.7)
First of these, (see Fig. 2) is an example of what is often called “direct-reduction” in
early literature. In this case the vertices identified have the same masses. So the reduced
theory has the same masses of the parent theory having the degeneracy removed. In
this case no two neighbouring vertices are identified. In the second one, expression (4.6),
Fig. 3, the vertices identified have different masses and at the ends the the neighbouring
vertices are identified. Finally in the last one (see Figure 4), one identifies the vertices
with the same masses. An interesting point to note is that any other rotation of the
parent theory will give these reductions. So there are n ways to obtain first two of
these reductions and 2n + 1 ways to get the last one. But in all these rotated case
the masses of the identified vertices will be different. Here we make some comments on
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the ‘direct’ and ‘non-direct’ reductions. In ref. [12] the distinction between these two
reductions was made by following two points. First, in case of ‘non-direct’ reductions
one identifies vertices which are directly linked in the Dynkin diagram, and second, one
needs a rescaling of space-time (or mass parameter) to obtain the reduction. But we find
that these two points don’t go hand in hand. In the case of the reduction f
(1)
4 →d(3)4 (see
earlier sections), two directly linked vertices were never identified, but one needed a mass
parameter rescaling, whereas in the last two reductions, Figs. (3) and (4), the directly
linked vertices were identified but the mass rescaling was not needed. So, we find that
the distinction becomes obscure.
5 d
(2)
n+1 and c
(1)
n theories
The reductions of d
(2)
n+1 and c
(1)
n theories are very similar due to the nature of their affine
Dynkin diagrams. The Dynkin diagram of the one can be obtained just by reversing the
arrows in the diagram of the other. In other words these two Dynkin diagrams are dual
to each other. The reductions can be obtained with the help of the Figs. 5 and 6. These
figures guide to construct the new roots of the reduced theory. In all the cases vertices
falling on the same vertical line are identified. There are three types of reductions.
The first type is where d(2)pq (c
(1)
pq ) theories reduce to d
(2)
p (c
(1)
p ) or d
(2)
q (c
(1)
q ) (see Figs. 5,8
and 9). Although the reduction type is similar for d
(2)
n+1 and c
(1)
n theories, the diagrams
for these reductions have some differences. Notice that in the case of d
(2)
n+1 theories on
the edges one identifies two adjacent vertices of Dynkin diagram Fig. 5, whereas for c(1)n
theories we have single vertex on the edges, Figs. 8 and 9.
In the second type of reduction d
(2)
2q (c
(1)
q ) theories go to a
(1)
n theory. The construction
of a new root β1 for a
(1)
1 is depicted in Fig. 6. In this case diagrams are similar to that of
the above type but there are only two columns.
Lastly d
(2)
p(2n+1)(c
(1)
p(2n+1)) reduce to a
(2)
2n theories Figs. 7 and 10. In this case on one edge
of the diagram two neighbouring vertices are identified whereas the other edge has a single
vertex.
6 a
(2)
2n series
The series a
(2)
2n has only one reduction viz it reduces to a member of the same series. The
reduction is depicted in Fig. 11 for a
(2)
2(2np+n+p) going to a
(2)
2n (a
(2)
2p ). In this case again we
see that at one edge the neighbouring vertices are identified and at the opposite edge not.
And the other difference from the earlier Figs. 7 and 10 is the series begins at one edge
and ends at the other.
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7 d(1)n , b
(1)
n , and a
(2)
2n−1 theories
Most of the reductions and foldings of d(1)n series are known for a long time and discussed
in many places [4, 12, 13] earlier. Here for completeness sake we give them in Fig. 12. The
new one we have added in this figure is the last one, where d
(1)
2n+1 reduces to b
(1)
n theory. In
all these cases we identify vertices as shown in the Fig. 12 (with external arrows). There
are other particular ones we have added, for example Fig. 13, where d
(1)
5 reduces to c
(1)
2 .
Another interesting feature is that one can obtain a reduction through multiple steps. Let
us consider the reduction of d
(1)
4 to a
(2)
2 . This can be achieved by identifying four outer
vertices of the diagram at one step. The same thing can be achieved in the following
way. First only two of the outer vertices are identified to obtain b
(1)
3 . Now the roots
α1 and α3 of b
(1)
3 are identified to obtain the g
(1)
2 theory. Note that in this case the two
vertices identified have different ‘weights’ so one has to take the weighted average for the
construction of the new roots in this case as explained in the section 3, (3.17). In the
final step we identify the roots α0 and α2 of g
(1)
2 theory to get a
(2)
2 . Here we obtain the
final theory in three steps. The same thing could have been achieved in two steps viz
d
(1)
4 → d(2)2 → a(2)2 . The reductions of b(1)n and a(2)2n−1 are very limited and are given in Fig.
13.
8 Exceptional series
All the reductions of the exceptional theories were discussed in the papers [4, 12, 13].
Here we only add one more step in the reduction of e
(1)
6 to d
(3)
4 ie. e
(1)
6 → f (1)4 → d(3)4 . The
vertices to be identified in this case are shown in Fig 15 through arrows. As remarked in
a previous paper [13], one can reduce directly e
(1)
7 → a(2)2 , by keeping (or projecting onto)
the (mass)2 = 6m2 particle only. The same reduction can be achieved in two steps via
e
(2)
6 , that is e
(1)
7 → e(2)6 → a(2)2 (first and last diagrams of Fig. 15).
9 Summary and discussion
The reductions of affine Toda field theories are reported systematically and comprehen-
sively by adopting simple graphical representations indicating the vertices of the Dynkin
diagrams to be identified (folded). Many new reductions are reported and they are ex-
pected to play important roles: for example in understanding the ‘soliton’ S-matrices
and their fusions associated with the ‘imaginary’ coupling theories, in the representation
theory of affine algebras, etc.
13
References
[1] A. V. Mikhailov, M. A. Olshanetsky and A. M. Perelomov, Comm.Math. Phys. 79
(1981) 473;
G.Wilson, Ergod. Th. and Dynam. Sys. 1 (1981) 361;
D. I.Olive and N.Turok, Nucl. Phys. B265 (1986) 469.
[2] A. E.Arinshtein, V.A. Fateev and A.B. Zamolodchikov, Phys. Lett. B87 (1979) 389.
[3] H.W.Braden, E.Corrigan, P. E.Dorey and R. Sasaki, Phys. Lett. B227 (1989) 411.
[4] H.W.Braden, E.Corrigan, P. E.Dorey and R. Sasaki, Nucl. Phys.B338 (1990) 689;
H.W.Braden and R. Sasaki, Phys. Lett.B255 (1991) 343;
R. Sasaki and F.P. Zen, Int. J.Mod. Phys. 8 (1993) 115.
[5] P.Christe and G.Mussardo, Nucl. Phys. B330 (1990) 465; Int. J.Mod. Phys.A5
(1990) 4581.
[6] C.Destri and H. J. de Vega, Phys. Lett. B233 (1989) 336.
[7] G.W.Delius, M.T.Grisaru and D. Zanon, Nucl. Phys. B382 (1992) 365.
[8] E.Corrigan, P. E.Dorey and R. Sasaki, Nucl. Phys. B408 (1993) 579.
[9] A.B. Zamolodchikov, Advanced Studies in Pure Mathematics 19 (1989) 641;
T.Eguchi and S-K.Yang, Phys. Lett. B224 (1989) 373;
R. Sasaki and I.Yamanaka, Advanced Studies in Pure Mathematics 16 (1988) 271.
[10] T. J.Hollowood and P.Mansfield, Phys. Lett. B226 (1989) 73;
D.Bernard and A. LeClair, Comm.Math. Phys. 142 (1991) 99.
[11] H. W. Braden, E. Corrigan, P. E. Dorey and R. Sasaki, Nucl. Phys. B356 (1991)
469.
[12] D. I. Olive and N. Turok, Nucl. Phys. B215 (1983) 470.
[13] R. Sasaki, Nucl. Phys. B383 (1992) 291.
[14] H. W. Braden, and R. Sasaki, Nucl. Phys. B379 (1992) 377.
[15] G. Mussardo, in proceedings of the XVIII International Conference on Differential
Geometric Methods in Theoretical Physics: Physics and Geometry, Lake Tahoe, USA
2-8 July 1989, ed. L. L. Chau and W. Nahm (Plenum Press, New York,1990) 297.
14
[16] M. Koca and G. Mussardo, Int. J. Mod. Phys. A6 (1991) 1543.
[17] H. W. Braden, E. Corrigan, P. E. Dorey and R. Sasaki, in the proceedings of the
XVIII International Conference on Differential Geometric Methods in Theoretical
Physics:Physics and Geometry, Lake Tahoe, USA 2-8 July 1989, ed. L. L. Chau and
W. Nahm (Plenum Press, New York, 1990) 169.
[18] M. D. Freeman, Phys. Lett. B261 (1991) 57;
A. Fring, H. C. Liao and D. I. Olive, Phys. Lett. B266 (1991) 82.
[19] P. G. O. Freund, T. Klassen and E. Melzer, Phys. Lett. B229 (1989) 243.
[20] P. Christe, in the proceedings of the XVIII International Conference on Differential
Geometric Methods in Theoretical Physics: Physics and Geometry, Lake Tahoe, USA
2-8 July 1989, ed. L. L. Chau and W. Nahm (Plenum Press, New York, 1990) 213;
T.R. Klassen and E. Melzer, Nucl. Phys. B338 (1990) 485.
[21] S. Helgason, Differential geometry, Lie groups and symmetric spaces, (Academic
Press, New York, 1978).
15
α0◦
α1◦ α2◦ · · · αn−2◦ αn−1◦
αn◦
◦
α2n−1
◦
α2n−2
· · · ◦
αn+2
◦
αn+1
⇓
◦
β0
〉◦
β1
◦
β2
· · · ◦
βn−2
◦〈
βn−1
◦
βn
.
Figure 2: a
(1)
2n−1 → c(1)n
α0◦ α1◦ α2◦ · · · αn−1◦ αn◦
◦
α2n+1
◦
α2n
◦
α2n−1
· · · ◦
αn+2
◦
αn+1
⇓
◦〈
β0
◦
β1
◦
β2
· · · ◦
βn−1
〉◦
βn
Figure 3: a
(1)
2n+1 → d(2)n+1
α0◦
α1◦ α2◦ αn−2◦ · · · αn−1◦ αn◦
◦
α2n
◦
α2n−1
◦
α2n−2
· · · ◦
αn+2
◦
αn+1
⇓
◦
β0
〉◦
β1
◦
β2
◦
βn−2
· · · ◦
βn−1
〉◦
βn
Figure 4: a
(1)
2n → a(2)2n
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a) q even b) q odd
α0◦〈 α1◦ α2◦ · · · αp−2◦ αp−1◦
α2p−1◦ α2p−2◦ α2p−3◦ · · · αp+1◦ ◦
αp
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
◦
αp(q−2)
◦ ◦ · · · ◦ ◦
◦〈
αpq−1
◦
αpq−2
◦
αpq−3
· · · ◦ ◦
αp(q−1)⇓
◦〈
β0
◦
β1
◦
β2
· · · ◦
βp−2
〉◦
βp−1
α0◦〈 α1◦ α2◦ · · · αp−2◦ αp−1◦
α2p−1◦ α2p−2◦ α2p−3◦ · · · αp+1◦ ◦
αp
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
◦ ◦ ◦ · · · ◦ ◦
αp(q−2)
◦
αp(q−1)
◦ ◦ · · · ◦
αpq−2
〉◦
αpq−1⇓
◦〈
β0
◦
β1
◦
β2
· · · ◦
βp−2
〉◦
βp−1
Figure 5: d(2)pq → d(2)p (d(2)q )
d
(2)
2q → a(1)1
a) q even b) q odd
α0◦〈 α1◦
α3◦ ◦
α2
· · · · · ·
· · · · · ·
· · · · · ·
◦
α2q−4
α2q−3◦
◦〈
α2q−1
◦
α2q−2
⇓
◦〈
β0
〉◦
β1
α0◦〈 α1◦
α3◦ ◦
α2
· · · · · ·
· · · · · ·
· · · · · ·
α2q−3◦ ◦
α2q−4
◦
α2q−2
〉◦
α2q−1⇓
◦〈
β0
〉◦
β1
c(1)q → a(1)1
a) q even b) q odd
α0◦
α1〉◦
α2◦
· · · · · ·
· · · · · ·
αq−2◦
αq−1
◦〈
αq
◦
⇓
◦〈
β0
〉◦
β1
α0◦
α1〉◦
α2◦
· · · · · ·
· · · · · ·
◦
αq−2◦〈
αq−1 ◦
αq
⇓
◦〈
β0
〉◦
β1
Figure 6: d
(2)
2q (c
(1)
q )→ a(1)1
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α0◦〈 α1◦ α2◦ · · · αn−2◦ αn−1◦
◦
αn
α2n ◦ α2n−1◦ α2n−2◦ · · · αn+2◦ ◦
αn+1
α2n+1 ◦ ◦
α2n+2
◦
α2n+3
· · · ◦
α3n−1
α3n◦
◦
α3n+1
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
α(p−1)(2n+1) ◦ ◦ ◦ · · · ◦ ◦
◦
α(p−1)(2n+1)+n
αp(2n+1)−1 ◦〈 ◦ ◦ · · · ◦ ◦
⇓
◦〈
β0
◦
β1
◦
β2
· · · ◦
βn−2
◦〈
βn−1
◦
βn
Figure 7: d
(2)
p(2n+1) → a(2)2n
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q even
α0◦
α1〉◦ α2◦ · · · αp−2◦ αp−1◦
◦
αp
α2p◦
α2p−1◦ ◦
α2p−2
· · · ◦
αp+2
◦
αp+1
◦
α2p+1
α2p+2◦ · · · α3p−2◦ α3p−1◦
◦
α3p
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
α(q−2)p
◦
◦ ◦ · · · ◦ ◦
◦
α(q−1)p
◦
αqp
〉◦
αqp−1
◦
αqp−2
· · · ◦ ◦
⇓
◦
β0
〉◦
β1
◦
β2
· · · ◦
βp−2
◦〈
βp−1
◦
βp
.
Figure 8: c(1)pq → c(1)p (c(1)q )
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q odd
α0◦
α1〉◦ α2◦ · · · αp−2◦ αp−1◦
◦
αp
α2p◦
α2p−1◦ ◦
α2p−2
· · · ◦
αp+2
◦
αp+1
◦
α2p+1
α2p+2◦ · · · α3p−2◦ α3p−1◦
◦
α3p
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
α(q−1)p
◦
◦ ◦ · · · ◦
αqp−2
◦〈
αqp−1
◦
αqp
⇓
◦
β0
〉◦
β1
◦
β2
· · · ◦
βp−2
◦〈
βp−1
◦
βp
.
Figure 9: c(1)pq → c(1)p (c(1)q )
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α0◦ α1〉◦ α2◦ · · · αn−1◦ αn◦
α2n+1◦
α2n◦ ◦
α2n−1
· · · ◦
αn+2
◦ αn+1
◦
α2n+2
α2n+3◦ · · · α3n◦ ◦ α3n+1
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
α(p−1)(2n+1)
◦
◦ ◦ · · · ◦ ◦ α(p−1)(2n+1)−n
◦ ◦ · · · ◦ ◦ αp(2n+1)−n−1
αp(2n+1) ◦ 〉◦ ◦ · · · ◦ ◦ αp(2n+1)−n
⇓
◦
β0
〉◦
β1
◦
β2
· · · ◦
βn−1
〉◦
βn
Figure 10: c
(1)
p(2n+1) → a(2)2n
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α0◦
α1〉◦ α2◦ · · · αn−1◦ αn◦
α2n+1◦
α2n◦ ◦
α2n−1
· · · ◦
αn+2
◦ αn+1
◦
α2n+2
α2n+3◦ · · · α3n◦ ◦ α3n+1
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
αp(2n+1)
◦
◦ ◦ · · · ◦ ◦ αn(2p−1)+p
◦ ◦ · · · ◦ 〉◦ αn(2p+1)+p
⇓
◦
β0
〉◦
β1
◦
β2
· · · ◦
βn−1
〉◦
βn
Figure 11: a
(2)
2(2np+n+p) → a(2)2n (a(2)2p )
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i) d
(1)
n+1 → b(1)n
α0◦∖
α2◦/
α1◦
◦
α3
· · · ◦
αn−2
◦ αn+1/
◦ αn−1∖
◦ αn
⇒
β0◦∖
β2◦/
β1◦
◦
β3
· · · ◦
βn−1
〉◦
βn
❇❇▼
✂✂✌
ii) d
(1)
n+2 → d(2)n+1
α0◦∖
α2◦/
α1◦
◦
α3
· · · ◦
αn−1
◦ αn+2/
◦ αn∖
◦ αn+1
⇒ ◦〈
β0
◦
β1
◦
β2
· · · ◦
βn−1
〉◦
βn
❇❇▼
✂✂✌
✂✂✍
❇❇◆
iii) d
(1)
2n → a(2)2n−1
α0◦∖
α2◦/
α1◦
◦
α3
· · ◦
αn
· · ◦
α2n−3
◦ α2n/
◦ α2n−2∖
◦ α2n−1
⇒ ◦
β0
〉◦
β1
· · · ◦
βn−3
◦ βn/
◦ βn−2∖
◦ βn−1
✏✮ Pq✏✮ Pq
✲✛
✛ ✲
iv) d
(1)
2n+2 → a(2)2n
α0◦∖
α2◦/
α1◦
◦
α3
· · ◦
αn
· · ◦
α2n−1
◦ α2n+2/
◦ α2n∖
◦ α2n+1
◦
β0
〉◦
β1
· · · ◦
βn−2
◦
βn−1
〉◦
βn
✏✮ Pq✏✮ Pq
✲✛
✛ ✲
❇❇▼
✂✂✌
⇒
v) d
(1)
2n+1 → b(1)n
α0◦∖
α2◦/
α1◦
◦
α3
· · · ◦
αn−2
◦ αn+1/
◦ αn−1∖
◦ αn
⇒
β0◦∖
β2◦/
β1◦
◦
β3
· · · ◦
βn−1
〉◦
βn
✏✮ Pq✏✮ Pq
✲✛
✛ ✲
Figure 12: Reductions of d(1)n series
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i) d
(1)
5 → c(1)2
α0◦∖
α2◦/
α1◦
◦ α5/
◦ α3∖
◦ α4
⇒ ◦
β0
〉◦〈
β1
◦
β2
✏✮ Pq
✛ ✲
✛ ✲
ii) d
(1)
4 → g(1)2
α0 ◦
α4 ◦
α1 ◦
◦ ◦ α3 ⇒ ◦
β0
◦
β1
〉◦
β2
α2
❅❘
❅■
 ✠
 ✒
iii) a
(2)
2n+1 → a(2)2n
◦
α0
〉◦
α1
· · · ◦
αn−2
◦ αn+1/
◦ αn−1∖
◦ αn
⇒ ◦
β0
〉◦
β1
· · · ◦
βn−2
◦
βn−1
〉◦
βn
❇❇▼
✂✂✌
iv) b(1)n → d(2)n
α0◦∖
α2◦/
α1◦
◦
α3
· · · ◦
αn−1
〉◦
αn
⇒ ◦〈
β0
◦
β1
◦
β2
· · · ◦
βn−1
〉◦
βn
✂✂✍
❇❇◆
v) f
(1)
4 → d(3)4
◦
α0
◦
α1
◦
α2
〉◦
α3
◦
α4
⇒ ◦
β2
〉◦
β1
◦
β0
✏✮ Pq✏✮ Pq
Figure 13: Reductions of d
(1)
5 , d
(1)
4 , a
(1)
2n+1, b
(1)
n , f
(1)
4
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i) b
(1)
3 → g(1)2
α0◦∖
α2◦/
α1◦
〉◦ α3 ⇒ ◦
β0
◦
β1
〉◦
β2✡✣
✘✾
ii) g
(1)
2 → a(2)2
α0◦ α1◦
α2〉◦ ⇒ β0◦
β1〉◦
P✐ ✏✶
iii) b
(1)
3 → a(2)2
α0◦∖
α2◦/
α1◦
〉◦ α3 ⇒ β0◦
β1〉◦❏❫
❳②
✡✣
✘✾
Figure 14: Reductions of b
(1)
3 and g
(1)
2
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i) e
(1)
7 → e(2)6
α0◦ α1◦ α3◦
◦ α2
◦
α4
α5◦ α6◦ α7◦ ⇒
β0◦ β1◦
β2〉◦ β3◦ β4◦
✏✶P✐ ✏✶P✐ ✏✶P✐
ii) e
(1)
6 → f (1)4
α1◦ α3◦
◦ α2
◦ α0
◦
α4
α5◦ α6◦
⇒ ◦
β0
◦
β1
◦
β2
〉◦
β3
◦
β4
P✐ ✏✶P✐ ✏✶
iii) e
(1)
6 → d(3)4
α1◦ α3◦
◦ α2
◦ α0
◦
α4
α5◦ α6◦
⇒ ◦
β2
〉◦
β1
◦
β0
P✐ ✏✶P✐ ✏✶
❅■
❅❘
 ✒
 ✠
❅
❅
❅■
❅
❅
❅❘
 
 
 ✒
 
 
 ✠
iv) e
(2)
6 → a(2)2
α0◦ ◦
α1
〉◦
α2
α3◦ ◦
α4
⇒ β0◦
β1〉◦✏✮ ✏✮
✏✶P✐
Pq
Figure 15: Exceptional reductions
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