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Abstract.
Dark solitons have been observed in optical systems (optical fibers, dielectric
guides and bulk media), and, more recently, in harmonically confined atomic Bose-
Einstein condensates. This paper presents an overview of some of the common
features and analogies experienced by these two intrinsically nonlinear systems,
with emphasis on the stability of dark solitons in such systems and their decay
via emission of radiation. The closely related issue of vortex dynamics in such
systems is also briefly discussed.
PACS numbers: 03.75.Lm, 42.65.Tg, 42.81.Dp
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1. Introduction
Nonlinear systems in physics support the appearance of solitary waves [1], which
propagate without dispersion. Such waves have been extensively studied, both
theoretically and experimentally in diverse systems, such as shallow water waves [2],
macromolecules [3], acoustics [4], plasma physics [5], elastic surfaces [6], optical fibers
[7], condensed excitons in crystals [8] and, more recently, realised experimentally
in atomic Bose-Einstein condensates (BECs) [9, 10]. Solitary waves are of two
kinds, depending on the sign of the effective nonlinearity, whose physical origin and
interpretation is system-dependent. If the effective nonlinearity is attractive, then
bright solitons are formed, whereas dark solitons arise in the opposite case (e.g.
defocusing media). Bright solitons are non-dispersive (positive) density waves, whereas
dark solitons correspond to density depressions characterised by a phase shift across
their density minimum. The behaviour of these two distinct non-dispersive excitations
is very different.
This paper focuses on the case of dark solitons. Dark solitons have been
investigated at length in nonlinear optics [11], where potential applications in
optical communications and in photonics have also been proposed (see, e.g., relevant
experimental results in [12, 13], and also [14]). This paper aims to highlight some
common features between optical and atomic dark solitons [15], in the context of the
dynamics of dark solitons in BECs. Although very different in origin, the underlying
equation describing the dynamical properties of dark solitons in nonlinear optical
systems and atomic BECs has the same structure, given by the following dimensionless
Nonlinear Schroedinger Equation (NLSE) (usually referred to as Gross-Pitaevskii
equation (GPE) in the context of BECs) [16]
i
∂ψ
∂t
= −1
2
∇2dψ + F (|ψ|2)ψ + Vextψ. (1)
In nonlinear optics, ψ is the (complex) electric field envelope, the variable t plays
the role of the propagation distance z (along the waveguide or fiber), while the right-
hand side has a different sense for temporal solitons (in optical fibers) or spatial
solitons (in bulk media or dielectric waveguides). In the case of temporal solitons,
d = 1 and ∇21ψ = ∂2ψ/∂τ2 describes the normal dispersion (where τ is a retarded
time measured in a frame of reference moving with the group velocity), while, in
the case of spatial solitons, ∇2dψ describes the beam’s diffraction (here d = 2 and
∇22 is the transverse Laplacian). On the other hand, F (|ψ|2) is proportional to the
intensity-dependent change of the refractive index of the optical medium (I = |ψ|2
is the light intensity). In optical fibers, the nonlinearity is of the Kerr type, i.e.,
F (|ψ|2) = |ψ|2. In bulk nonlinear media (such as vapors, semiconductors, polymers,
etc), the nonlinearity may be of a non-Kerr type, e.g., a competing, or, generally, a
saturable nonlinearity [11], which, in some cases (e.g., relatively low light-intensities),
can be approximated by the Kerr nonlinearity. Finally, in the case of dark spatial
solitons in dielectric waveguides, the term Vext accounts for a possible change of the
linear part of the refractive index in the transverse dimensions. As an example, in
an inhomogeneous nonlinear waveguide, the refractive index nw may take the form
nw = n0−n1(x2+y2)−n2|ψ|2, where nj > 0 (j = 0, 1, 2) represent the homogeneous,
inhomogeneous and nonlinear (Kerr) parts, respectively (see, e.g., [17]). This case
bears resemblance to the typical situation occuring in BECs, where the condensate is
usually trapped in a parabolic magnetic potential [16] (see below). Notice that in the
case of the nonlinear waveguide, the propagation distance t in equation (1) is measured
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in units of the diffraction length LD = β0w
2
0 (β0 is the longitudinal wavenumber and
w0 = (2β
2
0n1/n0)
−1/4 is a transverse length scale), the transverse coordinates x, y in
units of w0 and the electric field envelope in units of (β0LDn2/n0)
−1/2.
In the context of BECs, ψ corresponds to the macroscopic order parameter of
the system at zero temperature (or, in general. for temperatures much lower than
the temperature at which the BEC phase transition occurs), and this can be thought
of as the wavefunction describing the condensate. It is a complex parameter that
can be expressed as ψ =
√
n exp(iφ), where n is the atomic density and φ its phase.
The terms appearing on the right hand side of equation (1) denote, respectively,
the kinetic energy contribution in a d-dimensional manifold (in the general case, ∇2d
with d = 3 is the transverse Laplacian in 3-dimensions), the strength and form of the
nonlinearity and the external confinement of the system under consideration. It should
be noted that in atomic BECs, the nonlinearity is also an intrinsic phenomenon, arising
from the scattering properties between the atoms of the condensate. Nevertheless,
for sufficiently dilute atomic gases, only s-wave two-body scattering is important,
and, as a result the corresponding nonlinear term in equation (1) can usually be
approximated as F (|ψ|2) = |ψ|2, resembling the Kerr nonlinearity term appearing in
optics. The last term can generally account for any external confinement imposed
on the medium in which soliton propagation may take place. Presence of such a
spatially-dependent term (accounting for the graded-index waveguide in optics or the
confining potential in BECs) modifies the local background density in the medium,
which thus becomes non-uniform. Excluding spatially-dependent refractive indices,
optical waveguides are generally homogeneous systems, whereas atomic BECs (unlike
other superfluids, such as 4He) are typically formed in axially symmetric harmonic
(magnetic) traps, featuring inhomogeneous confinement along all three of the system’s
directions, with Vext = (1/2)m(ω
2
zz
2 + ω2r(x
2 + y2)), where ωz (ωr) the longitudinal
(transverse) confining frequency. This leads to very distinct dynamics between the two
systems, since dark solitons in BECs propagate on a position- (and time-) dependent
background, in stark contrast to the constant background in optical waveguides
This paper focuses on the case of a cubic nonlinearity, which is relevant to both
optical and atomic systems. In this case, strictly speaking (and from a mathematical
point of view), a NLSE dark soliton is a solution of equation (1) in one dimension (i.e.
d = 1, for which ∇21 = (∂2/∂z2)), on a homogeneous background density (i.e. in the
absence of the third term appearing above), which reduces to
i
∂ψ
∂t
= −1
2
∂2
∂z2
ψ + |ψ|2ψ. (2)
In order to reduce the 3D Gross-Pitaevskii equation to the above 1D form, one
requires (i) very tight transverse (radial) confinement, such that transverse excitations
are completely suppressed, and (ii) a longitudinally homogeneous density (ωz = 0).
In situations of tight radial confinement, one obtains an effective one-dimensional
interaction strength g by integrating the three dimensional interaction strength g3D
over the transverse directions. Since g3D = 4pih¯
2a/m (where a is the s-wave scattering
length characterising the atomic interactions and m the atomic mass), this yields
g = g3D/(2pil
2
r), where lr =
√
h¯/mωr is the transverse harmonic oscillator length. To
further reduce the resulting equation to dimensionless form, length is scaled in units
of the fluid healing length ξ = h¯/
√
n0gm, velocity in terms of the Bogoliubov speed
of sound for the medium c =
√
n0g/m, and the atomic density rescaled by the peak
density n0. Energy is scaled in terms of the chemical potential of the system µ = gn0.
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The wavefunction of a dark soliton propagating with speed v and position (z−vt)
on a uniform background of unity is given analytically by [18]
ψ(z, t) = e−it (λ tanh [λ (z − vt)] + iv) . (3)
Here λ =
√
1− (v/c)2, and the healing length ξ corresponds roughly to the size of
the soliton. The soliton speed v depends on its depth nd relative to the background
density and the phase slip S across its centre via v/c =
√
1− (nd/n0) = cos(S/2).
The fact that dark solitons are characterized by a nontrivial distribution of their
phase (actually, initially, i.e. at t = 0, the soliton phase is an odd function of x), raised
certain technical difficulties for the experimental verification of their propagation in
optical systems. That is why the first experimental attempts to study dark temporal
solitons in optical fibers took place in the late 1980’s, even though dark solitons were
predicted to occur in optical fibers as early as 1973 [19]. These first experiments
reported the creation of a fundamental dark soliton [i.e., υ = 0 in equation (3)] (using
a pi-phase step) [20], the evolution of a pair of small-amplitude dark solitons (emerging
from an even dark pulse) [21], as well as the generation and subsequent evolution of a
dark soliton (emerging from a background pulse with a phase jump) [22]. Later, during
the 1990’s, the generation of dark soliton trains at high repetition rates [23], as well as
their potential applications in optical communications [12] was demonstrated. Note
that the first experimental results for the generation of spatial dark solitons (upon
using proper amplitude and phase masks) were reported in sodium vapor [24], bulk
semiconductors [25], photorefractive materials [26], etc., at around the same time.
On the other hand, matter-wave dark solitons have also been observed in several
recent experiments [9]. Similarly to the case of the optical systems, a quantum-
phase engineering technique (or phase-imprinting method) was used to imprint the
appropriate phase distribution on the BEC so as to create dark solitons. The phase-
imprinting method (which was also employed for the creation of vortices in BECs
[27, 28]) is an efficient tool to engineer the phase of the BEC clouds [29, 30, 31]
and its optimization has been discussed in [32]. In particular, in that work it was
suggested that such an optimization involves engineering not only the phase, but
also the BEC density, which may result in the generation of stationary dark matter-
wave solitons. Apart from the phase-engineering technique and the above mentioned
optimized version of it (i.e., the so-called phase and density engineering technique
[32]), Burger et al. [33] recently proposed the creation of dark solitons in BECs by
purely engineering the density distribution. Such a “density engineering” technique
bears resemblance to the creation of optical solitons by intensity modulations of a
backround light field, as in relevant experiments in optical fibers (see, e.g., [21] and
relevant theoretical work in [34]).
The idealised soliton of equation (3) propagates in a stable manner. However,
realistic conditions deviate from this idealised equation (equation (2)), thus breaking
the integrability of the system and rendering the soliton unstable to decay via sound
emission. There are different types of instabilities which can arise. Firstly, a dark
soliton in usually embedded in higher than one-dimensional (1D) geometry. This
leads to additional kinetic energy contributions in the transverse directions, which
are expected to lead to the dominant decay mechanism, if the system is far from the
1D limit. Optical fibers are essentially 1D objects, thus eliminating, to large degree
such instabilities. Initial experiments with condensates focused on 3D geometries. In
lower dimensionalities, long wavelength excitations tend to destroy the universal phase
coherence across the trapped atomic system (in accordance with the disappearance of
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BEC in dimensions d ≤ 2 for a homogeneous system). However, it has recently been
shown that, at ultralow temperatures, the universal coherence across the system is
essentially restored [35, 36]. This regime is now a topic of active experimental and
theoretical research. Quasi-one-dimensional atomic systems can be realised by the
application of very tight transverse confinement [37], such that the transverse degrees
of freedom become essentially frozen out [38]. Such quasi-1D systems are particularly
important in so-called atom chips [39, 40, 41, 42], where the motion is confined along
only one direction by a current carrying wire. Hence, the domain of quasi-1D is now
also accessible experimentally in atomic BECs. Experiments with dark solitons have
so far been performed in 3D BECs [9], but one can now examine their dynamics in
quasi-1D systems [43], in which their stability is expected to be largely enhanced [44].
A second source of instability arises from modifications of the above nonlinearity.
In the general case of a non-cubic nonlinearity, equation (2) ceases to be a completely
integrable system and as a result dark solitons are subject to perturbations that
may be quite strong. This is particularly important, especially in the case of optical
media, where deviations from the rather simple model of the Kerr nonlinearity may
be significant. In such cases, more realistic models, such as the saturable nonlinearity,
are relevant. Since the nonlinearity in atomic BECs arises from interactions within
the condensate atoms, an additional dissipative mechanism will arise due to the
presence of thermal (uncondensed) atoms in the medium. This effect is analogous
to damping of the superfluid component in liquid helium, due to coupling with the
normal component [45], and can be suppressed by going to extremely low temperatures
in the atomic traps [46]. One should also mention that if the confinement becomes
extremely tight, the nonlinearity in atomic BECs start deviating from the cubic form
discussed throughout this work [47], and soliton propagation in this regime will be
discussed elsewhere. Additional decay mechanisms arise from modifications from a
homogeneous background, an important effect in atomic BECs. For completeness,
one should also mention the effect of quantum fluctuations which have been shown to
lead to decay in the case of deep slow solitons [48].
Soliton decay due to the above instabilities is typically accompanied by the
emission of sound waves. These sound waves are density waves in atomic condensates,
and correspond to electromagnetic radiation in the optical context. Note, however,
that, under appropriate conditions, the soliton may re-interact with the emitted sound,
with the effect of stabilising it against decay. This occurs, for example, for dark solitons
in quasi-1D condensates featuring longitudinal confinement, where stabilisation arises
as a result of continuous sound emission and reabsorption cycles [49].
This paper is organised as follows: Section 2 discusses instabilities due to
transverse excitations, whereas the rest of the paper focuses on the limit of tight
transverse confinement, where this effect is negligible. In section 3 we highlight
analogies between dark solitons propagating through potential steps and soliton
transmission through regions of different indices of refraction. Section 4 outlines the
dominant decay mechanisms in one-dimensional systems arising in both atomic and
optical systems. A common result for the sound emission is found to be obeyed in
this limit. In section 5, we briefly address the issue of stabilisation of dark solitons
against decay mechanisms. Section 6 discusses analogous effects in vortices, a higher
manifold topological structure which has recently been observed in both optical and
atomic systems. Our concluding remarks are presented in section 7.
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2. Transverse Instabilities
2.1. Optical Dark Solitons
In optical systems a tight transverse confinement of light beams can be realized in
waveguide geometries (such as the optical fiber or the slab waveguide), in which
the dark solitons are practically 1D objects, that are not prone to transverse
instabilities. However, in planar waveguides or in bulk media, where the optical
systems become effectively 2D or 3D respectively, the rectilinear dark solitons (i.e.,
the dark soliton stripes) are subject to a long-wavelength transverse instability (the
so-called “snake instability”), which leads to the stripe breakup and the eventual
creation of optical vortex solitons with alternate topological charges. The instability
band is characterized by a maximum modulation wavenumber Qcr (depending on the
dark-soliton amplitude), i.e., the dark soliton stripe is stable only for Q > Qcr, where
Q is the perturbation wavenumber [50].
In the early experiments [24, 51], where dark soliton stripes and grids were created
on the transverse cross-section of an optical beam propagating through a bulk self
defocusing medium (i.e., sodium vapor), the snake instability was not observed due
to the finite-size of the beam and the weak nonlinearity of the medium. However,
in later experiments in rubidium vapor [52] (relevant results have also been reported
using photorefractive crystals [53]), the enhancement of the nonlinearity of the optical
medium with increasing temperature, led to the direct experimental observation of
the snake instability of a dark soliton stripe and the subsequent creation of vortex
solitons (see also [54] for a review).
2.2. Dark Solitons in Atomic BECs
The snake instability arises in atomic systems as well; there, recent experiments have
demonstrated the decay of the rectilinear dark solitons into vortex rings [55]. As in
the case of nonlinear optics, this decay mechanism dominates far from 1D geometries,
with the longitudinal sound emission being negligible in comparison. The effect of the
snake instability was studied theoretically in a series of works [56, 57] and it has been
suggested that it can be suppressed by a sufficiently strong transverse confinement
of the condensate [44], which bears resemblance to the use of finite-size beams in
nonlinear optics. Another possibility for the suppression of the snake instability is
to bend a dark soliton stripe to form a ring of length L < 2pi/Qcr. Such “ring dark
solitons” were predicted theoretically [58] and observed experimentally [59] in the
context of optics. Recently, ring dark solitons were predicted to occur in BECs as
well [60], with the snake instability leading to robust vortex arrays in the form of
necklaces. Suppression of the snake instability in BEC experiments can be achieved,
for example, in highly-elongated (“cigar-shaped”) geometries. Here we aim to study
the mechanism of the snake instability in BECs, upon considering a cylindrically-
symmetric 3D geometry, explicitly featuring longitudinal harmonic confinement.
The transverse stability of a dark soliton in a harmonic trap can be studied by
monitoring the evolution of a stationary dark soliton created at an off-center position.
This is based on numerical simulations of the cylindrically-symmetric GPE. The initial
density and phase profiles in the z-r plane are shown in figure 1, (where z is the
longitudinal and r the transverse direction). The phase profile (b) features a step-
like pi phase slip across the soliton minimum. Due to the inhomogeneous background
density, the soliton accelerates towards the center, with its motion being subject to
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Figure 1. Planar view of (a) density and (b) phase profiles of a stationary
off-centred dark soliton in an atomic Bose-Einstein condensate confined in a
cylindrically-symmetric 3D trap. Here z denotes the longitudinal and r the
transverse direction. The dark soliton, positioned at z = 66ξ, appears as a notch
of zero density in the z-r plane and clearly features an abrupt phase slip of pi. The
trap frequencies are ωz =
√
2 × 10−2 (µ/h¯) and ωr = 0.1 (µ/h¯), giving a trap
ratio ωr/ωz ∼ 7.1. The chemical potential of the system, µ, in terms of which
energies are scaled, is obtained, by fixing the peak 3D density of the system to 1.
Note that, in the density (phase) scale, white represents the peak density (pi/2)
and black represents zero (−pi/2).
strong coupling between the longitudinal and transverse degrees of freedom. Since
the soliton is not the lowest energy state in 3D geometries, it tends to decay into
more stable, lower energy structures, such as vortex rings. This occurs due to the
existence of a mode with imaginary frequency components [56, 57]. To probe this
decay mechanism, figure 2 shows successive (a) density and (b) phase snapshots of
a soliton in a three-dimensional geometry, focusing on the interesting regions around
the soliton minimum. One clearly observes the anticipated snake-like bending of the
soliton plane, followed by the decay into vortex rings and sound waves (the latter not
easily visible on the greyscale used in this subsection, as their density is typically much
less than that of the vortex rings). Cross-sections of these rings in the z-r plane can
be seen in (iv), with each vortex ring indicated by an arrow.
Such a decay mechanism involving the bending of the soliton plane will clearly
tend to be suppressed as the transverse size of the condensate decreases, leading
eventually to its complete prevention in highly-elongated quasi-1D geometries. The
regimes of transverse stability of a moving soliton have been studied in [61]. To
highlight the effect of transverse confinement on soliton stability, figure 3 shows density
and phase profiles of the evolution of an initially off-centred stationary soliton at the
time when the soliton (or its decay products) have reached the trap centre, in traps of
different transverse confinement. The top figure corresponds to the unstable 3D case
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Figure 2. Close-up snapshots of the evolution of (a) density and (b) phase
profiles for the initial soliton configuration of figure 1, depicting the main stages
in the dynamics of the snake instability. Successive images correspond to t ≈ (i)
15, (ii) 19, (iii) 23 and (iv) 27 ξ/c. In (iv), the dark soliton has already decayed
into 3 vortex rings, as evident by the corresponding phase profile. The location
of these vortex rings is indicated by arrows.
examined in figures 1 and 2. In this case, the 2pi vortex phase singularity exhibited by
the central vortex ring is evident in figure 3(b)(i), having been highlighted by a hollow
white circle. Tightening the transverse confinement leads to a decrease in the bending
of the soliton, and hence the production of less vortex rings, an issue studied in detail
in [62]. Figure 3(a)(ii) shows the case of a single vortex ring being produced, with the
corresponding phase profile labelled in figure 3(b)(ii). Finally, very tight transverse
confinement, leads to an effectively 1D system, featuring a stable soliton, as evident
from the step-like phase profile of figure 3(b)(iii).
Lifetimes of dark solitons are hence clearly enhanced in geometries featuring tight
transverse confinement, for which the chemical potential is too small to allow for
transverse modes to be excited due to atom-atom interactions (or thermal effects).
Any further studies of dark soliton dynamics will therefore be performed in highly
elongated geometries, where the above decay mechanism is largely suppressed, and
this will be assumed in all subsequent sections. All following results are therefore
obtained by solving the 1D GPE with a suitable potential V (z).
3. Propagation through regions of different potential energy
3.1. Optical Solitons
One interesting application of nonlinear optics is in nonlinear waveguides, which have
been proposed as all-optical devices that may be used as switchers, modulators,
bistable-optical elements, etc. An important effect in this context is the self-
localization of optical beams, which leads to the formation of finite-size self-focused
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Figure 3. (a) Density (left) and (b) phase (right) profiles of the evolution of an
initially off-centred stationary dark soliton for different transverse confinement.
All simulations start with a dark soliton located at z = 66ξ, with the images shown
at t = (i) 279, (ii) 193, and (iii) 160 ξ/c, after the soliton creation. From top to
bottom, the aspect ratio of transverse to longitudinal harmonic confinement is
(ωr/ωz)= (i) 7.1, (ii) 14.2, and (iii) 35.5, corresponding to (µ/h¯ωr) = (i) 10, (ii)
5, (iii) 2, for the employed longitudinal trap frequency ωz =
√
2×10−2 (µ/h¯). (i)
Dark soliton has already decayed into 3 vortex rings, with the 2pi phase singularity
of the central vortex ring shown in (b)(i), and highlighted by the hollow white
circle. (ii) Soliton decays into a single vortex ring (phase profile on the right).
(iii) Soliton in very elongated quasi-1D condensate is stable against the snake
instability, as shown by the step-like pi phase difference across it.
channels, as well as to novel stationary nonlinear guides and surface waves in thin-film
planar waveguides and at dielectric interfaces (see, e.g., [63]).
Considering that the self-focused light channels can be well-approximated by
spatial bright solitons, it has been shown [64] that their dynamics near interfaces
separating linear and nonlinear media or different nonlinear media, can be reduced to
the study of motion of an equivalent particle in an effective step-like potential. This
so-called “equivalent particle theory actually” corresponds to the adiabatic (leading-
order) approximation of the perturbation theory of solitons [65], while a higher-order
approximations allows for inclusion of radiation effects following the beam reflection
[66]. Adopting this approach, the propagation of light beams in planar thin-film
nonlinear waveguides has been studied in detail [67].
To link the above discussion with the following one referring to BECs, it is
important to stress that in all the above works, as well as in earlier relevant
contributions [68, 69], the scattering of an optical beam by an interface separating
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two media of different refractive indices can effectively be described by the dynamics
of a NLSE soliton in a step-like potential.
3.2. Solitons in Atomic BECs
The analogous situation in the case of dark solitons in BECs is propagation into a
region of different potential energy. This situation can be achieved by the addition of
a finite size potential step along the condensate long axis, leading to a change in the
local background density over a finite length, a situation illustrated schematically in
figure 4(a). For sufficient wide steps, as employed here, the density in the step region
is reduced to the Thomas-Fermi value, n(z) = n0−V (z). The behaviour of the soliton
(figure 4(b)) depends crucially on whether the potential step is positive or negative.
In the case of a lower potential energy region, i.e. higher density (dashed line), the
soliton transmits through the intermediate region. Upon striking each interface, the
soliton emits two counter-propagating sound pulses, as shown in figure 4(c)(i). A
higher density in the step region leads to a higher speed of sound. If the step height
is small and positive (dotted line in figure 4(b), figure 4(c)(ii)), then the situation is
similar, with the main difference being that the speed of sound on the step is reduced.
However, when the step height exceeds a critical limit, the soliton is reflected (possibly
after spending a long time on the interface) (solid line in figure 4(b), figure 4(c)(iii)).
To first order, the soliton, with depth (n0 − v2), will be reflected when the density at
the step becomes too shallow to support it, i.e. when V0 > v
2 (assuming the density
at the step heals to the Thomas-Fermi value). In actual fact, the soliton becomes
reflected at a slightly higher step height due to the effects of sound emission, which
causes a small decrease in the soliton depth. This effect is described in detail in [70].
Further increases in step height tend to restrict the sound emission, and in the limit
of collision with a hard wall, V0 ≫ µ, the soliton reflects elastically. The loss in
the soliton energy, caused by the sound emission leads to an ultimate increase in the
soliton speed. The difference between initial and final soliton speeds is illustrated in
figure 5, for both cases of higher and lower potential steps.
It should be noted that a qualitatively similar scattering behavior of dark solitons
has also been found using the equivalent particle theory in the limiting case where the
potential step becomes a localized repulsive impurity [71].
4. Longitudinal Instabilities
4.1. Optical Dark Solitons
As mentioned in the Introduction, optical dark solitons formed in quasi-1D
homogeneous geometries (i.e., temporal ones in optical fibers or spatial ones in
weakly nonlinear bulk media and dielectric waveguides) are not prone to transverse
perturbations (i.e., to the snake instability). As a result, propagation based on
equation (1) (with d = 1) will be stable. However, especially with spatial dark solitons,
they are experimentally formed in media characterized by a strong nonlinearity-
induced change of the refractive index, e.g., alkali vapors (e.g., Rb), semiconductors
(e.g., CdS), photorefractive crystals (e.g., SBN), photorefractive-photovoltaic crystals
(e.g., LiNbO3), or polymers. In such cases, the function F (I) in equation (1) is
no longer a linear function of the light intensity (I ≡ |ψ|2) (i.e., the nonlinearity
is of the non-Kerr type) and other models, such as the competing, saturable, and
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Figure 4. (a) Schematic of a dark soliton (dotted line) on a longitudinally
homogeneous condensate background (solid line) incident on a finite potential
step of height V0 and length 30ξ (dashed line). (b) Paths of a soliton of initial
speed v = 0.5c and position z = −40ξ. (i) For V0 < 0 (V0 = −0.5µ, dashed
line), the soliton always transmits over the step; (ii) for positive and small
enough V0, the soliton transmits (V0 = 0.2µ, dotted line); and, (iii) for large
and positive V0 the soliton is reflected at the first interface (V0 = 0.5µ, solid
black line). For ease of comparison, the soliton dynamics in the absence of
the potential step is also included here (grey line). (c) Space-time carpet plots
of the renormalised density for cases (i)-(iii) highlight the emission of counter-
propagating sound waves (white/grey lines) whenever the soliton (black line)
interacts with a boundary. These sound waves typically have an amplitude of a few
percent of the peak density. Note that the emitted sound waves are also refracted
at the interface (see, e.g. top left sound wave propagation of (c)(i)), albeit in a less
pronounced manner, compared to the solitons. These and subsequent simulations
are performed by the 1D GPE, in which the chemical potential is set by fixing
the peak density to one.
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Figure 5. Final soliton velocity (solid line) after the interaction of a soliton,
with initial speed v = 0.5c (dashed line), with a potential step of height V0 and
length L = 30ξ. Finite step heights lead to an increase in the soliton speed due to
the process of sound emission. For V0 < 0 the soliton always transmits through
the step region, with the emitted sound density, and therefore the final soliton
velocity, increasing monotonically with |V0|. Similarly, for V0 > 0 up to some
critical value, the soliton transmits, and the final velocity increases. Above this
critical point, when the soliton becomes reflected, further increases of V0 tend to
reduce the velocity change, and for V0 > 2µ the soliton reflects elastically from
the boundary with no change in its speed.
transiting nonlinearities are relevant [72]. In the framework of the nonintegrable
(even in the absence of the inhomogeneous potential term) version of equation (1)
with a general nonlinearity, the stability criterion for dark solitons was derived in
[73] and, at the same time, the instability-induced dynamics of the dark solitons
was investigated analytically and numerically in detail in [72]. In the latter work,
it has been demonstrated that the instability development is followed by emission
of radiation, which propagates along the continuous-wave (cw) pedestal inducing
an effective dissipation to the dark soliton. Emission of radiation results in the
acceleration of the dark soliton. In fact, these two quantities are intricately related,
and the energy of the perturbed soliton decays by an acceleration squared law [72],
dEs
dt
= −Ls(v, n)
(
dv
dt
)2
. (4)
The coefficient is given by
Ls(v, n) =
c
c2 − v2
[
2c2
n
(
∂Ns
∂v
)2
(5)
+2v
(
∂Ns
∂v
)(
∂Ss
∂v
)
+
n
2
(
∂Ss
∂v
)2]
.
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Figure 6. A dark soliton with initial position z = −50ξ incident on a gaussian
bump of the form 0.25 exp(−z2/50), for the cases of (a) homogeneous background
density (optical fiber) and initial soliton speed v = 0.5c, and (b) longitudinal
harmonic (ωz =
√
2 × 10−2(µ/h¯) confinement (atomic traps) and an initially
stationary soliton. In each case, the potential is marked by a solid line, and
density by a dashed line.
and depends on the evolution of the total phase slip across the moving soliton Ss,
and the number of particles displaced by the soliton Ns =
∫ (
n− |ψ|2) dz during
this unstable motion. The quantities here have been expressed in terms of rates of
change with v, which is one convenient way of formulating the problem, since v is a
continuously changing variable in this problem, and is directly related to the instability
criterion for dark solitons [72].
4.2. Dark Solitons in Quasi-1D Atomic BEC’s
The above mechanisms of decay do not apply directly to the atomic BEC case. In
this case, the GPE is known to give, at sufficiently low temperatures, an accurate
description of the dynamics of the system. Hence, in this case, decay will arise from
other mechanisms, which could include quantum fluctuations [48], thermal damping
from the uncondensed (normal) component of the system (i.e. the thermal cloud
confined in the same trap) [61], or the effects of the longitudinal potential [49, 76].
Quantum fluctuations are expected to be more pronounced at small soliton speeds
(nearly black solitons), and should not be that important for faster solitons. In
addition to this, the thermal cloud is heavily suppressed at extremely low temperatures
(like the ones in which soliton experiments have so far been performed), suggesting
that this mechanism will only become significant for much higher temperatures. Hence,
the longitudinal confinement is expected to be the key decay mechanism in the limit
considered here. This effect has been considered in detail in [49, 70].
In this case, the soliton is dynamically unstable through its entire motion in
the system, due to the fact that it constantly experiences a background density
gradient. This is to be contrasted to the optical case, where instabilities due to
modified nonlinearities only arise for a particular range of soliton speeds. The soliton
oscillates in the harmonic trap [74, 75], and continuously emits energy in the form
of sound waves [76]. However, the emitted sound energy remains confined within the
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Figure 7. Renormalised density space-time plots depicting the long term
evolution of a dark soliton, initially at z = −50ξ, incident on a gaussian
bump 0.25 exp(−z2/50) in the cases of (a) a homogeneous system, and (b) a
harmonic trap with longitudinal trapping ωz =
√
2 × 10−2 (µ/h¯). In (a) the
soliton, with initial speed v = 0.5c, emits counter-propagating sound pulses as it
ascends and descends the bump. (b) The presence of the harmonic confinement
induces periodic oscillations by the initially stationary solition, and hence repeated
crossings over the bump. Although the actual emission process between these
two cases is very similar (see figure 8), the harmonic potential traps the emitted
sound, resulting in continuous soliton-sound interactions. The presence of the
bump additionally dephases the emitted sound waves, resulting in the ultimate
decay of the soliton after a sufficient number of passes over the bump. Note the
different timescales and lengthscales in the two pictures.
same region, and hence the soliton continuously re-interacts with the emitted sound
field [49]. Nonetheless, one can observe the dissipation of the soliton energy by either
(i) providing a suitable mechanism to damp off the emitted sound density, or (ii)
causing the emitted sound waves to dephase, with both of these mechanisms leading
to experimental proposals for controlling and measuring the effect of sound emission on
soliton dynamics. In order to damp out the emitted sound, the soliton can be confined
in a tight inner dimple trap, within a much weaker outer harmonic potential [49].
This situation can be readily realised by focusing an off-resonant laser beam within a
magnetic harmonic trap. If the depth of the dimple trap is sufficiently shallow, the
sound waves can escape to the outer trap, while the soliton remains confined in this
region. In this limit, sound energy is removed for short enough timescales, until it
bounces off the weaker outer trap and thus becomes forced to re-interact with the
soliton in the inner dimple region. The second approach relies on soliton motion in a
magnetic trap which is additionally perturbed by an optical lattice [77, 78] . In this
case, the optical lattice can confine a soliton within a few lattice sites, with the sound
(again for short enough times) escaping to further located lattice sites. Although the
sound still reinteracts with the soliton, the presence of the periodic lattice potential
dephases the emitted sound waves, and hence accelerates the decay of the soliton [77].
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To illustrate the effect of sound emission due to longitudinal background densities,
consider the simple case of a dark soliton incident on a gaussian bump, as illustrated
in figure 6. In the homogeneous case, the soliton will ascend and descend the bump,
and emit two counter-propagating waves during its interaction with the bump (figure
7(a)). These waves travel off to infinity and never reinteract with the soliton. The
soliton speed is changed slightly due to the process of sound emission, as already
discussed in section 3. However, the case of a gaussian bump (typically generated by
a focused repulsive blue-detuned laser beam) in a system with longitudinal harmonic
confinement is drastically different (figure 7(b)). The reason is that, in the absence
of the bump, a dark soliton in a harmonic trap oscillates periodically in the trap, at
a rate approximately equal to ωtrap/
√
2 [46, 49, 71, 76, 79, 80, 81], where ωtrap is
the longitudinal trap frequency. As the soliton oscillates in the trap, it continuously
emits counter-propagating sound waves, due to the background density gradient which
breaks the integrability of the system. However, the emitted sound remains confined
within the trap, thus continually re-interacting with the soliton. This leads to a steady-
state in which the soliton is stabilised against decay due to the complete reabsorption of
the emitted sound [49, 76]. The presence of the bump at the centre of the trap induces
further dynamical instability in the soliton, with the additional sound emission being
similar to that encountered in the homogeneous system (see figure 8 below). This
additional decay mechanism leads to a more complicated carpet plot, shown in figure
7(b), and eventually to the gradual decay of the dark soliton into a sound wave.
Focusing now on the initial part of the motion of the two systems, i.e. the
interaction with the bump, figure 8 compares the homogeneous limit to harmonically
confining traps, highlighting their similarities and differences. The sound emission
due to the harmonic confinement means that the soliton arrives at the trap centre at
different times in the trapped system compared to the homogeneous one. In order
to compare the soliton dynamics, including the interaction of the soliton with the
bump in the two cases, we hence find it convenient to shift the time axis of figure
8 with respect to that of figure 7, such that t = 0 corresponds to the time when
both dark solitons corresponding to the homogeneous and the trapped cases reach
the centre of the bump. Figure 8(a) shows the background densities experienced by
the soliton in the two cases, with black corresponding to the harmonic case, and grey
to the homogeneous limit. As the soliton starts ascending or descending the bump,
it experiences a background density gradient which induces it to emit sound waves.
Since the trap is quite shallow, the main acceleration experienced (solid lines in figure
8(b)) is due to the gaussian bump and is therefore similar in both cases. This is
due to the fact that the background density gradient (as evident from figure 8(a)) is
comparable in this region. The soliton starts decelerating, with the deceleration tailing
off instantaneously to zero when the soliton is at the gaussian maximum, after which
time the soliton accelerates down the bump. Far from the bump, there will, of course,
be no sound emission occurring in the homogeneous case. This is, however, not the
case for the harmonically confined system. The continuous harmonic density gradient
induces sound emission during the entire motion of the system in the trap. Although
this effect is instantaneously quite small (at most a few per cent of the background
density), the cumulative effect can be significant.
The asymmetrically emitted sound contained within the ‘soliton region’ leads to
an apparent deformation of the soliton profile. This deformation manifests itself as a
shift of the soliton centre of mass zcm from the density minimum zs, where the soliton
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Figure 8. Dynamics of a dark soliton incident on a gaussian bump
0.25 exp(−z2/50) in the cases of homogeneous (grey lines) and harmonic (black
lines) confinement, corresponding to the cases of figures 6 and 7. The time axes
have been shifted such that the soliton reaches the centre of the bump at t = 0. (a)
Background density experienced by the moving soliton as a function of time. (b)
Acceleration (solid lines, left axis) and deformation (open squares, right axis) of
the soliton. (c) Soliton energy. (d) Rate of energy loss for the homogeneous
system, as evaluated by the energy functional equation (7) (solid line), the
acceleration squared law of equation (4) (open circles) and the deformation
squared law of equation (8) with a constant coefficient κ = 0.0078(µc/ξ3)
(dashed line) determined by matching the maximum acceleration and deformation
amplitudes in (b). (e) Same as (d) above, but for the harmonically confined case.
The acceleration squared behaviour breaks down after about t > 75ξ/c, when the
emitted sound starts reinteracting with the soliton, after having been reflected off
the edge of the trap, leading to additional sound within the soliton region.
centre of mass is defined as
zcm =
∫
s
z
(|ψ|2 − n)dz∫
s
(|ψ|2 − n) dz , (6)
and the ‘soliton region’ S is conveniently taken to be (zs ± 5ξ). This deformation
parameter, which is just another way of parameterising the instantaneously emitted
sound density, is directly proportional to the acceleration, as indicated by the open
squares and right axis of figure 8(b).
The soliton energy is calculated numerically by integrating the GPE energy
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functional
ε(ψ) =
1
2
|∇ψ|2 + Vext |ψ|2 + 1
2
|ψ|4 , (7)
across the soliton region S and subtracting the corresponding contribution from the
time-independent background. This procedure cannot discriminate between soliton
and sound energy present in the interval, and this will be shown to be intimately
linked to the apparent soliton deformation. However, at least in the case of BECs,
one could not discriminate between these two quantities in the same region.
The soliton energy (figure 8(c)) is intimately related to the instantaneous
acceleration and background density. As such, it will only decrease when the soliton
accelerates, and this occurs stepwise for the homogeneous system, with instantaneously
constant energy when the system is at the gaussian peak. The emission process can also
be visualised by looking at the rate of energy loss due to sound emission. The picture
in the two cases is again very similar, and is plotted respectively for homogeneous
and trapped case in figure 8 (d) and (e). The zero emission rate at the centre of
the gaussian bump is due to the locally homogeneous density and zero acceleration.
The maximum magnitude of the sound emission is found to arise on the sides of the
gaussian bump, when the background density gradient is at a maximum. The circles
indicate numerical simulations based on equation (4), arising from nonlinear optics,
while the dashed line is based on an emission law of the form
dEs
dt
= −κ(zcm − zs)2 (8)
with the value of κ having been assigned such that it matches the emission. Although
κ will in general not be a constant, but rather a parameter dependent on the local
soliton speed and background density gradient (similar to the coefficient of equation
(5)), it is remarkable that we still find such good agreement with a constant coefficient
[70]. We have performed detailed quantitative studies of the rate of sound emission
in various geometries [49, 70, 77]. Remarkably, we find that this rate is well described
by an acceleration squared law, similar to that of the optical case. This may at
first appear somewhat surprising, given the additional presence of the inhomogeneous
potential in the atomic case, which was not included in the multiscale perturbative
analysis leading to equation (4) [72] . However, in comparing our results, we have
used soliton speeds obtained directly from the numerical simulations of the GPE,
which hence take into account the modification on soliton speed and phase due to the
harmonic confinement. In principle, one could rederive these equations in the presence
of the harmonic confinement, although we do not consider this necessary here. To do
this, one should combine the previously employed multiscale asymptotic techniques
with boundary layer theory, as discussed in [76]. At a time of t ∼ 75(ξ/c), we see
a deviation of this law. This is due to the fact that the emitted sound has already
travelled to the edge of the system (i.e. a point in the trapping potential beyond
which it cannot ascend) and become reflected, thus returning towards the centre of
the trap and reinteracting with the soliton. In the absence of the gaussian bump,
such continuous interactions between soliton and emitted sound actually leads to the
stabilisation of the soliton [49].
5. Soliton Stabilisation
In the case of optical dark solitons, inherent linear and nonlinear losses (the latter is
related to two-photon absorption) of the host medium [7, 11] affect the cw background
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and render the dark soliton unstable. Generally speaking, losses can be compensated
upon introducing a linear (intensity independent) gain. Nevertheless, although the
latter stabilizes the background, the dark soliton remains unstable [82] and, as a result,
dark solitons can be stabilized if the gain is nonlinear [83]. Other stabilizing techniques
include synchronized phase modulation [84], as well as phase-sensitive amplification
and spectral filtering [85]. Additionally, robust parametrically driven dark solitons,
immune from instabilities for all damping and forcing amplitudes have recently been
reported [86].
Generally speaking, parametric driving techniques may find application in the
context of BECs, as a means to compensate the dissipative losses of dark solitons.
In this case, an energy source is needed to compensate the continuous energy loss
of the dark solitons due to the various decay mechanisms mentioned above. Work
towards this direction is currently in progress. Importantly, even if this technique can
not be applied in the BEC context, energy can be actually pumped into dark solitons
via appropriate perturbations that may be realised by periodic potentials, somewhat
analogously to the mechanism by which vortices acquire angular momentum from a
laser stirrer. Soliton lifetimes can be noticeably enhanced in this way, and these results
are presented elsewhere [87].
6. Vortex Dynamics
Although this paper deals with dark solitons, one should also mention a few words
about other topological structures, such as vortices. In fact, vortices are not all that
distinct from dark solitons, since, as outlined in section 2, a 3D dark soliton decays
into vortex-like structures. These have already been observed in both optical and
atomic systems.
An optical vortex represents a phase singularity in an optical beam, and is
characterised by a helical wavefront and a dark core of zero intensity. The phase of the
electric field integrated around the vortex core is an integer multiple of 2pi. Optical
vortices were first observed in [88] using a self-defocussing thermal nonlinearity and a
phase mask which imposed an approximately helical phase structure of the vortex on
the input beam. Another method for imprinting the above mentioned helical structure,
based on a computer generated phase mask, was suggested in [89] and implemented
in relevant experiments [90]. On the other hand, to observe rotating optical vortices,
a similar technique was used to create a pair of vortices with the same topological
charge [91]. Optical vortices may find applications as “optical tweezers” [92], while in
a self-defocussing medium, an optical vortex acts as a dark waveguide [88].
The motion of an optical vortex filament due to both the interaction of other
vortices and the presence of the background electric field has been shown to be strongly
analogous to the hydrodynamic case [93]. For example, a pair of identical optical
vortex filaments in a gaussian beam have been observed to rotate about each other
at a rate inversely proportional to the square of their separation [94]. This result is
exactly analogous to that for corotating vortices in an inviscid incompressible fluid.
However, in a linear medium, the closely situated vortex cores rapidly expand into
each other due to diffraction effects, while longer rotation angles can be achieved in
self-defocussing media [95].
In atomic BEC’s, quantized vorticity can be excited by phase imprinting [27, 28],
by stirring or rotating the system by magneto-optical techniques [96], or by the
transverse decay of a dark solitary wave [97], and can appear in the form of single
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Figure 9. Two-dimensional density plots of a co-rotating vortex pair in a
homogeneous system. The images are plotted on different greyscale contrast to
highlight (a) the vortex pair and (b) the emitted sound pattern. Note that the
sound profile is plotted on a much larger length-scale, with the region of image
(a) corresponding to the dashed box in the centre of (b).
vortices, vortex lattices [98] and vortex rings. A single vortex tends to follow a line
of constant potential and so an off-centered vortex will follow a circular trajectory
around the trap centre [99, 100]. However, vortices are subject to a similar dynamical
dissipation mechanism under acceleration as dark solitons, leading to the emission of
sound [101]. If the emitted sound is suitably damped away the vortex will lose energy
and spiral outwards [102, 103].
As an example of the dynamic instability of vortices, we consider here on the case
of a closely positioned co-rotating vortex pair (two vortices of the same topological
charge) in a homogeneous system. In analogy to the optical case outlined above, the
vortices, separated by 2r, will rotate about their common axis at a rate proportional
to 1/r2, due to their mutual interaction. It has been shown analytically by Klyatskin
[104, 105] that such a co-rotating pair will emit sound energy at a rate proportional to
1/r6, and so slowly spiral apart. This result was obtained by looking at the far field
emission pattern, and is hard to verify numerically. Instead, we illustrate the emission
of sound in this process, by solving the GPE for a homogeneous two-dimensional
system. For the co-rotating pair of figure 9(a), the emitted sound is shown (on much
larger scale) in figure 9(b). The sound emitted by the rotating vortices creates a
striking swirling pattern, which spreads outwards over time.
7. Conclusions
Many of the well-known nonlinear optics effects can now be readily observed in
assemblies of ultracold Bose-Einstein condensed atomic gases. In the latter case, the
wavefunction of the system obeys, at temperatures where the thermal component
is suppressed, an equation similar to the equation for the electric field envelope
in cubically nonlinear (Kerr) optical media. The nonlinearity in the atomic case
arises from atomic interactions. This similarity leads to the observation of common
phenomena, such as nonlinear wave mixing, bright and dark solitons and vortices, with
this paper discussing at length the analogies between dark solitons in these two very
Dark solitons in atomic condensates and optical systems 20
different systems. In this context, we discussed the snake instability of dark solitons,
arising from excitation of transverse modes in three-dimensional system. In the
limit of tight transverse confinement, where such mechanisms are heavily suppressed,
we showed that the leading decay mechanisms differ in the two systems. In real
optical media used in experiments, one actually deals with a non-Kerr nonlinearity
(e.g., a competing or a saturable nonlinearity), which renders the underlying system
nonintegrable (even in the absence of the potential term, which may be used to describe
a linear graded refractive index change). As a result, the dark solitons are unstable and
their instability is accompanied by emission of radiation (or sound waves) that induce
an effective dissipation to the dark solitons. In the limit of very low temperatures
(where thermal effects can be ignored), the main instability in quasi-one-dimensional
atomic condensates actually arises from sound emission along the line of motion,
due to the harmonic confinement experienced (in stark contrast to the homogeneous
optical media with a spatially-independent linear refractive index). In the absence of
additional dephasing mechanisms (e.g. the additional presence of a gaussian bump, or
a perturbing optical lattice), the continuous interaction between the oscillating dark
soliton and the co-confined emitted sound actually leads to a steady-state preventing
decay due to longitudinal confinement. Finally, vortex dynamics in both systems
experience similar effects, with sound emission arising from the acceleration of vortices,
due to either other topological charges, or background density gradients.
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