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Abstract
We develop a theory of affine flag varieties and of their Schubert varieties for reductive groups over
a Laurent power series local field k((t)) with k a perfect field. This can be viewed as a generalization of
the theory of affine flag varieties for loop groups to a “twisted case”; a consequence of our results is that
our construction also includes the flag varieties for Kac–Moody Lie algebras of affine type. We also give
a coherence conjecture on the dimensions of the spaces of global sections of the natural ample line bundles
on the partial flag varieties attached to a fixed group over k((t)) and some applications to local models of
Shimura varieties.
© 2008 Elsevier Inc. All rights reserved.
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0. Introduction
Loop groups are familiar objects in several branches of mathematics. Let us mention here
three variants.
The first variant is differential-geometric in nature. One starts with a Lie group G (e.g., a com-
pact Lie group or its complexification). The associated loop group is then the group of (C0-, or
C1-, or C∞-) maps of S1 into G, cf. [41] and the literature cited there. A twisted version arises
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such that
γ (θ + 2π)= α(γ (θ)).
The second variant is algebraic and arises in the context of Kac–Moody algebras. Here one
constructs an infinite-dimensional algebraic group variety with Lie algebra equal or closely re-
lated to a given Kac–Moody algebra. (This statement is an oversimplification and the situation is
in fact more complicated: there exist various constructions at a formal, a minimal, and a maximal
level which produce infinite-dimensional groups with Lie algebras closely related to the given
Kac–Moody Lie algebra, see [34,17], also [49,50] and the literature cited there.)
The third variant is algebraic-geometric in nature and is our main concern in this paper. Let
us recall the basic definitions in the untwisted case. Let k be a field and let G0 be an algebraic
group over Spec(k). We consider the functor LG0 on the category of k-algebras,
R → LG0(R)=G0
(
R((t))
)
.
Here R((t)) = R[[t]][1/t] is the ring of Laurent series with coefficients in R. One proves that
this functor is representable by an ind-scheme (= inductive limit of k-schemes), called the alge-
braic loop group associated to G0. At the same time, one considers the associated flag varieties,
mostly the affine Grassmannian G and the affine flag variety F , the fpqc-sheaves associated to
the functors
R →G0
(
R((t))
)
/G0
(
R[[t]]), resp. R →G0(R((t)))/B(R).
Here B(R) is the inverse image of a Borel subgroup under the reduction map G0(R[[t]]) →
G0(R). These sheaves are also representable by ind-schemes. Important results on the structure
of algebraic loop groups and their associated flag varieties are due to Beauville, Laszlo, Sorger,
Faltings, Beilinson, Drinfeld and Gaitsgory, cf. [2,3,30,13,4,15]. These results have applications
in the theory of vector bundles on algebraic curves [2,30,13], in geometric Langlands theory
[4,15], and to local models of Shimura varieties [18,19,38].
The aim of the present paper is to develop a similar theory of twisted algebraic loop groups
and of their associated flag varieties. As it turns out, this theory gives a geometric interpretation
of many aspects of Bruhat–Tits theory in the equal characteristic case.
The basic definition is very simple. Let G be a linear algebraic group over K = k((t)) (we
always assume that G is connected reductive). Then G defines its associated algebraic loop
group LG, which is the ind-scheme representing the functor
R → LG(R)=G(R((t))).
Note that, since R((t)) is a k((t))-algebra, the right-hand side makes sense. When G=G0 ⊗k K ,
one recovers the definition in the untwisted case. To any facet a in the Bruhat–Tits building of
G over K there is associated a unique smooth group scheme with connected fibers Pa over k[[t]]
such that Pa(k[[t]]) is equal to the parahoric subgroup of G(K) attached to a. To Pa corresponds
an infinite-dimensional affine group scheme L+Pa over Spec(k) with
L+Pa(R) = Pa
(
R[[t]]).
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over k which we call the (partial) affine flag variety associated to G and a. In the untwisted
case, the affine Grassmannian is associated to the special vertex arising from an isomorphism
GG0 ⊗k k((t)), and the affine flag variety is associated to an alcove in the Bruhat–Tits building
containing this vertex. Note that even in the untwisted case, the definition of Fa is useful, as it
re-establishes the natural symmetry attached to the K-group scheme G0 ⊗k K which has no
preferred special vertex.
Our main results may now be formulated as follows.
Let π1(G) denote the algebraic fundamental group of G (see [5]). The group π1(G) can be
defined as the quotient P∨(G)/Q∨(G) of the coweight lattice by the coroot lattice of G(Ksep).
If k is algebraically closed, let I = Gal(K¯/K) denote the inertia group. Let π1(G)I be the co-
invariants under I .
Theorem 0.1. Let k be algebraically closed. The Kottwitz homomorphism ([27], see 2.a.2) in-
duces bijections on the set of connected components,
π0(LG)= π1(G)I , π0(Fa)= π1(G)I .
Note that in the untwisted case G=G0 ⊗k K , the action of I is trivial so that π1(G)I = π1(G)
and we recover the result of Beauville, Laszlo and Sorger [3, Lemma 1.2], resp. of Beilinson and
Drinfeld [4, Prop. 4.5.4], which is analogous to the corresponding result in topology.
Theorem 0.2. Suppose that G is semi-simple and splits over a tamely ramified extension of
K and that the order of the fundamental group of the derived group π1(Gder) is prime to the
characteristic of k. Then the ind-schemes LG and Fa are reduced.
In the case of SLn this is due to Beauville and Laszlo [2], and in the case of a general split
group and when k has characteristic 0, to Beilinson and Drinfeld [4, Thm. 4.5.1]. In characteristic
p > 0, this is due to Laszlo and Sorger [30], and to Faltings [13], when G is split and simply
connected.
We next consider the Schubert varieties contained in a partial affine flag variety Fa . By def-
inition, these are the reduced closures of orbits of L+Pa . They are finite-dimensional projective
varieties.
Theorem 0.3. Suppose that G splits over a tamely ramified extension of K and that the order of
the fundamental group of the derived group π1(Gder) is prime to the characteristic of k. Then all
Schubert varieties in Fa are normal and have only rational singularities. In positive character-
istic, they are Frobenius-split.
In characteristic zero, normality of Schubert varieties in the context of Kac–Moody partial
affine flag varieties is due to Kumar [28], Littelmann [31] and Mathieu [33]. By an argument
of Faltings these coincide with the Schubert varieties in this paper. In positive characteristic
the above theorem is due to Faltings [13] in the split simply connected case. (The normality
of Schubert varieties in the case of SLn is proved in [37].) Normality of Schubert varieties in
characteristic p has also been shown by Mathieu [33] and Littelmann [31] (in the context of
Kac–Moody theory). Their definition of Schubert varieties is a priori different. They are given
using an embedding into the infinite-dimensional projective space associated to a highest-weight
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eties as varieties of certain lattices and so [33] and [31] does not imply our result. Nevertheless, it
is a corollary of Theorem 0.3 combined with the results of Mathieu and Littelmann that the two
notions of Schubert varieties coincide (see Section 9.h). From this, it also follows a posteriori
that (for an absolutely simple, simply connected G that splits over a tame extension) our partial
affine flag varieties are isomorphic to the ones defined in the Kac–Moody theory.
Let us now comment on our proofs of the above theorems. The proofs of Theorems 0.2 and 0.3
are closely intertwined. The proofs go along the lines of the proof of the theorem corresponding
to Theorem 0.3 of Faltings [13] (for more details on this proof, cf. [19]). The main method is to
lift the situation in positive characteristic to characteristic zero and compare the lifted situation
with the Kac–Moody setting. It is therefore somewhat reminiscent of the method introduced by
Kazhdan to relate the representation theory of a group over a local field of characteristic p to
that of a group over a local field of unequal characteristic. This also explains why we have to
exclude groups which split over a wild extension (although we strongly believe that appropriate
versions of Theorems 0.2 and 0.3 also hold in this case). We note that in the previous proofs of
Theorem 0.2 (in [2] for the case of SLn, in [30] for a split semi-simple, simply connected group
in characteristic 0, in [13,19] for a semi-simple split simply connected group in characteristic p)
all use the big cell. Our argument, which we learned in Faltings’ course [14] is different. Finally,
the proof of Theorem 0.1 generalizes the proof of the corresponding theorem in [4], using the
construction of the Kottwitz map [27].
We would like to stress that interesting problems arise when one tries to generalize to the
setting of twisted loop groups classical results in the untwisted case. The theory of perverse
sheaves on their partial flag varieties has still to be worked out. Also, we expect a theory of
bundles on algebraic curves for corresponding non-constant algebraic groups, of their Picard
groups and their theta functions.
Our main motivation for developing the theory of twisted loop groups is its application to the
theory of local models of Shimura varieties. These are schemes defined in linear algebra terms
that describe the étale local structure of integral models for Shimura varieties and other moduli
spaces [42]. Consider the group G of unitary similitudes corresponding to a ramified quadratic
extension of K . Then G is not of the form G=G0 ⊗k K . Generalizing the method of Görtz [18],
we wish to embed the special fiber of the naive local model associated to a ramified group of
unitary similitudes over a p-adic local field into the affine flag variety F of G. At this point
we require knowledge of the structure of F which we then can in turn use to deduce structure
results on the local model. This is the way in which we will use the results of this paper. To give
the taste of this application we explain in the last section this method in a representative simple
case.
This method hinges on a coherence conjecture on the dimensions of the spaces of global
sections of the natural ample invertible sheaves on partial flag varieties attached to a fixed group
G over K . This conjecture, which may be stated in purely combinatorial terms, seems to us of
independent interest. We show that in the cases of SLn and Sp2n it follows from previous results
[18,19,38,39] on local models. The main point of the application we have in mind here is to turn
the logic around and deduce facts on local models from this coherence conjecture.
We now explain the lay-out of the paper. In Section 1 we give the construction of twisted loop
groups and their quotients. In Section 2 we recall the definition of parahoric subgroups and intro-
duce the (generalized) affine flag varieties. In Section 3 we make these notions explicit in the case
of tori. In Section 4 we discuss in some detail the case of a unitary group and relate their partial
affine flag varieties to the lattice model. As explained above, this example plays a central role
122 G. Pappas, M. Rapoport / Advances in Mathematics 219 (2008) 118–198in the applications of our results. Section 5 is devoted to the proof of Theorem 0.1. In Section 6
we discuss Theorem 0.2 and reduce its proof to the case of a simple simply connected group. In
Section 7 we explain how to lift the group G and its partial flag varieties to mixed characteristic,
i.e., from k((t)) to W((t)), where W denotes the ring of Witt vectors of k. In Section 8 we intro-
duce the Schubert varieties in twisted affine flag varieties and their Demazure resolutions. The
proofs of Theorems 0.2 and 0.3 are given in Section 9. In Section 10 we state and discuss the
coherence conjecture mentioned above. In the final section, we discuss how we apply our results
to the local models of Shimura varieties associated to ramified unitary groups. As mentioned
above, these applications depend on a positive solution to the coherence conjecture.
1. General constructions
Let k be a field. We set K = k((t)) for the field of Laurent power series with indeterminate t
and coefficients in k. Let V = k[[t]] ⊂ K be the discretely valued ring of power series with
coefficients in k.
1.a. Let X be a scheme over K = k((t)). We denote by LX the functor from the category of
k-algebras to that of sets given by
R → LX(R) :=X(Spec(R((t)))).
If X is a scheme over V , we denote by L+X the functor from the category of k-algebras to that
of sets given by
R → L+X (R)=X (Spec(R[[t]])).
The functors LX, L+X give sheaves of sets for the fpqc topology on k-algebras. In what follows,
for simplicity, we will call such functors “k-spaces.” Recall that a k-space is called an ind-scheme
(resp. a strict ind-scheme) if it is the inductive limit of the functors associated to a directed family
of k-schemes (resp. via transition morphisms which are closed embeddings). A group ind-scheme
is an ind-scheme which is a group object in the category of ind-schemes.
If X = Spec(A) is affine of finite type, L+X is represented by an affine scheme. If X = ArV is
the affine space of dimension r over Spec(V ), then L+X is the infinite-dimensional affine space
L+X =∏∞i=0(Ar ), via
L+X (R)= Homk[[t]]
(
k[[t]][T1, . . . , Tr ],R[[t]]
)=R[[t]]r = ∞∏
i=0
Rr =
∞∏
i=0
Ar (R).
Let X be the closed subscheme of ArV defined by the vanishing of a polynomial f in
k[[t]][T1, . . . , Tr ]. Then L+X (R) is the subset of L+Ar (R) of k[[t]]-algebra homomorphisms
k[[t]][T1, . . . , Tr ] → R[[t]] which factor through k[[t]][T1, . . . , Tr ]/(f ). Write f =∑an(t) · T n.
Then L+X is defined by the vanishing of the infinite set of polynomials in the variables
X1,•,X2,•, . . . ,Xr,• with • = 0,1,2, . . . ,
∑
C
(n)
i (an,•;X1,•, . . . ,Xr,•)= 0, i = 0,1, . . . .
n
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Xr,0, . . . ,Xr,i are defined by the identity
( ∞∑
i=0
ai · t i
)
·
( ∞∑
i=0
X1,i · t i
)n1
· · ·
( ∞∑
i=0
Xr,i · t i
)nr
=
∞∑
i=0
C
(n1,...,nr )
i · t i .
Note that if X is an affine k-scheme, which we regard as an affine scheme over V via V → k
which sends t to 0, then L+X = ∅. If X is an affine K-scheme, then L+X = ∅. On the other hand,
in this case LX is represented by a strict ind-scheme. Finally, we mention that L(X×SpecK Y)=
LX ×Speck LY , and similarly for L+.
Definition 1.1. Let G be a linear algebraic group over K . The loop group associated to G is the
ind-group scheme LG over Spec(k).
In the case G = GLn, the fact that LG is an ind-group scheme is well known, comp. [2,
Prop. 1.2]. In fact, if G is of the form G = G0 ×Spec(k) Spec(K) for a linear algebraic group G0
over k, then the notion of a loop group is in [4,2,13].
1.a.1. We now list some easy functoriality properties of this construction.
(a) If k′ is a k-field extension then we have an isomorphism of ind-schemes over k′
LG×Spec(k) Spec(k′) L
(
G×Spec(k((t))) Spec
(
k′((t))
))
. (1.1)
(b) Assume that K ′/K is a finite extension of K ; then a choice of uniformizer u for K ′ allows
us to write K ′ = k′((u)). If G= ResK ′/K H for some linear algebraic group H over K ′, then
the choice of u gives an isomorphism of ind-schemes over k′,
LG Resk′/k(LH). (1.2)
In particular, if k′ = k then we have
L(ResK ′/K H) LH. (1.3)
Indeed, for a k-algebra R, we have
(LG)(R) =G(R((t)))=H (R((t))⊗k((t)) k′((u)))=H ((R ⊗k k′)((u)))
= LH(R ⊗k k′)= Resk′/k(LH)(R).
(Note that R((t))⊗k((t)) k′((u)) = (R ⊗k k′)((u)) uses that k′((u))/k((t)) is finite.)
1.a.2. We will denote by Lie(LG) the Lie algebra functor of the group functor of LG over k
(see for example [10, II, §4, 1]). By definition
Lie(LG)(R) = ker(G(R[]((t)))→G(R((t)))). (1.4)
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over k and J ⊂R is an ideal of square 0 then there is an exact sequence
0 → Lie(LG)(k)⊗k J → LG(R)→ LG(R/J ). (1.5)
1.a.3. Suppose that k is algebraically closed and G is a connected reductive group over
K = k((t)). By a theorem of Steinberg ([46], extended by Borel and Springer to the case of a
non-perfect field, cf. [45, III, 2.3, Remark 1 after Theorem 1′]), every G-torsor over K is trivial.
Let R be an Artinian k-algebra with algebraically closed residue field k′; then R((t)) is a complete
local ring with residue field k′((t)). Hence, R((t)) is henselian and by the above, every G-torsor
over R((t)) is trivial. It follows that if
1 →G′ →G→G′′ → 1
is an exact sequence of connected reductive groups over K and R is as above, the sequence
1 → LG′(R)→ LG(R)→ LG′′(R)→ 1
is exact.
1.b. Now let P be a flat affine group scheme of finite type over Spec(V ), with associated
affine group scheme L+P over k. We wish to form the quotient of the generic fiber LPη by
L+P .
Proposition 1.2. Suppose that Q ⊂ G are both flat affine group schemes of finite type over
Spec(V ) and that Q is a proper closed subgroup scheme of G. Then there exist a finitely gener-
ated free V -module Λ V n and a direct summand Λ′ ⊂Λ of Λ of V -rank 1 such that:
(a) there is a representation ρ :G→ GL(Λ) that identifies G with a closed subgroup scheme of
GL(Λ),
(b) the representation ρ identifies Q with the closed subgroup scheme of G that normalizes the
V -line Λ′.
Proof. This follows the argument of the proof of [10, II §2, 3.3]. Let A(G), A(Q) be the
V -algebras of regular functions on G and Q respectively. Since Q and G are V -flat, these are
V -torsion free. Denote by I the ideal of definition of Q in G so that A(Q) =A(G)/I . The group
scheme G acts on A(G) via the “regular representation.” Using [44, §1, Prop. 2], and the fact
that A(G) is V -flat, we see that there is a finitely generated free V -submodule L of A(G) with
the following properties:
(i) G acts on L,
(ii) A(G)/L is V -torsion free,
(iii) L generates the V -algebra A(G) and is such that I ∩L generates the ideal I .
Note that since Q is flat, I is also V -cotorsion free in A(G). Set L′ = I ∩L. Then we can see
by following the proof of [10, II §2, 3.3], that Λ =∧rank(L′) L and Λ′ =∧rank(L′) L′ = det(L′)
satisfy the requirements of the proposition. 
G. Pappas, M. Rapoport / Advances in Mathematics 219 (2008) 118–198 125Proposition 1.3. Suppose that P is a flat affine group scheme of finite type over Spec(V ). Then
(a) P is linear, i.e., it is a closed subgroup scheme of the group scheme GLn over Spec(V ), for
some n.
(b) There exists a group scheme closed immersion P ⊂ GLn × Gm such that the quotient fppf
sheaf (GLn × Gm)/P is representable by a quasi-affine scheme over Spec(V ).
Proof. To obtain (a) we apply Proposition 1.2 to Q = {1} and G = P . Now let us discuss the
proof of (b). We apply Proposition 1.2 to Q = P and G = GLn. Let χ :P → Gm = GL(Λ′)
be the character of P giving the action on the V -line Λ′ of Proposition 1.2. Now consider the
embedding i :P →G′ := GLn×Gm given by p → (p,χ−1(p)) and the representation ρ′ :G′ →
GL(Λ ⊗V Λ′) given by ρ′((g,λ)) = ρ(g) ⊗ λ. Let v ∈ Λ′ be a generator of the V -line Λ′, i.e.,
such that Λ′ = V · v. Then the subgroup scheme P is identified with the stabilizer of v ∈ Λ.
Hence, the quotient (GLn × Gm)/P (which is representable by a V -scheme by a general result
of [1, Thm. 4.C]) is identified with the GLn × Gm-orbit of v ∈ Λ. A standard argument (cf. [10,
proof of II §5, Prop. 3.1]) shows that this orbit is open in its Zariski closure and hence it is
quasi-affine. 
1.c. Let P be a flat affine group scheme of finite type over V . Let Pη denote the generic fiber
of P (a group scheme over K). We consider the quotient fpqc sheaf over Spec(k)
FP := LPη/L+P. (1.6)
By definition, this is the fpqc sheaf associated to the presheaf which to a k-algebra R associates
the quotient P(R((t)))/P (R[[t]]).
1.c.1. When P = GLn, the fpqc sheaf FP is (represented by) the affine Grassmannian of
lattices in the vector space Kn. More precisely, for any k-algebra R, a lattice in R((t))n is a sub-
R[[t]]-module L of R((t))n which is projective of rank n and is such that L⊗R[[t]]R((t)) =R((t))n.
Consider the functorFn which to a k-algebra R associates the set of lattices in R((t))n. Then there
is a natural isomorphism FGLn  Fn. It is well known [2, Prop. 2.3], that Fn is represented by
an ind-k-scheme which is ind-proper over k (i.e., given as an increasing union of proper schemes
over k). In this case (P = GLn), the quotient morphism
LGLn → LGLn/L+GLn =FGLn
admits sections locally for the Zariski topology, cf. [2, Thm. 2.5]. In the general case we have
the following statement.
Theorem 1.4. Let P be an affine group scheme which is smooth over V . Then the fpqc sheaf FP
is represented by an ind-k-scheme of ind-finite type over k. The quotient morphism LPη → FP
admits sections locally for the étale topology (i.e., L+P -equivariant isomorphisms Spec(R)×FP
LPη  Spec(R)×Spec(k) L+P for each point of FP with values in a strictly henselian ring R).
Proof. The result is shown in [4, Theorem 4.5.1], or [15, Appendix], in the case when P is
obtained by base change P = P0 ⊗k V , with P0 an affine smooth group scheme over k. In
fact, in these references it is shown that if P0 is reductive, then FP (which is then the affine
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of [4, Theorem 4.5.1]. By Proposition 1.3, there is an embedding P →G= GLn ×Gm such that
the quotient U :=G/P (over Spec(V )) is quasi-affine, i.e., U is an open subscheme of an affine
V -scheme Z. We will consider the functors LU , LZ, L+U , L+Z, defined as above. Then L+U ,
L+Z are schemes over k and L+U is an open subscheme of L+Z. Note that L+U represents the
fpqc quotient L+G/L+P : Actually, if R is strictly henselian so is R[[t]] and since P is smooth,
we have U(R[[t]]) = G(R[[t]])/P (R[[t]]). We can see that, since Z is affine over V , L+Z is a
closed subscheme of the ind-scheme LZ. Therefore, L+U is a locally closed sub-ind-scheme of
LZ. Now consider the natural morphism f :LG → LZ given by the quotient G → U = G/P
followed by the open immersion U →Z. Let Y := f−1(L+U) be the inverse image of L+U ; it is
a locally closed sub-ind-scheme of LG. Suppose that we have g ∈ Y(R) ⊂ LG(R) =G(R((t))).
We have LG(R)/LPη(R) ⊂ LU(R) and after an étale cover R → R′, f (g) ∈ L+U(R) comes
from an element of L+G(R′) modulo L+P(R′). Therefore, locally for the étale topology, we can
write g as a product of an element from LPη with one from L+G. The ind-scheme Y is invariant
under right translation by L+G. Hence, and since LG → FG admits a section locally for the
Zariski topology, Y is the preimage of a locally closed sub-ind-scheme Y ′ ⊂ LG/L+G = FG;
in fact, if the quotient G/P is affine, then U = Z and Y ′ is closed in FG. In any case, Y ′ is of
ind-finite type. Now observe that LPη is contained in Y , since it maps to the trivial coset under f .
This gives a natural morphism
π :LPη → Y ′. (1.7)
We claim that π identifies Y ′ with the fpqc quotient FP = LPη/L+P . It is clear that π in-
duces a map of fpqc sheaves LPη/L+P → Y ′. To see that this gives an isomorphism note
that Y → Y ′ is an L+G-torsor, that the morphism f :Y → L+U is L+P -equivariant and that
LPη = f−1(e mod L+P). This combined with the above gives the result. In fact, the proof
shows that π admits a section locally for the étale topology. 
2. Affine flag varieties
2.a. Let G be a (connected) reductive group over the local field K . (Recall, that then, by [11,
XXIII 5.6], G splits over the separable closure Ksep of K .) Our main examples of group schemes
P to which we want to apply Theorem 1.4 are given by the group schemes associated to the
parahoric subgroups of G(K) by Bruhat and Tits [7,8]. These group schemes are affine smooth
over Spec(V ) and their generic fibers coincide with G. Since these are basic for what follows we
take some space to properly set the definition and notation by tracing down the corresponding
sections in [8]. The corresponding quotients FP are the partial affine flag varieties and will be
our main concern.
2.a.1. Set K = k¯((t)) with k¯ the algebraic closure of k. Let B = B(G(K)) be the Bruhat–
Tits building of G(K) [7, 7.4]. Suppose that a is a facet in B. This corresponds to a facet a
of the building B(G(K)) which is fixed under Γ := Gal(K/K) = Gal(k¯/k) [8, Thm. 5.1.25].
Now Bruhat and Tits associate to a the “connected stabilizer” group scheme P a (see [8, 4.6]),
comp. also [51, Section 7]. This comes with Γ -descent data (see [8, 5.1.9]) which give the group
scheme Pa . The V -valued points Pa(V ) give the corresponding parahoric subgroup of G(K) (see
[8, p. 165]), and Pa is the unique extension to Spec(V ) of G as a smooth affine group scheme
with this property, cf. [8, 1.7].
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2.a.2. Assume now that k is algebraically closed in which case K = K . Then we can also
obtain the parahoric subgroup Pa(V ) as follows [23, Prop. 3] (see also [42]): Consider the cor-
responding facet a′ in the Bruhat–Tits building of the adjoint group B(Gad(K)). Then Pa(V ) is
the intersection of the stabilizer of a′ in G(K) with the kernel of the Kottwitz homomorphism
κG :LG(k)=G(K) → π1(G)I . (2.1)
Here again we denote by π1(G) the Gal(Ksep/K)-module given by the algebraic fundamental
group [5]. Recall π1(G) is the quotient P∨(G)/Q∨(G) of the coweight lattice by the coroot
lattice of G(Ksep). The inertia group I = Gal(Ksep/K) acts on π1(G) and we denote by π1(G)I
the coinvariants under this action.
Let us quickly recall the construction of the Kottwitz homomorphism in this case (cf. [27,
§7], where the case is considered, in which k((t)) is replaced by the completion of the maximal
unramified extension of a local p-adic field). It proceeds in four steps:
Step 1. The case that G = Gm. Then π1(G) = Z with trivial I -action. Write f ∈ LG(k) =
k((t))× in the form f = tk · u, u ∈ k[[t]]×. Then set κ(f ) = k. This definition extends in the
obvious way to the case when G = ResK ′/K(Gm) and more generally to the case of an induced
torus G=∏i ResKi/K(Gnim ).
Step 2. The case that G = T is a torus. Note that in this case we can identify π1(T ) with the
cocharacter lattice X∗(T ). As in [27] one uses an exact sequence
R
f−→ S g−→ T → 1,
where R and S are induced tori and ker(f ), ker(g) are tori. This induces an exact sequence
π1(R)I → π1(S)I → π1(T )I → 1
and this together with 1.a.3 and Step 1 suffices to construct κT .
Step 3. The case where the derived group Gder of G is simply connected. In this case, π1(G)=
π1(D)=X∗(D) where D =G/Gder and we define κG as the composition
LG(k) → LD(k)→ π1(D)I .
Step 4. The general case. One uses a z-extension
1 → S →G′ →G→ 1,
i.e. a central extension with G′der simply connected and S an induced torus [36, Prop. 3.1], to
reduce to the previous case, cf. [7].
By [7] the Kottwitz homomorphism κG is surjective. We will give a geometric interpretation
of the Kottwitz homomorphism and additional properties of it in the following sections.
The parahoric subgroup scheme Pa leads by the procedure of the previous section to the fpqc
sheaf FPa = LG/L+Pa which in the sequel we will often denote simply by Fa ; we will call the
corresponding ind-schemes (cf. Theorem 1.4) generalized affine flag varieties.
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Moy–Prasad type subgroups of G(K) which are constructed by Yu in [51]. These are also smooth
and affine over Spec(V ) with generic fiber G. As an example, consider the case G = GLn. Take
the group scheme Pm given in [51] with V -valued points
Pm(V )=
{
g ∈ GLn
(
k[[t]]) ∣∣ g ≡ Idn mod tm}. (2.2)
Then the fpqc-quotient FPm is a Resk[[t]]/(tm)/k GLn-bundle over the affine Grassmannian FP0 .
The morphism FPm →FP0 represents the forgetful functor(L, σ :L/tmL ∼−→ (R[[t]]/(tm))n) → L (2.3)
where L denotes a lattice as in 1.c.1.
3. Tori and groups of multiplicative type
In this section we present various examples.
3.a. (a) For P = Gm, we have L+P =R[[t]]×, LPη =R((t))×. For
a =
+∞∑
i−∞
ait
i ∈R((t))×
denote by ord(a) the smallest integer n ∈ Z for which an is invertible in R. (We are assuming
that Spec(R) is connected.) Then for all m< n, am is nilpotent. When R is reduced we can write
a = tord(a) · u with u ∈R[[t]]×. The map ord gives a Zariski locally constant map
ord :FGm → Z.
Consider the ind-scheme L−−Gm over k which represents the functor which to a k-algebra R
associates
L−−Gm(R)=
(
1 + t−1R[t−1])×, (3.4)
i.e., the elements of L−−Gm(R) are polynomials 1 + a1t−1 + · · · + ait−i with ai nilpotent in R.
Then it is easily seen that L−−Gm can be identified with the open and closed sub-ind-scheme of
FGm for which ord = 0. From this it follows that the fibers of ord are the connected components
of FGm . In fact, the topological space underlying the ind-scheme FGm is Z and ord gives a
homeomorphism. The connected components of FGm are infinitesimal ind-schemes; they are all
isomorphic to each other via morphisms given by multiplication by the appropriate power of t .
(b) Consider K ′ = k((u)) with u2 = t as a degree 2 extension of K , and suppose char(k) = 2.
Let P be the group scheme over V = k[[t]] which is given as the kernel of the norm
P = ker(Resk[[u]]/k[[t]](Gm) N−→ Gm).
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N(a)= 1 then gives m= 0 and N(v)= 1. This shows FP (R) = {1} for all reduced R and there-
fore the corresponding topological space is a point. On the other hand, if R = Spec(k[x]/(x2))
then a = xu−m + 1, for any odd m> 0, is a non-trivial element of FP (R). We conclude that FP
is not reduced and is an infinitesimal ind-scheme.
(c) Let P = μn. Then LPη(R) = μn(R((t))), L+P(R) = μn(R[[t]]). If the characteristic of
k does not divide n, then μn(R((t))) = μn(R[[t]]) = μn(R) and FP = Spec(k). However, this is
not true in general. In fact, if n = p = char(k), then we can see that Fμp is represented by the
ind-scheme
−∞∏
i=−1
Spec
(
k[xi]/
(
x
p
i
))
. (3.5)
3.b. Let G= T be a torus over K . In this case, the connected Neron model of T over V (also
called the Neron–Raynaud model in [51]) gives the (unique) parahoric subgroup scheme of T
[8, 4.4]. Let us briefly recall this construction below. Let K ′ denote a splitting field for T , so that
TK ′ is a split torus. We can assume that K ′/K is finite and separable. The natural homomorphism
T → ResK ′/K TK ′
realizes T as a subgroup scheme of an induced torus. Denote by TV ′ the natural extension of the
split torus TK ′ to a torus over V ′ (if TK ′  (Ghm)K ′ , then TV ′  (Ghm)V ′ ). Consider the Zariski
closure T of T in ResV ′/V (TV ′); this is an affine flat group scheme of finite type over V ′ which is
independent of all choices (see [8, 4.4.6]). One can construct its smoothening (“lissification”) T R
following Raynaud (see [8, 4.4.12]). This is a (commutative) group scheme affine and smooth
over V with generic fiber T ; its special fiber is not necessarily connected. (Let us remark here that
if K ′/K is tamely ramified, then it is known by [12] that T is smooth over V and so T = T R .)
We have [8, 4.4.12]
T R(V )= Tb(K) := {t ∈ T (K) ∣∣ val(χ(t))= 0, for all χ ∈X∗K(T )}. (3.6)
The connected Neron model T 0 of T is the connected component of the smooth group
scheme T R . This agrees with the connected component of the locally finite type (lft) Neron
model of the torus T (see [6, §10]), so there is no confusion in our terminology. Furthermore,
T R is the maximal subgroup scheme of the lft Neron model of finite type over V , comp. [42,
Prop. on p. 314].
If T is an induced torus, i.e., of the form T ∏i ResKi/K(Gnim )Ki , then by [8, 4.4] we have
T 0 = T R = T . Then by (1.2) and the above construction, there is a finite extension k′ of k such
that
LT ×k k′  (LGm)n, L+T ×k k′ 
(
L+Gm
)n
, FT ×k k′  (FGm)n, (3.7)
with n= [k′ : k] ·∑i ni .
Let us consider FT 0 and FT R for a general torus T . By Theorem 1.4, the k¯-valued points of
these ind-schemes are dense and we have
FT R (k¯)= T
(
k¯((t))
)/T R(k¯[[t]]), FT 0(k¯)= T (k¯((t)))/T 0(k¯[[t]]). (3.8)
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0 → T R(k¯[[t]])/T 0(k¯[[t]])→FT 0(k¯)→FT R (k¯)→ 0. (3.9)
It will follow from our discussion of the Kottwitz homomorphism (Section 5, Corollary 5.2) that
this exact sequence can be identified with the exact sequence
0 → (X∗(T )I )tor →X∗(T )I → (X∗(T )I )cotor → 0. (3.10)
(Here I is the inertia subgroup of Gal(Ksep/K).)
3.b.1. Consider K ′ = k((u)) with u2 = t as a degree 2 extension of K and suppose that
char(k) = 2. Let T be the torus over K given as the kernel of the norm,
T := ker(ResK ′/K(Gm) N−→ Gm).
In this case, the torus T above is the group scheme over k[[t]] which is also given as the kernel
of the norm
T = ker(Resk[[u]]/k[[t]](Gm) N−→ Gm). (3.11)
Notice that T is the fixed point scheme of an involution on Resk[[u]]/k[[t]](Gm). Hence, it follows
by [12, Prop. 3.5], that T is smooth over V and so T = T R . However, T is not connected; the
special fiber has two connected components corresponding to units a ∈ k[[u]]× with a · a¯ = 1
having residue class 1, resp. −1 modulo u. Hilbert’s theorem 90 implies that there is an exact
sequence
1 → Gm → Resk[[u]]/k[[t]] Gm b →b¯·b−1−−−−−→ T 0 → 1 (3.12)
over k[[t]]. In this case, the Kottwitz homomorphism
κT :T
(
k¯((t))
)→ {±1} (3.13)
is given as follows: If a ∈ k¯((u))× with a · a¯ = 1, then write a = b¯ · b−1, b ∈ k¯((u))× and we
have κT (a) = (−1)ordu(b). Note that for a ∈ k¯[[u]]× we have a ≡ κT (a) mod (u) and so we have
T 0(k¯[[t]]) = T (k¯[[t]])∩ ker(κT ), see also Section 5 below.
4. Affine flag varieties for quasi-split unitary groups
We continue with an example which is essential for our applications.
4.a. Let char(k) = 2. Let K ′/K be a ramified quadratic extension and fix a uniformizer u
of K ′ with image under the Galois involution u¯ = −u, u2 = t . Let W be a K ′-vector space of
dimension n 2 and let
φ :W ×W →K ′
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U(W,φ)= {g ∈GLK ′(W) ∣∣ φ(gv,gw)= φ(v,w), ∀v,w ∈W}
and consider also SU(W,φ) = {g ∈ U(W,φ) | det(g) = 1} (a semi-simple simply connected
group over K). In these cases, the group is not of the form G0 ×Spec(k) Spec(K). Let us consider
the case when the form φ is split. This means that there exists a basis e1, . . . , en of W such that
φ(ei, ej )= δi,n+1−j , ∀i, j = 1, . . . , n. (4.1)
In what follows, we fix a choice of such a form and denote the groups by Un, SUn. Since SUn is
semi-simple simply connected, the Kottwitz homomorphism for Un is the composition
κUn :Un
(
k¯((t))
) det−−→ T (k¯((t))) κT−→ {±1}. (4.2)
Here T is the torus considered in 3.b.1. Note that there are two associated OK -bilinear forms
(x, y)= TrK ′/K
(
φ(x, y)
)
, 〈x, y〉 = TrK ′/K
(
u−1φ(x, y)
)
. (4.3)
The form (,) is symmetric while 〈,〉 is alternating. They satisfy the identities
(x,uy)= −(ux, y), 〈x,uy〉 = −〈ux,y〉. (4.4)
For any OK ′ -lattice Λ in W , we set
Λˆ= {w ∈W ∣∣ φ(w,Λ)⊂OK ′}= {v ∈W ∣∣ 〈v,Λ〉 ⊂OK}.
Similarly, we set
Λˆs = {w ∈W ∣∣ (w,Λ)⊂OK},
so that Λˆs = u−1Λˆ. For i = 0, . . . , n− 1, let us set
λi := spanOK ′
{
u−1e1, . . . , u−1ei, ei+1, . . . , en
}
.
The lattice λ0 is self-dual for the alternating form 〈,〉. We now distinguish two cases:
(a) n= 2m+ 1 3 is odd. [Then SUn is quasi-split of type C-BCm; see [48, p. 60].] We have
λˆsm = λm+1. Let I be a non-empty subset of {0, . . . ,m} and consider the lattice chain consisting
of λi , i ∈ I . In fact, we can extend λi , i ∈ I , to a periodic self-dual lattice chain by first including
the duals λˆsi = λn−i for i = 0, and then all the u-multiples of our lattices: For j ∈ Z of the form
j = k · n+ i with 0 i < n we put
λj = u−k · λi.
Then {λj }j forms a periodic lattice chain λI (u · λj = λj−n) which satisfies λˆj = λ−j . Now
consider the subgroups
PI = {g ∈Un | gλi = λi, ∀i ∈ I }, P ′ =
{
g ∈ PI
∣∣ det(g)= 1}I
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The subgroup P ′I is a parahoric subgroup of SUn(K). Any parahoric subgroup of SUn(K) is
conjugate to a subgroup P ′I for a unique subset I . The sets I = {0} and I = {m} correspond to
the special maximal parahoric subgroups.
We indicate briefly how these assertions can be proved by following the method of Kaiser
[25, §5.2] (in [25] the symplectic group is considered). (Another possible reference is [48, 1.15
and 3.11], or the work of Gan and Yu [16].) We consider the embedding of the Bruhat–Tits build-
ing B of SUn(K) into the Bruhat–Tits building B′ of SLn(K ′). Denote by z → zˆ the involution
of B′ induced by the map which to a lattice Λ associates Λˆ. The following points can be checked
by imitating Kaiser’s reasoning in the case at hand.
(a) Every maximal parahoric subgroup P of SUn(K) fixes a vertex z in B′ such that z and zˆ are
neighbouring vertices (or coincide), and, conversely, the unordered pair (z, zˆ) determines P
uniquely.
(b) Conversely, the stabilizer of a vertex z of B′ of the kind described above is a maximal para-
horic subgroup.
(c) To a vertex z as above we associate as follows a flat group scheme G over k[[t]]. Let z
be the homothety class of a lattice Z with uZ ⊂ Zˆ ⊂ Z. Let G be the Zariski closure of
SUn in GL(Z). Then G is a smooth group scheme whose special fiber has as its maximal
reductive quotient the group G¯ = Sp(Z/Zˆ)× SO(Zˆ/uZ). The map P → G¯(k) is surjective.
Furthermore, the link of the vertex in B corresponding to P can be identified with the Tits
building of G¯.
(d) It follows that the maximal parahoric subgroup P is special if and only if either Sp(Z/Zˆ) or
SO(Zˆ/uZ) is trivial, i.e., if either Z = Zˆ or dim Zˆ/uZ = 1.
(e) Fix a lattice Z with Zˆ = Z and a standard basis e1, . . . , en of it satisfying (4.1). Then any
simplex in B is conjugate under SUn(K) to a simplex in the Tits building of the correspond-
ing group G¯ which is unique up to conjugation; and hence is conjugate to a unique simplex in
the fundamental chamber of the corresponding apartment of the Tits building of SO(Z/uZ).
It follows that any parahoric subgroup of SUn(K) is conjugate to P ′I for a unique subset I .
Note that the subgroups PI are never parahoric subgroups of Un(K). One can see this by
observing that PI always contains the unitary transformation em → −em, ei → ei for i =m; the
Kottwitz invariant of this element of Un(K) is non-trivial and so the special fiber of PI is not
connected. To obtain the corresponding parahoric subgroups of Un(K) we need to intersect with
the kernel of the Kottwitz homomorphism, i.e., consider
P 0I =
{
g ∈ PI
∣∣ κUn(g)= 1}.
(b) n = 2m. [We will always assume m  2, in which case SUn is quasi-split with local
Dynkin diagram of type B-Cm if m  3, and C-B2 if m = 2. If m = 1 then SUn  SL2 and is
split.] In this case, we also introduce
λm′ = spanO
{
u−1e1, . . . , u−1em−1, em,u−1em+1, em+2, . . . , en
}
.K ′
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sets I ⊂ {0, . . . ,m − 2,m,m′} (we view m′ as an additional symbol) and as above consider the
subgroups
PI =
{
g ∈Un(K)
∣∣ gλi = λi, ∀i ∈ I}, P ′I = {g ∈ PI ∣∣ det(g)= 1}.
The subgroup P ′I is a parahoric subgroup of SUn(K). Any parahoric subgroup of SUn(K) is
conjugate to a subgroup P ′I for a unique subset I . The sets I = {m} and I = {m′} correspond to
the special maximal parahoric subgroups.
The way to see these facts is similar to the case of odd n considered above. But there are
differences. In (b) above, there is the exceptional case when z is represented by a lattice Z with
uZ ⊂ Zˆ ⊂ Z, where dim Zˆ/uZ = 2. The action of the stabilizer of z on the link of z factors
through G¯ and fixes in this case the two isotropic lines in the 2-dimensional quadratic space
Zˆ/uZ. Hence this stabilizer is not a maximal parahoric subgroup, but is the intersection of the
two maximal parahoric subgroups which fix the lattices corresponding to the isotropic lines.
Therefore we have to exclude this kind of pair (z, zˆ) in the correspondence described in (a).
Similarly, in (d), to identify the special maximal parahoric subgroups, the condition in this case
becomes that SO(Zˆ/uZ) is trivial, which now means that Zˆ = uZ. But other than these minor
differences the argument is the same.
Out of the lattices λi , i ∈ I , we can create a periodic self-dual lattice chain whose stabilizer in
SUn(K) is equal to P ′I in the following manner. We first introduce a set I  ⊂ {0, . . . ,m− 1,m}
that depends on I and is defined as follows: If both m and m′ belong to I we set I  to be the set
(I − {m′}) ∪ {m − 1} which is obtained from I by replacing m′ by m − 1. We can see that we
have P ′I = P ′I  , PI = PI . In all other cases, i.e., when not both m and m′ are in I , set I  = I .
Now we can saturate λi , i ∈ I , as above to create a periodic self-dual lattice chain λI .
Note again that the subgroups PI are not parahoric subgroups of Un(K) unless the set I
contains either m or m′. Indeed, suppose that I contains neither m nor m′. Then the unitary
transformation em → em+1, em+1 → em, ei → ei for i = m,m + 1, belongs to PI and has non-
trivial Kottwitz invariant. Conversely, assume that I contains for example m so that PI ⊂ P{m}.
Let g ∈ P{m} and consider the action of g on λm/uλm. We can see that g respects the perfect
alternating form on λm/uλm given by s(x¯, y¯)= (x,u−1 · y). Therefore the determinant of g is 1
modulo u; by 3.b.1 the Kottwitz invariant of any such g is trivial. This is enough to imply that PI
is parahoric. When I contains neither m nor m′, to obtain the corresponding parahoric subgroup
of Un(K) we need again to consider the kernel of the Kottwitz homomorphism, i.e.,
P 0I =
{
g ∈ PI
∣∣ κUn(g) = 1}.
In both cases, we will also denote by PI , P ′I the affine group schemes over k[[t]] whose
S-valued points for a k[[t]]-algebra S are the k[[u]] ⊗k[[t]] S-automorphisms of the (polarized)
chain λI ⊗k[[t]] S, that preserve the form φ ⊗k[[t]] S (and in the case of P ′I have k[[u]] ⊗k[[t]] S-
determinant 1). By [43, App. to Ch. 3], the group scheme PI is smooth over k[[t]] (this is a variant
of Case III of [43], with OF replaced by the d.v.r. k[[u]] and OF0 by k[[t]]; actually [43] would
only allow S for which t is locally nilpotent, but this is enough to imply our result). Therefore,
since, as we will see below in Theorem 5.1, the Kottwitz homomorphism is locally constant, the
group scheme P 0 is also smooth and affine. A similar argument shows that P ′ is also smoothI I
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group scheme constructed in [8]. We have an exact sequence of group schemes over k[[t]]
1 → P ′I → PI det−−→ T , (4.5)
where T is the torus of (3.11). The neutral component P 0I is the preimage of the neutral compo-
nent T 0 of T . This fact, together with the description of the Kottwitz invariant in this case, im-
plies that the k¯[[t]]-valued points of the neutral component P 0I of PI are given by the k¯[[t]]-valued
points of PI that have trivial Kottwitz invariant (so our notation is consistent). This in turn im-
plies that P 0I coincides with the corresponding parahoric group scheme that is constructed in [8].
We have a short exact sequence of (connected, smooth) group schemes over k[[t]],
1 → P ′I → P 0I det−−→ T 0 → 1. (4.6)
4.b. Recall the definition above of I  when n is even. We set I  = I if n is odd. In both
cases I  is totally ordered, if in the case that n = 2m is even, we consider {0,1, . . . ,m,m′} =
{0,1, . . . ,m}∪{m′} with the partial order which extends the standard order and for which m′ > j
for j = 0, . . . ,m − 1. Let us now write I  = {i0 < i1 < · · · < ik}. Then we can consider the
“standard” lattice chain
λi0 ⊂ λi1 ⊂ · · · ⊂ λik ⊂ u−1λi0 . (4.7)
We can consider the functor FI  which to a k-algebra R associates the set of R[[u]]-lattice chains
Li0 ⊂ Li1 ⊂ · · · ⊂ Lik ⊂ u−1Li0 (4.8)
in W ⊗ˆK ′ R =R((u))n which satisfy the following conditions:
(a) For any q ∈ {0, . . . , k}, we have
Liq ⊂ u−1Lˆiq ⊂ u−1Liq . (4.9)
(b) The quotients Liq+1/Liq , u−1Lˆiq /Liq , u−1Li0/Liq+1 are projective R-modules of rank equal
to the rank of the corresponding quotients for the standard chain (4.7) (when q = k, these
conditions have to be interpreted in the obvious way).
The ind-group scheme LUn over k given by LUn(R) =Un(R((t))) acts naturally on FI  .
Theorem 4.1. There is an LUn-equivariant isomorphism LUn/L+PI  FI  of sheaves for the
fpqc topology.
Proof. To prove the theorem it suffices to check the following two statements:
(i) For any R, the subgroup of LUn(R) consisting of elements that stabilize the lattice chain
λI ⊗ˆR agrees with L+PI (R) = PI (R[[t]]).
(ii) Let LI ∈FI (R) be a lattice chain as above. Then locally for the étale topology on R, there
exists an isomorphism λI ⊗ˆR  LI realized by multiplication by an element g ∈ LUn(R).
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see (i) observe that we have λI ⊗ˆk R = λI ⊗k[[t]] R[[t]] and we can consider λI ⊗k[[t]] R[[t]]
as a polarized periodic chain of k[[u]] ⊗k[[t]] R[[t]]-modules (terminology of [43]). One can see
that, even in the case when n = 2m is even and when {m,m′} ⊂ I , the group of automor-
phisms of this chain that preserve the form φ ⊗k[[t]] R[[t]] is equal to L+PI (R) = PI (R[[t]]).
Using λi ⊗k[[t]] R[[t]] ⊂ R((u))n we see that these automorphisms are exactly the elements of
Un(R((u))) = LUn(R) that stabilize the lattice chain λI ⊗ˆk R.
Let us now discuss part (ii). We can see a priori that FI  is represented by an ind-scheme of
ind-finite type over k. By part (i), we obtain LUn/L+PI → FI  ; it is enough to show (ii) for R
strictly henselian. Now observe that [43, App. to Ch. 3], modified for this situation, shows that
there is an isomorphism
σi :λi ⊗ˆk R ∼−→ Li (4.10)
of polarized chains of R[[u]]-modules (here we need to observe that the arguments of [43] ex-
tend to this case in which t is topologically nilpotent). Since both λi ⊗ˆk R and Li are lattices
in R((u))n, the isomorphism σ = σi[t−1] is independent of i and is given by an element σ of
Un(R((t))) = LU(R). 
Remark 4.2. A. By our discussion above, when PI is not a parahoric subgroup of Un(K), then its
special fiber has two connected components and L+PI /L+P 0I  {±1}, where the isomorphism
is given by the Kottwitz invariant. We will see in the following paragraphs that LUn has two
connected components also distinguished by the value ±1 of the Kottwitz invariant. This will
allow us to conclude that if PI is not parahoric, then for the parahoric subgroup P 0I we have
LUn/L
+P 0I FI  unionsqFI  .
B. Let us discuss here the variant of the special unitary group SUn = SU(W,φ). In this case,
let F ′
I 
be the functor which to a k-algebra R associates the set of R[[u]]-lattice chains as in (4.8)
which satisfy, in addition to (a) and (b) above, also
(c) For all q = 0, . . . , k, we have
det(Liq )= det(λiq )⊂R((u)) =
∧n
R((u))n. (4.11)
The ind-group LSUn acts on F ′I  and we obtain πI :LSUn/L+P ′I → F ′I  . We will see that
πI is an isomorphism when n is odd, or when n = 2m is even and I contains neither m nor
m′. Indeed, we can always identify as before L+P ′I with the stabilizer in LSUn of the standard
lattice chain λI ; the issue is again if each point LI  in F ′I  (R) for R strictly henselian is in
the orbit of the standard lattice chain λI by an element g ∈ LSUn(R) = SUn(R((t))). By the
proof of the theorem above, we can find σ ∈ Un(R((t))) such that σ · (λi ⊗ˆk R) = Li , for all i.
Our additional condition (c) now guarantees that the determinant a = det(σ ) is a unit in R[[u]]×.
Since σ is unitary, we also have Norm(a) = 1 and the exact sequence (3.12) now implies that
then there is b ∈R[[u]]× such that a = ±b¯ · b−1. Now suppose first that n= 2m+ 1 is odd. Then
we can compose σ with the unitary automorphism em → a−1em, ei → ei , for i = m, which
stabilizes λI . The resulting unitary automorphism has determinant 1 and takes λi ⊗ˆk R to Li .
Suppose now that n = 2m and that I contains neither m nor m′. Assume that a = −b¯ · b−1.
Then the unitary transformation em → bem+1, em+1 → b¯−1em, ei → ei if i = m, m + 1, has
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we can use em → bem, em+1 → b¯−1em+1, ei → ei if i =m, m+ 1 instead.
C. In the case when n = 2m is even and {m,m′} ⊂ I , our definition of I  is asymmetric (we
favor λm over λm′ ). Note, however, that the element g ∈ Un(K) with em → em+1, em+1 → em,
and with ei → ei for i = m,m + 1 takes λm to λm′ . The element g can be used to define an
isomorphism between FI  and FI ′ , where FI ′ denotes the version where we favor λm′ over λm.
A slightly different point of view is explained in [39]; there we consider the groups of unitary
similitudes.
5. The Kottwitz map and connected components
5.a. We continue with the following assumptions: G is a connected reductive group over
K = k((t)) with k algebraically closed. Let P be a parahoric group scheme of G in the sense
of Section 2.a.2 and consider FP := LG/L+P . By Theorem 1.4 the morphism LG → FP =
LG/L+P splits locally for the étale topology. Therefore, we have
FP (k)= LG(k)/L+P(k)=G
(
k((t))
)/
P
(
k[[t]]). (5.1)
Since by [23, Prop. 3], the Kottwitz homomorphism
κ = κG :G
(
k((t))
)→ π1(G)I
is trivial on all parahoric subgroups of G(k((t))) we also obtain a map
κ¯ :FP (k)→ π1(G)I .
Note that since FP is of ind-finite type, the k-points of FP are dense for the Zariski topology. In
what follows, we will denote by π0 the set of connected components.
Theorem 5.1. The maps κ :LG(k) → π1(G)I , κ¯ :FP (k) → π1(G)I are locally constant for the
Zariski topology of the ind-schemes LG and FP . In fact, they induce bijections
π0(LG)
∼−→ π1(G)I , π0(FP ) ∼−→ π1(G)I .
Proof. Note that since P is a smooth affine group scheme over k[[t]] with connected fibers, it
follows from [20, p. 263], that L+P is also a connected group scheme over k. Therefore, since
by Theorem 1.4 the morphism LG → FP = LG/L+P splits over points Spec(R) → FP with
values in strictly henselian rings R, we see that it induces a bijection π0(LG)  π0(FP ) on the
set of connected components.
We will divide the proof into three cases, that essentially correspond to the steps in the defini-
tion of the Kottwitz homomorphism:
A. Let us first discuss the case that G = T is a torus. Then the connected component of the
Neron model P = T 0 is the unique parahoric subgroup scheme of T . By [42, Appendix, p. 380],
T 0(k[[t]]) coincides with the kernel of the Kottwitz homomorphism
κT :T (K) → π1(T )I =X∗(T )I
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neutral component of the ind-scheme LT . Alternatively, it is enough to show that the connected
component of FP that contains the identity coset e mod L+P is equal to {e mod L+P }. Note
that FP is of ind-finite type. Therefore, to show this statement it is enough to show the following:
Claim. Let φ :Y = Spec(R) →FP be a morphism with Y a connected affine smooth curve over k
and let y be a point in Y(k) such that φ(y) = e mod L+P . Then the morphism φ factors through
the identity coset Spec(R)→ Spec(k)→FP .
To prove the claim observe that there is a (connected) étale cover Z → Y and a morphism
Z → LT which lifts Y → FP . By translating we can assume that there is a k-valued point
z ∈ Z(k) which maps to the unit element in LT . It will be enough to show that when Z = Spec(S)
is a connected affine smooth curve and z ∈ Z is a closed point, any morphism a :Z → LT with
a(z) = e factors through Z → L+P . Now a corresponds to an S((t))-valued point a of T . Let
Sˆz  k[[x]] be the completion of the local ring of S at z. Consider the scheme W = Spec(Sˆz[[t]])
with generic fiber Wη = Spec(Sˆz((t))). Consider the composed morphism
f :Wη = Spec
(
Sˆz((t))
)→ Spec(S((t)))→ T
obtained from Z → LT . By [6, 7.2/3] extended to locally finite type Neron models (this is done
by replacing in the proof of 7.2/3 the use of 7.2/1(ii) by 10.1/3 [6]) we can now see that the
morphism f extends to
f˜ :W = Spec(Sˆz[[t]])→ T lf tN ,
where T lf tN is the locally finite type Neron model of T (this is a strengthening of the Neron
extension property to this situation). By our assumption, the specialization Spec(k[[t]]) → T lf tN
of this morphism factors through the neutral component, Spec(k[[t]]) → P = T 0; it follows
that f actually extends to f˜ :W → P = T 0. Consider the corresponding ring homomor-
phism f˜ ∗ :O(P ) → Sˆz[[t]]; by our construction, the composition of this homomorphism with
Sˆz[[t]] ⊂ Sˆz((t)) is equal to
O(P )⊂O(P )⊗k[[t]] k((t)) =O(T ) a∗−→ S((t)).
We conclude that this last homomorphism takes values in Sˆz[[t]] ∩ S((t)) = S[[t]]; this shows that
Z → LT factors through Z → L+P . This completes the proof in the case that G= T is a torus.
In particular, we see that in this case the Kottwitz homomorphism induces a bijection,
κ¯T :FT 0(k) ∼−→X∗(T )I . (5.2)
Before we continue with the other cases let us remark that our basic task is to show that
the Kottwitz homomorphism κG :LG(k) → π1(G)I , or equivalently κ¯G :FP (k) → π1(G)I is
locally constant. (Our argument in case A establishes this when G is a torus.) Assuming this we
see that κG induces a group homomorphism
π0(LG)  π0(FP )→ π1(G)I .
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to show that the kernel LG(k)1 ⊂ LG(k) of κG lies in the neutral component of LG. By [23,
Lemma 17], LG(k)1 is generated by the union of all parahoric subgroups L+P(k) = P(k[[t]])
of G. As mentioned in the beginning of our proof, L+P is connected for each parahoric P ,
hence the images of all multiplication morphisms L+Pi1 × · · · × L+Pin → LG (with source
an arbitrary finite product of parahorics) are contained in the neutral component of LG. We
conclude that LG(k)1 is contained in the neutral component of LG and so π0(LG) → π1(G)I
is injective.
In what follows, we will only deal with the claim that κG is locally constant since by the above
this is enough to complete the proof.
B. The case that the derived group Gder is simply-connected. Then the Kottwitz homomor-
phism is the composition
LG(k) → LD(k) κD−−→ π1(D)I = π1(G)I
where D is the torus G/Gder. Our claim that κG is locally constant then follows from case A
applied to T =D, since LG(k)→ LD(k) is induced by a morphism of ind-schemes.
C. The general case. We can find a z-extension (see 2.a.2, Step 4)
1 → S →G′ →G→ 1.
As in case A it is enough to show that if Z is a connected affine smooth curve over k and a
morphism a :Z → LG is given, the Kottwitz homomorphism is constant on the image a(Z(k)) ⊂
LG(k). Let z, z′ ∈ Z(k) and consider W = Spec(OZ,z;z′((t))) whereOZ,z;z′ is the semi-local ring
of Z at z, z′. Since κG is surjective, we can assume without loss of generality that κG(a(z)) = 0.
Since OZ,z;z′ is a UFD, the Picard group of W is trivial. Observe that for every finite separable
extension L/K , we have L k((t)) and so W ×K LW .
A standard argument using the Hochschild–Serre spectral sequence now gives H1et(W,SW )=
(0) for the induced torus S: Indeed, it is enough to explain this for S = ResK ′/K Gm with K ′/K
a finite separable extension. Let K˜ = k((u˜)) be the Galois hull of K ′ over K ; set Γ = Gal(K˜/K)
and denote by H the subgroup that corresponds to K ′. The Hochschild–Serre spectral sequence
for W ×K K˜ →W now is
Hp
(
Γ,Hqet(W ×K K˜,SW×KK˜)
) ⇒ Hp+qet (W,SW ).
Now S
W×KK˜ is a split torus. Hence, by the above
H1(W ×K K˜,SW×KK˜)= (0),
while also
H0(W ×K K˜,SW×KK˜)= IndΓH (Z)⊗
(OZ,z;z′((u˜)))×.
Shapiro’s lemma now shows that the cohomology group H1(Γ,−) of this last Γ -module
is isomorphic to H1(H, (OZ,z;z′((u˜)))×). A similar argument as above applied to the H -
cover W ×K K˜ → W ×K K ′ now shows that since H1(W ×K K ′, SW×KK ′) = (0), we have
H1(H, (OZ,z;z′((u˜)))×)= (0). We conclude that indeed H1 (W,SW )= (0), as desired.et
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by G′ → G splits after base-changing along the morphism W → G given by a. There-
fore, the morphism W → G lifts to W → G′; this gives Spec(OZ,z;z′) → LG′ that factors
az;z′ : Spec(OZ,z;z′) → LG. Now the image of Spec(OZ,z;z′) lies in a single connected com-
ponent of LG′. Since we know the conclusion of the theorem for G′ (case B) we deduce that
κG′(z) = κG′(z′). By the definition of κG this implies κG(z) = κG(z′). 
We obtain:
Corollary 5.2. Assume that T is a torus over K = k((t)), where k is algebraically closed. Let
T 0 be the connected component of the Néron model of T over k[[t]]. Then the reduced locus
(LT/L+T 0)red = (FT 0)red is a discrete set which can be identified with X∗(T )I .
Corollary 5.3. Assume that G is a reductive group over K = k((t)) with k algebraically closed.
(a) If G is split over K , then π0(LG)= π1(G).
(b) If G is semi-simple and simply connected then LG is connected.
We point out the analogy of the statement in (a) to the corresponding statement in topology.
This statement (for k = C) appears in [3, 1.2], and in [4, 4.5.4]. The heuristic that semi-simple
simply connected groups over a non-archimedean field behave like connected groups in the clas-
sical theory appears quite often in the papers of Bruhat and Tits, comp., e.g., [8, 5.2.11].
6. Reducedness; reductions and examples
We continue with the following assumptions: k is a perfect field of characteristic p and G
a connected reductive group over K = k((t)). Consider the generalized affine flag variety Fa
associated to G and to the facet a of the Bruhat–Tits building of G(K). The following theorem
is one of the main results of this paper.
Theorem 6.1. Suppose that G is semi-simple, splits over a tamely ramified extension of K and
that the order of the fundamental group π1(G) is prime to the characteristic of k. Then the
ind-schemes LG and Fa , for any facet a, are reduced.
In this section, we will show that it will be enough to prove Theorem 6.1 under the additional
assumptions that k is algebraically closed and G is simply connected. The proof of this result and
therefore also of Theorem 6.1 will then be completed in Section 9. First of all, let us observe that
the reduction to the case that k is algebraically closed is immediate since k is perfect. Observe
also that, since Pa is a smooth affine scheme over k[[t]], it follows from [20, p. 264], that L+Pa
is a reduced scheme. Hence, since LG → Fa = LG/L+Pa splits locally for the étale topology,
Fa is reduced if and only if LG is reduced.
Remark 6.2. (a) When k has characteristic 0 and G is split, then the result follows from Proposi-
tion 4.6 in [30]. This proof uses a theorem of Shafarevich which is particular to characteristic 0.
For G= SLn, the result is in [2].
(b) We do not know if the assumption that G splits over a tamely ramified extension of K
is necessary. As we shall see in Remark 6.4, LPGL2 is non-reduced in characteristic 2, so the
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reduced for any reductive group G that is not semi-simple.
We will now show how to reduce the proof of Theorem 6.1 to the case that G is simply
connected.
6.a. Let k be algebraically closed and assume that G is semi-simple over K . Then by a result
of Steinberg G is quasi-split [46]. Denote by G˜ its simply connected cover,
1 → Z → G˜→G→ 1. (6.1)
Here the center Z is a finite commutative group scheme over K . Let T be a maximal torus of G
and consider its inverse image T˜ in G˜; this is a maximal torus of G˜. The group scheme Z is a
subgroup of T˜ and hence it is a finite multiplicative group scheme over K (i.e., the Cartier dual
ZD of Z is a finite étale commutative group scheme over K). Actually, since G˜ is semi-simple
and simply connected, T˜ =∏i ResKi/K(Gm) is an induced torus, e.g. [8, Prop. 4.4.16]. Hence,
if Z is annihilated by n, we have
Z ⊂
∏
i
ResKi/K(μn). (6.2)
Observe that
π1(G)= Z
(
Ksep
)
(−1) (6.3)
as I -modules, where (−1) denotes a (negative) Tate twist (and where I = Gal(Ksep/K)).
Now let R be a k-algebra and consider the exact sequence derived from (6.1) above,
1 → Z(R((t)))→ G˜(R((t)))→G(R((t)))→ H1fppf(R((t)),Z)→ H1fppf(R((t)), G˜). (6.4)
By a result of Grothendieck [22, Thm. 11.7], H1fppf(R((t)), G˜) = H1et(R((t)), G˜). When R is Ar-
tinian with algebraically closed residue field this latter group is trivial by Section 1.a.3. In this
case, we have an exact sequence
1 →Z(R((t)))→ G˜(R((t)))→G(R((t)))→ H1fppf(R((t)),Z)→ 1. (6.5)
6.a.1. In this subsection, we suppose in addition that the characteristic of k does not divide
the order of π1(G). Then Z is finite étale over k((t)); for simplicity, we will identify Z with the
I -module given by Z(Ksep). Then we can write Z = π1(G)(1). Let us assume that R is a local
k-algebra with residue field k′, where k′ is some algebraically closed field extension of k. Then,
we see from (6.2) that we have
Z
(
R((t))
)= Z(k((t)))= Z(k[[t]])= (π1(G)(1))I . (6.6)
These equalities imply that Z(R((t))) ⊂ T˜ 0(R[[t]]) = (∏i ResOKi /OK Gm)(R[[t]]) for each max-
imal torus T˜ of G˜. Therefore, since each parahoric subgroup scheme P˜a of G˜ contains the con-
nected component of the Neron model T˜ 0 for a maximal torus T˜ we conclude that Z(R((t))) ⊂
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exact sequence (6.4) shows the existence of an immersion of ind-schemes
LG˜/L+P˜a ↪→ LG/L+Pa. (6.7)
Remark 6.3. Observe that (6.6) is not true when p = char(k) divides the order of Z. For example,
if R contains a = 0 with ap = 0, then at−1 + 1 is in μp(R((t))) but not in μp(R[[t]]). As a result,
when p divides the order of Z, LZ(R) = Z(R((t))) is not necessarily contained in the parahoric
points L+P˜a(R) = P˜a(R[[t]]). For example, if p = 2 and R contains a = 0 with a2 = 0, the
central element
z =
(
1 + at−1 0
0 1 + at−1
)
∈ SL2
(
R((t))
)
does not belong to SL2(R[[t]]).
Now suppose also that R is Artinian with algebraically closed residue field k′. Then R((t)) is
local henselian with residue field k′((t)), and we have
H1fppf
(
R((t)),Z
)= H1et(R((t)),Z)= H1et(k′((t)),Z). (6.8)
Recall that if B is a finite abelian group, and k′ an algebraically closed field of characteristic
prime to the order of B , then we have an isomorphism
H1et
(
k′((t)),B(1)
)= k′((t))× ⊗Z B ∼−→ B (6.9)
where the last isomorphism is given using the valuation ord : k′((t))× → Z. Similarly, for the
finite étale commutative group scheme A(1) over k((t)) (which we may think of as an I -module
with Gal(Ksep/K) = I ), we have
H1et
(
k′((t)),A(1)
) ∼−→AI . (6.10)
Hence, under our assumptions, the exact sequence (6.5) becomes
1 → (π1(G)(1))I → G˜(R((t)))→G(R((t))) κ−→ π1(G)I → 1. (6.11)
(One can show that the homomorphism κ is given by the Kottwitz homomorphism κG.) Recall
that by Theorem 5.1, LG˜/L+P˜a is connected. The exact sequence (6.11) now implies that the
immersion (6.7) identifies LG˜/L+P˜a with the neutral component of LG/L+Pa . Furthermore,
LG/L+Pa is reduced if and only if LG˜/L+P˜a is reduced. This concludes the reduction of the
proof of Theorem 6.1 to the simply connected case.
Remark 6.4. To see that the condition p  #π1(G) in the statement of Theorem 6.1 is nec-
essary, suppose that k is an algebraically closed field of characteristic 2 and let G = PGL2
so that G˜ = SL2 and π1(G) = μ2. Consider the fpqc sheaf Q associated to the presheaf
R → (R((t)))×/(R((t))×)2R[[t]]×, for a k-algebra R. We can see that Q is represented by an ind-
group scheme which is of ind-finite type and has two connected components: Q = Z/2Z ×Q0.
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is not hard to see that it is infinitesimal. Now suppose that R is an Artin local k-algebra with
algebraically closed residue field. By comparing the exact sequences (6.5) for G = Gm and
G= PGL2, we see that we have an exact sequence
1 → μ2
(
R((t))
)→ SL2(R((t)))→ PGL2(R((t)))→ (R((t)))×/(R((t))×)2 → 1. (6.12)
Similarly, we have
1 → μ2
(
R[[t]])→ SL2(R[[t]])→ PGL2(R[[t]])→ (R[[t]])×/(R[[t]]×)2 → 1. (6.13)
This gives an exact sequence of pointed sets
1 → μ2
(
R((t))
)/
μ2
(
R[[t]])→ F˜(R) φ(R)−−−→F(R)→ (R((t)))×/(R((t))×)2R[[t]]× → 1 (6.14)
where F˜ , F are the affine Grassmannians for SL2, PGL2 respectively and φ is the natural
morphism (which is proper). When R = k, we have
1 → F˜(k)→F(k)→ Z/2Z → 1. (6.15)
Therefore, since F˜ , F are of ind-finite type and F˜ is reduced by [13], the reduced locus of the
neutral component F0 of F coincides with the scheme theoretic image φ(F˜). However, if there
is an element in (R((t)))×/(R((t))×)2R[[t]]× whose class in Q0(R) is non-trivial, then there is
also an R-valued point of F0 which does not belong to φ(F˜)(R). This shows that F is not
reduced. In fact, the point of F0(R) represented by
z =
(
1 + at−1 0
0 1
)
∈ PGL2
(
R((t))
)
does not lie in Fred. (Here again a ∈ R satisfies a = 0 and a2 = 0.) The morphism F˜ → F in-
duces a surjective radiciel morphism between F˜ = FSL2 and the reduced locus of the neutral
component of F = FPGL2 . We can see that this is ind-finite and so it is a universal homeomor-
phism (in this context of ind-schemes).
The assumption in Theorem 6.1 that G be semi-simple, is also necessary, as is shown by the
next proposition.
Proposition 6.5. Let G be a reductive group over K which is not semi-simple. Then LG and Fa ,
for any facet a, are not reduced. In particular, if G= T is a non-trivial torus, then LT and FT 0
are not reduced.
Proof. We first prove the last statement. Suppose that T is a non-trivial torus over K . Let K ′/K
be a finite Galois splitting field for T with Galois group Γ ; denote by Γt the (cyclic) tame
quotient of Γ by the wild inertia subgroup Γw ⊂ Γ . We write K ′ = k((u)) and Kt = (K ′)Γw =
k((v)) with v = t1/m, where m= #Γt . Then, for every k-algebra R, we have
LT (R) = T (R((t)))= (T (R((u))))Γ = (X∗(T )⊗Z R((u))×)Γ
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k[x]/(xa), for a > 1 and set
M =
{
1 +
a−1∑
i=1
aix
iv−i
∣∣∣ ai ∈ k
}
⊂R((v))×.
This is subgroup of R((u))× which is fixed by Γ and is killed by pb for some b  0. Now find
a non-zero element w0 ∈ X∗(T ) ⊗Z Z/pbZ which is fixed by the p-group Γw and consider the
subgroup V generated by the “conjugates” γ ·w0, γ ∈ Γ . The action of Γ on
V ⊗Z M ⊂
(
X∗(T )⊗Z R((u))×
)Γw
is inflated from an action of the cyclic group Γt = Γ/Γw and there is a non-trivial element z0
such that γt ·z0 = χ(γt )z0 for a character χ :Γt → k×. Fix nχ > 0 such that γt (vnχ )= χ(γt )vnχ .
Then the R-valued point z0 · v−nχ is fixed by Γ ; hence it gives an R-valued point of LT and
a non-trivial point of FT 0 . We conclude that FT 0 is not discrete and hence not reduced. This
implies that LT is also not reduced.
Now we consider the general case. Let G′ = Gder and D = G/G′. If G is not semi-simple,
then D is a non-trivial torus and the previous considerations apply to D. There exists a commu-
tative diagram
G
π
D
D
λ
where π is the natural projection and where λ is an isogeny. This induces a commutative diagram
of homomorphisms of ind-group schemes,
LG LD
LD.
Lλ
If LG were reduced, then Lλ would factor through (LD)red. But then there would exist N > 0
such that for any Artin local ring R and any t ∈ LD(R) we have tN ∈ (LD)red(R). However, we
can easily see that there exists a point of the above form for suitable R = k[x]/(xa) such that its
N th power is a non-trivial infinitesimal R-valued point of LD. 
6.b. Suppose that G is connected reductive but not necessarily semi-simple over K = k((t))
with k algebraically closed. Let us set G′ =Gder and D =G/G′. Suppose that a is a facet in the
Bruhat–Tits building of G(K). Denote by P ′a , Pa the corresponding parahoric group schemes,
and F ′a , Fa the corresponding affine flag varieties for G′, G respectively. For simplicity, in what
follows, we will omit the subscript a. Consider the exact sequence
1 →G′ φ−→G −→D → 1. (6.16)
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composition P ′ → P →D0 is trivial. We obtain morphisms of ind-schemes
F ′ φ−→F −→FD0 . (6.17)
Using [8, 5.2.11], and Theorem 5.1 and its proof, we see that if k′ ⊃ k is algebraically closed, we
have
(LG)0(k′)= φ((LG′)0(k′))T 0(k′[[t]]), (6.18)
where T 0 is the connected Neron model of any maximal torus T of G and (LG)0, (LG′)0
denote the neutral components. We can deduce that φ : (F ′)0(k′) → F0(k′) is surjective; by our
description of P ′(k′[[t]]), resp. P(k′[[t]]) as the stabilizers of a in (LG′)0(k′), resp. (LG)0(k′), it
is also injective, hence bijective. We conclude that
(F ′)0red
φ−→ (F)0red (6.19)
is a surjective radiciel morphism between the reduced loci of the neutral components ofF ′ andF .
We do not know whether this morphism is an isomorphism in general. In the tamely ramified
case there is the following result.
Proposition 6.6. Suppose that G splits over a tamely ramified extension of K . Then
(FGder)0red
φ−→ (FG)0red (6.20)
is an isomorphism.
Proof. The essential ingredient is the following:
Lemma 6.7. Let 1 → T ′ → T → T ′′ → 1 be an exact sequence of tori over K = k((t)) such that
T splits over a tamely ramified extension of K . Then there is an exact sequence of smooth group
schemes over O = k[[t]]
1 → S ′ → T 0 → T ′′0 → 1 (6.21)
which extends the above sequence of tori and is such that:
• T 0, T ′′0 are the connected Neron models of T , T ′′ respectively.
• The connected component of the group scheme S ′ is equal to T ′0 and the group of connected
components of the special fiber of S ′ is a subgroup of the torsion subgroup of X∗(T ′)I .
In fact, if T ′ is induced, then X∗(T ′)I is torsion-free and so S ′ = T ′0.
Proof. Assume that T splits over the tamely ramified (finite) Galois extension K˜/K with Galois
group Γ . Then the same is true for T ′ and T . Since we are then dealing with split tori, there is a
short exact sequence
1 → T ′ → T ˜ → T ′′ → 1 (6.22)O˜ O O˜
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schemes (T ′O˜)
Γ
, (TO˜)Γ , (T ′′O˜)
Γ are the lft Néron models T ′, T , T ′′ for T ′, T , T ′′ overO. Hence,
there is an exact sequence
1 → T ′ → T → T ′′. (6.23)
In particular, T ′ is a closed subgroup scheme of T . Hilbert’s theorem 90 and the triviality of
the Brauer group of K implies that H1(K,T ′) = (0) (see e.g. [9, Lemma 4.3]) and so 1 →
T ′(K) → T (K) → T ′′(K) → 1 is exact. Since by the Néron extension property T (O) = T (K),
T ′(O) = T ′(K), T ′′(O) = T ′′(K), we conclude that
1 → T ′(O)→ T (O)→ T ′′(O)→ 1 (6.24)
is also exact. On the other hand, the targets of the Kottwitz invariant homomorphisms form the
exact sequence
X∗(T ′)I
φ∗−→X∗(T )I →X∗(T ′′)I → 0, (6.25)
where ker(φ∗)⊂ (X∗(T ′)I )tor. Now define S ′ to be the unique subgroup scheme of the lft Néron
model T ′ which contains T ′0 and with special fiber given by the connected components of the
special fiber of T ′ which are parametrized by ker(φ∗). We can conclude by the snake lemma and
Theorem 5.1 that
1 → S ′(O)→ T 0(O)→ T ′′0(O)→ 1 (6.26)
is exact. (The exactness on the right follows also using [6, 9.6.2].) By the above, S ′ is a closed
subgroup scheme of T 0. The claim that (6.21) is exact everywhere except at T ′′0 immediately
follows from (6.23) and (6.26). The claim that (6.21) is exact at T ′′0 also follows from the above
and [8, Prop. 1.7.6]. Indeed, both T ′′0 and the quotient T 0/S ′ are smooth (affine) commutative
group schemes with T ′′ as generic fiber and with the same O-valued points. 
We will apply Lemma 6.7 to the exact sequence 1 → T ′ → T → D → 1 where T ′, T are
maximal tori in G′, G respectively. Let T ′sc be the inverse image of T ′ in the simply connected
cover of G′. Consider
0 →X∗
(
T ′sc
)→X∗(T ′)→ π1(G′)→ 0, 0 →X∗(T ′sc)I →X∗(T ′)I → π1(G′)I → 0.
Here the first sequence is exact and π1(G′) is a finite group. Also X∗(T ′sc) is an induced I -lattice
(the coroot lattice) so X∗(T ′sc)I = X∗(T ′sc)I is torsion-free. Hence, the second sequence is also
exact and we obtain (
X∗(T ′)I
)
tor ↪→ π1(G′)I . (6.27)
To complete the proof of Proposition 6.6, suppose that R is a strictly henselian local k-algebra;
then so is R[[t]]. Since S ′ is smooth over k[[t]] the homomorphism T 0(R[[t]]) → D0(R[[t]])
is surjective. Now suppose that we have [g] ∈ LG0(R)/L+P(R) = F0(R) and that R is in
addition reduced. Then by Corollary 5.2 we have (g) ∈ D0(R[[t]]). By modifying g by multi-
plying with the inverse of a lift of (g) in T 0(R[[t]]) ⊂ P(R[[t]]) we can assume that (g) = 1,
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given by Lemma 6.7 and (6.27). By modifying g further via multiplication by an element
s ∈ S ′(R[[t]]) ⊂ T ′(R((t))) with κG′(s) = −κG′(g) we can arrange so that the new g is also in
(LG′)0(R). This shows that, when G splits over a tame extension, then for every reduced strictly
local k-algebra R, the map φ :F ′0(R) → F0(R) is surjective. Now (F ′)0red and (F)0red are of
ind-finite type. If φ :X → Y is a morphism between reduced k-schemes of finite type, which is
a universal homeomorphism and such that X(R)→ Y(R) is surjective for every reduced strictly
local k-algebra R, then φ is an isomorphism. This, combined with the above, allows us to con-
clude the proof. 
7. Tame forms and liftings
7.a. In this section, we assume that k is algebraically closed. Suppose that G is an absolutely
simple, simply connected, quasi-split group over K = k((t)) that splits over the (totally ramified)
separable extension K ′/K of degree e. This degree can take the values e = 1 (when G is split
over K), 2 or 3 (see [48, §4], or [8, §4.1–4.2]). We have e = 2 when the local Dynkin diagram of
G is of type B–Cn (for n 3), C–Bn (for n 2), C–BCn (for n 1), FI4. We have e = 3 only in
one case, when the Dynkin diagram is of the form GI2. (The notations for the Dynkin diagrams
are as in [48, Table 4.2, p. 60].)
We assume that (e, char(k)) = 1 so that K ′/K is tame and we set K ′ = k((u)) with ue = t . Fix
a generator τ of Gal(K ′/K). Let us denote by H the split simple, simply connected, algebraic
group over K such that GK ′ = HK ′ (we fix a choice of this isomorphism). Consider the Weyl
restriction of scalars H ′ = ResK ′/K(HK ′); the automorphism id⊗ τ of ResK ′/K(G⊗K K ′)=H ′
induces an automorphism σ of H ′ which can be written on HK ′ = H ⊗K K ′ in the form σ =
σ0 ⊗ τ , where σ0 is a Dynkin diagram automorphism of order e of the group H . In the cases
B–Cn, C–BCn (these correspond to G a special “ramified” unitary group as in Section 4), we
have H = SL2n, or H = SL2n+1 respectively; the involution σ0 is the usual transpose inverse
involution. In the case C–Bn, we have H = Spin2n+2. In the case FI4, we have H = E6. Finally,
in the case GI2 (then e = 3), we have H = Spin8 (“triality”).
The automorphism σ gives an action on the Bruhat–Tits building B(H ′,K) = B(H,K ′). By
the main result of [40], the set of points B(H,K ′)σ of B(H,K ′) fixed by σ can be identified
(G(K)-equivariantly) with the building B(G,K). Now let x be a point in B(G,K) ⊂ B(H,K ′).
Since H is simply connected, the stabilizer H(K ′)x of x in H(K ′) gives the k[[u]]-valued points
of the corresponding parahoric subgroup scheme PHx over k[[u]]. One can see that the automor-
phism σ extends to Resk[[u]]/k[[t]](PHx ) (e.g. using [8, 1.7]). Now let us consider the scheme of
fixed points (Resk[[u]]/k[[t]](PHx ))σ . Since σ has order prime to the characteristic p, the scheme
(Resk[[u]]/k[[t]](PHx ))σ is a group scheme which is smooth over k[[t]]. In fact, since its k[[t]]-valued
points give the stabilizer G(K)x and G is simply connected, we have
PGx =
(
Resk[[u]]/k[[t]]
(
PHx
))σ (7.1)
with PGx the parahoric group scheme over k[[t]] associated to x ∈ B(G,K).
Suppose now that in addition char(k) = p > 0; we denote by W = W(k) the ring of Witt
vectors of k. Our goal is to extend this picture to a mixed characteristic situation (i.e., over W ).
We lift k[[u]]/k[[t]] to the ring extension W [[u]]/W [[t]] with ue = t ; we will continue to denote by
τ the automorphism of W [[u]] with lifts our choice of Galois generator with the same notation.
First we observe that the group scheme PH over k[[u]] has a natural lift to a group scheme PHx x
G. Pappas, M. Rapoport / Advances in Mathematics 219 (2008) 118–198 147over W [[u]]. This can be obtained by applying [8, §3.2], to the base ring A = W [[u]] and to
schematic root data for the split group H that correspond to x. More precisely, the needed ideals
f (a) ⊂ W [[u]] in [8, Prop. 3.2.7], are given by (um(a)), where m(a) ∈ Z and where (um(a)) ⊂
k[[u]] are the corresponding ideals describing the schematic root data for PHx that correspond to
x ∈ B(H,K ′); this choice guarantees that our lift is “horizontal in the W -direction.” We can see
again that we have an automorphism σ on (ResW [[u]]/W [[t]](PHx )) that covers τ :W [[u]] →W [[u]].
We set
PGx =
(
ResW [[u]]/W [[t]]
(
PHx
))σ ; (7.2)
this is a smooth group scheme over W [[t]] that lifts the parahoric group scheme PGx over k[[t]].
In fact, one could also construct PGx directly by applying [8, 3.9.4] to A=W [[t]] and to suitable
“W -horizontal” schematic root data given by x ∈ B(G,K).
Denote by H0 the Chevalley group scheme over W that corresponds to the split group H . Let
us set H = H0 ⊗W W((u)). This is a smooth affine group scheme over W((u)) that lifts H over
K ′ = k((u)). The automorphism σ lifts to an automorphism of H ′ = ResW((u))/W((t))(H) over
W((t)) and we can set
G := (ResW((u))/W((t))(H))σ . (7.3)
(The group scheme G over W((t)) can also be obtained as in [49, p. 217].)
7.b. We continue with the above assumptions and notations. In particular, we fix x ∈
B(G,K) ⊂ B(H,K ′). Let us consider the following functors of W -algebras:
LH(R) :=H (R((u))), L+PHx (R) := PHx (R[[u]]).
Also we have
LG(R)= (H (R((u))))σ , L+PGx (R)= (PHx (R[[u]]))σ ⊂ LG(R).
Consider the fpqc sheaf LH/L+PHx over W which is associated to the presheaf R →
LH(R)/L+PHx (R). Since H is split, we may refer to [13, Section 1], for the fact that this sheaf
is represented by an ind-scheme over W (which is actually ind-proper); it is a (partial) affine flag
variety for the (untwisted) loop group scheme H over W .
Proposition 7.1. Consider the fpqc quotient sheaf LG/L+PGx over W .
(a) The fpqc sheaf LG/L+PGx can be identified with the neutral component of the fixed point
ind-scheme (LH/L+PHx )σ .
(b) LG/L+PGx is representable by an ind-scheme which is ind-proper over W .
(c) The fiber of LG/L+PGx over k is isomorphic to the affine flag variety LG/L+PGx for G and
the parahoric subgroup scheme PGx .
Proof. Let us first discuss part (a). We first assume that PHx is an Iwahori group scheme for H ;
recall that x is fixed by σ . Then the maximal reductive quotient of the reduction of PHx over (u)
is a split torus T0 over W which is σ -stable. Let R be a local W -algebra. Recall that by [13], the
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LH/L+PHx and so we have (
LH/PHx
)
(R)= LH(R)/L+PHx (R).
There is a natural “exact” sequence of pointed sets
1 → (LH(R))σ /(L+PHx (R))σ → (LH(R)/L+PHx (R))σ → H1(〈σ 〉,PHx (R[[u]])). (7.4)
Now denote by P+(R) the kernel of the (surjective) reduction homomorphism
PHx
(
R[[u]])→ T0(R).
We can see that H1(〈σ 〉,P+(R)) = (0) since 〈σ 〉 has order prime to p and P+(R) is a projective
limit of a system of groups which are iterated extensions of W -modules. Observe that the action
of τ on T0(R) is trivial. Also recall that σ0 is a diagram automorphism and hence acts on the
cocharacter lattice X∗(T0) of the torus T0 by a permutation representation. Therefore, we have
H1
(〈σ 〉,PHx (R[[u]]))= H1(〈σ0〉, T0(R))= H1(〈σ0〉,R× ⊗Z X∗(T0)). (7.5)
We can now see (the group 〈σ0〉 is cyclic of order e), that H1(〈σ0〉,R× ⊗Z X∗(T0)) =
H1(〈σ0〉, k× ⊗Z X∗(T0)), i.e., it is independent of R, and is a finite torsion group which we
denote by C(〈σ0〉,H). We obtain a map(
LH/L+PHx
)σ → C(〈σ0〉,H ) (7.6)
which is locally constant for the Zariski topology; this fact together with (7.4) completes the
proof of (a) when PHx is Iwahori. To deal with the general case, suppose that x is a fixed point of
σ in the building B(H,K ′). We claim that there is a σ -fixed point z ∈ B(H,K ′) such that PHz is
Iwahori and PHz (R[[u]]) ⊂ PHx (R[[u]]): Indeed, consider the maximal reductive quotient of the
reduction of PHx modulo (u). (This is a reductive group Q over W .) We can see that this supports
an action of σ0 which is given by a diagram automorphism. Hence we can find a σ0-stable Borel
subgroup BQ ⊂Q. This gives a σ -stable Iwahori subgroup PHz whose lifting PHz has the desired
property. Now observe that
LH/L+PHz → LH/L+PHx
is a σ -equivariant (Zariski locally trivial) smooth fibration with fiber over the origin the homo-
geneous space PHx /PHz = Q/BQ. Note that all the fibers of the fixed point set (Q/BQ)σ over
W are non-empty. Indeed, it suffices by the Lefschetz fixed point formula to see that the trace
of the automorphism σ0 on the -adic cohomology of the flag variety Q/BQ is non-zero. But
this cohomology has a natural basis enumerated by the elements of the Weyl group of Q, and
σ0 acts by permuting the basis vectors. Consider the representation of the cyclic group generated
by σ0. On an irreducible constituent associated to a fixed vector, the trace of σ0 is 1, on all other
irreducible constituents it is 0. Since there are fixed vectors (e.g., the vector associated to the unit
element in the Weyl group), the trace is non-zero. We conclude that(
LH/L+PHz
)σ → (LH/L+PHx )σ
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Theorem 5.1.
Part (b) now follows from (a) and the corresponding properties of LH/L+PHx since the action
of σ respects the ind-scheme structure of LH/L+PHx . In fact, we also see from (a) and its proof
that for any local W -algebra R, we have
LG(R)/L+PGx (R)=
(
LG/L+PGx
)
(R). (7.7)
Part (c) follows now from the above and our construction. 
Remark 7.2. Let us consider the example of the “ramified” special unitary group as in Section 4.
Take H = SLn, with σ0 the involution
g → Ln ·
(
gtr
)−1 ·L−1n
where Ln is the antidiagonal matrix of size n and τ(u) = u¯= −u. Then, G= SUn as in Section 4.
In this case, we can obtain the group G over W((t)) as follows: Consider the W [[u]]-lattice
Λ0 = spanW [[u]]{e1, . . . , en}
with the (perfect) W [[u]]-valued hermitian form Φ defined by Φ(ei, ej ) = δi,n+1−j . First con-
sider the group scheme P 0 over W [[t]] whose S-valued points are the W [[u]] ⊗W [[t]] OS -linear
automorphisms A of Λ0 ⊗W [[t]] OS with determinant 1 which respect the form Φ , i.e., such that
Φ(A · v,A ·w)=Φ(v,w) for all v, w ∈Λ0 ⊗W [[t]] OS . Then set G= P 0 ⊗W [[t]] W((t)). In fact,
we can similarly also give W [[u]]-lattices Λi , Λm′ by lifting the construction of the lattices λi ,
λm′ in Section 4 and consider group schemes P ′I over W [[t]] defined via Φ-unitary automor-
phisms that stabilize suitable chains of the Λ’s. The group schemes P ′I give explicit realizations
of the group schemes PGx constructed above. They lift the parahoric group schemes P ′I over k[[t]]
which were constructed in Section 4.
Let us comment on the statement of Proposition 7.1(a) in this special case. For simplicity, we
just restrict our consideration to the special fiber over k and to the case of an Iwahori subgroup.
(i) n= 2m+ 1 3 odd. Take I = {0, . . . ,m}. Then P ′I is an Iwahori subgroup of SUn(K). In
this case, by Remark 4.2(B), which identifies LSUn/L+P ′I with the functor of complete selfdual
lattice chains of the correct determinant, we have
LSUn/L
+P ′I =
(
LSLn/L
+ISLn
)σ (7.8)
where ISLn is a corresponding Iwahori of SLn.
(ii) n = 2m  4 even. Take I = {0, . . . ,m − 2,m,m′} so that P ′I is an Iwahori subgroup of
SUn(K). By Remark 4.2(B) we have an “exact” sequence of pointed sets
1 → LSUn/L+P ′I →
(
LSLn/L
+ISLn
)σ ι−→ Z/2Z → 0. (7.9)
Again (LSLn/L+ISLn)σ classifies complete self-dual lattice chains of the correct determinant
and the map ι is given by the sign in the identity a = ±b¯ · b−1 in Remark 4.2(B).
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totally tamely ramified extension K ′/K of degree e = 1,2 or 3. Let ΔG be the local Dynkin
diagram of the quasi-split group G over the local field K = k((t)) (see for example [48, 1.8 and
Table 4.2]). Each of these local Dynkin diagrams is (up to numbering) the Dynkin diagram of a
unique generalized Cartan matrix of affine type in the sense of Kac (see [24, 4.8], in particular
the tables Aff 1, 2, 3 on pp. 54–55).
Now suppose that F is a field that contains W = W(k). We will denote by gKM(ΔG)F or
simply gKM(G)F the affine Kac–Moody Lie algebra over F given by the corresponding gen-
eralized Cartan matrix A(G) = {aij }1i,jl+1 [24, Chapter 1]. Here l is the rank of the split
group GK ′ . In fact, we will only need to consider the factor algebra g′KM(G)F of gKM(G)F by
the one-dimensional subspace generated by the derivation element. The Lie algebra g′KM(G)F is
generated over F by 3(l + 1) generators ei , fi , hi with the relations:
[hi, hj ] = 0, [ei, fi] = hi, [ei, fj ] = 0, if i = j,
[hi, ej ] = aij ej , [hi, fj ] = −aijfj ,
(ad ei)1−aij ej = 0, (adfi)1−aij fj = 0, if i = j.
We also have the following description of g′KM(G)F :
If the group G is split, then G=H0 ⊗W W((t)) and σ = id. Then
g′KM(G)F  F · c ⊕
(
Lie(H0)⊗W F
[
t, t−1
])
with bracket described in [24, 7.1]. (The element c is central, (Lie(H0) ⊗W F [t, t−1]) is the
loop Lie algebra of H0.) This is an untwisted affine Kac–Moody algebra (its generalized Cartan
matrix is from table Aff 1 of [24, 4.8]). To explain the isomorphism, denote by Φ ′ the set of
roots of the split group GK ′ = HK ′ and fix a choice of a set of simple roots a′1, . . . , a′l and
hence a set of positive roots Φ ′+. Denote by θ the highest root of Φ . Fix a Chevalley basis Ea ,
a ∈Φ ′, Hi =Ha′i , 1 i  l, for the Lie algebra of the group H0 over W . The elements ei =Ea′i ,
fi = E−a′i , hi = Hi for 1  i  l, e0 = t ⊗ E−θ , f0 = t−1 ⊗ Eθ and h0 = 2(θ |θ) · c − θ∨ in
F · c ⊕ (Lie(H0) ⊗W F [t, t−1]) satisfy the defining relations for g′KM(H)F above (the notation
is as in [24, §7.4]).
If the group G is not split, then σ = σ0 ⊗ τ is not trivial. Define an automorphism σ˜ of
g′KM(H)F = F · c′ ⊕
(
Lie(H0)⊗W F
[
u,u−1
])
by σ˜ (c′)= c′, while for x ∈ Lie(H0), f (u) ∈ F [u,u−1], σ˜ (x ⊗ f (u)) = σ0(x)⊗ f (τ(u)). Then
g′KM(G)F 
(
g′KM(H)F
)σ˜
,
the fixed point set of σ˜ on g′KM(H)F (see [24, Theorem 8.3]). This is then a twisted affine Kac–
Moody algebra (its generalized Cartan matrix is from table Aff 2 or Aff 3 of [24, 4.8]; in each
case 2 or 3 is the order of σ ). In this case, the elements ei , fi , hi of g′KM(H)F can also be
given explicitly from the Chevalley generators Ea , H1, . . . ,Hl , of the group H0 over W using
the formulas in [24, §8.3].
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(
Lie(H0)⊗W F
[
u,u−1
])σ˜
↪→ Lie(L(G⊗W F)).
(The Lie algebra Lie(L(G⊗W F)) also includes “power series” in t .)
8. Weyl groups and Schubert varieties
In this section, we assume that k is algebraically closed and that G is a connected reductive
group over K = k((t)).
8.a. We start by recalling some facts on affine Weyl groups (cf. [48,7,8,42], and especially
the appendix [23] to this paper). Let S be a maximal split torus in G and let T be its centralizer.
Since k is algebraically closed, G is quasi-split and so T is a maximal torus in G. Let N =N(T )
be the normalizer of T ; denote by T (K)1 the kernel of the Kottwitz homomorphism κT :T (K)→
X∗(T )I ; then T (K)1 = T 0(k[[t]]) where T 0 the connected Neron model of T over k[[t]]. By
definition, the Iwahori–Weyl group associated to S is the quotient group
W˜ =N(K)/T (K)1,
cf. [23, Def. 7]. Since κT is surjective, the Iwahori–Weyl group W˜ is an extension of the relative
Weyl group W0 =N(K)/T (K) by X∗(T )I :
0 →X∗(T )I → W˜ →W0 → 1. (8.1)
We have ([23, Prop. 8], comp. also [42])
Proposition 8.1. Let B0 be the Iwahori subgroup of G(K) associated to an alcove contained in
the apartment associated to the maximal split torus S. Then G(K) = B0 ·N(K) ·B0 and the map
B0 · n ·B0 → n ∈ W˜ induces a bijection
B0\G(K)/B0 ∼−→ W˜ . (8.2)
If P is the parahoric subgroup of G(K) associated to a facet contained in the apartment corre-
sponding to S, then
P \G(K)/P ∼−→ W˜P \W˜/W˜P , where W˜P := (N(K)∩ P )/T (K)1. (8.3)
In fact, if P is the (special) parahoric subgroup Px that corresponds to a special vertex x
in the apartment corresponding to S, then the subgroup W˜P ⊂ W˜ maps isomorphically to W0
under the quotient W˜ → W0 and the exact sequence (8.1) represents the Iwahori–Weyl group as
a semi-direct product
W˜ =W0  X∗(T )I , (8.4)
see [23, Prop. 13].
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simply connected covering Gsc of the derived group Gder. Then Ssc is a maximal split torus of
Gsc and Tsc, resp. Nsc is its centralizer, resp. normalizer. Hence
Wa :=Nsc(K)/Tsc(K)1
is the Iwahori–Weyl group of Gsc. This group is also called the affine Weyl group associated
to S and is a Coxeter group. Indeed, we can recover Wa in the following way: Let N(K)1 be
the intersection of N(K) with the kernel G(K)1 of the Kottwitz homomorphism κG :G(K) →
π1(G)I . Then the natural homomorphism
Wa =Nsc(K)/Tsc(K)1 ∼−→N(K)1/T (K)1 (8.5)
is an isomorphism [23, Lemma 17] and there is an exact sequence
1 →Wa → W˜ κG−→ π1(G)I =X∗(T )I /X∗(Tsc)I → 1, (8.6)
cf. [23, Lemma 14]. Now let B0 be the Iwahori subgroup of G(K) associated to an alcove C in the
apartment corresponding to S and let S be the set of reflections about the walls of C. Then by [8,
5.2.12], the quadruple (G(K)1,B0,N(K)1,S) is a double Tits system and Wa =N(K)1/T (K)1
is the affine Weyl group of the affine root system Φa of S. The affine Weyl group Wa acts simply
transitively on the set of alcoves in the apartment of S. Since W˜ acts transitively on the set of
these chambers, W˜ is the semi-direct product of Wa with the normalizer Ω of the base alcove C,
i.e., the subgroup of W˜ which preserves the alcove,
W˜ =Wa  Ω. (8.7)
We can identify Ω with X∗(T )I /X∗(Tsc)I = π1(G)I , cf. [23, Lemma 14].
Let us write2 S = {si}i∈I ⊂ Wa for the finite set of reflections about the walls of C that
generate the Coxeter group Wa . For each w ∈Wa its length l(w) is the minimal number of factors
in a product of si ’s representing w. Any such product realizing the minimum is called a reduced
decomposition of w. We will denote by  the corresponding Bruhat order. Recall its definition:
Fix a reduced decomposition of w ∈ Wa . The elements w′  w are obtained by replacing some
factors in it by 1. (This set of such w′’s is independent of the choice of the reduced decomposition
of w.)
Let us denote by αi ∈ Φa the unique affine root with corresponding affine reflection equal
to si . (Since the residue field k is algebraically closed, 12αi /∈ Φa ; see [48, 1.8].) We will denote
by Δ = ΔG the (local) Dynkin diagram of the affine root system Φa . (This can be obtained
from the subset {αi}i∈I ; see [7, 1.4] and [48, 1.8].) Suppose that the Coxeter system (Wa,S)
is a product of the irreducible systems (Wka ,Sk) which correspond to the simple factors of the
derived group Gder; we have S =⋃k Sk [7, 1.3]. For a subset Y ⊂ S such that Y ∩ Sk = Sk for
all k, we denote by WY ⊂Wa the subgroup generated by si with i ∈ Y ; we set PY = B0 ·WY ·B0.
By general properties of Tits systems these are subgroups of G(K)1 ⊂ G(K); by [8, 5.2.12(i)],
they are the parahoric subgroups of G(K) that contain B0. Using [7, 1.3.5] we see that we can
2 Here we follow the tradition of parametrizing the set of simple affine roots by I . This should not be confused with
the notation for the inertia group.
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C¯ of C for which Y is exactly the set of reflections s ∈ S which fix a.
Now let us fix a special vertex x in the apartment corresponding to S. We may assume that x is
in C¯. Then there exists a reduced root system xΣ such that the semi-direct product (8.4) (for Gsc
instead of G) presents Wa as the affine Weyl group associated (in the sense of Bourbaki) to xΣ ,
Wa =W
(
xΣ
)
 Q∨
(
xΣ
) (8.8)
(cf. [7, 1.3.8], [48, 1.7, 1.9]). In other words, we have identifications W0  W(xΣ), X∗(Tsc)I 
Q∨(xΣ) compatible with the semidirect product decompositions (8.4) and (8.8), cf. [23,
Prop. 13].
Remark 8.2. The following variant of the Iwahori–Weyl group appears in [48, p. 34]. Set W =
N(K)/T (K)b where T (K)b is the maximal bounded subgroup of T (K) (this group is denoted
by W˜ in [48]). We have an exact sequence
1 → T (K)b/T (K)1 → W˜ →W → 1, (8.9)
cf. [23, Rem. 10].
8.b. Let us now discuss Schubert cells and varieties.
Definition 8.3. Let P be a parahoric subgroup of G which corresponds to a facet in the apartment
of the maximal split torus S and let w ∈ W˜P \W˜/W˜P .
(a) The Schubert cell Cw is the reduced subscheme
L+P · nw ⊂FP = LG/L+P,
with nw ∈N(K) a representative of w ∈ W˜P \W˜/W˜P .3
(b) The Schubert variety Sw is the reduced scheme with underlying set the Zariski closure C¯w
of the Schubert cell Cw in FP . It is a projective variety over k.
Our main result is the following:
Theorem 8.4. Suppose that G splits over a tamely ramified extension of K and that the order
of the fundamental group of the derived group π1(Gder) is prime to the characteristic of k. Then
for each parahoric subgroup P of G and w ∈ W˜P \W˜/W˜P the Schubert variety Sw is normal,
Frobenius split (when char(k) > 0), and has rational singularities.
Remark 8.5. The normality of Schubert varieties has been proved in the “Kac–Moody setting”
by Kumar [28], by Mathieu [33], and by Littelmann [31]. That these Schubert varieties coincide
in the case of SLn with the ones defined in our context follows in characteristic 0 by an inte-
grability result of Faltings. (See [2, App. to Sect. 7]. The general split case is similar, see also
Section 9.f.) In characteristic p > 0, the comparison of the Schubert varieties in this article with
3 Note that Cw is not a topological cell when P is not an Iwahori subgroup.
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tion 9.h). The normality of Schubert varieties in our context is proved in the case of SLn in [37].
Faltings [13] proved the above result in the case of an arbitrary split semi-simple simply con-
nected group. More details about this proof are given in [19] and [14]. Our proof is an extension
of Faltings’ proof.
Remark 8.6. In fact, the conclusions of Theorem 8.4 also hold for the reduced Zariski closure
of any (left) L+B-orbit of the form L+B · nw in FP . This follows immediately from the proof,
see 8.e.1.
8.c. Before dealing with the proof we define the “Demazure varieties” which are of central
importance in our arguments. Let us fix an alcove C in the apartment corresponding to S and
consider the corresponding Iwahori subgroup B = B0. We would like to fix ideas and restrict our
considerations to the Schubert cells (varieties) for P = B and w ∈Wa ⊂ W˜ ; by the above discus-
sion and Theorem 5.1, the union of these is the (reduced) neutral component F0B = (LG)0/L+B
of FB . The advantage is that, at least set theoretically, these are the Schubert cells (varieties) for
the double Tits systems (G(K)1,B,N(K)1,S).
Proposition 8.7. (a) The group scheme L+B over k is a closed subgroup scheme of L+PY for
each Y ⊂ S as in Section 8.a.
(b) The fpqc quotient L+PY /L+B is represented by a smooth projective homogeneous space
QY for the maximal reductive quotient P¯ redY of the special fiber P¯Y ; the morphism L+PY →
L+PY /L+B QY splits locally for the Zariski topology on QY . When Y = {i} then QY  P1k .
Proof. For every k-algebra R, we have B(R[[t]]) ⊂ PY (R[[t]]) ⊂ G(R((t))). Since both B , PY
are affine over k[[t]], both L+B , L+PY are closed k-subschemes of the ind-scheme LG= LPY =
LB . Part (a) follows.
To show part (b) we have to appeal to the construction of the parahoric group schemes P = PY
in [8, §4.6]. (Note that since k is algebraically closed, G is quasi-split and every unipotent group
of finite type over k is split; in particular, “quasi-reductive = reductive.”) We consider the reduc-
tion homomorphism, modulo (t) which defines an exact sequence
1 → U˜ → L+P q−→ P¯ → 1. (8.10)
Here U˜ is a pro-unipotent pro-algebraic group over k. Since P¯ is affine and U˜ has a filtration
by commutative pro-unipotent group schemes the U˜ -torsor q is trivial. Let P¯ red be the maximal
reductive quotient of P¯ . Then (8.10) defines an exact sequence
1 →U → L+P q−→ P¯ red → 1 (8.11)
where U is again a pro-unipotent pro-algebraic group over k. (We can apply this to either P = PY
or P = P∅ = B .) By [8, Thm. 4.6.33], applied to P = PY we see that L+B ⊂ L+PY is the inverse
image q−1(B¯), where B¯ is a Borel subgroup of P¯ redY . This implies that L+PY /L+B = P¯ redY /B¯ =
QY and that the quotient splits locally for the Zariski topology. In fact, when Y = {i}, then the
derived group of P¯ redY is isomorphic to either SL2 or PSL2 and QY  P1k . 
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mazure variety D(w˜) is by definition the multiple “contracted product”
D(w˜) := L+Pi1 ×L
+B · · · ×L+B L+Pir /L+B.
(This depends on the choice of reduced decomposition; we write w˜ instead of w to indicate this
dependence.) It is a smooth projective variety over k of dimension equal to the length l(w) = r
of w and affords a surjective morphism
D(w˜)
πw−−→ Sw ⊂FB. (8.12)
Proof. By definition, the contracted product in the statement is the quotient
(
L+Pi1 × · · · ×L+Pir
)/(
L+B
)r
, (8.13)
where the product group scheme (L+B)r acts on L+Pi1 × · · · ×L+Pir from the right via
(p1, . . . , pr) · (b1, . . . , br )=
(
p1b1, b
−1
1 p2b2, . . . , b
−1
r−1prbr
)
. (8.14)
Recall that, by Proposition 8.7, the quotient L+Pi/L+B is isomorphic to the projective line P1k .
Let us write w = w′ · sir . Note that forgetting the last coordinate gives a morphism D(w˜) →
D(w˜′) which is a locally trivial fibration with fiber L+Pir /L+B  P1k , comp. [18, 3.3.1]. The
first statement of the proposition now follows by induction on the length of w. The morphism
πw :D(w˜)→FB = LG/L+B is given using the product in LG. 
8.d. Suppose here that G is absolutely simple, simply connected and splits over a ramified
extension K ′/K so that the setup and notations of Sections 7, 7.c applies. For simplicity, set g for
the affine Kac–Moody algebra g′KM(G)F that corresponds to G, where F = K0 is the fraction
field of W . For w ∈ Wa (which then can be identified with the affine Weyl group in the Kac–
Moody theory [24, Ch. 3]) with reduced decomposition w˜, there is a Demazure variety Dg(w˜)
over k in the Kac–Moody setting (see [33, p. 51]). The variety Dg(w˜) is given by a contracted
product similar to the one above but with the groups L+Pi , L+B , replaced by the “parahoric”
group schemes Pi , B defined in [33, Ch. I]. The group schemes in [33] are defined using the
Chevalley integral form U(g)W of the universal enveloping algebra U(g) of g; by definition, this
is the subalgebra of U(g) which is generated over W by the divided powers e
m
i
m! ,
fmi
m! and
(
hi
m
)
where ei, fi, hi are as in Section 7.c. In particular, the group schemes Pi , B, depend on this
presentation of g′KM(G)F . In what follows, we will see that the Demazure varieties D(w˜) above
are naturally isomorphic to their analogues Dg(w˜) in the Kac–Moody theory.
It is enough to show this for the Iwahori subgroup scheme B which is given as the σ -fixed
points of the inverse image under reduction modulo u of the Borel subgroup of H0 that corre-
sponds to Φ+. Let also P be a parahoric subgroup scheme P = PG for G which we can write as
the σ -fixed point scheme of Resk[[u]]/k[[t]](PH ) as in Section 7; we can assume B ⊂ P . We have
a semi-direct product decomposition which is stable under the σ -action
L+PH =MH  UH .
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modulo u and UH is a pro-unipotent subgroup scheme over k. After taking σ -fixed points, this
gives
L+P =M  U(P ) (8.15)
with M  P¯ red and U a pro-unipotent subgroup scheme over k. Denote by UHm the (σ -stable)
normal subgroup scheme of UH which is obtained as the kernel of reduction modulo um
PH (m)(R) = {u ∈ PH (R[[u]]) ∣∣ u≡ 1 ∈ PH (R[[u]]/(um))}
We also set P(m) := (UHm )σ a normal pro-unipotent subgroup scheme of U . Given a reduced
decomposition w = si1 · · · sir , we can find integers m1, . . . ,mr such that
Pi1(m1)⊂ · · · ⊂ Pir (mr)⊂ L+B. (8.16)
Consider the quotients Qm1i1 = L+Pi1/Pi1(m1), . . . ,Q
mr
ir
= L+Pir /Pir (mr), and L+Bm1 =
L+B/Pi1(m1), . . . ,L+Bmr = L+B/Pir (mr); these are all smooth algebraic groups over k. It
is not hard to see that the Demazure variety D(w˜) can be identified with the quotient
D(w˜)= (Qm1i1 × · · · ×Qmrir )/(L+Bm1 × · · · ×L+Bmr ) (8.17)
where the action is induced by (8.14). A similar construction can be performed in the Kac–Moody
set-up. We obtain:
Dg(w˜)=
(Qm1i1 × · · · ×Qmrir )/(Bm1 × · · · ×Bmr ) (8.18)
with Qmi = Pi/Pi (m), similarly for Bmi . The algebraic groups Qm1i and Bmi both contain a
central torus Gm that corresponds to the central element c. To show our claim D(w˜)Dg(w˜) is
enough to show that there is an isomorphism L+Pi/Pi(m)  Pi/(Gm ×Pi (m)) which restricts
to give L+B/Pi(m)  B/(Gm × Pi (m)). In fact, these algebraic groups lift to smooth group
schemes over W (using Section 7 and [33]). We can easily see from 7.c and [33] that such
isomorphisms exist on the level of Lie algebras and hence between the generic fibers over the
fraction field K0 of W . Denote by qmi the Lie algebra of L+Pi/Pi(m)K0 =Pi/(Gm ×Pi (m))K0
over K0. Consider the W -module of distributions of these group schemes with support on the
identity section (see [8, 1.3]). By the above, these can be identified with W -lattices in the K0-
algebra U(qmi ). Using [8, 3.5.1], we see that it is enough to show that the distribution lattices that
correspond to the two group schemes coincide. Using the definition in [33], we can see that this
amounts to checking that the image of U(g)W under the natural map U(g) → U(qmi ) coincides
with the lattice of distributions of L+Pi/Pi(m)K0 . This lattice can now be calculated in terms
of the Chevalley basis Ea , Hi (cf. [26,32]). The expressions of ei , fi , hi in terms of Ea , Hi in
Section 7.c now allow us to show that the image of U(g)W above agrees with this lattice.
We will return to a study of the Demazure varieties in the next section.
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under the following conditions:
• G is absolutely simple, simply connected and splits over a tamely ramified extension of K ,
• P is an Iwahori subgroup.
We will show how to deduce the full statement of the theorem from this assumption.
8.e.1. First of all observe that by Theorem 1.4 and Proposition 8.7 the natural morphism
π :FB = LG/L+B →FP = LG/L+PY
is a proper and an étale locally trivial fibration with fibers L+PY /L+B QY . The inverse image
under π of a Schubert variety in FP is a Schubert variety in FB . Hence, if all Schubert varieties
in FB are normal, Frobenius split and with rational singularities, the same is true for all Schubert
varieties in FP (for the transfer of the F -splitting of FB to the F -splitting of FP , one uses
that the direct image of OFB is OFP , cf. [18, Prop. 2.4]). From here on we will assume that
PY = P = B , i.e., is an Iwahori subgroup.
8.e.2. Suppose that G is semi-simple, simply connected, splits over a tame extension and
that P = B . Then we can write
G=
∏
i
ResKi/K Gi, B =
∏
i
ResOKi /OK Bi, (8.19)
where Gi are absolutely simple and simply connected algebraic groups over Ki and Bi an Iwa-
hori subgroup scheme of Gi . Each Gi splits over a tamely ramified extension of Ki (and Ki/K
itself is tamely ramified). We obtain
FB 
∏
i
LResKi/K(Gi)/L
+ ResOKi /OK (Bi) (8.20)
and the Schubert varieties in FB are products of Schubert varieties in the affine flag va-
rieties LResKi/K(Gi)/L+ ResOKi /OK (Bi). Note however that Ki = k((u))  K = k((t)),OKi = k[[u]]  OK = k[[t]] for each i. These induce isomorphisms LResKi/K(Gi)  LGi ,
L+ ResOKi /OK (Bi)  L+Bi as in (1.3). Therefore the truth of the assertion of Theorem 8.4
for each Gi implies the assertion for G.
8.e.3. Suppose now that G is semi-simple, p  #π1(G), and that G splits over a tamely ram-
ified extension. Let G˜ be the simply connected cover of G. Then G˜ satisfies the assumptions of
the previous paragraph and by the discussion above, Theorem 8.4 is true for all Schubert varieties
in LG˜/L+B˜ . By the work in Section 6.a.1, these Schubert varieties can be identified with the
Schubert varieties Sw in the neutral component of LG/L+B , i.e., the ones with w ∈ Wa ⊂ W˜ .
Since W˜ =Wa Ω , translating by elements of Ω allows us to conclude that Theorem 8.4 is true
for all Schubert varieties in LG/L+B .
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Proposition 6.6 and Section 8.e.3 (using a similar argument to extend “outside the neutral com-
ponent”) that Theorem 8.4 is true for all Schubert varieties in LG/L+B .
9. The proof of Theorem 8.4
By Section 8.e, it is enough to deal with the case that k is algebraically closed and G is ab-
solutely simple, simply connected and splits over a tamely ramified extension of K = k((t)). We
can also assume that P = B is an Iwahori subgroup and for simplicity set F =FB = LG/L+B .
Recall that then G is quasi-split and the set-up of Section 7 applies. We will continue with these
assumptions for the rest of the section. Recall that we then have Wa = W˜ , G(K)1 =G(K).
9.a. Choose a maximal torus T0 of the Chevalley group H = H0 ⊗k K over K which is
defined over the field of constants k; we can assume that there is an action of the diagram auto-
morphism σ0 on T0 also defined over k. Then T := T0 ⊗K K ′ is a maximal torus of GK ′ = HK ′
with an action of σ = σ0 ⊗ τ ; the fixed points S = T σ form a maximal split torus of G over K .
We will denote by Φ the set of (relative) roots of G over K with respect to S, and by Φaff the
set of affine roots. Also let Φ ′ be the (absolute) roots of GK ′ = HK ′ with respect to T ; the Ga-
lois group Gal(K ′/K) acts on Φ ′. The set of orbits of Φ ′ under Gal(K ′/K) can be identified
with Φ . Let us fix a choice of Chevalley generators for the Lie algebra of H0; this provides us
with Chevalley generators for the Lie algebra of H = H0 ⊗k K and therefore with a Chevalley–
Steinberg system (xa)a∈Φ [8, 3.2, 4.1]. We also fix a choice of a system of positive roots Φ+
and hence a choice of an Iwahori subgroup B of G(K). It is enough to show the Theorem for
such a B .
For every affine root α ∈ Φaff, there is a corresponding root subgroup scheme Uα ⊂ LG
over k. In what follows, we will explain the construction of these subgroups in some detail. We
will refer to [13, p. 46] for the construction of the affine root subgroups U ′
α′ ⊂ LHK ′ for the split
group HK ′ ; this construction works over a general base and in particular over the ring of Witt
vectors W .
We first have to recall the shape of the root subgroup Ua ⊂ G for a ∈ Φ . This is a subgroup
scheme over K . We distinguish the following cases (see [8, 4.1]):
(I) 12a,2a /∈ Φ . Then xa :Ua  ResL/K A1L. In this case, Ua ×K K ′ is the direct product∏
a′ U
′
a′ of root subgroups of GK ′ = HK ′ for a′ ranging over the Gal(K ′/K)-orbit in Φ ′ that
corresponds to a and L is the fixed field of the stabilizer of a′, in particular L = K or K ′; we
have
Ua =
(∏
a′
U ′a′
)σ
. (9.1)
There is a group scheme homomorphism πa :Ga := ResL/K SL2 → G such that πa induces
an isomorphism between the maximal unipotent subgroups U+ and U− of Ga normalized by
π−1a (S) and the subgroups Ua , U−a of G respectively (see [8, 4.1.4]). The homomorphism πa
identifies the corrot lattice of Ga with a direct summand of the coroot lattice of G. Under our
assumption that G is simply connected this implies that πa is injective. The homomorphism πa
of course depends on our choice of the Chevalley–Steinberg system.
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phism σ(c) = c¯ and xa : Ua  H(K ′,K) where H(K ′,K) is the group scheme over K whose
R-valued points (for R an K-algebra) are
H(K ′,K)(R) = {(c, d) ∈ (K ′ ⊗K R)× (K ′ ⊗K R) ∣∣ cc¯ = d + d¯}
with group law
(c, d)+ (c′, d ′)= (c + c′, d + d ′ + c¯c′). (9.2)
One can see that U2a is the subgroup scheme of Ua which corresponds, under xa , to {(0, d) |
d + d¯ = 0} ⊂H(K ′,K)(R). In this case, we can see that Ua ×K K ′ is the direct product
U ′
a′1
U ′
a′1+a′2U
′
a′2
⊂GK ′ =HK ′
where a′1, a′2 are the two roots in Φ ′ in the Galois orbit corresponding to a ∈Φ . (Then a′1 + a′2 is
also in Φ ′.) We have
Ua =
(
U ′
a′1
U ′
a′1+a′2U
′
a′2
)σ
, U2a =
(
U ′
a′1+a′2
)σ
. (9.3)
As above we can see that there is an injective group scheme homomorphism πa :Ga :=
SU3 → G such that πa induces an isomorphism between the maximal unipotent subgroups U+
and U− of Ga normalized by π−1a (S) and the subgroups Ua , U−a of G respectively. Here again
SU3 is the quasi-split special unitary group for K ′/K , and the form with matrix equal to the
antidiagonal unit matrix. In case (II) we can also set G2a := Ga , π2a := πa . (Then πa and Ga
make sense for any root a, but they really only depend on the “root ray” given by a.) Note that
case (II) can only occur when char(k) = 2.
9.b. Recall that we denote by t , resp. u, uniformizers of K , resp. K ′, with u[K ′:K] = t . Now
consider the (hyperspecial) vertex x0 in the Bruhat–Tits building B(H,K ′) that corresponds to
the parahoric subgroup H0(k[[u]]); since σ acts on H0(k[[u]]), the vertex x0 is fixed by σ and
so it corresponds to a vertex x0 in B(G,K). Affine roots α, α′ for G, resp. HK ′ , can then be
written in the form α(x) = ν(α)(x − x0) + m, α′(x) = ν(α′)(x − x0) + m with m ∈ Q and
with vector parts a = ν(α) ∈ Φ , a′ = ν(α′) ∈ Φ ′. Here, we are using the valuation of K ′ with
val(u) = 1/e. For simplicity, we write α = a +m, α′ = a′ +m. The affine root subgroup U ′
a′+m
in HK ′ = H0 ⊗k k((u)) corresponds to {r · Xa′ · um | r ∈ k} in the Lie algebra, where Xa′ is our
choice (fixed above) of a Chevalley generator for H0 and the root a′.
If a = ν(α) falls in case (I), we set
Uα =
(∏
a′
U ′a′+m
)σ
, (9.4)
where U ′
a′+m is the affine root subgroup in GK ′ = HK ′ , and in the product a′ ranges over the
Gal(K ′/K)-orbit in Φ ′ that corresponds to a. In this case, we have [L :K] ·m ∈ Z and Uα is the
k-subgroup scheme of LUa such that
xa
(
Uα(R)
)=R · tm =R · uem.
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1(II) ν(α) = a with 2a ∈Φ . Then m ∈ Z and we set
Uα =
(
U ′
a′1+mU
′
a′1+a′2+2mU
′
a′2+m
)σ
. (9.5)
Then we have
xa
(
Uα(R)
)= {(r · tm/2, (−1)m
2
r2tm
)
, r ∈R
}
.
2(II) ν(α) = 2a with a ∈Φ . Then 2m is an odd integer and we set
Uα =
(
U ′
a′1+a′2+2m
)σ
. (9.6)
Then we have
x2a
(
Uα(R)
)= {(0, r · tm), r ∈R}.
(See also [48, Example 1.15], which explains the odd ramified unitary groups. Observe of course,
that in the notation of Bruhat–Tits the affine root subgroups are given as groups of field elements
whose valuations are bounded from below, see Remark 9.1. Some more details about the calcu-
lation of the affine root system Φaff can be found in [39, §2.c].)
Note that for (c, d) ∈H(K ′,K)(R), we can write
(c, d)=
(
c,
1
2
cc¯
)
+
(
0, d − 1
2
cc¯
)
(9.7)
(the sum in H(K ′,K)(R)).
For each affine root α = a +m there is a corresponding homomorphism
φα :SL2 → LG (9.8)
which has the property that it induces an isomorphism between the unipotent upper triangular
matrices resp. the unipotent lower triangular matrices and Uαi , resp. U−αi . This homomorphism
can be constructed as follows:
First assume that a/2 is not a root. Recall the homomorphism πa :Ga → G over K given in
Section 9.a. It is enough to give a homomorphism SL2 → LGa corresponding to α = a + m;
then (9.8) is obtained by composing with πa :LGa → LG. If 2a /∈ Φ , Ga is either SL2 or
ResK ′/K SL2. Then we can reduce to the case G = SL2. In this case, the homomorphism is
given by (
a b
c d
)
→
(
a btm
ct−m d
)
.
If 2a is a root, then Ga = SU3 and we can reduce to the case G= SU3. Then the homomorphism
is given by
(
a b
c d
)
→
(
a2 −umab −(−1)mtmb2/2
−u−m2ac ad + bc (−1)mumbd
m −m 2 m −m 2
)
.−(−1) t 2c (−1) u 2cd d
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case that G= SU3. In this case, the homomorphism is given by
(
a b
c d
)
→
(
a 0 −btm
0 1 0
−ct−m 0 d
)
.
(Note that in this case m is a half integer and tm = u2m.)
For each simple affine root αi = ai +mi , the product U−αiUαiU−αi contains a representative
of the reflection si . This can be seen as follows: By [48, 1.4] we see that si is the image of the
unique element in the intersection U−ai uU−ai ∩N for u ∈ Uαi − {1} where N is the normalizer
of the maximal torus T of G. Recall the homomorphism φαi :SL2 → LG constructed above.
Since
U−
(
1 1
0 1
)
U− ∩NSL2 =
{(
0 1
−1 0
)}
, (9.9)
we can produce the element si by taking the image under φαi :SL2 → LG of the matrix on the
right-hand side of Eq. (9.9) above.
For w = si1 · · · sir ∈Wa , α ∈Φaff, we see that we have
w−1 ·Uα ·w =Uα·w (9.10)
where we view w as acting via an affine transformation on the apartment of S.
Remark 9.1. The group schemes Uα ⊂ LG can be understood in the context of Bruhat–
Tits theory as follows: Our choice of Chevalley basis gives a root datum valuation (φa)a∈Φ .
Given an affine root α = a + m as above, Bruhat and Tits [8] construct a smooth affine
group scheme Uα over k[[t]]. This has generic fiber the root subgroup Ua and is such that
Uα(k[[t]]) = {u ∈ Ua(k((t))) | u = 1,or φa(u)  m}. Similarly, we have the subgroup scheme
Uα+ with Uα+(k[[t]]) = {u ∈ Ua(k((t))) | u = 1,or φa(u) > m}. We can see that Uα ⊂ L+Uα
becomes isomorphic to the quotient U¯α := L+Uα/L+Uα+ with the obvious map.
Remark 9.2. Our construction also works to define affine root subgroups Uα , α ∈ Φaff over
the ring of Witt vectors. These are obtained via taking fixed points of products (as in (9.4),
(9.5), (9.6)) of the affine root subgroups of [13, p. 46], for the (non-twisted) loop group LH
over W . Using Section 7 we see that Uα are subgroup schemes of LG that satisfy (9.10) with
special fiber the group schemes Uα that we have constructed above. We also see that the group
schemes Ga and the homomorphisms πa :Ga → G lift to group schemes Ga and homomor-
phisms πa :Ga → G over W . This can be seen as follows. If G is split, Ga = SL2 and the
statement follows from the construction of the Chevalley group scheme G over W [[t]]. In gen-
eral, there are two cases as in Section 9.a: Recall the group scheme H over W [[u]] of Section 7
which is such that G = (ResW [[u]]/W [[t]]H)σ . In case (I), we can construct Ga as the σ -fixed
point scheme of
∏
{a′} Ha
′
. In case (II), there is group scheme embedding SL3 →H over W [[u]]
corresponding to the root subset {a′1, a′2, a′1 + a′2}. Then Ga = (ResW [[u]]/W [[t]] SL3)σ .
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Proposition 9.3 (Key observation). The Lie algebra Lie(LG) of LG is spanned over k by the Lie
algebras of L+B and of Uα for all α ∈Φaff.
Proof. The reductive group G over K = k((t)) contains the product∏
a∈Φ+
U−a × T ×
∏
a∈Φ+
Ua (9.11)
as a Zariski open neighborhood of the origin. Hence, it is enough to show that the Lie algebras
Lie(Ua), a ∈ Φ , and Lie(T ) are spanned over k by elements from the Lie algebras of L+B and
Uα for α ∈Φaff.
Let us first consider the unipotent subgroups. For each a ∈ Φ , consider u ∈ LUa(R) =
Ua(R((t))). Note that elements of LUa(R) of sufficiently high valuation lie in L+B(R) =
B(R[[t]]). Hence, we can see using (9.7) that we can write u = u′ + uB with uB ∈ B(R[[t]])
and u′ a finite sum of elements in affine root subgroups Uα(R) with ν(α) = a. In particular, the
result on Lie algebras follows.
Now let us consider the maximal torus T . We would like to show that each element of
T (R((t))) for R a local Artinian k-algebra with R/M = k, M2 = (0), which reduces to the iden-
tity modulo M , can be written in G(R((t))) as a product of elements in Ua(R((t))) for a ∈ Φ .
Then the result will follow by the above. Recall that G is quasi-split, absolutely simple, semi-
simple and simply connected, and splits over the field K ′/K , which is tame. The cocharacter
group X∗(T ) coincides with the coroot lattice of the split group GK ′ . Let Δ′ be a basis for the
roots Φ ′ of GK ′ over K ′ that corresponds to a Borel subgroup defined over K . The torus T
splits into a product of induced tori Tb over the Gal(K ′/K)-orbits b on Δ′. This set of orbits
can be identified with a basis of roots of Φ . For a root a in this basis, recall the homomorphism
πa :G
a →G given in Section 9.a. The torus Tb is equal to πa(T a) with T a = π−1a (T ) a maximal
torus of Ga . Since πa identifies the unipotent subgroups U+ and U− of Ga with Ua and U−a ,
these considerations show that it is enough to consider the cases (corresponding to (I) and (II) of
Section 9.a):
(I) G= SL2 (split), and (II) G= SU3 (for the ramified quadratic extension K ′/K).
In case (I) our claim follows from the identity, cf. [13, p. 53]:(
c 0
0 c−1
)
=
(
1 c
0 1
)(
1 0
−c−1 1
)(
1 c
0 1
)(
0 −1
1 0
)
. (9.12)
This indeed shows that these elements are in the subgroup generated by the root groups.
In case (II) let
t (d)= diag
(
−d, d¯
d
,− 1
d¯
)
,
with d ∈ (R((u)))×, be an element of the maximal torus T ⊂ SU3(R((t))) ⊂ SL3(R((u))). If
d + d¯ = cc¯ with c ∈R((u)) we can use the identity, cf. [47, p. 537]:
t (d)= diag
(
−d, d¯ ,− 1¯
)
= x(c, d) · y
(
− c¯¯ ,
1
¯
)
· x
(
c
d¯
, d
)
·w (9.13)d d d d d
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x(c, d)=
(1 −c −d
0 1 c¯
0 0 1
)
, y(c, d)=
( 1 0 0
−c 1 0
−d c¯ 1
)
, w =
(0 0 1
0 −1 0
1 0 0
)
. (9.14)
Here x(c, d) ∈ U+, y(c, d) ∈ U− for the special unitary group SU3. Note that U+  U− 
H(K ′,K). In general, given an element t (d) ∈ T (R((t)))  R((u))×, which reduces to the iden-
tity modulo M , we can find c in R((t)) with c2 = cc¯ = d+ d¯ (since chark = 2). The identity (9.13)
now allows us to write t (d) as a product of unipotent matrices and the result follows. 
In fact, the following extension of the key Proposition 9.3 can be shown to hold by using
Remark 9.2 and repeating the proof verbatim (we can redo the argument by replacing the local
Artin k-algebra R with a local Artin W -algebra with residue field k).
Proposition 9.4. The Lie algebra of LG is generated as a W -module by the Lie algebras of L+B
and Uα , α ∈Φaff.
Corollary 9.5. If R is an Artinian local k-algebra, then LG(R) is generated by the subgroups
L+B(R) and Uα(R) for α ∈Φaff.
Proof. When R is a field, our claim follows from the Bruhat decomposition and the fact that
U−αiUαiU−αi contains the reflection si for every simple affine root αi = ai +mi .
Now for a general Artinian R, choose a minimal ideal I ⊂ R such that the assertion is true
for R/I . Consider g ∈ LG(R/I 2) and its reduction g¯ ∈ LG(R/I). By assumption we can write
g¯ as a product of points in L+B(R/I), Uα(R/I). By smoothness, these points can be lifted to
corresponding points with values in R/I 2 whose product is an element g′ ∈ LG(R/I 2) such
that h = g′ · g−1 ≡ 1 mod I/I 2. Since h is given by an element of Lie(LG)⊗k I/I 2 our claim
follows from the key Proposition 9.3 above. 
9.d. We now give some additional properties of the Demazure varieties D(w˜); we continue
with the notations of Section 8.c. The proofs of the following two propositions are similar to
proofs of corresponding statements in [13] (see also [19]). We will sketch the arguments and
refer the reader to [13] and [18,19] for more details.
Proposition 9.6. (a) For any reduced u˜ w˜ (i.e., a reduced decomposition obtained by omitting
reflections from w = si1 · · · sir ), there is a closed immersion σu˜,w˜ :D(u˜) → D(w˜) and a commu-
tative diagram
D(u˜)
σu˜,w˜
πu
D(w˜)
πw
Su Sw
(9.15)
in which the bottom horizontal arrow is the natural closed immersion. For v˜  u˜ w˜, we have
σv˜,w˜ = σu˜,w˜ · σv˜,u˜.
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cally connected fibers.
(c) When char(k) > 0, the varieties D(w˜) are Frobenius split compatibly with the closed
immersions σu˜,w˜ :D(u˜)→D(w˜), for all reduced u˜ w˜.
Proof. Here the assertion (a) is clear. To see the birationality of the morphism in (b), note that
the open subset of D(w˜) “where no factor in (8.13) lies in L+B” maps isomorphically onto the
Schubert cell Cw . This open subset is equal to Uαi1 · si1 · Uαi2 · si2 · · · · Uαil · sir . The fact that
the fibers are geometrically connected is shown by induction on r = l(w). Indeed, if we write
w˜ = si u˜ with l(u)= l(w)− 1 then we can factor π˜w as
D(w˜)= L+Pi ×L+B D(u˜)→ L+Pi ×L+B Su → Sw.
The Frobenius splitting of D(w˜) is constructed by using the criterion of Mehta and Ramanathan,
comp. [18, Prop. 2.5]. More precisely, one calculates the canonical bundle ωD(w˜) of D(w˜) as
in [18, Prop. 3.19], and shows that there exists a global section s of ω−1
D(w˜)
with divisor equal to
the sum of the boundary divisor of D(w˜) and of an effective divisor which does not contain the
origin of D(w˜). (The corresponding calculation in the general symmetrizable Kac–Moody case is
also contained in [33, Ch. 8, 18].) As in [18, Cor. 3.23], it is checked that the resulting Frobenius
splitting of D(w˜) is compatible with the closed immersions σu˜,w˜ , for all reduced u˜ w˜. 
Let ψw : S˜w → Sw be the normalization of Sw . We obtain a factorization of πw
D(w˜)
π˜w−−→ S˜w ψw−−→ Sw. (9.16)
Proposition 9.7. (a) The morphism ψw is a universal homeomorphism.
(b) For any u  w, there is a closed immersion S˜u → S˜w which lifts the natural closed im-
mersion Su → Sw . If u˜ w˜ are reduced decompositions, then the diagram
D(u˜)
σu˜,w˜
π˜u
D(w˜)
π˜w
S˜u S˜w
(9.17)
commutes.
(c) When char(k) > 0, the varieties S˜w are Frobenius split, compatibly with the closed immer-
sions S˜u → S˜w , for all uw.
(d) For i > 0, we have Ri(π˜w)∗(OD(w˜)) = (0) and (π˜w)∗(OD(w˜)) =OS˜w . The variety S˜w is
Cohen–Macaulay and it has at most rational singularities.
Proof. To prove (a), we note that by Proposition 9.6, the fibers of πw are geometrically con-
nected, and hence ψw is a universal homeomorphism. The diagram in (b) arises since (9.16) is
the Stein factorization of πw . Since ψw and ψu are universal homeomorphisms, the morphism
S˜u → S˜w is a universal homeomorphism onto its image T˜u in S˜w . The compatible F -splitting
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induced from the F -splitting of D(u˜), i.e., the following diagram is commutative
F∗(OT˜u ) F∗(OS˜u )
O
T˜u
O
S˜u
in which the horizontal arrows are injections. We can see that this implies that O
T˜u
=O
S˜u
, and
hence the morphism S˜u → S˜w is a closed immersion, and the variety S˜w is F -split compatibly
with the closed subscheme S˜u.
To show (d), it remains to show that
Ri(π˜w)∗(OD(w˜))= (0) and Ri(π˜w)∗(ωD(w˜))= (0) for i > 0,
and (π˜w)∗(OD(w˜)) = OS˜w . Here the assertion concerning ωD(w˜) follows from the rest by
the Grauert–Riemenschneider theorem (for Frobenius split varieties in positive characteris-
tic, cf. [35]). The assertions concerning OD(w˜) are proved by induction on l(w), cf. [19,
Lemma 3.13]. Let w˜ = si u˜ with l(u)= l(w)− 1. Let us factor π˜w as
D(w˜)= L+Pi ×L+B D(u˜)→ L+Pi ×L+B S˜u → S˜w.
By induction we may assume that the higher direct images of OD(w˜) under the first morphism
vanish. As in [13, p. 51], we can see that the second morphism has as geometric fibers either a
point or a P1.
By the lemma of Mehta and Srinivas [19, Lemma 3.14], the vanishing of the higher coho-
mology groups of each fiber implies now, in the presence of a Frobenius splitting, the vanishing
of the higher cohomology sheaves. This proves (d) when the characteristic of k is positive; the
characteristic zero case follows using a semicontinuity argument, using the lifting over W(k),
cf. 9.e. This finishes the sketch of the proof of the proposition. 
Now consider the ind-scheme S over k defined as the inductive limit of the directed set of
the Schubert varieties Sw , w ∈ Wa , taken with the Bruhat order: S := lim−→Sw; this is an ind-
subscheme of the affine flag variety F . In fact, since G is simple and simply connected, it
coincides with the underlying reduced sub ind-scheme (F)red of F . Using Proposition 9.7 we
can also define an ind-scheme S˜ over k as the inductive limit of the directed set S˜w , w ∈ Wa ,
taken with the Bruhat order,
S˜ := lim−→(S˜w).
We have
S˜
ψ−→ S = (F)red ↪→F
and Theorem 8.4 will follow if we show that, under our conditions, both maps are isomorphisms.
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reflection si and also the root subgroups Uαi , U−αi . The group scheme L+Pi acts compatibly on
D(w˜) and Sw , provided that l(siw) < l(w). Hence L+Pi acts also on the normalization S˜w when
l(siw) < l(w). The proof of the following is straightforward.
Lemma 9.8. For each w ∈Wa and each i ∈ I , there is w′ ∈Wa with w w′ and l(siw′) < l(w′).
The lemma, together with the above discussion and the definition of S˜w using the Demazure
varieties implies that for each i ∈ I , L+Pi acts on S˜. Since Wa is generated by the reflections
si ∈ L+Pi , i ∈ I , the above discussion then implies that the ind-scheme S˜ supports an action of
L+B and of Uα for all affine roots α ∈Φaff. The same is of course also true for the ind-scheme S;
the morphism ψ : S˜ → S is equivariant with respect to these actions.
Proposition 9.9. Under our assumptions (i.e. the group G is absolutely simple, simply connected
and splits over a tamely ramified extension of K), we have
S = lim−→Sw =F .
Proof. Let us write the ind-scheme F as a union F =⋃j Fj of proper k-schemes (Proposi-
tion 7.1(b)). We have
⋃
w∈Wa
(Fj ∩ Sw)⊂Fj
and given j , there is w ∈ Wa such that (Fj )red ⊂ Sw . Let x be a generic point of the support
of the ideal sheaf of OFj which defines the scheme theoretic intersection Fj ∩ S. Consider the
ideal of definition Iw of Sw ∩ Fj in the local ring A = OFj ,x with maximal ideal M . Observe
that Iw′ ⊂ Iw if w′  w and A is Noetherian. Then by the above, there is a w ∈ Wa such that
A/Iw is of finite length and is such that if w′ w then Iw = Iw′ . We conclude that there is n > 0
such that Iw , for all w ∈Wa , contains Mn properly. This gives a point xn ∈Fj (A/Mn) such that
xn /∈ S(A/Mn). We can write xn = gn mod L+B(R), where R =A/Mn and gn ∈ LG(R) for the
Artin local ring R = A/Mn. Corollary 9.5 and the fact that L+B(R) and Uα(R) act on S (see
above) shows that xn is in S(R) which is a contradiction. 
Corollary 9.10. If G is semi-simple, simply connected and splits over a tamely ramified extension
of K , then F = LG/L+B is a reduced ind-scheme.
Proof. If G is in addition absolutely simple, this follows from Proposition 9.9. We can reduce to
this case using an argument as in Section 8.e.2. 
In view of our reductions in Section 6, this also completes the proof of Theorem 6.1.
9.e. Suppose now that char(k) = p > 0. Recall that under our assumptions, we have using
Section 7, a lift of LG, L+P , F = LG/L+B over k to LG, L+P , F = LG/L+B over the ring
of Witt vectors W = W(k). Also, by Section 9.a, we have the affine root subgroups Uα ⊂ LG
and their lifts Uα ⊂ LG over W (see Remark 9.2).
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over W , as the reduced subscheme over W that is the Zariski closure of the “cell” L+B · nw ⊂
LG/L+B . For a reduced expression w˜ = si1 · · · sir , we can again define the Demazure variety
over W as the quotient
D(w˜)= (L+P i1 × · · · ×L+P ir )/(L+B)r . (9.18)
This is smooth and projective over W , is an iterated P1W -fibration, and supports a proper mor-
phism induced by multiplication
D(w˜)
πw−−→ Sw. (9.19)
Now set S˜w = Spec((π˜w)∗(OD(w˜))), i.e., S˜w is the normalization of Sw in D(w˜); then the struc-
ture morphism S˜w → Spec(W) is flat. The following can be shown following the arguments
of [13] (see [19, Prop. 3.15] et seq. for some more details):
Proposition 9.11. (a) The formation of S˜w commutes with base change on W . In particular, there
is a natural isomorphism
S˜w ⊗W k  S˜w. (9.20)
(b) If uw, then there is a closed immersion S˜u → S˜w which lifts the natural closed immer-
sion Su ↪→ Sw such that a diagram as (9.17) commutes.
Using Proposition 9.11(b), we can define an ind-scheme S˜ over W as the inductive limit of
the directed set S˜w , w ∈Wa , taken with the Bruhat order:
S˜ := lim−→(S˜w).
In fact, because of Proposition 9.11(a), we have
S˜ ⊗W k  S˜. (9.21)
We can see that the group schemes L+B and Uα , α ∈Φaff, act on S = lim−→Sw and S˜.
9.f. Recall that K0 is the fraction field of W(k). Here we show that, for any w, S˜w ⊗W K0 =
Sw ⊗W K0, i.e., Sw,K0 := Sw ⊗W K0 is normal. It is enough to show this statement with K0
replaced by its algebraic closure K¯0. Observe that the normality of Schubert varieties in affine
flag varieties associated to (affine) Kac–Moody Lie algebras is known by the work of Kumar,
Mathieu, Littelmann [28,33,31]. Our strategy is essentially to show that the (characteristic zero)
Schubert varieties Sw,K¯0 coincide with corresponding Schubert varieties in the theory of (affine)
Kac–Moody Lie algebras.
Recall that by Section 7 we are dealing with an absolutely simple, simply connected (quasi-
split) group over K¯0((t)) which is one of the types described in the beginning of that paragraph.
All these types are realized over C((t)) and by the Lefschetz principle it is enough to show that
the Schubert varieties Sw,C are normal for groups G over C((t)) as in Section 7. For simplicity,
in the rest of the paragraph, we will omit the subscript C. Recall our notation g′ (G) (andKM
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of G (see 7.c).
Now consider the embedding FG = LG/L+B ↪→FH = LH/L+BH described in Section 7.
The affine flag variety FH for the split group H = H0 ⊗C C((t)) is the affine flag variety for
H0 considered e.g. in [13]. We can give a projective embedding FH ↪→ P(V ) by suitably em-
bedding LH into LSLn and composing the resulting closed immersion FH ↪→ FSLn with the
standard projective emdedding of FSLn ↪→ P(V ) given by its lattice description. (Here V is
a countably infinite-dimensional complex vector space and P(V ) stands for the corresponding
projective space which is naturally an ind-scheme over C.) We obtain a projective embedding
FG ↪→ P(V ); this induces a line bundle L on FG; which we can pull back to Sw , S˜w and D(w˜)
for each w ∈ Wa . By Proposition 9.7 we see that, when w′ w, there are pull back (restriction)
homomorphisms
Γ (S˜w,L)→ Γ (S˜w′ ,L). (9.22)
By the Frobenius splitting of the normalizations in characteristic p (i.e., over k) we can see
(cf. [33, Lemma 137]) that the analogous restriction homomorphisms (9.22) in characteristic p
are surjective. By semicontinuity the homomorphisms (9.22) themselves are then also surjective.
Now after passing to the C-duals, we can consider the inductive limit of injective maps
E˜(L) := lim−→
(
Γ (S˜w,L)∗
)
. (9.23)
The rest of the argument is as in [13, p. 52] (which also follows [28], see also [29]). This
complex vector space E˜(L) admits actions by L+Pi . For each index i there is an sl2-triple
{ei, fi, hi} in the Lie algebra of LG; this is given via the homomorphism φi :SL2 → LG
of Section 9.b. The Lie algebra of L+Pi contains all the elements ej and hj and the el-
ement fi and we can see that these satisfy the additional relations [ej , fi] = 0 for i = j ,
[hr, es] = arses , and [hr, fi] = −arifi , where {ars} is the generalized Cartan matrix. The ac-
tion of the Lie algebra of L+Pi on E˜(L) is locally finite since it respects the direct limit
structure of (9.23). Using [29, Cor. 1.3.10], we can now see that the action of ei , fi , hi on
E˜(L) combine to a g′KM(G)-module structure (cf. [28, Proposition 2.11]). In fact, E˜(L) is an
integrable g′KM(G)-module with a highest weight vector of multiplicity one and hence is irre-
ducible. (This highest weight vector is given by the evaluation of global sections of L at the
“origin” w ∈ L+Bw ⊂ S˜w . Note that [28, Proposition 2.11] shows a similar statement for S˜w
replaced by the Demazure varieties D(w˜); however, we can see, using Proposition 9.7, semi-
continuity and the projection formula, that Γ (D(w˜),L)  Γ (S˜w,L). By 8.d our Demazure
varieties for G coincide with the Kac–Moody Demazure varieties in [28].) Similarly, we can
consider the inductive limit E(L) := lim−→(Γ (Sw,L)∗); a similar argument shows that this is
also an integrable g′KM(G)-module with a highest weight vector of multiplicity one. For each
w ∈Wa we have a surjective homomorphism Γ (S˜w,L)∗ → Γ (Sw,L)∗ which respects the action
of L+Pi , obtained as the dual of the pull-back homomorphism. Hence, we obtain a surjec-
tive g′KM(G)-module homomorphism E˜(L) → E(L); by irreducibility this then has to be an
isomorphism. Since Γ (S˜w′ ,L)∗ → Γ (S˜w,L)∗ is injective for w′  w, we can conclude that
Γ (S˜w,L)∗ → Γ (Sw,L)∗ is an isomorphism for each w ∈ Wa . The same argument applies to
L⊗n, n > 0: We obtain Γ (Sw,L⊗n)  Γ (S˜w,L⊗n) from which we can easily deduce S˜w = Sw ,
i.e., that Sw is normal (cf. [13] or [28]).
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continue to assume that char(k)= p > 0. Consider the morphisms
D(w˜)→ S˜w
ψw−−→ Sw
over the ring of Witt vectors W . Let e0 : Spec(W) → Sw be the point that corresponds to the
origin of F = L+G/L+B . This lifts to the obvious neutral point of D(w˜) and therefore also
to a point of S˜w . Denote by Aw , resp. A˜w , Bw the local ring of Sw , resp. S˜w , D(w˜) at the
corresponding neutral points (lifting e¯0 := e0 ⊗W k) of the special fibers. We have
Aw ↪→ A˜w ↪→ Bw
where Bw = W [t1, . . . , tr ](p,t1,...,tr ). This ring supports a filtration by the ideals Fn(Bw) =
(t1, . . . , tr )n; the associated graded pieces are free W -modules. We set Fn(Aw)= Fn(Bw)∩Aw
which is a filtration of Aw by ideals. Let us denote by x ∈ Sw(Aw) the tautological point
Spec(Aw) → Sw; it gives points xn ∈ Sw(Aw/Fn(Aw)). For simplicity of notation, we set
Anw :=Aw/Fn(Aw).
Claim. For each n 1, there is an element gn ∈ LG(Anw) which belongs to the subgroup gener-
ated by L+B(Anw) and Uα(Anw) for α ∈Φaff such that xn = gn · e0.
Proof. We will argue using induction on n. For n = 1 the claim is true since A1w = W and
x1 = e0. Suppose now the claim is true for n. Let us write xn = gn · e0; since L+B and Uα are
smooth over W , we can lift gn to an element g′n+1 which belongs to the subgroup generated by
L+B(An+1w ) and Uα(An+1w ). Consider x′n+1 = g′n+1 · e0; by our construction we have
x′n+1 mod Fn(Aw)≡ xn mod Fn(Aw). (9.24)
Since Sw ⊂ F = LG/L+B , we can write xn+1 = hn+1 · e0. Now we can see that the element
g′n+1 ·h−1n+1 of LG(Aw/Fn+1(Aw)) satisfies g′n+1 ·h−1n+1 ≡ 1 mod Fn(Aw)/Fn+1(Aw). Therefore
(cf. (1.5)), it is given by an element of
Lie(LG)⊗W Fn(Aw)/Fn+1(Aw).
Now our claim follows from the fact (Proposition 9.4) that the Lie algebra Lie(LG) is spanned
over W by the Lie algebras of L+B and Uα for all α ∈Φaff. 
Since the element gn ∈ LG(Anw) obtained in the claim above acts on S˜, we obtain the follow-
ing: There is w′ >w in Wa such that xn ∈ Sw(Anw) lifts to an element x˜n ∈ S˜w′(Anw). Now recall
that by Section 9.f, S˜w ⊗W K0 = Sw ⊗W K0. Hence, we have
x˜n ⊗W K0 ∈ S˜w′
((
Anw
)⊗W K0)∩ Sw((Anw)⊗W K0)= S˜w((Anw)⊗W K0)
which implies xn ∈ S˜w(Anw). Furthermore, our arguments show that x˜n are compatible when we
vary the n. Hence, we obtain a splitting β of the (injective) ring homomorphism
α : OˆSw,e¯ ↪→ Oˆ ˜ (9.25)0 Sw,e¯0
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consider the coherent sheaf
(ψw)∗(OS˜w )/OSw
on Sw ⊂ F . This sheaf is L+B-equivariant. Using Section 9.f we see that it is annihilated by a
power of p. Assume that its support is non-empty. Then it has to contain the unique fixed point
e¯0 of the action of L+B (in characteristic p) and therefore,
Oˆ
S˜w,e¯0
/α(OˆSw,e¯0)
is non-trivial and pm-torsion for some m> 0. For f ∈ Oˆ
S˜w,e¯0
now write
α · β(pm · f )= α · β · α(f ′)= α(f ′)= pm · f.
Since Oˆ
S˜w,e¯0
is flat over W , we obtain α · β(f ) = f , so α · β = id. This shows α is an isomor-
phism which is a contradiction. Therefore, (ψw)∗(OS˜w ) = OSw and so ψw is an isomorphism.
This concludes the proof when char(k) = p > 0. The case that char(k) = 0 follows by semicon-
tinuity, or more directly by the arguments in Section 9.f.
9.h. Here we discuss the relation with the Schubert varieties in the theory of Kac–Moody
flag varieties. Suppose that k is algebraically closed and G is absolutely simple, simply con-
nected and splits over a tamely ramified extension. As in Section 9.f we can associate to G (via
its extended Dynkin diagram) a Kac–Moody algebra g := gKM(G) over k. For w ∈ Wa with re-
duced decomposition w˜, there is a Demazure variety Dg(w˜) in the Kac–Moody setting (see [33,
p. 51]) given by a contracted product similar to the one in 8.c. By Section 8.d, Dg(w˜) is equiv-
ariantly isomorphic to the Demazure variety D(w˜) defined in Section 8.c. Now let λ be a regular
dominant integral weight of g and denote by L(λ) the corresponding highest weight module
over k with highest weight vector vλ. Set Sgw,λ for the Zariski closure of B ·wλ in the (infinite-
dimensional) projective space P(L(λ)); this is a projective scheme over k. We have a birational
proper morphism of k-schemes
pw :D(w˜)=Dg(w˜)→ Sgw,λ.
In this case, Mathieu [33] and Littelmann [31] prove that Sgw,λ is normal with rational singulari-
ties and as an abstract scheme is independent of λ. We can see by induction that the k-schemes Sw
and Sgw,λ are stratawise isomorphic and so homeomorphic as topological spaces. In fact (cf. [33,
proof of Lemme 33]), we can find a homeomorphism
τw :Sw
∼−→ Sgw,λ
such that τw ·πw = pw . By [33] and [31], resp. Theorem 8.4, the structure sheaf of Sgw,λ, resp. Sw ,
is given as pw∗(OD(w˜)), resp. πw∗(OD(w˜)). Since a scheme is determined by the corresponding
locally ringed topological space, we see that τw actually gives an isomorphism of schemes. These
isomorphisms combine to give an isomorphism of ind-schemes
LG/L+B = limSw ∼−→ limSg . (9.26)−→ −→ w,λ
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g
w,λ = lim−→ S˜gw,λ is by
definition the Kac–Moody flag variety of [33,31].
10. A coherence conjecture
In this section, we formulate a conjecture which relates amongst each other the dimensions
of the spaces of global sections of natural “ample” line bundles on the various partial affine flag
varieties attached to a fixed loop group. In the next section we demonstrate an example of the
kind of application of this conjecture we have in mind.
We continue to assume that k is algebraically closed and that G is a simply connected
semi-simple and absolutely simple group over K = k((t)) which splits over the tamely ram-
ified extension K ′ of K . Since this is the case we are mostly interested in, we also assume
char(k) = p > 0. We continue to use the notation of the previous section; in particular B is an
Iwahori subgroup. Recall that we denote by S the corresponding set of simple affine roots.
10.a. We first explain the construction of certain ample line bundles.
Proposition 10.1. Denote by F = LG/L+B the full affine flag variety. There is an isomorphism
Pic(F) ∼−→ ZS =
⊕
i∈S
Zi
from the Picard group of line bundles on F to ZS, defined by the degrees of the restrictions to
the projective lines corresponding to the simple affine roots.
Proof. We can assume that B is an Iwahori subgroup given as in Section 9.a. Let us recall
that by the projective line P1αi ↪→ F that corresponds to the simple affine root αi we mean the
image of L+Pi/L+B in F ; this coincides with the image of P1 → F = LG/L+B given by the
homomorphism φαi :SL2 → LG defined in Section 9.b. The main point now is that our previous
results allow us to refer to the Kac–Moody context. Use Section 7.c with the choice of positive
roots and Chevalley basis the same to the choice that gives B as in Section 9.a. Then, in view
of (9.26), our statement is given by [33, XVIII, Prop. 28] (see also [33, XII, Lemme 76] and its
proof). These references construct a line bundle L(λ) for each weight λ ∈ (⊕Z · hi)∗. Roughly
speaking, the line bundle L(λ) can be identified with the homogeneous line bundle on the affine
flag variety attached to the character λ of the Iwahori subgroup in Kac–Moody theory. The degree
of the restriction of L(λ) to the projective line corresponding to the simple affine root αi is then
λ(hi) and so in our notation i = h∗i . 
Remarks 10.2. (i) By restricting a character λ of the Iwahori subgroup as above to the center of
the Kac–Moody central extension, we obtain a homomorphism
c : Pic(F)= ZS → Z. (10.1)
The image c(L) of a line bundle L on F is called its central charge. It is given explicitly as
follows.
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Cartan matrix. By [24, (6.1.1)], there exists an element (a∨0 , . . . , a∨l ) ∈ (Z0)l+1 such that(
a∨0 , . . . , a∨l
) ·A= (0, . . . ,0),
and such that a∨i = 1 for at least one i with 0 i  l. This element is obviously uniquely deter-
mined. Then
c(i)= a∨i , i = 0, . . . , l. (10.2)
Indeed, this follows from the formula K =∑i a∨i α∨i [24, p. 80] for the canonical generator of
the center of g′KM(G), once i is identified with h∗i as in the proof of Proposition 10.1 above.
(ii) Let G be split and write G=G0 ⊗k K . Let P =G0 ⊗k k[[t]] be the corresponding maximal
parahoric subgroup. Let T ⊂G0 be a maximal torus and B the Iwahori subgroup obtained as the
inverse image of a Borel subgroup containing T under the reduction map
L+P →G0.
In [13, p. 54], Faltings constructs a central extension
1 → Gm → L˜G→ LG→ 1 (10.3)
which acts on all line bundles on F . The Lie algebra of L˜G is the formal version of g′KM(G). We
may consider T as a subgroup of L+P (constant loops). Let T˜ be the inverse image of T in L˜G.
Then X∗(T˜ ) may be identified with the character group of the Iwahori subgroup in Kac–Moody
theory and we obtain a canonical isomorphism
X∗(T˜ ) ∼−→ Pic(F). (10.4)
Let {α1, . . . , αl} be the set of simple roots of T with respect to the fixed Borel subgroup, and let
α0 = 1 − θ be the remaining simple affine root. Then we may identify X∗(T ) with ⊕li=1 Zi ,
whereas X∗(T˜ ) is identified with
⊕l
i=0 Zi via Proposition 10.1 and (10.4). In terms of these
identifications, the canonical inclusion ι :X∗(T ) ↪→X∗(T˜ ) is given as
ι(i)= i − a∨i 0, i = 1, . . . , l. (10.5)
Indeed, this follows from the equalities
deg
(L(ι(i)) ∣∣ P1αi )= δij , i, j = 1, . . . , l,
c
(L(ι(i)))= 0, i = 1, . . . , l.
The central extension (10.3) has a unique splitting over L+P . This also yields a splitting of the
exact sequence
0 →X∗(T ) ι−→X∗(T˜ ) c−→ Z → 0. (10.6)
In terms of the identification X∗(T˜ ) =⊕li=0 Zi , this splitting is given by sending 1 ∈ Z to 0.
This follows from [13, Thm. 7] (the last two bullets) and the above.
G. Pappas, M. Rapoport / Advances in Mathematics 219 (2008) 118–198 17310.a.1. The result of Proposition 10.1 in the case of a split group G = G0 ⊗k K is shown
in [13, Cor. 12], by using the “big cell” in F . Proposition 10.1 can be shown in all cases, except
when G is of type A(2)2m, by appealing to the results of [13] without using the identification (9.26)
of the two types of affine flag varieties and the results of [33]. In this paragraph, we take some
time to explain this claim; our arguments are also useful for the rest of the paper.
To see the injectivity of the homomorphism in the statement of the proposition, consider a
line bundle on F with zero restriction degrees. This line bundle then has trivial restriction to any
Demazure variety D(w˜) and hence to any Schubert variety Sw , cf. [13, proof of Cor. 12]. The
injectivity assertion therefore follows from Proposition 9.9. To show the rest of our claim, we
present G as the invariants under σ in H ′ = ResK ′/K(HK ′), where H is a split group and where
σ = σ0 ⊗ τ , as in Section 7.
In fact, we will show that under the restriction homomorphism
Pic(FH )→ Pic(F) ↪→ ZS (10.7)
the image of Pic(FH ) is the subgroup
⊕
i∈S Zκ(i)i . Here we set κ(i) = 2 or 1, according as the
vector part of the affine root αi is a multipliable root or not. Recall that κ(i) = 1 for all i unless
G is of type A(2)2m. It is enough to show that the image of the restriction homomorphism contains
the elements κ(i)i . Recall from Section 9 that we fixed a Chevalley–Steinberg system relative
to the splitting of G over K ′. We may write any affine root α in the form
α = ν(α)+m, m ∈ 1[K ′ :K] · Z,
cf. Section 9. Here a = ν(α) ∈ Φ is a root of (G,S). Now a is the restriction of an absolute root
a′ of (G⊗K K ′, T ′), and the absolute roots a′ with this property form a single orbit {a′} under σ .
Recall also from Section 9 the group homomorphism πa :Ga → G. Set HaK ′ := Ga ×K K ′. We
have Ha =∏{a′} SL2/K ′ in case (I) and HaK ′  SL3/K ′ in case (II). The homomorphism πa
induces injective homomorphisms
π ′a :HaK ′ →HK ′ (10.8)
and we can see that these give corresponding injective maps between affine flag varieties
π ′a :FHa = LHa/L+BH
a →FH = LH/L+BH . (10.9)
Note that by definition, P1α ↪→FG ⊂FH factors through
P1α ↪→FGa ⊂FHa .
Consider now the simple affine root αi = ai + mi that corresponds to the index i. Note that
α′i = a′i + mi , for all a′i in the σ -orbit that correspond to ai , are simple affine roots for HK ′ .
Appealing to the case of a split group, we find a line bundle on the affine flag variety FH with
restriction of degree 1 to the projective line corresponding to one α′i = a′i + mi in the σ -orbit,
and degree 0 to the projective lines corresponding to all other simple affine roots of HK ′ . By
restriction this induces a line bundle on FG ⊂ FH . We claim that this line bundle has image
κ(i)i in ZS under our homomorphism.
174 G. Pappas, M. Rapoport / Advances in Mathematics 219 (2008) 118–198Suppose that β = b + m is a simple affine root of G. First assume that b is not in the ray of
the root a. Then by appealing to the injectivity of the homomorphism of the proposition applied
to Hb we can see that the restriction of this line bundle to FHb is trivial. Hence, the restriction
of this line bundle to P1β is also trivial.
It remains to deal with the case that b is in the ray of ai . Note that the simple affine roots of
Hb can be identified with a subset of the set of simple affine roots of H .
First assume that neither 2ai nor ai/2 are roots. Then Gb = Gai = ResL/K SL2 with L = K
or K ′. The embedding P1αi ↪→FGai ⊂FG ⊂FH factors through a commutative diagram
P1αi FGai
∏
{α′i } P
1
α′i
∏
{a′i }FSL2 .
(10.10)
Here again {a′i} is the σ -orbit corresponding to ai , {α′i} = {a′i +mi}, and FHai =
∏
{a′i }FSL2 ⊂FH . The left vertical arrow is the diagonal embedding. We can see that the pull-back of our line
bundle on FH to
∏
{α′i } P
1
α′i
has degree 1 on one of the factors and is trivial on all the others.
Hence our claim follows.
Now assume that either 2ai or ai/2 is a root. Then Ga = SU3, Ha = SL3/K ′ and we can
reduce to the case G = SU3. In this case, there are two simple affine roots β1, β0 which cor-
respond to the σ -orbits {α1 + 0, α2 + 0} and {−(α1 + α2) + 12 } of affine roots of SL3 (with
the standard notation). The homomorphism φβ1 :SL2 → LSU3 factors through the “constants”
(SL3)σ0 = SO3. (This follows from the definition of φβ1 in Section 9.b since in this case m= 0.)
Therefore the embedding P1β1 ↪→FSU3 factors through a commutative diagram
P1β1 FSU3
SL3/B FSL3
(10.11)
and the left vertical morphism identifies P1β1 with the space of isotropic flags.
The homomorphism φβ0 :SL2 → LSU3 → LSL3 agrees (up to an automorphism of the
target) with the homomorphism φα0 :SL2 → LSL3 associated to the simple affine root α0 =
−(α1 + α2)+ 12 of SL3/K ′ . This gives a commutative diagram
P1β0 FSU3
P1α0 FSL3
(10.12)
where the left vertical map is an isomorphism.
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two ample generators of the Picard group of SL3/B . Either of them has restriction of degree 2
on the P1 of isotropic flags and so the degree of its restriction to P1β1 is 2. Using the commutative
diagram (10.12) we can see that its restriction to P1β0 is 0. This shows our claim in this case. The
case of αi = β0 is similar (the restriction of the line bundle to P1β0 , resp. P1β1 , has degree 1, resp.
degree 0).
10.a.2. It will be convenient for the rest of the paper to introduce the following notation for
the partial affine flag varieties associated to G. If Y is a non-empty subset of the set of simple
affine roots S, we set WY = WS−Y , PY = PS−Y and FY = LG/L+PY = FS−Y . Therefore,
F =FS.
Assume that the weight λ =∑nii is dominant, i.e. ni  0 for all i. It follows from its
construction (see the references in the proof of Proposition 10.1) that the corresponding line
bundle L(λ) comes by pull-back from an ample line bundle L(λ)Y on FY for Y = Y(λ) := {αi ∈
S | ni > 0}. Here ample is meant in the sense that the restriction of L(λ)Y to any Schubert variety
is ample.
For Y ⊂ S, let us now consider the line bundles
L(Y ) = L
(∑
i∈Y
i
)Y
, L′(Y ) = L
(∑
i∈Y
κ(i)i
)Y
on FY . Let Y = {i1, . . . , is} and consider the closed embedding of ind-schemes,
FY ↪→F i1 ×F i2 × · · · ×F is . (10.13)
Then L(Y ) is the restriction of the line bundle
L(i1)L(i2) · · ·L(is) (10.14)
on F i1 × F i2 × · · · × F is and similarly for L′(Y ). Notice here that the restriction of L(Y ) to
a Schubert variety Sw in FY is ample, and hence by the Frobenius splitting of Sw we have
Hi(Sw,L(Y )) = 0 for i > 0, and similarly for any positive tensor power of L(Y ) and for any
closed subset of FY which is a finite union of Schubert varieties (or more generally B-orbits).
These statements are also true for L′(Y ).
Remark 10.3. For G= SLn resp. Sp2r , the sheaf L(Y ) = L′(Y ) is explicitly constructed in [19,
3.2.2]. As we shall see below we can also obtain a relatively explicit description for L′(Y ) in
the case of the ramified special unitary group of dimension n as in Section 4. If n = 2m + 1 is
odd, resp. n= 2m is even, then we may identify the set of simple affine roots S with {0, . . . ,m},
resp. {0, . . . ,m − 2,m,m′}, by associating to i ∈ {0, . . . ,m}, resp. i ∈ {0, . . . ,m − 2,m,m′},
the unique simple reflection that does not stabilize the lattice λi . For Y ⊂ S let I = I (Y ) be
the corresponding subset of {0, . . . ,m}, resp. i ∈ {0, . . . ,m − 2,m,m′}. Recall the definition of
I  = {i0 < · · ·< ik} as in 4.b, and let F ′I  be the corresponding variety of special hermitian lattice
chains (see (4.8) and (4.11)). By Remark 4.2 the partial affine flag variety FY for SUn can be
identified with a connected component of F ′  .I
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between t−Nλ0 and tNλ0. We get a closed embedding
Sw ↪→
∏
iq∈I 
Grass
(
t−Nλ0/tNλ0, niq
)
, (10.15)
where niq = dimk λiq /tNλ0. The restriction of L′(Y ) to Sw is then the pullback of the exterior
tensor product of the very ample generators of the Picard groups of the various Grassmann vari-
eties occurring in this product. Indeed, this follows from the corresponding expression for these
line bundles in the case of SLn and the fact that we can obtain the line bundle L′(Y ) as a re-
striction via the embedding FSUn ↪→ FSLn . (Cf. 10.a.1. Here we view SUn as an outer form
of SLn.)
10.b. We now let T be the centralizer torus of S in G and denote by Tad the image of T in
the adjoint group. To μ ∈ X∗(Tad) we attach its image λ in the coinvariants X∗(Tad)I . By (8.1)
we can consider λ as an element in the Iwahori–Weyl group W˜ad of Gad. After the choice of a
special vertex x in the chosen alcove we can write a commutative diagram
Wa  W(xΣ) Q∨(xΣ)
W˜ad ↪→ W(xΣ)  P∨(xΣ).
Here Q∨(xΣ), resp. P∨(xΣ), is the group of coroots, resp. of coweights, of the finite root sys-
tem xΣ , cf. [42, §3] or (8.8), and λ ∈ P∨(xΣ). In the sequel we write W0 for the finite Weyl
group W(xΣ). We extend in the obvious way the Bruhat order from Wa to W˜ad =Wa  Ωad.
We consider the admissible subset of W˜ad associated to the coweight μ,
Adm(μ)= {w ∈ W˜ad ∣∣w w0(λ) :=w0λw−10 for some w0 ∈W0}. (10.16)
The set Adm(μ) only depends on the geometric conjugacy class of the one-parameter sub-
group μ, cf. [42, §3]. Note that all elements of Adm(μ) have the same image in W˜ad/Wa =Ωad.
Denoting by τ this common image of all elements of Adm(μ) in Ωad, we can define the subset
Adm(μ)◦ of Wa by
Adm(μ)◦ = Adm(μ) · τ−1
so that Adm(μ)= {w ∈ W˜ad |w =w′ · τ with w′ ∈ Adm(μ)◦}.
For a non-empty subset Y of the set of simple affine roots, let Y ◦ ⊂ S be the subset that
corresponds to the set of simple reflections of the form {τ · si · τ−1 | i ∈ Y } where si is the
reflection corresponding to the simple affine root parametrized by i ∈ Y .
We may define the subset AdmY (μ) of W˜ad by WY · Adm(μ) ·WY and the subset AdmY (μ)◦
of Wa by
AdmY (μ)◦ :=WY · Adm(μ)◦ ·WY ◦ .
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Let
A(μ)◦ =
⋃
w∈Adm(μ)◦
Sw ⊂F , AY (μ)◦ =
⋃
w∈AdmY (μ)◦
L+B · nw ⊂FY 0 (10.17)
be the closed reduced subset, union of all Schubert varieties (resp. L+B-orbits) for w in the
μ-admissible set (translated into the neutral component).
We are interested in the dimension
h
(μ)
Y (a)= dimH 0
(AY (μ)◦,L′(Y ◦)⊗a). (10.18)
This is given by a polynomial in a. By our previous remarks on the comparison between our
set-up and the Kac–Moody theory, and using Littelmann’s path model [31], we can write
h
(μ)
Y (a)=
∣∣∣∣
{
LS-paths π of shape a ·
( ∑
αi∈Y ◦
κ(i)i
) ∣∣∣ i(π) ∈ AdmY (μ)◦/WY 0}∣∣∣∣.
Here i(π) denotes the initial direction of π in Wa . We see therefore that the polynomial h(μ)Y
has a purely combinatorial description. We want to give a (conjectural) explicit formula for the
polynomials h(μ)Y .
Assume that μ ∈X∗(Tad) is given by a cocharacter μ : Gm →Gad ⊗K Ksep over the separable
closure Ksep of K (here we abuse notation by using the same symbol for the cocharacter of Gad).
In fact, since G is split over K ′, μ is given by μ : Gm → Had ⊗K K ′ (the notation is as in
Section 7).
Let us first suppose that μ is miniscule. Let e = [K ′ : K] and let {μ = μ(1), . . . ,μ(e)} be
the orbit of μ under the automorphism σ0 of H . Denote by P(μ(j)) a corresponding maximal
parabolic subgroup of HK ′ = GK ′ . Let X(μ(j)) = H/P(μ(j)) be the corresponding homoge-
neous space over K ′, and let L(μ(j)) be the ample generator of the Picard group of X(μ(j)).
Note that
X(μ)=GK ′/P (μ)=
(
e∏
j=1
X
(
μ(j)
))σ0 ⊂ e∏
j=1
X
(
μ(j)
) (10.19)
and that the restriction of ej=1L(μ(j)) to this fixed point scheme is L(μ)⊗e . We introduce the
polynomial in a,
h(μ)(a)= dimH 0(X(μ),L(μ)⊗e·a). (10.20)
Now assume that μ= μ1 + · · · +μr is a sum of minuscules. Then we set
h(μ) = h(μ1) · h(μ2) · · · · · h(μr ). (10.21)
Note that this is independent of the way μ is written as a sum of minuscules. Also note that
h(μ)(a)= dimH 0(X(μ1)×X(μ2)× · · · ×X(μr), (L(μ1)L(μ2) · · ·L(μr))⊗e·a).
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if G = SLn and μ = μr = (1r ,0n−r ) is a minuscule coweight, then X(μ) is the Grassmannian
Gr(r,n) of r-planes in a vector space of dimension n, and h(μ)(a) equals the degree of the
irreducible representation of PGLn of highest weight a · (1 + · · · + r).
Conjecture 10.5. Assume that μ is minuscule, or a sum of minuscule coweights. Let Y ⊂ S. Then
h
(μ)
Y (a)= h(μ)
(|Y | · a), ∀a = 1,2, . . . .
In particular, taking Y = {αi} for αi ∈ S, the polynomial h(μ){αi }(a) is independent of αi .
Remark 10.6. A somewhat weaker version of this conjecture would assert the existence of a
polynomial h(μ) for which the above identity holds. It is this coherence statement that is really
important for the applications of this conjecture we have in mind. We do not know whether the
hypothesis on μ is necessary for this version of the conjecture to hold true.
Theorem 10.7. Let G= SLn or Sp2n. Then Conjecture 10.5 holds true.
Proof. The essential additional ingredient here comes from the results of Görtz on flatness of
local models for Shimura varieties [18,19]. Let us first consider the case where G = SLn and
where μ = (1r ,0n−r ) is minuscule. Let us number the set of simple affine roots in the usual
way by s0, . . . , sn−1. Denoting by K0 the fraction field of W , let Λi be the W -lattice in V =Kn0
generated in terms of the standard basis e1, . . . , en by p−1e1, . . . , p−1ei, ei+1, . . . , en. Then si
is the unique simple affine reflection that does not fix the lattice Λi . In what follows we will
identify a subset Y of S with a subset of {0,1, . . . , n− 1}.
Consider the local model associated to (GLn,μ) over Spec(W), and to I ⊂ {0, . . . , n − 1},
cf. [18]. This is a flat scheme MI over Spec(W) with generic fiber the Grassmannian GLn/P (μ)
and with reduced special fiber. In fact, this special fiber is isomorphic to AI (μ)◦, cf. [18]. For
I = {i1, . . . , is}, we have a closed embedding
MI ↪→Mi1 ×W · · · ×W Mis . (10.22)
(Here we simply write Mi instead of M{i}.) Recall that Mi is a Grassmannian over W which
represents the functor
Mi(R)=
{Ei ⊂Λi ⊗W R ∣∣ Ei locally on Spec(R) a direct summand of rank r}.
In the generic fiber, this closed embedding is the diagonal embedding of GLn/P (μ) into the
s-fold product of GLn/P (μ) with itself.
In the special fiber this closed embedding is part of a commutative diagram, in which we
denote by F I ◦ the partial affine flag variety LSLn/L+P I ◦ ,
M¯I ↪→ M¯i1 × · · · × M¯is
F I ◦ ↪→ F {i1}◦ × · · · ×F {is }◦ .
(10.23)
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generic fiber isomorphic to the |I |th power of the ample generator L0 of the Picard group of the
Grassmannian.
Since by (10.14) we have L(I ◦) = L({i1}◦) · · ·L({is}◦) | F I ◦ , it suffices to consider the
case where I = {i} consists of a single element. Then by (10.22) the claim will follow in general.
Recall that r is defined by μ = (1r ,0n−r ). The embedding M¯i ↪→ F {i}◦ is given by associating
to the point of M¯i represented by the submodule Ei of Λi ⊗W R = (λi ⊗k[[t]] k)⊗k R the lattice
LEi inside λiR := λi ⊗k[[t]] R[[t]] obtained by taking the inverse image of Ei under the surjective
map
λi ⊗k[[t]] R[[t]] → λi ⊗k[[t]] R. (10.24)
Here λi ⊂ k[[t]]n is the k[[t]]-lattice generated by t−1e1, . . . , t−1ei, ei+1, . . . , en. We obtain
M¯i(R) =
{
L | L lattice with t · λiR ⊂ L⊂ λiR with rk(L/t · λiR)= r
}
.
Notice that P {i}◦ is the stabilizer of the k[[t]]-lattice λri := (1, . . . ,1, t, . . . , t) · λi where there are
n − r copies of t . The lattice λri has the same nth exterior power with L and so, locally on R,
we can write L = g · λri with g ∈ SLn(R((t))). The restriction of L({i}◦) to this space of lattices
has fiber
∧r
(L/tλiR) at the point represented by L, comp. Remark 10.3 above. It follows that
the line bundle L({i}◦) on Mi with fiber ∧r Ei at the point represented by the submodule Ei of
Λi ⊗R is the desired lifting.
From the claim we obtain, by Frobenius splitness and semi-continuity (for flat schemes),
h(μ)
(|I | · a)= dimH 0(SLn/P (μ),L⊗|I |a0 )
= dimH 0(MI ⊗W K0,L(I ◦)⊗a)
= dimH 0(MI ⊗W k,L(I ◦)⊗a)
= dimH 0(AI (μ)◦,L(I ◦)⊗a)
= h(μ)I (a),
which proves the conjecture in this case.
More generally, let G = SLn and let μ = μ1 + · · · + μm be a sum of minuscule coweights.
(Note that, in fact, any coweight of PGLn is a sum of minuscule coweights.) In this case let K ′ be
a totally ramified extension of degree m of K0 = Frac(W), and consider the local model MI at-
tached to the group G= ResK ′/K0(GLn), the coweight (μ1, . . . ,μm), and to I ⊂ {0, . . . , n− 1},
comp. [38]. Then again MI is a flat W -scheme whose special fiber can be embedded in the par-
tial flag variety LGLn/L+P I . In fact, the special fiber is reduced and can be identified with
AI (μ)◦. In this case the geometric generic fiber of MI is the product of the Grassmannians
SLn/P (μ1), . . . , SLn/P (μm). We claim that the same reasoning as before yields the formula
h
(μ)
I (a)=
m∏
dimH 0
(
SLn/P (μj ),L⊗|I |aj
)
. (10.25)j=1
180 G. Pappas, M. Rapoport / Advances in Mathematics 219 (2008) 118–198Here Lj denotes the ample generator of the Picard group of SLn/P (μj ).
To see this, we may again assume that I = {i} consists of a single element. Then Mi is con-
tained in the naive local model Mnaivei . Let E be the reflex field for (G, (μ1, . . . ,μm)), cf. [38].
Then a point of Mnaivei with values in an OE-algebra R is given by
Mnaivei (R)=
{
E ⊂Λi ⊗W R
∣∣∣ a OK ′ ⊗W R-submodule which is locally on Spec(R)
a direct summand as R-module with det(a|E)=
∏
j
ϕj (a)
rj , ∀a ∈OK ′
}
.
Here Λi ⊂ K ′n denotes the OK ′ -lattice generated by π ′−1e1, . . . , π ′−1ei, ei+1, . . . , en, where
π ′ is uniformizer of OK ′ , and ϕ1, . . . , ϕm denote the various K0-embeddings of K ′ into a fixed
algebraic closure K¯0 of K0 and rj is defined by μj = (1rj ,0n−rj ). The special fiber of Mnaivei is
embedded into F {i}◦ by associating to a point represented by the submodule E of
Λi ⊗W R =Λi ⊗OK ′ (OK ′/pOK ′)⊗k R =
(
λi/t
mλi
)⊗k R
the lattice LE equal to the inverse image of E under the natural map λiR → λiR/tmλiR . Here
again λiR denotes λi ⊗k[[t]] R[[t]]. Hence LE is squeezed as
tmλiR ⊂ LE ⊂ λiR. (10.26)
The value of L{i}◦ on LE is
∧max
(LE/tmλiR). Consider the line bundle Lnaive on Mnaive with
fiber
∧max
(E) at the point represented by the submodule E . If E represents a point of the geo-
metric generic fiber, then
E =
m⊕
j=1
Eϕj , (10.27)
where K ′n ⊗K0 K¯0 =
⊕
(K¯n0 )ϕj and Eϕj := E ∩ (K¯n0 )ϕj is a subspace of dimension rj . Now∧max E =∧max(Eϕ1)⊗ · · · ⊗∧max(Eϕm), (10.28)
and this is the fiber at E = (Eϕ1 , . . . ,Eϕm) of the exterior tensor product of the line bundles
L1, . . . ,Lm on the factor Grassmannians. It follows that the restriction L of Lnaive to the local
model is a lifting of the restriction of L{i}◦ to the special fiber of Mi , and has geometric generic
fiber equal to the exterior tensor product of L1, . . . ,Lm. The formula (10.25) above now follows
as in the minuscule case.
The case G= Sp2n, and when μ is a multiple of the unique minuscule coweight is analogous.
Instead of the local models for ResK ′/K0(GLn) one uses the local models for ResK ′/K0(GSp2n),
cf. [19] and [38]. 
Remark 10.8. In the previous proof we used the local models for the group GLn over K0, resp.
for ResK ′/K0(GLn). In fact, the same proof works, if K0 is replaced by the fraction field of any
complete discrete valuation ring with residue field k. In particular, one can take this dvr of equal
characteristic, e.g. k[[t]].
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In this section we will show how to embed the special fiber of the local model attached to a
ramified unitary group into an affine flag variety. The structure results of the preceding sections
have then interesting consequences for these local models (see also [39]).
We use a notation that is modeled on that of Section 4. Let F be a complete discretely valued
field with ring of integers OF and perfect residue field k of characteristic = 2. Let F ′/F be a
ramified quadratic extension and let π ′ ∈ F ′ be a uniformizer with π¯ ′ = −π ′. Let V be a F ′-
vector space of dimension n 2 and let
φ :V × V → F ′
be a F ′/F -hermitian form. We assume that φ is split. This means that there exists a basis
e1, . . . , en of V such that
φ(ei, en−j+1)= δij , ∀i, j = 1, . . . , n.
As in Section 4 we have two associated F -bilinear forms,
(x, y)= TrF ′/F
(
φ(x, y)
)
, 〈x, y〉 = TrF ′/F
(
π ′−1 · φ(x, y)).
For any OF ′ -lattice Λ in V we set, as in Section 4,
Λˆ= {v ∈ V ∣∣ φ(v,Λ)⊂OF ′}= {v ∈ V ∣∣ 〈v,Λ〉 ⊂OF ′}.
Similarly, as in Section 4, we set
Λˆs = {v ∈ V ∣∣ (v,Λ)⊂OF },
so that Λˆs = π ′−1 · Λˆ. For i = 0, . . . , n− 1, set
Λi = spanOF ′
{
π ′−1e1, . . . , π ′−1ei, ei+1, . . . , en
}
.
Then we may complete these lattices to a periodic lattice chain by putting for j ∈ Z of the form
j = kn+ i with 0 i < n,
Λj = π ′−k ·Λi.
This lattice chain is selfdual and periodic. More precisely, we have Λˆj = Λ−j , for all j , and
π ′ ·Λj =Λj−n.
Now we fix non-negative integers r, s with n = r + s. We set E = F ′ if r = s and E = F if
r = s (this is the reflex field of the local model we are about to define). We now define as follows
a functor Mnaive on the category ofOE-schemes. A point of Mnaive with values in anOE-scheme
S is given by a OF ′ ⊗OF OS submodule
Ej ⊂Λj ⊗OF OS (11.1)
for each j ∈ Z. The following conditions are imposed.
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(b) For each j < j ′, there is a commutative diagram
Λj ⊗OF OS Λj ′ ⊗OF OS
∪ ∪
Ej Ej ′
and for each j , the isomorphism π ′ :Λj →Λj−n induces an isomorphism of Ej with Ej−n.
(c) We have E−j = E⊥j where E⊥j is the orthogonal complement of Ej under the perfect pairing
(Λ−j ⊗OF OS)× (Λj ⊗OF OS)→OS
given by 〈,〉 ⊗OF OS .
Next note that Ej is an OF ′ ⊗OF OS -module, hence OF ′ and OE act on it. We require further
that
(d) For each j , the characteristic polynomial of the action of π ′ equals
det
(
(T id − π ′) | Ej
)= (T − π ′)r · (T + π ′)s ⊂OE[T ].
This concludes the definition of the functor Mnaive, which is obviously representable by a pro-
jective scheme over Spec(OE). We call Mnaive the naive local model associated to the group
GU(V,φ), the signature type (r, s) and for the complete lattice chain Λj , j ∈ Z. Note that the
geometric generic fiber of Mnaive is isomorphic to the Grassmannian of r-planes in n-space.
We can generalize this definition to incomplete selfdual periodic lattice chains as follows. Let
I be a non-empty subset of the set of simple roots, which we identify as in Remark 10.3 with a
subset of {0, . . . ,m} in case n = 2m + 1 is odd, resp. with a subset of {0, . . . ,m − 2,m,m′} in
case n = 2m  4 is even. We also recall that we associated to I a totally ordered subset I  of
{0, . . . ,m− 1,m} resp. {0, . . . ,m− 1,m,m′}. Here I = I  unless n is even and {m,m′} ⊂ I . In
the last case, I  is obtained from I by replacing m′ by m − 1 and keeping all other elements.
It is obvious that, conversely, I  determines uniquely I . In order to obtain transition morphisms
between naive local models in all cases, we will only consider subsets I which in case n = 2m
have the property that if m′ ∈ I , then {m,m′} ⊂ I . (We refer to Remark 4.2C for an explanation of
why we do not loose much information by only considering subsets I with this property.) Now I
defines an incomplete lattice chain by including all Λj in the chain with j of the form j = kn± i
with i ∈ I . Correspondingly, we obtain a functor Mnaive
I 
by only giving the submodules Ej
for j in this subset of Z. Therefore the case of complete lattice chains is obtained as Mnaive =
Mnaive{0,...,m}. We have forgetful morphisms of projective schemes
Mnaive →Mnaive and Mnaive′  →Mnaive for I ′ ⊃ I. (11.2)I I I
G. Pappas, M. Rapoport / Advances in Mathematics 219 (2008) 118–198 183We now construct natural embeddings of the special fibers M¯naive
I 
=Mnaive
I 
⊗OE k into a vari-
ety of hermitian lattice chains of the type considered in Section 4. For this we fix identifications
compatible with the actions of π ′, resp. u,
Λj ⊗OF k = λj ⊗k[[t]] k
which sends the natural bases of each side to one another. We therefore also obtain a k[[u]]/(u2)-
module chain isomorphism
Λ• ⊗OF k  λ• ⊗k[[t]] k, (11.3)
which is in fact an isomorphism of polarized periodic module chains [43]. Let R be a k-algebra.
For an R-valued point of Mnaive
I 
we have
Ej ⊂Λj ⊗OF R = (λj ⊗k[[t]] k)⊗k R, j = kn± i, i ∈ I .
Let Lj := u−1LEj where LEj ⊂ λj ⊗k[[t]] R[[t]] is the inverse image of Ej under the canonical
projection
λj ⊗k[[t]] R[[t]] → λj ⊗k[[t]] R. (11.4)
If I  = {i0 < i1 < · · ·< ik}, then
· · · ⊂ Li0 ⊂ Li1 ⊂ · · · ⊂ u−1Li0 = Li0+n ⊂ · · ·
is a periodic lattice chain in R((u))n which satisfies conditions (a) and (b) in Section 4.b, and
which therefore defines an R-valued point of FI  . We obtain in this way a morphism
ιI  :M
naive
I 
⊗OE k ↪→FI  , (11.5)
which is a closed immersion (of ind-schemes).
For I ′ ⊃ I , we have a commutative diagram
Mnaive
I ′  ⊗OE k FI ′ 
Mnaive
I 
⊗OE k FI  .
The horizontal morphisms are equivariant for the actions of the stabilizer groups of Section 4,
L+PI ′ resp. L+PI , in the sense of [38, Section 6].
Examples show [39] that Mnaive
I 
is not flat over OE in general. We define M locI  to be the flat
closure of the generic fiber Mnaive ⊗O E in Mnaive . Since the generic fibers Mnaive ⊗O E areI E I I E
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embeddings,
M loc
I ′  M
naive
I ′ 
M loc
I 
Mnaive
I 
,
whose generic fibers are all the identity morphism. Note that, since the generic fiber of M loc
I 
is
connected, so is its special fiber.
Remark 11.1. As we have seen in Section 4 the stabilizer group PI is not always a parahoric
subgroup of Un, but that its intersection P ′I with SUn always is a parahoric subgroup. Further-
more, the use of the lower index is “complementary” to its use elsewhere in the paper (e.g., if
I = {0, . . . ,m} resp. I = {0, . . . ,m− 2,m,m′}, then PI is an Iwahori subgroup of Un). To avoid
a notational conflict, we will denote for the rest of the paper by P I the parahoric subgroup of
SUn corresponding to the subset I of the set of simple affine roots, as in Section 10 above. The
corresponding parahoric subgroup of Un will be denoted by P I (Un).
Lemma 11.2. Let μ be the geometric cocharacter of Un ⊗K K¯ GLn given by μ= (1r ,0s), Let
AI (μ) =⋃w∈WI \AdmI (μ)/WI Sw , a closed reduced subset of LUn/L+P I (Un).4 Then AI (μ) is
contained in the image of M loc
I 
⊗OE k under ιI  .
Proof. It suffices to prove this for I = {0, . . . ,m}, resp. I = {0, . . . ,m− 2,m,m′}. In this case,
it suffices to lift the points in an open subset of each maximal stratum Sw to the generic fiber
of M loc, where w = w0(λ) for some w0 ∈ W0. The proof of this statement can be found in [39,
§3.d]. 
Theorem 11.3. Denote by μr the image in the adjoint group of the cocharacter (1r ,0s) of Un.
Assume the validity of Conjecture 10.5 for the pair (G,μ) = (SUn,μr) and for I ◦. Then the
special fiber of M loc
I 
is reduced and in fact isomorphic to AI (μ)◦. Its irreducible components
are normal and with rational singularities.
Proof. As already mentioned above, ιI  is equivariant for the action of L+PI . Hence the image
of ιI  is set-theoretically a union of Schubert varieties. After identifying the special fiber M¯ locI 
of M loc
I 
with its image under ιI  , we have by Lemma 11.2 a closed embedding AI (μ) ⊂ M¯ locI  .
We can identify AI (μ) with the reduced closed subset AI (μ)◦ of the partial affine flag variety
LSUn/P
I ◦
, and similarly for M¯ loc
I 
(note that M¯ loc
I 
is connected and so by our results in Section 6,
(M¯ loc
I 
)red lies in a translate of LSUn/P I
◦ insideFI  , cf. Proposition 6.6). We consider the natural
ample line bundleL′(I ◦) on LSUn/P I ◦ and denote by the same symbol its restrictions toAI (μ)◦
and (M¯ loc
I 
)red. We will show that the restriction of L′(I ◦) to (M¯ locI  )red lifts to a line bundle L′(I ◦)
on M loc
I 
with geometric generic fiber isomorphic to the 2|I |-fold tensor power of the ample
4 In Section 10, AdmI (μ) is only defined in the case of an adjoint group, but the general definition is the same.
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that the inclusions AI (μ)◦ ⊂ (M¯ loc
I 
)red ⊂ M¯ locI  are equalities, it suffices to prove that
dimH 0
(AI (μ)◦,L′(I ◦)⊗a)= dimH 0(M¯ loc
I 
, L¯′
(
I ◦
)⊗a) (11.6)
for all a  0, or also χ(AI (μ)◦,L′(I ◦)⊗a) = χ(M¯ loc
I 
, L¯′(I ◦)⊗a) (equality of the Hilbert poly-
nomials). This follows by Conjecture 10.5 for I ◦, since by the flatness of M loc
I 
over OE we
have
χ
(
M¯ loc
I 
,L
(
I ◦
)⊗a)= χ(M loc
I 
⊗OE E¯,L(μr)⊗2a|I |
)= h(μ)(|I | · a).
It remains to construct the line bundle L′ = L′(I ◦) and for this we may replace the local model
by the naive local model. Furthermore, by the Kunneth type argument used in the proof of (10.7)
we may assume that I  consists of a single element {i}.5 We claim in this case that the line bundle
L′ with value
∧max E in the point of Mnaive{i} represented by the subspace E of Λi ⊗OF OS has the
required property. Let us calculate this line bundle on the special fiber and the geometric generic
fiber.
If E represents a point of the special fiber which is mapped to the lattice u−1LE under ι{i},
then we have an inclusion of lattices as in (10.3),
uNλi ⊂ u−1LE ⊂ u−Nλi.
By Remark 10.3, the value of L′({i}◦) at u−1LE is equal to
∧max
(u−1LE/uNλi). Hence the
restriction ι∗{i}L′({i}◦) is indeed isomorphic to the restriction of L′ to the special fiber M¯naive{i} .
Let us now consider the pullback of L′ to the geometric generic fiber of Mnaive{i} . Now
V ⊗F F ′ = V1 ⊕ V2,
according to the two F -automorphisms of F ′. A point E of the geometric generic fiber corre-
sponds to a pair of subspaces, E1 of V1 and E2 of V2, of dimension r and s respectively, which
are the mutual annihilators of each other under the pairing V1 × V2 → F ′ induced by the hermi-
tian form φ on V . We therefore obtain a closed embedding
Mnaive{i} ⊗OE F ′ ↪→Gr(r,n)F ′ ×Gr(s,n)F ′ .
(Note that this is an example of (10.19).) Now
∧max E =∧max E1 ⊗∧max E2.
Hence the pullback of L′ to the geometric generic fiber is isomorphic to the exterior tensor prod-
uct of the two ample generators of the Picard groups of Gr(r,n), resp. Gr(s,n). By identifying
Mnaive{i} ⊗OE F ′ with the Grassmannian Gr(r,n)F ′ , this pull back becomes the second tensor
power of the ample generator of the Picard group of Gr(r,n). This proves our claim.
5 Or, that n= 2m and that I  = {m− 1,m}. This case is handled in the same way.
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image of AI (μ)◦ under the projection LSUn/L+B → LSUn/L+P I ◦ is a union of Schubert
varieties, which, by Theorem 8.4, are normal, simultaneously Frobenius split and with rational
singularities. Hence the same holds also for the irreducible components of AI (μ)◦. 
Remark 11.4. For some index sets I , one can prove directly the statements in Theorem 11.3, and
then deduce Conjecture 10.5 for I ◦. We mention the following fact.
Suppose that I = {m}(= I ) if n = 2m is even and that I = {0} if n is odd. Then the local
model M locI has reduced irreducible special fiber which is normal, Frobenius split, and has only
rational singularities. In fact, M¯ locI =AI (μ).
Indeed, in [39, §5], we show that, in these cases, the special fiber is irreducible and contains
an open subset which is reduced and equal to an open subset of the Schubert cell correspond-
ing to the image in WI\W˜/WI of the element λ in W˜ arising from μ. The underlying reduced
scheme (M¯ locI )red is therefore the Schubert variety AI (μ) in LUn/L+P I (Un). We deduce from
Theorem 8.4 that (M¯ locI )red is normal, Frobenius split and has only rational singularities. Now
an application of Hironaka’s lemma [21, IV.5.12.8] to the flat OE-scheme M locI shows that
(M¯ locI )red = M¯ locI =AI (μ).
We note that, even though for I as above the parahoric subgroup P ′I is a special maximal
parahoric subgroup of SUn, the local model M locI is rarely smooth. This is in contrast to what
happens for the groups G = GSp2n and G = GLn, cf. [18,19]. More precisely, for such I , M locI
is smooth only in the following cases: r = 0, or r = n, or n= 2m is even and r = 1 or r = n− 1.
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Let G be a connected reductive group over a strictly henselian discretely valued field L. Kottwitz
defines in [6] a functorial surjective homomorphism
κG :G(L)−→X∗
(
Zˆ(G)I
)
. (1)
Here I = Gal(L¯/L) denotes the absolute Galois group of L.
Let B be the Bruhat–Tits building of the adjoint group of G. Then G(L) operates on B.
Definition 1. A parahoric subgroup of G(L) is a subgroup of the form
KF = Fix(F )∩ KerκG,
for a facet F of B. An Iwahori subgroup of G(L) is the parahoric subgroup associated to an
alcove of B.
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KF ′ = gKFg−1.
In particular, since G(L) acts transitively on the set of all alcoves, all Iwahori subgroups are
conjugate.
We shall see presently that this definition coincides with the one of Bruhat and Tits [5, 5.2.6].
They associate to a facet F in B a smooth group scheme GF over SpecOL with generic fiber G
and the open subgroup G◦F of it with the same generic fiber and with connected special fiber, and
define the parahoric subgroup attached to F as P ◦F = G◦F (OL); from their definition it follows
that P ◦F ⊆ Fix(F ). We denote by G(L)1 the kernel of κG.
For a facet F , let as above P ◦F be the associated parahoric subgroup in the BT-sense. Our first
goal is to prove the following proposition.
Proposition 3. For any facet F in B, we have P ◦F =KF .
Proof. (a) If G = T is a torus, then T (L)1 is the unique Iwahori subgroup, cf. [8, Notes at the
end, no. 1]. Hence the result follows in this case.
(b) If G is semisimple and simply connected, then G(L)1 = G(L). The assertion therefore
follows from [5, 4.6.32], which also proves that GF = G◦F , where GF is the group scheme defined
in [5, 4.6.26].
(c) Let G be such that Gder is simply connected. Let D = G/Gder. We claim that there is a
commutative diagram with exact rows
1 Gder,F (OL) G◦F (OL) D◦(OL) 1
1 Kder KF D(L)1.
The bottom row involves parahoric subgroups associated in our sense to the facet F , and the top
row involves those defined in [5] and comes by restricting the exact sequence
1 −→Gder(L)−→G(L)−→D(L)−→ 1
to OL-points of the appropriate Bruhat–Tits group schemes (and more precisely in the case of
D◦(OL), the group D is the lft Neron model of DL; cf. [8, Notes at the end, no. 1]). The vertical
equalities result from (a) and (b) above. The vertical arrow is an inclusion (but we need to justify
its existence, see below) making the entire diagram commutative.
Let us first construct the top row. The key point is to show that the map G(L) −→ D(L)
restricts canonically to a surjective map G◦F (OL) −→ D◦(OL). We shall derive this from the
corresponding statement involving the lft Neron models of D and of a maximal torus T ⊂ G.
Let S denote a fixed maximal L-split torus in G, and define T = CentG(S), a maximal torus
in G since by Steinberg’s theorem G is quasisplit. Also define Tder :=Gder ∩T = CentGder(Sder),
where Sder = (S ∩Gder)◦, a maximal L-split torus in Gder.
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T (OL)−→D(OL) is surjective, and this implies that T ◦(OL)−→D◦(OL) is also surjective, cf.
[3, 9.6, Lemma 2]. By [5, 4.6.3 and 4.6.7] we have decompositions G◦F (OL) = T ◦(OL)UF (OL)
and Gder,F (OL) = Tder(OL)UF (OL), where UF denotes the group generated by certain root-
group OL-schemes UF,a , which depend on F ; these all fix F . These remarks show that G(L)−→
D(L) restricts to a map G◦F (OL)−→D◦(OL), and also that the latter map is surjective.
The kernel of the latter map is contained in the subgroup of Gder(L) which fixes F , hence
is precisely Kder = Gder,F (OL). This completes our discussion of the first row of the diagram
above.
Since Gder is simply connected, G(L)1 is the inverse image of D(L)1 under the natural pro-
jection G −→ D; hence G◦F (OL) belongs to G(L)1 hence is contained in KF ; this yields the
inclusion which fits in the above diagram and makes it commutative. A diagram chase then
shows that the inclusion G◦F (OL)−→KF is a bijection.
(d) To treat the general case choose a z-extension G′ −→G, with kernel Z where the derived
group of G′ is simply connected. Since X∗(Z)I =X∗(ZˆI ) is torsion-free, the induced sequence
0 −→X∗(ZˆI )−→X∗(Zˆ(G′)I )−→X∗(Zˆ(G)I )−→ 0 (2)
is exact. We therefore obtain an exact sequence
1 −→Z(L)1 −→G′(L)1 −→G(L)1 −→ 1.
It follows that we also have an exact sequence
1 −→ Z(L)1 −→K ′F −→KF −→ 1.
As in (c) one shows that G′(L)→G(L) maps G′ ◦F (OL)= P ′ ◦F onto G◦F (OL)= P ◦F ; in particular,
since P ′ ◦F =K ′F by (c), we deduce P ◦F ⊂G(L)1 and thus P ◦F ⊆KF . The equality P ◦F =KF then
follows from P ′ ◦F =K ′F . 
Remark 4. Proposition 3 makes sense and still holds true if F is replaced with any bounded
non-empty subset Ω ⊂ B which is contained in an apartment. Indeed, one can follow the same
proof, making only the following adjustment in the proof of (b) where G = Gsc: although [5,
4.6.32] is restricted to Ω contained in a facet, the equality G◦Ω(OL) = GΩ(OL) (= fixer of Ω)
which we need requires only the connectedness of the group scheme T occurring in [5, 4.6.32],
which holds here by [5, 4.6.1].
Let F be a facet contained in the apartment associated to the maximal split torus S. Let T be
the centralizer of S, a torus since by Steinberg’s theorem G is quasisplit. Let N be the normalizer
of S. Let KF be the parahoric subgroup associated to F . Let
κT :T (L) −→X∗
(
Tˆ I
)=X∗(T )I
be the Kottwitz homomorphism associated to T , and T (L)1 its kernel.
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T (L)∩KF = T (L)1.
Proof. By functoriality of the Kottwitz homomorphisms, we see T (L)1 ⊂G(L)1. The elements
of KerκT act trivially on the apartment associated to S, hence the inclusion “⊃” is obvious. The
converse follows from the fact that T (L)1 equals T ◦(OL) where T ◦ is the identity component
of the lft Neron model of T (cf. [8, Notes at the end, no. 1]) and the fact that T ◦(OL) is the
centralizer of S in KF , comp. [5, 4.6.4] or [7, 6.3]. 
Let K0 be the Iwahori subgroup associated to an alcove contained in the apartment associated
to S.
Lemma 6.
N(L)∩K0 = T (L)1.
Proof. An element of the LHS acts trivially on the apartment associated to S, hence is contained
in T (L)∩K0 = T (L)1 by the previous lemma. 
Definition 7. Let S ⊂ T ⊂ N be as before (maximal split torus, contained in a maximal torus,
contained in its normalizer). The Iwahori–Weyl group associated to S is
W˜ =N(L)/T (L)1.
Let W0 =N(L)/T (L) (relative vector Weyl group). We obtain an obvious exact sequence
0 −→X∗(T )I −→ W˜ −→W0 −→ 0. (3)
Proposition 8. Let K0 be the Iwahori subgroup associated to an alcove contained in the apart-
ment associated to the maximal split torus S. Then
G(L) =K0.N(L).K0
and the map K0nK0 → n ∈ W˜ induces a bijection
K0\G(L)/K0  W˜ .
More generally, let K resp. K ′ be parahoric subgroups associated to facets F resp. F ′ contained
in the apartment associated to S. Let
W˜K = (N(L)∩K)/T (L)1,
W˜K
′ = (N(L)∩K ′)/T (L)1.
Then
K\G(L)/K ′  W˜K\W˜/W˜K ′ .
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UF ⊂ PF ⊂G(L),
cf. [4, 7.1] (where PF is denoted PˆF ) or [7, 8.8]. By [4, 7.1.8] or [7, 8.10] we have
PF ⊂UF .N(L).
Since UF is contained in the parahoric subgroup P ◦F ⊂ PF , the equality G(L) = PF .N(L).PF ′
([4, 7.4.15] resp. [7, 8.17]) implies the first assertion
G(L)=KF .N(L).KF ′ .
To see the second assertion, we follow closely the proof of [4, 7.3.4]. Assume that n,n′ ∈ N(L)
with n′ ∈ P ◦F nP ◦F ′ , i.e.
n′.n−1 ∈ P ◦F · P ◦nF ′ .
We choose points f ∈ F and f ′ ∈ n · F ′ with
P ◦F = P ◦f , P ◦n.F ′ = P ◦f ′ .
We choose an order on the root system of S, with associated vector chamber D such that
f ∈ f ′ +D.
Then U−f ·U−f ′ ⊂U−f ′ , in the notation of [7, 8.8]. Hence, by [5, 4.6.7] (comp. [7, 8.10]),
P ◦f .P ◦f ′ =
[(
N(L)∩ P ◦f
) ·U+f .U−f ] · [U−f ′U+f ′ · (N(L)∩ P ◦f ′)]
= (N(L)∩ P ◦f ) ·U+f .P ◦f ′
= (N(L)∩ P ◦f ) ·U+f .U+f ′ .U−f ′(N(L)∩ P ◦f ′).
It follows that there exist m1 ∈N(L)∩ P ◦f and m2 ∈N(L)∩ P ◦f ′ such that
m1 · n′n−1m2 ∈U+(L).U−(L).
From the usual Bruhat decomposition it follows that
m1 · n′n−1m2 = 1, i.e.,
m1n
′(n−1m2n)= n.
Since m1 ∈N(L)∩KF and n−1m2n ∈N(L)∩KF ′ , the last equality means that
n≡ n′ in W˜K\W˜/W˜K ′ . 
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the strict henselization of L . Let us assume G is defined over L ; we may assume S, and hence
T and N , are likewise defined over L [5, 5.1.12]. Assume F and F ′ are σ -invariant facets in B.
Write K(L )=Kσ and K ′(L )=K ′σ . We have a canonical bijection
K(L )\G(L )/K ′(L ) ∼−→ [K\G(L)/K ′]σ . (4)
To prove that the map is surjective, we use the vanishing of H 1(〈σ 〉,K) and H 1(〈σ 〉,K ′). To
prove it is injective, we use the vanishing of H 1(〈σ 〉,K ∩ gK ′g−1) for all g ∈ G(L ). The
vanishing statements hold because K , K ′, and K ∩ gK ′g−1 are the OL-points of group schemes
over OL with connected fibers, by virtue of Proposition 3 and Remark 4.
Next, note that, using a similar cohomology vanishing argument,
W˜ σ =N(L )/T (L )∩ T (L)1 =: W˜ (L ),(
W˜K
)σ =N(L )∩K/T (L )∩ T (L)1 =: W˜K(L ).
Now suppose that F and F ′ are σ -invariant facets contained in the closure of a σ -invariant alcove
in the apartment of B associated to S. Then the canonical map
W˜K(L )\W˜ (L )/W˜K ′(L )→ [W˜K\W˜/W˜K ′]σ (5)
is bijective. Indeed, note first that W˜K and W˜K ′ are parabolic subgroups of the quasi-Coxeter
group W˜ (see Lemma 14 below), and that any element x ∈ W˜ has a unique expression in the
form wx0w′ where w ∈ W˜K , w′ ∈ W˜K ′ , such that x0 is the unique minimal-length element in
W˜Kx0W˜K
′
, and wx0 is the unique minimal-length element in wx0W˜K
′
. Secondly, note that
σ preserves these parabolic subgroups as well as the quasi-Coxeter structure and therefore the
Bruhat-order on W˜ . These remarks imply the bijectivity just claimed. Putting (4) and (5) together,
we obtain a bijection
K(L )\G(L )/K ′(L ) ∼−→ W˜K(L )\W˜ (L )/W˜K ′(L ).
Remark 10. We now compare the Iwahori Weyl group with a variant of it in [9].
In [9, p. 32], the following group is introduced. Let T (L)b be the maximal bounded subgroup
of T (L). The affine Weyl group in the sense of [9, p. 32], associated to S is the quotient W˜ ′ =
N(L)/T (L)b. We obtain a morphism of exact sequences
0 X∗(T )I W˜ W0 0
0 Λ W˜ ′ W0 0.
Here Λ=X∗(T )I /torsion. Of course,
Λ= Hom(X∗(T )I ,Z)= T (L)/T (L)b
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kernel isomorphic to T (L)b/T (L)1.
The affine Weyl group in the sense of [9] also appears in a kind of Bruhat decomposition, as
follows. Let
vG :G(L)−→X∗
(
Zˆ(G)I
)
/torsion
be derived from κG in the obvious way. Let C be an alcove in the apartment corresponding to S.
We consider the subgroup
K˜0 = Fix(C)∩ KervG. (6)
Then K0, the Iwahori subgroup corresponding to C, is a normal subgroup of finite index in K˜0.
In fact KervG is the group denoted G1 in [5, 4.2.16], and so by [5, 4.6.28], K˜0 is the group
denoted there Pˆ 1C , in other words the fixer of C in G1. Using [5, 4.6.3, 4.6.7], we have K0 =
T (L)1UC(OL) and K˜0 = T (L)bUC(OL), where UC is the group generated by certain root-group
OL-schemes UC,a which fix C. It follows that K˜0 = T (L)bK0, and
T (L)b/T (L)1  K˜0/K0.
In [9, 3.3.1], the affine Weyl group W˜ ′ appears in the Bruhat decomposition with respect to K˜0
K˜0\G(L)/K˜0  W˜ ′. (7)
The group T (L)b/T (L1) acts freely on both sides of the Bruhat decomposition
K0\G(L)/K0 = W˜
of Proposition 8, and we obtain (7) by taking the quotients.
Remark 11. In [5] the building of G(L) (sometimes called the enlarged building B1) is also
considered; it carries an action of G(L). There is an isomorphism B1 = B × VG, where VG :=
X∗(Z(G))I ⊗ R. Given a bounded subset Ω in the apartment of B associated to S, there is a
smooth group scheme GˆΩ whose generic fiber is G and whose OL-points Gˆ(OL) is the subgroup
of G(L) fixing Ω ×VG, in other words the subgroup Pˆ 1Ω in G1 fixing Ω . We have (GˆΩ)◦ = G◦Ω .
Thus, the above discussion and Proposition 3 show that
(GˆΩ)◦(OL)= GˆΩ(OL)∩ kerκG.
Proposition 12. Let K be associated to F as above. Let G◦F be the OL-form with connected fibres
of G associated to F , and let G¯◦F be its special fiber. Then W˜K is isomorphic to the Weyl group
of G¯◦F .
Proof. Let S¯◦ ⊂ T¯ ◦ ⊂ G¯◦F be the tori associated to S resp. T , cf. [5, 4.6.4] or [7, 6.3]. The natural
projection G¯◦ −→ G¯◦ = G¯◦ /Ru(G¯◦ ) induces an isomorphismF F,red F F
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where the index “red” indicates the image group in G¯◦F,red. Let W¯ denote the Weyl group of S¯◦red
and consider the natural homomorphism
N(L)∩KF −→ W¯ .
The surjectivity of this homomorphism follows from [5, 4.6.13] or [7, 6.10]. An element n of the
kernel centralizes S¯◦red and hence also S¯◦. But then n centralizes S because this can be checked
via the action of n on X∗(S). But the centralizer of S in KF is T (L) ∩KF , cf. [5, 4.6.4], or [7,
6.3]. Hence n ∈ T (L)∩KF , which proves the claim. 
We will give the Iwahori–Weyl group W˜ the structure of a quasi-Coxeter group, that is, a
semi-direct product of an abelian group with a Coxeter group. Consider the real vector spaces
V = X∗(T )I ⊗ R = X∗(S) ⊗ R and V ′ := X∗(Tad)I ⊗ R, where Tad denotes the image of T in
the adjoint group Gad. The relative roots Φ(G,S) for S determine hyperplanes in V (or V ′), and
the relative Weyl group W0 can be identified with the group generated by the reflections through
these hyperplanes. The homomorphism
T (L)→X∗(T )I → V
derived from κT can be extended canonically to a group homomorphism
ν :N(L)→ V  W0
where V  W0 is viewed as a group of affine-linear transformations of V ; see [9, §1]. Using ν,
Tits defines in [9, 1.4] the set of affine roots Φaf, which can be viewed as a set of affine-linear
functions on V or on V ′. There is a unique reduced root system Σ such that the affine roots Φaf
consist of the functions on V (or V ′) of the form y → α(y) + k for α ∈ Σ , k ∈ Z. The group
generated by the reflections through the walls in V (or in V ′) through the hyperplanes coming
from Φaf is the affine Weyl group Waf(Σ), which we also sometimes denote Wa . The group
Waf(Σ) can be given the structure of a Coxeter group, as follows.
The apartment A in B associated to S is a torsor for V ′; we identify it with V ′ by fixing
a special vertex x in A. Assume x belongs to the closure of the alcove C ⊂ A. Let S denote
the reflections in V ′ through the walls of C. Then (Waf(Σ),S) is a Coxeter group. Writing a
superscript x to designate subgroups of the affine linear transformations Aff(V ′) of A with x as
“origin,” we have a semi-direct product
xWaf(Σ)=Q∨  xW(Σ),
where Q∨ =Q∨(Σ) is the coroot lattice for Σ viewed as translations on V ′, and where xW(Σ)
is the finite Weyl group, isomorphic to W0 and consisting of the elements in xWaf(Σ) which
fix x.
The group N(L) acts on the apartment A via the homomorphism ν when the latter is viewed
as taking values in the group xWaf(Σ) of affine-linear transformations on A endowed with x as
the “origin.”
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split component of Tsc. Then Ssc is a maximal split torus in Gsc, and Tsc resp. Nsc is its centralizer
resp. normalizer. Let W˜sc = Nsc(L)/Tsc(L)1 be the Iwahori Weyl group of Gsc. By [5, 5.2.10],
this can be identified with Waf(Σ). More precisely, note that the Kottwitz homomorphism for
Gsc is trivial; also parahoric subgroups in Gsc(L) are simply the stabilizers or also the pointwise
fixers of facets in B. Let Ksc,0 be the Iwahori subgroup of Gsc(L) associated to a chamber C ⊂A
and let S be the set of reflections about the walls of C. Then [5, 5.2.10] (Gsc(L),Ksc,0,Nsc(L),S)
is a double Tits system and ν :Nsc(L)→ V ′  xW(Σ) induces an isomorphism W˜sc = xWaf(Σ).
In particular, W˜sc is a Coxeter group.
Proposition 13. Let x ∈ B be a special vertex in the apartment corresponding to the maximal
split torus S, and let K be the associated maximal parahoric subgroup of G(L). The subgroup
W˜K projects isomorphically to the factor group W0, and the exact sequence (3) presents W˜ as a
semi-direct product
W˜ =X∗(T )I  W0.
Proof. In view of Lemma 5 we need only to see that W˜K maps surjectively to W0. In the case
of Gsc, we have an isomorphism W˜sc = xWaf(Σ) which sends W˜Ksc onto xW(Σ), which is
identified with Nsc(L)/Tsc(L)=N(L)/T (L) =W0. The desired surjectivity follows. 
By a result of Borovoi [1], there is an exact sequence
0 →X∗(Tsc)→X∗(T )→X∗
(
Zˆ(G)
)→ 0.
Since X∗(Tsc) is an induced Galois module [5, 4.4.16], X∗(Tsc)I is torsion-free and so the map
X∗(Tsc)I →X∗(T )I is injective, and just as with (2),
X∗(T )I /X∗(Tsc)I =X∗
(
Zˆ(G)I
)
.
Using Proposition 13 for both W˜ and W˜sc ∼=Waf(Σ)=:Wa , we deduce the following lemma.
Lemma 14. There is an exact sequence
1 −→Wa −→ W˜ −→X∗
(
Zˆ(G)I
)−→ 1.
The subgroup Ω ⊂ W˜ consisting of the elements which preserve the alcove C maps isomorphi-
cally onto X∗(Zˆ(G)I ), defining a quasi-Coxeter structure on W˜ ,
W˜ =Wa  Ω.
Let ν′ denote the composition of ν with the map V → V ′. By [9, 1.7], Φaf is stable under
ν′(N(L)) ⊂ Aff(V ′), hence in particular under the group of translations ν′(T (L)), which may be
identified with X∗(Tad)I . (Note that X∗(Tad)I is torsion-free, by [5, 4.4.16].)
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Q∨ ⊂X∗(Tad)I ⊂ P∨,
where P∨ ⊂ V ′ is the set of coweights for Σ . Moreover, ν′ gives an identification
X∗(Tsc)I =Q∨.
Proof. The translations ν′(T (L)) permute the special vertices in A, and P∨ acts simply transi-
tively on them [2, chap. VI, §2, Prop. 2]; hence ν′(T (L)) ⊂ P∨. The equality X∗(Tsc)I = Q∨
follows from the isomorphism W˜sc = xWaf(Σ) deduced above from [5, 5.2.10], and this implies
Q∨ ⊂X∗(Tad)I . 
Remark 16. The affine Weyl group associated to S also appears in [5] in a slightly different way.
In [5, 5.2.11], the following subgroup of G(L) is introduced,
G(L)′ = subgroup generated by all parahoric subgroups of G(L). (8)
In [5, 5.2.11] it is shown that this coincides with
G(L)′ = T (L)1.ϕ
(
Gsc(L)
)
, (9)
where ϕ :Gsc −→G is the natural homomorphism from the simply connected cover of Gder.
Lemma 17. We have G(L)′ =G(L)1.
Proof. The inclusion “⊂” is obvious. If G = T is a torus the equality is obvious, and so is the
case when G is semisimple and simply connected. Next assume that Gder is simply connected
and let D =G/Gder. We obtain a commutative diagram
G(L) X∗(Zˆ(G)I )
D(L) X∗(DˆI ).
The exact sequence 1 −→ Tder −→ T −→D −→ 1 induces a morphism of exact sequences
1 Tder(L) T (L)
κT
D(L)
κD
1
X∗(Tder)I X∗(T )I X∗(D)I 0.
All vertical maps are surjective. Now let g ∈G(L)1. Then by a simple diagram chase there exists
t ∈ T (L)1 with the same image in D as g, and hence g = tg′ ∈ T (L)1 · ϕ(Gder(L)) =G(L)′.
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1 −→ Z −→ G˜ π−→G−→ 1,
with G˜der simply connected. We obtain a morphism of exact sequences with surjective vertical
maps
1 Z(L) G˜(L) G(L) 1
X∗(ZˆI ) X∗(Zˆ(G˜)I ) X∗(Zˆ(G)I ) 0.
The diagram shows that G(L)1 = π(G˜(L)1). On the other hand, the equality G(L)′ = π(G˜(L)′)
is easy to see. We conclude by the equality G˜(L)′ = G˜(L)1 which we already know. 
The other way of introducing the affine Weyl group is now as follows. Let N(L)′ =
N(L) ∩ G(L)′ and W ′ = N(L)′/T (L)1. Let K0 be the Iwahori subgroup associated to an al-
cove C in the apartment corresponding to S and let S be the set of reflections about the walls
of C. Then [5, 5.2.12] (G(L)′,K0,N(L)′,S) is a double Tits system and W ′ is the affine Weyl
group of the affine root system of S. In particular, the natural homomorphism W ′ −→ Wa is an
isomorphism.
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