CP-164 Rule-Based Table Parsing Algorithm
Abstract

Results

We provide a rule-based algorithm for parsing out tabular data from images.
Recent advances in Graph Neural Networks have provided significant
improvement over previously attainable accuracy and still outperform the best
rule-based methodology. Nevertheless, light-weight pipelines, such as the model
provided here, have their utility in terms of ease of integration, low memory
requirements, and no dependence on GPU availability. The proposed model
achieves 22.3% accuracy on a subset of the PubTabNet dataset. The metric used
to quantify accuracy refers to the ability to perfectly identify the number of column
and row boundaries present in the image. Advantages over previous algorithms
include relative invariance to hierarchical relationships and complete invariance
to the presence of gridlines.

Using a subset of PubTabNet (the first 1000 images) our model achieved an
accuracy of 22.3%. Loss function only takes into account the number of columns
and rows which should be present, so 22.3% should be considered an upperbound on performance. Nevertheless, inspecting some of the incorrect
predictions instills a bit more confidence in the utility of the model. While they are
not technically correct, they are very close (usually misinterpreting a space as a
boundary).

https://github.com/JoelStansbury/PubTabNet

Impact

Data
PubTabNet: https://developer.ibm.com/exchanges/data/all/pubtabnet/
This dataset provides 400,000 images of tables along with the XML used to
render them. Our evaluation step uses the XML to determine the correct number
of rows and columns as a proxy for determining if the predicted cell matrix is
correct.

This model is used in iPyPDF, a tool used to extract structured content from PDF
documents. PDF documents are notoriously difficult to extract useful information
from. This tool automates many of the most common tasks with computer vision
and provides tools for correcting the inevitable failures of the various deep
learning models. Below are some images of iPyPDF and the tool which our
model is used in.

Conclusions
The following comparisons to previous research come with the
massive asterisk that "Rethinking Table Recognition using Graph
Neural Networks" uses a completely different dataset. One that is
generated on the fly without the limitations relating to low resolution
that we have in PubTabNet. With that said, Qasim reports an
accuracy of 55.9% on (category 3) tables (whereas our model
achieves 23.7%), and 94.7% on (category 2) tables (whereas our
model achieves 20.3%). One interesting point we can draw from this
is that the rule-based methodology is relatively invariant to the
existence of hierarchical grouping, but nevertheless performs worse
than the DGCNN model proposed by Qasim in both cases. Notably,
however, it does outperform FCNN and GravNet models by 12% and
9% respectively for (category 3) tables.
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1. Google’s Tesseract OCR engine is used to detect words within the image.
2. A mask is constructed from the bounding boxes returned from Tesseract.
3. Taking the sum of the mask along both axes (vertical and horizontal) produces a
series of peaks corresponding to the centers of columns and rows.
4. Identify peaks in the label density vectors.
5. Construct a matrix of cells to match the peaks
6. Place text into the closest cell
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