In this paper we consider the problem of estimating an unknown multivariate cumulative distribution function which is defined over mixed discrete and continuous variables. A consistent nonparametric kernel estimator is proposed with bandwidth parameters obtained from the cross-validated minimization of the estimator's integrated squared error. We provide theoretical underpinnings including rate of convergence and uniqueness of the optimal smoothing parameter vector.
Introduction
Estimation of unconditional distributions is one of basic econometric applications of nonparametric techniques. There exist a number of theoretical papers dealing with only discrete variables (e.g. B. Grund, 1993 ; B.Grund & P. Hall, 1993 ; P. Hall, 1981) , or with only continuous variables (e.g. W.
Härdle & J.S. Marron, 1985) . However, little attention has been paid to the more general and interesting case of mixed discrete and continuous variables, which are typical in economics applications.
Conventional approaches do not handle mixed discrete and continuous data in a satisfactory manner.
Although it is widely appreciated that one can use frequency estimator to obtain consistent nonparametric estimates of a joint distribution function (CDF) in the presence of discrete variables, this frequency-based approach splits the sample into many cells and the number of observations lying in each cell may be insufficient to ensure an accurate nonparametric estimation of the CDF of the remaining continuous variables. Furthermore, it is not uncommon to encounter situations in which the number of cells exceeds the number of observations hence the conventional frequency estimator cannot even be applied.
Aitchison and Aitken (1976) first proposed a nonparametric kernel method for estimating a joint distribution defined over binary data. Unlike frequency-based estimator which assigns weight 1 to the corresponding cell, their smoothing method deducts an optimal weight λ from the cell where observation occurs and equally distribute it to the remaining cells. Smoothing method may introduce some estimation bias, but it has two advantages: (i) the problem of data insufficiency is somewhat mitigated for the finite-sample; (ii) a new degree of freedom is introduced and the variance is reduced significantly, resulting in a smaller MSE than that of frequency-based estimator. Nonparametric kernel estimation of discrete joint distribution (with a finite support) leads to √ n-rate of convergence.
However, once continuous variables are incorporated, its rate of convergence should not be √ n, since both continuous smoothing bandwidth parameters and discrete ones are to be coordinated to lead to the minimum of MSE. As such, the selection method of smoothing parameters also needs to be readjusted. It is appreciated that estimating CDF of mixed variables is typically a more formidable task than that of estimating CDF of either continuous or discrete variables.
It is well known that the selection of smoothing parameters is of crucial importance for sound nonparametric estimation. The most natural way of selecting smoothing parameters is the plug-in method, which chooses optimal bandwidth to minimize the weighted integrated mean squared errors (WIMSE). However, the formula of WIMSE includes unknown functions and derivatives thereof. The plug-in method requires choices of "pilot" smoothing parameters, but it is not clear how to best make such a selection for discrete variables. Therefore, in this paper we suggest adopting a least squares cross-validation method, which is automatic data-driven procedure and requires no "pilot" choices of smoothing parameters. The general approach of cross-validation is to compare each observation with a value predicted by the model based on the remainder of the data. A method for density estimation was proposed by Rudemo (1982) The remaining part of this paper is organized as follows. In section 2, we give an estimator of distribution function which admits mixed discrete and continuous variables, and derive the rate of convergence of MSE and WIMSE. In section 3, we establish the cross-validation method of selecting smoothing parameters and discuss the relationship between cross-validation and WIMSE minimization. Section 4 discusses the uniqueness of the smoothing parameter vector. Section 5 concludes the paper.
Estimation of CDF with Mixed Discrete and Continuous Variables
We consider the case for which x is a vector containing a mix of discrete and continuous variables.
, where x c ∈ R q is a q-dimensional continuous random vector, and where
where n is the sample size. We restrict the discrete components to a finite support. 
Note that λ s is a bandwidth having the following properties: when 
We shall use k(·) to denote a univariate kernel function for a continuous variable. The product kernel function used for the continuous variables is given by
where X c is (x c s ) denotes the sth component of X c i (x c ), s = 1, · · · , q, and h s is the bandwidth associated with x c s . We use f (x) and F (x) to denote the density function and cumulative distribution function of X, respectively. Combining (1) and (2), we have the kernel estimator of density function f (x)
Naturally, one can obtain a kernel estimator of F (x) by integratingf (x), which is expressed aŝ
where
In order to describe the leading bias term associated with the discrete variables, we need to introduce some notations. Let 1(A) denote an indicator function that assumes the value 1 if A occurs and 0 otherwise. Define an indicator function 1 s (·, ·) by
1 s (·, ·) equals one if and only if z d and u differ only in the sth component. In the following sections, we will verify the consistency of the kernel estimator and investigate its cross-validation method of bandwidth selection. We make the following assumptions.
Condition (C1):
The data {(X c i , X d i )} are independent and identically distributed as (X c , X d ). F (x c , x d ) has continuous second order partial derivatives with respect to x c . Condition (C2): k(·) is a nonnegative, bounded, compactly supported, symmetric around 0, also 
The proof of Theorem 2 is given in Appendix A.
Cross-Validation Bandwidth Selection
In this subsection we will mainly focus on how to choose the smoothing parameters when estimatinĝ F (·). One may choose the bandwidths to minimize the leading term of weighted integrated MSE given by (5) in Theorem 2. Taking derivatives with respect to h s and λ t , one can easily see that optimal smoothing requires that h s ∼ n −1/3 , s = 1, · · · , q and λ t ∼ n −2/3 , t = 1, · · · , r, as q > 1. This order only provides the optimal rate at which the bandwidths converge to zero. Although in principle one can compute plug-in bandwidths based on (5), the caveats noted earlier suggest that this may not be feasible in applied settings. A plug-in method would first require estimation of the Vector B and C in (5), which requires one to choose some initial "pilot" bandwidths, while the accurate numerical computation of integration is challenging to say the least. Therefore, it is highly desirable to construct an automatic data-driven bandwidth selection procedure, which does not rely on some ad hoc pilot bandwidth values to estimate unknown functions. 
The smoothing parameters h and λ forF (x) are then chosen to minimize this function.
Define a term unrelated to smoothing parameters
, is the empirical distribution function. In the theorem below we will show H(h, λ) = CV (h, λ) + J n is a good approximation to MISE(h).
Theorem 3 Define H(h, λ) = CV (h, λ) + J n , then under condition (C1) and (C2), we have
H(h, λ) = W IM SE h,λ + O p n − 3 2 + 1 n q j=1 h 3q 2 j + n − 1 2 q j=1 h 2 j + r s=1 λ s h q + q j=1 h 4 j + r s=1 λ 2 s .
Essentially, Theorem 3 says that CV (h, λ) = (leading terms of WIMSE(h))+(terms unrelated to
h, λ)+(small order terms). Therefore, minimizing cross-validation function is asymptotically equivalent to minimizing WIMSE(h). The proof of Theorem 3 is given in Appendix B.
Uniqueness of Smoothing Parameter Vector
Section 3 has established the fact that minimizing cross-validation function is asymptotically equivalent to minimizing weighted integrated MSE. Hence, to investigate the asymptotic uniqueness of the cross-validation selected smoothing parameters, we only need to examine the uniqueness of parameters minimizing weighted integrated MSE. In equation (5), the third term is unrelated to h, λ, and the last one is a small order term. Therefore, the property of asymptotic uniqueness of smoothing parameters relies only on minimizing of the first two terms, i.e.
where 
Note that the components of C are negative, and tZ (0) ∈ R q + . This implies that χ has no minimizer.
Since χ is a continuous function on R q + , B R is a compact set and χ(tZ) → +∞, as t → +∞, we have that there exists R > 0 such that min
2 cannot attain its minimum at t = 0. So Z with h 2 i = 0 cannot be the minimizer of χ, which means χ can only attain its minimum in the interior of B R .
q ) is a diagonal matrix. Since c i < 0, G is positive definite in the interior of B R . Also, M is symmetric positive semi-definite. So H is positive definite in the interior of B R . Therefore, χ has a unique minimizer in the interior of B R . 
Theorem 4.2 Let µ = inf
Since χ is a continuous function on R q+r + , B R is a compact set, and χ(tZ) → +∞, t → +∞, we have that there exists R > 0, such that min
Therefore, χ has a minimizer Z * ∈ R q+r + .
The Hessian matrix H of χ is H = 
Conclusion
We propose a consistent nonparametric kernel estimator of CDF defined over a mix of discrete and continuous variable. A data-driven method of selection of smoothing parameters is provided, which is asymptotically equivalent to minimizing weighted integrated MSE. In applied settings one frequently encounters a mix of data types; this estimator should be of value to applied researchers.
Appendix A: Proof of Theorem 2
Proof of theorem 2:
We will evaluate the bias F (x) and var F (x) terms separately.
Step (1):
Note that, for the third equality, we apply the technique of change of variable. From 4th to 7th equality, integration by part is repeated. In the last second step, F is expanded via Taylor formula.
Following the similar procedure, we have:
Step (2): 
From (A.3), it is easy to obtain,
Step ( 
With (A.5) and (A.6), the calculation of E[G(·) L(·)] can be decomposed into two steps: first integrate with respect to x c conditional on x d , then take summation with respect to x d . Thus,
Note that the second equality stems from the i.i.d. assumption. For the 6th equality, (A.1) and (A.3) are applied. Up to now, we obtain
Similarly, combining (A.2) and (A.4), we have
Step (4): Equation (A.7) and (A.8) lead to:
Step (5):
Taking integration and summation on (A.9), we obtain:
This completes the proof of Theorem 2.
Step (3):
2), and (B.3), we have
Step (4): We establish two results.
(1) E
2 ), and E[
From law of large numbers and the central limit theory, we get that
Step (5): Combining (B.4) and the results of step 4, we have that
where u(h) =
Step (6): We establish
where we define
(B.7)
Step (7):
In this step, we establish E(S (1) ), E(S (1) ) 2 , E(S (2) ), E(S (2) ) 2 and Var(T).Define
To evaluate E(S (1) ) 2 and E(S (2) ) 2 , we need to further analyze E(g 1 (X 1 )) 2 , E(g(X 1 , X 2 )) 2 and g0. Combining (B.12), (B.13), and (B.14), we have Step (8):
From (B.6),
(F − F n ) 2 = S + T = S (1) + S (2) + (1 − n −1 )g 0 + T , we have and, E This completes the proof of Theorem 3.
