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Abstract
Consider a sequence of Poisson random connection models (Xn, λn, gn) on Rd,
where λn/n
d → λ > 0 and gn(x) = g(nx) for some non-increasing, integrable connec-
tion function g. Let In(g) be the number of isolated vertices of (Xn, λn, gn) in some
bounded Borel set K, where K has non-empty interior and boundary of Lebesgue
measure zero. Roy and Sarkar (2003) claim that
In(g)− EIn(g)√
VarIn(g)
 N(0, 1), n→∞,
where  denotes convergence in distribution. However, their proof has errors. We
correct their proof and extend the result to larger components when the connection
function g has bounded support.
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1 Introduction
Let (X,λ, g) denote a Poisson random connection model, where X is the underlying Poisson
point process on Rd with density λ > 0, and where g is a connection function which we
assume to be a non-increasing and which satisfies 0 <
∫
Rd g(|x|) dx < ∞. In words,
this amounts to saying that any two points x and y of X are connected with probability
g(|x − y|), independently of all other pairs, independently of X. The random connection
model plays an important role in many areas, for instance in telecommunications and
epidemiology. In telecommunications, the points of the point process can represent base
stations, and the connection function then tells us that two base stations at locations x and
y respectively, can communicate to each other with probability g(|x−y|). In epidemiology,
the connection function can for instance represent the probability that an infected herd at
location x infects another herd at location y.
Let K be a bounded Borel subset of Rd with non-empty interior and boundary of
Lebesgue measure zero. Consider a sequence of positive real numbers λn with λn/n
d → λ,
let Xn be a Poisson process on Rd with density λn and let gn be the connection function
defined by gn(x) = g(nx). Consider the sequence of Poisson random connection models
(Xn, λn, gn) on Rd. Let In(g) be the number of isolated vertices of (Xn, λn, gn) in K. Roy
and Sarkar (2003) claim to prove the following result.
Theorem 1.1
In(g)− EIn(g)√
VarIn(g)
 N(0, 1), n→∞, (1)
where  denotes convergence in distribution.
Although the statement of this result is correct, the proof in Roy and Sarkar (2003) is not.
In this note, we explain what went wrong in their proof, and how this can be corrected. In
addition, we prove an extension to larger components in case the connection function has
bounded support.
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2 Truncation and scaling
The central limit theorem (1) is relatively easy to show when g has bounded support,
see Roy and Sarkar (2003). Hence, the strategy adopted by Roy and Sarkar (2003) is
to truncate the relevant connection functions, and let the truncation go to infinity. This
means that there are two operations involved: scaling and truncation. The root of the
problem lies in the fact that these two operations do not commute.
Following Roy and Sarkar (2003), we define for R > 0 and n ∈ N connection functions
gR, g
R, gn,R, g
R
n : [0,∞)→ [0, 1] by
gR(x) = 1{x≤R}g(x), gR(x) = 1{x>R}g(x), gn,R(x) = 1{x≤R}g(nx), gRn (x) = 1{x>R}g(nx),
where the indicator function 1x≤R is by definition equal to 1 when x ≤ R and equal to 0
when x > R, and similarly for the other indicator functions. Note that the notation gR
can formally not be used to denote 1{·≤R}g(·), since gn has already been defined as g(n·).
Nevertheless we shall adopt this notation, because we think that this will not cause any
confusion. Henceforth gR will always denote 1{·≤R}g(·) and gn will always denote g(n·).
Let LR(g) be the number of isolated vertices of (X,λ, gR) in K that are not isolated in
(X,λ, g). Let Jn,R(g) be the number of isolated vertices of (Xn, λn, gn,R) in K and let
Ln,R(g) = Jn,R(g)− In(g) be the number of isolated vertices of (Xn, λn, gn,R) in K that are
not isolated in (Xn, λn, gn).
Roy and Sarkar (2003) claim the following (without proof).
Statement A If (1) is true when the connection function g has bounded support, then it
is the case that
Jn,R(g)− EJn,R(g)√
VarJn,R(g)
 N(0, 1), n→∞, (2)
for any connection function g.
They then proceed, via a number of moment estimates involving Jn,R(g) and Ln,R(g), to
show that the truth of (2) for any connection function g, implies the full central limit
theorem in (1).
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One problem with their argument is that Statement A is not true, as it would imply that
we would be able to write Jn,R(g) = In(h) for some connection function h with bounded
support. This would mean that gn,R can be seen as a scaling of h, that is,
1{x≤R}g(nx) = h(nx),
but this leads to h(x) = 1{x≤nR}g(x), which clearly does not make any sense in general.
It seems then that Roy and Sarkar (2003) interchange truncation and scaling, but these
two operations do not commute. This mixing up becomes already apparent when we look
at their Lemma 5 which states (without proof) that
lim
n→∞
(λn`(K))
−1ELn,R(g) = p(λ, gR)(1− p(λ, gR)); (3)
lim
n→∞
(λn`(K))
−1VarLn,R(g) = p(λ, gR)(1− p(λ, gR)) + λ
∫
Rd
(1− g(|x|))[
p(λ, gR)
2pgR,gRλ (x, 0)− 2p(λ, gR)2p(λ, gR)pgR,gλ (x, 0) +
p(λ, g)2pg,gλ (x, 0)
]
− p(λ, gR)2(1− p(λ, gR))2 dx; (4)
where ` denotes Lebesgue measure on Rd and
p(µ, h) = e−µ
∫
Rd h(|y|) dy and ph1,h2µ (x1, x2) = e
µ
∫
Rd h1(|y−x1|)h2(|y−x2|) dy.
However, the following proposition shows that (3) and (4) are not correct; see the forth-
coming Lemma 3.3 for a corresponding correct (and useful) statement.
Proposition 2.1 For R > sup{|x1 − x2| : x1, x2 ∈ K} we have
lim
n→∞
(λn`(K))
−1ELn,R(g) = 0; (5)
lim
n→∞
(λn`(K))
−1VarLn,R(g) = 0. (6)
Proof: For R > 0 and n ∈ N define knR, knR : [0,∞)→ [0, 1] by
knR(x) = 1{x≤nR}g(x), knR(x) = 1{x>nR}g(x), x ∈ [0,∞).
We have as n→∞,
p(λn, gn,R) = p(λn/n
d, knR) → p(λ, g);
p(λn, g
R
n ) = p(λn/n
d, knR) → 1.
3
According to Roy and Sarkar (2003) Lemma 4 we have for R > sup{|x1−x2| : x1, x2 ∈ K},
ELR(g) = λ`(K)p(λ, gR)(1− p(λ, gR)), (7)
and therefore,
(λn`(K))
−1ELn,R(g) = p(λn, gn,R)(1− p(λn, gRn ))→ 0, n→∞,
which proves (5).
To prove (6), we use Lemma 4 in Roy and Sarkar (2003) which says that for R >
sup{|x1 − x2| : x1, x2 ∈ K}, we have
VarLR(g) = λ`(K)p(λ, gR)(1− p(λ, gR)) + λ2
∫
K
∫
K
(1− g(|x1 − x2|))[
p(λ, gR)
2pgR,gRλ (x1, x2)− 2p(λ, gR)2p(λ, gR)pgR,gλ (x1, x2) +
p(λ, g)2pg,gλ (x1, x2)
]
− p(λ, gR)2(1− p(λ, gR))2 dx2 dx1. (8)
We use (8) with λ = λn and g = gn. Note that as n→∞
p
gn,R,gn,R
λn
(x/n, 0) = pknR,knR
λn/nd
(x, 0) → pg,gλ (x, 0);
p
gn,R,gn
λn
(x/n, 0) = pknR,g
λn/nd
(x, 0) → pg,gλ (x, 0);
pgn,gnλn (x/n, 0) = p
g,g
λn/nd
(x, 0) → pg,gλ (x, 0).
We have
λn
`(K)
∫
K
∫
K
(1− gn(|x1 − x2|))
[
p(λn, gn,R)
2p
gn,R,gn,R
λn
(x1, x2)−
2p(λn, gn,R)
2p(λn, g
R
n )p
gn,R,gn
λn
(x1, x2) + p(λn, gn)
2pgn,gnλn (x1, x2)
]
−
p(λn, gn,R)
2(1− p(λn, gRn ))2 dx2 dx1 =
=
λn
nd`(K)
∫
K
∫
n(K−x1)
(1− g(|x2|))
[
p(λn/n
d, knR)
2pknR,knR
λn/nd
(0, x2)−
2p(λn/n
d, knR)
2p(λn/n
d, knR)pknR,g
λn/nd
(0, x2) + p(λn/n
d, g)2pg,g
λn/nd
(0, x2)
]
−
p(λn/n
d, knR)
2(1− p(λn/nd, knR))2 dx2 dx1.
By Lemma 3.1 below with x = −x2 we can apply the dominated convergence theorem.
Combining the result with (5) yields (6). 2
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In what follows, we proceed along the way that we believe Roy and Sarkar (2003) had
in mind.
For this, we introduce for R > 0 and n ∈ N connection functions gR,n, gR,n : [0,∞) →
[0, 1] as follows:
gR,n(x) = 1{x≤R/n}g(nx), gR,n(x) = 1{x>R/n}g(nx).
Note the difference between gR,n and gn,R and between g
R,n and gRn . Let JR,n(g) be the
number of isolated vertices of (Xn, λn, gR,n) in K and let LR,n(g) = JR,n(g) − In(g) be
the number of isolated vertices of (Xn, λn, gR,n) in K that are not isolated in (Xn, λn, gn).
Note that the notations gR,n, JR,n(g) and LR,n(g) can formally not be used here, since gn,R,
Jn,R(g) and Ln,R(g) have already been defined. Nevertheless we shall adopt these notations,
because henceforth we shall use the function gn,R and the random variables Jn,R(g) and
Ln,R(g) no more. We now claim that the following is true (compare the incorrect Statement
A above)
Statement B If (1) is true when the connection function g has bounded support, then it
is the case that
JR,n(g)− EJR,n(g)√
VarJR,n(g)
 N(0, 1), n→∞, (9)
for any connection function g.
To see this, observe that
JR,n(g) = In(gR),
as can be seen by direct computation. Since gR has bounded support, Statement B follows.
The moral of this is, that we should base the proof on JR,n(g) and LR,n(g) instead of Jn,R(g)
and Ln,R(g). In the next section we show that the proof idea of Roy and Sarkar (2003) can
still be carried out, although the computations involved are a little more complicated now.
3 Proof of Theorem 1.1
We start with a technical lemma, needed for applications of dominated convergence.
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Lemma 3.1 There exists N such that for R > 0, n ≥ N and x ∈ Rd∣∣∣(1− g(|x|))[p(λn/nd, gR)2pgR,gRλn/nd(x, 0)− 2p(λn/nd, gR)2p(λn/nd, gR)pgR,gλn/nd(x, 0)+
p(λn/n
d, g)2pg,g
λn/nd
(x, 0)
]
− p(λn/nd, gR)2(1− p(λn/nd, gR))2
∣∣∣ ≤ Cg(|x|/2), (10)
where C is a constant not depending on x, n or R.
Proof: Since p(λn/n
d, gR)p(λn/n
d, gR) = p(λn/n
d, g), the expression between the absolute
value signs in (10) is equal to
−g(|x|)
[
p(λn/n
d, gR)
2pgR,gR
λn/nd
(x, 0)− 2p(λn/nd, gR)p(λn/nd, g)pgR,gλn/nd(x, 0)+
p(λn/n
d, g)2pg,g
λn/nd
(x, 0)
]
+ p(λn/n
d, gR)
2(pgR,gR
λn/nd
(x, 0)− 1)−
2p(λn/n
d, gR)p(λn/n
d, g)(pgR,g
λn/nd
(x, 0)− 1) + p(λn/nd, g)2(pg,gλn/nd(x, 0)− 1). (11)
Let N be such that 3
4
λ ≤ λn/nd ≤ 32λ, n ≥ N . Then since∫
Rd
gR(|y|) + g(|y|) dy ≥ 2
∫
Rd
gR(|y|) dy ≥ 2
∫
Rd
gR(|y|)g(|y + x|) dy,
we have for n ≥ N
p(λn/n
d, gR)p(λn/n
d, g)pgR,g
λn/nd
(x, 0) ≤ e− 34λ
∫
Rd gR(|y|)+g(|y|) dy+ 32λ
∫
Rd gR(|y−x|)g(|y|) dy ≤ 1. (12)
Also,
p(λn/n
d, gR)
2pgR,gR
λn/nd
(x, 0) ≤ 1, p(λn/nd, g)2pg,gλn/nd(x, 0) ≤ 1,
which follows from (12) by taking g = gR or letting R→∞ respectively. Hence for n ≥ N
the absolute value of (11) is bounded by
4g(|x|) + 4(pg,g2λ (x, 0)− 1). (13)
To give an upper bound for the second term in this expression, note that for y ∈ Rd
either |y| ≥ |x|/2 or |y − x| ≥ |x|/2, so∫
Rd
g(|y − x|)g(|y|) dy ≤
∫
|y|<|x|/2
g(|y − x|)g(|y|) dy +
∫
|y|≥|x|/2
g(|y − x|)g(|y|) dy
≤ g(|x|/2)
∫
|y|<|x|/2
g(|y|) dy + g(|x|/2)
∫
|y|≥|x|/2
g(|y − x|) dy
≤ 2g(|x|/2)
∫
Rd
g(|y|) dy.
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Choose M such that 4λg(M/2)
∫
Rd g(|y|) dy ≤ 1. Then since et ≤ 1 + et, t ≤ 1, we have
for |x| ≥M
e4λg(|x|/2)
∫
Rd g(|y|) dy ≤ 1 + 4eλg(|x|/2)
∫
Rd
g(|y|) dy.
For |x| < M we have
e4λg(|x|/2)
∫
Rd g(|y|) dy ≤ e4λ
∫
Rd g(|y|) dy ≤ 1 + g(|x|/2)g(M/2)−1[e4λ
∫
Rd g(|y|) dy − 1].
Combining the above inequalities yields
pg,g2λ (x, 0)− 1 ≤ Cg(|x|/2), (14)
where C is a constant not depending on x, n or R. We conclude that (13) is bounded by
4(1 + C)g(|x|/2). 2
Lemma 3.2
ELR,n(g) = λn`(K)p(λn, gR,n)(1− p(λn, gR,n)) (15)
VarLR,n(g) = λn`(K)p(λn, gR,n)(1− p(λn, gR,n)) + λ2n
∫
K
∫
K
(1− gn(|x1 − x2|))[
p(λn, gR,n)
2p
gR,n,gR,n
λn
(x1, x2)− 2p(λn, gR,n)2p(λn, gR,n)pgR,n,gnλn (x1, x2) +
p(λn, gn)
2pgn,gnλn (x1, x2)
]
− p(λn, gR,n)2(1− p(λn, gR,n))2 dx2 dx1 +
λ2np(λn, gR,n)
2
∫
K
∫
K
gR,n(|x1 − x2|)pgR,n,gR,nλn (x1, x2) dx2 dx1 (16)
Proof: The first statement (15) is proved as in Roy and Sarkar (2003) Lemma 4.
For a Borel subset B of Rd let Xn(B) be the number of points in Xn ∩ B. For t > 0
denote Kt = K + {x ∈ Rd : |x| < t}. In the model (Xn, λn, gn) let LR,n,t(g) be the number
of points ξ in Xn ∩K such that ξ is not connected to any point in Xn ∩Kt at a distance
R/n or less from ξ but ξ is connected to some point in Xn ∩ Kt at a distance greater
than R/n from ξ. Since LR,n,t(g) → LR,n(g), t → ∞, and LR,n,t(g) ≤ Xn(K), t > 0, and
EXn(K)2 <∞, the dominated convergence theorem gives
ELR,n,t(g)→ ELR,n(g), VarLR,n,t(g)→ VarLR,n(g), t→∞.
7
In order to compute the moments of LR,n,t(g), note that
LR,n,t(g) ∼
Xn(Kt)∑
i=1
1Fi ,
where ∼ denotes equality in distribution, ξi, i ∈ N are independent random variables,
independent of Xn(K
t), uniformly distributed on Kt and connected to each other according
to gn, and Fi = {ξi ∈ K; ξi is not connected to any ξj, j ≤ Xn(Kt), at a distance R/n or
less from ξi; ξi is connected to some ξj, j ≤ Xn(Kt), at a distance greater than R/n from
ξi}.
Since
LR,n,t(g)
2 ∼
Xn(Kt)∑
i=1
1Fi +
Xn(Kt)∑
i=1
Xn(Kt)∑
j=1
j 6=i
1Fi1Fj ,
the variance of LR,n,t(g) can be written as
VarLR,n,t(g) = (17)
= ELR,n,t(g) +
∞∑
m=2
m(m− 1)P(F1 ∩ F2 |Xn(Kt) = m)P(Xn(Kt) = m)− (ELR,n,t(g))2.
We have
P(F1 ∩ F2 ∩ {ξ1 is connected to ξ2} |Xn(Kt) = m) =
=
1
`(Kt)m
∫
K
∫
K
gR,n(|x1 − x2|)
∫
Kt
. . .
∫
Kt
m∏
i=3
(1− gR,n(|xi − x1|))(1− gR,n(|xi − x2|) dxm . . . dx3 dx2 dx1
=
1
`(Kt)m
∫
K
∫
K
gR,n(|x1 − x2|)[∫
Kt
(1− gR,n(|y − x1|))(1− gR,n(|y − x2|)) dy
]m−2
dx2 dx1,
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whence
∞∑
m=2
m(m− 1)P(F1 ∩ F2 ∩ {ξ1 is connected to ξ2} |Xn(Kt) = m)P(Xn(Kt) = m) =
= λ2n
∫
K
∫
K
gR,n(|x1 − x2|)
∞∑
m=0
e−λn`(K
t)λmn
m![∫
Kt
(1− gR,n(|y − x1|))(1− gR,n(|y − x2|)) dy
]m
dx2 dx1
= λ2n
∫
K
∫
K
gR,n(|x1 − x2|)eλn
∫
Kt −gR,n(|y−x1|)−gR,n(|y−x2|)+gR,n(|y−x1|)gR,n(|y−x2|) dydx2 dx1
→ λ2np(λn, gR,n)2
∫
K
∫
K
gR,n(|x1 − x2|)pgR,n,gR,nλn (x1, x2) dx2 dx1, t→∞, (18)
where we use the dominated convergence theorem.
Furthermore,
P(F1 ∩ F2 ∩ {ξ1 is not connected to ξ2} |Xn(Kt) = m) =
=
1
`(Kt)m
∫
K
∫
K
(1− gn(|x1 − x2|))
∫
Kt
. . .
∫
Kt[
1−
m∏
i=3
(1− gR,n(|xi − x1|))
] m∏
i=3
(1− gR,n(|xi − x1|))[
1−
m∏
i=3
(1− gR,n(|xi − x2|))
] m∏
i=3
(1− gR,n(|xi − x2|)) dxm . . . dx3 dx2 dx1. (19)
Exactly as in Roy and Sarkar (2003) Lemma 4, one can now show that
∞∑
m=2
m(m− 1)P(F1 ∩ F2 ∩ {ξ1 is not connected to ξ2} |Xn(Kt) = m)P(Xn(Kt) = m) =
→ λ2n
∫
K
∫
K
(1− gn(|x1 − x2|))
[
p(λn, gR,n)
2p
gR,n,gR,n
λn
(x1, x2)−
2p(λn, gR,n)
2p(λn, g
R,n)p
gR,n,gn
λn
(x1, x2) + p(λn, gn)
2pgn,gnλn (x1, x2)
]
dx2 dx1, (20)
as t→∞, where we use the dominated convergence theorem.
Combining (17), (15), (18) and (20) yields (16). 2
The following lemma replaces the incorrect Lemma 5 (equation (3) and (4) in our
current paper) of Roy and Sarkar (2003).
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Lemma 3.3
lim
n→∞
(λn`(K))
−1ELR,n(g) = p(λ, gR)(1− p(λ, gR)) (21)
lim
n→∞
(λn`(K))
−1VarLR,n(g) = p(λ, gR)(1− p(λ, gR)) + λ
∫
Rd
(1− g(|x|))[
p(λ, gR)
2pgR,gRλ (x, 0)− 2p(λ, gR)2p(λ, gR)pgR,gλ (x, 0) +
p(λ, g)2pg,gλ (x, 0)
]
− p(λ, gR)2(1− p(λ, gR))2 dx+
λp(λ, gR)
2
∫
Rd
gR(|x|)pgR,gRλ (x, 0) dx (22)
Proof: Assertion (21) follows from (15) by direct computation. We shall deduce (22) from
(16). By the dominated convergence theorem
λn
`(K)
p(λn, gR,n)
2
∫
K
∫
K
gR,n(|x1 − x2|)pgR,n,gR,nλn (x1, x2) dx2 dx1 =
=
λn
nd`(K)
p(λn, gR,n)
2
∫
K
∫
n(K−x1)
gR(|x2|)pgR,gRλn/nd(0, x2) dx2 dx1
→ λp(λ, gR)2
∫
Rd
gR(|x|)pgR,gRλ (x, 0) dx, n→∞. (23)
Furthermore,
λn
`(K)
∫
K
∫
K
(1− gn(|x1 − x2|))
[
p(λn, gR,n)
2p
gR,n,gR,n
λn
(x1, x2)−
2p(λn, gR,n)
2p(λn, g
R,n)p
gR,n,gn
λn
(x1, x2) + p(λn, gn)
2pgn,gnλn (x1, x2)
]
−
p(λn, gR,n)
2(1− p(λn, gR,n))2 dx2 dx1 =
=
λn
nd`(K)
∫
K
∫
n(K−x1)
(1− g(|x2|))
[
p(λn/n
d, gR)
2pgR,gR
λn/nd
(0, x2)−
2p(λn/n
d, gR)
2p(λn/n
d, gR)pgR,g
λn/nd
(0, x2) + p(λn/n
d, g)2pg,g
λn/nd
(0, x2)
]
−
p(λn/n
d, gR)
2(1− p(λn/nd, gR))2 dx2 dx1.
By Lemma 3.1 with x = −x2, we can apply the dominated convergence theorem. Combin-
ing the result with (21) and (23) yields (22). 2
Corollary 3.4
lim
R→∞
lim
n→∞
(λn`(K))
−1ELR,n(g) = 0 (24)
lim
R→∞
lim
n→∞
(λn`(K))
−1VarLR,n(g) = 0 (25)
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Proof: The dominated convergence theorem gives
p(λ, gR)→ p(λ, g), p(λ, gR)→ 1, pgR,gRλ (x, 0)→ pg,gλ (x, 0), pgR,gλ (x, 0)→ pg,gλ (x, 0),
as R→∞. Now (24) follows from (21). Another application of the dominated convergence
theorem yields ∫
Rd
gR(|x|)pgR,gRλ (x, 0) dx→ 0, R→∞.
Finally, the integrand in the first integral on the right hand side of (22) tends to 0 as
R→∞. By Lemma 3.1 with λn = λnd, we can apply the dominated convergence theorem
to conclude (25). 2
Finally, we can prove the main result:
Theorem 3.5 If for R > 0
JR,n(g)− EJR,n(g)√
VarJR,n(g)
 N(0, 1), n→∞, (26)
then (1) holds.
Proof: Roy and Sarkar (2003) Lemma 3 shows that
lim
n→∞
(λn`(K))
−1VarIn(g) = p(λ, g) + λp(λ, g)2
∫
Rd
(1− g(|x|))pg,gλ (x, 0)− 1 dx. (27)
It follows from (27), Corollary 3.4 and Chebyshev’s inequality that
lim
R→∞
lim sup
n→∞
P
(∣∣∣∣LR,n(g)− ELR,n(g)√VarIn(g)
∣∣∣∣ ≥ ε) ≤ limR→∞ limn→∞ VarLR,n(g)ε2VarIn(g) = 0, ε > 0.
Moreover, applying (27) also with g replaced by gR gives limn→∞VarJR,n(g)/VarIn(g) =
δR, where δR is a constant. (This was incorrectly claimed in Roy and Sarkar (2003) with
Ln,R(g) instead of LR,n(g).) Because
(1− gR(|x|))pgR,gRλ (x, 0)− 1 ≥ (1− gR(|x|)) · 1− 1 ≥ −g(|x|)
and by (14)
(1− gR(|x|))pgR,gRλ (x, 0)− 1 ≤ 1 · pg,gλ (x, 0)− 1 ≤ Cg(|x|/2),
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where C is a constant not depending on x or R, we have by the dominated convergence
theorem limR→∞ δR = 1. Now if (26) holds, then for x ∈ R
lim sup
n→∞
P
(
In(g)− EIn(g)√
VarIn(g)
≤ x
)
≤
≤ lim
ε↓0
lim
R→∞
lim sup
n→∞
P
(
JR,n(g)− EJR,n(g)√
VarIn(g)
≤ x+ ε
)
+ P
(∣∣∣∣LR,n(g)− ELR,n(g)√VarIn(g)
∣∣∣∣ ≥ ε)
= Φ(x).
A similar argument yields
lim inf
n→∞
P
(
In(g)− EIn(g)√
VarIn(g)
≤ x
)
≥ Φ(x),
which completes the proof of the theorem. 2
4 Extension to larger componenents
In this section, we discuss larger components. A central limit theorem for larger compo-
nents needs another approach, even when the connection function has bounded support.
The reason for this is that the exact moment computations of the preceding sections no
longer seem possible. At this point, we can only prove a central limit theorem when the
connection function g has bounded support. For this, we use a result of Bolthausen (1982),
from which it follows that in order to prove a central limit theorem, certain mixing con-
ditions suffice. For convenience, the central limit theorem in this section is stated a little
different from the earlier ones, in the sense that we do not scale the connection function
and the density, but instead take larger and larger subsets of the space. This is equivalent
to the case where λn = λn
d in the original setup.
For a subset Λ of Zd, let the inner boundary of Λ be denoted by ∂Λ, and its cardinality
by |Λ|. Let the random variable Ir(Λ) = Ir(Λ, g) be defined as 1/r times the number of
vertices of (X,λ, g) in Λ + (0, 1]d that are contained in a component of size r. For z ∈ Zd
write Ir(z) = Ir({z}). We shall prove the following central limit theorem.
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Theorem 4.1 Consider a random connection model with connection function g of bounded
support. Then for any increasing sequence (Λn)n∈N of finite subsets of Zd with
⋃
n∈N Λn =
Zd and |∂Λn|/|Λn| → 0, n→∞, we have
Ir(Λn)− EIr(Λn)√
VarIr(Λn)
 N(0, 1), n→∞. (28)
In order to prove this result, we use the main theorem in Bolthausen (1982). The
conditions of his theorem involve three mixing conditions which are trivially satisfied when
g has bounded support, and which we do not repeat here. Under these three mixing
conditions, Bolthausen (1982) shows that if in addition∑
z∈Zd
Cov(Ir(0), Ir(z)) > 0, (29)
then it is the case that
Ir(Λn)− EIr(Λn)√|Λn|∑z∈Zd Cov(Ir(0), Ir(z))  N(0, 1), n→∞. (30)
Because of the following elementary lemma, which we give without proof, (29) and (30)
imply our Theorem 4.1.
Lemma 4.2 Let (Yz)z∈Zd be a stationary random field with EY 20 <∞. Let (Λn)n∈N be a
sequence of finite non-empty subsets of Zd with |∂Λn|/|Λn| → 0, n→∞. If∑
z∈Zd
|Cov(Y0, Yz)| <∞, (31)
then
1
|Λn|Var
∑
z∈Λn
Yz →
∑
z∈Zd
Cov(Y0, Yz), n→∞.
Note that (31) is satisfied because g has bounded support. It remains to prove (29). We
give the proof in the two-dimensional case, but the method clearly generalizes to other
dimensions.
With a slight abuse of notation, for a Borel subset B of R2 let Ir(B) henceforth be
defined as 1/r times the number of vertices of (X,λ, g) in B that are contained in a
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component of size r. According to Lemma 4.2, it suffices to show that there exists M ∈ N
and γ > 0 such that for all n,
VarIr((0, nM ]2) ≥ γn2. (32)
We estimate the variance in (32) with the following general abstract trick, which we learned
from J. v.d. Berg (personal communication).
Lemma 4.3 Let Y be a random variable with finite second moment, defined on a proba-
bility space (Ω,A,P). Let n ∈ N and let F0 ⊆ F1 ⊆ · · · ⊆ Fn be sub-σ-algebras of A with
E(Y |F0) = EY and E(Y |Fn) = Y a.s. Then we have
VarY =
n∑
i=1
E [E(Y |Fi)− E(Y |Fi−1)]2 .
Proof: For 1 ≤ i ≤ n, denote ∆i = E(Y |Fi) − E(Y |Fi−1). We write the variance
of Y with a telescoping sum as VarY = E(
∑n
i=1 ∆i)
2. For 1 ≤ i < j ≤ n we have
E∆i∆j = EE(∆iY |Fj)−EE(∆iY |Fj−1) = 0. Hence VarY =
∑n
i=1 E∆2i , as required. 2
Let R be such that g(x) = 0, x ≥ R. Define µ = EIr((0, 1]2) > 0. Choose an integer
M > 3λR/µ. We shall show that (32) holds for this M , and this is sufficient to prove
Theorem 4.1.
Partition the first quadrant of R2 into cubes of side length M , and denote these cubes
by Bk, k ∈ N, where the indices run as indicated in Figure 1. For n ∈ N let Kn be the set
of indices k ∈ {1, . . . , (n− 1)2} that are shaded in Figure 1.
For k ∈ ⋃n∈NKn, we define the following sets:
k = (rR, rR) +Bk;
k = Bk + (−rR, rR]2;
@k = k ∩
⋃k−1
i=1 Bi;
@k = k \
⋃k−1
i=1 Bi;
see Figure 2 and Figure 3.
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Figure 1: The enumeration of cubes in the first quadrant.
Figure 2 Figure 3
The shaded region on the left is k. The dark shaded region on the right is @k and the
light shaded region on the right is @k.
For k ∈ N, let Fk be the σ-algebra generated by the points ofX in
⋃k
i=1 Bi. We shall first
show that for n ∈ N and k ∈ Kn the difference E(Ir((0, nM ]2)|Fk−1)−E(Ir((0, nM ]2)|Fk)
is bounded below by a positive uniform constant, with positive probability which is also
uniform in k and n.
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On the one hand, we have
E(Ir((0, nM ]2)|Fk−1) ≥ E(Ir( k)|Fk−1) + E(Ir((0, nM ]2 \ k)|Fk−1)
= µM2 + E(Ir((0, nM ]2 \ k)|Fk), (33)
since Ir( k) is independent of Fk−1 and since the σ-algebra generated by Ir((0, nM ]2\ k)
and the points of X in
⋃k−1
i=1 Bi, is independent of the points of X in Bk.
On the other hand, we also have
E(Ir((0, nM ]2)|Fk) ≤
≤ (1/r)E(X(@k)|Fk) + (1/r)E(X(@k)|Fk) + E(Ir((0, nM ]2 \ k)|Fk)
= 0 + 2λR(M + rR) + E(Ir((0, nM ]2 \ k)|Fk), (34)
with probability at least e−λ(M+2rR)
2
, since X(@k) is Fk-measurable and X(@k) is inde-
pendent of Fk.
Combining (33) and (34) yields for n ∈ N and k ∈ Kn,
P
(
E(Ir((0, nM ]2)|Fk−1)− E(Ir((0, nM ]2)|Fk) ≥ µM2 − 2λR(M + rR)
) ≥ e−λ(M+2rR)2 .
Now observe that the box (0, nM ]2 contains at least αn2 boxes indexed by an element of
Kn, for some α > 0. Hence, since µM
2 − 2λR(M + rR) > 0, we have by Lemma 4.3
VarIr((0, nM ]2) ≥
∑
k∈Kn
E[E(Ir((0, nM ]2)|Fk)− E(Ir((0, nM ]2)|Fk−1)]2
≥ αn2(µM2 − 2λR(M + rR))2e−λ(M+2rR)2 ,
proving the result.
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