Abstract Given an initial spatial sampling campaign, it is often of importance to conduct a second, more targeted campaign based on the properties of the first. Here a network re-design modifies the first one by adding and/or removing sites so that maximum information is preserved. Commonly, this optimisation is constrained by limited sampling funds and a reduced sample network is sought. To this extent, we demonstrate the use of geographically weighted methods combined with a location-allocation algorithm, as a means to design a second-phase sampling campaign in univariate, bivariate and multivariate contexts. As a case study, we use a freshwater chemistry data set covering much of Great Britain. Applying the two-stage procedure enables the optimal identification of a prespecified number of sites, providing maximum spatial and univariate/bivariate/multivariate water chemistry information for the second campaign. Network re-designs that account for the buffering capacity of a freshwater site to acidification are also conducted. To complement the use of basic methods, robust alternatives are used to reduce the effect of anomalous observations on the re-designs. Our non-stationary re-design framework is general and provides a relatively simple and a viable alternative to geostatistical re-design procedures that are commonly adopted. Particularly in the multivariate case, it represents an important methodological advance.
Introduction
Given an initial spatial sampling campaign, it is often important to conduct a second sampling campaign based on the properties of the first. Here a network re-design modifies the first one by adding and/or removing sites so that maximum information is preserved. In this respect, we demonstrate the use of basic and robust geographically weighted (GW) methods combined with a location-allocation (L-A) algorithm (e.g. ReVelle and Eiselt 2005) as a means to design a second-phase sampling campaign in univariate, bivariate and multivariate contexts. We utilise outputs from GW summary statistics (GWSS) Fotheringham et al. 2002) and a GW principal components analysis (GWPCA) Harris et al. 2011) , for input data into a L-A algorithm. Our re-design procedures are considered variations on that proposed by Kanaroglou et al. (2005) , for the optimal location of urban air pollution monitors (but for a single variable only).
As a case study, networks of one, two and eight freshwater chemistry variables collected at 533 sites across Great Britain, are re-designed for a second, targeted sampling campaign of just 25 sites. This data was collected as part of a freshwater acidification study, for input into the calculation of associated critical load data (CLAG Freshwaters 1995) . In this respect, weighted re-designs that account for the buffering capacity of a freshwater site to acidification (measured by its critical load) are also presented. Variability in the water chemistry data is mainly driven by the deposition of various (acidifying and nonacidifying) compounds, types of land use and geology; all of which vary both singly and in combination across Great Britain. Thus structures in the water chemistry data similarly vary across space; as shown in the companion study of Harris et al. (2014) , also using GW methods.
Applying our re-design procedures enable optimal redesigns, with respect to the preservation of spatial and attribute information. The procedures are general and applicable to any environmental monitoring programme, where multiple variables are routinely measured. For freshwater environmental concerns, this not only includes re-designs for acidification (Hornung et al. 1995) , but also for eutrophication (Pretty et al. 2003) , both of which can benefit from targeted sampling where remedial actions are most urgent. As the collection of large environmental data sets continues (e.g. as required for the Water Framework Directive within the European Union; http://ec.europa.eu/ environment/water/water-framework/) the availability of such re-design procedures will become increasingly valuable, because it would facilitate researchers and regulators to target areas where management actions may be required to prevent environmental degradation. Although, we present our network re-designs in univariate, bivariate and multivariate contexts, in practise a multivariate re-design is the most important, as once a sampling site is visited, it usually makes sense to measure multiple attributes. Our study is structured as follows: (1) literature review for spatial sampling; (2) the network re-design methodology; (3) a description of the study data; (4) the re-design results; and (5) conclusions. All methods were implemented in R (http://www.r-project.org), many of which are available in the GWmodel R package (Lu et al. 2013) . As a large number of abbreviations are used, the reader is helped with a list of abbreviations and their definitions (Table 1) .
Background and context
Methods to conduct spatial sampling can be categorised into the following:
1. geometric-based (space-filling) (Royle and Nychaka 1998) ; 2. design-or probability-based with respect to random, systematic, stratified random, clustered and multi-stage sampling (e.g. de Gruijter et al. 2006 ); 3. design-based accounting for key spatial effects such as autocorrelation (e.g. Griffith 2005; Webster et al. 2006) and heterogeneity (e.g. Wang et al. 2010 ); 4. model-based via a (spatial) regression approach (Mül-ler 2005 (Mül-ler , 2007 ); 5. model-based via a random fields approach-maximum entropy type (Caselton and Zidek 1984; Zidek 1992, 2006 ); 6. model-based via a random fields approach-geostatistical type (van Groenigen and Stein 1998; van Groenigen et al. 1999; Brus and Heuvelink 2007) . Reviews and linkages between the six categories can be found in Brus and de Gruijter (1997); Martin (2001) ; Xia et al. (2006); Wang et al. (2012) . Observe that categories (4-6) relate to network re-designs, as methods require an initial data set to work with. Also a Gaussian process is commonly assumed for model-based methods, but other processes can be catered for. For categories (5-6), the redesign can focus on: (a) prediction (e.g. McBratney et al. 1981; Ritter 1996) , (b) (variogram) parameter estimation (e.g. Warrick and Myers 1987; Müller and Zimmerman 1999; Zhu and Stein 2005) or (c) a hybrid of both objectives (e.g. Zimmerman 2006) .
For methods that stem from a geostatistical (kriging) perspective (category 6), the re-design is commonly optimised by the minimisation of the average kriging variance, where different optimisation algorithms are possible (Baume et al. 2011) . Re-designs for one variable (say, using ordinary kriging) are common (e.g. van Groenigen et al. 1999) , and include re-designs that are: (1) constrained by additional information via indicator kriging (e.g. van Groenigen et al. 2000) or (2) informed by covariates via regression kriging (Brus and Heuvelink 2007) . Multivariate methods, where the re-design is for two or more variables simultaneously are rare; the cokriging approach of Vašát et al. (2010) , aside. Important non-stationary extensions within the geostatistical framework address the severe short-fall of the kriging variance as a measure of local uncertainty (e.g. Journel 1986). For example, in a univariate re-design, Delmelle and Goovaerts (2009) weight the kriging variance with a local variance measure. Similarly, in a univariate re-design with covariates, Marchant et al. (2009) use regression kriging with a local (residual) variance term. Similarly, Haas (1992 Haas ( , 2002 specifies local variograms/cross-variograms for univariate and multivariate re-designs. For methods that stem from the maximum entropy framework (category 5), univariate through to multivariate methods are possible, often incorporating important non-stationarities (Zidek et al. 2000) . A drawback to these re-design methods is that they require considerable statistical expertise to fit and interpret their results. Furthermore, many methods are implicitly designed for space-time data, such as air pollution data (Zidek et al. 2000) .
Our GW method-based re-designs are comparable to model-based methods in that our methods are for redesigning an existing network. Conceptually, they are closer to those from the geostatistical framework rather than the alternatives. In particular, they are comparable with non-stationary forms that account for local changes in variation (i.e. those described above, especially Haas (1992) ; Delmelle and Goovaerts (2009) in the univariate case; Haas (2002) in the bivariate/multivariate case). Our GW methods also link to design-based stratified sampling (category 2) with respect to an optimisation via prior information on within-strata variances; in that regions with high variability are sampled more intensively, than regions with low variability. A basic difference, however, between design-based methods and GW methods is that in the former, the selection probabilities are known. Furthermore, these known probabilities are used in making inferences.
Our methods directly build upon the univariate (and spatial-only) method of Kanaroglou et al. (2005) , for locating urban air pollution monitors (for nitrogen dioxide, NO 2 ). Here a pragmatic and easily reproducible strategy was adopted, where a local variogram-type measure (weighted by population density) was used as demand data for input into an attendance maximising L-A algorithm (e.g. Holmes et al. 1972) . The idea being that more monitors should be located in areas of high NO 2 variability and also where people actually live. We extend this method, in that our re-designs are possible for two or more variables, simultaneously. Essentially, we replace the local variogram-type measure with local variability outputs from univariate, bivariate and multivariate GW methods. The spatial scale of these local variability measures are, as far as possible, determined objectively, rather than subjectively. We also (non-geographically) weight these variability measures in the context of the study data (for weighted re-designs) and replace the attendance maximising L-A algorithm with a p-median L-A algorithm (e.g. Teitz and Bart 1968; Rosing et al. 1979) . Our re-design framework is general and could optimally locate any (prespecified) number of sample sites to any location-sampled or un-sampled in the first campaign (since the local variability measures can be found at any location). For this study however, we assume that only sites that were visited in the first campaign need to be chosen, and that a much reduced second campaign is required due to limited financial resources.
Methodology
In order to describe our re-design methodology, we proceed as follows: (1) a description of the p-median L-A algorithm; (2) an overview of GW methods; (3) the L-A demand data from GWSS and GWPCA methods; (4) the rationale for choosing this demand data; (5) kernel bandwidth selection procedures for the GW methods; and (6) a summary of the proposed methodology.
3.1 The p-median location-allocation (L-A) algorithm L-A algorithms are routinely incorporated within a Geographical Information System where they are used to determine optimal locations of a service (say, hospitals, fire stations, schools, warehouses, etc.). An L-A algorithm will match supply with demand via the use of objectives and constraints. The most common L-A algorithms are minimum distance (e.g. p-median) and maximum coverage (e.g. attendance maximising). The p-median algorithm will locate supply sites such that the sum of weighted distances for all demand sites from their nearest supply site is minimised. The distances are weighted by the demand data. More formally, the p-median algorithm minimises an objective function of the form
where n d is the number of demand sites; n s is the number of potential supply sites; and P d ij = n p , where n p is the number of supply sites to be located. The weight k i at site i represents demand; d ij is the distance between sites i and j; d ij is the allocation decision variable (given a value of 1 if demand site i is served by a supply site in j and a value of 0 otherwise).
In context of our network re-designs, the supply sites will be those identified as potential sites for a second sampling campaign. In this case, we assume we have sufficient resources to re-sample at n p = 25 sites, selected from the n s = 533 sites of the initial water chemistry sampling campaign. The demand data will be local variability outputs from our GW methods, found at the same n d = 533 initial sites. The demand data can also be weighted for weighted redesigns (Sect. 5). Observe that we have chosen a p-median L-A algorithm. There are however, many L-A algorithms to choose from (ReVelle and Eiselt 2005) , and one algorithm should be chosen that best suits the properties of the redesign process. Our reasons for choosing a p-median algorithm stem from its relative simplicity and reproducibility; it is possible that an alternative algorithm may be better suited to our case study data, but it is the over-arching concept of the re-design framework that we wish to focus on.
Geographically weighted methods
GW methods are primarily used to investigate spatial heterogeneity, where the form of the heterogeneity reflects the objective of the under-lying statistic or model (see Fotheringham et al. 2002; Harris et al. 2012) . For example, a GW variance investigates spatial change in data variability ; a GW regression (GWR) investigates spatial change in response and predictor data relationships (see Brunsdon et al. 1998) . A moving window weighting technique is used, where local models are calibrated at (sampled or un-sampled) locations (i.e. the window's centre). For an individual model at some calibration location, all neighbouring observations are weighted according to the properties of a distance-decay kernel function, and the model is locally-fitted to this weighted data. Thus the geographical weighting solely applies to the data in all GW methods, where each local model is fitted to its own GW data (sub)set. The size of the window over which this localised model might apply is controlled by the kernel's bandwidth. Small bandwidths lead to more rapid spatial variation in the results, while large bandwidths yield results increasingly close to the global model solution. Commonly, the exploration of spatial heterogeneity involves a simple non-stationarity test and a mapping of the outputs or parameters of the GW method. This may then direct a traditional (stationary) or sophisticated (non-stationary) analysis (e.g. when a rigorous inferential framework is required).
The L-A demand data from basic and robust GW methods
We utilise local variability outputs from basic and robust forms of GWSS and GWPCA, to use as demand data for input into a p-median L-A algorithm. Robust forms are specified, so as to reduce the effect of outliers on the network re-design (i.e. our definition of robust accords to the reviews of Rousseeuw et al. (2006) or Filzmoser and Todorov (2012) ). This is important, as outliers can not only artificially increase local variability, but can also mask key features in local data structures. Robust procedures are possible for estimating location and scale in univariate, bivariate and multivariate contexts. Here, in the univariate case, we replace basic variance estimates with robust median absolute deviation (MAD) (Hampel 1974) estimates. In the bivariate and multivariate cases, robust estimates for the covariance matrix are needed and here, we specify the minimum covariance determinant (MCD) estimator (see Maronna et al. 2006) . In particular, we find our demand data, via:
a. GW standard deviation (GWSD) values and GW median absolute deviation (GWMAD) values for basic and robust univariate re-designs, respectively; b. Basic and robust GW correlation (GWCOR) values for bivariate re-designs; c. Basic and robust GWPCA, where the demand data for the multivariate re-designs is the output that locally measures the percentage of the total variance in the original data that is accounted for by a specified combination of components (i.e. via the component scores data). Call this demand data, PTV data.
GWSS
For attributes x and y at spatial location i where the geographical weights w ij accord to a bi-square kernel weighting function (see Sect. 3.5), definitions for a GWSD and a GWCOR, for a calibration sample size n, are
, where a local mean is m x i ð Þ ¼ P n j¼1 w ij x j . P n j¼1 w ij , and where a local covariance
A definition for the MAD is s MAD = 1.4826 median i |x i -median k (x k )|. A GWMAD involves finding local medians of both the sample data x i and the expression |x i -median k (x k )|. Definitions for local medians are given in Brunsdon et al. (2002) . For a robust GWCOR, we estimate the local covariance using the MCD estimator, whose objective is to find a subset of h observations whose basic sample covariance matrix has the lowest determinant.
Crucial to the robustness and efficiency of this estimator is h, and we specify a value of h = 0.75n, following Varmuza and Filzmoser (2009, p. 43) .
GWPCA
For GWPCA, a different localised PCA is computed at target locations, allowing a local identification of any change in the structure of a multivariate data set. If spatial location i has coordinates (u i , v i ), then GWPCA involves regarding a vector of observed variables x i as having a certain dependence on its location i, where l(u i , v i ) and R(u i , v i ) are the local mean vector and the local covariance matrix, respectively. The local covariance matrix is
where X is the data matrix (with n observation rows and m variable columns); and W(u i , v i ) is a diagonal matrix of geographic weights, generated using the bi-square kernel function. To find the local principal components at location i, the decomposition of the local covariance matrix provides the local eigenvalues and local eigenvectors (or loading vectors) with
Thus at each data location for a GWPCA with m variables, there are m components, m eigenvalues, m sets of component loadings (with each set m 9 m), and m sets of component scores (with each set n 9 m). We can also obtain eigenvalues and their associated eigenvectors at un-sampled locations. For this study, we specifically require the local PTV data. For each component in turn, this data is found if we divide each local eigenvalue by tr(V(u i , v i )), and then multiply by 100. PTV data can be found at any location (sampled or not). For a robust GWPCA, we estimate the local covariance matrix using the MCD estimator, as specified with robust GWCOR.
3.4 Rationale for using GW methods for network redesign 1. For a univariate re-design, fewer sites should be selected in areas where data variation is low, reflected by low GWSD/GWMAD values. Conversely, more sites should be selected where data variation is high, reflected by high GWSD/GWMAD values. 2. For a bivariate re-design, fewer sites should be selected in areas where the correlation between the two variables is strong, reflected by a GWCOR tending to ±1. Conversely, more sites should be selected where the correlation between the two variables is weak, reflected by a GWCOR tending to zero. Furthermore, for the sparse network of sites selected in areas with strong local correlations, one variable could be inferred from the other, entailing that only one variable needs sampling. 3. The rationale for the bivariate re-design directly extends to the multivariate re-design with GWPCA.
Here we postulate that fewer sites should be selected in areas where the correlations (or collinearity) amongst the multivariate data are strong, reflected by high PTV outputs. In these areas, fewer sites are needed; and for sites that are selected, not all of the variables need to be sampled. Conversely, more sites should be selected in areas where the correlations amongst the data are weak, reflected by low PTV outputs. In these areas, more sites are needed and all variables carry important information (so all need to be sampled for).
3.5 Basic and robust bandwidth selection in the context of network re-design For this study's GW methods, we generate the geographic weights w ij using a bi-square kernel function, which can be defined as
where the bandwidth is the geographic distance r; and d ij is the geographic distance between spatial locations of the ith and jth rows in the data matrix. The bandwidth can be specified as: (A) a fixed distance (where the number of local observations vary within the search window) or (B) an adaptive (varying) distance (where the number of local observations are fixed within the search window). For this study, we always specify the bandwidth as an adaptive distance, where the number of local observations is reported as a percentage of the full data set. Crucial to any GW method is choosing the size of the bandwidth, so that the true scale of process heterogeneity is reflected in their outputs. In the context of network redesign, bandwidths that are too large will result in variability measures tending to their global form. Such demand data will have little influence in the L-A algorithm, resulting in a network re-design that only reflects the data's geometric properties (i.e. sites will be optimally and evenly dispersed across the initial design). Thus bandwidths need to chosen with care, as the re-design is strongly dependent on them. Bandwidths can be: (1) optimally-specified via a cross-validation procedure (provided an objective function exists); (2) user-specified, but guided by the behaviour of some surrogate method that is expected to have similar properties; (3) user-specified, guided by experience of the process under study; or (4) user-specified, but guided by all three of the above methods. Of our study GW methods, only for GWPCA is cross-validation possible. For the rest, a surrogate procedure is used.
Bandwidths for GWSD and GWMAD data: univariate re-designs
For GWSD and GWMAD data, a surrogate procedure is used where we make use of the fact that local averages tend to scale with local variances in environmental data. This is known as the proportional effect in geostatistics (Chilès and Delfiner 1999) . As such, it is reasonable to find bandwidths for GW means and GW medians, which can be found optimally, and then use the same bandwidths for calculating GWSD and GWMAD values, respectively. Basic and robust leave-one-out cross-validation procedures are followed, analogous to that used in GWR (see Brunsdon et al. 1998, and Farber and Páez 2007, respectively) , but where local means/medians are used as predictors rather than local regressions. Robust procedures are specified as cross-validation procedures are themselves susceptible to outliers, even if the GW predictor is robust. A robust procedure down-weights the contributions of (residual) outliers when computing its goodness of fit (GOF) statistic. Thus for the basic procedure, the bandwidth r that minimises this GOF expression
is taken as optimal, where RMSPE is the root mean squared prediction error and b x 6 ¼i r ð Þ is the predicted value of x i after the observation at i is removed. In the robust procedure, the bandwidth r that minimises this GOF expression
is taken as optimal, where MAPE is the mean absolute prediction error. Thus for univariate re-designs, we aim to find four surrogate bandwidths in total, two relate to GWSD data, whilst two relate to GWMAD data. The only re-design that is fully-robust is one that uses GWMAD demand data and where the GWMAD bandwidth relates to that found optimally for a GW median via the MAPE GOF data.
3.5.2 Bandwidths for basic and robust GWPCA: multivariate re-designs
We choose bandwidths for basic and robust GWPCA in accordance with an existing cross-validation procedure, where it is necessary to pre-specify (by experimentation) the number of retained components, q (where q \ m, i.e. cannot specify all m components). A dual optimisation of both r and q is not currently viable, although work in this area is on-going. Again basic and robust procedures are possible, where GWPCA is viewed as a data model (Jolliffe 2002) and in doing so, enables leave-one-out GOF statistics to be found. The basic procedure uses the mean GOF, whilst the robust procedure uses the median GOF (i.e. analogous to those defined in expressions 3 and 4). For a given value of q, the bandwidth r that minimises the specified GOF statistic is taken as optimal. Details are given in Harris et al. (2011) . Thus we aim to find four optimal bandwidths in total, two relate to basic GWPCA, whilst two relate to robust GWPCA. The only re-design that is fully-robust is one that uses robust GWPCA PTV demand data and where the GWPCA bandwidth is found robustly. Observe that robust GWPCA is computationally intensive (due its use of the MCD estimator) and applying it within a leave-one-out cross-validation significantly increases this computational burden.
Bandwidths for basic and robust GWCOR data: bivariate re-designs
For GWCOR data, bandwidth selection is guided by a surrogate procedure. Here it is observed that an alternative bivariate re-design could be found by applying GWPCA with two variables (m = 2), where an optimal bandwidth can only be found from q = 1. This GWPCA re-design is expected to provide broadly similar results to that based on GWCOR, provided both methods are calibrated with the same bandwidth. Thus a surrogate bandwidth for GWCOR data is simply that found optimally for GWPCA, using the same two variables. This procedure is also useful in that a (simple) bivariate GWPCA re-design provides insight to the expected behaviour of the (more complex) multivariate GWPCA re-design (where m [ 2). That is, it can help to review our postulations of Sect. 3.4. Considering basic and robust forms are again needed, then for a bivariate redesign, we aim find four bandwidths in total. Two relate to basic GWCOR data, whilst two relate to robust GWCOR data.
3.6 Summary: key stages of the network re-design methodology a. Decide on the potential locations for the second sampling campaign. In this study, we assume that only sites that were visited in the first campaign can be chosen. Thus all demand data sets are found at the n = 533 study sites. b. Determine the kernel bandwidths for GWSD data (basic), GWMAD data (robust) in the univariate redesign case; GWCOR data (basic and robust) in the bivariate case; and GWPCA (basic and robust) in the multivariate case. c. From the specifications in (b), find all demand data sets for univariate, bivariate and multivariate re-designs. Map this data for context. d. In the univariate case, the resultant GWSD and GWMAD data can be fed directly into the L-A algorithm. However, in the bivariate and multivariate cases, this demand data is needed: 1 -|GWCOR| and 100 -PTV, respectively; each reflecting the nature of the postulations presented in Sect. 3.4. e. Find the distance matrix for the study data, choose each demand data set in turn, and run the L-A algorithm with a pre-specified number of second campaign sites to optimally locate. In this case, 25 sites are taken to reflect the available resources. f. Map the re-design results from each L-A run, indicating the level of demand at each of the chosen 25 sites. The L-A algorithm also allocates nearby sites to each chosen site (i.e. a spatial classification). This allocation could be mapped to provide insight into the results with respect to the initial sampling campaign, but is not strictly necessary in our network re-design context. g. Include in the re-design results, 25 sites chosen when a demand data set consists of 533 equal values. This provides a benchmark re-design reflecting only the properties of the L-A algorithm, with respect to the sample configuration of the study data.
Case study: freshwater chemistry data for Great Britain
The study data is a subset of a water chemistry sampling programme for Great Britain; data that was used to calculate and map freshwater acidification critical loads (Kreiser et al. 1993) . Sites were chosen to represent the most acid-sensitive water body within either a 10 km (for sensitive areas) or 20 km (for non-sensitive areas) grid square so that the minimum critical load is found. Data chosen for our study is composed of eight variables at 533 freshwater sites. These are: pH, alkalinity, conductivity, nitrate, sulphate, phosphate, total monomeric aluminium, and total organic carbon. All variables aside from pH were jointly transformed to approximate multivariate normality; and are thus named as: pH, Alk.T, Cond.T, NO3.T, SO4.T, PO4.T, AL.TM.T and TOC.T, respectively. For the GWPCA calibrations, this data is then standardised (thus covariance matrices are specified). Details on the selection and pre-processing of this data can be found in Harris et al. (2014) .
Observe that data pre-processing decisions can strongly affect the local variability outputs of our GW methods, which can be further complicated in that the existence of outliers may be a key contributing factor in any differences observed. As a consequence, our network re-designs are dependent on the particular data pre-processing decisions we have taken. As our data are globally-transformed (and globally-standardised for GWPCA), there is no guarantee that the data will retain the associated properties at the scale of each local fit. The consequences of these decisions are most pertinent to GWPCA, as the standardisation should be conducted at the scale of each local PCA (local transforms are not so important). This local operation is not fully viable for GWPCA and here the use of globallystandardised data is considered a pragmatic alternative. A very limited GWPCA with locally-standardised data can be found however, and provides a check on this decision. Locally-standardised data (or at least an approximation to it) ensures that variables with the largest (local) variances do not dominate the local variability outputs and in turn, bias the network re-design. Observe that GWSD and GWCOR are already in a locally-standardised form, for our univariate and bivariate re-designs, respectively.
Variability measures for each variable are given in Table 2 , where the largest SD and MAD values are for nitrate and phosphate. Basic and robust correlation matrices are given in Table 3 , where the strongest correlations are between pH and alkalinity, which is to be expected. Weak correlations are also evident, while some variables, e.g. nitrate and aluminium are essentially uncorrelated. PCA eigenvalue and PTV data (Table 4) reveal that the first three components have eigenvalues greater than unity, where they collectively account for 79.9 or 81.6 % of the variation in the data for basic and robust fits, respectively. These results reflect the relatively strong levels of collinearity amongst some of the variables. Basic and robust PCA scores data for the first component are mapped in Fig. 1 . Spatial trends in this data tend to reflect where acidification is of most and of least concern; with high positive scores in areas of Scotland and Wales, and high negative scores in much of England, respectively. In general, and at this global scale, there is little difference between basic and robust forms. This does not imply however, that outliers will not have an influence, locally. Thus pursuing a robust GW methodology still has merit.
Results and discussion
In this section, we present a selection of network re-designs. In the univariate case, we choose pH as the variable for a targeted second sampling campaign. In the bivariate case, we choose aluminium and TOC. This particular variable pair is chosen, as they are likely to exhibit stronger local correlations in areas impacted by acidification, and so exhibit correlations that are not only different locally, but also different to that found globally. In the multivariate case, all eight variables are used.
Bandwidth selection
Bandwidths for the GW methods are given in Table 5 , using the procedures described in Sect. 3.5. For GWSD and GWMAD data of the univariate re-designs, their surrogate bandwidths (via GW means and GW medians) are relatively small ranging from 3 to 7 %, where one bandwidth function did not reach a minimum. Bandwidth functions for GW means and GW medians (for the basic selection procedure) are given in Fig. 2a , b, where in both cases, clear minimums are reached. For basic and robust GWCOR data of the bivariate re-designs, none of their surrogate bandwidth functions (via bivariate GWPCA) displayed a clear minimum and as such, bandwidths are chosen with judgement based on the behaviour of their function. Bandwidth functions for basic and robust bivariate GWPCA (for the basic selection procedure) are shown in Fig. 2c, d , where bandwidths are taken at local minimums found at 33 and 41 %, respectively. Bandwidth functions using the robust selection procedure, behaved in a similar manner to that observed with the basic procedure. For basic and robust GWPCA of the multivariate redesigns, GWPCA can be used directly to find its (optimal) bandwidth. However, we need to specify the number of q retained components. From the PCA results in Table 4 , it is natural to proceed with q = 3 or q = 4 components as this provides cumulative PTV values of around 80 % or around 90 %, respectively. As such, we focus our GWPCA calibrations on bandwidth functions where q = 4, as this corresponds to that of a reasonable PCA specification. Thus from Table 5 , clear minimums were found at bandwidths of 48 and 56 % for basic GWPCA using the basic and robust selection procedures, respectively. However, for both cases of robust GWPCA, the bandwidth function did not reach a minimum. The bandwidth functions for basic and robust GWPCA (for the basic selection procedure) are given in Fig. 2e , f, where the former reaches a minimum, whilst the latter does not.
As broadly similar bandwidths are found within each of the three groups of GW methods, we choose to use the same bandwidth for their respective re-designs. This is useful as it enables an objective comparison of the redesign results (i.e. it isolates the effects of different bandwidth sizes). Thus for the univariate re-designs, we specify a bandwidth of 5 % for both the GWSD and GWMAD calibrations. For the bivariate re-designs, we specify a bandwidth of 41 % for basic and robust GWCOR calibrations. For the multivariate re-designs, we specify a bandwidth of 52 % for basic and robust GWPCA calibrations. These bandwidths are averages of those found within each group. Observe the benefits of conducting an extensive bandwidth study, as our final selections are more assured. The bandwidth function in any GW method should always be thoroughly investigated, and can be considered analogous to a thorough investigation of the variogram in geostatistics; where both investigations aim to identify spatial structure in some way (see Cressie 1989).
Local analyses
Maps of the demand data are now scrutinised for the univariate, bivariate and multivariate re-designs. Figure 1c , d present the GWSD and GWMAD maps for pH, where high levels of pH variation tend to cluster at sites in northern England. This can be attributed to changes in the sources of acidification (natural and anthropogenic), as well as changes in land use and geology; all operating across small distances. Thus for the corresponding re-designs, these particular regions will be preferentially sampled. Note that the average GWSD value is slightly higher than the average GWMAD value, thus a GWMAD performs as expected in reducing variability at most locations (as a likely consequence of outlying pH data). However, minimum and maximum GWSD values are respectively, larger and smaller than that found using a GWMAD. Figure 3a , b present the robust and basic, bivariate GWPCA PTV maps for aluminium and TOC (which can only be for the first component, PC1). Figure 3c , d present the corresponding robust and basic GWCOR maps; data that will be used for the bivariate re-designs. All calibrations use the same bandwidth of 41 %. For bivariate GWPCA to act as a reasonable surrogate bandwidth selection method for GWCOR, we expect the GWPCA PTV data to roughly correlate with the |GWCOR| data. In Robust multivariate GWPCA with q = 4 MNR MNR MNR minimum not reached a Judged optimum from interpretation of bandwidth function this respect, basic correlations between these outputs are promising at 0.91 and 0.52, for basic and robust cases, respectively. These correlations are also useful, in that they provide some clarity to our second and third postulations of Sect. 3.4. From the GWCOR maps, weak GWCOR values tend to cluster in all regions of England and Wales, thus for the corresponding re-designs, the same regions will be preferentially sampled. The strong positive GWCOR values observed in Scotland can be attributed to large areas of coniferous woodlands promoting aluminium mobilisation when freshwaters are acidified together with naturally occurring humic waters with high TOC. Some small regional differences can be observed between the basic and robust GWCOR data, most notably in south Wales, where weak negative correlations change to weak positive correlations.
For the basic and robust multivariate re-designs, we show the spatial distribution of the GWPCA PTV data for the first (PC1) and the first two components combined (PC1-2) in Fig. 4 . In all four maps, the spatial patterns in the PTV data are broadly similar, with the highest PTV values generally located in England and Wales, whilst the lowest PTV values are located in north-west Scotland. For much of Scotland, the lower PTV data indicates a regional reduction in variable collinearity, and thus these regions will be preferentially sampled in the corresponding redesigns. Scotland, as a whole, appears to have the most spatially-diverse water chemistry data structures. The banded south-west to north-east patterns broadly follow the distribution of major soil-types and the under-lying geology (for example, see the soil transacts maps at The Macaulay Land Use Research Institute at http://www. macaulay.ac.uk/tipss/scotst1.htm, last accessed 13/01/14). As would be expected, variability in the PC1 PTV data is higher than that found in the PC1-2 PTV data. PTV data variation simply declines towards zero, as more components are combined. Thus in the context of our re-design study, PTV data for the first or the first few components combined, should only be used as demand data for the L-A algorithm. Although the spatial trends in the basic and robust GWPCA PTV data are broadly similar (at least at the large scale), the robust data are consistently larger. Furthermore, for robust GWPCA, its PTV data is always larger in the local case, than that found in the global case (with a robust PCA). At the local scale, the largest relative differences between the basic and robust GWPCA PTV data (for PC1 and for PC1-2) actually occur on the northwestern coast and nearby isles of Scotland. Differences between basic and robust GWPCA PTV data can be taken to indicate the existence of multivariate outliers, some of which are likely to be locally-outlying.
Network re-designs
The L-A algorithm is first run with the eight demand data sets found above; in each case, targeting 25 of 533 sites for a second sampling campaign. Two maps for the resultant univariate re-designs are given in Fig. 5a , b, for basic and robust cases. Similarly, two maps for the resultant bivariate re-designs are given in Fig. 5c, d . Four maps are presented in Fig. 6 for the resultant multivariate re-designs, where basic and robust GWPCA PTV data for PC1 and for PC1-2 are used as the demand data sets. A ninth run of the L-A algorithm uses a demand data set of 533 equal values, resulting in a benchmark re-design for 25 sites (Fig. 7c ). This benchmark re-design solely accounts for the particular spatial configuration of the study data; a configuration that directly influences the characteristics of all of the previous eight demand data sets (see for example, the preferential/ clustered sampling studies of Olea 2007; Diggle et al. 2010; Gelfand et al. 2012) . In this benchmark re-design, the consequences of over-and under-sampling on the re-design are isolated, such as: (1) the data void in central England, a region where freshwater acidification damage was considered unlikely; or (2) the uneven sampling across 10 km or 20 km grid squares. Thus each of the eight, GW methodbased re-designs must first and foremost be compared to the benchmark re-design. Only those re-designs that deviate from the benchmark re-design are of interest and warrant further scrutiny. On viewing the eight re-designs, all clearly deviate from the benchmark re-design, where the smallest (or most subtle) deviations are found in the two bivariate cases. All eight re-designs appear reasonable, considering the spatial distribution of the demand data (Figs. 1c, d, 3c, d , 4) and the spatial configuration of the initial network of sites. As expected, sites are preferentially located in northern England in the univariate case, coinciding with high levels of pH variation. As expected, sites are preferentially located in England and Wales in the bivariate case, coinciding with weak aluminium and TOC correlations. Here, in comparison to the benchmark re-design, there is one less site in Scotland (view sites on the west coast), whilst there is one more site in England (view sites in the south). Also as expected, sites are preferentially located in Scotland in the multivariate case, where thirteen to fourteen to sites are now located in Scotland compared to eleven in the benchmark re-design. As would be expected from the observed differences in the GWSD and GWMAD data; the basic and robust GWCOR data; and the four different GWPCA PTV data sets, the respective re-designs depend on which GWSD/GWMAD; GWCOR; and GWPCA specification is preferred. For example, on viewing the robust multivariate re-design (with PTV PC1-2 data in Fig. 6d ), notable differences with the corresponding basic re-design (Fig. 6c ) are found in: (a) Scotland, where one extra site is located; (b) Wales, where one less site is located; and (c) southern England, where the same four sites are chosen but demand is reduced (i.e. smaller pink circles).
Finally, two further runs of the L-A algorithm are conducted with weighted demand data to provide examples of weighted (or biased) re-designs. There are various options to weight our demand data sets, such as those which: (1) account for the accessibility of a freshwater site, in order to reduce sampling costs at remote locations or (2) reflect the buffering capacity of a freshwater site to acidification. Population data may act as simple surrogate weighting data set for the former option, whilst freshwater acidification critical load data can be used for the latter option. As the critical load data are a constituent part of the study data set, and available at all 533 freshwater sites, we use this data to provide examples of weighted re-designs. In particular, we weight our robust GWPCA PTV data sets for PC1 and for PC1-2, by 1/exp (SSWC), where SSWC are critical load data calculated via the steady-state water chemistry model (Henriksen et al. 1992 ). The (nongeographical) weighting reflects the fact that a critical load of above 5 keq H ? ha -1 year -1 is unlikely to be exceeded by its corresponding acid deposition value (and thus irreversible damage is unlikely to occur). These weighted, multivariate re-designs are given in Fig. 7a , b, along with a map of the (positively skewed) SSWC data (Fig. 7d) . Both re-designs display a strong clustering of sites in northern Scotland, a region of low critical loads coinciding with low PTV data. Re-designs represent a targeted sampling campaign in regions of most concern to ecological damage via acidification, whilst ensuring that regions, less susceptible to damage, are not unduly under-sampled.
Conclusions
In summary, a location-allocation (L-A) algorithm calibrated with outputs from a geographically weighted (GW) method provides a means to optimally design a second sampling campaign for univariate, bivariate or multivariate spatial data sets. The network re-design procedure preserves spatial and attribute information; and is considered an extension of the univariate-only procedure of Kanaroglou et al. (2005) used to optimally locate air pollution monitors. In this respect, it is applicable to any pollution study, be it water (as in this study), soil or air pollution, where a high number of contaminants are routinely measured. Furthermore, the re-designs can be tailored (or weighted) so that targeted sampling is possible at sites where urgent management actions may be required to prevent environmental degradation.
As the collection of large environmental data sets continues (e.g. as required for the European Union Water Framework Directive), the availability of such re-design procedures are becoming increasingly valuable. GW method-based re-design procedures are relatively simple in comparison to geostatistical alternatives, where a useful comparison of both approaches is left for future work, possibly with simulated data. Future work is also expected concerning the adaptation of our re-design procedures with: (1) alternative L-A algorithms; (2) different distance metrics, say for soil geochemistry re-designs in urban areas (e.g. Glennon et al. 2014 ) and (3) GW variogram-type measures (Harris et al. 2010) extended to multivariate forms.
