Let G be an in nite, locally nite, connected graph with bounded degree. We show that G supports phase transition in all or none of the following ve models: bond percolation, site percolation, the Ising model, the Widom{Rowlinson model and the beach model. Some, but not all, of these implications hold without the bounded degree assumption. We nally give two examples of (random) unbounded degree graphs in which phase transition in all ve models can be established: supercritical Galton{Watson trees, and Poisson{Voronoi tessellations of R d for d 2.
Introduction
Over the last few decades, it has become increasingly clear that there are important connections between percolation theory on one hand, and the issue of Gibbs state multiplicity in Markov random elds on the other. Examples of such connections are the Fortuin{Kasteleyn representation of Ising and Potts models 16, 1, 20, 23] , the disagreement percolation technique for establishing Gibbsian uniqueness 5, 6] , and the equivalence between spin percolation and Gibbs state multiplicity for Ising and Potts models on the square lattice 15, 13] ; see also 18] for a general introduction to such ideas. Here we shall focus on the two basic percolation models (bond percolation and site percolation) and on three di erent Markov random eld models (the Ising model, the Widom{Rowlinson model, and the beach model). Suppose for the moment that the graph structure on which the models live is taken to be the integer lattice Z d , with edges connecting (Euclidean) nearest neighbors. It is well known that all ve models exhibit interesting phase transition phenomena for d 2, whereas none of them do for d = 1. The purpose of this paper is to investigate to what extent such a dichotomy can be extended to the setting of general graphs.
Let G denote the class of all in nite, locally nite, connected graphs, and let G b be the class of all such graphs with bounded degree. Let G BP (resp. G SP ) be the class of graphs in G whose critical value p bond c (resp. p site c ) for bond (resp. site) percolation is less than 1; careful de nitions will be given in the next section. Furthermore write G I for the class of graphs G 2 G which exhibit phase transition in the Ising model, in the sense Our rst main result says that if G is a bounded degree graph, then either (i) G has p bond c < 1, p site c < 1, and exhibits phase transition for all three Markov random elds models, or
(ii) G has p bond c = p site c = 1, and does not exhibit phase transition for any of the three Markov random eld models. This admits a slick formulation as follows. It would of course be desirable to obtain a more explicit structural chararcterization, e.g. of graphs with p bond c < 1. However, a general result of this kind appears to be fairly remote. For trees, p bond c = p site c , and Lyons 36] characterized the critical value in terms of a rather explicit quantity known as the branching number of the tree; in particular, p site c < 1 if and only if the branching number is strictly greater than 1. Benjamini and
Schramm 3] conjectured that a Cayley graph of an in nite nitely generated group has p site c < 1 unless it is a nite extension of Z. Theorem 1.1 stresses the importance of this conjecture. The rest of this paper is organized as follows. In Section 2 we give careful de nitions of all models under consideration. In Section 3 we recall the random-cluster representations of the Markov random eld models; these will play a key role in the following sections. The proof of Theorem 1.2 is split into two sections: the positive implications are proved in Section 4, whereas the nonimplications are demonstrated in Section 5. Theorem 1.1 is proved in Section 6. In Section 7 we provide a su cient condition on unbounded degree graphs for the conclusions of Theorem 1.1, and give two examples of (random) graphs which satisfy this condition: supercritical Galton{Watson trees, and Poisson{Voronoi tessellations of R d for d 2. Some nal remarks, concerning possible extensions to other models, are given in Section 8.
2 The models
Bond percolation
In standard bond percolation on a graph G = (V; E) 2 G with parameter p 2 0; 1], each edge e 2 E is independently assigned value 1 (open) with probability p, or value 0 (closed) with probability 1?p. We write p BP for the corresponding product probability measure on f0; 1g E (note that we are supressing the dependence on G in the notation). A cluster is a (maximal) connected component of open edges. The primary focus of percolation theory is on the possible occurence of in nite clusters. The existence of at least one in nite cluster is not in uenced by changing the status of any nite set of edges, so by Kolmogorov's 0-1 law the p BP -probability of having some in nite cluster must be 0 or 1. An obvious coupling argument shows that the probability of having some in nite cluster cannot decrease as p increases. Combining these two observations, we have the existence of a critical value p bond c = p bond c (G) 2 0; 1] such that p BP (9 some in nite cluster) = ( 0 if p < p bond c 1 if p > p bond c : (At p = p bond c , the probability of existence of some in nite cluster may be either 0 or 1, depending on the choice of G.) We de ne G BP = fG 2 G : p bond c (G) < 1g : By far the most studied choice of G is the integer lattice Z d in d 2 dimensions; see 19] for an introduction to percolation theory with emphasis on the Z d case. Recently, there has been an upsurge of interest in percolation beyond this setting; see e.g. 3, 2, 26] , where the focus is mainly on Cayley graphs and other quasi-transitive graphs, which still have some structure that can be exploited in various ways. In this paper we basically drop all such structure. The obvious cost of doing so is that we are able to say much less about the percolation behavior.
Site percolation
Site percolation on G = (V; E) 2 G with parameter p 2 0; 1] is similar to bond percolation, except that the randomness is in the vertices rather than the edges: each vertex v 2 V is independently assigned value 1 (open) with probability p, or 0 (closed) with probability 1 ? p. 
Markov random elds
Let S be a nite set, and let G = (V; E) be some nite or in nite graph. Let X be some S V -valued random object, and let be the corresponding probability measure on S V .
For a vertex set V , we de ne its boundary @ as @ = fx 2 V n : 9y 2 such that x yg ; where x y denotes the existence of an edge e 2 E connecting x and y. The random object X (or the measure ) is said to be a Markov random eld if admits conditional probabilities such that for all nite V , all 2 S , and all 2 S V n we have
In other words, the Markov random eld property says that the conditional distribution of what we see on given everything else only depends on what we see on the boundary @ . Now take G 2 G. A consistent set of conditional distributions for all nite and all boundary conditions as above is called a speci cation, denoted Q. The speci cation is said to be Markovian if Q(X( ) = j X(V n ) = ) = Q(X( ) = j X(V n ) = 0 ) for all , all 2 S and all ; 0 2 S V n such that (@ ) = 0 (@ ). A probability measure on S V satisfying the prescribed conditional distributions for such a speci cation Q is called a Gibbs measure for Q. Such measures are automatically Markov random elds, and the existence of Gibbs measures for a given such speci cation follows from a standard compactness argument. In contrast, uniqueness does not alway hold. This possible nonuniqueness of Gibbs measure is of central interest in statistical mechanics, and is also of primary interest in this paper. All three Markov random eld models to be discussed here (Ising, Widom{Rowlinson and beach) exhibit nonuniqueness of Gibbs measures for certain G and certain parameter values. For such a parameterized Markov random eld model and a given graph G, we reserve the term phase transition to denote the existence of some parameter values for which the model, living on G, has more than one Gibbs measure. (For bond or site percolation, phase transition means simply that the critical value is strictly less than one.) The three Markov random eld models considered here all possess a 1 symmetry, and share the feature that phase transition is characterized by a breaking of this symmetry; see Propositions 2.1, 2.3 and 2.4 below.
Ising model
The Ising model on a graph G is a certain random assignment of +1's and ?1's to the vertices of G. It was introduced in the 1920's as a model for ferromagnetism, and is today the most studied of all Markov random eld models; see e.g. 31 Here Z is a normalizing constant which depends on , and but not on , and hx; yi means that we sum only over x and y that have an edge in common, and that each such nearest-neighbor pair is counted only once. The study of phase transition in the Ising model is greatly facilitated by the existence of two particular probability measures ;+ I and ;? I that are extreme in the sense of stochastic ordering (the precise meaning of this is given in Section 3.4 below). The \plus measure" ;+ I is constructed as follows; the \minus measure" is obtained analogously.
Let f n g 1 n=1 be a increasing sequence of nite subsets of V converging to V in the sense that each v 2 V is in all but nitely many of the n 's. We refer to such a sequence as an exhaustion of G. Fix a vertex o 2 1 called the origin. For each n, let ;n;+ I be the probability measure on f?1; 1g V corresponding to picking X 2 f?1; 1g V by setting X(V n n ) +1 and picking X( n ) according to (1) (i) There is more than one Gibbs measure.
(ii) ;+ I 6 = ;?
(iv) 9" > 0 such that ;n;+ I (X(o) = +1) 1 2 + " for all n.
It is also well known that the existence of more than one Gibbs measure is increasing in . This was originally proved using so-called Gri ths inequalities (see e.g. 33]); the modern approach based on the random-cluster model will be indicated in Section 3.4.
The following result is an immediate consequence. On the other hand, the existence of more than one Gibbs measure may fail to be increasing in , so there is no Widom{Rowlinson analogue of Theorem 2.2 (see Section 3.4). We therefore have to settle for a de nition of G WR which is slightly less elegant than (2): G WR is the set of graphs G 2 G with the property that there exists some > 0 for which the Widom{Rowlinson model on G has more than one Gibbs measure.
Beach model
The beach model was introduced by Burton and Steif 9] as an example of a so-called subshift of nite type which has more than one measure of maximal entropy despite having strong irreducibility properties. The following formulation is slightly di erent from, but (essentially) equivalent to that of Burton and Steif.
Take G = (V; E) 2 G. Each vertex will be assigned a value from f?2; ?1; 1; 2g. A con guration 2 f?2; ?1; 1; 2g with V is said to be BM-feasible if for each nearest neighbor pair hx; yi we have (x) (y) ?1. In other words, two spins with di erent signs may not sit next to each other unless they are both 1. A probability measure on f?2; ?1; 1; 2g V is said to be a Gibbs measure for the beach model on 
The random-cluster representations
In this section we recall the random-cluster representations of the three Markov random eld models under consideration. In the nal subsection we also recall a key result on stochastic domination (Holley's Theorem), and use it to demonstrate the monotonicities needed in Theorems 2.2 and 2.5.
FK representation of the Ising model
It is today widely recognized that the random-cluster model, originally introduced by Fortuin and Kasteleyn 16] , is one of the most important tools for studying the Ising model. It is customary to start by de ning the random-cluster model on a nite graph, but we shall go directly to the context of an in nite graph G 2 G with an exhaustion f n g 1 n=1 . (For gentler introductions, the reader may turn to 20] or 23].)
De ne E n E as the set of edges that have at least one endpoint in V n n . The \wired" random-cluster measure n;p;q I for n with parameters p 2 0; 1] and q > 0 is de ned as the probability measure on f0; 1g E which to each 2 f0; 1g E assigns probability n;p;q I ( ) = Z ?1 p n 1 ( ) (1 ? p) n 0 ( ) q k( ) I f (e)=1 for all e2EnE n g ; where n 0 (resp. n 1 ) is the number of edges in E n taking value 0 (resp. 1), and k( ) is the number of connected components in (including isolated vertices) that do not intersect V n n . Note that I f (e)=1 for all e2EnE n g takes value one for only nitely many , so that in particular the normalizing factor Z ?1 is well-de ned.
The usefulness of the random-cluster model for studying the Ising model should be clear from the following two results. Let G = (V; E) and f n g 1 n=1 be as before. The wired site-random-cluster model n;p;q WR for n with parameters p 2 0; 1] and q > 0 is de ned as the probability measure on f0; 1g V which to each 2 f0; 1g V assigns probability n;p;q WR ( ) = Z ?1 p n 1 ( ) (1 ? p) n 0 ( ) q k( ) I f (e)=1 for all v2V n ng ; where n 0 (resp. n 1 ) is the number of vertices in n taking value 0 (resp. 1), and k( ) is again the number of connected components in that do not intersect V n n .
The following analogues of Proposition 3.1 and Corollary 3.2 are well-known and easy to prove; see e.g. 18]. 3.3 Random-cluster representation of the beach model Also the beach model has a random-cluster representation, introduced in 23]. For lack of a better name, we call it the beach-random-cluster model.
The random-cluster representation is de ned as follows. Again, let G = (V; E) and f n g 1 n=1 be as before. For a site con guration 2 f0; 1g V , de ne the bond con guration 2 f0; 1g E by letting (e) =
( 1 if at least one of its endpoints take value 1 in 0 otherwise, for each e 2 E. The wired beach-random-cluster model n;p;q BM for n with parameters p 2 0; 1] and q > 0 is de ned as the probability measure on f0; 1g V which to each 2 f0; 1g V assigns probability n;p;q BM ( ) = Z ?1 p n 1 ( ) (1 ? p) n 0 ( ) q k ( ) I f (e)=1 for all v2V n ng ;
where n 0 (resp. n 1 ) is the number of vertices in n taking value 0 (resp. 1), and k ( ) is the number of connected components in (including isolated vertices) that do not intersect V n n .
Similarly as in the previous subsections, the following two results are easily established. 33] ), this is equivalent to the existence of a coupling P of X and X 0 such that P(X X 0 ) = 1.
A probability measure on S V is said to be irreducible if, for any ; 2 S V such that both and have positive -probability, we can move from to through single-site ips without passing through any element of zero -probability. The following result, essentially due to Holley 29] , will play a key role in most of the rest of this paper. The proof is the same as Holley's original proof (which he gave under slightly stronger conditions); see e.g. 18]. 
Since this conditional probability is increasing both in p and in , we may directly apply 
More precisely, we apply Theorem 3.7 to the projections of n;p 1 ;2 I and n;p 2 ;2 I on f0; 1g E n , to get stochastic domination between the projected measures. The full stochastic domination (5) follows easily. We will frequently commit this kind of language abuse.] In particular, Hence (7) The desired conclusion now follows using Corollary 3.6 and Proposition 2.4 (in the same way that we applied Corollary 3.2 and Proposition 2.1 to the Ising model above). 
where (v; ) is the number of connected components in that intersect the neighborhood of v. This conditional probability is increasing in p but not in , so the use of Theorem 3.7 to obtain a Widom{Rowlinson analogue of (5) and (7) is unwarranted. The crucial di erence between the models is that in both the FK random-cluster model and the beach-random-cluster model, the number of connected components is decreasing in , whereas in the site-random-cluster model it is not. This, in turn, is a re ection of the fact that the former two models count the number of connected components in an edge con guration, while the latter deals with a site con guration: adding an open edge can never increase the number of connected components, but adding an open vertex can.
One may ask whether this re ects a fundamental di erence between the Widom{ Rowlinson model and the other models, or just a shortcoming of the random-cluster approach. The (perhaps surprising) answer is that the desired monotonicity of the Gibbs measure multiplicity phenomenon fails for the Widom{Rowlinson model on certain graphs. Examples of graphs where the existence of more than one Gibbs measure varies nonmonotonically in are given in 8].
Proof of Theorem 1.2 { positive implications
In this section we prove the positive parts of Theorem 1.2. These are: 
By Theorem 3.7 and the fact that the conditional n;p;2 I -probability in (4) is bounded above by p, we have that the projection on f0; 1g E n of n;p;2 I is stochastically dominated by the projection on f0; 1g E n of p BP . In particular, n;p;2
so that by (9) 
The conditional n;p;2 WR -probability in (8) Proof of Lemma 4.6: The counterexample G 2 G SP n G WR will be constructed by \decorating" another graph G 0 with \dead ends". G 0 can be taken to be any graph whose critical value for site percolation is strictly between 0 and 1; for concreteness we Since G 0 is a subgraph of G, we obviously have p site c (G) p site c (G 0 ) ; (11) so (i) is immediate (in fact, (11) (12) Translating this to the random-cluster representation using Proposition 3. Proof (14) is ! rather than $. We therefore have to pick p 0 2 (0; p site c (G 00 ))
where G 00 is the graph obtained from G 0 by adding an edge between any pair of vertices u; v 2 Z 2 whose graph-theoretic distance in G 0 is 2. The proof then goes through as for the Widom{Rowlinson case, although it remains to show that we can pick p 0 as in (15) Proof of Lemma 4.8: Let G = (V; E) be as in the proof of Lemma 4.5, with k i = log i log 2 rounded up to the nearest integer. We know from that proof that p site c (G) = 1, so we are done if we can nd an M such that the beach model on G with parameter M has multiple Gibbs measures. Take M = 6 for concreteness (actually, any M > 5 su ces for our argument), so that the corresponding parameter p = M?1 M for the beach-random-cluster model is given by p = 5=6. De ne the exhaustion f n g 1 n=1 of G by setting n = fv 0 ; : : : ; v n g fv i;j : i 2 f0; : : : ; n ? 1g; j 2 f1; : : : ; k i gg : Each v i;j has just two nearest neighbors, whence for v i;j 2 n we have that the conditional n;p;2 BM -probability in (6) is at least p2 ?2 p2 ?2 +1?p = 5 9 . We can therefore apply Theorem 3.7 to get that n;p;2 BM D~ for each n, where~ is the probability measure on f0; 1g V where each v i takes value 0 a.s., and each v i;j independently takes value 1 with probability 5=9, and 0 with probability 4=9. To have (v 0 ! V n n ), it is enough that for all i 2 f0; : : : ; n ? 1g, there is some j 2 f1; : : : ; k i g such that v i;j takes value 1. Since P 1 i=1 (1 ? 5 9 ) k i < 1 by the choice of fk i g 1 i=0 , we have n;p;2
This shows that n;p;2 BM (v 0 ! V n n ) is bounded away from 0 uniformly in n, so we can apply Corollary 3.6 and Proposition 2.4 to deduce that the beach model on G with parameter M = 6 has multiple Gibbs measures, as desired. Next, let be a probability measure on f0; 1g E , and let Y be the corresponding f0; 1g Evalued random element. We say that is 1-dependent if X(A) and X(B) are independent for all nite disjoint edge sets A; B E with the property that no pair (e 1 ; e 2 ) with e 1 2 A, e 2 2 B, share an endpoint. The following edge version of Theorem 6.5 follows immediately from the original vertex result by applying it to the graph G 0 = (V 0 ; E 0 ) with V 0 = E and E 0 = ffe 1 ; e 2 g 2 E E : e 1 and e 2 share an endpoint in V g (note that if G has bounded degree, then so has G 0 ). Proof of Theorem 7.2: Let G good be the set of graphs G that contain a subgraph H satisfying (i) and (ii) in Theorem 7.1. We are done if we can show that P(T 2 G good j T is in nite) = 1 : A tree may or may not be an element of G good , and the property of not being an element of G good is inherited, in the sense of Lyons and Peres 37] . By 37, Chapter 3, Prop. 6], we therefore have that P(T 2 G good j T is in nite) 2 f0; 1g ; Theorem 7.3 If G is the random graph constructed as above from a homogeneous Poisson process in R d , d 2, with intensity > 0, then P(G 2 G BP \ G SP \ G I \ G WR \ G BM ) = 1 : (22) Proof: For simplicity and concreteness, we give the proof for d = 2 only; it will be evident how to generalize it to higher dimensions. The key ingredient (besides Theorem 7.1) of the proof is a simple renormalization argument, similar to one used by H aggstr om and Meester 24] in a di erent context. Note rst that by scaling, the probability in
Hence the set of (k; l) 2 Z 2 for which C k;l happens, contains an in nite cluster with probability 1, when viewed as a site percolation process on G 0 . Hard-core model. The hard-core lattice gas model (hard-core model, for short) with activity parameter a > 0, can informally be described as letting all vertices independently take value 0 or 1 with respective probabilities 1 a+1 and a a+1 , and then conditioning on the event that no two 1's appear on adjacent vertices. The most famous example of nonuniqueness of Gibbs measures in the hard-core model is the Z d lattice for d 2. In this case, the nonuniqueness manifests itself as a breaking of the odd-even symmetry of the lattice. Results in 7] and 22] suggest that the phase transtion phenomenon is rather non-robust under modi cations of the graph structure, in the sense that even a relatively minor perturbation of this lattice symmetry will be enough to remove the phase transition. It also follows from a result in 7] that p site c (G) < 1 is a necessary condition for the hard-core model on G to have phase transition; this is true for bounded as well as unbounded degree graphs. An example of a bounded degree graph with p site c < 1 but no phase transition for the hard-core model can be found in 8].
Rotor model. Let (v)) where > 0 is the inverse temperature parameter, and the sum is as usual over nearest neighbor pairs. Phase transition in this model appears to be less common than e.g. in the Ising model. For bounded degree graphs, it is strongly believed that transience of simple random walk is necessary for phase transition in the rotor model; see e.g. 11]. Furthermore, still assuming bounded degree, the disagreement percolation technique of van den Berg and Maes 6] can be exploited to show that p site c < 1 is another necessary condition. Regarding su cient conditions, one may ask whether p site c < 1 and transience of simple random walk together form a su cient condition, but this is probably not the case; the graph considered in the nal section of 25] is almost certainly a counterexample. Y. Peres has conjectured that a somewhat stronger property is necessary and su cient, namely that there exists a p < 1 such that bond percolation with parameter p produces an in nite cluster on which simple random walk is transient; see 39] .
