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Abstract
Performance of learning based Automatic Speech Recognition (ASR) is susceptible to noise, especially
when it is introduced in the testing data while not presented in the training data. This work focuses
on a feature enhancement for noise robust end-to-end ASR system by introducing a novel variant
of denoising autoencoder (DAE). The proposed method uses skip connections in both encoder and
decoder sides by passing speech information of the target frame from input to the model. It also uses a
new objective function in training model that uses a correlation distance measure in penalty terms by
measuring dependency of the latent target features and the model (latent features and enhanced features
obtained from the DAE). Performance of the proposed method was compared against a conventional
model and a state of the art model under both seen and unseen noisy environments of 7 different types
of background noise with different SNR levels (0, 5, 10 and 20 dB). The proposed method also is tested
using linear and non-linear penalty terms as well, where, they both show an improvement on the overall
average WER under noisy conditions both seen and unseen in comparison to the state-of-the-art model.
Keywords: Skip connection Denoising Autoencoder (SK-DAE), Correlation distance measure (CDM),
Automatic speech recognition (ASR).
1. Introduction
Automatic Speech Recognition (ASR) field
has been a research area focused on generating
text from human speech. Traditionally, ASR sys-
tem requires integrating different stages of mod-
els: namely acoustic, language and pronunciation
models. An acoustic model first takes raw audio
input and develop statistical models via extracting
acoustic features such as Mel Frequency Cepstral
Coefficients. These features are then applied to an
observation model of the Hidden Markov Model
(HMM) for temporal variability to estimate text se-
quence of the audio stream input. HMM integrates
in its process the Language Model (LM) typically
∗Corresponding author.
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constructed of word sequence probabilities given
a phone sequence [1].
Over the last decade, there has been a dramatic
shift in the ASR community due to the explosion
of deep learning. Although the idea of deep layered
network has been around over many decades, the
sudden embrace of the method by the ASR com-
munity can be attributed to availability of both
computational power and large public datasets
that would allow training of deep layered networks
possible. Effectiveness of deep networks has been
such that traditionally handcrafted feature based
methods, such as GMM, was mostly replaced by
the new paradigm. The approach yielded a signifi-
cant improvement in performance of ASR systems
[2–4]. Application of deep network to other areas
such as lexicon and language followed for improved
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performance [5–8]. In these earlier implementa-
tions of deep learning into ASR, the structures
still require integration of these components men-
tioned.
Recently, end-to-end models for ASR have been
an active research focus. These end-to-end models
reduce the complexity of the system by making a
direct mapping of input speech frames to output
texts without the need of intermediate model such
as GMM, HMM, or LM [9–12]. These end-to-end
models, such as sequence-to-sequence [11, 13, 14]
or Connectionist Temporal Classification (CTC)
based ASR [10, 12, 15], have achieved good per-
formance in comparison to the conventional ASR
models. These models reduce the complexity of
deep learning based ASR systems significantly in
terms of their structures as well as the training of
the networks, and also delivers good performance.
As in most of the ASR approaches, including
the ones mentioned here so far, however, the intel-
ligibility of an ASR system is heavily influenced by
presence of noise. While building an effective ASR
system is a challenge, building an ASR system that
is robust to noise remains more difficult. For tradi-
tional hand-crafted feature based systems, MFCC
and log Mel-filter bank features are used as input
to the model because they are based on the human
auditory system. However, these features have no
strategies for preventing the performance degra-
dation in noisy conditions. For handling noise
using deep learning architectures, there have been
a variety of methods proposed including denois-
ing autoencoder, which uses a non-linear mapping
of noisy speech to target clean speech features.
Deep Denoising Autoencoder (DDAE) [16, 17], De-
noising Variational Autoencoder (VAE) [18], and
multi-tasking autoencoder (MTAE) [19] are some
of these autoencoder based approaches applied to
alleviate the noise issue.
We believe that ASR performance is highly
dependent on how well noise problem is handled
upfront to prevent corruption of signals for down-
stream chain. Thus, we propose a novel noise
robust ASR approach with the following compo-
nents. Within the front-end of the ASR frame-
work, this work focuses on the feature enhance-
ment method by appending the pre-processing
stage by implementing a denoising autoencoder
with skip connections where the original input is
fed into different stages in the network. In addi-
tion, a correlation distance measure (CDM) that
has been proposed in [20] and had been used in
clustering [21] with better demonstrated perfor-
mance over other similarity distance measures, is
implemented. The CDM is used in the objective
function to increase the dependency between the
latent and enhanced with the target features. The
performance of our approach is measured by WER
that is obtained by training a Recurrent Neural
Network (RNN)-CTC phoneme-based ASR model
using the EESEN toolkit . We used DDAE [16],
and MTAE [19] as baseline methods for compari-
son purpose.
2. Related Work
2.1. Denoising Autoencoder (DAE)
A denoising autoencoder, a variant of basic au-
toencoder, consists of two parts: the encoder and
the decoder. The DAE is trained to reconstruct
clean target speech from corrupted input. The en-
coder maps the input x˜ to a hidden representation
z = f(Wx˜+ b), and the decoder reconstructs an
enhanced version xˆ = f(Wz + b), where f denotes
affine transformation [22]. This is done by mini-
mizing the loss, computed from the mean squared
error (MSE) between the clean target (x) and the
output enhanced version of the model (xˆ), as in
Equation (1).
Loss(x, xˆ) = ||x− xˆ||2 (1)
where x˜ corresponds to the corrupted speech
features, xˆ is the enhanced speech features, and
x is the ground truth speech features [16, 17, 23].
In a typical implementation, the speech features
input to the DAE is not in the same dimension of
the clean target speech features. This is because
adjacent frames are also added as input by concate-
nating them with the current frame with knowl-
edge that there is often leakage of speech informa-
tion among neighbouring frames. Assuming noise
being IID, however, contribution of noise from
neighbouring frames should be minimal. More
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Figure 1: Skip-connection denoising autoencoder block diagram structure
extended version of DAE has been proposed such
as deep denoising autoencoder [16] with 5 hidden
layers and using RBM training, and Multitasking
Autoencoder where denoising task and noise fea-
tures estimation task are performed separately in
the DAE with mutually shared units among the
two tasks [19].
2.2. Skip connection networks
The skip connection, also known as shortcut
connection, has been employed in image recogni-
tion and achieved successful results as in highway
networks [24, 25]. It is also deployed in various
image applications ranging from classification to
image restoration by using autoencoder [26]. In
addition, the skip connection has been also used
in acoustic field with applications in denoising au-
toencoder for music [27], speech enhancement [28],
and others.
Additionally, different types of skip connec-
tion in image processing were investigated [29]
where, the identity shortcut had given the best
performance. This identity shortcut has no extra
parameters to be learned so it reduces the com-
plexity and ensures information flow. Based on
that, our proposed model is using an identity skip
connection in the proposed structure.
3. Proposed Model
The proposed method is composed of two main
parts: a novel skip connection architecture and
a new objective function shown to be effective in
noise removal. Novelty of our approach is an im-
plementation of skip connections to the denoising
autoencoder structure with an addition of a corre-
lation distance measure in the objective function
to enhance contribution of information from the
skip connection for improved speech feature recon-
struction in ASR. Figure 1 illustrates the proposed
skip-connection structure.
3.1. Skip Connection Denoising Autoencoder (SK-
DDAE)
Encoder. The encoder extracts features of an input
to a latent space by finding the best representation
of the input with minimal influence by noise. Input
X˜ is fed to the proposed structure consisting of 11
concatenated frames of log Mel-filter bank (X˜ =
[x˜t−5, x˜t−4, · · · , x˜t−1, x˜t, x˜t+1, · · · , x˜t+4, x˜t+5]) nor-
malized in the range of [0,1] per utterance. We
implement an identity skip connection in the en-
coder to allow the target frame, (x˜t), to be fed
directly into the middle layer of the encoder. The
information of the skip connection (x˜t) is concate-
nating with the output from the previous layer
(yienc−1), to be fed to the next layer of the encoder
(ith layer), and the output can be obtained as in
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Equation (2).
yienc = σ(W.[yienc−1), x˜t] + b) (2)
where W , b and σ are the weight, bias and the
sigmoid function, respectively. The skip connec-
tion in our proposed model is somewhat different
than the residual learning that was introduced in
[25, 30]. While their skip connection mechanism
adds the input frame information, we instead con-
catenate the input frame x˜t to the mid-layer. We
believe this approach improves the network to find
correlated information in the required frame and
carry it to influence the output for better represen-
tation in the output. The encoder in the proposed
model consists of three layers of MLP with 512,
256 and 128 units.
Decoder. Purpose of the decoder is to reconstruct
the target frame features from the latent features
obtained from the encoder. The same skip con-
nection (shortcut) from the input is also used as
part of the decoder with the input frame concate-
nated to a mid-layer in the decoder based on the
same premise that additional correlated informa-
tion from the input frame can be gleaned in this
stage. The decoder layers are organized in a sym-
metric manner to the encoder layers with 128, 256
and 512 used units, and finally only 40 enhanced
features of the desired frame (xˆ) is obtained. The
obtained features, eventually used for our ASR
model, resulted better performance when noise is
present in the input.
3.2. Objective function
In this paper, we are proposing a new objective
function by adding a penalty term to the recon-
struction error. The penalty is based on the Cor-
relation Distance matrix approach that has been
proposed in [20]. The correlation distance matrix
had been used for clustering purpose as it is a sim-
ilarity measure that considers as a true measure
of dependency and test the joint independence
between two random vectors. The dependency
measure would add a new constraint in the net-
work training to force the network to extract more
salient features relevant to ASR.
Correlation Distance. Assuming two random sam-
ples (X, Y ) = (Xk, Yk) : k = 1, · · · , n from a joint
distribution of X in Rn and Y in Rq, we compute
the correlation distance measure(<(X, Y )) as in
Equation (3).
<2(X, Y ) =

V2(X,Y )
2
√
V2(X)V2(Y ) , V
2(X)V2(Y ) > 0,
0, V2(X)V2(Y ) = 0
(3)
where, V 2(X, Y )is the covariance distance that
is obtained by computing the double centered dis-
tance matrices A and B by defining:
akl = |Xk −Xl|p, a¯k. = 1/n
n∑
l=1
akl,
a¯.l = 1/n
n∑
k=1
akl, a¯.. = 1/n
2
n∑
k,l=1
akl
(4)
Akl = akl − a¯k. − a¯.l + a¯.. (5)
Similarly,
bkl = |Yk − Yl|p, b¯k. = 1/n
n∑
l=1
bkl,
b¯.l = 1/n
n∑
k=1
bkl, b¯.. = 1/n
2
n∑
(k,l=1)
bkl
(6)
Bkl = bkl − b¯k. − b¯.l + b¯.. (7)
Hence,
V 2(X, Y ) = 1/n2
n∑
(k,l=1)
AklBkl (8)
The <(X, Y ) guarantees nonnegativity and it is
in range of [0,1] in contrast to the Pearson correla-
tion coefficient that has a range of [-1,1]. Addition-
ally, when <(X, Y ) = 0, it indicates independence
between these two random vectors. However, when
<(X, Y ) = 1, it indicates linear dependency [22].
Therefore, the objective function that is used
for training the SK-DDAE can be expressed as:
loss = ‖xt − xˆ‖22 + β ∗ ((1−<(z, xt))+
(1−<(xˆ, xt)))
(9)
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where, z and β are the latent features that
are obtained from the encoder part and penalty
term parameter, respectively. The objective func-
tion will maximize the dependency between the
latent features and the target, and would drive
the network toward producing z that has good
representation of the target by minimizing noise
information. Additionally, it also measures the de-
pendency between the output and target, and try
to increase the dependency in the training process.
Furthermore, a second variation of the proposed
model was investigated by using a nonlinear term
in the objective function (Energy term) that we
assume will enhance the system performance as:
loss = ‖xt−xˆ‖22+β∗(1−<(z, xt)+(1−<(xˆ, xt))
+ σ ∗ ((1−<(z, xt))2 + (1−<(xˆ, xt))2 (10)
In this paper, we will refer the model that
uses only the mean squared error loss as SK-DAE,
the linear penalty correlation distance term as
CDSK-DAE, and the nonlinear penalty correlation
distance term as CDESK-DAE.
In addition, we use β, σ = 0.01$ for simplicity,
which we leave the process of finding the optimal
penalty term parameters (β and σ) for future work.
Also, we found that the structure performs better
with identity skip connection than using CNN skip
connection which is consistent with the finding in
[29].
4. Experiment
The experiment is conducted in two stages; first
one is about training the skip- connection denois-
ing autoencoder to obtain the enhanced features.
In the second stage, the enhanced features are used
in the CTC ASR model based on the EESEN to
evaluate the performance of the proposed method.
4.1. Dataset
The skip-connection autoencoder is trained us-
ing the TIMIT dataset, which uses 3696 utterances
of clean speech and 14784 augmented utterances
with background noise. The TIMIT dataset (3696
utterance) contains 3.14 hours of data and it is
an Acoustic- Phonetic Continuous Speech Corpus,
which has 61 phonemes in total. The TIMIT utter-
ances were augmented with 4 types of noise (café,
pub, schoolyard, shopping center) with four differ-
ent SNR levels (0dB, 5dB, 10dB, 20dB). On the
other hand, the EESEN ASR model was trained
on the WSJ’s si-84 data subset which was divided
into 95% for training and 5% for validation. For
evaluation, the WSJ test set (Nov 92) data is aug-
mented with seven type of seen and unseen noise
for the SK-DDAE (café, pub, schoolyard, shopping
center, living room, nature creek, outside traffic
road) obtained from the ETSI background noise
database [31] using ADDNOISE MATLAB library
[32]. In the evaluation, background noises had
been added with four different SNR level.s (0dB,
5dB, 10dB, 20dB). Both the WSJ and TIMIT
data are obtained from Linguistic Data Consor-
tium (LDC).
4.2. Experimental setting
The log Mel-filter bank features were extracted
with 512 FFT bins with 40 filterbanks to obtain
40 dimensional features. These features are nor-
malized using CMVN and then the delta-delta is
added to create a total of 120 features to train
the acoustic model. Furthermore, the denoising
autoencoder baselines (DDAE and MTAE) and
the proposed methods, are trained using normal-
ized log Mel-filterbank features with batch size
of 500. Both the DDAE and MTAE are trained
with 50 epochs, whereas, the SK-DDAE is trained
with 16 epochs. The proposed model is initial-
ized using the Xavier initialization [33] and uses
AdamOptimizer with learning rate of 0.001. For
Evaluation, normalized 40 dimensional features
per frame was obtained for the WSJ dataset. A
delta-delta features are added to the enhanced
features to obtain 120 dimensions that are used
for the acoustic model. Furthermore, the acoustic
model is a RNN-CTC phoneme based model that
have been developed using the EESEN toolkit and
uses the same configuration as described in [12].
The RNN is 4 bidirectional LSTM layers with
320 memory cells for both forward and backward
sub-layers.
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Table 1: Results comparison by using word error rate (WER%) per method in clean condition
Log Mel-Filter
Bank
MTAE
(WER%)
DDAE
(WER%)
SK-DDAE
(WER%)
CDESK-DAE
(WER%)
CDSK-DAE
(WER%)
7.92 9.85 10.01 9.54 8.49 8.65
Table 2: Results comparison by using word error rate percentage (WER%) between the baselines and proposed model
against different type of seen noise and levels of SNR
SNR
(dB)
Mel Filter Bank
(WER%)
MTAE
(WER%)
DDAE
(WER%)
SK-DDAE
(WER%)
CDESK-DAE
(WER%)
CDSK-DAE
(WER%)
Shopping center
0 55.18 40.14 44.59 39.09 37.46 38.53
5 35.58 20.96 28.5 25.5 25.59 27.7
10 20.27 23.27 19.74 18.16 18.68 19.32
20 10.81 15.15 13.59 12.62 12.51 12.92
Pub
0 90.31 65.53 78.77 70.39 71.54 69.36
5 60.13 48.56 51.02 46.73 46.59 45.74
10 31.84 32.84 30.52 29.24 28.51 28.65
20 11.84 17.15 15.13 14.71 14.67 13.96
Café
0 74.87 56.09 62.98 55.18 54.03 55.38
5 51.73 41.66 43.95 39.04 37.34 40.17
10 30 32.27 29.72 27.27 27.04 29.22
20 11.78 18.08 15.88 14.55 15.35 15.01
Schoolyard
0 82.79 61.79 66.77 62.61 59.4 60.22
5 56.23 43.15 42.71 39.06 36.75 38.88
10 33.19 31.35 25.66 25.5 24.76 27.08
20 11.93 17.17 13.72 13.91 13.91 13.2
5. Results and Discussion
The proposed model was tested in three dif-
ferent sets of values for β and σ (β=0, σ=0 for
SK-DDAE, β=0.01 and σ=0 for CDSK-DAE, and
both β, σ=0.01 for CDESK-DAE). The result on
Table 1 illustrates the word error rate on the WSJ
database in a clean environment. Both CDESK-
DAE and CDSK-DAE performed better than the
other deep learning methods (DDAE and MTAE)
in identical conditions.
In both Tables 2 and 3 , the results illustrate
the performance sensitivity of the baseline and
the proposed model to various levels of SNR, as
well the types of noise, both seen and unseen, in
Word Error Rate (WER). Based on these results,
the proposed models (CDSK-DAE and CDESK-
DAE) outperformed the baseline models (MTAE
and DDAE) under all noise types and under all
SNR for seen and unseen noises except for very
few cases. The performance improvement rates of
CDESK-DAE ranging from 7.25% to 10.14% for
seen noises and 13.91% and 6.67% for unseen noise
were obtained when the performance of MTAE and
DDAE were used as baselines. Similarly, CDSK-
DDAE demonstrated improvement rates ranging
5.27% to 8.21% for seen noise and 13.35% to 6.06%
for unseen noise. Even SK-DDAE which is only
trained with mean squared error showed improve-
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Table 3: Results comparison by using word error rate percentage (WER%) between the deep learning baselines and
proposed model against different type of unseen noise and levels of SNR
SNR
(dB)
MTAE
(WER%)
DDAE
(WER%)
SK-DDAE
(WER%)
CDESK-DAE
(WER%)
CDSK-DAE
(WER%)
Livingroom
0 60.3 53.41 50.77 50.54 49.78
5 42.94 36.43 35.87 34.95 35.25
10 30.11 24.03 24.26 23.87 25.31
20 15.97 14.21 13.37 13.29 13.63
Natural Creek
0 95.16 92.79 87.17 88.06 86.85
5 70.88 70.81 65.98 62.93 63.76
10 45.83 43.03 40.44 38.6 40.23
20 19.74 16.06 15.77 16.27 15.59
Outside Traffic Road
0 67.91 66.12 61.01 60.62 60.77
5 47.26 44.21 40.44 41.02 41.36
10 32.02 26.72 24.21 24.3 25.22
20 15.9 13.98 13.7 13.88 13.66
Table 4: Correlation distance measure among the noise and speech utterance in TIMIT training data
Shopping
Center
Café Pub Schoolyard Livingroom Natural
Creek
Outside
Traffic
Road
Speech 0.1473 0.1441 0.1781 0.1897 0.1419 0.1435 0.1699
Table 5: Correlation distance measure among the training
and testing background noise
Noise
Type
Livingroom Natural
Creak
Outside
Traffic
Road
Shopping
Center
0.2161 0.2249 0.2542
Café 0.2042 0.1850 0.2664
Pub 0.2271 0.2439 0.2576
Schoolyard 0.2597 0.2515 0.3041
ment rates in comparison to MTAE and DDAE
for seen noise ranging 5.59% to 8.52% and unseen
noise ranging 13.06% to 5.74%, respectively. More
significantly, the proposed models have demon-
strated generalization capability by showing sig-
nificant performance improvements of the WER%
in the cases of the unseen noises.
Figure 2 demonstrates the correlation distance
matrix of the models (SK-DAE, CDMSK-DAE
and CDMESK-DAE) during the training between
the latent features with the target features. The
addition correlation distance measure in the ob-
jective function increases the dependency or re-
lation between the extracted latent features and
the target features as shown in the CDMSK-DAE
and CDMESK-DAE, in contrast to the SK-DDAE.
This increase of dependency results in obtaining
a better representation of our target by extracted
relevant features in the latent space that helps
in the reconstruction process. Similarly, Figure
3 shows that the correlation distance matrix of
these three models during the training between
the obtained enhanced features (xˆ) and the target
features (x). Where the proposed objective func-
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Figure 2: Distance correlation matrix during training be-
tween the latent features (z) and target clean features
(x)
Figure 3: Distance correlation matrix during training be-
tween the enhanced features (xˆ) and the target clean fea-
tures (x)
tion in both CDSK-DAE and CDESK-DAE gives
slightly stable high dependency that is maintained
through the training than the SK-DDAE in the
first epochs.
Furthermore, Table 4 illustrates the depen-
dency among both the speech utterance (TIMIT
train dataset) and the noise type that is used in
this work using distance correlation measure. Pub,
schoolyard and outside traffic road background
noise have the highest correlation distance measure
and that is reflected also from the high obtained
WER% from the ASR model. Although, natural
creek background noise was not much correlated
with the speech, it still gives the highest WER%.
That is because it was less correlated with the
training background noise as illustrated in Table
5.
In summary, the results show that the pro-
posed model with the non-linear correlation dis-
tance measure penalty (CDESK-DAE) has the
best overall performance under seen and unseen
noisy environment. Additionally, the obtained re-
sults demonstrate effectiveness of the objective
function that uses the correlation distance mea-
sure. As assumed, the correlation distance mea-
sure seems to increase such dependency between
the model and the target during the training,
which resulted in better enhanced features that can
be used for the ASR system. Although the newly
introduced objective function clearly demonstrates
its effectiveness, we believe that further research
could prompt additional improvements for the de-
noising task in the ASR applications and beyond.
6. Conclusions
In this paper, we proposed a novel architecture
of denoising autoencoder by developing a new ob-
jective function that uses a correlation distance
measure to enhance the dependency between the
model and the target features. The model was able
to enhance the corrupted features with noise and
showed an improvement of performance in both
seen and unseen noisy environments. Although
the models were effective, we believe further perfor-
mance improvement can be achieved by optimizing
the parameters β and σ. Additionally, we will in-
vestigate the objective function’s effectiveness in
other acoustic applications.
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