Within the general framework of spatially covariant theories of gravity, we study the conditions for having only the two tensorial degrees of freedom. Generally, there are three degrees of freedom propagating in the theory, of which two are tensorial and one is of the scalar type. Through a detailed Hamiltonian analysis, we find two necessary and sufficient conditions to evade the scalar type degree of freedom. The first condition implies that the lapse-extrinsic curvature sector must be degenerate. The second condition ensures that the dimension of the phase space at each spacetime point is even, so that the scalar type degree of freedom is eliminated completely. We also compare our results with the previous studies, and apply our formalism to a simple example, in which the Lagrangian is quadratic in the extrinsic curvature. *
I. INTRODUCTION
Although has passed all the ground and space tests in the past one hundred years, Einstein's General Relativity (GR) is still being questioned on its uniqueness and if it is the true theory of gravity of Nature. This question can be made more concrete after the detection of gravitational waves [1] , which are the two tensorial degrees of freedom (DoFs) in the spatially homogeneous and isotropic background. That is, if GR is the unique theory that propagates only the two tensorial DoFs?
This question has partially been answered by Lovelock [2, 3] , who has proved that GR is the unique theory for the metric with second derivatives, which preserves spacetime diffeomorphism and locality in the four dimensional spacetime. As a result, the question may be asked alternatively: how to encode the two tensorial DoFs consistently in a field theory that is different from GR, without introducing other DoFs and pathologies?
One kind of theories we may use to encode the two tensorial DoFs are the generally covariant scalar-tensor theories, which in general include higher order derivatives of both the scalar field and the metric. In the past decades, much effort has been made to keep the number of DoFs no larger than 3, by evading the extra DoFs arising due to the presence of higher order derivatives [4] [5] [6] [7] [8] [9] [10] (see Refs. [11, 12] for reviews). For our purpose, the task is in some sense more aggressive, that is we wish to eliminate the scalar DoFs completely, although the theory is originally parametrized with a scalar field as one of the variables of its configuration space.
Some progresses have been made along this direction within the framework of "cuscuton" theory [13, 14] and its generalizations [15, 16] . Generally, the cuscuton theory is defined to be scalar-tensor theories that propagate only two tensorial DoFs in the unitary gauge, that is when the scalar field is chosen to be spatially homogeneous and isotropic. The cuscuton theory partially solved the task to encode the two tensorial DoFs in the framework of scalar-tensor theories, in the sense that the gradient of the scalar field has to be timelike. In this sense, the cuscuton theory can be viewed as a Lorentz breaking, and in particular, spatially covariant gravity theory [17, 18] .
Indeed, when fixing the so-called unitary gauge with φ = t, the generally covariant scalar-tensor theory can always be written in terms of spatially covariant gravity theories, in which the basic building blocks are spatially covariant tensors, such as the spatial metric h ij , extrinsic curvature K ij and intrinsic curvature R ij as well as their spatial and temporal derivatives. Spatially covariant theories of gravity have been studied previously with different motivations and forms, such as in the effective field theory of inflation [19, 20] , in the Hořava gravity [21, 22] , etc. Spatially covariant gravity theories with at most three degrees of freedom were systematically studied in [23] [24] [25] [26] [27] [28] [29] . When the general covariance is apparently recovered, spatially covariant gravity theories can also be used as "generators" of healthy scalar-tensor theories with higher derivatives [30] . Generally, working in the unitary gauge may be risky, since the mode that disappears in the unitary gauge would re-arises when apparently recovering the general covariance. Nevertheless, it was argued in [31] that such an extra mode is superficial and can be safe by choosing appropriate boundary conditions. It is thus more convenient to work directly in the framework spatially covariant gravity theories to study how to build a theory with only two tensorial Dofs. Generally, the spatially covariant gravity theories with only spatial derivatives propagate 3 local DoFs. Thus one needs to impose further constraints on the form of the theory in order to reduce the number of DoFs, i.e., to eliminate the scalar type DoF. A class of "minimally modified gravity" was proposed in [32, 33] (see also [34] ), which studied the Lagrangian that is linear in the lapse function and derived the conditions for having two tensorial DoFs at the level of Lagrangian. The conditions were also studied directly at the level of the Hamiltonian [35] .
In light of these progresses, it is interesting to study the conditions for having two tensorial DoFs in the general framework of spatially covariant gravity theories, in particular, at the level of Lagrangian. In this work, we take a first step and start from the framework proposed in [23, 24] , in which the Lagrangian is a general function of N , h ij , R ij and their spatial derivatives. By performing a Hamiltonian analysis, we will derive under which conditions the scalar DoF can be removed completely.
This rest of the paper is organized as following. In Sec. II, we setup our formalism for the Hamiltonian analysis, following the formalism developed in [26] . In Sec. III we derive the conditions for having two tensorial DoFs. In particular, two conditions are needed, which we dub as the first and the second TTDoF conditions, respectively. In Sec. IV, we will compare our results with the previous studies and illustrate our formalism with a Lagrangian that is quadratic in the extrinsic curvature. Sec. V is for conclusion.
II. HAMILTONIAN ANALYSIS
In this section, we perform the Hamiltonian analysis to derive the conditions of the theory in order to have two tensorial degrees of freedom. We will follow the formalism developed in [26] .
A. The action
The spatially covariant gravity is constructed based on the foliation structure of the spacetime. The basic ingredients of the Lagrangian are spatially covariant tensorial quantities, i.e., the normal vector n µ and the induced metric h µν of the spacelike hypersurfaces. Due to the foliation structure, there are two types of derivatives, the spacelike one D µ , which is the covariant derivative compatible with the induced metric, and the timelike one £ n , which is the Lie derivative with respect to the normal vector.
The general action for the spatially covariant gravity is thus
where φ is the scalar field which specifies the hypersurfaces (that is, each hypersurface is defined by φ = const.), and N is defined through n µ = −N ∇ µ φ. Since the hypersurfaces are spacelike, we are allowed to choose a coordinate system compatible with the foliation structure, which is nothing but the ADM coordinates, in which the action can be written as
Such a choice of coordinates is also dubbed as the unitary gauge in the literature. Throughout this paper, ∇ i is understood as the covariant derivative compatible with h ij . Generally, N and h ij are independent and thus both acquire "time" derivatives through £ n N , £ n h ij , etc. This case was discussed in [26] . In this paper, as a first step, we concentrate on case with only £ n h ij ≡ 2K ij . We thus start from the action [23, 24] 
where
is the extrinsic curvature with £ N denoting the Lie derivative with respect to the shift-vector N i , R ij is the Ricci tensor of h ij . In (3), ∇ i is allowed to act on other fields with arbitrary orders. The nonlinear dependence on the "velocity"ḣ ij of the Lagrangian makes the explicit reversion of velocity in terms of the momentum impossible. Following the same strategy in [26] (see also [36] ), we use an equivalent action that is linear in the velocity by introducing an auxiliary field B ij and the Lagrange multiplier Λ ij as, and write
where the non-dynamical part S B is obtained by simply replacing K ij as B ij in the action (3), i.e.,
The equation of motion for Λ ij enforces B ij to be identical with K ij , and thus the two actions (3) and (5) are equivalent, at least classically. It is also convenient to fix the Lagrange multiplier Λ ij by making use of the equation of motion for the auxiliary field B ij , which yields
After these preliminaries, the original action (3) can be recast to the form
The action (8) will be our starting point for the Hamiltonian analysis.
B. The Hamiltonian
The variables in the action (8) are N , N i , h ij and B ij . The corresponding conjugate momenta are
π := δS δṄ = 0, π i := δS δṄ i = 0, p ij := δS δḂ ij = 0.
(10) None of the velocities can be solved from the relations (9) and (10) . As a result, there are in total 16 primary constraints in our theory:π
where and throughout this work "≈" represents "weak equality" that holds only on the subspace Γ P of the phase space defined by the the primary constraints. For later convenience, we denote the set of variables as
the set of the conjugate momenta as
and the set of primary constraints as
where the indices I, J, · · · formally denote different kinds of variables as well as their tensorial indices. We will also use the indices a, b, · · · when neglecting the N i , π i -sector, that is
All kinds of the indices obey the Einstein summation convention.
The canonical Hamiltonian in the subspace Γ P is defined by performing the Legendre transformation
and for a general spatial vector ξ, we define a functional X[ ξ] as [26]
that is
(20) Here ξ may or may not depend on the phase space variables. One of the advantages of introducing X[ ξ] is, for an arbitrary functional F on the phase space that is invariant under the time-independent spatial diffeomorphism, we have the following equality
up to a boundary term. We refer to [26] for the proof for a more general statement. In (21) the Poisson bracket [F , G] is defined by
X[ ξ] can be recast into the more familiar form through integration by parts
with
As we shall see, C i is the generalization of the momentum constraint in GR. One also finds the significant properties of C i :
and
which simply follow the equality (21) . See also [26] for the details.
When dealing with the constrained system, the time evolution should be determined by the total Hamiltonian, which is defined as
where {λ I } ≡ λ, λ i , λ ij , µ ij are the undetermined Lagrange multiplies. In terms of the total Hamiltonian, the time evolution of any function Q of the phase space variables is given by
From now on, we assume the Lagrangian L in (3) does not depend on t explicitly, i.e., ∂L/∂t ≡ 0. It is straightforward to generalize to the explicitly time-dependent cases.
C. The consistency conditions for primary constraints
To be consistent, constraints must be preserved in time evolution, otherwise there must exist further constraints. Since we assume ∂L/∂t ≡ 0, all the primary constraints do not depend on time as well. The time evolution of the primary constraints (11) and (12), i.e. the consistency conditions for the primary constraints, yield
The Poisson brackets involving the primary constraints we evaluated explicitly in [26] . Thus (29) can be written in the matrix form
where C i is defined in (24) , and the non-vanishing Poisson brackets are given by
where we define
In the following, we discuss the results of the consistency conditions (30) . The first line in (30) implies that
which are three secondary constraints. Thanks to the properties in (25) , C i defined in (37) must have vanishing Poisson brackets with any other constraints and thus be of the first class. For the second line in (30) , note that (31) is proportional to the kinetic matrix
which we assume to be non-degenerate. Mathematically, the non-degeneracy implies that (38) formally possesses an "inverse" G ij,kl ( x, y) satisfying the relation
where G ij,kl ( x, y) is symmetric in the sense that
and 1 kl ij is the identity in the linear space of 3 × 3 symmetric matrices. Physically, if (38) is degenerate, the tensorial DoFs encoded in the spatial metric h ij would get lost, which is not the case we are concerned in the current paper. Therefore throughout this paper we assume that (38) is non-degenerate. Under this assumption, we can solve the Lagrange multiplier λ kl = 0. This also leads to another secondary constraint
with C ′ defined in (36) , which arises in the third line in (30) . For the last line of (30), since (38) is not degenerate, we are able to fix the Lagrange multiplier µ kl . Therefore there is no further secondary constraint. The secondary constraints must be preserved in time evolution as well. Again, from (25) and (26), the consistency condition for C i is automatically satisfied. Before checking the consistency condition for the secondary constraints C ′ ≈ 0, we slightly rewrite the consistency conditions (30) in order to simplify the calculations. This will also inspire ourselves on how to look for the TTDoF conditions for our theory.
In order to simplify the analysis, we concentrate on the submatrix in (30)
(42) In the following we shall see that M ab is degenerate in the sense that it possesses at least one null eigenvector V b ( y) = 0 satisfyingˆd
To this end, we write the null eigenvector to be the form
and it immediately follows that Z ij = 0, due to the same reason that the Lagrange multiplier λ kl = 0. Thus (43) yields
Plug (31) and (32) into (45), we havê
which yields the solution for X kl in terms of Y :
with G ij,kl ( x, y) defined in (39) . To conclude, the null eigen-vector (44) can be written as
where χ ij is given in (48). We can thus make a linear combination of π and p ij by employing the null eigenvector V a in (49),
where we definẽ
Now the set of independent primary constraints can be chosen to be {π i ,π ij ,π, p ij }. With this new set of primary constraints, the consistency conditions (30) reduce tô
where we have used the fact that [H C ,π] = [H C , π] ≡ C ′ . In the above, we have shown that for a degenerate matrix of Poisson brackets, we may find its null eigenvector and use this null eigenvector to simplify the matrix of Poisson brackets. This is exactly the same trick have used in [26] , which we will also employ in order to find the TTDoF conditions in the following section. The Point is that the matrix M ab in (42) is always degenerate, while the matrix W ab in (56) is not degenerate in general. As a result, some conditions have to be imposed in order to have the desired degeneracy, which are nothing but the TTDoF conditions we are looking for.
III. THE CONDITIONS FOR THE TWO TENSORIAL DEGREES OF FREEDOM
A. The null eigenvalue equations
We are ready to check the consistency conditions for the secondary constraints C i ≈ 0 and C ′ ≈ 0. First of all, as has been mentioned in the above section, the consistency condi-
which is automatically satisfied according to the property in (25) . On the other hand, the consistency condition for C ′ is
If no further conditions are imposed, (54) merely fixes the Lagrange multipliers and does not yield any further constraint.
At this point, we may count the number of DoFs of our theory with. In total there are 20 constraints π, π i ,π ij , C ′ , C i , p ij ≈ 0, of which the Poisson brackets can be summarized in the so-called Dirac matrix:
[·, ·] π k ( y) C k ( y) p kl ( y)π( y)π kl ( y)
From the above matrix, π i ≈ 0 and C i ≈ 0 are first class constraints by the terminology of Dirac [37] , which correspond to the spatial diffeomorphism of the theory. All the other constraints are second class. The number of DoFs is thus
All of the above results are consistent with the previous studies [24, 36] , as expected.
For our purpose, we need extra first or second class constraints to reduce the DoFs from three to two. This requirement translates to requiring that the sub-matrix (by omitting the first two columns and rows in the above Dirac matrix)
has to be degenerated. As what we have discussed in Sec. II C, we assume that there exists a non-trivial null eigenvector for (56)
such thatˆd
More precisely, (58) can be split intô 
By formally solving the null eigenvector from the above null eigenvalue equation, we can find the conditions to remove the scalar DoF, which we shall shown in the next two sections.
B. The first TTDoF condition
According to whether U in (57) identically vanishes or not, there are two cases:
• If U = 0, it immediately follows from (60) that we need to require
• If U ≡ 0, from (59) we get U kl = 0, then (61) also implies that W kl = 0. Thus according to (62), in order to have a non-trivial solution for U b , we have to require
such that the non-trivial solution takes the form
with W = 0.
It is interesting to note that in both cases, (63) (or equiva-lently (64)) arises as a necessary condition for the degeneracy of W ab ( x, y) defined in (56).
By evaluating the Poisson bracket explicitly, (63) is equivalent to requiring
From (67), S is symmetric in the sense that S( x, y) = S( y, x). See Appendix A for more details in deriving (67). The action S B (6) must satisfy the equation (66) in order to have W ab in (56) being degenerate. We dub (66) as the first TTDoF condition in our formalism. From the expression in (67), the physical meaning of the first TTDoF condition (66) is transparent, which implies that the {N, K ij }-sector has to be degenerate, if we want to eliminate the scalar mode.
At this point, we have shown that as long as the first TTDoF condition is satisfied, W ab is degenerate and there is a null eigenvector U is the only null eigenvector for W ab , we will be left with an odd number of second class constraints. As a result, the the dimensions of the phase space at each spacetime point will be odd, which may lead to inconsistency [26, 38, 39] . In other words, the scalar DoF is not eliminated completely. To avoid this situation, we have to require that W ab possesses a second null vector U (2) b , which we shall discuss below.
C. The second TTDoF condition
In order to have a second null eigenvector, we have to assume U = 0. In this case, (59)-(62) are reduced to bê
Following the similar steps in Sec. II C, after tedious but straightforward calculations, we can solve the second null eigenvector to be
where we have fixed W = 0 such that U 
Substituting (72) and (73) into (70), we find the second TTDoF condition
Note J ( x, y) is antisymmetric in the sense that J ( y, x) = −J ( x, y).
As we shall see below, if both the conditions (66) and (74) are satisfied, there will be two degrees of freedom propagating in our theory.
D. Counting the degrees of freedom
We can make linear combinations of the constraints by employing the null eigenvectors (similar to (50)). For the first null eigenvector U (1) b in (65), we simply get
which trivially impliesπ ≈ 0 and is nothing new. For the second null eigenvector U
given in (71), we get
which is a linear combination of C ′ , p ij andπ ij . Under the two TTDoF conditions (66) and (74), the consistency condition for the new constraintC ≈ 0 yields
which may or may not be satisfied automatically. In the later case, there will arise a tertiary constraint. In the following, we count the number of DoFs in two cases according to whether the consistency condition forC yields a tertiary constraint or not.
In the special case, if
is automatically satisfied in the subspace Γ P , i.e., there is no tertiary constraint, the Dirac matrix is
which means π i , C i ,π,C ≈ 0 are 8 first class constraints and p ij ,π ij ≈ 0 are 12 second class constraints. In this case, the number of DoFs is simply given by
Generally,
does not vanish weakly, and thus Φ ≈ 0 is a tertiary constraint. In this case, the Dirac matrix is
In the above, entries with the symbol " * " represent Poisson brackets which are irrelevant to counting the number of DoFs. Apparently, there are 6 first class constraints together with 15 second-class constraints. However, it is easy to show that the above Dirac matrix possesses 7 (instead of 6) null eigenvectors, if the two Possion brackets
do not vanish simultaneously. In this case, there are 7 first class constraints and 14 second class constraints. As a result, the number of DoFs is counted as
On the other hand, if both Poisson brackets in (83) vanish weakly, there will be more constraints and the number of DoFs will be less than two, which is not the case we are concerned.
To summarize, as long as the two TTDoF conditions (66) and (74) are satisfied simultaneously for our theory (3), the scalar DoF is suppressed completely, and we are left with only two tensorial DoFs.
IV. APPLICATIONS
For a general action (3), solving the two TTDoF conditions (66) and (74) could be complicated, if not impossible. In this section, we consider some special cases, and compare our results with the previous works on Lorentz breaking scalartensor theories with two DoFs. These include the "cuscuton theory" [13] and its extensions [16] as well as the "minimally modified gravity" proposed in [32] .
A. No spatial derivatives
One of the complexities in solving the first and the second TTDoF conditions is the presence of spatial derivatives in the Lagrangian. A simpler situation is that the action does not involve any spatial derivatives, which is thus
When considering the generally covariant scalar-tensor theories involving up to the second derivatives of the scalar field, the action in the unitary gauge with φ = t exactly falls into the form of (85). For the action (85), the first TTDoF condition reduces to be
is L (n.d.) with K ij replaced by B ij . One class of second order scalar-tensor theory with two tensorial degrees of freedom is the cuscuton theory [13] . An extended cuscuton theory was studied in [16] , where a necessary condition for removing the scalar DoF was derived. It is interesting to note that the necessary condition derived in [16] is nothing but the first TTDoF condition (86), which by itself is a special case of the general form (66) and (67) derived in this work.
On the other hand, one of the main findings in this work is that the first TTDoF condition (86) is not sufficient to remove the whole scalar DoF. The second TTDoF (74) is also required in order to fully get rid of the scalar DoF. For the action (85), the second TTDoF condition (75) is simplified to bê
In (87), We have introduced the test functions α ( x) and β ( x) in order to avoid dealing with the derivatives of the delta function.
A sufficient condition satisfying (87) is
By plugging (88) and (89) into (92), finally we get
We will use (93) to find a concrete action as its application in Sec. IV C.
B. Linear in the lapse
Another interesting simplification is to assume that the action is linear in the lapse function, which is
In (94), the spatial derivative ∇ i is restricted to act on the spatial curvature R ij only.
This kind of action was also discussed within the framework of minimally modified gravity [32] , in which a condition was derived in order to eliminate the scalar DoF. In terms of the formalism in the present work, the condition can be written aŝ
where the α and β are the test functions, A ij,mn kl is defined in (90), andL
In (95),δ/δR ij is the functional derivative with respect to R ij while treating (R ij , h ij , α, β) as independent variables. It is interesting to note that the condition (95) is nothing but a special case of the second TTDoF condition (74), which can be obtained by substituting the action (94) into (74). On the other hand, the first TTDoF condition (66) is automatically satisfied for the action (94).
C. The quadratic action
As an illustrating example, in this section we show how the formalism developed in this work applies to a simple action
where the coefficients b 1 , b 2 etc. are general functions of t and N . Generally, the action (97) propagates 3 degrees of freedom, of which two are tensorial and one is the scalar DoF. We shall show below that as long as the coefficients are required to satisfy the first and the second TTDoF conditions (66) and (74), the scalar DoF will be suppressed. According to (6) and (8), the action (97) can be equivalently written as
It is easy to show that
One may substitute (100) into (66) and (74) to derive the conditions for eliminating the scalar DoF. Since the Lagrangian belongs to the case discussed in Sec. IV A, it is more convenient to make use of (86) and (93) directly. The second order derivatives are evaluated to be
(105) The "inverse" defined in (39) is given by
for b 2 = 0 and 3b 1 + b 2 = 0.
Plugging (103), (104) and (106) into (86), the first TTDoF condition for the action (97) is shown to be
Generally, it is sufficient that (108) only holds "weakly", that is when the constraints are taken into account. Here for our purpose, we will assume (108) hold "strongly", that is without using any constraint equations. Of course, this also implies that we are looking for a particular solution for the coefficients b 1 , b 2 , etc.. By expanding (108) explicitly, we arrive at a set of differential equations for the coefficients b 1 , b 2 , etc.:
where in the above a prime " ′ " denotes derivative with respect to N . The solutions to (109)-(111) can be found easily,
where the coefficients β i 's and ρ i 's are general functions of t only. Note in order to recover GR, we assume ρ 2 = 0. The next step is to solve the second TTDoF condition (93), which will put further constraints on the form of the coefficients. By substituting (114) and (112) into (93), the second TTDoF condition is shown to be
Generally, the solution to (116) is complicated if we treat it as a "strong" equality. Fortunately, it is sufficient that the second TTDoF condition (116) only holds weakly. Comparing with the momentum constraint, which in our case takes the form
it is interesting that (116) takes the same form as that of the momentum constraint. We thus find a particular solution to (116), which satisfies 1
Together with (112) and (113), finally we can solve
To summarize, for the action in the form of (97), we have found a particular solution to the first and the second TTDoF conditions (86) and (93). The corresponding action takes the form
where the coefficients β i 's and ρ i 's are general functions of t. The action (122) describes a class of theories which propagates two tensorial DoFs without the scalar DoF. Note the GR is recovered form (122) by setting β 1 = β 2 = ρ 3 = ρ 4 = 0, ρ 1 = const and ρ 2 = 1. The cuscuton theory [13] can be obtained by setting β 1 = β 2 = ρ 4 = 0 and ρ 2 = 1.
V. CONCLUSION
In this work, we investigated the conditions for a class of spatially covariant gravity theories in order to have two tensorial DoFs only. We start from the framework proposed in [23] , which has been proved to have two tensorial DoFs and one scalar DoF in general [24, 26, 28] . By performing a detailed Hamiltonian analysis, we derived the two necessary and sufficient conditions (66) and (74) to eliminate the scalar DoF. We dub the conditions (66) and (74) as the first and the second TTDoF conditions, respectively. The two conditions restrict the form of the Lagrangian in (3) . Once the Lagrangian satisfies the two TTDoF conditions, there are only two tensorial DoFs propagating in the theory. 1 Generally, the left and the right-hand-sides of (118) and (119) can be proportional to each other with time-dependent coefficients. Here we simply choose the coefficient to unity.
The first TTDoF condition (66) is derived by requiring thẽ π sector in the Dirac matrix is degenerate. From (67), the first TTDoF condition (66) implies that the {N, K ij }-sector in the original Lagrangian is degenerate. One of the main findings in this work is that, the first TTDoF condition is not sufficient to remove the scalar DoF completely. As a result, a second condition is required.
Mathematically, the second TTDoF condition (74) is derived by requiring the C ′ sector in the Dirac matrix is degenerate. Physically, if only the first TTDoF condition is satisfied, there will be odd number of second class constraints and thus the dimension of phase space will be odd at each spacetime point. This happens generally in Lorentz breaking theories, in which the primary constraint due to the degeneracy does not necessarily yields a secondary constraint. In fact, this is also similar to the case in [26] , where two conditions are needed to fully eliminate a DoF. On the other hand, this is different from the generally covariant theories, in which a primary constraint is always associated with a secondary constraint.
We also compared our results with previous studies. One class of Lorentz breaking scalar-tensor theories with two DoFs was studied as the generalization of the cuscuton theory [16] . It is interesting that the necessary condition found in [16] is nothing but a special case the first TTDoF condition (86) in our work. Note our analysis also implies that the second TTDoF condition (87) is also needed in general. Another class of Lorentz breaking gravity theories with two tensorial DoFs dubbed as the "minimally modified gravity" was proposed in [32] , in which the Lagrangian is linear in the lapse function. It is also interesting that the condition derived in [32] is a special case of the second TTDoF condition (74) in our work, while the first TTDoF condition is automatically satisfied.
In order to illustrate how our formalism works, we considered a simple example in which the Lagrangian (97) is quadratic in the extrinsic curvature. After solving the two TTDoF conditions (86) and (93) explicitly, we find one special solution (122), which propagates two tensorial DoFs generally and includes GR and the original cuscuton theory [13] as special cases.
Comments are in order. Firstly, if (80) is not a tertiary constraint, the constraintsπ ≈ 0 andC ≈ 0 must be of the first class as in GR. The general covariance has been broken to spatial diffeomorphism in our theory, which corresponds to the first class constraints π i ≈ 0 i and C i ≈ 0 i . The arising of additional first class constraintsπ ≈ 0 andC ≈ 0 indicates that there might be an enhanced gauge symmetry in the theory, although which may be different from that of GR. It is thus interesting to clarify this issue. Secondly, as being shown in [27] for theories with velocity of the lapse functionṄ , some of the theories withṄ satisfying the conditions for eliminating the unwanted DoF would be obtained by field transformations from theories which satisfy the conditions trivially (i.e., withoutṄ ). Thus it would be interesting to examine if the spatially covariant gravity theories satisfying the two TTDoF conditions can be related to GR by field transformations. As a final remark, the scalar DoF eliminated in this work actually behaves similar to the so-called instantaneous mode discussed in [31] , that is, it disappears in the spatially covariant gravity formulation but will reappear when the general covariance is apparently recovered. Although it is argued that such an instantaneous mode is safe by choosing appropriate boundary conditions, it is still worth looking at the behaviour of such a mode in our framework in details. In this appendix, we show the explicit derivation of the first TTDoF condition (66) and (67). Instead of calculating the Poisson bracket [π ( x) , C ′ ( y)] in (63) directly, it is more convenient to introduce a test function Y ( x) and evaluate 0 ≈ where we have used the definitions of C ′ andπ in (36) and (51), as well as the fact that π( x),π kl ( y) = 0.
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In (A1), X ij is determined by Y through (47).
By evaluating the Poisson brackets in (A1) explicitly, we get
where we have used some expressions of the Poisson brackets in (30) and (47). It thus immediately follows that (63) implies (66) and (67).
