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Abstract
We consider the problem of predicting the next observation given a sequence of past obser-
vations, and consider the extent to which accurate prediction requires complex algorithms that
explicitly leverage long-range dependencies. Perhaps surprisingly, our positive results show that
for a broad class of sequences, there is an algorithm that predicts well on average, and bases
its predictions only on the most recent few observation together with a set of simple summary
statistics of the past observations. Specifically, we show that for any distribution over obser-
vations, if the mutual information between past observations and future observations is upper
bounded by I, then a simple Markov model over the most recent I/ observations obtains ex-
pected KL error —and hence `1 error
√
—with respect to the optimal predictor that has access
to the entire past and knows the data generating distribution. For a Hidden Markov Model with
n hidden states, I is bounded by log n, a quantity that does not depend on the mixing time,
and we show that the trivial prediction algorithm based on the empirical frequencies of length
O(log n/) windows of observations achieves this error, provided the length of the sequence is
dΩ(logn/), where d is the size of the observation alphabet.
We also establish that this result cannot be improved upon, even for the class of HMMs,
in the following two senses: First, for HMMs with n hidden states, a window length of log n/
is information-theoretically necessary to achieve expected KL error , or `1 error
√
. Second,
the dΘ(logn/) samples required to accurately estimate the Markov model when observations
are drawn from an alphabet of size d is necessary for any computationally tractable learn-
ing/prediction algorithm, assuming the hardness of strongly refuting a certain class of CSPs.
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1 Memory, Modeling, and Prediction
We consider the problem of predicting the next observation xt given a sequence of past observations,
x1, x2, . . . , xt−1, which could have complex and long-range dependencies. This sequential prediction
problem is one of the most basic learning tasks and is encountered throughout natural language
modeling, speech synthesis, financial forecasting, and a number of other domains that have a
sequential or chronological element. The abstract problem has received much attention over the
last half century from multiple communities including TCS, machine learning, and coding theory.
The fundamental question is: How do we consolidate and reference memories about the past in
order to effectively predict the future?
Given the immense practical importance of this prediction problem, there has been an enormous
effort to explore different algorithms for storing and referencing information about the sequence,
which have led to the development of several popular models such as n-gram models and Hidden
Markov Models (HMMs). Recently, there has been significant interest in recurrent neural networks
(RNNs) [1]—which encode the past as a real vector of fixed length that is updated after every
observation—and specific classes of such networks, such as Long Short-Term Memory (LSTM)
networks [2, 3]. Other recently popular models that have explicit notions of memory include
neural Turing machines [4], memory networks [5], differentiable neural computers [6], attention-
based models [7, 8], etc. These models have been quite successful (see e.g. [9, 10]); nevertheless,
consistently learning long-range dependencies, in settings such as natural language, remains an
extremely active area of research.
In parallel to these efforts to design systems that explicitly use memory, there has been much
effort from the neuroscience community to understand how humans and animals are able to make
accurate predictions about their environment. Many of these efforts also attempt to understand
the computational mechanisms behind the formation of memories (memory “consolidation”) and
retrieval [11, 12, 13].
Despite the long history of studying sequential prediction, many fundamental questions remain:
• How much memory is necessary to accurately predict future observations, and what properties
of the underlying sequence determine this requirement?
• Must one remember significant information about the distant past or is a short-term memory
sufficient?
• What is the computational complexity of accurate prediction?
• How do answers to the above questions depend on the metric that is used to evaluate predic-
tion accuracy?
Aside from the intrinsic theoretical value of these questions, their answers could serve to guide
the construction of effective practical prediction systems, as well as informing the discussion of the
computational machinery of cognition and prediction/learning in nature.
In this work, we provide insights into the first three questions. We begin by establishing the
following proposition, which addresses the first two questions with respect to the pervasively used
metric of average prediction error:
Proposition 1. Let M be any distribution over sequences with mutual information I(M) be-
tween the past observations . . . , xt−2, xt−1 and future observations xt, xt+1, . . .. The best `-th order
Markov model, which makes predictions based only on the most recent ` observations, predicts the
distribution of the next observation with average KL error I(M)/` or average `1 error
√
I(M)/`,
with respect to the actual conditional distribution of xt given all past observations.
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The “best” `-th order Markov model is the model which predicts xt based on the previous
` observations, xt−`, . . . , xt−1, according to the conditional distribution of xt given xt−`, . . . , xt−1
under the data generating distribution. If the output alphabet is of size d, then this conditional
distribution can be estimated with small error given O(d`+1) sequences drawn from the distribution.
Without any additional assumptions on the data generating distribution beyond the bound on the
mutual information, it is necessary to observe multiple sequences to make good predictions. This
is because the distribution could be highly non-stationary, and have different behaviors at different
times, while still having small mutual information. In some settings, such as the case where the data
generating distribution corresponds to observations from an HMM, we will be able to accurately
learn this “best” Markov model from a single sequence (see Theorem 1).
The intuition behind the statement and proof of this general proposition is the following: at time
t, we either predict accurately and are unsurprised when xt is revealed to us; or, if we predict poorly
and are surprised by the value of xt, then xt must contain a significant amount of information about
the history of the sequence, which can then be leveraged in our subsequent predictions of xt+1, xt+2,
etc. In this sense, every timestep in which our prediction is ‘bad’, we learn some information about
the past. Because the mutual information between the history of the sequence and the future is
bounded by I(M), if we were to make I(M) consecutive bad predictions, we have captured nearly
this amount of information about the history, and hence going forward, as long as the window we
are using spans these observations, we should expect to predict well.
This general proposition, framed in terms of the mutual information of the past and future,
has immediate implications for a number of well-studied models of sequential data, such as Hidden
Markov Models (HMMs). For an HMM with n hidden states, the mutual information of the
generated sequence is trivially bounded by logn, which yields the following corollary to the above
proposition. We state this proposition now, as it provides a helpful reference point in our discussion
of the more general proposition.
Corollary 1. Suppose observations are generated by a Hidden Markov Model with at most n hidden
states. The best logn -th order Markov model, which makes predictions based only on the most recent
logn
 observations, predicts the distribution of the next observation with average KL error ≤  or `1
error ≤ √, with respect to the optimal predictor that knows the underlying HMM and has access
to all past observations.
In the setting where the observations are generated according to an HMM with at most n
hidden states, this “best” `-th order Markov model is easy to learn given a single sufficiently long
sequence drawn from the HMM, and corresponds to the naive “empirical” `-th order Markov model
(i.e. (` + 1)-gram model) based on the previous observations. Specifically, this is the model that,
given xt−`, xt−`+1, . . . , xt−1, outputs the observed (empirical) distribution of the observation that
has followed this length ` sequence. (To predict what comes next in the phrase “. . . defer the details
to the ” we look at the previous occurrences of this subsequence, and predict according to the
empirical frequency of the subsequent word.) The following theorem makes this claim precise.
Theorem 1. Suppose observations are generated by a Hidden Markov Model with at most n hidden
states, and output alphabet of size d. For  > 1/ log0.25 n there exists a window length ` = O( logn )
and absolute constant c such that for any T ≥ dc`, if t ∈ {1, 2, . . . , T} is chosen uniformly at
random, then the expected `1 distance between the true distribution of xt given the entire history
(and knowledge of the HMM), and the distribution predicted by the naive “empirical” `-th order
Markov model based on x0, . . . , xt−1, is bounded by
√
.1
1Theorem 1 does not have a guarantee on the average KL loss, such a guarantee is not possible as the KL loss as
it can be unbounded, for example if there are rare characters which have not been observed so far.
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The above theorem states that the window length necessary to predict well is independent of
the mixing time of the HMM in question, and holds even if the model does not mix. While the
amount of data required to make accurate predictions using length ` windows scales exponentially
in `—corresponding to the condition in the above theorem that t is chosen uniformly between 0
and T = dO(`)—our lower bounds, discussed in Section 1.3, argue that this exponential dependency
is unavoidable.
1.1 Interpretation of Mutual Information of Past and Future
While the mutual information between the past observations and the future observations is an
intuitive parameterization of the complexity of a distribution over sequences, the fact that it is the
right quantity is a bit subtle. It is tempting to hope that this mutual information is a bound on the
amount of memory that would be required to store all the information about past observations that
is relevant to the distribution of future observations. This is not the case. Consider the following
setting: Given a joint distribution over random variablesXpast andXfuture, suppose we wish to define
a function f that maps Xpast to a binary “advice”/memory string f(Xpast), possibly of variable
length, such that Xfuture is independent of Xpast, given f(Xpast). As is shown in Harsha et al. [14],
there are joint distributions over (Xpast, Xfuture) such that even on average, the minimum length
of the advice/memory string necessary for the above task is exponential in the mutual information
I(Xpast;Xfuture). This setting can also be interpreted as a two-player communication game where
one player generates Xpast and the other generates Xfuture given limited communication (i.e. the
ability to communicate f(Xpast)).
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Given the fact that this mutual information is not even an upper bound on the amount of
memory that an optimal algorithm (computationally unbounded, and with complete knowledge of
the distribution) would require, Proposition 1 might be surprising.
1.2 Implications of Proposition 1 and Corollary 1
These results show that a Markov model—a model that cannot capture long-range dependencies
or structure of the data—can predict accurately on any data-generating distribution (even those
corresponding to complex models such as RNNs), provided the order of the Markov model scales
with the complexity of the distribution, as parameterized by the mutual information between the
past and future. Strikingly, this parameterization is indifferent to whether the dependencies in the
sequence are relatively short-range as in an HMM that mixes quickly, or very long-range as in an
HMM that mixes slowly or does not mix at all. Independent of the nature of these dependencies,
provided the mutual information is small, accurate prediction is possible based only on the most
recent few observation. (See Figure 1 for a concrete illustration of this result in the setting of an
HMM that does not mix and has long-range dependencies.)
At a time when increasingly complex models such as recurrent neural networks and neural
Turing machines are in vogue, these results serve as a baseline theoretical result. They also help
explain the practical success of simple Markov models such as Kneser-Ney smoothing [15, 16]
for machine translation and speech recognition systems in the past. Although recent recurrent
neural networks have yielded empirical gains (see e.g. [9, 10]), current models still lack the ability
2It is worth noting that if the advice/memory string s is sampled first, and then Xpast and Xfuture are defined to
be random functions of s, then the length of s can be related to I(Xpast;Xfuture) (see [14]). This latter setting where
s is generated first corresponds to allowing shared randomness in the two-player communication game; however, this
is not relevant to the sequential prediction problem.
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Figure 1: A depiction of a HMM on n states, that repeats a given length n binary sequence of outputs, and
hence does not mix. Corollary 1 and Theorem 1 imply that accurate prediction is possible based only on
short sequences of O(log n) observations.
to consistently capture long-range dependencies.3 In some settings, such as natural language,
capturing such long-range dependencies seems crucial for achieving human-level results. Indeed,
the main message of a narrative is not conveyed in any single short segment. More generally,
higher-level intelligence seems to be about the ability to judiciously decide what aspects of the
observation sequence are worth remembering and updating a model of the world based on these
aspects.
Thus, for such settings, Proposition 1, can actually be interpreted as a kind of negative result—
that average error is not a good metric for training and evaluating models, since models such as
the Markov model which are indifferent to the time scale of the dependencies can still perform
well under it as long as the number of dependencies is not too large. It is important to note
that average prediction error is the metric that ubiquitously used in practice, both in the natural
language processing domain and elsewhere. Our results suggest that a different metric might be
essential to driving progress towards systems that attempt to capture long-range dependencies and
leverage memory in meaningful ways. We discuss this possibility of alternate prediction metrics
more in Section 1.4.
For many other settings, such as financial prediction and lower level language prediction tasks
such as those used in OCR, average prediction error is actually a meaningful metric. For these
settings, the result of Proposition 1 is extremely positive: no matter the nature of the dependencies
in the financial markets, it is sufficient to learn a Markov model. As one obtains more and more
data, one can learn a higher and higher order Markov model, and average prediction accuracy
should continue to improve.
For these applications, the question now becomes a computational question: the naive approach
to learning an `-th order Markov model in a domain with an alphabet of size d might require Ω(d`)
space to store, and data to learn. From a computational standpoint, is there a better algorithm?
What properties of the underlying sequence imply that such models can be learned, or approximated
more efficiently or with less data?
Our computational lower bounds, described below, provide some perspective on these compu-
tational considerations.
3One amusing example is the recent sci-fi short film Sunspring whose script was automatically generated by an
LSTM. Locally, each sentence of the dialogue (mostly) makes sense, though there is no cohesion over longer time
frames, and no overarching plot trajectory (despite the brilliant acting).
4
1.3 Lower bounds
Our positive results show that accurate prediction is possible via an algorithmically simple model—
a Markov model that only depends on the most recent observations—which can be learned in an
algorithmically straightforward fashion by simply using the empirical statistics of short sequences
of examples, compiled over a sufficient amount of data. Nevertheless, the Markov model has d`
parameters, and hence requires an amount of data that scales as Ω(d`) to learn, where d is a bound
on the size of the observation alphabet. This prompts the question of whether it is possible to learn
a successful predictor based on significantly less data.
We show that, even for the special case where the data sequence is generated from an HMM over
n hidden states, this is not possible in general, assuming a natural complexity-theoretic assumption.
An HMM with n hidden states and an output alphabet of size d is defined via only O(n2 + nd)
parameters and O(n
2 + nd) samples are sufficient, from an information theoretic standpoint, to
learn a model that will predict accurately. While learning an HMM is computationally hard (see
e.g. [17]), this begs the question of whether accurate (average) prediction can be achieved via a
computationally efficient algorithm and and an amount of data significantly less than the dΘ(logn)
that the naive Markov model would require.
Our main lower bound shows that there exists a family of HMMs such that the dΩ(logn/) sam-
ple complexity requirement is necessary for any computationally efficient algorithm that predicts
accurately on average, assuming a natural complexity-theoretic assumption. Specifically, we show
that this hardness holds, provided that the problem of strongly refuting a certain class of CSPs is
hard, which was conjectured in Feldman et al. [18] and studied in related works Allen et al. [19] and
Kothari et al. [20]. See Section 5 for a description of this class and discussion of the conjectured
hardness.
Theorem 2. Assuming the hardness of strongly refuting a certain class of CSPs, for all sufficiently
large n and any  ∈ (1/nc, 0.1) for some fixed constant c, there exists a family of HMMs with n
hidden states and an output alphabet of size d such that any algorithm that runs in time polynomial
in d, namely time f(n, ) · dg(n,) for any functions f, g, and achieves average KL or `1 error 
(with respect to the optimal predictor) for a random HMM in the family must observe dΩ(logn/)
observations from the HMM.
As the mutual information of the generated sequence of an HMM with n hidden states is
bounded by log n, Theorem 2 directly implies that there are families of data-generating distributions
M with mutual information I(M) and observations drawn from an alphabet of size d such that any
computationally efficient algorithm requires dΩ(I(M)/) samples from M to achieve average error
. The above bound holds when d is large compared to log n or I(M), but a different but equally
relevant regime is where the alphabet size d is small compared to the scale of dependencies in the
sequence (for example, when predicting characters [21]). We show lower bounds in this regime
of the same flavor as those of Theorem 2 except based on the problem of learning a noisy parity
function; the (very slightly) subexponential algorithm of Blum et al. [22] for this task means that
we lose at least a superconstant factor in the exponent in comparison to the positive results of
Proposition 1.
Proposition 2. Let f(k) denote a lower bound on the amount of time and samples required to learn
parity with noise on uniformly random k-bit inputs. For all sufficiently large n and  ∈ (1/nc, 0.1)
for some fixed constant c, there exists a family of HMMs with n hidden states such that any algorithm
that achieves average prediction error  (with respect to the optimal predictor) for a random HMM
in the family requires at least f (Ω(log n/)) time or samples.
Finally, we also establish the information theoretic optimality of the results of Proposition 1, in
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the sense that among (even computationally unbounded) prediction algorithms that predict based
only on the most recent ` observations, an average KL prediction error of Ω(I(M)/`) and `1 error
Ω(
√
I(M)/`) with respect to the optimal predictor, is necessary.
Proposition 3. There is an absolute constant c < 1 such that for all 0 <  < 1/4 and sufficiently
large n, there exists an HMM with n hidden states such that it is not information-theoretically
possible to obtain average KL prediction error less than  or `1 error less than
√
 (with respect to the
optimal predictor) while using only the most recent c log n/ observations to make each prediction.
1.4 Future Directions
As mentioned above, for the settings in which capturing long-range dependencies seems essential,
it is worth re-examining the choice of “average prediction error” as the metric used to train and
evaluate models. One possibility, that has a more worst-case flavor, is to only evaluate the algorithm
at a chosen set of time steps instead of all time steps. Hence the naive Markov model can no
longer do well just by predicting well on the time steps when prediction is easy. In the context
of natural language processing, learning with respect to such a metric intuitively corresponds to
training a model to do well with respect to, say, a question answering task instead of a language
modeling task. A fertile middle ground between average error (which gives too much reward for
correctly guessing common words like “a” and “the”), and worst-case error might be a re-weighted
prediction error that provides more reward for correctly guessing less common observations. It
seems possible, however, that the techniques used to prove Proposition 1 can be extended to yield
analogous statements for such error metrics.
In cases where average error is appropriate, given the upper bounds of Proposition 1, it is natural
to consider what additional structure might be present that avoids the (conditional) computational
lower bounds of Theorem 2. One possibility is a robustness property—for example the property
that a Markov model would continue to predict well even when each observation were obscured or
corrupted with some small probability. The lower bound instance rely on parity based construc-
tions and hence are very sensitive to noise and corruptions. For learning over product distributions,
there are well known connections between noise stability and approximation by low-degree poly-
nomials [23, 24]. Additionally, low-degree polynomials can be learned agnostically over arbitrary
distributions via polynomial regression [25]. It is tempting to hope that this thread could be made
rigorous, by establishing a connection between natural notions of noise stability over arbitrary dis-
tributions, and accurate low-degree polynomial approximations. Such a connection could lead to
significantly better sample complexity requirements for prediction on such “robust” distributions of
sequences, perhaps requiring only poly(d, I(M), 1/) data. Additionally, such sample-efficient ap-
proaches to learning succinct representations of large Markov models may inform the many practical
prediction systems that currently rely on Markov models.
1.5 Related Work
Parameter Estimation. It is interesting to compare using a Markov model for prediction with
methods that attempt to properly learn an underlying model. For example, method of moments
algorithms [26, 27] allow one to estimate a certain class of Hidden Markov model with polynomial
sample and computational complexity. These ideas have been extended to learning neural networks
[28] and input-output RNNs [29]. Using different methods, Arora et al. [30] showed how to learn
certain random deep neural networks. Learning the model directly can result in better sample
efficiency, and also provide insights into the structure of the data. The major drawback of these
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approaches is that they usually require the true data-generating distribution to be in (or extremely
close to) the model family that we are learning. This is a very strong assumption that often does
not hold in practice.
Universal Prediction and Information Theory. On the other end of the spectrum is the
class of no-regret online learning methods which assume that the data generating distribution can
even be adversarial [31]. However, the nature of these results are fundamentally different from
ours: whereas we are comparing to the perfect model that can look at the infinite past, online
learning methods typically compare to a fixed set of experts, which is much weaker. We note that
information theoretic tools have also been employed in the online learning literature to show near-
optimality of Thompson sampling with respect to a fixed set of experts in the context of online
learning with prior information [32], Proposition 1 can be thought of as an analogous statement
about the strong performance of Markov models with respect to the optimal predictions in the
context of sequential prediction.
There is much work on sequential prediction based on KL-error from the information theory
and statistics communities. The philosophy of these approaches are often more adversarial, with
perspectives ranging from minimum description length [33, 34] and individual sequence settings [35],
where no model of the data distribution process is assumed. Regarding worst case guarantees (where
there is no data generation process), and regret as the notion of optimality, there is a line of work on
both minimax rates and the performance of Bayesian algorithms, the latter of which has favorable
guarantees in a sequential setting. Regarding minimax rates, [36] provides an exact characterization
of the minimax strategy, though the applicability of this approach is often limited to settings where
the number strategies available to the learner is relatively small (i.e., the normalizing constant in
[36] must exist). More generally, there has been considerable work on the regret in information-
theoretic and statistical settings, such as the works in [35, 37, 38, 39, 40, 41, 42, 43].
Regarding log-loss more broadly, there is considerable work on information consistency (con-
vergence in distribution) and minimax rates with regards to statistical estimation in parametric
and non-parametric families [44, 45, 46, 47, 48, 49]. In some of these settings, e.g. minimax risk
in parametric, i.i.d. settings, there are characterizations of the regret in terms of mutual informa-
tion [45].
There is also work on universal lossless data compression algorithm, such as the celebrated
Lempel-Ziv algorithm [50]. Here, the setting is rather different as it is one of coding the entire
sequence (in a block setting) rather than prediction loss.
Sequential Prediction in Practice. Our work was initiated by the desire to understand
the role of memory in sequential prediction, and the belief that modeling long-range dependencies
is important for complex tasks such as understanding natural language. There have been many
proposed models with explicit notions of memory, including recurrent neural networks [51], Long
Short-Term Memory (LSTM) networks[2, 3], attention-based models [7, 8], neural Turing machines
[4], memory networks [5], differentiable neural computers [6], etc. While some of these models often
fail to capture long range dependencies (for example, in the case of LSTMs, it is not difficult to show
that they forget the past exponentially quickly if they are “stable” [1]), the empirical performance
in some settings is quite promising (see, e.g. [9, 10]).
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2 Proof Sketch of Theorem 1
We provide a sketch of the proof of Theorem 1, which gives stronger guarantees than Proposition
1 but only applies to sequences generated from an HMM. The core of this proof is the following
lemma that guarantees that the Markov model that knows the true marginal probabilities of all
short sequences, will end up predicting well. Additionally, the bound on the expected prediction
error will hold in expectation over only the randomness of the HMM during the short window, and
with high probability over the randomness of when the window begins (our more general results
hold in expectation over the randomness of when the window begins). For settings such as financial
forecasting, this additional guarantee is particularly pertinent; you do not need to worry about the
possibility of choosing an “unlucky” time to begin your trading regime, as long as you plan to
trade for a duration that spans an entire short window. Beyond the extra strength of this result for
HMMs, the proof approach is intuitive and pleasing, in comparison to the more direct information-
theoretic proof of Proposition 1. We first state the lemma and sketch its proof, and then conclude
the section by describing how this yields Theorem 1.
Lemma 1. Consider an HMM with n hidden states, let the hidden state at time s = 0 be chosen
according to an arbitrary distribution pi, and denote the observation at time s by xs. Let OPTs
denote the conditional distribution of xs given observations x0, . . . , xs−1, and knowledge of the
hidden state at time s = 0. Let Ms denote the conditional distribution of xs given only x0, . . . , xs−1,
which corresponds to the naive s-th order Markov model that knows only the joint probabilities of
sequences of the first s observations. Then with probability at least 1 − 1/nc−1 over the choice of
initial state, for ` = c log n/2, c ≥ 1 and  ≥ 1/ log0.25 n,
E
[ `−1∑
s=0
‖OPTs −Ms‖1
]
≤ 4`,
where the expectation is with respect to the randomness in the outputs x0, . . . , x`−1.
The proof of the this lemma will hinge on establishing a connection between OPTs—the Bayes
optimal model that knows the HMM and the initial hidden state h0, and at time s predicts the
true distribution of xs given h0, x0, . . . , xs−1—and the naive order s Markov model Ms that knows
the joint probabilities of sequences of s observations (given that the initial state is drawn according
to pi), and predicts accordingly. This latter model is precisely the same as the model that knows
the HMM and distribution pi (but not h0), and outputs the conditional distribution of xs given the
observations.
To relate these two models, we proceed via a martingale argument that leverages the intuition
that, at each time step either OPTs ≈ Ms, or, if they differ significantly, we expect the sth
observation xs to contain a significant amount of information about the hidden state at time zero,
h0, which will then improve Ms+1. Our submartingale will precisely capture the sense that for any
s where there is a significant deviation between OPTs and Ms, we expect the probability of the
initial state being h0 conditioned on x0, . . . , xs, to be significantly more than the probability of h0
conditioned on x0, . . . , xs−1.
More formally, let Hs0 denote the distribution of the hidden state at time 0 conditioned on
x0, . . . , xs and let h0 denote the true hidden state at time 0. Let H
s
0(h0) be the probability of h0
under the distribution Hs0 . We show that the following expression is a submartingale:
log
(
Hs0(h0)
1−Hs0(h0)
)
− 1
2
s∑
i=0
‖OPTi −Mi‖21.
8
The fact that this is a submartingale is not difficult: Define Rs as the conditional distribution of
xs given observations x0, · · · , xs−1 and initial state drawn according to pi but not being at hidden
state h0 at time 0. Note that Ms is a convex combination of OPTs and Rs, hence ‖OPTs −Ms‖1 ≤
‖OPTs −Rs‖1. To verify the submartingale property, note that by Bayes Rule, the change in
the LHS at any time step s is the log of the ratio of the probability of observing the output xs
according to the distribution OPTs and the probability of xs according to the distribution Rs. The
expectation of this is the KL-divergence between OPTs and Rs, which can be related to the `1
error using Pinsker’s inequality.
At a high level, the proof will then proceed via concentration bounds (Azuma’s inequality), to
show that, with high probability, if the error from the first ` = c log n/2 timesteps is large, then
log
(
H`−10 (h0)
1−H`−10 (h0)
)
is also likely to be large, in which case the posterior distribution of the hidden
state, H`−10 will be sharply peaked at the true hidden state, h0, unless h0 had negligible mass (less
than n−c) in distribution pi.
There are several slight complications to this approach, including the fact that the submartingale
we construct does not necessarily have nicely concentrated or bounded differences, as the first term
in the submartingale could change arbitrarily. We address this by noting that the first term
should not decrease too much except with tiny probability, as this corresponds to the posterior
probability of the true hidden state sharply dropping. For the other direction, we can simply
“clip” the deviations to prevent them from exceeding log n in any timestep, and then show that the
submartingale property continues to hold despite this clipping by proving the following modified
version of Pinsker’s inequality:
Lemma 2. (Modified Pinsker’s inequality) For any two distributions µ(x) and ν(x) defined on
x ∈ X, define the C-truncated KL divergence as D˜C(µ ‖ ν) = Eµ
[
log
(
min
{
µ(x)
ν(x) , C
})]
for some
fixed C such that logC ≥ 8. Then D˜C(µ ‖ ν) ≥ 12‖µ− ν‖21.
Given Lemma 1, the proof of Theorem 1 follows relatively easily. Recall that Theorem 1 con-
cerns the expected prediction error at a timestep t ← {0, 1, . . . , dc`}, based on the model Memp
corresponding to the empirical distribution of length ` windows that have occurred in x0, . . . , xt,.
The connection between the lemma and theorem is established by showing that, with high prob-
ability, Memp is close to Mpˆi, where pˆi denotes the empirical distribution of (unobserved) hidden
states h0, . . . , ht, and Mpˆi is the distribution corresponding to drawing the hidden state h0 ← pˆi and
then generating x0, x1, . . . , x`. We provide the full proof in Appendix A.
3 Definitions and Notation
Before proving our general Proposition 1, we first introduce the necessary notation. For any random
variable X, we denote its distribution as Pr(X). The mutual information between two random
variables X and Y is defined as I(X;Y ) = H(Y )−H(Y |X) where H(Y ) is the entropy of Y and
H(Y |X) is the conditional entropy of Y given X. The conditional mutual information I(X;Y |Z)
is defined as:
I(X;Y |Z) = H(X|Z)−H(X|Y,Z) = Ex,y,z log Pr(X|Y, Z)
Pr(X|Z)
= Ey,zDKL(Pr(X|Y,Z) ‖ Pr(X|Z)),
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where DKL(p ‖ q) =
∑
x p(x) log
p(x)
q(x) is the KL divergence between the distributions p and q.
Note that we are slightly abusing notation here as DKL(Pr(X|Y,Z) ‖ Pr(X|Z)) should tech-
nically be DKL(Pr(X|Y = y, Z = z) ‖ Pr(X|Z = z)). But we will ignore the assignment in the
conditioning when it is clear from the context. Mutual information obeys the following chain rule:
I(X1, X2;Y ) = I(X1;Y ) + I(X2;Y |X1).
Given a distribution over infinite sequences, {xt} generated by some model M where xt is a
random variable denoting the output at time t, we will use the shorthand xji to denote the collection
of random variables for the subsequence of outputs {xi, · · · , xj}. The distribution of {xt} is sta-
tionary if the joint distribution of any subset of the sequence of random variables {xt} is invariant
with respect to shifts in the time index. Hence Pr(xi1 , xi2 , · · · , xin) = Pr(xi1+l, xi2+l, · · · , xin+l)
for any l if the process is stationary.
We are interested in studying how well the output xt can be predicted by an algorithm which
only looks at the past ` outputs. The predictor A` maps a sequence of ` observations to a predicted
distribution of the next observation. We denote the predictive distribution of A` at time t as
QA`(xt|xt−1t−` ). We refer to the Bayes optimal predictor using only windows of length ` as P`,
hence the prediction of P` at time t is Pr(xt|xt−1t−` ). Note that P` is just the naive `-th order
Markov predictor provided with the true distribution of the data. We denote the Bayes optimal
predictor that has access to the entire history of the model as P∞, the prediction of P∞ at time t
is Pr(xt|xt−1−∞). We will evaluate average performance of the predictions of A` and P` with respect
to P∞ over a long time window [0 : T − 1].
The crucial property of the distribution that is relevant to our results is the mutual information
between past and future observations. For a stochastic process {xt} generated by some model M
we define the mutual information I(M) of the model M as the mutual information between the
past and future, averaged over the window [0 : T − 1],
I(M) = lim
T→∞
1
T
T−1∑
t=0
I(xt−1−∞;x
∞
t ). (3.1)
If the process {xt} is stationary, then I(xt−1−∞;x∞t ) is the same for all time steps hence I(M) =
I(x−1−∞;x∞0 ). If the average does not converge and hence the limit in (3.1) does not exist, then we
can define I(M, [0 : T − 1]) as the mutual information for the window [0 : T − 1], and the results
hold true with I(M) replaced by I(M, [0 : T − 1]).
We now define the metrics we consider to compare the predictions of P` and A` with respect
to P∞. Let F (P,Q) be some measure of distance between two predictive distributions. In this
work, we consider the KL-divergence, `1 distance and the relative zero-one loss between the two
distributions. The KL-divergence and `1 distance between two distributions are defined in the
standard way. We define the relative zero-one loss as the difference between the zero-one loss of
the optimal predictor P∞ and the algorithm A`. We define the expected loss of any predictor A`
with respect to the optimal predictor P∞ and a loss function F as follows:
δ
(t)
F (A`) = Ext−1−∞
[
F (Pr(xt|xt−1−∞), QA`(xt|xt−1t−` ))
]
,
δF (A`) = lim
T→∞
1
T
T−1∑
t=0
δ
(t)
F (A`).
We also define δˆ
(t)
F (A`) and δˆF (A`) for the algorithmA` in the same fashion as the error in estimating
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P (xt|xt−1t−` ), the true conditional distribution of the model M.
δˆ
(t)
F (A`) = Ext−1t−`
[
F (Pr(xt|xt−1t−` ), QA`(xt|xt−1t−` ))
]
,
δˆF (A`) = lim
T→∞
1
T
T−1∑
t=0
δˆ
(t)
F (A`).
4 Predicting Well with Short Windows
To establish our general proposition, which applies beyond the HMM setting, we provide an ele-
mentary and purely information theoretic proof.
Proposition 1. For any data-generating distribution M with mutual information I(M) between
past and future observations, the best `-th order Markov model P` obtains average KL-error,
δKL(P`) ≤ I(M)/` with respect to the optimal predictor with access to the infinite history. Also,
any predictor A` with δˆKL(A`) average KL-error in estimating the joint probabilities over windows
of length ` gets average error δKL(A`) ≤ I(M)/`+ δˆKL(A`).
Proof. We bound the expected error by splitting the time interval 0 to T − 1 into blocks of length
`. Consider any block starting at time τ . We find the average error of the predictor from time τ to
τ + `− 1 and then average across all blocks.
To begin, note that we can decompose the error as the sum of the error due to not knowing
the past history beyond the most recent ` observations and the error in estimating the true joint
distribution of the data over a ` length block. Consider any time t. Recall the definition of δ
(t)
KL(A`),
δ
(t)
KL(A`) = Ext−1−∞
[
DKL(Pr(xt|xt−1−∞) ‖ QA`(xt|xt−1t−` ))
]
= Ext−1−∞
[
DKL(Pr(xt|xt−1−∞) ‖ Pr(xt|xt−1t−` ))
]
+ Ext−1−∞
[
DKL(Pr(xt|xt−1t−` ) ‖ QA`(xt|xt−1t−` ))
]
= δ
(t)
KL(P`) + δˆ(t)KL(A`).
Therefore, δKL(A`) = δKL(P`) + δˆKL(A`). It is easy to verify that δ(t)KL(P`) = I(xt−`−1−∞ ;xt|xt−1t−` ).
This relation formalizes the intuition that the current output (xt) has significant extra information
about the past (xt−`−1−∞ ) if we cannot predict it as well using the ` most recent observations (x
t−1
t−` ),
as can be done by using the entire past (xt−1−∞). We will now upper bound the total error for the
window [τ, τ + `− 1]. We expand I(xτ−1−∞ ;x∞τ ) using the chain rule,
I(xτ−1−∞ ;x
∞
τ ) =
∞∑
t=τ
I(xτ−1−∞ ;xt|xt−1τ ) ≥
τ+`−1∑
t=τ
I(xτ−1−∞ ;xt|xt−1τ ).
Note that I(xτ−1−∞ ;xt|xt−1τ ) ≥ I(xt−`−1−∞ ;xt|xt−1t−` ) = δ(t)KL(P`) as t− ` ≤ τ and I(X,Y ;Z) ≥ I(X;Z|Y ).
The proposition now follows from averaging the error across the ` time steps and using Eq. 3.1 to
average over all blocks of length ` in the window [0, T − 1],
1
`
τ+`−1∑
t=τ
δ
(t)
KL(P`) ≤
1
`
I(xτ−1−∞ ;x
∞
τ ) =⇒ δKL(P`) ≤
I(M)
`
.
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Note that Proposition 1 also directly gives guarantees for the scenario where the task is to
predict the distribution of the next block of outputs instead of just the next immediate output,
because KL-divergence obeys the chain rule.
The following easy corollary, relating KL error to `1 error yields the following statement, which
also trivially applies to zero/one loss with respect to that of the optimal predictor, as the expected
relative zero/one loss at any time step is at most the `1 loss at that time step.
Corollary 2. For any data-generating distributionM with mutual information I(M) between past
and future observations, the best `-th order Markov model P` obtains average `1-error δ`1(P`) ≤√
I(M)/2` with respect to the optimal predictor that has access to the infinite history. Also, any
predictor A` with δˆ`1(A`) average `1-error in estimating the joint probabilities gets average prediction
error δ`1(A`) ≤
√
I(M)/2`+ δˆ`1(A`).
Proof. We again decompose the error as the sum of the error in estimating Pˆ and the error due to
not knowing the past history using the triangle inequality.
δ
(t)
`1
(A`) = Ext−1−∞
[
‖Pr(xt|xt−1−∞)−QA`(xt|xt−1t−` )‖1
]
≤ Ext−1−∞
[
‖Pr(xt|xt−1−∞)− Pr(xt|xt−1t−` )‖1
]
+ Ext−1−∞
[
‖Pr(xt|xt−1t−` )−QA`(xt|xt−1t−` )‖1
]
= δ
(t)
`1
(P`) + δˆ(t)`1 (A`)
Therefore, δ`1(A`) ≤ δ`1(P`) + δˆ`1(A`). By Pinsker’s inequality and Jensen’s inequality, δ(t)`1 (A`)2 ≤
δ
(t)
KL(A`)/2. Using Proposition 1,
δKL(A`) = 1
T
T−1∑
t=0
δ
(t)
KL(A`) ≤
I(M)
`
Therefore, using Jensen’s inequality again, δ`1(A`) ≤
√
I(M)/2`.
5 Lower Bound for Large Alphabets
Our lower bounds for the sample complexity in the large alphabet case leverage a class of Constraint
Satisfaction Problems (CSPs) with high complexity. A class of (Boolean) k-CSPs is defined via a
predicate—a function P : {0, 1}k → {0, 1}. An instance of such a k-CSP on n variables {x1, · · · , xn}
is a collection of sets (clauses) of size k whose k elements consist of k variables or their negations.
Such an instance is satisfiable if there exists an assignment to the variables x1, . . . , xn such that
the predicate P evaluates to 1 for every clause. More generally, the value of an instance is the
maximum, over all 2n assignments, of the ratio of number of satisfied clauses to the total number
of clauses.
Our lower bounds are based on the presumed hardness of distinguishing random instances
of a certain class of CSP, versus instances of the CSP with high value. There has been much
work attempting to characterize the difficulty of CSPs—one notion which we will leverage is the
complexity of a class of CSPs, first defined in Feldman et al. [18] and studied in Allen et al. [19]
and Kothari et al. [20]:
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Definition 1. The complexity of a class of k-CSPs defined by predicate P : {0, 1}k → {0, 1} is the
largest r such that there exists a distribution supported on the support of P that is (r − 1)-wise
independent (i.e. “uniform”), and no such r-wise independent distribution exists.
Example 1. Both k-XOR and k-SAT are well-studied classes of k-CSPs, corresponding, respectively,
to the predicates PXOR that is the XOR of the k Boolean inputs, and PSAT that is the OR of the
inputs. These predicates both support (k − 1)-wise uniform distributions, but not k-wise uniform
distributions, hence their complexity is k. In the case of k-XOR, the uniform distribution over
{0, 1}k restricted to the support of PXOR is (k − 1)-wise uniform. The same distribution is also
supported by k-SAT.
A random instance of a CSP with predicate P is an instance such that all the clauses are
chosen uniformly at random (by selecting the k variables uniformly, and independently negating
each variable with probability 1/2). A random instance will have value close to E[P ], where
E[P ] is the expectation of P under the uniform distribution. In contrast, a planted instance is
generated by first fixing a satisfying assignment σ and then sampling clauses that are satisfied, by
uniformly choosing k variables, and picking their negations according to a (r−1)-wise independent
distribution associated with the predicate. Hence a planted instance always has value 1. A noisy
planted instance with planted assignment σ and noise level η is generated by sampling consistent
clauses (as above) with probability 1 − η and random clauses with probability η, hence with high
probability it has value close to 1 − η + ηE[P ]. Our hardness results are based on distinguishing
whether a CSP instance is random versus has a high value (value close to 1− η + ηE[P ]).
As one would expect, the difficulty of distinguishing random instances from noisy planted in-
stances, decreases as the number of sampled clauses grows. The following conjecture of Feldman
et al. [18] asserts a sharp boundary on the number of clauses, below which this problem becomes
computationally intractable, while remaining information theoretically easy.
Conjectured CSP Hardness [Conjecture 1] [18]: Let Q be any distribution over k-clauses and
n variables of complexity r and 0 < η < 1. Any polynomial-time (randomized) algorithm that,
given access to a distribution D that equals either the uniform distribution over k-clauses Uk or a
(noisy) planted distribution Qησ = (1 − η)Qσ + ηUk for some σ ∈ {0, 1}n and planted distribution
Qσ, decides correctly whether D = Q
η
σ or D = Uk with probability at least 2/3 needs Ω˜(n
r/2) clauses.
Feldman et al. [18] proved the conjecture for the class of statistical algorithms.4 Recently,
Kothari et al. [20] showed that the natural Sum-of-Squares (SOS) approach requires Ω˜(nr/2)
clauses to refute random instances of a CSP with complexity r, hence proving Conjecture 1 for
any polynomial-size semidefinite programming relaxation for refutation. Note that Ω˜(nr/2) is tight,
as Allen et al. [19] give a SOS algorithm for refuting random CSPs beyond this regime. Other
recent papers such as Daniely and Shalev-Shwartz [53] and Daniely [54] have also used presumed
hardness of strongly refuting random k-SAT and random k-XOR instances with a small number of
clauses to derive conditional hardness for various learning problems.
A first attempt to encode a k-CSP as a sequential model is to construct a model which outputs
k randomly chosen literals for the first k time steps 0 to k−1, and then their (noisy) predicate value
for the final time step k. Clauses from the CSP correspond to samples from the model, and the
4Statistical algorithms are an extension of the statistical query model. These are algorithms that do not directly
access samples from the distribution but instead have access to estimates of the expectation of any bounded function
of a sample, through a “statistical oracle”. Feldman et al. [52] point out that almost all algorithms that work on
random data also work with this limited access to samples, refer to Feldman et al. [52] for more details and examples.
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algorithm would need to solve the CSP to predict the final time step k. However, as all the outputs
up to the final time step are random, the trivial prediction algorithm that guesses randomly and
does not try to predict the output at time k, would be near optimal. To get strong lower bounds,
we will output m > 1 functions of the k literals after k time steps, while still ensuring that all the
functions remain collectively hard to invert without a large number of samples.
We use elementary results from the theory of error correcting codes to achieve this, and prove
hardness due to a reduction from a specific family of CSPs to which Conjecture 1 applies. By
choosing k and m carefully, we obtain the near-optimal dependence on the mutual information and
error —matching the upper bounds implied by Proposition 1. We provide a short outline of the
argument, followed by the detailed proof in the appendix.
5.1 Sketch of Lower Bound Construction
We construct a sequential model M such that making good predictions on the model requires dis-
tinguishing random instances of a k-CSP C on n variables from instances of C with a high value.
The output alphabet of M is {ai} of size 2n. We choose a mapping from the 2n characters {ai}
to the n variables {xi} and their n negations {x¯i}. For any clause C and planted assignment σ
to the CSP C, let σ(C) be the k-bit string of values assigned by σ to literals in C. The model
M will output k characters from time 0 to k − 1 chosen uniformly at random, which correspond
to literals in the CSP C; hence the k outputs correspond to a clause C of the CSP. For some m
(to be specified later) we will construct a binary matrix A ∈ {0, 1}m×k, which will correspond to
a good error-correcting code. For the time steps k to k +m− 1, with probability 1− η the model
outputs y ∈ {0, 1}m where y = Av mod 2 and v = σ(C) with C being the clause associated
with the outputs of the first k time steps. With the remaining probability, η, the model outputs m
uniformly random bits. Note that the mutual information I(M) is at most m as only the outputs
from time k to k +m− 1 can be predicted.
We claim thatM can be simulated by an HMM with 2m(2k+m) +m hidden states. This can
be done as follows. For every time step from 0 to k − 1 there will be 2m+1 hidden states, for a
total of k2m+1 hidden states. Each of these hidden states has two labels: the current value of the
m bits of y, and an “output label” of 0 or 1 corresponding to the output at that time step having
an assignment of 0 or 1 under the planted assignment σ. The output distribution for each of these
hidden states is either of the following: if the state has an “output label” 0 then it is uniform over
all the characters which have an assignment of 0 under the planted assignment σ, similarly if the
state has an “output label” 1 then it is uniform over all the characters which have an assignment of
1 under the planted assignment σ. Note that the transition matrix for the first k time steps simply
connects a state h1 at the (i − 1)th time step to a state h2 at the ith time step if the value of y
corresponding to h1 should be updated to the value of y corresponding to h2 if the output at the
ith time step corresponds to the “output label” of h2. For the time steps k through (k + m − 1),
there are 2m hidden states for each time step, each corresponding to a particular choice of y. The
output of an hidden state corresponding to the (k+i)th time step with a particular label y is simply
the ith bit of y. Finally, we need an additional m hidden states to output m uniform random bits
from time k to (k + m − 1) with probability η. This accounts for a total of k2m+1 + m2m + m
hidden states. After k + m time steps the HMM transitions back to one of the starting states at
time 0 and repeats. Note that the larger m is with respect to k, the higher the cost (in terms of
average prediction error) of failing to correctly predict the outputs from time k to (k + m − 1).
Tuning k and m allows us to control the number of hidden states and average error incurred by a
computationally constrained predictor.
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We define the CSP C in terms of a collection of predicates P (y) for each y ∈ {0, 1}m. While
Conjecture 1 does not directly apply to C, as it is defined by a collection of predicates instead
of a single one, we will later show a reduction from a related CSP C0 defined by a single predi-
cate for which Conjecture 1 holds. For each y, the predicate P (y) of C is the set of v ∈ {0, 1}k
which satisfy y = Av mod 2. Hence each clause has an additional label y which determines the
satisfying assignments, and this label is just the output of our sequential model M from time k
to k + m − 1. Hence for any planted assignment σ, the set of satisfying clauses C of the CSP C
are all clauses such that Av = y mod 2 where y is the label of the clause and v = σ(C). We
define a (noisy) planted distribution over clauses Qησ by first uniformly randomly sampling a label
y, and then sampling a consistent clause with probability (1 − η), otherwise with probability η
we sample a uniformly random clause. Let Uk be the uniform distribution over all k-clauses with
uniformly chosen labels y. We will show that Conjecture 1 implies that distinguishing between
the distributions Qησ and Uk is hard without sufficiently many clauses. This gives us the hardness
results we desire for our sequential model M: if an algorithm obtains low prediction error on the
outputs from time k through (k +m− 1), then it can be used to distinguish between instances of
the CSP C with a high value and random instances, as no algorithm obtains low prediction error
on random instances. Hence hardness of strongly refuting the CSP C implies hardness of making
good predictions on M.
We now sketch the argument for why Conjecture 1 implies the hardness of strongly refuting the
CSP C. We define another CSP C0 which we show reduces to C. The predicate P of the CSP C0
is the set of all v ∈ {0, 1}k such that Av = 0 mod 2. Hence for any planted assignment σ, the
set of satisfying clauses of the CSP C0 are all clauses such that v = σ(C) is in the nullspace of A.
As before, the planted distribution over clauses is uniform on all satisfying clauses with probability
(1− η), with probability η we add a uniformly random k-clause. For some γ ≥ 1/10, if we can con-
struct A such that the set of satisfying assignments v (which are the vectors in the nullspace of A)
supports a (γk−1)-wise uniform distribution, then by Conjecture 1 any polynomial time algorithm
cannot distinguish between the planted distribution and uniformly randomly chosen clauses with
less than Ω˜(nγk/2) clauses. We show that choosing a matrix A whose null space is (γk − 1)-wise
uniform corresponds to finding a binary linear code with rate at least 1/2 and relative distance γ,
the existence of which is guaranteed by the Gilbert-Varshamov bound.
We next sketch the reduction from C0 to C. The key idea is that the CSPs C0 and C are de-
fined by linear equations. If a clause C = (x1, x2, · · · , xk) in C0 is satisfied with some assignment
t ∈ {0, 1}k to the variables in the clause then At = 0 mod 2. Therefore, for some w ∈ {0, 1}k such
that Aw = y mod 2, t + w mod 2 satisfies A(t + w) = y mod 2. A clause C ′ = (x′1, x′2, · · · , x′k)
with assignment t + w mod 2 to the variables can be obtained from the clause C by switching the
literal x′i = x¯i if wi = 1 and retaining x
′
i = xi if wi = 0. Hence for any label y, we can efficiently
convert a clause C in C0 to a clause C ′ in C which has the desired label y and is only satisfied
with a particular assignment to the variables if C in C0 is satisfied with the same assignment to
the variables. It is also not hard to ensure that we uniformly sample the consistent clause C ′ in C
if the original clause C was a uniformly sampled consistent clause in C0.
We provide a small example to illustrate the sequential model constructed above. Let k = 3,
m = 1 and n = 3. Let A ∈ {0, 1}1×3. The output alphabet of the modelM is {ai, 1 ≤ i ≤ 6}. The
letter a1 maps to the variable x1, a2 maps to x¯1, similarly a3 → x2, a4 → x¯2, a5 → x3, a6 → x¯3.
Let σ be some planted assignment to {x1, x2, x3}, which defines a particular model M. If the
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output of the model M is a1, a3, a6 for the first three time steps, then this corresponds to the
clause with literals, (x1, x2, x¯3). For the final time step, with probability (1− η) the model outputs
y = Av mod 2, with v = σ(C) for the clause C = (x1, x2, x¯3) and planted assignment σ, and with
probability η it outputs a uniform random bit. For an algorithm to make a good prediction at the
final time step, it needs to be able to distinguish if the output at the final time step is always a
random bit or if it is dependent on the clause, hence it needs to distinguish random instances of
the CSP from planted instances.
We re-state Theorem 2 below in terms of the notation defined in this section, deferring its full
proof to Appendix B.
Theorem 2. Assuming Conjecture 1, for all sufficiently large T and 1/T c <  ≤ 0.1 for some fixed
constant c, there exists a family of HMMs with T hidden states and an output alphabet of size n
such that, any prediction algorithm that achieves average KL-error, `1 error or relative zero-one
error less than  with probability greater than 2/3 for a randomly chosen HMM in the family, and
runs in time f(T, ) · ng(T,) for any functions f and g, requires nΩ(log T/) samples from the HMM.
6 Lower Bound for Small Alphabets
Our lower bounds for the sample complexity in the binary alphabet case are based on the aver-
age case hardness of the decision version of the parity with noise problem, and the reduction is
straightforward.
In the parity with noise problem on n bit inputs we are given examples v ∈ {0, 1}n drawn uni-
formly from {0, 1}n along with their noisy labels 〈s,v〉+ mod 2 where s ∈ {0, 1}n is the (unknown)
support of the parity function, and  ∈ {0, 1} is the classification noise such that Pr[ = 1] = η
where η < 0.05 is the noise level.
Let Qηs be the distribution over examples of the parity with noise instance with s as the support
of the parity function and η as the noise level. Let Un be the distribution over examples and labels
where each label is chosen uniformly from {0, 1} independent of the example. The strength of
of our lower bounds depends on the level of hardness of parity with noise. Currently, the fastest
algorithm for the problem due to Blum et al. [22] runs in time and samples 2n/ logn. We define the
function f(n) as follows–
Definition 2. Define f(n) to be the function such that for a uniformly random support s ∈ {0, 1}n,
with probability at least (1 − 1/n2) over the choice of s, any (randomized) algorithm that can
distinguish between Qηs and Un with success probability greater than 2/3 over the randomness of
the examples and the algorithm, requires f(n) time or samples.
Our model will be the natural sequential version of the parity with noise problem, where
each example is coupled with several parity bits. We denote the model as M(Am×n) for some
A ∈ {0, 1}m×n,m ≤ n/2. From time 0 through (n − 1) the outputs of the model are i.i.d. and
uniform on {0, 1}. Let v ∈ {0, 1}n be the vector of outputs from time 0 to (n− 1). The outputs for
the next m time steps are given by y = Av +  mod 2, where  ∈ {0, 1}m is the random noise and
each entry i of  is an i.i.d random variable such that Pr[i = 1] = η, where η is the noise level.
Note that if A is full row-rank, and v is chosen uniformly at random from {0, 1}n, the distribution
of y is uniform on {0, 1}m. Also I(M(A)) ≤ m as at most the binary bits from time n to n+m−1
can be predicted using the past inputs. As for the large alphabet case,M(Am×n) can be simulated
16
by an HMM with 2m(2n+m) +m hidden states (see Section 5.1).
We define a set of A matrices, which specifies a family of sequential models. Let S be the set
of all (m × n) matrices A such that the A is full row rank. We need this restriction as otherwise
the bits of the output y will be dependent. We denote R as the family of modelsM(A) for A ∈ S.
Lemma 3 shows that with high probability over the choice of A, distinguishing outputs from the
model M(A) from random examples Un requires f(n) time or examples.
Lemma 3. Let A be chosen uniformly at random from the set S. Then, with probability at least
(1− 1/n) over the choice A ∈ S, any (randomized) algorithm that can distinguish the outputs from
the model M(A) from the distribution over random examples Un with success probability greater
than 2/3 over the randomness of the examples and the algorithm needs f(n) time or examples.
The proof of Proposition 2 follows from Lemma 3 and is similar to the proof for the large
alphabet case.
7 Information Theoretic Lower Bounds
We show that information theoretically, windows of length cI(M)/2 are necessary to get expected
relative zero-one loss less than . As the expected relative zero-one loss is at most the `1 loss, which
can be bounded by the square of the KL-divergence, this automatically implies that our window
length requirement is also tight for `1 loss and KL loss. In fact, it’s very easy to show the tightness
for the KL loss: choose the simple model which emits uniform random bits from time 0 to n − 1
and repeats the bits from time 0 to m− 1 for time n through n+m− 1. One can then choose n,m
to get the desired error  and mutual information I(M). To get a lower bound for the zero-one
loss we use the probabilistic method to argue that there exists an HMM such that long windows
are required to perform optimally with respect to the zero-one loss for that HMM. We now state
the lower bound and sketch the proof idea.
Proposition 3. There is an absolute constant c such that for all 0 <  < 1/4 and sufficiently
large n, there exists an HMM with n states such that it is not information theoretically possible
to get average relative zero-one loss or `1 loss less than  using windows of length smaller than
c log n/2, and KL loss less than  using windows of length smaller than c log n/.
We illustrate the construction in Fig. 2 and provide the high-level proof idea with respect to
Fig. 2 below.
We want show that no predictor P using windows of length ` = 3 can make a good prediction.
The transition matrix of the HMM is a permutation and the output alphabet is binary. Each
state is assigned a label which determines its output distribution. The states labeled 0 emit 0 with
probability 0.5 +  and the states labeled 1 emit 1 with probability 0.5 + . We will randomly and
uniformly choose the labels for the hidden states. Over the randomness in choosing the labels for
the permutation, we will show that the expected error of the predictor P is large, which means
that there must exist some permutation such that the predictor P incurs a high error. The rough
proof idea is as follows. Say the Markov model is at hidden state h2 at time 2, this is unknown
to the predictor P. The outputs for the first three time steps are (x0, x1, x2). The predictor P
only looks at the outputs from time 0 to 2 for making the prediction for time 3. We show that
with high probability over the choice of labels to the hidden states and the outputs (x0, x1, x2),
the output (x0, x1, x2) from the hidden states (h0, h1, h2) is close in Hamming distance to the
label of some other segment of hidden states, say (h4, h5, h6). Hence any predictor using only the
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Figure 2: Lower bound construction, n = 16.
past 3 outputs cannot distinguish whether the string (x0, x1, x2) was emitted by (h0, h1, h2) or
(h4, h5, h6), and hence cannot make a good prediction for time 3 (we actually need to show that
there are many segments like (h4, h5, h6) whose label is close to (x0, x1, x2)). The proof proceeds
via simple concentration bounds.
A Proof of Theorem 1
Theorem 1. Suppose observations are generated by a Hidden Markov Model with at most n hidden
states, and output alphabet of size d. For  > 1/ log0.25 n there exists a window length ` = O( logn )
and absolute constant c such that for any T ≥ dc`, if t ∈ {1, 2, . . . , T} is chosen uniformly at
random, then the expected `1 distance between the true distribution of xt given the entire history
(and knowledge of the HMM), and the distribution predicted by the naive “empirical” `-th order
Markov model based on x0, . . . , xt−1, is bounded by
√
.
Proof. Let pit be a distribution over hidden states such that the probability of the ith hidden state
under pit is the empirical frequency of the ith hidden state from time 1 to t − 1 normalized by
(t− 1). For 0 ≤ s ≤ `− 1, consider the predictor Pt which makes a prediction for the distribution
of observation xt+s given observations xt, . . . , xt+s−1 based on the true distribution of xt under the
HMM, conditioned on the observations xt, . . . , xt+s−1 and the distribution of the hidden state at
time t being pit. We will show that in expectation over t, Pt gets small error averaged across the
time steps 0 ≤ s ≤ `− 1, with respect to the optimal prediction of xt+s with knowledge of the true
hidden state ht at time t. In order to show this, we need to first establish that the true hidden
state ht at time t does not have very small probability under pit, with high probability over the
choice of t.
Lemma 4. With probability 1− 2/n over the choice of t ∈ {1, . . . , T}, the hidden state ht at time
t has probability at least 1/n3 under pit.
Proof. Consider the ordered set Si of time indices t where the hidden state ht = i, sorted in
increasing order. We first argue that picking a time step t where the hidden state ht is a state
j which occurs rarely in the sequence is not very likely. For sets corresponding to hidden states
j which have probability less than 1/n2 under piT , the cardinality |Sj | ≤ T/n2. The sum of the
cardinality of all such small sets is at most T/n, and hence the probability that a uniformly random
t ∈ {1, . . . , T} lies in one of these sets is at most 1/n.
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Now consider the set of time indices Si corresponding to some hidden state i which has prob-
ability at least 1/n2 under piT . For all t which are not among the first T/n
3 time indices in this
set, the hidden state i has probability at least 1/n3 under pit. We will refer to the first T/n
3 time
indices in any set Si as the “bad” time steps for the hidden state i. Note that the fraction of the
“bad” time steps corresponding to any hidden state which has probability at least 1/n2 under piT
is at most 1/n, and hence the total fraction of these “bad” time steps across all hidden states is at
most 1/n. Therefore using a union bound, with failure probability 2/n, the hidden state ht at time
t has probability at least 1/n3 under pit.
Consider any time index t, for simplicity assume t = 0, and let OPTs denote the conditional
distribution of xs given observations x0, . . . , xs−1, and knowledge of the hidden state at time s = 0.
Let Ms denote the conditional distribution of xs given only x0, . . . , xs−1, given that the hidden
state at time 0 has the distribution pi0.
Lemma 1. For  > 1/n, if the true hidden state at time 0 has probability at least 1/nc under pi0,
then for ` = c log n/2,
E
[1
`
`−1∑
s=0
‖OPTs −Ms‖1
]
≤ 4,
where the expectation is with respect to the randomness in the outputs from time 0 to `− 1.
By Lemma 4, for a randomly chosen t ∈ {1, . . . , T} the probability that the hidden state i at
time 0 has probability less than 1/n3 in the prior distribution pit is at most 2/n. As the `1 error
at any time step can be at most 2, using Lemma 1, the expected average error of the predictor Pt
across all t is at most 4+ 4/n ≤ 8 for ` = 3 log n/2.
Now consider the predictor Pˆt which for 0 ≤ s ≤ ` − 1 predicts xt+s given xt, . . . , xt+s−1
according to the empirical distribution of xt+s given xt, . . . , xt+s−1, based on the observations up
to time t. We will now argue that the predictions of Pˆt are close in expectation to the predictions
of Pt. Recall that prediction of Pt at time t + s is the true distribution of xt under the HMM,
conditioned on the observations xt, . . . , xt+s−1 and the distribution of the hidden state at time t
being drawn from pit. For any s < `, let P1 refer to the prediction of Pˆt at time t+ s and P2 refer
to the prediction of Pt at time t+ s. We will show that ‖P1 − P2‖1 is small in expectation over t.
We do this using a martingale concentration argument. Consider any string r of length s. Let
Q1(r) be the empirical probability of the string r up to time t and Q2(r) be the true probability
of the string r given that the hidden state at time t is distributed as pit. Our aim is to show that
|Q1(r)−Q2(r)| is small. Define the random variable
Yτ = Pr[[xτ : xτ+s−1] = r|hτ ]− I([xτ : xτ+s−1] = r),
where I denotes the indicator function and Y0 is defined to be 0. We claim that Zτ =
∑τ
i=0 Yi is a
martingale with respect to the filtration {φ}, {h1}, {h2, x1}, {h3, x2}, . . . , {ht+1, xt}. To verify, note
that,
E[Yτ |{h1}, {h2, x1}, . . . , {hτ , xτ−1}] = Pr[[xτ : xτ+s−1] = r|hτ ]
− E[I([xτ : xτ+s−1] = r)|{h1}, {h2, x1}, . . . , {xτ−1, hτ}]
= Pr[[xτ : xτ+s−1] = r|hτ ]− E[I([xτ : xτ+s−1] = r)|hτ ] = 0.
Therefore E[Zτ |{h1}, {h2, x1}, . . . , {hτ , xτ−1}] = Zτ−1, and hence Zτ is a martingale. Also, note
that |Zτ − Zτ−1| ≤ 1 as 0 ≤ Pr[[xτ : xτ+s−1] = r|hτ ] ≤ 1 and 0 ≤ I([xτ : xτ+s−1] = r) ≤ 1. Hence
19
using Azuma’s inequality (Lemma 8),
Pr[|Zt−s| ≥ K] ≤ 2e−K2/(2t).
Note that Zt−s/(t− s) = Q2(r)−Q1(r). By Azuma’s inequality and doing a union bound over all
ds ≤ d` strings r of length s, for c ≥ 4 and t ≥ T/n2 = dc`/n2 ≥ dc`/2, we have ‖Q1 − Q2‖1 ≤
1/dc`/20 with failure probability at most 2d`e−
√
t/2 ≤ 1/n2. Similarly, for all strings of length
s + 1, the estimated probability of the string has error at most 1/dc`/20 with failure probability
1/n2. As the conditional distribution of xt+s given observations xt, . . . , xt+s−1 is the ratio of the
joint distributions of {xt, . . . , xt+s−1, xt+s} and {xt, . . . , xt+s−1}, therefore as long as the empirical
distributions of the length s and length s + 1 strings are estimated with error at most 1/dc`/20
and the string {xt, . . . , xt+s−1} has probability at least 1/dc`/40, the conditional distributions P1
and P2 satisfy ‖P1 − P2‖1 ≤ 1/n2. By a union bound over all ds ≤ d` strings and for c ≥ 100,
the total probability mass on strings which occur with probability less than 1/dc`/40 is at most
1/dc`/50 ≤ 1/n2 for c ≥ 100. Therefore ‖P1 − P2‖1 ≤ 1/n2 with overall failure probability 3/n2,
hence the expected `1 distance between P1 and P2 is at most 1/n.
By using the triangle inequality and the fact that the expected average error of Pt is at most
8 for ` = 3 log n/2, it follows that the expected average error of Pˆt is at most 8+ 1/n ≤ 7. Note
that the expected average error of Pˆt is the average of the expected errors of the empirical s-th
order Markov models for 0 ≤ s ≤ ` − 1. Hence for ` = 3 log n/2 there must exist at least some
s < ` such that the s-th order Markov model gets expected `1 error at most 9.
A.1 Proof of Lemma 1
Let the prior for the distribution of the hidden states at time 0 be pi0. Let the true hidden state h0 at
time 0 be 1 without loss of generality. We refer to the output at time t by xs. Let H
s
0(i) = Pr[h0 =
i|xs0] be the posterior probability of the ith hidden state at time 0 after seeing the observations xs0 up
to time t and having the prior pi0 on the distribution of the hidden states at time 0. Let us = H
s
0(1)
and vs = 1− us. Define P si (j) = Pr[xs = j|xs−10 , h0 = i] as the distribution of the output at time
t conditioned on the hidden state at time 0 being i and observations xs−10 . Note that OPTs = P
s
1 .
As before, define Rs as the conditional distribution of xs given observations x0, · · · , xs−1 and
initial distribution pi but not being at hidden state h0 at time 0 i.e. Rs = (1/vs)
∑n
i=2H
s
0(i)P
s
i .
Note that Ms is a convex combination of OPTs and Rs, i.e. Ms = usOPTs + vsRs. Hence
‖OPTs −Ms‖1 ≤ ‖OPTs −Rs‖1. Define δs = ‖OPTs −Ms‖1.
Our proof relies on a martingale concentration argument, and in order to ensure that our
martingale has bounded differences we will ignore outputs which cause a significant drop in the
posterior of the true hidden state at time 0. Let B be the set of all outputs j at some time t
such that OPTs(j)Rs(j) ≤ 
4
clogn . Note that,
∑
j∈B OPTs(j) ≤
4
∑
j∈B Rs(j)
clogn ≤ 
4
clogn . Hence by a union
bound, with failure probability at most 2 any output j such that OPTs(j)Rs(j) ≤ 
4
clogn is not emitted in
a window of length clog n/2. Hence we will only concern ourselves with sequences of outputs such
that the output j emitted at each step satisfies OPTs(j)Rs(j) ≤ 
4
clogn , let the set of all such outputs be S1,
note that Pr(xs0 /∈ S1) ≤ 2. Let ES1 [X] be the expectation of any random variable X conditioned
on the output sequence being in the set S1.
Consider the sequence of random variables Xs = log us − log vs for s ∈ [−1, `− 1]. Let X−1 =
log(pi1)− log(1−pi1). Let ∆s+1 = Xs+1−Xs be the change in Xs on seeing the output xs+1 at time
s+ 1. Let the output at time s+ 1 be j. We will first find an expression for ∆s+1. The posterior
probabilities after seeing the (s+ 1)th output get updated according to Bayes rule,
Hs+10 (1) = Pr[h0 = 1|xs0, x[s+ 1] = j]
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=
Pr[h0 = 1|xs0]Pr[x[s+ 1] = j|h0 = 1, xs0]
Pr[x[s+ 1] = j|xs0]
=⇒ us+1 = usOPTs+1(j)
Pr[x[s+ 1] = j|xs0]
.
Let Pr[x[s+ 1] = j|xs0] = dj . Note that Hs+10 (i) = Hs0(i)P s+1i (j)/dj if the output at time s+ 1 is
j. We can write,
Rs+1 =
( n∑
i=2
Hs0(i)P
s+1
i
)
/vs
vs+1 =
n∑
i=2
Hs+10 (i) =
( n∑
i=2
Hs0(i)P
s+1
i (j)
)
/dj
= vsRs+1(j)/dj .
Therefore we can write ∆s+1 and its expectation E[∆s+1] as,
∆s+1 = log
OPTs+1(j)
Rs+1(j)
=⇒ E[∆s+1] =
∑
j
OPTs+1(j) log
OPTs+1(j)
Rs+1(j)
= D(OPTs+1 ‖ Rs+1).
We define ∆˜s+1 as ∆˜s+1 := min{∆s+1, log log n} to keep martingale differences bounded. E[∆˜s+1]
then equals a truncated version of the KL-divergence which we define as follows.
Definition 3. For any two distributions µ(x) and ν(x), define the truncated KL-divergence as
D˜C(µ ‖ ν) = E
[
log
(
min
{
µ(x)/ν(x), C
})]
for some fixed C.
We are now ready to define our martingale. Consider the sequence of random variables X˜s :=
X˜s−1 + ∆˜s for t ∈ [0, `− 1], with X˜−1 := X−1. Define Z˜s :=
∑n
s=1
(
X˜s − X˜s−1 − δ2s/2
)
. Note that
∆s ≥ ∆˜s =⇒ Xs ≥ X˜s.
Lemma 5. ES1 [X˜s − X˜s−1] ≥ δ2s/2, where the expectation is with respect to the output at time t.
Hence the sequence of random variables Z˜s :=
∑s
i=0
(
X˜s − X˜s−1 − δ2s/2
)
is a submartingale with
respect to the outputs.
Proof. By definition X˜s − X˜s−1 = ∆˜s and E[∆˜s] = D˜C(OPTs ‖ Rs), C = log n. By taking an
expectation with respect to only sequences S1 instead of all possible sequences, we are removing
events which have a negative contribution to E[∆˜s], hence
ES1 [∆˜s] ≥ E[∆˜s] = D˜C(OPTs ‖ Rs).
We can now apply Lemma 6.
Lemma 6. (Modified Pinsker’s inequality) For any two distributions µ(x) and ν(x) defined on
x ∈ X, define the C-truncated KL divergence as D˜C(µ ‖ ν) = Eµ
[
log
(
min
{
µ(x)
ν(x) , C
})]
for some
fixed C such that logC ≥ 8. Then D˜C(µ ‖ ν) ≥ 12‖µ− ν‖21.
Hence ES1 [∆˜s] ≥ 12‖OPTs −Rs‖21. Hence ES1 [X˜s − X˜s−1] ≥ δ2s/2.
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We now claim that our submartingale has bounded differences.
Lemma 7. |Z˜s − Z˜s−1| ≤
√
2 log(clog n/4).
Proof. Note that (δ2s − δ2s−1)/2 can be at most 2. Zs − Zs−1 = ∆˜s. By definition ∆˜s ≤ log(log n).
Also, ∆˜s ≥ − log(clog n/4) as we restrict ourselves to sequences in the set S1. Hence |Z˜s− Z˜s−1| ≤
log(clog n/4) + 2 ≤ √2 log(clog n/4).
We now apply Azuma-Hoeffding to get submartingale concentration bounds.
Lemma 8. (Azuma-Hoeffding inequality) Let Zi be a submartingale with |Zi − Zi−1| ≤ C. Then
Pr[Zs − Z0 ≤ −λ] ≤ exp
(
−λ2
2tC2
)
Applying Lemma 8 we can show,
Pr[Z˜`−1 − Z˜0 ≤ −c log n] ≤ exp
( −c log n
4(1/)2 log2(clog n/4)
)
≤ 2, (A.1)
for  ≥ 1/ log0.25 n and c ≥ 1. We now bound the average error in the window 0 to ` − 1. With
failure probability at most 2 over the randomness in the outputs, Z˜`−1 − Z˜0 ≥ −c log n by Eq.
A.1. Let S2 be the set of all sequences in S1 which satisfy Z˜`−1 − Z˜0 ≥ −c log n. Note that
X0 = X˜0 ≥ log(1/pi1). Consider the last point after which vs decreases below 2 and remains
below that for every subsequent step in the window. Let this point be τ , if there is no such
point define τ to be ` − 1. The total contribution of the error at every step after the τth step
to the average error is at most a 2 term as the error after this step is at most 2. Note that
Xτ ≤ log(1/)2 =⇒ X˜τ ≤ log(1/)2 as X˜s ≤ Xs. Hence for all sequences in S2,
X˜τ ≤ log(1/)2
=⇒ X˜τ − X˜−1 ≤ log(1/)2 + log(1/pi1)
(a)
=⇒ 0.5
τ∑
s=0
δ2s ≤ 2 log n+ log(1/pi1) + clog n
(b)
=⇒ 0.5
τ∑
s=0
δ2s ≤ 2(c+ 1) log n ≤ 4c log n
(c)
=⇒
∑`−1
s=0 δ
2
s
c log n/2
≤ 82
(c)
=⇒
∑`−1
s=0 δs
c log n/2
≤ 3,
where (a) follows by Eq. A.1, and as  ≥ 1/n; (b) follows as log(1/pi1) ≤ c log n, and c ≥ 1;
(c) follows because log(1/pi1) ≤ c log n); and (d) follows from Jensen’s inequality. As the total
probability of sequences outside S2 is at most 22, E[
∑`−1
s=0 δs] ≤ 4, whenever the hidden state i at
time 0 has probability at least 1/nc in the prior distribution pi0.
A.2 Proof of Modified Pinsker’s Inequality (Lemma 6)
Lemma 6. (Modified Pinsker’s inequality) For any two distributions µ(x) and ν(x) defined on
x ∈ X, define the C-truncated KL divergence as D˜C(µ ‖ ν) = Eµ
[
log
(
min
{
µ(x)
ν(x) , C
})]
for some
fixed C such that logC ≥ 8. Then D˜C(µ ‖ ν) ≥ 12‖µ− ν‖21.
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Proof. We rely on the following Lemma which bounds the KL-divergence for binary distributions-
Lemma 9. For every 0 ≤ q ≤ p ≤ 1, we have
1. p log pq + (1− p) log 1−p1−q ≥ 2(p− q)2.
2. 3p+ (1− p) log 1−p1−q ≥ 2(p− q)2.
Proof. For the second result, first observe that log(1/(1− q)) ≥ 0 and (p− q) ≤ p as q ≤ p. Both
the results then follow from standard calculus.
Let A := {x ∈ X : µ(x) ≥ ν(x)} and B := {x ∈ X : µ(x) ≥ Cν(x)}. Let µ(A) = p,
µ(B) = δ, ν(A) = q and ν(B) = . Note that ‖µ − ν‖1 = 2(µ(A) − ν(A)). By the log-sum
inequality–
D˜C(µ ‖ ν) =
∑
x∈B
µ(x) log
µ(x)
ν(x)
+
∑
x∈A−B
µ(x) log
µ(x)
ν(x)
+
∑
x∈X−A
µ(x) log
µ(x)
ν(x)
= δ logC + (p− δ) log p− δ
q −  + (1− p) log
1− p
1− q .
1. Case 1 : 0.5 ≤ δp ≤ 1
D˜C(µ ‖ ν) ≥ p
2
logC + (1− p) log 1− p
1− q
≥ 2(p− q)2 = 1
2
‖µ− ν‖21.
2. Case 2 : δp < 0.5
D˜C(µ ‖ ν) = δ logC + (p− δ) log p
q −  + (p− δ) log
(
1− δ
p
)
+ (1− p) log 1− p
1− q
≥ δ logC + (p− δ) log p
q
− (p− δ)2δ
p
+ (1− p) log 1− p
1− q
≥ δ(logC − 2) + (p− δ) log p
q
+ (1− p) log 1− p
1− q .
(a) Sub-case 1 : log pq ≥ 6
D˜C(µ ‖ ν) ≥ (p− δ) log p
q
+ (1− p) log 1− p
1− q
≥ 3p+ (1− p) log 1− p
1− q
≥ 2(p− q)2 = 1
2
‖µ− ν‖21.
(b) Sub-case 2 : log pq < 6
D˜C(µ ‖ ν) ≥ δ(logC − 2− log p
q
) + p log
p
q
+ (1− p) log 1− p
1− q
≥ 2(p− q)2 = 1
2
‖µ− ν‖21.
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B Proof of Lower Bound for Large Alphabets
B.1 CSP formulation
We first go over some notation that we will use for CSP problems, we follow the same notation and
setup as in Feldman et al. [18]. Consider the following model for generating a random CSP instance
on n variables with a satisfying assignment σ. The k-CSP is defined by the predicate P : {0, 1}k →
{0, 1}. We represent a k-clause by an ordered k-tuple of literals from {x1, · · · , xn, x¯1, · · · , x¯n}
with no repetition of variables and let Xk be the set of all such k-clauses. For a k-clause C =
(l1, · · · , lk) let σ(C) ∈ {0, 1}k be the k-bit string of values assigned by σ to literals in C, that
is {σ(l1), · · · ,σ(lk)} where σ(li) is the value of the literal li in assignment σ. In the planted
model we draw clauses with probabilities that depend on the value of σ(C). Let Q : {0, 1}k →
R+,
∑
t∈{0,1}k Q(t) = 1 be some distribution over satisfying assignments to P . The distribution Qσ
is then defined as follows-
Qσ(C) =
Q(σ(C))∑
C′∈Xk Q(σ(C
′))
(B.1)
Recall that for any distribution Q over satisfying assignments we define its complexity r as the
largest r such that the distribution Q is (r− 1)-wise uniform (also referred to as (r− 1)-wise inde-
pendent in the literature) but not r-wise uniform.
Consider the CSP C defined by a collection of predicates P (y) for each y ∈ {0, 1}m for some
m ≤ k/2. Let A ∈ {0, 1}m×k be a matrix with full row rank over the binary field. We will later
choose A to ensure the CSP has high complexity. For each y, the predicate P (y) is the set of
solutions to the system y = Av mod 2 where v = σ(C). For all y we define Qy to be the uniform
distribution over all consistent assignments, i.e. all v ∈ {0, 1}k satisfying y = Av mod 2. The
planted distribution Qσ,y is defined based on Qy according to Eq. B.1. Each clause in C is chosen
by first picking a y uniformly at random and then a clause from the distribution Qσ,y. For any
planted σ we define Qσ to be the distribution over all consistent clauses along with their labels
y. Let Uk be the uniform distribution over k-clauses, with each clause assigned a uniformly chosen
label y. Define Qησ = (1 − η)Qσ + ηUk, for some fixed noise level η > 0. We consider η to be
a small constant less than 0.05. This corresponds to adding noise to the problem by mixing the
planted and the uniform clauses. The problem gets harder as η becomes larger, for η = 0 it can be
efficiently solved using Gaussian Elimination.
We will define another CSP C0 which we show reduces to C and for which we can obtain hardness
using Conjecture 1. The label y is fixed to be the all zero vector in C0. Hence Q0, the distribution
over satisfying assignments for C0, is the uniform distribution over all vectors in the null space of
A over the binary field. We refer to the planted distribution in this case as Qσ,0. Let Uk,0 be
the uniform distribution over k-clauses, with each clause now having the label 0. For any planted
assignment σ, we denote the distribution of consistent clauses of C0 by Qσ,0. As before define
Qησ,0 = (1− η)Qσ,0 + ηUk,0 for the same η.
Let L be the problem of distinguishing between Uk and Q
η
σ for some randomly and uniformly
chosen σ ∈ {0, 1}n with success probability at least 2/3. Similarly, let L0 be the problem of
distinguishing between Uk,0 and Q
η
σ,0 for some randomly and uniformly chosen σ ∈ {0, 1}n with
success probability at least 2/3. L and L0 can be thought of as the problem of distinguishing
random instances of the CSPs from instances with a high value. Note that L and L0 are at least
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as hard as the problem of refuting the random CSP instances Uk and Uk,0, as this corresponds to
the case where η = 0. We claim that an algorithm for L implies an algorithm for L0.
Lemma 10. If L can be solved in time t(n) with s(n) clauses, then L0 can be solved in time
O(t(n) + s(n)) and s(n) clauses.
Let the complexity of Q0 be γk, with γ ≥ 1/10 (we demonstrate how to achieve this next).
By Conjecture 1 distinguishing between Uk,0 and Q
η
σ,0 requires at least Ω˜(n
γk/2) clauses. We now
discuss how A can be chosen to ensure that the complexity of Q0 is γk.
B.2 Ensuring High Complexity of the CSP
Let N be the null space of A. Note that the rank of N is (k − m). For any subspace D, let
w(D) = (w1, w2, · · · , wk) be a randomly chosen vector from D. To ensure that Q0 has complexity
γk, it suffices to show that the random variables w(N ) = (w1, w2, · · · , wk) are (γk − 1)-wise uni-
form. We use the theory of error correcting codes to find such a matrix A.
A binary linear code B of length k and rank m is a linear subspace of Fk2 (our notation is
different from the standard notation in the coding theory literature to suit our setting). The
rate of the code is defined to be m/k. The generator matrix of the code is the matrix G such
that B = {Gv,v ∈ {0, 1}m}. The parity check matrix of the code is the matrix H such that
B = {c ∈ {0, 1}k : Hc = 0}. The distance d of a code is the weight of the minimum weight
codeword and the relative distance δ is defined to be δ = d/k. For any codeword B we define its
dual codeword BT as the codeword with generator matrix HT and parity check matrix GT . Note
that the rank of the dual codeword of a code with rank m is (k−m). We use the following standard
result about linear codes–
Fact 1. If BT has distance l, then w(B) is (l − 1)-wise uniform.
Hence, our job of finding A reduces to finding a dual code with distance γk and rank m, where
γ = 1/10 and m ≤ k/2. We use the Gilbert-Varshamov bound to argue for the existence of such a
code. Let H(p) be the binary entropy of p.
Lemma 11. (Gilbert-Varshamov bound) For every 0 ≤ δ < 1/2, and 0 <  ≤ 1−H(δ), there exists
a code with rank m and relative distance δ if m/k = 1−H(δ)− .
Taking δ = 1/10, H(δ) ≤ 0.5, hence there exists a code B whenever m/k ≤ 0.5, which is the
setting we’re interested in. We choose A = GT , where G is the generator matrix of B. Hence the
null space of A is (k/10− 1)-wise uniform, hence the complexity of Q0 is γk with γ ≥ 1/10. Hence
for all k and m ≤ k/2 we can find a A ∈ {0, 1}m×k to ensure that the complexity of Q0 is γk.
B.3 Sequential Model of CSP and Sample Complexity Lower Bound
We now construct a sequential model which derives hardness from the hardness of L. Here we
slightly differ from the outline presented in the beginning of Section 5 as we cannot base our
sequential model directly on L as generating random k-tuples without repetition increases the
mutual information, so we formulate a slight variation L′ of L which we show is at least as hard
as L. We did not define our CSP instance allowing repetition as that is different from the setting
examined in Feldman et al. [18], and hardness of the setting with repetition does not follow from
hardness of the setting allowing repetition, though the converse is true.
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B.3.1 Constructing sequential model
Consider the following family of sequential models R(n,Am×k) where A ∈ {0, 1}m×k is chosen as
defined previously. The output alphabet of all models in the family is X = {ai, 1 ≤ i ≤ 2n} of
size 2n, with 2n/k even. We choose a subset S of X of size n, each choice of S corresponds to a
modelM in the family. Each letter in the output alphabet is encoded as a 1 or 0 which represents
whether or not the letter is included in the set S, let u ∈ {0, 1}2n be the vector which stores this
encoding so ui = 1 whenever the letter ai is in S. Let σ ∈ {0, 1}n determine the subset S such
that entry u2i−1 is 1 and u2i is 0 when σi is 1 and u2i−1 is 0 and u2i is 1 when σi is 0, for all i.
We choose σ uniformly at random from {0, 1}n and each choice of σ represents some subset S, and
hence some modelM. We partition the output alphabet X into k subsets of size 2n/k each so the
first 2n/k letters go to the first subset, the next 2n/k go to the next subset and so on. Let the ith
subset be Xi. Let Si be the set of elements in Xi which belong to the set S.
At time 0,M chooses v ∈ {0, 1}k uniformly at random from {0, 1}k. At time i, i ∈ {0, · · · , k−1},
if vi = 1, then the model chooses a letter uniformly at random from the set Si, otherwise if vi = 0
it chooses a letter uniformly at random from Xi −Si. With probability (1− η) the outputs for the
next m time steps from k to (k+m−1) are y = Av mod 2, with probability η they are m uniform
random bits. The model resets at time (k +m− 1) and repeats the process.
Recall that I(M) is at most m and M can be simulated by an HMM with 2m(2k + m) + m
hidden states (see Section 5.1).
B.3.2 Reducing sequential model to CSP instance
We reveal the matrix A to the algorithm (this corresponds to revealing the transition matrix of
the underlying HMM), but the encoding σ is kept secret. The task of finding the encoding σ
given samples from M can be naturally seen as a CSP. Each sample is a clause with the literal
corresponding to the output letter ai being x(i+1)/2 whenever i is odd and x¯i/2 when i is even. We
refer the reader to the outline at the beginning of the section for an example. We denote C′ as
the CSP C with the modification that the ith literal of each clause is the literal corresponding to
a letter in Xi for all 1 ≤ i ≤ k. Define Q′σ as the distribution of consistent clauses for the CSP
C′. Define U ′k as the uniform distribution over k-clauses with the additional constraint that the
ith literal of each clause is the literal corresponding to a letter in Xi for all 1 ≤ i ≤ k. Define
Q
′η
σ = (1− η)Q′σ + ηU ′k. Note that samples from the model M are equivalent to clauses from Q
′η
σ .
We show that hardness of L′ follows from hardness of L–
Lemma 12. If L′ can be solved in time t(n) with s(n) clauses, then L can be solved in time t(n)
with O(s(n)) clauses. Hence if Conjecture 1 is true then L′ cannot be solved in polynomial time
with less than Ω˜(nγk/2) clauses.
We can now prove the Theorem 2 using Lemma 12.
Theorem 2. Assuming Conjecture 1, for all sufficiently large T and 1/T c <  ≤ 0.1 for some fixed
constant c, there exists a family of HMMs with T hidden states and an output alphabet of size n
such that, any prediction algorithm that achieves average KL-error, `1 error or relative zero-one
error less than  with probability greater than 2/3 for a randomly chosen HMM in the family, and
runs in time f(T, ) · ng(T,) for any functions f and g, requires nΩ(log T/) samples from the HMM.
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Proof. We describe how to choose the family of sequential models R(n,Am×k) for each value of 
and T . Recall that the HMM has T = 2m(2k+m) +m hidden states. Let T ′ = 2m+2(k+m). Note
that T ′ ≥ T . Let t = log T ′. We choose m = t − log(1/) − log(t/5), and k to be the solution of
t = m+ log(k +m) + 2, hence k = t/(5)−m− 2. Note that for  ≤ 0.1, k ≥ m. Let ′ = 29 mk+m .
We claim  ≤ ′. To verify, note that k +m = t/(5)− 2. Therefore,
′ =
2m
9(k +m)
=
10(t− log(1/)− log(t/5))
9t(1− 10/t) ≥ ,
for sufficiently large t and  ≥ 2−ct for a fixed constant c. Hence proving hardness for obtaining
error ′ implies hardness for obtaining error . We choose the matrix Am×k as outlined earlier. For
each vector σ ∈ {0, 1}n we define the family of sequential models R(n,A) as earlier. Let M be a
randomly chosen model in the family.
We first show the result for the relative zero-one loss. The idea is that any algorithm which does
a good job of predicting the outputs from time k through (k + m − 1) can be used to distinguish
between instances of the CSP with a high value and uniformly random clauses. This is because it
is not possible to make good predictions on uniformly random clauses. We relate the zero-one error
from time k through (k +m− 1) with the relative zero-one error from time k through (k +m− 1)
and the average zero-one error for all time steps to get the required lower bounds.
Let ρ01(A) be the average zero-one loss of some polynomial time algorithm A for the output
time steps k through (k+m− 1) and δ′01(A) be the average relative zero-one loss of A for the out-
put time steps k through (k+m− 1) with respect to the optimal predictions. For the distribution
U ′k it is not possible to get ρ01(A) < 0.5 as the clauses and the label y are independent and y is
chosen uniformly at random from {0, 1}m. For Q′ησ it is information theoretically possible to get
ρ01(A) = η/2. Hence any algorithm which gets error ρ01(A) ≤ 2/5 can be used to distinguish be-
tween U ′k and Q
′η
σ . Therefore by Lemma 12 any polynomial time algorithm which gets ρ01(A) ≤ 2/5
with probability greater than 2/3 over the choice ofM needs at least Ω˜(nγk/2) samples. Note that
δ′01(A) = ρ01(A) − η/2. As the optimal predictor P∞ gets ρ01(P∞) = η/2 < 0.05, therefore
δ′01(A) ≤ 1/3 =⇒ ρ01(A) ≤ 2/5. Note that δ01(A) ≥ δ′01(A) mk+m . This is because δ01(A) is the
average error for all (k+m) time steps, and the contribution to the error from time steps 0 to (k−1)
is non-negative. Also, 13
m
k+m > 
′, therefore, δ01(A) < ′ =⇒ δ′01(A) < 13 =⇒ ρ01(A) ≤ 2/5.
Hence any polynomial time algorithm which gets average relative zero-one loss less than ′ with
probability greater than 2/3 needs at least Ω˜(nγk/2) samples. The result for `1 loss follows directly
from the result for relative zero-one loss, we next consider the KL loss.
Let δ′KL(A) be the average KL error of the algorithm A from time steps k through (k+m− 1).
By application of Jensen’s inequality and Pinsker’s inequality, δ′KL(A) ≤ 2/9 =⇒ δ′01(A) ≤ 1/3.
Therefore, by our previous argument any algorithm which gets δ′KL(A) < 2/9 needs Ω˜(nγk/2) sam-
ples. But as before, δKL(A) ≤ ′ =⇒ δ′KL(A) ≤ 2/9. Hence any polynomial time algorithm which
succeeds with probability greater than 2/3 and gets average KL loss less than ′ needs at least
Ω˜(nγk/2) samples.
We lower bound k by a linear function of log T/ to express the result directly in terms of
log T/. We claim that log T/ is at most 10k. This follows because–
log T/ ≤ t/ = 5(k +m) + 10 ≤ 15k
Hence any polynomial time algorithm needs nΘ(log T/) samples to get average relative zero-one loss,
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`1 loss, or KL loss less than  on M.
B.4 Proof of Lemma 10
Lemma 10. If L can be solved in time t(n) with s(n) clauses, then L0 can be solved in time
O(t(n) + s(n)) and s(n) clauses.
Proof. We show that a random instance of C0 can be transformed to a random instance of C in
time s(n)O(k) by independently transforming every clause C in C0 to a clause C ′ in C such that
C is satisfied in the original CSP C0 with some assignment t to x if and only if the corresponding
clause C ′ in C is satisfied with the same assignment t to x. For every y ∈ {0, 1}m we pre-compute
and store a random solution of the system y = Av mod 2, let the solution be v(y). Given any
clause C = (x1, x2, · · · , xk) in C0, choose y ∈ {0, 1}m uniformly at random. We generate a clause
C ′ = (x′1, x′2, · · · , x′k) in C from the clause C in C0 by choosing the literal x′i = x¯i if vi(y) = 1 and
x′i = xi if vi(y) = 0. By the linearity of the system, the clause C
′ is a consistent clause of C with
some assignment x = t if and only if the clause C was a consistent clause of C0 with the same
assignment x = t.
We next claim that C ′ is a randomly generated clause from the distribution Uk if C was drawn
from Uk,0 and is a randomly generated clause from the distribution Qσ if C was drawn from Qσ,0.
By our construction, the label of the clause y is chosen uniformly at random. Note that choosing
a clause uniformly at random from Uk,0 is equivalent to first uniformly choosing a k-tuple of un-
negated literals and then choosing a negation pattern for the literals uniformly at random. It is clear
that a clause is still uniformly random after adding another negation pattern if it was uniformly
random before. Hence, if the original clause C was drawn to the uniform distribution Uk,0, then
C ′ is distributed according to Uk. Similarly, choosing a clause uniformly at random from Qσ,y for
some y is equivalent to first uniformly choosing a k-tuple of unnegated literals and then choosing a
negation pattern uniformly at random which makes the clause consistent. As the original negation
pattern corresponds to a v randomly chosen from the null space of A, the final negation pattern
on adding v(y) corresponds to the negation pattern for a uniformly random chosen solution of
y = Av mod 2 for the chosen y. Therefore, the clause C ′ is a uniformly random chosen clause
from Qσ,y if C is a uniformly random chosen clause from Qσ,0.
Hence if it is possible to distinguish Uk and Q
η
σ for some randomly chosen σ ∈ {0, 1}n with
success probability at least 2/3 in time t(n) with s(n) clauses, then it is possible to distinguish
between Uk,0 and Q
η
σ,0 for some randomly chosen σ ∈ {0, 1}n with success probability at least 2/3
in time t(n) + s(n)O(k) with s(n) clauses.
B.5 Proof of Lemma 12
Lemma 12. If L′ can be solved in time t(n) with s(n) clauses, then L can be solved in time t(n)
with O(s(n)) clauses. Hence if Conjecture 1 is true then L′ cannot be solved in polynomial time
with less than Ω˜(nγk/2) clauses.
Proof. Define E to be the event that a clause generated from the distribution Qσ of the CSP C has
the property that for all i the ith literal belongs to the set Xi, we also refer to this property of the
clause as E for notational ease. It’s easy to verify that the probability of the event E is 1/kk. We
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claim that conditioned on the event E, the CSP C and C′ are equivalent.
This is verified as follows. Note that for all y, Qσ,y and Q
′
σ,y are uniform on all consistent
clauses. Let U be the set of all clauses with non-zero probability under Qσ,y and U ′ be the set of all
clauses with non-zero probability under Q′σ,y. Furthermore, for any v which satisfies the constraint
that y = Av mod 2, let U(v) be the set of clauses C ∈ U such that σ(C) = v. Similarly, let U ′(v)
be the set of clauses C ∈ U ′ such that σ(C) = v. Note that the subset of clauses in U(v) which
satisfy E is the same as the set U ′(v). As this holds for every consistent v and the distributions
Q′σ,y and Qσ,y are uniform on all consistent clauses, the distribution of clauses from Qσ is identi-
cal to the distribution of clauses Q′σ conditioned on the event E. The equivalence of Uk and U ′k
conditioned on E also follows from the same argument.
Note that as the k-tuples in C are chosen uniformly at random from satisfying k-tuples, with
high probability there are s(n) tuples having property E if there are O(kks(n)) clauses in C. As
the problems L and L′ are equivalent conditioned on event E, if L′ can be solved in time t(n)
with s(n) clauses, then L can be solved in time t(n) with O(kks(n)) clauses. From Lemma 10 and
Conjecture 1, L cannot be solved in polynomial time with less than Ω˜(nγk/2) clauses. Hence L′
cannot be solved in polynomial time with less than Ω˜(nγk/2/kk) clauses. As k is a constant with
respect to n, L′ cannot be solved in polynomial time with less than Ω˜(nγk/2) clauses.
C Proof of Lower Bound for Small Alphabets
C.1 Proof of Lemma 3
Lemma 3. Let A be chosen uniformly at random from the set S. Then, with probability at least
(1− 1/n) over the choice A ∈ S, any (randomized) algorithm that can distinguish the outputs from
the model M(A) from the distribution over random examples Un with success probability greater
than 2/3 over the randomness of the examples and the algorithm needs f(n) time or examples.
Proof. Suppose A ∈ {0, 1}m×n is chosen at random with each entry being i.i.d. with its distribution
uniform on {0, 1}. Recall that S is the set of all (m× n) matrices A which are full row rank. We
claim that P (A ∈ S) ≥ 1 −m2−n/6. To verify, consider the addition of each row one by one to
A′. The probability of the ith row being linearly dependent on the previous (i− 1) rows is 2i−1−n.
Hence by a union bound, A′ is full row-rank with failure probability at most m2m−n ≤ m2−n/2.
From Definition 2 and a union bound over all the m ≤ n/2 parities, any algorithm that can
distinguish the outputs from the model M(A) for uniformly chosen A from the distribution over
random examples Un with probability at least (1 − 1/(2n)) over the choice of A needs f(n) time
or examples. As P (A ∈ S) ≥ 1−m2−n/2 for a uniformly randomly chosen A, with probability at
least (1− 1/(2n)−m2−n/2) ≥ (1− 1/n) over the choice A ∈ S any algorithm that can distinguish
the outputs from the model M(A) from the distribution over random examples Un with success
probability greater than 2/3 over the randomness of the examples and the algorithm needs f(n)
time or examples.
C.2 Proof of Proposition 2
Proposition 2. With f(T ) as defined in Definition 2, for all sufficiently large T and 1/T c <  ≤ 0.1
for some fixed constant c, there exists a family of HMMs with T hidden states such that any
algorithm that achieves average relative zero-one loss, average `1 loss, or average KL loss less
29
than  with probability greater than 2/3 for a randomly chosen HMM in the family needs, requires
f(Ω(log T/)) time or samples samples from the HMM.
Proof. We describe how to choose the family of sequential models Am×n for each value of  and
T . Recall that the HMM has T = 2m(2n + m) + m hidden states. Let T ′ = 2m+2(n + m). Note
that T ′ ≥ T . Let t = log T ′. We choose m = t − log(1/) − log(t/5), and n to be the solution of
t = m+ log(n+m) + 2, hence n = t/(5)−m− 2. Note that for  ≤ 0.1, n ≥ m. Let ′ = 29 mn+m .
We claim  ≤ ′. To verify, note that n+m = t/(5)− 2. Therefore,
′ =
2m
9(n+m)
=
10(t− log(1/)− log(t/5))
9t(1− 10/t) ≥ ,
for sufficiently large t and  ≥ 2−ct for a fixed constant c. Hence proving hardness for obtaining
error ′ implies hardness for obtaining error . We choose the matrix Am×n as outlined earlier.
The family is defined by the model M(Am×n) defined previously with the matrix Am×n chosen
uniformly at random from the set S.
Let ρ01(A) be the average zero-one loss of some algorithm A for the output time steps n through
(n+m−1) and δ′01(A) be the average relative zero-one loss of A for the output time steps n through
(n+m−1) with respect to the optimal predictions. For the distribution Un it is not possible to get
ρ01(A) < 0.5 as the clauses and the label y are independent and y is chosen uniformly at random
from {0, 1}m. For Qηs it is information theoretically possible to get ρ01(A) = η/2. Hence any algo-
rithm which gets error ρ01(A) ≤ 2/5 can be used to distinguish between Un and Qηs . Therefore by
Lemma 3 any algorithm which gets ρ01(A) ≤ 2/5 with probability greater than 2/3 over the choice
of M(A) needs at least f(n) time or samples. Note that δ′01(A) = ρ01(A) − η/2. As the optimal
predictor P∞ gets ρ01(P∞) = η/2 < 0.05, therefore δ′01(A) ≤ 1/3 =⇒ ρ01(A) ≤ 2/5. Note that
δ01(A) ≥ δ′01(A) mn+m . This is because δ01(A) is the average error for all (n+m) time steps, and the
contribution to the error from time steps 0 to (n− 1) is non-negative. Also, 13 mn+m > ′, therefore,
δ01(A) < ′ =⇒ δ′01(A) < 13 =⇒ ρ01(A) ≤ 2/5. Hence any algorithm which gets average relative
zero-one loss less than ′ with probability greater than 2/3 over the choice of M(A) needs f(n)
time or samples. The result for `1 loss follows directly from the result for relative zero-one loss, we
next consider the KL loss.
Let δ′KL(A) be the average KL error of the algorithm A from time steps n through (n+m− 1).
By application of Jensen’s inequality and Pinsker’s inequality, δ′KL(A) ≤ 2/9 =⇒ δ′01(A) ≤ 1/3.
Therefore, by our previous argument any algorithm which gets δ′KL(A) < 2/9 needs f(n) samples.
But as before, δKL(A) ≤ ′ =⇒ δ′KL(A) ≤ 2/9. Hence any algorithm which gets average KL loss
less than ′ needs f(n) time or samples.
We lower bound n by a linear function of log T/ to express the result directly in terms of
log T/. We claim that log T/ is at most 10n. This follows because–
log T/ ≤ t/ = 5(n+m) + 10 ≤ 15n
Hence any algorithm needs f(Ω(log T/)) samples and time to get average relative zero-one loss, `1
loss, or KL loss less than  with probability greater than 2/3 over the choice of M(A).
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D Proof of Information Theoretic Lower Bound
Proposition 3. There is an absolute constant c such that for all 0 <  < 0.5 and sufficiently large
n, there exists an HMM with n states such that it is not information theoretically possible to get
average relative zero-one loss or `1 loss less than  using windows of length smaller than c log n/
2,
and KL loss less than  using windows of length smaller than c log n/.
Proof. Consider a Hidden Markov Model with the Markov chain being a permutation on n states.
The output alphabet of each hidden state is binary. Each state i is marked with a label li which
is 0 or 1, let G(i) be mapping from hidden state hi to its label li. All the states labeled 1 emit 1
with probability (0.5 + ) and 0 with probability (0.5− ). Similarly, all the states labeled 0 emit 0
with probability (0.5 + ) and 1 with probability (0.5− ). Fig. 3 illustrates the construction and
provides the high-level proof idea.
Figure 3: Lower bound construction, ` = 3, n = 16. A note on notation used in the rest of the
proof with respect to this example: r(0) corresponds to the label of h0, h1 and h2 and is (0, 1, 0) in
this case. Similarly, r(1) = (1, 1, 0) in this case. The segments between the shaded nodes comprise
the set S1 and are the possible sequences of states from which the last ` = 3 outputs could have
come. The shaded nodes correspond to the states in S2, and are the possible predictions for the
next time step. In this example S1 = {(0, 1, 0), (1, 1, 0), (0, 1, 0), (1, 1, 1)} and S2 = {1, 1, 0, 0}.
Assume n is a multiple of (`+ 1), where (`+ 1) = c log n/2, for a constant c = 1/33. We will
regard  as a constant with respect to n. Let n/(` + 1) = t. We refer to the hidden states by hi,
where0 ≤ i ≤ (n−1), and hji refers to the sequence of hidden states i through j. We will show that
a model looking at only the past ` outputs cannot get average zero-one loss less than 0.5 − o(1).
As the optimal prediction looking at all past outputs gets average zero-one loss 0.5 −  + o(1) (as
the hidden state at each time step can be determined to an arbitrarily high probability if we are
allowed to look at an arbitrarily long past), this proves that windows of length ` do not suffice to
get average zero-one error less than − o(1) with respect to the optimal predictions. Note that the
Bayes optimal prediction at time (`+ 1) to minimize the expected zero-one loss given outputs from
time 1 to ` is to predict the mode of the distribution Pr(x`+1|x`1 = s`1) where s`1 is the sequence of
outputs from time 1 to `. Also, note that Pr(x`+1|x`1 = s`1) =
∑
i Pr(hi`=i|x`1 = s`1)Pr(x`+1|hi`=i)
where hi` is the hidden state at time `. Hence the predictor is a weighted average of the prediction
of each hidden state with the weight being the probability of being at that hidden state.
We index each state hi of the permutation by a tuple (f(i), g(i)) = (j, k) where j = i mod (`+ 1)
and k = b i`+1c hence 0 ≤ j ≤ `, 0 ≤ k ≤ (t − 1) and i = k(` + 1) + j. We help the predictor to
make the prediction at time (` + 1) by providing it with the index f(i`) = i` mod (` + 1) of the
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true hidden state hi` at time `. Hence this narrows down the set of possible hidden states at time `
(in Fig. 3, the set of possible states given this side information are all the hidden states before the
shaded states). The Bayes optimal prediction at time (`+ 1) given outputs s`1 from time 1 to ` and
index f(hi`) = j is to predict the mode of Pr(x`+1|x`1 = s`1, f(hi`) = j). Note that by the definition
of Bayes optimality, the average zero-one loss of the prediction using Pr(x`+1|x`1 = s`1, f(hi`) = j)
cannot be worse than the average zero-one loss of the prediction using Pr(x`+1|x`1 = s`1). Hence
we only need to show that the predictor with access to this side information is poor. We refer
to this predictor using Pr(x`+1|x`1 = s`1, f(hi`) = j) as P. We will now show that there exists
some permutation for which the average zero-one loss of the predictor P is 0.5 − o(1). We argue
this using the probabilistic method. We choose a permutation uniformly at random from the set
of all permutations. We show that the expected average zero-one loss of the predictor P over
the randomness in choosing the permutation is 0.5− o(1). This means that there must exist some
permutation such that the average zero-one loss of the predictor P on that permutation is 0.5−o(1).
To find the expected average zero-one loss of the predictor P over the randomness in choosing
the permutation, we will find the expected average zero-one loss of the predictor P given that we
are in some state hi` at time `. Without loss of generality let f(i`) = 0 and g(i`) = (`− 1), hence
we were at the (` − 1)th hidden state at time `. Fix any sequence of labels for the hidden states
h`−10 . For any string s
`−1
0 emitted by the hidden states h
`−1
0 from time 0 to ` − 1, let E[δ(s`−10 )]
be the expected average zero-one error of the predictor P over the randomness in the rest of the
permutation. Also, let E[δ(h`−1)] =
∑
s`−10
E[δ(s`−10 )]Pr[s
`−1
0 ] be the expected error averaged across
all outputs. We will argue that E[δ(h`−1)] = 0.5− o(1). The set of hidden states hi with g(i) = k
defines a segment of the permutation, let r(k) be the label G(h
k(`+1)−2
(k−1)(`+1)) of the segment k, excluding
its last bit which corresponds to the predictions. Let S1 = {r(k), ∀ k 6= 0} be the set of all the
labels excluding the first label r(0) and S2 = {G(hk(`+1)+`), ∀ k} be the set of all the predicted bits
(refer to Fig. 3 for an example). Consider any assignment of r(0). To begin, we show that with
high probability over the output s`−10 , the Hamming distance D(s
`−1
0 , r(0)) of the output s
`−1
0 of
the set of hidden states h`−10 from r(0) is at least
`
2 − 2`. This follows directly from Hoeffding’s
inequality5 as all the outputs are independent conditioned on the hidden state–
Pr[D(s`−10 , r(0)) ≤ `/2− 2`] ≤ e−2`
2 ≤ n−2c (D.1)
We now show that for any k 6= 0, with decent probability the label r(k) of the segment k is closer
in Hamming distance to the output s`−10 than r(0). Then we argue that with high probability
there are many such segments which are closer to s`−10 in Hamming distance than r(0). Hence
these other segments are assigned as much weight in predicting the next output as r(0), which
means that the output cannot be predicted with a high accuracy as the output bits corresponding
to different segments are independent.
We first find the probability that the segment corresponding to some k with label r(k) has a
Hamming distance less than `2−
√
` log t/8 from any fixed binary string x of length `. Let F (l,m, p)
be the probability of getting at least l heads in m i.i.d. trails with each trial having probability p
of giving a head. F (l,m, p) can be bounded below by the following standard inequality–
F (l,m, p) ≥ 1√
2m
exp
(
−mDKL
( l
m
∥∥∥p))
5For n independent random variables {Xi} lying in the interval [0, 1] with X¯ = 1n
∑
iXi, Pr[X ≤ E[X¯]− t] ≤
e−2nt
2
. In our case t =  and n = `.
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where DKL(q ‖ p) = q log qp + (1 − q) log 1−q1−p . We can use this to lower bound Pr
[
D(r(k), x) ≤
`/2−√` log t/8],
Pr
[
D(r(k), x) ≤ `/2−
√
` log t/8
]
= F (`/2 +
√
` log t/8, `, 1/2)
≥ 1√
2`
exp
(
− `DKL
(1
2
+
√
log t
8`
∥∥∥1
2
))
Note that DKL(
1
2 + v ‖ 12) ≤ 4v2 by using the inequality log(1 + v) ≤ v. We can simplify the
KL-divergence using this and write–
Pr
[
D(r(k), x) ≤ `/2−
√
` log t/8
]
≥ 1/
√
2`t (D.2)
Let D be the set of all k 6= 0 such that D(r(k), x) ≤ `2 −
√
` log t/8 for some fixed x. We argue that
with high probability over the randomness of the permutation |D| is large. This follows from Eq.
D.2 and the Chernoff bound6 as the labels for all segments r(k) are chosen independently–
Pr
[
|D| ≤
√
t/(8`)
]
≤ e− 18
√
t/(2`)
Note that
√
t/(8`) ≥ n0.25. Therefore for any fixed x, with probability 1−exp(−18
√
t
2`) ≥ 1−n−0.25
there are
√
t
8` ≥ n0.25 segments in a randomly chosen permutation which have Hamming dis-
tance less than `/2 −√` log t/8 from x. Note that by our construction 2` ≤ √` log t/8 because
log(`+ 1) ≤ (1−32c) log n. Hence the segments in D are closer in Hamming distance to the output
s`−10 if D(s
`−1
0 , r(0)) > `/2− 2`.
Therefore if D(s`−10 , r(0)) > `/2 − 2`, then with high probability over randomly choosing
the segments S1 there is a subset D of segments in S1 with |D| ≥ n0.25 such that all of the
segments in D have Hamming distance less than D(s`−10 , r(0)) from s`−10 . Pick any s`−10 such that
D(s`−10 , r(0)) > `/2− 2`. Consider any set of segments S1 which has such a subset D with respect
to the string s`−10 . For all such permutations, the predictor P places at least as much weight on
the hidden states hi with g(i) = k, with k such that r(k) ∈ D as the true hidden state h`−1. The
prediction for any hidden state hi is the corresponding bit in S2. Notice that the bits in S2 are
independent and uniform as we’ve not used them in any argument so far. The average correlation
of an equally weighted average of m independent and uniform random bits with any one of the
random bits is at most 1/
√
m. Hence over the randomness of S2, the expected zero-one loss of the
predictor is at least 0.5− n−0.1. Hence we can write-
E[δ(s`−10 )] ≥ (0.5− n−0.1)Pr[|D| ≥
√
t/(8`)]
≥ (0.5− n−0.1)(1− e−n0.25)
≥ 0.5− 2n−0.1
By using Equation D.1, for any assignment r(0) to h`−10
E[δ(h`−1)] ≥ Pr
[
D(s`−10 , r(0)) > `/2− 2`
]
E
[
δ(s`−10 )
∣∣∣D(s`−10 , r(0)) > `/2− 2`]
6For independent random variables {Xi} lying in the interval [0, 1] with X = ∑iXi and µ = E[X],
Pr[X ≤ (1− )µ] ≤ exp(−2µ/2). In our case  = 1/2 and µ =√t/(2`).
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≥ (1− n−2c)(0.5− 2n−0.1)
= 0.5− o(1)
As this is true for all assignments r(0) to h`−10 and for all choices of hidden states at time `, using
linearity of expectations and averaging over all hidden states, the expected average zero-one loss of
the predictor P over the randomness in choosing the permutation is 0.5 − o(1). This means that
there must exist some permutation such that the average zero-one loss of the predictor P on that
permutation is 0.5 − o(1). Hence there exists an HMM on n states such that is not information
theoretically possible to get average zero-one error with respect to the optimal predictions less than
− o(1) using windows of length smaller than c log n/2 for a fixed constant c.
Therefore, for all 0 <  < 0.5 and sufficiently large n, there exits an HMM with n states
such that it is not information theoretically possible to get average relative zero-one loss less than
/2 < − o(1) using windows of length smaller than c−2 log n. The result for relative zero-one loss
follows on replacing /2 by ′ and setting c′ = c/4. The result follows immediately from this as
the expected relative zero-one loss is less than the expected `1 loss. For KL-loss we use Pinsker’s
inequality and Jensen’s inequality.
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