Tea is the most consumed manufactured drink in the world. In recent years, various high end 15 analytical techniques such as high-performance liquid chromatography have been used to analyse 16 tea products. However, these techniques require complex sample preparation, are time consuming, 17 expensive and require a skilled analyst to carry out the experiments. Therefore, to support rapid 18 and non-destructive assessment of tea products, the use of near infrared (NIR) (950-1760 nm) 19 hyperspectral imaging (HSI) for classification of six different commercial tea products (oolong, 20 green, yellow, white, black and Pu-erh) is presented. To visualise the HSI data, linear (principal 21 component analysis (PCA) and multidimensional scaling (MDS)) and non-linear (t-distributed 22 stochastic neighbour embedding (t-SNE) and isometric mapping (ISOMAP)) data visualisation 23 methods were compared. t-SNE provided separation of the six commercial tea products into three 24 groups based on the extent of processing: minimally processed, oxidised and fermented. To 25 perform the classification of different tea products, a multi-class error-correcting output code 26 (ECOC) model containing support vector machine (SVM) binary learners was developed. The 27 classification model was further used to predict classes for pixels in the HSI hypercube to obtain 28 the classification maps. The SVM-ECOC model provided a classification accuracy of 97.41±0.16 29 % for the six commercial tea products. The methodology developed provides a means for rapid, 30 non-destructive, in situ testing of tea products, which would be of considerable benefit for process 31 monitoring, quality control, authenticity and adulteration detection. 32
Introduction

35
Being the oldest beverage, tea is the most consumed drink in the world (Sang, 2016) . Different tea 36 products exist due to different processes for freshly harvested tea leaves (Lv et al., 2013). There 37 are six main types of tea products, i.e. oolong, green, yellow, white, black and Pu-erh (Chang, 38 2015), which differ in terms of processing (see Figure 1) . Green, yellow and white tea products 39 undergo minimal processing, oolong and black tea products have been oxidised while Pu-erh teahas been fermented. The chemical composition of fresh tea (Camellia sinensis) leaves is a complex 41 mixture of caffeine, polyphenols, polysaccharides and nutrients such as protein, amino acids, 42 lipids, and vitamins (Ruan et al., 2010) . Typically, during the processing of fresh tea leaves, such 43 as oxidation and fermentation, they undergo chemical compositional changes. Free amino acids, 44 total tea polyphenols, soluble sugars, and caffeine are the four major chemical components that 45 determine the nature and quality of the final tea products (Ozturk et al., 2016) . 46 A non-destructive technique that has been used for analysis of tea processes and quality monitoring 56 is e-nose (Yaroshenko et al., 2014) (Sharma et al., 2015) . E-nose devices usually include an array 57 of metal oxide sensors which respond to the amount of biochemical volatiles coming into contact 58 with the corresponding sensor surface to explain the chemical profile (Bhattacharyya et al., 2007) . 59
However, a major disadvantage of e-nose sensors is that they are affected by environmental 60 conditions such as temperature and humidity, which leads to sensor drift (Baldwin et al., 2011) . 61
In recent years, there has been increasing interest in the use of optical spectroscopic techniques for 62 processed pure spectra of six pure tea samples were extracted using Matlab's (R2016b, 152
Mathworks, USA) roipoly function. The roipoly function provides a graphical user interface in 153
Matlab to extract the information from each image over the manually selected locations. 154
Principal Component Analysis 155
Principal component analysis (PCA) introduced by Pearson in 1901 belongs to the family of linear 156 methods for visualising high dimension data (Wold et al., 1987) . In PCA, a set of observations 157 containing correlated variables is orthogonally transformed to linearly uncorrelated variables 158 defined as principal components (PCs). In PCA, the transformation is performed to retain the major 159 amount of variability in the dataset. 160
The PCA decomposition model for a given observation data matrix X can be understood as 161
where T is the score in the lower dimension explained by the number of PCs specified and W is a 164 p × p (p denotes number of variables) matrix whose columns are the eigenvectors of X T X. 165
In the case of dimensionality reduction, the aim is to preserve the maximum amount of meaningful 166 variation present in the dataset. The extracted PCs define a new orthonormal basis set which can 167 be used to transform the data from a high dimension space to the lower space explained by the 168
PCs. PCA from a dimensionality reduction perspective can be understood as minimising the 169 squared reconstruction error as given in equation 3. 170 where, TW and T r W r are the reconstructed original dataset in higher and lower dimensional space 172 respectively. Minimisation of the reconstruction error results in the maximisation of the 173 information that was present in the higher dimensional space when defined in the lower 174 dimensional space given by the significant number of PCs. To interpret the data in two or three 175 dimensional plots, the respective PCs can be selected and used for transformation to the 
t-Distributed Stochastic Neighbour Embedding 207 t-distributed stochastic neighbour embedding (t-SNE) is a non-linear technique used to visualise 208
high dimensional data in two or three dimensional scatter plots (Maaten and HInton, 2008). The 209 main objective of t-SNE is to model the similar points using nearby points (small pairwise 210 distance) and the dissimilar points using distant points (large pairwise distances). As a first step, 211 to represent the similarity, the t-SNE converts high-dimensional Euclidean distances between data 212 points into conditional probabilities using a Gaussian distribution. The joint probability for a data 213 point x j to x i can be calculated with equation (7): 214 215 The conditional probability represents the probability that x i will pick x j as a neighbour based on 216 the proportion of probability density under a Gaussian centred at x i . If the points are near then the 217 value of p i|j will be higher compare to the points far away. Furthermore, the conditional 218 probabilities are symmetrised to reduce the effects of outliers by setting (8): 219
220
To represent joint probabilities in the low dimensional map q ij , t-SNE utilises a heavy tailed 221 Student t-distribution. The benefit of using a heavy tailed distribution is that it makes the joint 222 probabilities invariant to changes in the scale of the map. The joint probabilities q ij can be 223 estimated by (9): 224 225 Finally, the t-SNE minimises a single Kullback-Leibler (KL) divergence between a joint 226 probability distribution, P, in the high-dimensional space and a joint probability distribution, Q, in 227 the low-dimensional space as can be understood from equation (10): 228 229 The minimisation of the KL divergence is performed using a gradient descent algorithm with 230 respect to the locations of the points in the map y i . In the present work, the ECOC-SVM algorithm available in Matlab's Statistics and Machine 245
Learning Toolbox (R2016b) was implemented to perform the classification utilising the 246 classification learner application. ECOC-SVM uses a one-versus-all coding design, in which for 247 each binary learner one class is assigned a positive value and all others are assigned negative 248 values. To map the data to the higher dimension, a radial basis function (RBF) kernel (scale 249 parameter=10) was used. The RBF kernel has the benefit of non-linearly mapping the sample to 250 the higher dimensional space for dealing with a non-linear relationship between observation and 251 classes. For every pure tea sample, spectra (967 -1700 nm) were extracted from 200 pixels, which 252 were selected at random from the image collected, leading to 1200 spectra in total for calibration 253 of the classification model. Validation of the model was performed with a 10-fold cross-validation 254 method. Furthermore, to have confidence in the model accuracy, the model was recalibrated with 255 1200 iterations and the mean and standard deviation were noted. The trained classifier was further 256 used to generate the classification maps of the HS images. The HSI cubes were first unfolded from 257 a 3D map (n× p× k) to a 2D matrix (np× k) and then the class of every row of the matrix 258 (representing the pixel) was predicted, where n, p, k defined the x, y and z dimension of data. After 259 prediction, the matrix (np × 1) was reshaped to the original image dimension (n × p). 260 These scattering effects can bias modelling of the data, therefore, they were removed via pre-277 processing. In Figure 3(b) , it can be seen that after pre-processing, differences in spectra at various 278 wavelengths have emerged, and so spectral differences corresponding to different teas can be 279 noted. Scattering effects arise in the imaging experiments as the inhomogeneity in the size of the 280 loose leaves does not get compensated for by the flat surface of the white reflectance standard used 281 for radiometric calibration. 282
Results
In Figure 3(c) , it can be noted that the pre-processing reveals the spectral variation arising from 283 differences in the tea, which was previously dominated by the effects of light scattering. In Figure  284 
Visualising high dimensional data 292 293
Figure 4: 2-Dimensional scatter plots for visualising high dimensional tea data. (a). Principal Component
294
Analysis (PCA), (b). Multidimensional Scaling (MDS), (c). Isometric Mapping (ISOMAP), and (d). t-
distributed Stochastic Neighbour Embedding (t-SNE). In all the plots, the first dimension is represented in
the x-axis and the second in the y-axis, and the six tea products are coloured as follows: Pu-erh (pink),
black (sky blue), oolong (yellow), green (green), white (blue) and yellow (red).
298
To visualise the high dimensional data in the lower dimension, the 256-dimensional HSI data were 299 transformed to 2-dimensional plots using PCA, MDS, ISOMAP and t-SNE as shown in Figure 4 . 300 It can be seen clearly in Figure 4 that the t-SNE (Figure 4(d) ) outperforms PCA, MDS and 301 ISOMAP (Figures 4(a) , 4(b) and 4(c), respectively) regarding identification of the maximum 302 number of separate clusters. These separate clusters correspond to different tea products and their 303 representation as separate clusters in the plots signifies that the visualisation method is able to 304 preserve the structure of the data on transformation from a high dimensional space to a lower 305 dimensional space. In general, all the methods were able to separate the Pu-erh tea (pink) from all 306 other tea samples. The reason for this can be seen in Figure 3(b) where Pu-erh tea (sky blue) has a 307 very different spectral signature compared to the other tea samples. This is likely to be because thePu-erh tea undergoes very different processing, which includes microbial fermentation of sun dried 309 leaves (Lv et al., 2013), compared to the other teas. 310
It can be seen in Figure 4((a), (b) and (c) ) that with the exception of Pu-erh tea, all other types of 311 tea samples are mixed and their clear distinction is not possible. In comparison, black and oolong 312 tea are identified as separate clusters with t-SNE. However, while t-SNE was not able to separate 313 the green, yellow and white tea, it still provided better separation of these three teas as shown in 314 Figure 4(d) . Green, yellow and white teas appear in the same cluster as they have similar spectral 315 signatures (see Figure 3(b) ). This may arise from the fact that these teas are most similar in terms 316 of processing conditions; they are subjected to either limited or no oxidation. In comparison, 317 oolong and black teas undergo oxidation during their manufacturing. This may be why these two 318 teas lie in two adjacent clusters that are far away from the cluster containing green, yellow and 319 white teas. However, further information is required to identify the exact source of the spectral 320 differences observed. 321 322
Figure 5: Mahalanobis distances between the three different cluster groups obtained using PCA (dark-
blue), MDS (sky-blue), ISOMAP (light-green) and t-SNE (yellow).
324
To assess further the separation of clusters with each method, the Mahalanobis distance between 325 the clusters was calculated. Figure 5 presents the Mahalanobis distance estimated for the three 326 major clusters identified in Figure 4 . The three major cluster can be understood as the group of 327 minimally processed tea products available on the market (denoted the green group), the teas 328 subjected to oxidation (oxidised group) and those that have been subjected to microbial fermented 329 (fermented group). The x-axis in Figure 5 presents the pairwise groups used for estimating thedistance and the y-axis gives the respective Mahalanobis distance obtained from the different data 331 visualisation methods. It can be seen that the t-SNE (yellow) was superior to all other methods 332 followed by the ISOMAP (light green), and then PCA (dark blue) and MDS (sky blue) for 333 separating all three groups in the data-visualisation plots. 334
From a statistical perspective, a better visualisation of separate clusters corresponding to different 335 tea products with t-SNE could be due to its ability to capture the non-linearity present in the data 336 set and consideration of neighbourhood information. This supports the modelling of both distant 337 and nearby points (Maaten and Hinton, 2008). Often, in high dimensional space when the data lies 338 near, or in a non-linear manifold, linear methods like PCA and MDS fail to preserve the structure 339 of data in the lower dimension space. This is because with linear methods like PCA and MDS, the 340 aim is to keep the distant object far apart; no consideration is given to utilising the information 341 about the neighbouring data points (Maaten et al., 2009) . 342
It can be seen in Figure 4 (c) that ISOMAP provides a little insight on differences in the classes 343 belonging to black and oolong teas compared to what was achieved with PCA (Figure 4(a) ) and 344 MDS (Figure 4(b) ). However, ISOMAP was not able to provide a clear separation of the two teas 345 as was obtained with t-SNE. A reason for the poor performance of ISOMAP compared to t-SNE 346 could be due to its weakness in dealing with the holes and non-convex nature of the data manifold 347 in the higher dimension (Tenenbaum, 1998). Another important weakness of ISOMAP is its 348 topological instability, which leads to a short-circuiting problem in the neighbourhood graph and 349 results in its poor performance (Balasubramanian and Schwartz, 2002). 350 proportion of pixels attributed to the different tea products for the classification maps in Figure  365 6(b). The misclassification was most dominant at the edges owing to signal from the circular 366 sample container; such pixels (approximately 20%) were misclassified as Pu-erh. When these 367 pixels were excluded, an overall accuracy of 97.41±0.16 % was obtained for cross-validated 368 samples using 1200 iterations. 369
Support vector machine classification 351
Apart from the edges, a reason for the misclassification between different teas can be attributed to 370 their spectral similarity. When visualising the data with t-SNE (see Figure 4(d) ), green, white and 371 yellow tea were found to be lying near in the same cluster, and black and oolong were near to each 372 other due to their spectral similarity. Hence, the classification map for the yellow tea (dark blue) 373 has some misclassified pixels that have been attributed to either white (orange) or green tea (cyan). 374
For black and oolong teas, it can be noted that there are some pixels in the classification map for 375 black tea (light green) that were misclassified as oolong (light blue class) and vice-versa. Another 376 possible reason for misclassification could arise from the purity of the tea; for example, a 377 minimally processed tea (e.g. white) may contain small amounts of oxidised product (e.g. black 378 tea). 379 
386
Figure 7 presents the classification maps for the HS images acquired for samples comprising 387 mixtures of teas. This analysis was performed to assess the feasibility of using the methodology 388 developed to classify different tea samples when more than one tea is present. 
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