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Abstract 
Backpropagation was originally derived in the context of 
minimizing a mean-squared error (MSE) objective function. 
More recently there has been interest in objective functions that 
provide accurate class probability estimates. In this talk we de- 
rive necessary and sufficient conditions on the required form of an 
objective function to provide probability estimates. This leads to 
the definition of a general class of functions which includes MSE 
and cross entropy (CE) as two of the simplest cases. We estab- 
lish the equivalence of these functions to Maximum Likelihood 
estimation and the more general principle of Minimum Descrip- 
tion Length models. Empirical results are used to demonstrate 
the tradeoffs associated with the choice of objective functions 
which minimize to a probability. 
S uminary 
The results we present are discussed in the context of feed 
forward neural network models. The results, however, are depen- 
dent on the training scheme (such as BEP), not on the actual 
modeling scheme (such as a neural network, a decision tree, or 
a truth table). 
We have a set of N samples where each sample consists of 
a vector of feature measurements and a class label (say there 
are h’ features and m possible class labels, m 2 2). Define the 
class to be a discrete rn-ary variable C, and let us refer to the 
IC-dimensional feature variable as E. From the training data 
we seek to infer a classifier, where a classifier takes as input 
an unlabeled feature vector and produces as output posterior 
probability estimates of the classes, i.e., an estimate of the con- 
ditional robability of each class given a particular feature value 
E, @ ( c i I S ,  1 5 i 5 rn. We will fmd the following notation con- 
venient: for each of the i training samples let c , ( j )  be the true 
class, i.e., the given class label. 
We will refer to the estimated network parameters (weights 
The most widely used error func- and biases) collectively by e. 
tion is the Mean-Squared Error (MSE) function defined as 
N m  
E M S E  = C(t:(k) - O i ( k ) ) 2  
:=1 k = l  
where ti(lc) is the “target” value for node k o i (k )  is the network’s 
output at node IC (o i (k)  is actually a function of the input fea- 
tures ~ ( z )  and the network parameters, but we ignore this depen- 
dence for notational convenience). Note that for labelled class 
data that t , ( j )  = 1, t i ( k )  = 0, k # j ,  1 5 k 5 m. 
Two other objective functions have been proposed in the 
literature. The secalled cross-entropy CE) measure (Hinton 
[l], Baum and Wilczek [2], Solla et al. [3\) is defined as 
This definition is motivated by a desire to minimize the cros; 
entropy between the target distribution and the network esti- 
mate of the distribution for each class. In effect, it is a sum of 
binary cross-entropy measures for each node, rather than a true 
cross-entropy. 
Consider now objective functions of the form 
N m  
i=l k=l 
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The function L(y, t )  is said to minimize to a probability when the 
its minimum is achieved when y is equal to ?, the average value 
o f t  taken over the training samples. In this talk the conditions 
on L( y ,  t )  necessary for this to occur are developed. It is found 
that 
L(y, t )  = J h’(y) . y-t . dy + C(t)  (3) 
Y 
h’(y) > o for 0 < y < 1 (4) 
where h(y) is any smooth function which satisfies (4). If the 
symmetry condition L(y, t )  = L( 1 - y, 1 - t )  is imposed then 
h( y )  must also satisfy (5): 
(5) 
1 - Y  h’(1-y) 
Y h‘(Y) 
-- 
Equation (3) ensures the existence of a local extremum at y = 7, 
while (4) forces this to be the unique minimum. It follows 
from (5) that at least one of the following cases must be true: 
h’ (y )  has a zero at y = 0 or h’(y) has a pole at y = 1 
The simplest functions satisfying the above restrictions are: 
h’(y)  = y =+ MSE 
1 
h’(y)  = - 3 CE 
1 - Y  
Using these equations one can propose a variety of other more 
complicated objective functions which minimize to a probability. 
Each of the MSE and CE loss functions for probability estimation 
have advantages and drawbacks in their own right - we discuss 
the general conditions under which their use is appropriate. 
For the case m = 2 using the CE objective function is equiv- 
alent to using maximum likelyhood (ML) as shown by Baum 
and Wilczek. But for non-binary classes, with non-probabilistic 
training labels, using the CE criterion amounts to independent 
ML estimation of each class, ignoring the other class informa- 
tion. The more direct ML procedure in this case is equivalent to 
an objective function defined as 
N 
which has been shown by Bridle to be the the neural equivalent 
of the Maximum Mutual Information (MMI) criterion used for 
Hidden Markov Model parameter estimation [4]. 
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