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11 Introduction: Experimental meteorological
research with airborne platforms
This habilitation treatise describes experimental meteorological research with airborne
platforms operated at the Department of Mechanical Engineering of the Technische Uni-
versität Braunschweig. The research was done at the work group “Airborne Meteorology
and Measurement Techniques”. Within this project, the methods and results of three dif-
ferent topics are combined:
• “Meteorology”, which involves several phenomena in the atmospheric boundary layer
• “Airborne” platforms which are used as sensor carriers
• “Measurement techniques” and corresponding sensors specially designed to describe
the physical properties of the atmospheric boundary layer.
Therefore the introduction below presents the scientific and technical background and
current knowledge related to the proposed research fields which concern mainly: the char-
acterisation of the low-level atmospheric layer which is of prime interest for onshore and
offshore wind farm performance, the humidity fluxes and the formation of new particles
which drive cloud formation. Of the many flying platforms (P) and sensors (S) that are
used worldwide for airborne meteorology, the P-S combinations of the presented studies,
and that are necessary to obtain results beyond the current state of the art, are described
in the following within the scientific context.
1.1 Motivation
Airborne meteorological data sets fill an important gap between continuous stationary
ground-based data with high temporal resolution and the global coverage of of radar and
satellite remote observations. In many cases, the understanding of atmospheric processes
requires the flexible probing of the air at certain altitudes and within well defined lateral
boundaries (Martin et al., 2011).
Fundamental meteorological research is not only a purpose on its own, but there are highly
complex interactions of atmospheric phenomena with modern human infrastructure, like
the generation of renewable energy and aviation. Especially since the decision to end the
use of nuclear power in Germany (Coalition Agreement, 2013), the installation of wind
turbines is rapidly growing at onshore and offshore locations. Therefore, a profound know-
ledge of wind field properties and accurate prediction tools are essential to overcome the
https://doi.org/10.24355/dbbs.084-201906170934-0
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challenges of the high wind speed variability, to develop flexible storage or feeding-in solu-
tions, and finally to handle the non-constant power output.
For investigating the onset of cloud formation, for understanding the role of aerosol
particles in this environment, and for observing the early stage development of clouds,
there is the need for in situ data of temperature, humidity, turbulence, aerosol content
and characteristics (Wehner et al., 2015). As clouds are highly dynamic features, moving
along the main wind direction, the strategies of repeated probing at the same location and
travelling with the mean wind speed provide promising data output. Another example is
the missing link of greenhous gas emissions from locally installed point measurements to
the coarser global satellite data. For a realistic estimation and model validation of regional
emission budgets, it is necessary to expand the continuous local observations to scenarios
covering scales of several 100 km.
Depending on the application, different types of airborne vehicles can be the best com-
promise between endurance, flight altitude, space and weight requirements, logistical con-
straints, complexity and cost. The spectrum of airborne systems for atmospheric research
has been extended in the last decades to smaller scales by the emerging and quickly devel-
oping technology of unmanned aerial systems (UAS). The integration into the air space is
a current challenge, as more and more research institutes, federal agencies, companies and
private persons want to profit from the advantages of the comparatively low-cost systems.
Aviation strongly depends on accurate weather information. Additionally to the nowadays
available meteorological tools for weather briefing, the need for new products and addi-
tional real-time data in the cockpit is a current research field. These additional data might
be warnings of wind shear or enhanced turbulence, an automated detection of aircraft
wakes, or a short-term forecast (nowcast) of thunderstorm cells (Sauer et al., 2016).
In this treatise, five different research field studies are addressed, each with its own tech-
nical challenges that were considered by applying specific platforms, sensors and data
processing. They can be summarized as the following:
• With the increasing number of onshore and offshore wind farms erected in Germany,
the estimation and forecasting of the wind speed distribution are an important chal-
lenge. They are actually derived from continuous surface observations, models and
few upper air soundings. However, typical wind phenomena like the low-level jet
(LLJ), a narrow sized altitude interval with strongly enhanced wind speed during
stable atmospheric conditions, are difficult to capture in numerical models. Because
LLJ may play a significant role for wind energy, as they typically appear around hub
height of wind turbines (Lampert et al., 2015), their properties need to be accurately
analysed from measured wind profiles.
• Associated with the low level jet mentioned above is an increase in turbulence in-
duced by wind shear. Turbulence can be described as eddies of different size. As
the low level jet typically appears during the night above land, and during the day
above the ocean, when the atmosphere is stably stratified with vertical motions sup-
pressed, this can significantly modify anisotropy properties of turbulence (Lampert
et al., 2016) and therefore increase vertical transport processes. These turbulence
properties can be can be described using specific sensors on airborne platforms at
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the corresponding altitudes (Canut et al., 2016).
• Turbulence and atmospheric stability play an important role for the extent of wakes
behind offshore wind parks. The energy for turning the wind turbine is extracted
from the wind field, reducing the wind speed behind the wind park even in the far
field of several km (Emeis et al., 2016) to several 10 km (Platis et al., 2018). The wind
speed recovers quickly when high turbulence and unstable atmospheric stratification
prevail. The correct simulation of wakes in mesoscale models can be validated with
airborne data sets (Siedersleben et al., 2018a). For studying changes in temperat-
ure and humidity downstream of wind parks, airborne measurements are required
(Siedersleben et al., 2018b).
• Moisture in the atmosphere is of high importance as the base for cloud formation.
Further, latent heat fluxes represent an important term in the energy balance, provid-
ing the transport of both energy and moisture from the surface into the atmosphere.
Therefore, the airborne quantification of latent heat fluxes on a scale of 100 km fills
an important gap for global climate models, and serves to determine if measure-
ments at fixed locations are representative for the area. However, the prerequisite
for reliable latent heat fluxes is the validation of fast humidity sensors concerning
their time delay, response time and spectral behaviour (Lampert et al., 2018a).
• The formation of new particles in the atmosphere has been mostly studied by ground-
based observations. However, as the largest part of particles is not emitted directly
from the surface into the atmosphere but forms from precursor gases, it is essential
to study atmospheric processes contributing to these events directly at the altitudes
where particle bursts are located (Altstädter et al., 2015, Platis et al., 2015). The
results are used to validate models and theories, and reveal that even for “unfa-
vorable” conditions under cloudy sky, these processes can occur (Altstädter et al.,
2018a).
For the different research fields that are addressed in this habilitation treatise, the scientific
and technical state of the art background information is presented with details in the
following sections.
1.2 Scientific background
Several topics will be presented below, namely: (i) the boundary layer development and
afternoon-evening transition (AET), (ii) the formation and occurrence of the low-level jet
(LLJ) and (iii) the atmospheric aerosol and new particle formation.
1.2.1 Boundary layer development and afternoon-evening transition (AET)
Atmospheric stability describes the way an air parcel moves after being deflected in the
vertical. If it experiences a repulsing force and is moved back to the original position, the
https://doi.org/10.24355/dbbs.084-201906170934-0
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Figure 1.1: The diurnal development of the atmospheric boundary layer. Figure from
Stull (2017)
atmosphere is stably stratified. If the air parcel experiences an accelerating force moving
it further away from its original position, the atmosphere is unstably stratified (or mixed).
To determine the atmospheric stability, the vertical profile of the potential temperature
is used. The potential temperature is defined as the temperature θ that an air parcel at
a specific altitude with the corresponding pressure p and temperature T would have after
moving it adiabatically to sea level altitude with normal pressure p0=1013,25 hPa (Stull,
1988).
θ = T · (p0
p
)
R
cp (1.1)
In this formula R=8.31 JK−1mol−1 represents the gas constant of air and cp is the specific
heat capacity at constant pressure. If the potential temperature increases with altitude,
the atmosphere is stably stratified, if it decreases, the atmosphere is unstable. For con-
stant potential temperature with height, steady movements of air parcels without dynamic
acceleration forces are possible.
The atmospheric boundary layer (ABL) is characterized by a typical diurnal cycle (Fig.
1.1), described e.g. by Stull (1988): For conditions of low wind speed and only scattered
cloud cover, the ABL is convectively mixed (unstable, called mixed layer, ML) up to a
certain altitude between typically several 100m to 1.5 km around noon (Wildmann et al.,
2015). Also the ML is covered by a capping inversion, separating the ABL from the free
troposphere. With decreasing solar radiation, vertical mixing is reduced, and gradually
a temperature inversion builds up from the surface. During the night, there is a stably
stratified atmospheric boundary layer (SBL) from the ground up to several 100m (Stull,
1988, Kaimal and Finnigan, 1994). Above the temperature inversion, there are remnants
of the part of the ABL that was included in the turbulently mixed ABL during the day,
https://doi.org/10.24355/dbbs.084-201906170934-0
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the so-called residual layer (RL). This layer is decoupled from the surface by thermal strat-
ification, and therefore does not experience friction forces induced by the surface. After
sunrise, the temperature inversion is heated away from the ground (so called morning
transition,e.g. Angevine et al., 2001), until the residual layer is included in the turbulently
mixed layer again. The area where turbulent mixing between the ABL and the free tro-
posphere takes place is called entrainment zone (EZ).
The transition of the atmospheric boundary layer from convectively mixed during daytime
to stably stratified during night time is called “afternoon-evening transition”. There are
different definitions for the time interval of the AET. As the driving process of the AET
is the atmospheric cooling due to longwave radiation and decreasing solar irradiance, the
beginning of the AET is often defined by the the onset of decreasing sensible heat fluxes
at the surface (Nadeau et al., 2011). The AET ends when the sensible heat flux at the sur-
face becomes negative. The meteorological parameters undergo significant changes during
the AET: The wind speed typically decreases (Mahrt, 1981), sometimes associated with
a change in wind direction (Stull, 1988), the near surface temperature decreases, and the
mixing ratio increases quickly (Fitzjarrald and Lala, 1989). A ground-based temperat-
ure inversion builds up, which reduces the turbulence in horizontal and vertical direction
(Busse and Knupp, 2012). Typically, the turbulent kinetic energy, which is a measure
of turbulence (see Sect. 3.3), decreases first slowly, while there is still influence of solar
radiation, and then rapidly after sunset (Nadeau et al., 2011). Also the spectral shape
of turbulence and anisotropy are altered during the AET (Darbieu et al., 2015): Under
convective conditions and low wind speed, turbulence is almost isotropically distributed in
the three directions. With increasing stability, vertical motions are damped, and turbulent
eddies are elongated in horizontal direction (Canut et al., 2016).
In contrast to the better understood and mostly homogeneous morning transition (Wild-
mann et al., 2015), the processes during the AET occur spatially inhomogeneous on differ-
ent scales. These local differences further influence the ABL development during the night
(Acevedo and Fitzjarrald, 2001, Cuxart et al., 2016). In complex terrain, local temperature
gradients may contribute to the development of a nocturnal Low-level Jet (LLJ, Conangla
and Cuxart, 2006). The stronger wind speed during LLJ events enhances the anisotropy,
as eddies are elongated even further in horizontal direction (Mason and Thomson, 1987,
Mauritsen and Svensson, 2007).
Above large open water surfaces, e.g. the North Sea, the diurnal cycle of atmospheric
stability can be inverted: With the larger heat capacity, the surface temperature of water
is almost constant over time periods of several days. The atmospheric temperature near
the surface is therefore often higher than the water temperature during the day and lower
during the night. This leads to the land-sea circulation or sea breeze (Savijärvi et al., 2005,
Steele et al., 2015). Therefore, stable stratification can be expected during the day, and
especially in the afternoon for certain wind directions, when air masses warmed up above
land surfaces are transported above the open water (Smedman et al., 1997). This results
in LLJ appearance during the day (Lampert et al., 2018b). During the night, unstable
stratification with enhanced vertical transport of moisture and the formation of sea smoke
can be expected (Saunders, 1964). Stable stratifications in the North Sea occur more than
20% of the time on an annual base (Platis et al., 2018), and even more frequently in the
Baltic Sea (Smedman et al., 1997, Dörenkämper et al., 2015). The main seasons for en-
countering these conditions above the North Sea are spring and summer (Coelingh et al.,
https://doi.org/10.24355/dbbs.084-201906170934-0
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1996), although stable stratifications have been reported in October as well (Lampert et
al., 2018a, Platis et al., 2018).
1.2.2 Formation and occurrence of the low-level jet (LLJ)
Like the well-known jet stream, the low-level jet denominates a strong and vertically con-
fined wind band, occurring, however, at much lower altitudes. The LLJ is located in the
atmospheric boundary layer, usually with a vertical extent of 50 to 200m (e.g. Wittich et
al., 1986, Baas et al., 2010, Prabha et al., 2011). In theory, the ABL is sub-divided into
the ground-layer or Prandtl layer, in which the Coriolis force is negligible compared to
the friction force (extending up to some 10 m, depending on season and roughness of the
location) and the Ekman layer above. The vertical wind profile according to the classical
theory is a logarithmic increase in the ground-layer, which is often approximated by a
power law, and a wind profile reaching the geostrophic wind with asymptotic behavior
and a characteristic rotation of the wind direction, the Ekman spiral, in the Ekman layer
(Emeis, 2001).
Above land, the LLJ typically forms during the afternoon transition on clear sky days:
The formerly convectively mixed ABL changes to the stably stratified nocturnal ABL.
As a ground-based temperature inversion builds up by radiative cooling under clear sky
conditions, the upper parts of the ABL, called residual layer, are decoupled from the direct
influence of the surface (Davies, 2000). The friction force does not reach the residual layer
any more, and the wind speed can even exceed the geostrophic wind speed (Davies, 2000),
which results from the equilibrium of the pressure gradient force and the Coriolis force in
the free troposphere above the ABL.
However, the LLJ above land surface is not only observed during the afternoon and even-
ing transition, but during the second half of the night as well (e.g., Banta et al., 2002,
Abdou et al., 2010), and less frequently during the day (e.g., Baas et al., 2009). These
LLJ events may be caused and influenced by synoptic-scale baroclinity (Stensrud, 1996),
the passage of fronts (Doyle and Warner, 1993), or orographic effects (Banta et al., 2002).
Its properties and occurrence strongly depend on the meteorological situation, like the
strength of the temperature inversion (e.g., Baas et al., 2009, Kallistratova et al., 2009)
and general circulation type (Emeis, 2014), as well as in detail the geostrophic wind speed
and presence of clouds (Emeis, 2014). In some areas, the phenomenon occurs regularly in
a predictable way and is exploited for wind energy (Banta et al., 2002). Also above the
ocean, LLJ events have been reported (Parish, 2000, Garreaud and Muñoz, 2005, Savijärvi
et al., 2005).
In Europe, specific LLJ events have been analysed (e.g. Kallistratova et al., 2013), and
some climatologies are available (Baas et al., 2009). In Spain, LLJ observations at a relat-
ively low altitude of 90m with a wind speed maximum of 7 to 8m s−1 have been reported
(Conangla and Cuxart, 2006).
Near the location of Braunschweig airport, which is the study site for the experiment
presented in Sect. 5.1, some experimental and numerical studies on LLJ occurrence have
been conducted (Kottmeier et al., 1980, Kraus et al., 1985, Wittich et al., 1986, Emeis,
2014). The typical altitude of the wind speed maximum was found to be at around 200m
(Kraus et al., 1985, Wittich et al., 1986). The relationship of the LLJ with global warm-
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ing has been analysed with the help of a regional climate model, and the LLJ altitude is
expected to shift upwards (Gross, 2012).
1.2.3 Atmospheric aerosol and new particle formation
Aerosol particles play a crucial role in the climate system directly by influencing the radi-
ation budget and indirectly by acting as cloud condensation nuclei and therefore interacting
with the hydrological cycle (IPCC, 2013), and modify local ABL dynamics (Barbaro et al.,
2014). However, their local and global impact are difficult to quantify, as they are highly
variable both on temporal and on spatial scales. Additionally, their chemical composition,
microphysical and optical properties vary substantially. The Earth’s surface can act either
as a source or sink for aerosol particles and precursor gases. Aerosol formation, uptake,
mixing, growth and gravitational settling proceed throughout the ABL. The vertical aer-
osol concentration is connected to the thermodynamic structure of the atmosphere. It
is well-mixed in a turbulent ABL and forms layers of different properties in a thermally
stably stratified boundary layer, as well as in the free troposphere (e.g., Stone et al., 2010).
The new formation of a large number of nucleation mode particles (size range from ∼3 to
15 nm in the particle diameter) in the ABL has been observed worldwide at various rural,
marine, urban and polar observation sites and constitutes a significant source of the atmo-
spheric aerosol (Kulmala et al., 2004). Different nucleation processes lead to the formation
and, if sufficient condensable gases are available, to subsequent growth of particles to a
detectable size above 3 nm and further to the Aitken mode size (∼15 to 100 nm) within a
few hours. Then they may act as cloud condensation nuclei (CCN) and scatter solar ra-
diation, influencing the regional and global climate (Spracklen et al., 2008). Wiedensohler
et al. (2009) showed that new particle formation (NPF) may enhance the available CCN
by an order of one magnitude. However, a large number of Aitken mode particles repres-
ents a condensation sink for condensable gases and inhibits NPF (Wehner et al., 2007).
Being able to understand and predict NPF is a key issue in quantifying the direct and
indirect aerosol effects on climate. In the ABL, particle bursts have been reported in the
entrainment zone (Nilsson et al., 2001), the residual layer (Stratmann et al., 2003), and
the convectively mixed layer (Stratmann et al., 2003). In the EZ and the RL, a likely
theory describes the mechanism of NPF as binary nucleation of sulphuric acid H2SO4 and
water vapour H2O (Kulmala et al., 2004). Models and measurements indicate that near
the surface, ternary nucleation involving the ingredients sulphuric acid H2SO4, water va-
pour H2O, and ammonium NH3 is a possible process (Korhonen et al., 1999), and organic
volatile compounds play a crucial role in some cases (Lyubovtseva et al., 2005). Above
a certain particle diameter, volatile material dominates the particle growth (Wehner et
al., 2007). Ground-based observations of NPF were connected to intense solar radiation
(O’Dowd et al., 1999, Nilsson et al., 2001), high vertical wind gradients (indicating a strong
turbulent mixing), downward particle flux, low water vapour concentration and enhanced
ozone concentration (Boy et al., 2003). Some studies indicate that there is a relation with
turbulence (Bigg, 1997, Nilsson et al., 2001). NPF was observed in regions with increased
turbulence within the RL (Stratmann et al., 2003, Siebert et al., 2007, Wehner et al., 2010),
while these particles were mixed downwards and detected at ground stations later on. A
network of ground-based observations revealed a mesoscale horizontal extent of NPF over
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hundreds of kilometers (Wehner et al., 2007). Further, NPF was often observed with in-
termittent direct solar radiation, at the edges of clouds (Keil and Wendisch, 2001, Wehner
et al., 2015). Airborne measurements investigated the large scale variability of the particle
concentrations along air mass trajectories (O’Dowd et al., 2009). Detailed high resolution
measurements of the small-scale vertical and horizontal variability are recommended for
the implementation of NPF in models (Boy et al., 2006, Hellmuth, 2006).
1.3 Technical background
The following section provides the technical background related to the field research studies
described above with emphasising the state of the art on the generation of wind energy,
on the techniques for measuring humidity and on the use of unmanned aerial sytems.
1.3.1 Generation of wind energy
To describe the characteristics of wind for various research fields, different methods are
applied. The current wind profile for a specific site is of interest for aviation (e.g. wind
shear information for helicopter pilots who land in wind parks). In many cases, wind is only
measured at ground or at a specific altitude, and a power law or logarithmic extrapolation
of the wind profile is used to estimate the wind speed at higher altitudes (Justus and
Mihilai, 1976). However, this does not necessarily provide realistic wind profiles (Lampert
et al., 2015).
The kinetic energy Ekin contained in the horizontal motion of the atmosphere with wind
speed v can be calculated as
Ekin =
1
2 ·m · v
2 (1.2)
The mass flowing through the area A swept by the rotor blades of a wind turbine in a
time t can be substituted by the air density ρ:
Ekin =
1
2 · ρ ·A · v · t · v
2 (1.3)
Therefore the power Pair passing through the rotor area is
Pair =
Ekin
t
= 12 · ρ ·A · v
3 (1.4)
The available power determines the energy output of a specific wind turbine, and is pro-
portional to the cubed value of the horizontal wind speed (Burton et al., 2011). The power
output P of a wind turbine can then be calculated according to
P = 12 · ρ · v
3 · Cp ·A (1.5)
Cp is the power coefficient, which depends on the wind speed and can theoretically reach a
maximum of 0.59. A typical power coefficient for the wind turbine of type Siemens SWT-
3.6-120 with a rotor diameter of 120m is shown in Fig. 1.2 (Siemens Website, 2018). The
“cut-in” speed, where the turbine starts to produce power, is 3-4m s−1, the “rated speed”
above which there is constant power output is 12-13m s−1, and the “cut-out speed”, at
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Figure 1.2: Power coefficient of the wind turbine Siemens SWT-3.6-120. (Siemens Web-
site, 2018)
which the wind turbine is switched off for security reasons, is 25m s−1. This means that
below the so called rated speed, there is a cubic relationship between horizontal wind
speed and power output. Higher wind speed means higher energy production. However,
high wind speed is often associated with high wind shear, which increases the system
loads and may have a negative impact on life time (Gutierrez et al., 2016). A thorough
knowledge of the expected wind speed distribution is therefore essential for chosing an
appropriate site for wind turbines. The wind speed distribution is often expressed as a
Weibull probability density distribution for a certain altitude:
f(V ) = κ
λ
· (V
λ
)κ−1exp−(
V
λ
)κ (1.6)
Here, f is the Weibull probability distribution function, V is the horizontal wind speed,
κ is the dimensionless shape factor, and λ is the scale factor in m s−1. In this study, the
Weibull distribution of the wind data is calculated according to the maximum likelihood
method (see e.g., Stevens and Smulders, 1979).
Some standards (IEC 61400-12 and DIN EN 61400-12-1) apply instead the Rayleigh distri-
bution with a fixed shape parameter of 2, which is typical for Europe (Burton et al., 2011).
In the German Bight, large clusters of offshore windparks are planned and realized. The
offshore wind park capacity will reach 7.8GW until 2020 (Neddernann and Neumann,
2015). The current state of wind parks in operation (spring 2018) is shown in Fig. 1.3.
However, as individual wind turbines extract kinetic energy from the wind field and there-
fore reduce the wind speed, shadowing effects for the neighbouring wind turbines and
whole wind parks can be expected. The superclusters are oriented along the main wind
direction South-West (Emeis et al., 2016, Leiding et al., 2016), and West, therefore a large
interaction between the wind parks can be expected. Power losses between individual wind
turbines within a wind park are in the range of several 10% for unstable and even more
for stable conditions (El-Asha et al., 2017), with the highest relative losses behind the
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Figure 1.3: Left: Operational (grey) and planned (blue) wind parks in the Ger-
man Bight in December 2017. Source: http : //www.4coffshore-
.com/windfarms/windfarms.aspx?windfarmId = DE13. Two super-
clusters are indicated, where a high impact on downstream wind-
parks can be expected. Wind rose: UL DEWI. Right: Overview
of the planned wind parks in the German Bight (red polygons).
Source: http : //www.bsh.de/de/Meeresnutzung/Wirtschaft/Windparks-
/Windparks/PNS.jsp
first two rows of wind turbines (Hansen et al., 2012), and the absolute losses increasing
with each row (Barthelmie et al., 2007). Even the wind decrease within one wind park is
difficult to represent in numerical simulations due to the dependence on meteorological
conditions (Barthelmie et al., 2009), and for this reason wake interactions between indi-
vidual wind turbines cannot be simulated satisfactorily (Troldborg et al., 2011). Further,
enhanced turbulence contributes to power losses, but is difficult to quantify (Foreman
et al., 2017). As for the decay of aircraft wake vortices (e.g., Holzäpfel and Gerz, 1999,
Holzäpfel, 2003), the length of these effects depends on the atmospheric stability (Türk
and Emeis, 2010). Turbulence produced mechanically by friction forces and thermal con-
vection is low above the smooth sea surface, leading to long far field wakes (Dörenkämper
et al., 2015), in contrast to conditions above land, where wakes recover within few km
downstream of wind parks. Especially for stable conditions, the downward transport of
momentum is suppressed, which is the main mechanism to reduce wakes (Emeis, 2010).
Synthetic aperture radar (SAR) satellite images of sea surface roughness (Fig. 1.4) show
the presence of large far field wakes under stable conditions (Li and Lehner, 2013, Chris-
tiansen and Hasager, 2005). Also numerical simulations suggest that far reaching wakes
can be expected for stable atmospheric conditions (Fitch et al., 2012). These large areas
of reduced wind speed interact with downstream wind parks and reduce the power out-
put. Therefore, it is of high relevance to improve forecasting of wake length to obtain a
realistic estimate of expected power output of wind parks. Stable stratifications and LLJ
phenomena are not yet included in industrial models like WindFarmer or Openwind to
forecast the power output of wind parks. Instead they consider only neutral conditions
and a logarithmic wind profile. The importance of including wind profiles in models, not
only wind data at hub height, is acknowledged by the wind energy community in recent
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Figure 1.4: SAR image of the wind park Horns Rev off the Danish West coast on 16
February 2012. The wind is coming from westerly direction. Wakes are visible
in the east of the wind park. Figure from Emeis et al. (2016) Source: DLR.
years (Wagner et al., 2009, Eecen et al., 2011, Wagner et al., 2011, Paulsen and Wagner,
2012, Wagner et al., 2014).
1.3.2 Overview of airborne humidity sensors
Water vapour and clouds in the atmosphere have a large impact on the energy balance
(Ramanathan et al., 1989), the hydrologic cycle (e.g. Chahine, 1992) and therefore on
local and global climate (Trenberth et al., 2007, Zhou et al., 2011). A general increase in
ABL air moisture and humidity within the troposphere has been reported (IPCC, 2013).
The distribution of moisture is difficult to measure and model accurately due to its large
spatial and temporal variability (e.g. Klaus et al., 2012).
Airborne sensors for meteorological research have to fullfil specific requirements. On the
one hand, a high temporal resolution is needed in order to obtain a high spatial resolution
for the moving platforms. On the other hand, long-term stability and high accuracy, if
possible without the need of frequent re-calibration, are essential. In practice, this leads
to the combination of complementary sensors for both high resolution and long-term ac-
curacy. Measuring humidity with high accuracy is challenging. In the troposphere, the
water vapour concentration varies over three orders of magnitude, with high spatial and
temporal variability. Also for well controlled conditions in a cloud chamber, intercompar-
ison measurements of different hygrometers probing the same air simultaneously revealed
discrepancies between different measurement systems around 10%, and for cold and dry
conditions similar to the upper troposphere and lower stratosphere, the instruments had
a variation around the reference value of 20% (Fahey et al., 2014).
In principle, four methods of measuring humidity are known and commonly applied for
airborne measurements:
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• The capacitive hygrometer, e.g. a Vaisala humicap, is based on changes in the ca-
pacity for different ambient humidity. The sensor consists of a dielectric material
(organic polymer or porous ceramics), which is highly sensitive to humidity, in-
cluded in a capacitor. The capacity C is related to the relative dielectric constant or
permittivity Ôr according to the formula
C = Ô0 · Ôr · A
d1
(1.7)
Here, Ô0 denotes the dielectric constant of vacuum (Ô0=8.85·10−12AsV−1m−1), Ôr is
the relative dielectric permittivity, d1 the distance between the capacitor plates, and
A the area of the condensator plates. Changes of the capacity are caused by changes
in the relative dielectric constant Ôr, which depends on the uptake of water vapour.
Changes in the relative humidity are attributed to changes in the capacitance by
calibration. The results may be hampered by contamination of the dielectric material,
e.g. by aerosol particles, especially if they have a hygroscopic effect (Wildmann et
al., 2014b). Therefore regular check of the calibration and cleaning of the sensor is
required.
The system is relatively inexpensive and light-weight. A disadvantage is the limited
response time of around 1 to 10 s, which can be improved by an inverse modelling
technique (Wildmann et al., 2014b). The comparatively large response time results
in a hysteresis effect, which is additionally biased, as increasing humidity results in
a faster response time than decreasing humidity, where diffusive processes to remove
the humidity from the sensor are slower.
• The dew point mirror is based on the principle of condensing humidity on a metal
mirror, which is quickly cooled down to the dew point temperature by a Peltier
element. The changes in the reflectivity of the mirror are registered optically. The
response time of the dew point mirror strongly depends on the ambient temperature,
but as well on the accuracy and speed of the temperature control, with a typical
value of 0.5 s (e.g. for the dew point mirror TP3S of Meteolabor). The response
time increases for cold conditions. Further, quick changes in humidity may not be
captured reliably. Altogether, the dew point mirror is often used as reference, as it
has a higher accuracy than the capacitive sensor. Problems may arise from a too
high or too low air speed at the sensor, as mentioned in Beaton and Spowart (2012).
• The absorption hygrometer, e.g. the Lyman Alpha sensor of Buck research and the
combined humidity and CO2 sensor of LICOR, is based on the property of water
vapour to absorb radiation in different wavelength ranges, from the UV to the IR
spectral range. The spectrum of many water vapour absorption lines (absorption
bands) in the wavelength range between 1300 and 3000 nm (IR) is shown in Fig. 1.5.
The absorption lines of water vapour result from discrete transitions from one ener-
getic eigen state to a different rotational, vibrational or electronic state, described
by quantum mechanics. The radiation in a small wavelength range (quasi monochro-
matic light) is attenuated by molecular absorption according to the Lambert-Beer
relationship
I = I0 · e
−k·d2·q
q0 (1.8)
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Here, I denotes the transmitted radiation after the attenuation in the measurement
cell, I0 is the incoming radiation, k is the absorption coefficient of water vapour for
this particular wavelength, which is proportional to the density of absorbing mo-
lecules and the absorption cross section, d2 is the optical path length of the meas-
urement cell, and qq0 represents the normalized water vapour content in humid air
(Foken, 1990). Absorption hygrometers are more costly, heavy, and require a soph-
isticated installation for airborne measurements. Some absorption hygrometers are
designed as open path sensors, sampling directly the ambient air passing through an
open measurement cell. Others are extractive systems, that need a pump to guide
the air to a closed measurement cell. This technique provides much higher meas-
urement frequencies in the range of 20 to 100Hz compared to the humidity sensors
mentioned above. Disadvantages are the cross-sensitivity to other trace gases, and
the need to measure additional control parameters (pressure, temperature) in the
humidity channel.
A particular system is the fluorescence hygrometer, which is used for airborne applic-
ations as well (Zöger et al., 1999, Schiller et al., 2008). In this form, water vapour
molecules are dissociated by radiation at a wavelength smaller than 137 nm, cre-
ating electonically excited states of the hydroxyl molecule (OH). The fluorescence
light emitted during relaxation to the ground state in the wavelength range 280 nm
to 330 nm is recorded, providing the concentration of water vapour (Zöger et al.,
1999).
• The tunable diode laser absorption spectrometer (TDLAS) is based on the principle
of quickly scanning a small spectral range around a single water vapour absorption
line. Then the absorption spectrum is analysed. Not only information on the con-
centration of water vapour, but as well on ambient pressure and temperature can
be derived. The method achieves the highest possible accuracy and the highest fre-
quency up to several kHz, without the need of calibration (Buchholz et al., 2013,
2014). However, to date, data are not available in real-time but require extensive post
processing. The sensors are experimental systems and not commercially available.
For decades, the Lyman Alpha, used here as a synonym for the Lyman Alpha sensor
of Buck Research, US (Buck, 1973), belonging to the group of absorption hygrometers,
has been used as the standard fast humidity sensor with a measurement frequency of up
to 100Hz (Buck, 1976). It is based on the emission of ultraviolet (UV) radiation with a
wavelength of 121.56 nm (transition of an electron from the first excited state n=2 to the
ground state n=1 in the hydrogen atom, called Lyman Alpha emission line). The lamp
used as source for the radiation is based on glow discharge of hydrogen. It has been man-
ufactured by the company Buck Research, and cannot be purchased commercially any
more. The required length of the measurement chamber is only a few mm (Buck, 1976).
As the Lyman Alpha wavelength is strongly absorbed by water vapour, the signal in the
ion chamber detector is weakened accordingly. The Lyman Alpha sensor has been operated
in many research aircraft (Busen and Buck, 1995, Twohy et al., 1997, Corsmeier et al.,
2001, Drüe and Heinemann, 2007).
As the previous standard Lyman Alpha sensor is not available any more and is there-
fore being replaced by the airborne research groups, different other fast humidity sensors
come up. A similar system is the Krypton hygrometer KH20 of Campbell Scientific, USA,
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Figure 1.5: Absorption spectrum of water vapour in the wavelength range 1300 to
3000 nm. The absorption lines at 1370 nm and 2596 nm (vertical red lines)
are used for the TDLAS technique described by (Buchholz et al., 2013, 2014).
Figure from Buchholz (2014).
which, like the Lyman Alpha sensor, has a cross sensitivity to oxygen and therefore has to
be calibrated carefully (Foken and Falke, 2012). For the research aircraft of the National
Center for Atmospheric Research (NCAR, US), a new Lyman Alpha sensor was built up,
which showed promising first results (Beaton and Spowart, 2012).
For large research aircraft, some specifically designed hygrometers are implemented: On
the National Science Foundation Gulfstream-V aircraft, a cavity diode laser hygrometer
with two absorption lines in the near-infrared is deployed with a temporal resolution
of 25Hz(Zondlo et al., 2010). On the National Aeronautics and Space Administration
(NASA) ER-2 aircraft, a specifically designed near-infrared tunable diode laser spectro-
meter is deployed for measuring atmospheric water vapour concentration (May, 1998),
with a sampling rate of 1Hz and 10% accuracy (Herman et al., 2017). On the High
Altitude Long-Range Aircraft (HALO) of the Deutsches Zentrum für Luft- und Raum-
fahrt (DLR), an innovative TDLAS spectroscopic sensor developed by the Physikalisch-
Technische Bundesanstalt (PTB) Braunschweig is deployed (Buchholz et al., 2014).
The humidity sensor of LICOR for measuring fast humidity is based on the absorption of
near infrared radiation. It has a longer measurement chamber of 12.5 cm compared to a few
mm for the Lyman Alpha. The working principle of the LICOR hygrometer is described
in detail in Sect. 4.1.
The LICOR humidity sensors have been used for airborne applications additionally to the
Lyman Alpha or to replace the Lyman Alpha for many years (Pillai et al., 2011, Hiller
et al., 2014). The sensors have been implemented in various configurations, some facing
with the sensor head forward (the helicopter borne sondes Helipod, see Sect. 2.2, and the
Airborne Cloud Turbulence Observation System ACTOS, Schmeissner et al., 2015), some
with the sensor head oriented vertical (French Piper Aztec), some with an open housing
(Siebert et al., 2013), some with a metal grid (Helipod), some with additional purging
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with synthetic air to keep the detector free of water vapour (Schmitgen et al., 2004).
The manufacturer warns in the manual that the sensor should not be applied with vibra-
tions around 150Hz and the harmonics (Licor, 2014). However, the impact on measurement
results is not quantified. As the LICOR sensor is currently the cheapest fast-response wa-
ter vapour sensor commercially available and small enough to be easily integrated into
aircraft, its airborne applications will very likely increase.
Compared to the LICOR sensor, the tunable diode laser hygrometer can be operated much
faster and with a known accuracy, providing the most precise humidity values available to
date (Buchholz et al., 2013, 2014).
The suitability of the LICOR sensor for measuring airborne humidity fluctuations is in-
vestigated in Sect. 5.4.
1.3.3 State of the art meteorological UAS
The use of unmanned aerial systems (UAS), known as well as the similarly used terms
unmanned aerial vehicles (UAV), remotely piloted aircraft systems (RPAS), or drones, has
become a widespread method for meteorological research. After a few very early applica-
tions (Konrad et al., 1970), the first atmospheric research groups started using unmanned
systems in the 1990ies (Holland et al., 2001). Since then there has been a revolution
concerning functionality, size and complexity of even commercially available airborne sys-
tems, autopilots, and the corresponding hardware and software. Nowadays, UAS cover a
broad range of meteorological research fields. The smallest systems (e.g., Reuder et al.,
2009), with a weight below or only slightly exceeding 5 kg, are mainly equipped with ba-
sic meteorological sensors for humidity and temperature. They are used comparable to a
recoverable radiosonde (Soddell et al., 2004). Some provide additional measurements of
further parameters, e.g. the ozone concentration (Illingworth et al., 2014).
For determining the 3D wind speed, a multi-hole probe together with a Global Navigation
Satellite System (GNSS) receiver and an Inertial Measurement Unit (IMU) are implemen-
ted (van den Kroonenberg et al., 2008, Thomas et al., 2012, Wildmann et al., 2014a).
Other systems use specific flight patterns and assumptions to provide an estimate of the
wind speed and direction with an accuracy of 1m s−1 (Holland et al., 1992, Cassano et
al., 2016), and of turbulent fluxes of sensible and latent heat (Dias et al., 2012, Bonin et
al., 2013). The UAS Meteorological Mini Unmanned Aerial Vehicle (M2AV), described in
Sect. 2.3, belongs to this size and weight class.
Several systems with an overall takeoff weight between 5 and 25 kg rely on miniatur-
ized sensors for measuring additionally aerosol properties. A mixing condensation particle
counter in combination with a three-wavelength absorption photometer and chemical
sampling has been used by Bates et al. (2013). Another system includes measurements of
longwave and shortwave broadband radiation, aerosol concentration and size distribution,
as well as a video camera (de Boer et al., 2016).
The systems have been deployed to study atmospheric processes worldwide at different
locations. Bates et al. (2013) report on measuruements at Ny-Ålesund, Svalbard, for study-
ing long-range transport of aerosol particles into the Arctic, and especially the sources of
black carbon (BC). The system of de Boer et al. (2016) has been developed to study Arctic
haze properties in the Alaskan Arctic. Further, applications to perform measurements in
thunderstorms and tornadic supercells have been reported (e.g., Elston et al., 2011).
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Other UAS with combustion engines provide the capability of long-range flights, as far as
permitted by the authorities. Therefore they are mostly deployed above sparsely inhabited
areas. Such systems have been operated for up to 30 h per flight in the Arctic (Curry et
al., 2004), Antarctic (Cassano et al., 2016) and e.g. above the Indian Ocean (Ramanathan
et al., 2007). In addition to meteorological sensors, surface properties are monitored by
remote sensing, like the ice cover, type of sea ice and surface temperature (Curry et al.,
2004). The UAS ALADINA, which is described in detail in Sect. 2.4, is similar in size and
application.
The simultaneous use of more than one UAS has been reported by e.g. Ramanathan et al.
(2007), who coordinated three aircraft measuring aerosol concentration, soot and radiation
related to clouds. UAS operation with two aircraft following different flight patterns to
combine the best measurement strategy was performed as well in the study of Platis et
al. (2015) described in Sect. 5.5. A recent overview over UAS applied for meteorological
research and their instrumentation is provided by Elston et al. (2015) and Villa et al.
(2016).
1.4 Outline of the Treatise
The treatise combines the different fields that are subject to investigation by the work
group “Airborne Meteorology and Measurement Techniques” at the Institute of Flight
Guidance, TU Braunschweig. The manuscript shows documented examples of capabilities
and performances by using the currently available platforms, sensors, and methodology,
and addresses limitations which should be overcome in the future. The work is structured
as follows: After the general introduction to the manifold topics in the current Chapter
1 above, the different platforms, their capabilities for meteorological campaigns and their
measurement equipment are presented in Chapter 2. The methods used for data treatment
are presented in Chapter 3. Some specific sensors that have been studied in detail and
have been used for meteorological applications are described in Chapter 4. A scientific
analysis and discussion of five atmospheric case studies are given in Chapter 5. The final
Chapter 6 concludes with an outlook on future requirements for experimental research
at the interface of meteorology and engineering, the potential of UAS in fundamental
meteorological research, and the need for careful choice of the appropriate platforms and
sensors for each application.
Finally it should be underlined that the results presented in this treatise, for both scientific
and technical aspects of this work, have already been published in peer reviewed journals
(see bibliography section, own publications in bold letters).
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2 Carrier Platforms (P)
In this chapter the different platforms with their performances and specific sensors are
described that have been used during the field experiments presented in this treatise.
2.1 Research aircraft Dornier Do128 D-IBUF - P1
2.1.1 History and instrumentation Do128
The research aircraft Do128-6 with call sign D-IBUF was the first aircraft for polar re-
search in Germany since the Second World War (“Polar 1”). It is a twin-engine turboprop
aircraft with tail wheel. Measurement campaigns and logistic flights in the Antarctic were
performed in 1983/84. As the polar aircraft was replaced with a larger Do-228 aircraft with
longer endurance, the Institute of Flight Guidance of the TU Braunschweig purchased the
Do128-6 in 1986 for different research topics in the field of flight mechanics, flight guid-
ance, and boundary layer meteorology (Hankers, 1989, Corsmeier et al., 2002, Bange et
al., 2002, 2006, Drobinski et al., 2013, Ducrocq et al., 2013).
A nose boom at the front contains the meteorological sensors to probe the undisturbed
air (Corsmeier et al., 2001). The temperature is measured by two complementary sensors,
which are combined by high- and low pass filtering techniques: The slow, but highly accur-
ate Rosemount (US) DB102 temperature sensor, and the Rosemount EL102 sensor with
fast response time. The temperature sensors are mounted in a sophisticated Rosemount
inlet to obtain directly the static air temperature (Stickney et al., 1994), and can addi-
tionally be heated (Hankers, 1989).
For measuring humidity, three different measurement principles are used: A capacitive
Vaisala Humicap HMP233, Finland, a dew point mirror TP 3-S of Meteolabor, and a
Lyman-Alpha optical sensor L-6 / HMS-2 of Buck Research, US. The humidity sensors
have a joint heatable inlet, and other parameters like temperature and pressure are re-
corded for the humidity channel as well. The available humidity sensors on the IBUF
have been compared to additional measurements with an airborne cavity ring-down spec-
trometer (CRDS) for stable isotope composition of water wapour, a customized Picarro
L2130-i (Sodemann et al., 2016). The best agreement was found for a combination of the
Lyman-Alpha and humicap sensors. The combination of Lyman-Alpha and dew point mir-
ror showed a bias under very dry conditions (Sodemann et al., 2016).
With the heatable multi-hole probe of Rosemount, connected with very short tubes to
the pressure transducers of Setra, US, the static and dynamic pressure, as well as the
airflow angles are retrieved in the aircraft-fixed coordinate system, which are related to
the rotation angles, the angle of attack α and the angle of sideslip β (Boiffier, 1998). The
high resolution data of the position and attitude reference system are provided by the in-
ertial measurement unit (IMU) Honeywell Lasernav, US, and the newer iNAV-RQH-1003
of iMAR, Germany, which are integrated into the cabin, and GPS (NovAtel OEM-V, now
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Figure 2.1: The research aircraft Do128-6 D-IBUF (left) and the nose boom with meteor-
ological sensors (right): multi-hole probe, pressure transducers, temperature
sensors, and humidity channel.
additionally a NovAtel GPS OEM-6, Canada).
A radio altimeter operating at altitudes up to 2500 ft is located in the middle of the cabin
floor. A Heimann infrared KT15 sensor, Germany, to determine the surface temperature
is integrated in the bottom of the cabin.
Additional instrumentation can be integrated depending on the application. For instance,
more sensors for wind measurements can be installed at the wing tips and at the vertical
tail. Air chemistry sensors and a drop sonde system have been used (Corsmeier et al.,
2002), as well as a sensor for real-time processing of water vapour isotopic composition
(Sodemann et al., 2016). For the humidity intercomparison flight discussed in Section 5.4,
three additional LICOR humidity sensors presented in Section 4.1 were integrated into
the aircraft. A laser scanner and cameras in the visible and infrared wavelength range
have been deployed for various projects. Also for the flights around wind parks (Sect.
5.3), additional optical sensors were installed, namely two downward looking cameras, for
the visible range the MV1D1312-G2 of Photonfocus, Switzerland, and for the infrared
range the A35SC of FLIR, Germany, and a scanning laser VZ-1000 of Riegl, Germany, for
deriving sea surface parameters.
2.1.2 Operation Do128
With the low cruising airspeed of 60 to 70m s−1, the Do128 is particularly suitable for
high resolution meteorological research within the ABL, although it is possible as well to
fly up to an altitude of 7000m with additional oxygen for the crew. The non-pressurized
cabin allows a straightforward modification for additional sensors, which have to undergo
the process of airworthiness certification, including e.g. the proof of mechanical stability
and electromagnetic compatibility. The Pratt and Whitney, US, turbines are rather quiet,
making the airplane attractive for e.g. flights at low altitudes to test the landing proced-
ures of airports. In Lower Saxony, the Institute of Flight Guidance had the permanent
permit to fly as low as 150m above uninhabited terrain even before 2017, when this was
generally defined as the minimum flight altitude. For particular missions, a permit to fly
at very low altitudes can be requested. Altitudes as low as 60m have been granted above
the North Sea to investigate the far field effects of wind parks and the impact on local
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climate (Emeis et al., 2016, Platis et al., 2018), and measurements several meters above
the frozen Baltic Sea have been performed (Brümmer et al., 2002).
Flights under instrument flight rules (IFR) are possible with the meteorological measure-
ment equipment. Meteorological research flights into icing conditions and into convective
storm clusters have been done by Groenemeijer et al. (2009).
In this treatise, flights with the Do128 are presented which were conducted in the far
field downstream of offshore wind parks (Sect. 5.3), and for an intercomparison flight of
different fast response humidity sensors (Sect. 5.4).
2.2 Helipod - P2
2.2.1 History and instrumentation Helipod
The helicopter borne meteorological sonde “Helipod” was developed by Aerodata, Ger-
many, on behalf of TU Braunschweig and the Leibniz University Hanover in 1992, funded
by the Federal Ministry of Education and Research, Germany. It was operated by the In-
stitute of Aerospace Systems, TU Braunschweig, from 1994 to 2012 (e.g., Bange and Roth,
1999, Bange et al., 2002, Martin and Bange, 2014), and by the Institute of Flight Guid-
ance since 2013 (Lampert et al., 2018a). Helipod was designed to probe the atmospheric
dynamics with high accuracy and minimal disturbance. It does not have wings nor an
own propulsion, and has a small, aerodynamically formed fuselage with a length of about
5m and a width of 0.6m. The overall weight is 320 kg. Helipod samples the atmosphere
autonomously, without the need of external power supply. Recording commands can be
given from the onboard operator via telemetry.
Helipod is equipped with sensors for atmospheric dynamics, similar to the IBUF instru-
mentation (see Sect. 2.1): The same multi-hole probe and corresponding pressure trans-
ducers of Setra, US, are implemented for determining the air flow angle. A GPS system
with eight receivers for a full 3D attitude alignment (GNATTI System of Geo++ GmbH,
Germany) and IMU (LITEF LCR 88, Germany) are used for the wind vector calculation
according to Sect. 3.2. The temperature is measured complementary with high accuracy
by a Rosemount Pt100 element and with fast response time by a Dantec fine wire sensor.
Humidity measurements are performed with a Lyman Alpha sensor of Buck Research, US,
a capacitive Vaisala HMP110, Finland, a dew point mirror 1011B of General Eastern, US,
and a LICOR LI-7500, US, which measures carbon dioxide as well (see further description
in Sect. 4.1). A Heimann KT19 infrared sensor records the surface temperature. Alti-
tude information up to at least 1500m and with 0.5m resolution is provided by a radar
altimeter. Further, a LICOR LI-7700 methane sensor of the cooperation partner Prof.
Dr. Torsten Sachs, leader of the Helmholtz Yound Investigator Group TEAM (Trace Gas
Exchange in the Earth-Atmosphere System on Multiple Scales) at the German Research
Centre for Geosciences (GFZ) was included for the measurements in 2014.
The data is recorded with different data acquisition rates. The air flow angles, fast tem-
perature, humidity (Lyman-Alpha) and attitude information is available at 500Hz, which
enables to determine a true resolution of 100Hz after applying anti-aliasing filters. The
LICOR systems provide data at a maximum frequency of 20Hz. GPS data are available
at 10Hz resolution. In the post processing, the data of different sensors are combined by
complementary filtering (see Sect. 3.1).
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Figure 2.2: The meteorological probe Helipod.
2.2.2 Operation Helipod
The Helipod can be towed by almost any helicopter. Operation is possible under visual
flight rules (VFR) only. With an air speed of 40m s−1, a rope of 15m length allows to
operate the Helipod without influences of the rotor downwash for a standard helicopter
with two turbines (e.g. AS350). For larger helicopters, like the Russian Mi8, a rope length
of 30m is suitable for operation at the same air speed. After take-off of the helicopter, the
Helipod is attached via the rope. No power supply from the helicopter is necessary. Two
onboard car batteries in series provide power for around 4 h of measurement. Data are
uploaded to the operator onboard the helicopter via telemetry, and stored on the board
computer. When pickung up speed, Helipod turns into the direction of flight.
Before touching the Helipod during the landing, the system has to be grounded. The
Helipod is treated as an external load. In contrast to the payload integrated into the
Do128, no airworthiness certification is necessary.
The pendulum frequency of the Helipod under the helicopter depends on the length of
the rope. For the 15m rope used for smaller helicopters, a main oscillation period of
around 8 s plus harmonics, and a bank oscillation period of around 1 s have been reported
(Bange and Roth, 1999). This does not affect the wind vector calculation (Sect. 3.2). An
intercomparison flight of the Helipod and the Do128 showed a good agreement for flux
calculations (Sect. 3.4) at the same altitude, and therefore confirms the high quality and
reliability of both systems (Bange et al., 2006).
In this treatise, Helipod data obtained during a mission in the Lena River Delta, Siberia,
are presented in Sect. 5.4.
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Figure 2.3: The M2AV flying close to the meteorological tower at Lindenberg in 2011.
2.3 Meteorological Mini Aerial Vehicle - P3
2.3.1 History and development M2AV
The Meteorological Mini Aerial Vehicle (M2AV) was developed at TU Braunschweig, In-
stitute of Aerospace Systems, under the guidance of Dr. Jens Bange, now professor at Uni-
versity of Tübingen, and Prof. Dr.-Ing. Peter Vörsmann. It was constructed and built by
the company Mavionics GmbH, Germany. It was one of the first meteorologically equipped
automatic UAS worldwide, and it was the first UAS capable of determining the 3D wind
vector (Spiess et al., 2007, van den Kroonenberg et al., 2008) and therefore allowing to
calculate turbulent fluxes (Martin et al., 2014). The widespread use of UAS, and particular
of the M2AV, became possible with the development of small-size and light-weight GPS
and IMU sensors, which do fit the challenging space and weight constraints.
The concept of the M2AV is the base for other meteorological UAS developments: At TU
Braunschweig, ALADINA is now a larger UAS with more payload capacities (Sect. 2.4),
at Tübingen University, the Multi-Purpose Airborne Sensor Carrier (MASC) with similar
dimensions to the M2AV is used for various meteorological applications (Wildmann et al.,
2014a, Platis et al., 2015).
2.3.2 System M2AV
The M2AV is an unmanned aerial vehicle based on the aircraft type “Carolo T200” with
a wing span of 2m and a weight of 6 kg (Fig. 2.3). It is composed of epoxy-glass resin and
does not have a landing gear, resulting in a low total weight. To leave the nose free for
undisturbed measurements, the aircraft is powered by a twin-engine system, therefore the
“T” in the denomination. It is operated with electrical batteries. Compared to combustion
motors, this provides the advantages of less vibrations and a constant center of gravity
during the flight. The typical cruising speed is 22m s−1, the endurance about 50min.
In the front compartment, there is space for the payload of around 1 kg, incluing batteries
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and the autopilot system. The batteries are located at the rear side of the fuselage. They
are removed for charging after each flight, and exchanged quickly if a next flight is planned
immediately.
2.3.3 Operation M2AV
The M2AV is started and landed remotely piloted. For launching, a bungee rope is applied
on grass (van den Kroonenberg et al., 2008). For applications in cold conditions, like on
Antarctic snow and sea ice surfaces, starting with a winch is possible as well (Jonassen
et al., 2015), and is preferred due to the loss of elasticity of the bungee rope. The M2AV
lands directly on its fuselage. A smooth surface like flat grass or snow is required with
dimensions of approximately 25 x 60m, depending on the wind conditions and the pilot’s
capabilities.
The system can be fully controlled during the mission by an autopilot system. The auto-
pilot in use for the measurement campaigns presented here is the MINC (Miniature In-
tegrated Navigation and Control System) with a total weight of 50 g, developed by the
company Mavionics. It combines IMU measurements in three directions, the GPS signal
and static and dynamic pressure measurements to determine attitude, position, altitude
and air speed (Martin et al., 2011). The MINC autopilot follows pre-defined waypoints
approximated by user-defined cubic splines, which can be updated by a telemetry link
from the mission control ground station during the flight. The accuracy necessary for the
3D wind is achieved by the autopilot flying precise straight and level legs. The standard
deviation of altitude is in the range of typically 1m for flight legs of 3 km length (Martin
et al., 2014). The lateral deviation of the aircraft from the planned trajectory is normally
in the range of ±2m, but may be as large as ±10m for harsh gusty conditions (van den
Kroonenberg et al., 2008). The reliability of the autopilot enabled the successful deploy-
ment of the UAS outside the line of sight above Antarctic sea ice at altitudes as low as
15m.
For operation in Germany, limitations are imposed by the civil aviation agency (CAA).
Getting a flight permission for systems with weight between 5 and 25 kg involved the
aviation authorities of the federal states of Germany until April 2017. Above 25 kg, an
airworthiness certification is necessary, and getting a flight permission is much more com-
plicated (only in restricted airspace, operated by a certified pilot). For UAS below 25 kg
deployed for research purposes, flights were only allowed under visual control of a safety
pilot until April 2017, which means within a radius of around 1 km depending on visibility
conditions, and excluding flights into clouds. For flight legs of 3 km length, an operation
with two safety pilots handing over the responsibility of surveilling the system has been
practised (Martin et al., 2014). Flight permissions up to an altitude of 1500m have been
granted for individual meteorological research projects. Until April 2017, a flight permis-
sion had to be requested with the written agreement of the owner or leaseholder of the
property where the flights were planned, the local police or other regulatory authority,
and the nature protection agency. Furthermore, documents about insurance, the UAS
technical data and pilot training were required. A declaration of the safety pilots was
needed to ensure that no personal data would be collected. Upon approval, a NOTAM
(Notice to Airmen) was issued to warn pilots about the UAS activities. The beginning
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and end of the flight activities for each day have to be communicated to air traffic control,
and a responsible person has to be available at the phone for the duration of the missions.
UAS flights above inhabited areas are normally not allowed for scientific research. The new
regulations are presented in Sect. 6.1.5, but were not applicable to the flights presented
here.
The M2AV has been deployed for high resolution atmospheric profiling (Martin et al.,
2011, Jonassen et al., 2015) and for deriving turbulent parameters (van den Kroonenberg
et al., 2012, Martin et al., 2014, Martin and Bange, 2014) worldwide at various locations.
In this treatise, M2AV data are analysed for a case study of the nocturnal low-level jet
in Southern France and its impact on turbulence properties, which is presented in Sect.5.2.
2.4 ALADINA - P4
2.4.1 Development and cooperation ALADINA
The author’s idea to develop a somewhat larger UAS than the M2AV, meteorologically
equipped and expanded with more payload capabilities, was born as in aerosol research,
it is very helpful to study not only aerosol properties on ground, but local profiles and
vertical distributions of particles within the atmospheric boundary layer. The project
ALADINA (Application of Light-Weight Aircraft for Detecting In situ Aerosol) was funded
by several research grants of the German Research Foundation (grants no. LA 2907/5-1,
5-2 and 5-3), with the project partners Prof. Dr. Alfred Wiedensohler, Dr. Birgit Wehner
and Dr. Markus Hermann of the Leibniz Institute of Tropospheric Research (TROPOS)
providing the expertise of miniaturisation and calibration of aerosol sensors, as well as
many years of experience with the analysis of aerosol measurements, and the group of
Prof. Dr. Jens Bange, University of Tübingen, contributing with years of experience of
operating meteorological sensors on UAS gained with the M2AV (see Sect.2.3) and the
newer systems MASC.
2.4.2 System ALADINA
ALADINA (Fig.2.4) is based on the “Carolo P360” aircraft, which was developed and built
by Andreas Scholtz at the Institute of Aerospace Systems, TU Braunschweig (Scholtz et
al., 2011). It is made of epoxid resin and has a wingspan of 3.6m. The pusher aircraft
(therefore the P in the denomination) with the propeller at the rear of the fuselage is
operated with electric accumulators. Two large lithium polymer (LiPo) batteries in series,
with a capacity of 21Ah each, provide power for a flight time of around 40min. For aerosol
observations, it is even more critical to avoid own pollution by a combustion motor than
for the purely dynamic meteorological measurements of the M2AV. The maximum take-off
weight can be up to 25 kg with a payload up to 4.5 kg. In contrast to the M2AV, ALADINA
has a landing gear. The cruising speed is 28m s−1.
The P360 was specifically designed to carry relatively large and heavy payload compared
to other UAS. The front compartment with dimensions of 0.35 x 0.31 x 0.19m allows the
integration of “bulky” sensors (Fig.2.5). The form of the P360 can be adapted easily, e.g.
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Figure 2.4: ALADINA measurement flight in Melpitz near Leipzig, Germany.
Figure 2.5: The front compartment of the P360 is designed for the integration of payload,
and can be removed easily (Scholtz et al., 2011).
the fuselage can contain a bottom opening for cameras, and the nose can be modelled
according to the needs of the sensor integration (Scholtz et al., 2011).
2.4.3 Operation ALADINA
The operation of ALADINA involved the same procedure for obtaining a flight permission
as described for the M2AV (see Sect. 2.3.3) until April 2017. ALADINA can take off
and land not only on soft grass and snow surface, but on gravel and asphalt as well. An
airfield with dimensions of about 25 x 60m is necessary, depending on the wind conditions,
surface properties and pilot’s skill. The stalling speed is around 17m s−1. Near this speed,
especially banked turns are critical for stall due to the large fuselage.
ALADINA was originally equipped with the Research Onboard Computer System (ROCS)
autopilot of the Institute of Flight Mechanics and Control of Stuttgart University (Haala
et al., 2011), which was used successfully for the MASC aircraft as well (Wildmann et
al., 2014a). Similar to the MINC autopilot, waypoints can be updated during the flight
within the telemetry range of around 1.5 km. The flight mission can be monitored and
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modified on a laptop computer. Starting in 2017, the open source autopilot Pixhawk 2 is
now deployed.
Data are transmitted to the ground station at a rate of 1Hz to allow continuous monitoring
of the sensors, and to adapt the flight strategy to the current meteorological conditions.
This is a major improvement compared to the M2AV, where data are only available after
the flight.
The ALADINA meteorological payload was re-designed based on experiences during flight
campaigns. The setup of the new sensor system (Bärfuss et al., 2018) is described in Sect.
4.2.
In this treatise, ALADINA observations during several measurement campaigns at the
aerosol monitoring station Melpitz near Leipzig, Germany, are presented in Sect. 5.5.
2.5 Quadrocopter ALICE - P5
2.5.1 Development and instrumentation ALICE
For operation in sea ice conditions, it turned out to be difficult to operate a fixed-wing
UAS with the necessity to prepare a sufficiently large smooth landing strip on ice. For
some applications, easy handling during take-off and landing is more important than hav-
ing a turbulence probe on board. This led to the idea of developing a quadrocopter system
with payload capacity for meteorological sensors and additionally taking air samples. The
samples can later be analysed in the laboratory. In the project ALICE (Airborne tool for
methane isotopic composition and polar meteorological experiments), such a quadrocopter
was realized and equipped with payload at the Institute of Flight Guidance. The quad-
rocopter itself has a maximum diameter of 1160mm without propeller blades, 1820mm
including the propeller blades, a height of 780mm and a maximum weight of 24.9 kg.
Technical details were adapted to meet the needs of polar missions. E.g. the thermal in-
sulated batteries can be easily removed from the system, as they need to be heated and
transferred to the mission site in heated containers. The performance of ALICE up to
an altitude of 1000m has been demonstrated. The system has been operated successfully
up to a wind speed of 18m s−1. For improving safety of persons and equipment on the
ground, the emergency parachute system ST160 of Opale Parachute, France, with a weight
of 1020 g has been implemented.
Different meteorological sensors are integrated into the system: For recording temperature,
a HMP110 of Vaisala, Finland, is used, a digital temperature sensor TSYS01 of Innov-
ative Sensor Technology (IST), Switzerland, two Pt100 elements, and two self-fabricated
finewire sensors. For measuring humidity, the HMP110 of Vaisala is used, and the Rapid
P14 of IST. Further, twelve glass bottles are included. They are evacuated before the flight.
An electromagnetic valve can be opened and closed again via remote control to take air
samples at different altitudes. The air samples are analysed to derive the methane isotopic
composition and thus provide information on the origin of atmospheric methane. ALICE
and the payload are shown in Fig. 2.6.
2.5.2 Operation ALICE
The quadrocopter ALICE was operated during the Polarstern cruise PS109 (ARK-XXXI/4)
from Tromsø to Bremerhaven from 12 September to 13 October 2017 (Kanzow, 2018). The
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Figure 2.6: The quadrocopter ALICE with its payload for air sampling and meteorolo-
gical measurements.
destination was the sea ice east of Greenland. ALICE was deployed in cooperation with
the work group of Dr. Ellen Damm of the Alfred Wegener Institute of Polar and Marine
Research, performing biogeochemical analyses of sea ice and ocean. Valuable experience
was obtained during the cruise (Kanzow, 2018), including logistical challenges of obtaining
a flight permission for takeoff and landing on the Polarstern helideck, and the coordination
with air traffic control in Danish controlled air space. Procedures for UAS operation on
the ship were established, and the helideck was recognised as a resource to be distributed
among UAS operating crews and the helicopter crew. The autopilot and telemetry were
tested in the magnetically and electromagnetically disturbed surrounding of the vessel,
the unfavourable polar Earth’s magnet field characteristics and the highly unfavourable
positioning satellite constellation in polar regions. The Pixhawk2 autopilot was able to op-
erate reliably despite the error in the Earth magnetic field induced by the vessel. During
manual takeoff, a re-alignment of the magnetic system was done. The mass efficient passive
thermal insulation of the batteries and the measurement system were rated as very appro-
priate. The data availability was 100%. Prior to the campaign, tests were performed in the
climate chamber of IFF down to -40◦C. Further, during the tests under cold conditions,
the vibrations with amplitude and frequency determined for ALICE inflight conditions
were applied with a shaker. Nevertheless, in the harsh Arctic conditions, a major problem
was the leak tightness of the plastic valves in the glass bottles for air sampling.
As the first observational data obtained with ALICE are still being processed, only pre-
liminary results are shown in Sect. 6.1 to demonstrate the potential of this measurement
system.
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To derive the meteorological parameters with best possible accuracy for the boundary
layer studies, different mathematical methods are used. They are explained briefly in this
chapter.
3.1 Complementary filtering technique
Generally, time series of any measurement signals can be decomposed into oscillations at
various frequencies. Additionally to the signals of interest, there may be contributions of
mechanical oscillations of the whole system, as well as white noise. Certain frequencies
can be eliminated from the signal by applying filtering techniques. The high pass filter
removes oscillations with a frequency lower than the predetermined cutoff frequency, and
the low pass filter attenuates oscillations with a frequency higher than the cutoff frequency.
For the studies presented here, sensors with different temporal behaviour are combined by
complementary filtering: The relatively slow, but accurate and long-term stable sensors
were low pass filtered, and the relatively fast sensors with less reliable absolute values
were high pass filtered with the same cutoff frequency. E.g. for complementary filtering
of humidity sensors, a cutoff frequency of 1Hz is suitable to combine the signal of the
fast sensors (Lyman Alpha and LICOR) and of the slow capacitive humidity sensor or
dew point mirror (see Sect. 5.4). This can be done with a Butterworth filter of 1st order.
In MATLAB, the function “filtfilt” serves to provide filtered signals without phase shift
(Oppenheim et al., 1999).
The method of complementary filtering is illustrated in Fig. 3.1. In this case, the air
temperature is measured onboard ALADINA by two sensors, the fast fine wire and the
slow TSYS01 sensor (see Sect. 4.2). The signal of the slow sensor is first corrected by
applying the inverse transfer function, assuming a transfer function of first order (called
reconstruction function in Fig. 3.1). This is done to remove phase lag induced by the
heat capacity of the sensor. Then, high- and low-pass filtered data are combined. The
cutoff frequency should be lower than the cutoff frequency of the assumed first order
system for the reconstruction filter to avoid amplification of noise. The sensor response
times can be estimated by comparing ascents and descents, which should provide the
same temperature profiles, but differ due to the sensor transfer functions (see example in
Fig. 3.2). The method of Tagawa et al. (2003) estimating thermal time constants in the
frequency domain was successfully applied to ALADINA temperature data (Bärfuss et
al., 2018). However, the method requires an overlap of the signals in a broad and reliable
frequency range. For humidity data based on capacitive sensors, the method does not
provide plausible time constants, as each sensor has different time constants for increasing
and decreasing humidity.
An example of retrieving the complementary filtered temperature is given in Fig. 3.2. The
vertical profiles of temperature for a consecutive ascent and descent are shown for different
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Figure 3.1: Flow chart demonstrating the principle of the complementary filtering and
reconstruction technique. In this example, temperature is measured with the
slow, but accurate sensor TSYS01, and the fast fine wire. Figure from Bärfuss
et al. (2018)
sensors, the slow TSYS01 and HMP110 sensors and the fast fine wire sensor. In the profiles
of the slow sensors, a hysteresis effect caused by the response time is visible. The combined
signal after complementary filtering was calculated from TSYS01 and fine wire sensor. The
static air temperature can be derived from measuring the stagnation point temperature
by correcting the time lag effect and the total temperature effect as described in Stickney
et al. (1994) using individual coefficients for the UAS. The static air temperature Tstatic
is calculated from the measured total temperature Ttotal with the following formula:
Ttotal
Tstatic
= 1 + γ − 12 Ma
2 (3.1)
Here, γ = 1.4 is the ratio of the heat capacity at constant pressure and the heat capacity at
constant volume, and Ma is the Mach number. Further parameters like the dry potential
temperature can then be calculated according to Stull (1988).
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Figure 3.2: Temperature profiles of consecutive ascent and descent: the slow TSYS01, the
fast fine wire, the slow HMP110, and the complementary signal of TSYS01
and fine wire. Figure from Bärfuss et al. (2018)
3.2 Wind vector derivation
For wind vector measurements, the validity of Taylor’s hypothesis of frozen turbulence is
applied, which assumes that the eddies are sampled faster than they decay (Taylor, 1938).
The wind vector þv = (u, v, w) in the meteorological coordinate system (East-North-Up
positive) can be determined as following: The 3D wind vector þvg in the geodetic coordinate
system is the reason for the vector difference between the ground speed þvgs (in the geodetic
coordinate system, oriented as North-East-Down positive, Luftfahrtnorm, 1970) and the
air flow vector þva (observed in the aerodynamic coordinate system).
þvg = þvgs + þva (3.2)
The air flow vector has to be transformed into the geodetic coordinate system, and can
be written as the vector sum of the true airspeed þvtas and the cross product of the vector
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of angular momentum rates þΩ and the lever arm vector þs describing the vector between
the location of the multi-hole probe measurements and the origin of the aerodynamic
coordinate system:
þvg = þvgs +MfaMgf (þvtas + þΩ× þs) (3.3)
According to Lenschow (1972), þΩg can be represented as:
þΩg =
−Θ˙ · sinΨ + Φ˙ · cosΘ · cosΨΘ˙ · cosΨ + Φ˙ · cosΘ · sinΨ
Ψ˙− Φ˙ · sinΘ
 (3.4)
with Θ˙, Φ˙ and Ψ˙ the temporal derivatives of the Eulerian Angles. The true airspeed þvtas
is calculated from the total pressure at the front hole measured against the static pres-
sure port. The matrix Mfa describes the transformation from the aerodynamic into the
aircraft-fixed coordinate system. For this, the angles of attack α and sideslip β are needed,
which are derived from the pressure difference measured between the upper and the lower
holes, and the left and right holes of the multi-hole sonde, respectively. The matrix Mgf
describes the rotation from the aircraft-fixed into the geodetic coordinate system. Here,
the Eulerian angles pitch Θ, bank (roll) Φ and yaw (heading, azimuth) Ψ are required.
Detailed calculations for the three wind components can be found in e.g. Vörsmann (1985).
Finally the wind vector has to be transformed from the geodetic (North-East-Down pos-
itive) to the meteorological coordinate system.
Altogether, the wind vector is determined by the subtraction of two vectors with large ab-
solute values compared to the wind vector itself. A high accuracy and careful calibration
of all measured data, including the angles needed for the transformation matrices between
the different coordinate systems, are required to achieve acceptable error bars for straight
flight legs in the range of below 0.5m s−1, as shown in Pätzold (2017).
The successful application of the method for unmanned aircraft has been demonstrated
by van den Kroonenberg et al. (2008). For calculation of the 3D wind vector for UAS, the
lever arm vector in Eq. 3.3 is quite small and can be neglected (van den Kroonenberg et
al., 2008). The plausibility of the wind vector can be checked by specific flight patterns
like boxes, where the wind vector should not depend on flight parameters (Bärfuss et
al., 2018). However, turns are usually excluded for calculating the wind vector. For high
angles of attack and sideslip (> 20 ◦), the multi-hole probes are not calibrated. Further,
the retrieval of correct flight attitude may contain larger errors during highly dynamic
maneuvers depending on INS algorithms (Hinüber et al., 2012).
3.3 Turbulence parameters
To derive turbulent fluctuations, a common way is to subtract the mean value from a time
series of measurements (so called Reynolds averaging). Also a linear detrending is often
applied to remove continuous changes of a parameter, e.g. the increase of temperature
during a day. However, the appropriate length of averaging intervals is not always obvious
(Martin and Bange, 2014), and the choice of the averaging interval strongly influences
the absolute values of turbulence parameters. On the one hand, the time interval has to
be long enough to include as well features on larger scales, but on the other hand, they
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should not be too long to avoid including advection and large scale processes, which are not
related to turbulent eddies (Lenschow et al., 1994). Another method for deriving turbulent
fluctuations is the high pass filtering of a signal. With this technique, the absolute values
of a fast sensor are eliminated, which have usually less accuracy and long-time stability,
and only the fast fluctuations with frequencies above the cutoff frequency remain in the
signal.
The turbulent kinetic energy TKE can be calculated with the traditional formula of Stull
(1988):
TKE = 12(σ
2
u + σ2v + σ2w) (3.5)
Here, σ2u, σ2v and σ2w indicate the wind variances in the three directions.
The turbulence anisotropy is defined as the ratio of the horizontal to the vertical wind
speed variances (Darbieu et al., 2015):
A = σ
2
u + σ2v
2σ2w
(3.6)
This can be simplified assuming isotropy in horizontal direction:
A = σ
2
u + σ2v
2σ2w
= σ
2
v
σ2w
(3.7)
The turbulence parameters TKE and anisotropy ratio can be derived from UAS data: The
turbulent kinetic energy TKE is calculated according to Eq. 3.5. A high pass Butterworth
filter of third order with a frequency of 0.01Hz was used to calculate the wind speed
variances for the case study presented in Sect. 5.2. Further, isotropy in the horizontal
direction was assumed, and the wind variance component parallel to the flight track σ2u
was replaced by σ2v . This method has been applied for different airborne data sets (e.g.,
Paluch and Baumgardner, 1989, Gultepe and Starr, 1995, Meischner et al., 2001), with
the background that the dynamic behaviour of the pressure sensors can be different in
dependence of the orientation to the flight track. Eq. 3.5 can then be written as
TKE = 12(σ
2
u + σ2v + σ2w) = σ2v +
1
2 σ
2
w (3.8)
The turbulence anisotropy is calculated according to Eq. 3.7. For the UAS data, the as-
sumption of horizontal isotropy is applied as well (σ2u = σ2v). Values around 1 indicate
isotropic distribution of turbulence. Values below 1 are expected for conditions of convect-
ive mixing with strong fluctuations in the vertical component induced by rising thermals.
Values exceeding 1 are attributed to an enhanced turbulence component in horizontal dir-
ection, which may be caused by wind shear or suppression of vertical movement due to
stable stratification. Other definitions of the anisotropy ratio can be easily compared (e.g.,
Mauritsen and Svensson, 2007, Canut et al., 2016).
The parameters TKE and anisotropy are used in the study of the impact of the LLJ on
turbulence (Sect. 5.2). TKE is further used as a parameter to quantify the strength and
extent of far field wakes (Sect. 5.3).
Turbulence is produced at a length scale of several 100m, depending on the ABL height
and thermal stratification (boundary layer depth). The other limit of the inertial subrange
https://doi.org/10.24355/dbbs.084-201906170934-0
32 3 Methods for signal processing
is dissipation at a length scale of typically few mm. According to Kolmogorov (1941),
the energy density of turbulence decays with a slope of -5/3 for isotropic turbulence.
Commonly, the quality of turbulence measurements is verified by analysing the power
spectra of the wind components. Assuming isotropic turbulence, the squared data of wind
fluctuations multiplied by the frequency f in Hz should follow the k−5/3 power law of
Kolmogorov (1941), with k = 2 · pi · f .
Power spectra are applied in Sect. 5.4 to revise the quality of turbulent humidity fluctu-
ations.
3.4 Latent heat fluxes
For quantifying moisture transport from the surface into the atmosphere, a commonly
acknowledged method is the eddy covariance technique. The turbulent fluxes of latent
heat are calculated under the assumption that vertical transport takes place via turbulent
eddies. For calculating the latent heat flux, accurate measurements of the fast fluctuations
of the vertical component of wind speed and humidity are therefore necessary.
For deriving turbulent fluxes of latent heat, the method of correlation is applied. The
latent heat flux E can be calculated according to the following formula:
E = L · ρ · w′m′ (3.9)
Here, L is the evaporation heat, ρ the air density, m′ denotes the fluctuations of the water
vapour mixing ratio and w′ the fluctuations of the vertical wind speed component. The
term w′m′ is the cross correlation of the two fluctuations. The latent heat flux is therefore
the amount of energy transferred into the atmosphere by turbulent vertical mixing of
humid air masses. The eddies transporting the latent heat contain different sizes from
the ABL depth down to dissipation, decaying along an energy cascade within the inertial
subrange.
The calculation of latent heat fluxes is applied in Sect. 5.4 for flights with the Do-128 and
Helipod.
3.5 Eddy dissipation rate
The eddy dissipation rate Ô is a measure for the decay of the kinetic energy Ekin(r)=12V 2(r)
of an eddy of size r with the speed V=2pi· r·τ−1r . Here, τr denotes the rotation period.
Assuming that the kinetic energy of an eddy is dissipated within the rotation period, the
eddy dissipation rate can be defined as following:
Ô = Ekin(r)
τr
(3.10)
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The eddy dissipation rate Ô can be calculated from airborne data via the structure function
Dv(r), which is a measure of autocorrelation in a flow of wind speed V depending on eddy
size. It is defined as in Tatarskii (1971):
Dv(r) =
1
N − n
N−n∑
i=1
[V (xi)− V (xi + r)]2 (3.11)
Here, x is the spatial coordinate, N is the number of data points, r is the spatial distance
corresponding to the eddy size, and n is the number of data points that belong to a dis-
tance r. The structure function can be applied assuming local isotropic and homogeneous
turbulence within the inertial subrange.
The structure function is related to the turbulent kinetic energy TKE for isotropic tur-
bulence, and can be calculated as well with the following formula, where σV is the wind
speed variance and ρV is the autocorrelation function:
Dv(r) = 2σ2V [1− ρV (r)] (3.12)
In the inertial subrange, the structure function is related to the eddy dissipation rate Ô
and the radius r according to Kolmogorov (1941)
Dv(r) = βÔ2/3r2/3 (3.13)
The Kolmogorov constant β equals 2.
The eddy dissipation rate is used in airborne engineering applications, e.g. research on
aircraft wake vortices. Unlike the parameter TKE, it represents a well-defined parameter
for atmospheric turbulence, which does not depend on the averaging method and sampling
length as explicitly as the TKE. However, in the field of meteorology, TKE is more com-
monly applied.
In this treatise, mainly TKE is used to quantify turbulence (Sect. 5.2 and Sect. 5.3). The
eddy dissipation rate is used in Sect. 5.5 to estimate how long it takes for particles in the
residual layer to be mixed down to the surface by only taking into account turbulent eddy
transport.
3.6 Synchronisation of high resolution data
The derivation of some meteorological parameters need the combination of different meas-
urements (see for example humidity and wind for latent heat fluxes calculation in Sect.
3.4 above) or with different response times (e.g. temperature or humidity, see Sect. 3.1).
Therefore it is essential to synchronize the basic measurements in order to provide nominal
accuracies. This can be done by maximizing the covariance of the fluctuations of the sig-
nals of the two sensors for various temporal offsets. The time shift resulting in the highest
correlation is then the delay time between the two sensors.
The method of correlation means that the time series of two parameters are combined
element by element. The cross correlation can be used to derive the time shift between
two time series. The cross correlation provides the agreement of the two signals depending
on the time shift. The method was applied in this treatise to derive the time shift between
two fast humidity sensors (see Sect. 5.4).
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The synchronisation between a humidity sensor and the wind speed vector is commonly
done by maximizing the covariance between the hygrometer data and the vertical wind
speed component, which is proportional to the latent heat flux introduced in the following
section. Favourable for the synchronisation is a large variability in the signals (changes of
altitude, and high fluctuations), facilitating to derive a high correlation.
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4 Specific sensors (S) and techniques for
boundary layer studies
Generally there is a large number of different and complementary meteorological sensors
that are used for airborne applications. Among these instruments, this section will focus
on new techniques for humidity and for meteorological and aerosol miniaturized payloads.
They were operated during the field research studies described in Chapt. 5. As men-
tioned at the beginning of the treatise, the objectives concern the physical processes and
properties of the atmospheric boundary layer investigated at the work group “Airborne
Meteorology and Measurement Techniques”.
4.1 LICOR water vapour sensor - S1
As presented in Sect. 1.3.2 above, the working principle of the LICOR sensor series for
water vapour and carbon dioxide is recalled. They are based on the absorption of near
infrared (NIR) radiation by water vapour (H2O) and carbon dioxide (CO2). The radiation
source is a small lamp with broadband emissions in the NIR spectral range. The radiation
is focussed on a filter wheel with narrow bandpass filters of different wavelengths, rotating
at a speed of 150Hz. The wavelength of 2590 nm is absorbed by water vapour but not by
CO2, the wavelength of 4260 nm by CO2, but not by water vapour, and the wavelength
of 3950 nm serves as a reference, where neither carbon dioxide nor water vapour have
absorption bands. The narrow band-pass filtered radiation then passes the measurement
cell of 12.5 cm length, where the ambient air either passes passively (open path sensor)
or is pumped through (closed path sensor), and partly absorbs radiation depending on
the number density of water molecules, as well as on CO2 number density. The detector
on the other side of the measurement cell is a thermopile, additionally cooled by Peltier
elements. The system is described more in detail in Licor (2014).
The LICOR sensors are available as open path sensors (LI-7500, and the newer LI-7500A),
and as closed path sensor (LI7200). On the Helipod, a LI-7500 is permanently installed.
During a humidity test flight with the Do-128 aircraft, three different LICOR systems
were available (open path LI-7500 with serial number 75H-0775, open path LI-7500A with
serial number 75H-2287, and closed-path LI-7200 with serial number 72H-0584, the lat-
ter contributed from the Alfred Wegener Institute for Polar and Marine Research). The
two open path sensors were covered by a metal grid to enforce turbulent mixing and to
avoid gradients of concentration in the measurement cell. The three LICOR sensors were
installed additionally to the standard meteorological instrumentation on the nose boom
(LI-7500A, in the following called Li1), in the cabin directly under the roof (LI-7200, called
Li2), with a backward facing inlet and a flow controller sampling the air near the LI-7500
(called Li3) on the roof (see Fig. 4.1). All sensors were oriented along the aircraft. The
sensors were not purged with nitrogen or dried air.
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Figure 4.1: The three LICOR sensors integrated into the Do-128 during the humidity
sensor intercomparison flight on 23 October 2015: (a) LI7200 in the cabin
with an inlet near the LICOR sensor on the roof, (b) LI7500A on the nose
boom, (c) LI7500 on the roof , and (d) the Do-128 equipped with additional
sensors during the flight (last photo courtesy of Uwe Bethke).
In the following, the time shift between the different sensors is determined.
The stainless steel inlet to the Li2 sensor had a length l1 of 350mm, an inner diameter of
9.6mm, resulting in an area of A1=7.24·10−5m2. A volume flow controller provided a flow
of Q=15 lmin−1=2.5·10−4m3 s−1. For the tube, the airspeed is therefore v1= QA1=3.45m s−1.
This results in a time delay ∆t1= l1v1 = 0.1 s. Similar calculations are applied for the nylon
tube of length l2=400mm and inner diameter of 8mm, guiding the air from the inlet to
the sensor, which results in an additional time delay of 0.03 s. Additionally, the time for
exchanging the air of the measurement cell with an inner diameter of 25mm and a half
length of 125mm amounts to 0.12 s. Altogether, there is a delay time of 0.25 s caused by
the sampling system for the Li2.
Before calculating the latent heat fluxes with the eddy covariance method, a temporal shift
of the LICOR signals was performed to obtain the highest correlation with the temporal
behaviour of the Lyman-Alpha signal. The Lyman-Alpha was treated as reference. In the
LICOR sensor handbook, a time delay is explained by the internal data processing. The
sensor performs measurements internally with a frequency of 150Hz. The data is processed
and provided at a maximum frequency of 20Hz. This results in a time delay of 0.185 s for
the LI7500, and 0.13 s for the LI7500A and LI7200. The time shift between the Lyman-
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Alpha and the Li1 sensor in the nose boom was 0.15 s. As stated in the LI7500A manual,
an internal delay of 0.13 s is caused by data processing. The remaining small difference of
0.02 s may be explained by the sampling geometry, as the Li1 is covered by a metal grid
as explained above. The time shift between the Lyman-Alpha and the Li3 sensor at the
cabin roof was 0.3 s. Therefore, the delay time between the two open path sensors Li1 and
Li3 amounted to 0.15 s. This can be well explained by the different internal delay times
of 0.13 s for the Li1 and 0.185 s for the Li3, amounting to 0.05 s, plus additionally the
distance δ s of 7m between the two sensors (Li1 installed at the nose boom, Li3 at the
cabin roof) and the true airspeed vtas of 70m s−1:
∆t = ∆s
vtas
= 7m70ms−1 = 0.1 s (4.1)
The time shift between the Lyman-Alpha and the Li2 in the cabin was 0.45 s. Subtracting
the values for the time shift caused by the distance (0.1 s) and the internal delay (0.13 s),
this results in a time difference of 0.22 s. This delay can be explained by the tube length
and flow speed for guiding the air to the measurement cell in the cabin, as calculated
above.
For further calculations, the best fitting time shift correction was applied to all three
LICOR sensors. The correlation between the LICOR signals and the Lyman-Alpha was
better than 0.95 for the Li2 and Lyman-Alpha, and exceeding 0.8 for the Li1 and Lyman-
Alpha for the part of the flight considered here. The best correlation between Li3 and
Lyman-Alpha amounted to 0.6, thus was considerably lower (Fig. 5.27).
The calculations of the best fitting time delay were verified by maximizing the coherence
spectra of the LICOR sensors and the Lyman-Alpha as a reference, and at the same time
minimizing the phase between the two signals. This resulted in the same delay times as
determined by the method of maximizing the correlation.
4.2 Miniaturized payload for UAS - S2
4.2.1 Meteorological payload
The M2AV is equipped with a miniaturized turbulence measurement payload comprising a
multi-hole probe for deriving the angle of attack and sideslip in the aerodynamic coordin-
ate system, which was developed and manufactured at the Institute of Fluid Dynamics,
TU Braunschweig. For the transformation of the wind vector into the meteorological co-
ordinate system, a three-axis micro electromechanical system (MEMS) IMU developed at
the Institute of Aerospace Systems of TU Braunschweig with a weight of 15 g is deployed,
together with a single-antenna single-frequency GPS receiver of the company µ-blox, type
SAM LS (van den Kroonenberg et al., 2008).
Further, the payload includes both a slow but accurate Pt1000 (Vaisala HMP50) and a
thermocouple as fast temperature sensor, as well as a capacitive humidity sensor Vaisala
humicap HMP50 (Martin et al., 2011).
The parameters measured by the M2AV (profiles of temperature, humidity, wind speed and
wind direction, including TKE and turbulent fluxes of sensible heat) have been validated
extensively against other airborne measurements (Spiess et al., 2007), as well as in-situ
measurements from a meteorological tower and remote sensing observations (Martin et
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Figure 4.2: ALADINA payload in the front compartment. The different sensors are (1)
multi-hole probe for deriving the static and dynamic pressure, and angle
of attack and sideslip (2) temperature and humidity sensor HMP110 (3)
common air inlet for all aerosol instruments (4) housing containing sensors
of temperature (TSYS01, finewire) and humidity (RapidP14) (5) data ac-
quisition system (6) particle counters (7) aethalometer (8) upward looking
pyranometer. Figure from Bärfuss et al. (2018).
al., 2011, Cuxart et al., 2012). The accuracy of the wind speed is around 0.8m s−1, and
around 15◦ for wind direction (Martin et al., 2011).
The meteorological payload and data acquisition of ALADINA was originally provided
by the University of Tübingen (Altstädter et al., 2015). This was replaced in 2016 by
an own setup of the Institute of Flight Guidance, see Fig. 4.2 (Bärfuss et al., 2018): For
positioning and attitude, a miniature MEMS based IMU and GPS system, the iµVRU of
iMAR, Germany, was implemented. There are three different temperature sensors: The
HMP110 (Vaisala, Finland) consisting of a Pt1000 element, the digital factory-calibrated
sensor TSYS01 of IST, Switzerland, and a fast finewire sensor developed at the Insti-
tute of Flight Guidance. Compared to the formerly used finewire sensors, more robustness
was achieved by adding a suitable housing. It was possible to perform more than 30 h of
flight time during the first campaign in Benin, West Africa, without the need to replace the
finewire sensor (Bärfuss et al., 2018). Further, the temperature sensors have been equipped
with specific housings to shield them against solar radiation, and provide total pressure
conditions and sufficient throughflow, adopted from the housings of temperature sensors
for manned aircraft. The method of complementary filtering for the sensors of different
time constants is applied (see Sect. 3.1).
For measuring humidity, two different capacitive sensors are used, the standard humidity
sensor HMP110 of Vaisala, Finland (Ingleby et al., 2013), and the Rapid P14 of Innovative
Sensor Technology, Switzerland, which has been characterized in detail by Wildmann et
al. (2014b). Further, a multi-hole probe is installed to derive the angle of attack, sideslip,
dynamic pressure and static pressure for the wind speed calculation described in Sect. 3.2.
In contrast to the measurements of pressure difference between each hole and the central
hole for the angle of attack and sideslip, as applied by van den Kroonenberg et al. (2008)
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Figure 4.3: Counting efficiency of the two CPCs [%] in dependence of the particle dia-
meter Dp [nm]. Figure from Altstädter et al. (2015)
and Wildmann et al. (2014c), pressure differences from opposite holes are measured dir-
ectly, as in Corsmeier et al. (2001) and Reinemann et al. (2013). Pressure tubes with a
length shorter than 200mm are used to shift resonance effects to higher frequencies above
100Hz.
Additionally, two silicon pyranometers EKO ML-01, EKO Instruments, Co., Japan, were
implemented, one facing upwards, one facing downwards. They record broadband solar
radiation in the wavelength range of 400 to 1100 nm with a response time smaller than
1ms.
4.2.2 Aerosol payload
The main reason for the development of ALADINA was the need to study new particle
formation (NPF) with high resolution on a local scale. Therefore, the payload consists of
two condensation particle counters (CPC) and an optical particle counter (OPC). With
a CPC it is possible to count aerosol particles from a very small diameter (in the range
of several nm) up to some µm. The very small particles (in the literature called ultrafine
particles or nucleation mode particles, see Kannosto et al., 2008) are an indicator that
the particles formed within the atmosphere out of the gase phase (secondary aerosol), and
were not emitted directly from the surface (primary aerosol).
The working principle of a CPC is the following: Aerosol particles enter the sensor and pass
a chamber that is filled with saturated butanol, or in this case isopropanol vapour. This
saturator is kept at a certain temperature. Then the aerosol and isopropanol vapour pass
a second chamber, the condensor. There the temperature is significantly lower, and the
vapour condensates on the aerosol particles, acting as condensation nuclei. The particles
grow to a size of several µm (Marti et al., 1996), and can then be detected and counted
by a light barrier.
In the case of ALADINA, the CPC that was selected due to its already low weight of
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Figure 4.4: Relative counting efficiency of the CPC depending on time after the applic-
ation of a sharp increase of particles. The response time for an increase of
10-90% of the signal is 1.3 s. Figure from Altstädter et al. (2015)
around 900 g is the handheld model TSI3007 (TSI, USA). It was further miniaturized
by the project partners at TROPOS in Leipzig, by removing the housing and display,
strapping down the system to the vital parts (a pump for well-defined air flow, optical
unit with saturator, condensor and detector), which were not modified. The temperature
difference was adjusted in a way that for the first CPC, called CPC1, a lower detection
threshold of 11 nm was obtained (N11), and for the second CPC, called CPC2, a diameter
of 18 nm (N18). The calibration curves with the detection efficieny depending on particle
size are provided in Fig. 4.3. A counting efficiency of 50% was defined as the detection
threshold. The difference between the CPC readings reveals the particle concentration in
the size range between 11 and 18 nm (∆N). The CPCs and their counting efficiencies were
calibrated in the laboratory of TROPOS with silver particles of specified diameter. For
later applications, the lower detection threshold diameters were set to 5 and 10 nm (Platis
et al., 2015). The response time was reduced from 9 s given by the manufacturer in the
data sheet to 1.3 s (Fig. 4.4) by increasing the volume flow rate from 0.10 to 0.16 lmin−1
(Altstädter et al., 2015).
The optical particle counter (OPC) GT-526 of Met One Instruments, USA, provides the
particle number concentration for larger particles, with a diameter in the size range of vis-
ible light. There are six particle size channels, corresponding to a diameter of 300 nm, to
10µm. Mie scattering strongly depends on the scattering diameter. Therefore, the meas-
ured scattering intensity is a function of particle size. Using particles of known size allows
to calibrate the signal of the instrument.
For further studies, a black carbon (BC) sensor MicroAeth AE51, AethLabs, USA, was
included in the instrumentation (Bärfuss et al., 2018). It measures the BC mass concen-
tration in the range of 0-1mgm−3 with a resolution of 1 ngm−3. The sensor is sensitive
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to vibrations, therefore data are low-pass filtered during post-processing. The accuracy is
around ± 0.2µgm−3.
4.3 Wind lidar - S3
The Institute of Flight Guidance owns a wind lidar of type “Wind Cube WLS8-8” (Leo-
sphere, France) operating at a wavelength of 1.5 µm. The detailed description of a similar
system can be found in Wächter et al. (2009). Laser pulses are emitted consecutively along
the four directions 0 ◦, 90 ◦, 180 ◦ and 270 ◦ with a cone angle of 15 ◦. The Doppler shift of
the backscattered signals along the line of sight is determined automatically. Data along
one direction is available every 7 s, a full rotation takes 28 s. The system retrieves the ver-
tical and horizontal wind speed and wind direction, therefore the full 3D wind vector with
the components u, v and w in the meteorological coordinate system. The measurement
principle is based on the Doppler shift for the radial data of the four directions. The av-
erages over 10min intervals as well as data with a temporal resolution of 7 s are provided
as standard files. The system covers the altitude between 40m and 500m with a vertical
resolution of 20m. The wind speed accuracy for the mean wind is given as 0.5m s−1 by
the manufacturer. Remote sensing observations provide the advantage of reaching higher
altitudes compared to in situ cup anemometers on a meteorological tower. The disadvant-
age consists of data gaps caused by unfavourable conditions like rain, low clouds or fog
(Emeis et al., 2007).
However, for the wind lidar described here, the turbulent kinetic energy TKE calculated as
in Eq. 3.5 results in a large overestimation of the horizontal wind speed variance (Newman
et al., 2016). This can be explained by the different and rather large air volumes that are
sampled consecutively.
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5 Scientific results from field research
studies
In this chapter, five research studies are presented. They are based on projects of the
author while conducting research at the Institute of Flight Guidance, TU Braunschweig.
It is recalled that they concern the characterization of the low-level atmospheric bound-
ary layer and the formation of new particles within the atmosphere. As reported in the
bibliography section, the results are published in Altstädter et al. (2015, 2018a), Canut et
al. (2016), Emeis et al. (2016), Lampert et al. (2015, 2016, 2018a,b), Platis et al. (2015,
2018), Siedersleben et al. (2018a,b) The results were obtained from measurements carried
out during specific field experiments with the platforms and sensors presented in Chapt.
2 and Chapt. 4, with the corresponding references labelled in brackets in the section title.
5.1 Low-level jet statistics and its importance for wind energy
(S3)
As described in Sect. 1.3.1, an increase in wind speed below the rated speed of a wind
turbine will lead to an increase in the annual energy production. Therefore, atmospheric
features contributing to an enhanced wind speed at altitudes of wind turbines are of
particular interest for wind energy. One such phenomenon is the low-level jet (LLJ), which
can generally be observed during the night (Blackadar, 1957, Mahrt et al., 1979, Stull,
1988) at many locations worldwide, and frequently develops in the North German Plain
as well (Kraus et al., 1985, Wittich et al., 1986, Gross, 2012).
In this section, a one-year data set of wind lidar (Sect. 4.3) is analysed with respect to the
LLJ. The results of the following case study have been published in Lampert et al. (2015).
5.1.1 LLJ definition
In the literature, different definitions of the LLJ exist, depending on the measurement site
and typical wind speed of the LLJ, as well as on the available instrumentation (Banta,
2008). In this study, mainly the criteria of Baas et al. (2009) are used to identify cases of
a LLJ occurrence for vertical profiles of the horizontal wind speed averaged over a 10min
interval. The profiles were inspected individually to determine the exact start and end time
of the LLJ occurrence. Due to the large variability in the wind speed profiles, automated
routines have to be checked carefully (Emeis, 2014) to make sure they fullfil the following
criteria (see Fig. 5.1):
• The maximum wind speed is at least 2m s−1 and 25% higher than the minimum
wind speed above (Baas et al., 2009).
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Figure 5.1: Definition of the LLJ according to the first three criteria in Sect. 5.1.1. The
figure has been adapted from Baas et al. (2009)
• A wind speed minimum is not taken into account if the wind speed above increases
less than 1m s−1 and then decreases again below the first minimum wind speed (Baas
et al., 2009)
• If no explicit minimum is available in the profile, the lowest wind speed above the
maximum wind speed is used as minimum (Baas et al., 2009).
• At least three consecutive vertical profiles must fullfil the first three criteria, so that
a LLJ persists for 30min at least. In the definition of Baas et al. (2009), the criteria
have to be met even for 1 h to define a LLJ. However, they used vertical profiles with
a temporal resolution of 30min.
• If a profile is classified as LLJ according to the criteria above, all altitudes below the
wind speed minimum for which the wind speed is higher than the minimum wind
speed are included as LLJ (see Fig. 5.1).
• There is explicitly no temporal constraint, as the LLJ may occur not only during
the night, but less frequently during the day as well. This is different from e.g. the
definition of Emeis (2014).
5.1.2 Location of the study
For the year-round observations that are used here to analyse the LLJ, Braunschweig
airport (ICAO identifier EDVE, 10 ◦ 33.27’ E, 52 ◦ 19.15’N, 91m altitude AMSL) in the
North German Plain was chosen as a typical location in the North German Plain and due
to its proximity to the Institute of Flight Guidance. Braunschweig is located about 50 km
North of the nearest low mountain range (Harz mountains with the maximum elevation,
Brocken, of 1141m) and about 250 km South of the Baltic and North Sea. It is located
about 60 km East of Hanover, where another study about LLJ statistics by Emeis (2014)
is based. Within Braunschweig, the site is located at the periphery in the North East of
the city. During the prevailing westerly wind direction, the site is not influenced by the
main city plume. However, for southerly wind directions, the site could be influenced by
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Figure 5.2: Examples of typical LLJ observations: (a) Vertical profile of the LLJ averaged
over 1 h on 13 December 2013, 23:00-24:00 UTC, and logarithmic profile of
the wind speed, assuming 0m s−1 at ground and the observed wind speed at
40m altitude. The horizontal error bars indicate the wind speed variability
based on the 10 min averages. (b) Time series of the wind speed averaged
over 10min on 17 June 2013, 0:00 – 12:00 UTC. The wind speed is colour
coded, the shift of the maximum wind speed with altitude is illustrated with
a black line. Figures from Lampert et al. (2015).
the urban boundary layer, which has an impact on the wind profiles (Emeis, 2004) and
affects LLJ properties (Wang et al., 2007, Kallistratova et al., 2009).
5.1.3 Analysis of LLJ events
For twelve months, the Lidar WLS8-8 was operated continuously at the site described
above (1 June 2013 to 31 May 2014) The data availability based on 10min intervals was
93.5% (Lampert et al., 2015). A typical example of a vertical profile of the horizontal
wind speed and a time series of the wind speed are shown in Fig. 5.2. The vertical profile
exhibits a linear increase of the wind speed up to the maximum, as described in Banta
et al. (2002). It can be seen that the logarithmic extrapolation of the wind speed from
the wind speed value at 40m altitude (green line in Fig. 5.2, Justus and Mihilai, 1976) is
not appropriate and underestimates the wind speed at the altitudes of the LLJ maximum.
The temporal evolution contains examples of both cases, an increase of the altitude of the
wind speed maximum (Fig. 5.2), as in (e.g., Banta, 2008, Storm et al., 2009), as well as
a decrease of the altitude with the wind speed maximum with time, as in the classical
theory of the afternoon transition (Shapiro and Fedorovich, 2010). An overview of the
annual distribution of LLJ events is given in Fig. 5.3. It can be seen that most LLJ events
were observed during summer, especially in July. This is in agreement with the theory that
the formation of the LLJ is more likely for strong temperature inversions, which build up
mainly in summer. Furthermore, LLJ events frequently occur in “clusters” over several
consecutive days. This feature can be related to the occurrence of favorable circulation
patterns, as described in Emeis (2014). The most frequent maximum wind speed of all
LLJ events was between 4 and 9m s−1, more precisely, for a Gaussian distribution, 65%
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Figure 5.3: Distribution of LLJ events for the twelve month period. The dots indicate the
altitude of the maximum wind speed. The vertical bars show the altitudes
where the wind was classified as a LLJ. Yellow is a time span of instrument
failure. It can be seen that the LLJ occurred more frequently in summer.
Figure from Lampert et al. (2015).
of all events fell in the range of 3.7 to 8.9m s−1 (see Fig. 5.4a). Very strong wind speed
maxima exceeding 12m s−1 were observed in less than 1% of all events. The altitude of
the maximum wind speed was located between 80 and 380m, with the most likely, but
not very pronounced maximum at 200 to 220m altitude (see Fig. 5.4b).
The average wind shear for all LLJ events was 0.03 s−1 for the altitude between the
lower starting point of the LLJ and the wind speed maximum. Assuming a wind speed
of 0m s−1 at ground, the average wind shear results in a value of 0.05 s−1. The maximum
wind shear observed for this data set was 0.2 s−1. The wind shear values during LLJ events
near Braunschweig are in agreement with the typical values between 0.02 and 0.1 s−1 as
recorded by Emeis (2014).
This is not only of interest for wind turbines, but for departing and landing air traffic as
well. The maximum wind shear that was encountered is not dangerous for flight safety
according to the hazard potential limits identified by Krauspe et al. (1983), but may
nevertheless increase the pilots’ workload during landing.
5.1.4 LLJ impact on the Weibull wind speed distribution
It is recalled that the scale and shape factors of the Weibull wind speed distribution are
calculated according to Eq. 1.6. The scale factor λ is directly related to the mean wind
speed, therefore high values indicate higher wind speed. The shape factor κ is related to
wind speed variance. Higher values indicate higher turbulence. They are summarized in
Table 5.1. It can be seen that generally the scale parameter λ increases with altitude.
This is according to the expectations, as it is an indicator of the mean wind speed at the
corresponding altitude. Also the most probable wind speed, which is the maximum value
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Figure 5.4: (a) Frequency of occurrence of LLJ events by wind speed. (b) Frequency of
occurrence of LLJ events by altitude intervals.
of the Weibull distribution and the most likely wind speed, increases with altitude. The
contribution of LLJ profiles to the Weibull distribution increases from around 5 % at 40m
to a maximum of around 8.8% at around 200m altitude and then decreases again. The
LLJ is therefore typically centered at an altitude range which is of particular interest for
wind energy. The shape parameter κ, which is an indicator of wind speed variance (Justus
and Mihilai, 1976), reaches maximum values of 2.42 at an altitude around 100 to 140m.
This is below the LLJ core height. The results are in agreement with Emeis (2014), who
reports higher altitudes of the shape factor maximum for flat terrain and lower altitudes
for orographically inhomogeneous areas.
The dimensionless shape factor κ exhibits values larger than 2, a value which is often as-
sumed for Europe (Rayleigh distribution, Burton et al., 2011). Higher values of the shape
factor are common for tropical regions (Gasch and Twele, 2005, Indhumathy et al., 2014).
Compared to the scale factor determined in Northern Germany (e.g., Gasch and Twele,
2005, Emeis, 2014), the observed values were slightly higher. The values for the scale factor
λ, which is directly related to the mean wind speed, were lowest in summer (6 to 7m s−1)
and highest in winter (8 to 9m s−1). The reason is the specific situation of cyclones in this
particular year.
The influence of the LLJ is normally not quantified in a data set of wind distribution. To
make the effect visible, the Weibull distribution was calculated for different altitudes, and
the wind speed classified as LLJ was marked in magenta (Fig. 5.5). It can be seen that
the LLJ shifts the wind speed distribution slightly to higher wind speed situations.
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Table 5.1: Weibull parameters and influence of the LLJ for all altitudes. The LLJ con-
tribution was not determined for the highest two altitudes.
Altitude Most probable shape parameter scale parameter LLJ contribution
[m] wind speed [ms−1] [−] [ms−1] [%]
40 4.06 2.17 5.38 5.26
60 4.65 2.31 5.95 6.13
80 5.16 2.40 6.46 7.00
100 5.56 2.42 6.93 7.65
120 5.90 2.42 7.36 8.11
140 6.21 2.42 7.74 8.46
160 6.44 2.39 8.08 8.66
180 6.63 2.36 8.38 8.80
200 6.80 2.32 8.66 8.84
220 6.92 2.29 8.89 8.81
240 7.03 2.26 9.10 8.76
260 7.11 2.23 9.29 8.75
280 7.19 2.20 9.47 8.67
300 7.22 2.16 9.62 8.48
320 7.25 2.13 9.76 8.34
340 7.26 2.10 9.89 8.10
360 7.27 2.07 10.00 7.76
380 7.27 2.04 10.11 7.37
400 7.26 2.02 10.19 6.90
420 7.22 1.99 10.23 6.27
440 7.14 1.97 10.21 5.56
460 7.08 1.96 10.21 4.50
480 7.02 1.94 10.21 -
500 6.93 1.92 10.19 -
https://doi.org/10.24355/dbbs.084-201906170934-0
48 5 Scientific results from field research studies
Figure 5.5: The Weibull wind speed distribution for different altitudes. Marked in
magenta are the contributions of the LLJ profiles. Figure from Lampert et
al. (2015).
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5.1.5 Intra-annual variability of the Weibull distribution
An example of the scale and shape factor at a specific altitude of 120m is shown in Fig. 5.6.
A large variability for the scale and shape factor can be seen, depending over which time
(month, season or year) the average was calculated. Therefore, to determine the expected
annual output of wind turbines, it is not enough to extrapolate a data set covering less
than a year of data. Assuming the Rayleigh distribution, this results in an underestimation
of the scale parameter of 7% at 40m altitude and 17% at an altitude of 100 to 140m.
According to Emeis (2001), this leads to an underestimation of the annual power output
of wind turbines in the range of 6 to 15%. For the scale factor, the underestimation of the
power output based on a data set of one month only can be even more pronounced: For the
altitude of 80m, the maximum difference of λ between the monthly value and the annual
value was around 0.5m s−1. The relative uncertainty of 8% results in an underestimation
of the wind energy output around 24% (Emeis, 2001). Although the majority of LLJ
events occur during the night above land, where the power consumption is at minimum,
this might be of interest for the renewable energy mix, as solar power output is zero during
the night. Above the North Sea, stable conditions and the development of LLJs can be
expected presumably in spring and summer during the day (see Sect. 5.3).
5.1.6 Summary: Importance of LLJ for wind energy
The overall importance of the LLJ for wind energy consists in the fact that the LLJ
shifts the wind speed to higher values at the altitude range of interest for wind energy
applications. The LLJ contributes around 4 to 8.8% to the Weibull distribution for different
altitudes at the measurement site Braunschweig in the North German Plains. There are
high seasonal differences of the wind speed distribution, therefore a wind data set of a full
year is required to estimate the potential of a site for wind energy (Lampert et al., 2015).
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Figure 5.6: (a) The scale factor λ and (b) the shape factor κ of the Weibull wind speed
distribution. Blue dots indicate the values calculated for each month. Green
dots are calculated for each meteorological season. The red line shows the
average for the whole year. Figures from Lampert et al. (2015).
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5.2 Low-level jet and turbulence anisotropy (P3, S2)
The potential impact of the LLJ on engineering applications like air traffic during take-
off and landing and especially wind energy has been described in the previous section.
However, the LLJ has implications for different meteorological parameters as well. In
this section, changes of turbulence parameters during the afternoon-evening transition
are studied for particular days. They were observed with the M2AV (Sect. 2.3) and the
meteorological payload described in Sect. 4.2. Further it is shown how these parameters
are altered under the influence of an LLJ. The results have been published by Lampert et
al. (2016). A comparison of turbulence properties derived from an ultrasonic anemometer
on a tethered balloon and the M2AV is included in Canut et al. (2016).
5.2.1 Location, instrumentation and modeling
The large field experiment BLLAST (Boundary-Layer Late Afternoon and Sunset Turbu-
lence) to study the afternoon and evening transition (AET) of the ABL from convectively
mixed to stably stratified has been conducted in Southern France in summer 2011 (Lothon
et al., 2014). Extensive ground-based instrumentation was available or explicitly set up
near Lannemezan, located around 20 km North of the Pyrenee mountains. For this case
study, data of the following instruments were analysed: radiosondes launched four times
per day, frequent radiosondes providing hourly profiles of the ABL (Legain et al., 2013), an
ultra-high frequency (UHF) radar for measurements of wind and potential temperature,
and a 60m tower. Embedded in this measurement network, four flights with the M2AV
were performed during the AET on a particular day, 2 July 2011 (see locations in Fig.
5.7). The flights started around 14:30, 16:30, 18:30 and 20:30 UTC, which corresponds to
the same solar time as Greenwhich due to the similar geographical longitude. Sunset was
at 19:42 UTC. The exact times of the flight are provided in Tab. 5.2.
The M2AV flight patterns consisted of vertical profiles and horizontal race tracks with
1 km side length flown repeatedly at different altitudes within the ABL (see flight track
in Fig. 5.7b). Three legs were flown at an altitude of 300 and 250m each, and two legs
at 200m, then the whole pattern was repeated three times for each flight. Only during
the last flight, the altitudes of the race track patterns were reduced by 50m, as the ABL
heigth was lower. The race track pattern was oriented in East-West direction. The indi-
vidual straight legs were analysed concerning turbulence properties.
Modeling results provided by the Universitat de les Illes Balears, Palma de Mallorca, Spain,
were used to relate and deeper understand the observations. The model used for the stud-
ies is the mesoscale model MesoNH (Lafore et al., 1998, Jiménez and Cuxart, 2014). They
used two nested domains, the inner one centered at the observation site Lannemezan, with
a high spatial resolution (400 x 400m horizontal resolution, 3m vertical resolution near
the surface, and coarser resolution above). At the lateral boundaries and for initialisation,
the model is driven by 6-hourly data of the European Centre for Medium-Range Weather
Forecast (ECMWF). The simulation was started 3 days before the case study, and was
able to reproduce well the atmospheric features.
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Figure 5.7: (a) The inner domain of MesoNH including the Pyrenee mountains and foot-
hills. Lannemezan is located at the plateau coloured in green, with the Aure
valley ath the South. Topographic lines at 200, 400, 1000 and 2000m are
shown. (b) Zoom of the first picture showing the location of the measurement
site with the 60m tower, UHF radar and radiosounding station (asterisk),
the measurement site for frequent radiosondes and UHF radar (dot), and
M2AV flight track (black line). Figure from Lampert et al. (2016).
Table 5.2: Takeoff and landing for the M2AV flights on 2 July 2011.
Flight takeoff [UTC] landing [UTC]
1 14:31 15:14
2 16:36 16:59
3 18:23 19:04
4 20:26 21:10
5.2.2 Meteorological conditions
The measurement site in Southern France on 2 July 2011 was influenced by a weak anti-
cyclone over Great Britain and lower pressure in the Western Mediterranean. Therefore a
weak flow in North-East to East-North-East direction was observed at low altitudes. At
the same time, a plain-mountain circulation system persisted, resulting in northerly wind
direction during the day at the Pyrenee foothills (Fig. 5.8a). There was a pronounced
up-valley wind in the Aure valley South of Lannemezan. After sunset, at 20:30 UTC, a
down-valley flow developed, but did not yet reach the foothills and Lannemezan, where
the wind direction was East-North-East (Fig. 5.8b). At 21:30, the mountain to valley wind
combined with the Easterly wind at the measurement site, resulting in a wind maximum,
an LLJ (Fig 5.8c), which persisted until midnight (Fig. 5.8d). The model results of the
wind speed at 100m agree well with the local measurements of the wind vector at the 60m
tower (red arrow in Fig. 5.8). The agreement of simulations and observations is further
shown in the time series in Fig. 5.9.
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Figure 5.8: Development of the wind field at 100m altitude from (a) 15:00, (b) 20:30, (c)
21:30 to (d) 24:00 UTC on 2 July 2011, as provided by the model MesoNH.
The red arrow indicates the wind vector recorded at the 60m tower. Figure
from Lampert et al. (2016).
5.2.3 Development of meteorological parameters during the AET
The temporal development from 14:00 UTC to midnight on 2 July for the parameters wind
speed, wind direction, temperature and TKE, observed by different methods and model
output near ground show the typical behaviour as expected during the AET: A decrease in
temperature, low wind speed until sunset, and a change in wind direction around sunset
(Fig. 5.9). TKE decreases during the AET, but increases after sunset, caused by the
development of the LLJ.
Observed profiles of the wind speed, wind direction and potential temperature, as well
as the corresponding model results for the time steps of the M2AV flights between 15:00
and 21:10 UTC are shown in Fig. 5.10. The potential temperature reveals a convectively
well-mixed layer during the afternoon. A ground-based temperature inversion starts to
build up at around 19:00 UTC, slightly before sunset (Fig. 5.10c, right panel). A strong
temperature inversion exceeding 4K is observed at 21:00 UTC (Fig. 5.10d, right panel).
The wind direction changes from prevailingly North (Fig. 5.10a to c, middle panels) to
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Figure 5.9: Modelled and observed time series for (a) wind speed (in m s−1), (b) wind
direction (in ◦), (c) temperature (in ◦C) and (d) TKE (in m2 s−2) from 14:00
UTC until midnight on 2 July 2011. Tower observations are in green circles,
model results in red lines and M2AV data in blue asterisks. The temporal
evolution of wind and temperature data from M2AV is constructed with the
values of the vertical profiles taken at the corresponding height of the tower
measurements. For TKE, all the M2AV legs where TKE is derived, at 150m,
200m, 250m and 300m AGL, are included in the plot. The time of sunset is
represented with a black vertical line. Figure from Lampert et al. (2016).
East (Fig. 5.10d, middle panel). The wind speed (Fig. 5.10, left panels) is low near ground
throughout the observation period. However, after 21:00 UTC, an LLJ profile develops
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(Fig. 5.10d, left panel). It is captured by all observational data after 21:00 UTC, and it is
present in the numerical observations, but not as pronounced as observed.
https://doi.org/10.24355/dbbs.084-201906170934-0
56 5 Scientific results from field research studies
Figure 5.10: Vertical profiles of wind speed, wind direction and potential temperature
at different instants during the M2AV flights (a) around 15:00 UTC, (b)
around 16:30 UTC, (c) around 19:00 UTC, and (d) around 21:10 UTC.
Simulation results obtained with MesoNH are shown together with data of
radiosounding, 60-m tower and M2AV. Figure from Lampert et al. (2016).
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5.2.4 LLJ effects on turbulence parameters
The observations and model output for the profiles of TKE are summarized in Fig. 5.11.
For the M2AV, the TKE values of each straight flight of 1 km length are provided, which
show considerable variability. This is caused by small-scale inhomogeneities of the under-
lying surface, as well as properties of convection. However, altogether, it can be seen that
the TKE is highest during the first flight around 15:00 UTC (red asterisks) and decreases
slightly until 16:30 UTC (blue asterisks). At 19:00 UTC, TKE has decreased an order of
magnitude (green asterisks), indicating very low turbulence under stable conditions. The
TKE values are in good agreement with the tower measurements (dots in same colours),
which are available up to 60m altitude. However, TKE values are enhanced again at 21:00
UTC at the altitudes of the M2AV observations (150 to 250m), a feature that is not cap-
tured by the tower measurements. This is the consequence of the LLJ, which is apparent
in the profiles of wind speed (Fig. 5.10). The numerical simulations reproduce well the
TKE at 15:00 and 16:30 UTC, providing the link between the slightly smaller TKE values
near ground and at the altitudes of the flights (solid lines in red and blue). However, for
stable conditions at 19:00 UTC (green line), the modelled TKE values are one order of
magnitude lower. There is an increase in TKE during the LLJ event in the simulations
(black line), but the values are more than one order of magnitude lower compared to the
observations.
The temporal development of the anisotropy ratio is displayed in Fig. 5.12. At noon and
during the early afternoon, the anisotropy, defined according to Eq. 3.7 as the ratio of the
horizontal wind speed variance divided by the vertical wind speed variance, has values
slightly below 1, indicating convective conditions. This changes gradually with the de-
creasing solar radiation, reaching values above 1 at around 18:00 UTC. Both observations
and numerical simulations show the same behaviour. After sunset, the tower observations
reveal a further slight increase in anisotropy. The airborne measurements obtained at the
altitudes of the LLJ show even higher values of the anisotropy ratio. The measurements
confirm the results of Mason and Thomson (1987), that eddies are suppressed in vertical
direction and elongated along the wind direction. The model results with a spatial resol-
ution of 10 km (red), however, do not capture the effect of the LLJ on the anisotropy.
To underline that the enhanced anisotropy was induced by the LLJ on this particular
day, a comparison with the previous day is done (see Fig. 5.13). On 1 July 2011, similar
synoptic conditions were present. However, in contrast to the day of interest for this study,
a LLJ was not observed. A large difference is obvious in the vertical component of the
wind speed variance after sunset: For the observations of the day without LLJ (black line
in Fig. 5.13b), the wind speed variance was about a factor of 3 higher than for the day
with the LLJ (green line). For the time that the LLJ was observed with the M2AV, the
horizontal component (green line, Fig. 5.13a) of the wind speed variance was enhanced
compared to the observations without a LLJ on the previous day (black line).
Turbulence properties derived from a balloon-borne sonic anemometer agree well with
turbulence properties obtained by airborne manned and unmanned systems at the same
altitude (Canut et al., 2016). However, there are large differences in turbulence properties
at ground and within the ABL (Canut et al., 2016), which makes it necessary to per-
form measurements in the lowermost few 100m to understand the processes and perform
validations of numerical simulations.
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Figure 5.11: Vertical profiles of the simulated TKE (in lines) at different instants during
the M2AV flights (see legend). 60-m tower (in dots) and M2AV (in asterisk)
observations are included. Note the logarithmic scale on the x-axis. For
M2AV, σ2u = σ2v is assumed. Figure from Lampert et al. (2016).
5.2.5 Summary: Effect of the LLJ on turbulence parameters
In this section it was confirmed that TKE decreases during the AET. However, under stable
conditions, turbulence is increased by the presence of a LLJ. Especially the horizontal wind
speed component has a higher variability, as the horizontal wind speed is enhanced. The
anisotropy ratio reveals that the variability of the vertical wind speed is low, as the stable
stratification suppresses vertical motions. Observational and modelling results of this case
study are published in Lampert et al. (2016) and in Canut et al. (2016).
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Figure 5.12: Time series of the anisotropy computed from different sources: M2AV flight
observations at 150m, 200m, 250m and 300m AGL during the four flights,
each symbol representing a particular height (in blue); tower measurements
at 60m AGL every 5 min covering the afternoon-evening transition (in
green); model results averaged between 150m and 300m to be close to the
altitudes of the M2AV observations considering a spatial area of 10 km x
10 km centered at Lannemezan (in red). The time of sunset is represented
with a black vertical line. Note the logarithmic scale on the y-axis. For
M2AV, σ2u = σ2v is assumed. Figure from Lampert et al. (2016).
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Figure 5.13: Time series of (a) horizontal and (b) vertical component of the wind speed
variance. 60m tower measurements for two consecutive days, 1 and 2 July
2011, are provided (black and green lines, respectively). The time of sunset
is represented with a black vertical line. Note the logarithmic scale on the
y-axis. For M2AV, σ2u = σ2v is assumed. Figure from Lampert et al. (2016).
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5.3 Far field wakes behind offshore wind parks (P1)
In this section, observations of far field wakes downstream of offshore wind parks are
analysed and interpreted. They were obtained during the WIPAFF project with the in-
strumented Do128-6 aircraft (see Sect. 2.1). Results are published in (Emeis et al., 2016,
Platis et al., 2018, Siedersleben et al., 2018a,b, Lampert et al., 2018b).
5.3.1 Overview WIPAFF project
As introduced in Sect. 1.3.1, satellite images of sea surface properties suggest the presence
of wakes behind wind farms with an extension up to several 10 km. This phenomenon
is of interest for three reasons: First, the lower wind speed in the lee of wind parks re-
duces the energy output of other downstream wind parks. Second, changes in the wind
field may have an impact on the local climate. A stably stratified ABL may be modified
mechanically by the motion of the rotor blades, with changes in temperature and moisture
distribution. As air masses rise at the enhanced surface roughness elements represented
by wind parks, these vertical motions can induce a different pattern of cloud formation.
Third, the reduced wind speed in the wakes induces less forcing on the water surface, and
there is increased shear due to the wake turbulence. This may modify the stratification
and mixing processes of the water column, with an impact on circulation patterns in the
North Sea. The coupling with the ocean has not yet been investigated in detail. The far
field wake phenomenon was addressed by the project WIPAFF (Wind Park Far Field).
In situ measurements, analyses of satellite images and mesoscale simulations were used to
investigate the wake effects in dependence of the meteorological conditions. The project
was led by KIT (Karlsruhe Institute of Technology) contributing with Weather Research
and Forecasting (WRF) modelling, the author and the Institute of Flight Guidance were
responsible for the airborne measurement campaign and the analyses of remote sensing in-
formation, the Institute of Environmental Physics of the University of Tübingen performed
meteorological data analyses, the Helmholtz Center for Material and Coastal Research
contributed with the analysis of satellite images, and the UL/DEWI Group (Deutsches
Windenergie-Institut) participated with industry models for wind energy applications and
analyses of ground-based meteorological measurements. During five campaigns at different
seasons of the year, 41 measurement flights of 3.5 to 4 h duration were performed with the
Do-128 above the German Bight, starting from Wilhelmshaven, Borkum or Husum. An
overview of the flights is provided in Fig. 5.14.
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Figure 5.14: Overview of the flights performed during the WIPAFF campaign. Besides
date and time of each flight, the prevailing meteorological conditions (wind
speed, wind direction, atmospheric stability) and the observed wake length
are provided. For wake lengths longer than the final leg, a wake length
of “at least” the specific distance is given. For flight patterns other than
meanders at hub height, e.g. flights above the wind park, the wake lenght
is not available (n.a.). The flight in bold letters is used for the studies of
Platis et al. (2018) and Siedersleben et al. (2018b). Table from Platis et al.
(2018).
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5.3.2 Wind parks and flight pattern
For the investigation of far field wakes, basically the downstream flow of two different wind
parks were chosen. The wind park Godewind was a suitable study object during westerly
and south-westerly flow, as there were no other wind parks located downstream within
the next 50 km. The wind park Amrumbank West, in direct vicinity of the wind parks
Nordsee Ost and Meerwind Süd Ost was investigated for wind from East to South, with
long wakes developing above the water surface (Fig. 5.15). Permission to operate in the
Danish or Dutch air space were not requested. Cases with wind direction from North and
North-West were studied as well, but no long wakes developed due to prevailingly unstable
conditions with cold air mass advection. In the following case studies, measurements were
performed in the lee of the wind park Amrumbank West. It consists of an ensemble of 80
wind turbines of type Siemens SWT-3.6-120 with a hub height of 90m and a rotor dia-
meter of 120m. Each turbine has a nominal power output of 3.78MW. The wind turbines
are arranged in a regular rectangular array, with a longitudinal extent of around 9 km and
a latitudinal extent of around 4 km.
In order to investigate the direct impact of wind parks on the downstream wind field,
different flight patterns were developed: For analysing the far field wake properties, a me-
ander pattern was applied. The undisturbed flow upstream of the wind park was probed on
sections both perpendicular and parallel to the mean wind direction. Then meteorological
and surface properties were recorded downstream at hub height. The individual legs were
oriented perpendicular to the wind direction at distances of 5, 15, 25, 35, 45, and up to
55 km (see example in Fig. 5.15).
For quantifying the wake impact in the vertical, a second flight pattern probed the air at
the same distance (5 km downstream the wind park) at various altitudes, from the min-
imum possible flight altitude of 60m, the hub height of 90m, the altitude of the blade tips
120m, then 150m and finally 200m. The legs were oriented perpendicular to the mean
wind direction.
For investigating the changes in the flow field around and above a wind park, a grid pat-
tern at constant altitude consisting of legs parallel and perpendicular to the mean wind
direction were performed. During the measurement campaign and with ongoing data eval-
uation, this pattern was refined to repeating three legs at constant altitude perpendicular
to the wind direction as often as possible, one upstream of the wind park, one directly
above the wind park, and one 5 km downstream of the wind park to obtain sufficient data
for statistically relevant information on turbulent fluxes.
All flight patterns were complemented by performing vertical profiles on the way from the
airport to the measurement area and back, as well as after completing a pattern.
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Figure 5.15: Map of offshore wind parks in the German Bight at the end of 2017. Op-
erational wind parks are indicated in blue on the right, wind parks under
construction are shown in orange, and planned wind parks are provided
as red polygons. The objects of study, the wind parks Godewind and Am-
rumbank West, are indicated as purple circles and by arrows. The flight
track of the Do-128 aircraft for a measurement flight behind the wind park
Amrumbank West on 10 September 2016 is given as black line. In the en-
larged picture, individual wind turbines are represented as blue asterisks.
The wind direction was from 190◦. Picture from Platis et al. (2018)
5.3.3 Observations and analyses of the far field wake
Altogether, wakes with a length of at least 10 km were observed during 27 different meas-
urement flights. The airborne observations on 10 September 2016 are an example of a long
far field wake extending beyond 45 km downwind of the wind park Amrumbank West. The
flight was conducted from 7:30 to 11:30 UTC. The wind direction was from South. There-
fore, air masses heated up above land were advected above the colder North Sea with a
sea surface temperature of around 19◦C. This results in stable stratification, enabling the
formation of long wakes.
Fig. 5.16 shows the measurements of different parameters: Panel (a) provides the wind
speed measured by the aircraft along the flight track and linearly interpolated across the
flight track. There is a pronounced wind speed gradient from the West (wind speed around
9m s−1, red colour) towards the East and the German coast (wind speed around 7-8m s−1,
green to yellow colour). However, directly downstream of the wind park, a significant re-
duction of the wind speed to values around 5-6m s−1 is visible. The wind speed deficit
recovers with distance, but is still present at a distance of 45 km.
Panel (b) shows the sea surface reflectance obtained by laser scanner. In the wake down-
stream of the wind park, the reflectance is strongly enhanced. This is caused by a smoother
sea surface. A more rough surface provides a higher scatter of laser reflections, which res-
ults in weaker signals scattered back to the detector. The smoother surface in the wake
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Figure 5.16: Airborne observations of the far field wake during a measurement flight
downwind of the wind park Amrumbank West on 10 September 2016. Indi-
vidual wind turbines are represented as black asterisks. The wind direction
from 190◦ is indicated as a black arrow. The meander flight track is shown
as a black line. (a) Wind speed, indicating the reduced wind speed down-
stream of the wind park (b) reflectance of the sea surface recorded by laser
scanner, representing a smoother sea surface in the wake, (c) turbulent
kinetic energy providing evidence of strongly enhanced turbulence at the
western edge of the wake, and decreased turbulence at hub height within
the wake (Platis et al., 2018)
can be expected due to less forcing of waves by wind drag, and is in agreement with SAR
satellite observations showing evidence of modified surface properties downstream of wind
parks.
Panel (c) displays the TKE. Here, the picture of the wake is more complex. On the western
edge of the wind park, a strong increase of turbulence is observed. The crew clearly felt
enhanced aircraft vibrations during the measurement flight. The increase of TKE is less
pronounced on the eastern edge. This asymmetry may be caused by the different geometry
of the wind park and density of wind turbines. They are arranged in a sharper contour
in the West. Further, the wind speed gradient from the area directly next to and within
the wake is stronger in the West. This may be the reason for stronger turbulent mixing.
Within the zone of decelerated wind speed, the TKE is lower than outside the wakes.
5.3.4 Validation of WRF model simulations
Mesoscale modelling results obtained with WRF were validated with the observations
(Siedersleben et al., 2018a,b). For the numerical simulations, three nested domains with
a horizontal grid side of 15, 5 and 1.6 km were driven by ECMWF initial and lateral
conditions. The representation of specific atmospheric and radiative processes is described
in Siedersleben et al. (2018a). The parameterization of the wind park of Fitch et al. (2012)
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Figure 5.17: WRF simulations and airborne profiles of (a) wind speed, (b) potential
temperature and (c) water vapour mixing ratio on 10 September 2016 at
08:00 UTC. (Siedersleben et al., 2018a)
is used, which includes the extraction of turbulent kinetic energy from the flow, and the
wind park as a source of turbulence. With this parameterization, the atmospheric features
observed in the wind park far field were well reproduced by the simulations (Siedersleben et
al., 2018a). Therefore, WRF simulations were found to be a valid tool for analysing larger
areas and the impact of far field wakes in wind park clusters that are being constructed.
Although progress has been made for some studies investigating sites above land (Baas
et al., 2018), very stable stratifications and associated LLJs are still difficult to reproduce
correctly in numerical simulations (Sandu et al., 2013). This was found to be the weak
point of the simulations. It can be seen in Fig. 5.17 that the model provides too low values
of potential temperature and does not represent the stable stratification below hub height
correctly (Siedersleben et al., 2018a, Lampert et al., 2018b). The general shape of the
wind speed profile and the water vapour mixing ratio (up to an altitude of 400m) agree
well. The deviation of the potential temperature results from the coastal effect, and the
non-equilibrium state of the ABL after the transition from the land surface to the open
water.
5.3.5 Potential impact on local climate
The potential impact of wind parks on climate has been assessed by different studies.
Observed changes in surface air temperature patterns have been reported for large onshore
wind parks (Baidya and Traiteur, 2010, Zhou et al., 2012). Also numerical simulations
suggest a systematic climate impact of wind parks, e.g. changes in precipitation patterns
(Fiedler and Bukovsky, 2011), and a modification of atmospheric stability (Fitch et al.,
2013, Lu and Porté-Agel, 2015). Other studies indicate that the climatic impact is weaker
than the natural climate interannual variability (Vautard et al., 2014).
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Airborne observations and mesoscale simulations confirmed that far field wakes were
visible in an increased potential temperature and decreased water vapour mixing ratio
for 5 out of 30 measurement flights in the far field of wakes at hub height (Fig. 5.18).
For the analyses, the systematic temperature offset mentioned in Sect. 5.3.4 has been
corrected with measured values. These wakes observed in the potential temperature and
water vapour mixing ratio occurred only when a stable stratification was present at the
altitude of the rotor blades or below. In these cases, warmer and drier air from above is
mixed downwards and produces the changes in the wake properties (Siedersleben et al.,
2018b).
During unstable stratification, enhanced cloud formation directly above the wind parks
was observed during two flights (11 April 2017, 14 October 2017), which were transported
downstream. The small cloud patches were difficult to discern, especially when other cloud
layers above were present as well. Fig. 5.19 shows typical sky impressions during stable
(left) and unstable conditions with cloud formation (right). For a systematic evaluation,
the turbulent fluxes of sensible and latent heat upstream, above and downstream of a wind
park are currently analysed.
5.3.6 Summary: Observations of far field wakes behind wind parks
For stable ABL stratifications, downstream wakes were observed by airborne measurements
up to a distance of 55 km.Within the wake, a reduction of wind speed and a changed surface
reflectivity were measured. At the edges of the wakes, there was enhanced turbulence. The
first systematic airborne measurements in the far field of offshore wind parks are analysed
by Emeis et al. (2016) and Platis et al. (2018). Under stable conditions within the altitude
range of the rotor blades, air from above is mixed downwards by the motion of the wind
turbines, resulting in a drier and warmer wake compared to the undisturbed boundary
layer (Siedersleben et al., 2018b). Analyses of the airborne measurements in combination
with WRF results show that an improvement of the simulations is needed to correctly
represent upwind profiles of potential temperature (Siedersleben et al., 2018a). Further,
the prediction of the energy output of a wind park for LLJ events requires the knowledge
of wind speed profiles (Lampert et al., 2018b).
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Figure 5.18: Airborne observations and WRF results of the measurement flight at hub
height on 10 September 2016. (a) measurements of potential temperature
(b) measurements of the water vapour mixing ratio (c) WRF simulations
of potential temperature (d) WRF simulations of the water vapour mixing
ratio. The individual wind turbines are indicated as blue dots. The cross
section A-B was flown several times at different altitudes. (Siedersleben et
al., 2018b)
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Figure 5.19: Photos obtained during the measurement flights on 9 April 2017 and 15
October 2017 under stable conditions (left) and on 11 April 2017 and 14
October 2017 under unstable conditions (right).
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5.4 Fast humidity sensors for airborne latent heat fluxes (P1,
P2, S1)
Latent heat fluxes are a measure of vertical moisture transport within the ABL. For these
calculations, high frequency observations of humidity and vertical wind speed are needed
(see Sect. 3.4).
The Institute of Flight Guidance is still operating two functional Lyman Alpha fast hu-
midity sensors, one implemented in the Do-128 (P1, Sect. 2.1), the other in the Helipod
(P2, Sect. 2.2). However, these sensors may quickly reach the end of their lifetime, and no
spare parts or repair kits are available any more. The characterisation of such a sensor is of
high importance for other research aircraft as well, e.g. the Polar 5 of the Alfred Wegener
Institute, to make it possible to derive latent heat fluxes (Tetzlaff et al., 2015). Therefore,
an alternative airborne humidity sensor with short response time has to be found to replace
the Lyman Alpha in the future for airborne applications. Most important is the ability
of the sensor to capture fast fluctuations with a spectral behaviour in agreement with
Kolmogorov theory up to frequencies significantly exceeding 1Hz. Long-term drift can be
compensated by complementary filtering the signal with the output of another sensor with
lower resolution but higher absolute accuracy (Sect. 3.1). The suitability of the LICOR
hygrometers (Sect. 4.1) for airborne applications was investigated for different vibrational
conditions. For this purpose, the spectral behaviour of Lyman Alpha and LICOR humid-
ity sensors was analysed during a flight with the Do-128 and the Helipod. Further, the
necessary measurement frequency for retrieving airborne latent heat fluxes for the specific
flight and atmospheric conditions was retrieved. The results of two airborne experiments
in Northern Germany and over the Lena River Delta are first presented in the following
section. Then the data will be analysed and interpreted with the objective to retrieve the
reliability of the fast humidity parameters. The results are published in Lampert et al.
(2018a).
5.4.1 Airborne experiments
Do128 humidity intercomparison flight in Northern Germany
To find a suitable replacement in case of failure of the fast Lyman Alpha sensor, a humidity
intercomparison flight was performed with the Do-128 (P1, see Sect. 2.1), additionally
equipped with three LICOR sensors at different positions within the aircraft (S1, see Sect.
4.1). It is recalled that Li1 in the following refers to the open path LI-7500A, Li2 refers to
the closed-path LI-7200, and Li3 refers to the closed-path LI-7500. All three LICOR sensors
were factory calibrated before the flight. To analyse the impact of vibrations, acceleration
sensors of type M355B04/03/02 and M356B18 of the company PCB Piezotronics Inc., US,
were integrated along the x-axis (perpendicular to flight direction) and z-axis (upward
directed) of the LICOR sensors. For the Li2, another acceleration sensor in y-direction (in
flight direction along the aircraft and the sensors) was available.
The measurement flight on 23 October 2015 (see Fig. 5.20) was conducted above different
terrain, including areas dominated by forest, by agricultural farmland, and above open
water North of the East Frisian Islands at constant altitudes. For the analysis, the flight
was sub-divided into six straight and level legs D1-D6 of 10 km length above terrain as
homogeneous as possible (two each above forest, agricultural land and open water), which
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Figure 5.20: Flight track of the Do-128 aircraft in Northern Germany for the humidity
comparison on 23 October 2015. Figure from Lampert et al. (2018a)
fullfill the requirements of Lenschow et al. (1994) for the sampling length. D1 above forest
at an altitude of 430m above mean sea level, D2 above agricultural land at an altitude
of 430m, D3 above agricultural land at 220m altitude, D4 and D5 above open water at
100m altitude, and D6 above forests at 270m altitude. Apart from these short legs, a
longer part of the flight was used for the sensor comparison (indicated in white in the
flight track, Fig. 5.20). The part that was used for the instrumental comparison is shaded
in grey in the time series of the measurements in Fig. 5.21. The flight took place under
varying cloud conditions, mostly overcast with a cloud bottom at an altitude of around
1000m. Above land, a neutrally stratified boundary layer was observed up to an altitude
of around 1000m, with a strong increase in potential temperature of 6K at the altitude
range from 1000m to 1200m. However, above the North Sea, the atmosphere was stably
stratified. Therefore, significant latent heat fluxes were only observed above land. The
latent heat fluxes were in the range of 100Wm−2 above two of the sections. Above the
North Sea, the latent heat fluxes were very small and even negative due to the stable
stratification.
For synchronisation of the four fast humidity sensors (Lyman Alpha, Li1, Li2, Li3) onboard
the Do128 located at different places, the time signal of the Lyman Alpha was used as
reference (see Sect. 3.6). As mentioned in Sect. 4.1, the Lyman Alpha and the Li1 are
located at the nose boom, the Li3 at the cabin roof, and the inlet of the Li2 is close to the
Li3 on the cabin roof.
In Fig. 5.21, the time series of the altitude (a), the vertical wind speed (b), the water
vapour mixing ratio of the five hygrometers (Humicap, Lyman Alpha, and three LICOR
sensors, (c), the potential temperature (d), and a flag indicating invalid data (e) are
displayed. There are several striking features: The stable stratification above the North
Sea can be identified by the time interval of reduced turbulence before 13:00. Only during
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Figure 5.21: Overview of the flight with the Do128 on 23 October 2015. Subplot (a)
shows the height, (b) the vertical wind speed, indicating the strength of at-
mospheric turbulence. Subplot (c) shows the time series of the mixing ratio
measured by Lyman Alpha (black), Vaisala Humicap (purple), closed-path
Li2 (blue), open-path Li1 at the nose boom (bright green), and closed-path
Li3 on the cabin roof (olive). Subplot (d) provides the potential temper-
ature. Subplot (e) shows the periods of invalid data, e.g. when radio com-
munication disturbed the signals. For the spectral analysis, the part of the
data shaded in grey were used, excluding segments with invalid data, e.g.
disturbance by radio communication. Figure from Lampert et al. (2018a).
higher altitudes above the ABL, the turbulent fluctuations are less. The time series of the
five hygrometers (c) differ significantly. The mixing ratio recorded by the Lyman Alpha
sensor starts at very low values, as the system needs time to warm up. The Li1 and Li3
sensor have higher turbulent fluctuations than the Li2 and Lyman Alpha. Further, these
two sensors exhibit a slowly drifting signal with time, which is most obvious during the
time of the climb and flights at higher altitudes starting at around 13:15 UTC, showing a
large disagreement with the other sensors. These effects will be analysed in detail in Sect.
5.4.2.
Helipod humidity intercomparison flight in the Lena River Delta, Siberia
A measurement campaign at the Lena River Delta, Siberia, was organised in 2014 by
Prof. Dr. Torsten Sachs of the German Research Centre for Geosciences (GFZ). In a col-
laboration with the Institute of Flight Guidance, the Helipod was used for airborne flux
measurements of methane, carbon dioxide, as well as sensible and latent heat. The Li3
deployed on the Helipod was factory calibrated before the measurement campaign, and
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the signal of the Lyman Alpha was calibrated to the Li3 in the post processing.
Altogether, the campaign was divided into three parts during different seasons, with a
total of seven flights with a duration between 1.5 and 2.5 h each. The first two flights
were conducted in April, another three flights in May and June, and the last two flights
in August. During the measurement flights, the Helipod was attached to a Russian Mi-8
helicopter by a 30m rope. The flights were performed at a true airspeed of 40m s−1 from
the Research Station Samoylov Island in the Lena Delta, Siberia.
For the time period 29 April to 9 September 2014, an eddy covariance station was set up
at Samoylov Station, and the latent heat fluxes of the flights in May/June and August
can be compared to these continuous reference values.
The climate of the Lena Delta can be characterized as continental Arctic with a low mean
temperature of -14.7◦C and a low mean summer precipitation of 137mm (Sachs et al.,
2008). The annually averaged surface temperature of the permafrost soil is around -10◦C,
and the permafrost reaches a depth up to 600m (Boike et al., 2008). The surface melting
period starts around the beginning of June, and the vegetation period is restricted to mid
June until mid September (Boike et al., 2008). The Western part of the Lena Delta is
regularly flooded by the Lena River in spring, the Eastern part, located at slightly higher
altitudes of 10 to 16m above sea level, is only partly under water. It is characterized by
wet polygonal tundra structures (Boike et al., 2008). In spring, typical values of the lat-
ent heat fluxes in the Lena Delta are around 10 to 12Wm−2, for summer around 40 to
44Wm−2 (Langer et al., 2011).
The overall aim of the Helipod measurements was to study greenhouse gas emissions on a
scale of up to 100 km to investigate the spatial variability, and to analyse, how represent-
ative are the continuous emission measurements on local scales on a climatically relevant
sub-regional scale.
The Helipod flight used for the spectral analysis took place on 14 August 2014, when
seasonal thawing of the active layer on top of the permafrost was still in progress. The
roundtrip flight pattern followed a 100 km horizontal leg at 100m altitude in north-western
direction with vertical profiles up to 1500m altitude at both ends of the leg. The atmo-
sphere was neutrally stratified in the lowermost 150m, then slightly stable up to 1000m
(increase in potential temperature smaller than 1K from the surface up to that altitude),
and the ABL top was evident by an increase in potential temperature at 1000m altitude.
On that day, there were conditions nearly free of clouds at the beginning, with a near-
surface air temperature around 17 ◦C and southerly wind with a speed of 5m s−1 near
ground. The mean wind speed at the altitude of the Helipod transects was 8m s−1, and
the mean wind direction at that altitude was 180 ◦. For this instrumental intercomparison,
the first long flight transect from Samoylov Station to Arga-Muora is analysed (Fig. 5.22).
On the way back, short rain showers were encountered. Fig. 5.23 shows the time series of
the altitude (a), the vertical wind speed (b), the water vapour mixing ratio derived from
Lyman Alpha, Li3 and Humicap (c), potential temperature (d) and a flag for valid data
(e).
In the time series of the water vapour mixing ratio, the measurements of the Lyman Alpha
and the Li3 agree within ± 0.1 g kg−1, except during climb and descent and a rain shower
shortly after 8:00 UTC, indicated with the invalid data flag. The Humicap hygrometer
follows the temporal behaviour of the other sensors, but has a constant offset of around
-0.5 g kg−1 during the entire flight. Further a flight segment of 10 km length obtained on
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Figure 5.22: Flight track of the Helipod in the Lena Delta for the three measurement
flight on 14 August 2014. The flight started at Samoylov Station and went
towards Arga-Muora in the North-West. The part of the flight used for the
instrumental intercomparison is displayed in white. Figure from Lampert
et al. (2018a)
22 April 2014 is used to demonstrate the impact of the sampling frequency.
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Figure 5.23: Overview of the flight with the Helipod on 14 August 2014. Subplot (a)
shows the altitude, (b) the vertical wind speed, indicating the strength of
atmospheric turbulence. Subplot (c) shows the time series of the mixing
ratio measured by Lyman Alpha (black), Vaisala Humicap (purple) and
the open-path Li3 (blue). Subplot (d) represents the potential temperat-
ure. Subplot (e) shows the parts of the flight with data that was excluded
from the analysis for various reasons (e.g. impact of rain). For the spectral
analysis, the part of the data shaded in grey were used, excluding segments
indicated in the last plot. Figure from Lampert et al. (2018a)
5.4.2 Analysis and interpretation of vibrations, humidity spectra and latent
heat fluxes
Impact of vibrations on the LICOR sensors
The time series of the mixing ratio for the Do128 flight (see Fig. 5.21 above) shows the
general behaviour of the LICOR sensors, the slow Humicap and the fast Lyman Alpha
sensor. The time periods affected by radio communication were excluded for further ana-
lyses, as they occasionally induce artificial spikes on the Lyman Alpha sensor. The data
used for calculating the spectra are shaded in grey. They were chosen to exclude the flights
at higher altitude, where the signal of the Lyman Alpha differs significantly from the other
sensors. Under these different pressure conditions, a different sensitivity range would be
necessary, which was not adapted during the flight. For the data of the LICOR sensors,
different effects can be observed:
• The signals of the open path sensors Li1 and Li3 contain a higher level of noise
compared to the closed path Li2 system and the signal of the Lyman Alpha.
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Figure 5.24: Time series of the accelerations in z direction of the three LICOR sensors
during a flight section of 3min duration on 23 October 2013, illustrating the
vibrations the LICOR sensors were exposed to. The flight section took place
above agricultural land at 220m altitude. The acceleration measurements
of this flight section are representative for other flight sections at different,
but constant altitude. The acceleration measurements at the Li1 are shown
in green, at the Li2 in blue, and at the Li3 in magenta. Figure from Lampert
et al. (2018a)
• Changes in altitude affect the signals of Li1 and Li3, and the absolute values of the
mixing ratio do not follow the behaviour of the Li2 and the Humicap. This might
be caused by changing vibration environments due to different power settings.
• There is a general slow drift in the signal of the open path sensors Li1 and Li3, which
does not follow the trend of the closed path Li2 sensor, the signal of Lyman Alpha,
and Humicap.
Differences are apparent in the time series of the vibrations (Fig. 5.24): The amplitude of
acceleration in z-direction is around 50m s−2 for the Li3, around 40m s−2 for the Li1 and
around 3m s−2 for the Li2 sensor. The example shows a small flight section of 3min, but
is representative for sections of this length at constant altitude.
The acceleration spectra for all three sensors in y- and z-direction (along sensor and air-
craft axis, and vertical direction) as well as x-direction (perpendicular to sensor and flight
direction) for the Li2 sensor are shown in Fig. 5.25 for a short flight section of 3min. Strong
and sharp vibration peaks at distinguished frequencies were recorded at the locations of
all sensors, and there are differences in the broadband features.
Generally, the acceleration at high frequencies (exceeding 200Hz) is several orders of mag-
nitude lower for the Li2 sensor compared to the Li1 and Li3 sensors. This feature gets
more pronounced for frequencies exceeding 1000Hz. The amplitude of vibrations con-
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Figure 5.25: Acceleration spectra measured at the three humidity sensors Li1, Li2 and
Li3 during the Do128 flight on 23 October 2015 for the same flight sec-
tion as in Fig.5.24. The colours blue and red indicate the accelerations of
Li1 (y and z direction, respectively), the colours cyan and yellow indicate
the accelerations of Li3 (y and z direction, respectively), and the dashed
lines in green, bright blue and ocher indicate the accelerations of Li2 (x, y
and z direction). The vertical black bars indicate the critical frequencies of
150Hz and odd harmonics of 450, 750, 1050 and 1350Hz according to the
manufacturer. Figure from Lampert et al. (2018a)
tained within individual peaks is higher for the Li1 and Li3 sensor compared to the Li2
sensor. In Fig. 5.25, the critical frequencies of 150Hz and higher harmonics, as specified
by the manufacturer, are indicated by vertical black lines. Especially around 450Hz it can
be seen that the vibration level of the Li3 is more than an order of magnitude higher than
the vibration level of the Li1. This feature is observed during all flight legs analysed here,
persistent throughout each flight leg. The high level of vibrations at the critical frequen-
cies and potential impact on the internal signal processing could be an explanation for the
different humidity spectra shown in the following.
Spectral characterisation of hygrometers
The above mentioned properties of the sensors are reflected in the spectra of the water
vapour mixing ratio, shown in Fig. 5.26 for each humidity signal. The sloped lines rep-
resent the -5/3 drop-off expected in the inertial subrange. Between 0.003 and 0.3Hz all
sensors follow the Kolmogorov prediction (Kolmogorov, 1941), and those of the Lyman
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Figure 5.26: Powerspectra (variance density) of the different humidity sensors on the
Do128, Li1 in bright green, Li2 in blue, Li3 in olive, Lyman Alpha in grey,
Humicap in purple. The spectra are averaged over the data of the time
series shaded in grey in Fig.5.21. The lines have the slope of -5/3 according
to Kolmogorov theory. Figure from Lampert et al. (2018a)
Alpha and Li2 remain constant for a further decade, while Li1 and Li3 level off indicat-
ing a substantial level of white noise superimposed on the humidity signal. The Humicap
spectrum gradually decreases slightly faster.
Overall, the Lyman Alpha spectrum most closely behaves as expected from theory, and
the Li2 spectrum is very similar but drops off marginally faster beyond 1Hz. This beha-
viour can be attributed to somewhat increased dampening due to longer inlet tubes in
comparison to those for the Lyman Alpha.
At low frequencies, the Vaisala Humicap and even more the Li3 sensor show higher vari-
ances. It will be shown in the following that this variance is differently correlated with the
vertical wind velocity, which has implications for the flux calculation.
As the Lyman Alpha humidity sensor has been used widely in turbulence studies over dec-
ades, it is taken as a reference to compare the behaviour of the other sensors. Cospectra
between each of these other sensors and the Lyman Alpha are calculated.
Based on the grey shaded data set of Fig. 5.21, Fig. 5.27 shows the coherence and the phase
of the different LICOR sensors with the Lyman Alpha. Li2 provides the best coherence
with Lyman Alpha, virtually equal to one over a large frequency range of three decades. It
only drops off for frequencies beyond 1Hz due to the spatial separation of the two sensors.
No phase difference is observed over the same frequency range. In the phase spectrum the
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Figure 5.27: Left: Phase and coherence of the different LICOR humidity sensors on the
Do128 related to the Lyman Alpha sensor, with the same colour code as
in Fig. 5.26. In the diagram of phase shift, higher coherence is represented
by larger dot size. Right: Cospectra of humidity from the different sensors
and vertical wind speed on the Do128, multiplied by the frequency. The
area under the curves is proportional to the humidity fluxes. The data are
averaged over the data of the time series shaded in grey in Fig. 5.21. Figure
from Lampert et al. (2018a)
coherence is coded in the thickness of the dots, as a phase can only be interpreted if a sig-
nificant coherence between the signals is present. The marginally positive phase between
Li2 and Lyman Alpha is a result of the advancement of the Li2 signal over 0.315 s. This
constant shift can only approximate the more complex difference in the high-frequency
response behaviour between Li2 and Lyman Alpha due to spacing and tubing. A smaller
advancement, however, leads to reduced coherence and a trailing phase shift of Li2 for
frequencies below 1Hz. The other two LICOR sensors (Li1 and Li3) have far less coher-
ence with the Lyman Alpha. At low frequencies this reflects the drift of both vibration
affected sensors, and at high frequencies the noise fades more coherence that might exist.
Note that for all three LICOR sensors the coherence inversely correlates with the amount
of vibration the sensors are exposed to. The response behaviour of the Vaisala Humicap is
more complex. At low frequencies (< 0.01Hz) the signal agrees reasonably well with the
Lyman Alpha. Then the coherence decreases with increasing frequency. The phase shift
disappears around 0.4Hz, but the level of coherence remains lower. To assess the sensor
behaviour on the moisture flux calculation, Figure 5.27 (right) shows the covariance of the
vertical wind speed and the different humidity sensors after correction of the time lag. The
spectra are multiplied by the frequency, thus the area below the curves is proportional to
the humidity flux. Flux estimates based on Li2 and Lyman Alpha reasonably agree, but
those calculated by the vibration affected LICOR sensors are too low, most pronounced
for Li3. The Humicap shows an interesting behaviour: overestimation on a scale of minutes
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Figure 5.28: Phase shift and coherence spectra of the shifted (darker blue) and unshifted
(light blue) signal of the LICOR sensor on the Helipod (left) and cospectra
of humidity from the different sensors and vertical wind speed multiplied
by the frequency (right) on the Helipod flight. The area under the curves
is proportional to the humidity fluxes. The flight part indicated in the time
series in Fig. 5.23 in grey was used. Figure from Lampert et al. (2018a)
(0.02Hz) and underestimation for higher frequencies, both of which compensate to a cer-
tain degree. This behaviour seems to be a specific property of the Vaisala Humicap sensor.
The latent heat flux determined with the Humicap amounts to 95% of the reference value
determined with the Lyman Alpha. Thus, for moderate conditions (10-20◦C, humidity
values typical for midlatitudes), the Humicap can be used for determining airborne latent
heat fluxes with an acceptable error bar below 5%. However, the response function of the
Humicap is asymmetric, with a different response time for decreasing and increasing hu-
midity (Sect. 3.1), and the response time becomes significantly slower for cold conditions
like in the Arctic, where the sensor is not suitable for deriving latent heat fluxes.
For the Helipod flight, Fig. 5.28 (left) shows the spectra of coherence and phase of the
LI7500 signal (with and without time correction) against the Lyman Alpha. For a fre-
quency of up to 3Hz, the coherence for the time corrected signal is higher than 0.8, and
the phase shift around 0 ◦, thus the agreement of the two signals is high. The plot on
the right represents the humidity flux for both sensors, i.e. the covariance spectra of the
humidity and the vertical wind speed component. The areas under the curves are again
proportional to the humidity fluxes. The Lyman Alpha and LICOR signals agree perfectly
in the frequency range up to 2Hz. For higher frequencies, the humidity flux is negligible
anyway. The effect of the time correction for the humidity fluxes can be seen for frequencies
exceeding 0.2Hz: There are differences in the area under the lines representing the time
corrected and uncorrected values. The overall effect is in the range of few percent. As the
LI7500 used on the Helipod flew on the Do128 as well (Li3), the excellent agreement with
the Lyman Alpha here demonstrates that the vibrations of the Do128 are the main reason
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for poor performance there. The vibrations depend on the location within the aircraft,
and on the applied insulation against vibrations.
Latent heat fluxes and necessary measurement frequency
For the Do128 flight, humidity fluxes as calculated by the five different hygrometers was
compared. In Fig. 5.29 the integrated covariance spectra (called ogives, see e.g. Sievers et
al., 2015) are shown, normalised by the integral of the cospectrum of w and the Lyman
Alpha humidity. With the closed-path Li2, 98.1% of the Lyman Alpha value is reached,
the small high frequency loss is due to different sensor spacing and tubing. The vibration
affected open-path LICOR sensors reach 47% and 83% of the Lyman Alpha value of latent
heat fluxes, which is not suitable for measurements.
It can be concluded from Fig. 5.27 and Fig. 5.28 that the fluxes for frequencies exceed-
ing 2Hz are negligible for these specific flight conditions, an air speed of 70m s−1, alti-
tude of 200 - 400m (Do128 flight), and altitudes of 100m and at a lower true air speed
of 40m s−1 (Helipod flight) and the specific surface properties. This is different to flux
measurements near ground, where high resolution sampling and close sensor spacing are
essential (Caughey et al., 1979, Kaimal and Finnigan, 1994, Bange et al., 2002). The scale
of eddies corresponding to the frequency of 1Hz and the airspeed of 70m s−1 is around
70m. Contributions from eddies smaller than the size of few 10m are negligible. This
information is visible in the cospectra and in the ogive functions. Therefore, the sampling
frequency of 20Hz is sufficient for airborne turbulent humidity fluxes.
To further demonstrate the measurement frequency necessary for calculating turbulent
fluxes of latent heat and capture the relevant small scales contributing to the overall res-
ult, the data were filtered. The wind and Lyman Alpha humidity data are available at
a frequency of 500Hz. Different cutoff frequencies were applied for the low pass Butter-
worth filter, and then the latent heat fluxes for the same flight section were calculated.
The results are provided in the following two tables.
Table 5.3: Turbulent latent heat fluxes Wm−2 of Helipod after filtering the humidity and
wind data with different low pass cutoff frequencies between 500Hz (unfiltered
data) and 2Hz.
Cutoff frequency [Hz] 500 200 100 50 10 5 2
Leg A1 11.2 11.2 11.2 11.2 11.2 11.2 11
Leg A2 10.3 10.3 10.3 10.3 10.3 10.3 10.1
Leg A3 2.4 2.4 2.4 2.4 2.5 2.5 2.3
Leg A4 11.7 11.7 11.7 11.7 11.8 11.8 11.6
Leg A5 16.2 16.2 16.2 16.2 16.2 16.2 16
From the tables it can be deduced that there is almost no change in the latent heat fluxes
for a low pass frequency larger than 5Hz. Also for the data filtered with 2Hz, only a slight
reduction of the calculated latent heat fluxes below 9% was observed. For data with lower
temporal resolution (below 1Hz), the calculated latent heat fluxes decreased significantly.
Therefore it seems necessary to employ a humidity sensor with an effective measurement
frequency of at least 5Hz. This criterion is fulfilled by the LICOR sensors, which should be
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Figure 5.29: Ogive functions (integral over the latent heat fluxes) for the Do128 flight
on 23 October 2015. The colours indicate the same humidity sensors as in
Fig. 5.26. Figure from Lampert et al. (2018a)
Table 5.4: Turbulent latent heat fluxes in Wm−2 of Helipod after filtering the humidity
and wind data with different low pass cutoff frequencies between 1Hz and
0.01Hz.
Cutoff frequency [Hz] 1 0.5 0.2 0.1 0.05 0.02 0.01
Leg A1 10.5 9.6 8.1 5.7 3.5 2.7 1.8
Leg A2 9.6 8.7 6.3 3.2 0.8 -0.1 0.4
Leg A3 1.8 0.6 -2.7 -7.1 -10.4 -11.3 -12.9
Leg A4 11.1 10 6.1 1.2 -1.7 -2.2 -2.6
Leg A5 15.7 14.6 10.5 4.7 -1.7 -4.8 -3.8
an adequate replacement for the Lyman Alpha sensor from the point of view of temporal
resolution. For the air speed of 40m s−1, the measurement frequency of 5Hz corresponds
to a horizontal scale of around 8m. This indicates that turbulent humidity fluctuations do
play a role in the scale of meters for a flight altitude of 100m. No significant contributions
to the latent heat fluxes is transported into the atmosphere on smaller scales.
5.4.3 Recommendation for airborne applications of LICOR sensors
For calculating turbulent fluxes, the best temporal correlation of the sensors has to be
determined first. The time shifts that were determined are not negligible and have to be
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taken into account. This is a standard procedure in the flux community (Moore, 1986).
Time delays for the LICOR sensors are partly caused by internal processing, partly by
different locations of the sensors and tube lengths.
For the Do128 application, three different LICOR sensors were subject to different vi-
bration levels. For the Li1 and Li3 sensors, installed without particular insulation agains
vibrations, the correlation with the Lyman Alpha signal was significantly lower than for
the Li2 sensor, which was installed isolated against vibrations. The covariance spectra of
the vibration affected humidity measurements of the Li1 and Li3 sensors resulted in larger
deviations of the latent heat fluxes compared to the latent heat fluxes based on the Lyman
Alpha sensor. The vibration-isolated Li2 sensor showing high correlation with the Lyman
Alpha sensor resulted in comparable latent heat fluxes. However, the spectral behaviour
of the vibrations had no direct linear impact on the humidity spectra of the Li1 and Li3
sensors, but the relationship is more complex. This is currently subject to more detailed
investigations.
For the Helipod application with lower vibrations, the humidity fluxes derived from the
Lyman Alpha and the open-path LICOR sensor (Li3) agreed very well after careful sensor
calibration to absolute values, and correction of the time lag. Altogether, both open-path
and closed-path LICOR sensors are suitable high-resolution hygrometers for airborne ap-
plications, if the vibrations are low, e.g. by installing the sensors isolated against vibrations.
In summary, some precautions have to be taken for employing a LICOR sensor for airborne
turbulent humidity flux measurements. Especially the level of vibrations and its impact
on the measurements should be evaluated critically, and the spectra of the measurements
should be checked for plausibility. Especially for small fluxes, the relative error might be
significant. Generally the temporal resolution of the LICOR sensors of 20Hz is sufficient
for humidity flux calculations, as the contribution of frequencies above approximately 2Hz
is negligible, so an oversampling of factor 10 for a sufficient amplitude retrieval is provided.
Slight rain had a negative impact on the signals of both the Lyman Alpha and the LICOR
sensors as installed on the Helipod.
5.4.4 Summary: Airborne application of LICOR hygrometers for latent heat
fluxes
Both the open-path and closed-path LICOR hygrometers are suitable for airborne meas-
urements of latent heat fluxes, if they are installed insulated against vibrations. In this
case, the spectral behaviour agrees well with the Lyman Alpha. Therefore LICOR sensors
can be used as an alternative to replace the standard Lyman Alpha hygrometer. Vibra-
tions have a strong impact on the absolute signal of the sensors, which cannot be corrected.
Besides vibrations, rain and condensing conditions should be avoided, as the signal of the
LICOR sensors is strongly affected. The sampling frequency necessary for deriving latent
heat fluxes, depending on amospheric conditions, altitude and air speed, was around 2-
5Hz in the observed cases. The LICOR sensors with a frequency of 20Hz therefore comply
with the required sampling frequency. The results are published in Lampert et al. (2018a).
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5.5 New particle formation (P4, S2)
There is still large uncertainty about the mechanisms that lead to new particle formation
(NPF) events. The hypothesis to be investigated with ALADINA was that new particles
form in the residual layer above the ground-based inversion during the morning transition,
and can only be measured by ground-based observatories when turbulent mixing is enabled
to transport downwards the freshly formed particles. Therefore, events of NPF may be
underestimated by analysing ground-based observations alone. Further, NPF events were
observed during untypical conditions, with overcast sky and low concentrations of pre-
cursor gases measured at ground. In this section, three different cases are presented where
NPF was initiated in the residual layer. In one case, the newly formed particles were not
detected by ground-based instruments at all, published by Altstädter et al. (2015). The
second case describes a typical situation favorable for NPF, where NPF started above the
ground-based inversion and was mixed to the surface, published by Platis et al. (2015).
During the third case, NPF took place sporadically in cloud gaps, and intermittent obser-
vations of nucleation mode particles were observed at ground (Altstädter et al., 2018a).
5.5.1 Location and instrumentation of the study site
The ALADINA measurements presented here were performed at the air chemistry obser-
vatory of TROPOS in Melpitz, around 40 km North-East of Leipzig (Altstädter et al.,
2015). The first case was observed on 9 October 2013, the second on 4 April 2014, and the
third on 21 June 2015, therefore during different seasons. The site is surrounded by flat
grass and agricultural land (Spindler et al., 2013). The measurement site is characteristic
for rural continental air masses (Herrmann et al., 2006). As Melpitz belongs to the Global
Atmosphere Watch (GAW), European Monitoring and Evaluation Programme (EMEP)
and Aerosols, Clouds, and Trace gases Research InfraStructure (ACTRIS) networks, per-
manent extensive instrumentation for aerosol, trace gases and meteorological parameters
is available (Wehner et al., 2010). This provides the ideal background for embedding the
airborne ALADINA observations.
The following data were used for the analysis: Meteorological data of temperature, humid-
ity, wind and radiation provide the basic background information. Aerosol instruments
include several condensation particle counters with different lower detection threshold
diameter. Further, a NAIS (Neutral Cluster and Air Ion Spectrometer, Kulmala et al.,
2007) and TSMPS (Twin Differential Mobility Particle Sizer, Wiedensohler et al., 2012)
are used for the data interpretation. These instruments provide scans of the aerosol num-
ber concentration for the size range 3 nm to 10 µm (TSMPS, every 20min) and 0.8 to
40 nm (NAIS, every 3min). The phenomenon of NPF has been analysed in detail based
on the Melpitz data (e.g., Siebert et al., 2004, Wehner et al., 2007). Typically, NPF was
observed during the morning transition in spring and summer (Birmili and Wiedensohler,
2000, Birmili et al., 2001). On average, about every third day provides favorable conditions
for the effect to be observed (Jaatinen et al., 2009).
5.5.2 NPF in the residual layer only
A first demonstration of the ALADINA system was performed in October 2013 (Altstädter
et al., 2015). On 9 October 2013, a vertical profile obtained at 08:37 UTC revealed the fol-
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Figure 5.30: Vertical profile obtained on 9 October 2013, 08:37 UTC. The subplots show
(a) the potential temperature [K], (b) the water vapour mixing ratio q
[g kg−1], (c) the number concentration of the two CPC (N11 and N18) as
well as the difference ∆N [cm−3], (d) the number concentration measured
by the OPC [cm−3]. Figure from Altstädter et al. (2015).
lowing atmospheric situation: The atmospheric boundary layer was neutrally stratified up
to an altitude of around 300m with the potential temperature almost constant (Fig. 5.30).
At 300m, a small temperature inversion can be seen. Below the temperature inversion, the
water vapour mixing ratio is higher compared to the values above the inversion. Further,
the particle number concentration below the inversion is enhanced. The two CPCs with
different lower detection threshold diameter, as shown in Fig. 4.3, are in good agreement.
This means that no particles in the nucleation mode were present. However, at an altitude
of around 550-600m, the particle number concentration of the two CPCs reveal a signific-
ant difference of 2000 cm−3. Therefore, within a confined vertical altitude range, an NPF
event was recorded. No correlation with the parameters temperature and humidity were
observed in this case. At ground, no NPF events were evident, as can be seen in Fig. 5.31.
The highest total particle number concentration was observed in the size range around 30
to 100 nm diameter during the whole day (Fig. 5.31).
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Figure 5.31: Time series of the aerosol size distribution measured with a TSMPS on 9
October 2013. In the size range of small particles, no enhanced concentra-
tions were recorded. Figure from Altstädter et al. (2015).
5.5.3 NPF and downward mixing
The process of freshly formed particles mixed downwards was observed by consecutive pro-
filing on another measurement day, 3 April 2014 (Platis et al., 2015). ALADINA measure-
ments were performed under almost cloud free conditions with wind speed below 4m s−1.
Therefore, the measurements took place under favorable conditions for NPF (see Sect.
1.2.3), making the observation of a “banana shape” aerosol size distribution in the daily
development very likely (Heintzenberg et al., 2007). The temporal development of the po-
tential temperature shows a typical morning transition (Wildmann et al., 2015) from a
stably stratified boundary layer with a strong temperature inversion of 10K in the lower-
most 200m (Fig. 5.32, dark blue line) to a turbulently mixed ABL. At 10:37 UTC, the
mixing processes penetrated from ground into the residual layer, and the temperature
inversion at 200m altitude was heated and dissolved completely.
The development of the CPC profiles of total aerosol number concentrations are presen-
ted in Fig. 5.33. The black line (CPC1) represents the number concentration for particles
with a diameter exceeding 5 nm, the red one for particles with a diameter exceeding 10 nm
(CPC2). At the beginning of the measurements, the particle number concentrations agree
rather well. At 09:29 UTC, the concentrations of the CPC observing smaller particles
(black line) are clearly enhanced at an altitude of around 400m. For the next time steps,
the concentration differences of the two CPCs are more pronounced. From 10:04 UTC on,
the freshly formed particles appear to spread down, reaching a lower altitude of 300m.
At 10:36 UTC, the new particles are mixed down throughout the former temperature in-
version to the ground. At the same time, ground-based observations showed evidence of
enhanced particle number concentrations in the nucleation mode particle size range (Fig.
5.34). Simultaneously, the ground-based SO2 concentration increased as well. This em-
phasizes the hypothesis that NPF processes take place at higher altitudes, without local
sources of precursor gases.
For NPF, photochemical processes in the RL were enabled by high solar irradiance, and
an enhanced concentration of SO2 was available for NPF, which was not present near
ground in the stable ABL. To prove that the observed NPF at ground can be explained by
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Figure 5.32: Vertical profiles of potential temperature [K] during the morning transition
observed on 3 April 2014 between 06:21 UTC and 12:07 UTC. Figure from
Platis et al. (2015).
the vertical downward transport of freshly formed particles, and no additional horizontal
advection is needed to reach the observed number concentrations, the method of Wehner
et al. (2010) can be applied:
The mean eddy dissipation rate for the altitude interval 200 to 600m was calculated as
described in Sect. 3.5, resulting in a value of approximately Ô = 10−3m2 s−3. The time
τmix which is needed for mixing down particles from an alitude z =500m by turbulent
transport can then be estimated as
τmix ≈ (z
2
Ô
)1/3 ≈ 630 s ≈ 10min (5.1)
This is in agreement with the observations of a fast increase of both nucleation mode
particles and SO2. In contrast, local NPF events initiated near the surface would take a
longer time due to the typical growth rate of around a few nm per hour (Kulmala et al.,
2004). However, this does not explain the fast increase of particles in the size range of 5
to 10 nm observed at ground (Fig. 5.34).
5.5.4 NPF with sporadic downward transport
During the third case, ALADINA measurements were performed on 21 June 2015. The
sky was overcast with low-level stratocumulus cloud at altitudes around 500-2300m as in-
dicated by continuous Ceilometer observations. Cloud gaps occurred irregularly. The con-
centrations of the most important precursor gas SO2 were in the range of 0.8 - 1.6µgm−3
for most of the day, in contrast to a background value of 4 - 7 µgm−3 and a concentration
up to 10.5µgm−3 during the NPF event for the second case (Sect. 5.5.3). Therefore, the
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atmospheric conditions would be classified as unfavorable, thus the observation of NPF
with ground-based instruments highly unlikely. However, other studies confirm that there
is a broad range of conditions where NPF occurs, it seems not to be limited by single
factors like enhanced concentration of precursor gases or low condensation sink (Rose et
al., 2015). ALADINA repeated profiles observed a high varibility of the NPF number con-
centration (Fig. 5.35). Within 13min, the number concentration in the nucleation mode
size range varied between 5000 cm−3 and 16000 cm−3 at an altitude above 450m. This
high temporal variability is confirmed by ground-based observations (Fig. 5.36.) Small
bursts of NPF are evident around 08:15 UTC and later again sporadically at 10:00-15:00
UTC. As interpretation, it seems that at cloud edges, an enhanced concentration of freshly
formed aerosols was observed in the residual layer. They were mixed down intermittently,
resulting in the so-called “apple” type of NPF events.
5.5.5 Summary: New particle formation and thermodynamic structure
In this section it was shown how the formation of new particles and the thermodynamic
structure are related. The observations served to verify the hypothesis that NPF is a
phenomenon occurring aloft, with processes initiated in the residual layer. Three cases
were analysed, one where no NPF at all was observed at ground level, one where the NPF
was recorded at ground more than 1 h after the observation of NPF aloft, when the vertical
mixing throughout the ABL allowed the vertical exchange down to the surface, and one
under unfavorable conditions, when only intermittent NPF was observed at ground.
According to the observations, new particles may form within the residual layer above
a stably stratified or well-mixed ABL under a large variety of atmospheric conditions:
not only during conditions classified as “favourable”, when an enhanced concentration of
precursor gases, high solar radiation, and only few pre-existing coarse mode particles are
available. Instead, NPF was observed under “unfavourable” conditions with overcast sky
and low concentration of precursor gases. In all these cases, new particle formation was
initiated aloft, a process which cannot be monitored directly near ground. Only when the
thermodynamically stable layer is heated up to allow vertical mixing processes between the
surface and the residual layer, the particles are transported down and can then be detected
by routine observatories and aerosol monitoring networks. This may underestimate the
importance of NPF as an aerosol source. The results are published in Platis et al. (2015),
Altstädter et al. (2015, 2018a).
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Figure 5.33: Vertical profiles of number concentrations observed between 08:33 and 10:53
UTC. The difference between CPC1 and CPC2 indicates the number con-
centrations of freshly formed particles in the size range from 5 to 10 nm. The
NPF event is initiated at around 400 to 500m altitude and then spreads
downwards. Figure from Platis et al. (2015).
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Figure 5.34: Time series of the aerosol size distribution measured with TSMPS on 3
April 2014. Enhanced concentrations of freshly formed particles were re-
corded simultaneously to the ALADINA observations of particles mixed
downwards. The vertical black line indicates the time when the rest of the
inversion was broken up by convective mixing. The dashed lines show the
evolution of the maximum aerosol concentrations, indicating a growing pro-
cess after the NPF event. Figure from Platis et al. (2015).
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Figure 5.35: Vertical profiles of freshly formed particles with a diameter of 7-12 nm on
21 June 2015. The ALADINA observations were obtained at 08:13 UTC
(solid line), 08:20 UTC (dotted line) and 08:26 UTC (dashed line), and
from ground-based TSMPS data (triangles). Figure from Altstädter et al.
(2018a).
Figure 5.36: Time series of the aerosol size distribution measured with TSMPS on 21
June 2015. Enhanced concentrations of freshly formed particles were recor-
ded intermittantly. Figure from Altstädter et al. (2018a).
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6 Outlook: Future techniques for airborne
meteorological research
In Chapter 5, several case studies covering current meteorological research projects have
been presented. However, limitations from the point of view of technology and operation
have to be overcome in the future to achieve substantial progress in the field of airborne
meteorology.
In the bibliography, the publications providing the basis for the habilitation treatise are
indicated in bold letters.
6.1 Potential of meteorological research with unmanned aerial
systems
6.1.1 Intelligent UAS
With increasing experience in UAS handling, more sophisticated and reliable UAS tech-
niques, and further development of miniaturized sensors, a strong impact of UAS based
research can be expected. Smart systems are being developed, with the capabilities to
fly not only automatically with an autopilot system, but autonomously, taking onboard
decisions like collision avoidance. Operational meteorological survey flights are close to
reality in remote areas like the polar regions (e.g., Cassano et al., 2016). This poses new
challenges for the safe integration into the airspace.
6.1.2 UAS payload modifications
Different payloads can be installed for specific applications, with a rapidly growing spec-
trum at the transition from research to commercial applications. This opens new possib-
ilities, like in the field of emission surveillance (Villa et al., 2017). Also for ALADINA,
the range of applications is broadening. Measurements with an aethalometer have been
used to study the small-scale and short-time vertical and horizontal variability of black
carbon in Benin, West Africa (Altstädter et al., 2018b), a region with strong increase of
anthropogenic aerosol which may contribute to local modifications of globally changing cli-
mate, and particularly to the monsoon circulation (Knippertz et al., 2015). Versatile UAS
like ALADINA allow modifications depending on the conditions expected during specific
operations. In 2017, the system described in Sect. 2.4 was again substantially modified
for a measurement campaign in Ny-Ålesund, Svalbard. Because of the cold temperature
of around -20◦C expected on average in April, the payload bay is insulated passively and
heated actively with heating foils. For more flexibility during field trips, it is now possible
to choose between external power supply and battery power. To reduce the time between
landing and standstill on the smooth runway of the airport, brakes were implemented to
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the landing gear.
6.1.3 UAS for replacing other techniques
Meteorological UAS have the potential to contribute to and partly replace routine meas-
urements like radio soundings, at least up to a certain altitude. Comparisons of radiosonde
and UAS profiles in the ABL have shown good agreement of the data under a wide range
of conditions, proving the reliability of the miniaturised sensors and the flight trajectories.
Typically, the UAS reach a much higher spatial resolution. Two examples are shown in Fig.
6.1. Different systems for measuring the relative humidity and potential temperature were
used almost simultaneously at the same places, in this case the meteorological observatory
of the German Meteorological Service in Lindenberg near Berlin (Martin et al., 2011), and
above sea ice in the Weddell Sea, Antactic (Jonassen et al., 2015). First ideas to combine
a balloon borne payload for ascent with an autopilot controlled return glider for descent
have been demonstrated by Kräuchi and Philipona (2016). In the near future they will
play a key role in special research activities, like local studies of ABL phenomena. UAS
provide the advantage of a controlled trajectory, enabling the investigation of interesting
phenomena for research and weather forecast applications, independent of the mean wind
speed and direction. However, limitations imposed by high wind speed and poor visibililty
for takeoff and landing, as well as for the flight, have to be overcome.
6.1.4 New methods for measuring meteorological parameters
A lot of research remains to do for further qualification of UAS as reliable measurement
platforms. Still an open question is the high-resolution determination of the 3D wind vec-
tor from multicopter systems. In principle, it should be possible to use the regulator and
autopilot commands stabilizing the system against wind impact. This method has been
applied to estimate the mean wind speed and wind direction (Brosy et al., 2017, Palomaki
et al., 2017), but not yet for the complete wind vector, which is limited by the accuracy of
inertial navigation system (INS) derived angles. Further, the interaction of platform and
measurement payload should be critically evaluated. On the one hand, positive effects and
additional tools can arise from a deep knowledge of the platform and its behaviour in the
atmosphere. As an example, it is possible to retrieve the vertical wind speed component
with high accuracy from measurements with glider aeroplanes (Pätzold, 2017). On the
other hand, modifications of the atmosphere performed by the carrier platform can inter-
fere with the measurement signal.
Fig. 6.2 shows raw data profiles of temperature (left) and relative humidity (right) ob-
tained with the quadrocopter ALICE during a mission onboard of Polarstern. For the
ascent, the temperature fluctuations are much less pronounced than during the descent.
In this case, the disturbance of the rotor blades can be seen in the data.
6.1.5 Legal aspects
Legal aspects of UAS operation are an important topic, which can accelerate or prevent
the massive routine use of UAS in the future. With an increasing number of UAS applica-
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Figure 6.1: Atmospheric profiles of (a) relative humidity [%] (Figure from Martin et
al., 2011) and (b) potential temperature [◦C] (Figure from Jonassen et al.,
2015) obtained with radiosonde, UAS and other instrumentation. The relat-
ive humidity was recorded on 21 July 2009 at the observatory of the German
Meteorological Service in Lindenberg with the M2AV, a radiosonde, a 100m
tower and a micro wave radio profiler (MWRP). The potential temperature
profiles were recorded on 13 and 31 July 2013 above sea ice in the Weddell
Sea, Antarctic, with the M2AV, the UAS SUMO and radiosounding.
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Figure 6.2: Raw data profiles of temperature and relative humidity obtained with the
quadrocopter ALICE. The fine wire temperature sensors exhibit different
turbulence properties during ascent and descent, as they experience the dis-
turbance of the atmosphere by the rotor blades during descent.
tions by private persons, companies, authorities, emergency forces and research institutes,
regulations are required to guarantee safety in the airspace and on ground, and protect
personal rights. Generally, the harmonization of the very different regulations for UAS
operation in Europe is planned by the EASA (European Aviation Safety Agency). The
upper limit of 25 kg maximum take-off weight without the need of airworthiness certifica-
tion is very likely to remain in the near future. It is planned to register and identify each
UAS for obtaining a flight permission. There are currently two controversal tendencies of
evolution:
On the one hand, more and stricter criteria need to be met to allow UAS operations. Visual
surveillance by a ground-based observer is currently required by legislation in many coun-
tries with dense population (e.g. Norway, USA, France), with few exceptions e.g. in the
high Arctic. Also in the near future, flights under the control of a safety pilot will be man-
datory, for both uncontrolled air space and restricted areas. The procedures to obtain a
flight permission in Germany until April 2017 have been described in Sect. 2.3.3. Even more
documentation is required for operation of UAS in the size and weight class of ALADINA
in some other countried. E.g. in Norway the regulations discriminate between operations
in the categories Visual Line Of Sight (VLOS) below 400 ft, Extended Visual Line of Sight
(EVLOS) above 400 ft and Beyond Line Of Sight (BLOS). The typical altitude of opera-
tions for ALADINA up to an altitude of 1000m is classified as BLOS. Further, the weight
class of ALADINA falls into the category Remote Operations 2 (RO2) and requires a per-
mission from the Civil Aviation Authority (CAA). To obtain this, specific documents have
to be provided: an operation manual with information about the system, radio frequencies,
safety features, maintenance routines, training, checklists, risk analysis, naming responsib-
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ilities as operating manager, technical manager and quality control manager, an insurance
certificate, pilot’s proficiency exam with questions about e.g. UAS technical terms, tech-
nical, operational and legal aspects, air space regulations, meteorology and physiology.
On the other hand, since April 2017, there have been fundamental changes in the German
legislation. According to the Luftverordnung LuftVO§21, it is possible for public authorit-
ies, including universities, to fly beyond line of sight without the permission of the federal
state aviation authorities. Also the obligation to pass an official written pilot’s exam is
explicitly not required for staff of these authorities. It is now requested to coordinate the
planned flights with air traffic control to issue a NOTAM, and to obtain the permission
of the nature protection agency, if flights are planned in a protection area. For other ap-
plications, a risk assessment is necessary to determine if it is possible to perform UAS
operations. These new regulations are currently being established, and documents should
be prepared several months in advance of the planned mission.
6.2 Dynamic calibration of fast H2O sensors for research aircraft
As humidity plays a key role in atmospheric research, and latent heat fluxes require the
use of a sensor with short response time, the development of a dynamic calibration pro-
cedure is mandatory. In Sect. 5.4 it was shown that even for a good agreement of absolute
humidity values, sensors can have a different dynamic behaviour, which has an impact on
the spectra. The qualification of fast humidity sensors should include a setup to determine
the response to a sharp change in humidity (important for transfer functions that can be
represented by a first-order delay element, PT1), as well as to sinusoidal changes in the
frequency range of interest for airborne meteorology (around 0.1 to 20Hz). The challenge
is to design a calibration system that can be controlled with an accuracy higher than the
accuracy of the humidity sensors. The aim is to be able to control changes to the system
with an accuracy of around 1% for relative humidity, 1% for absolute humidity, and 0.15K
for the dew point temperature. One possibility is to realize the calibration system as an
adiabatic process by e.g. using a cylinder as control volume with the sensors integrated
inside, which is expanded and compressed quickly by actuating a piston. The position of
the piston has to be measured precisely, as the accuracy of the volume determines the
accuracy of the temperature by the ideal gas equation. Calibration at low temperatures
can be realized by first expanding the volume and then stimulating the sinusoidal oscil-
lations, or by putting the whole setup into a climate chamber with lower temperatures.
However, the relative humidity should not exceed 95% to avoid condensing conditions. A
disadvantage of the setup is that the air speed is probably not high enough for the dew
point mirror to obtain the full measurement speed (Fahey et al., 2014).
The PTB Braunschweig recently developed a new, highly specialized metrological hygro-
meter concept (Buchholz et al., 2017) with the research center of Jülich for water vapour
measurements on the HALO research aircraft (Krautstrunk and Giez, 2012), called Hy-
grometer for Atmospheric Investigations (HAI). This complex multi-channel system offers
fast, highly precise, absolute, reliable, redundant measurements based on a calibration-free
TDLAS system and corresponding data processing procedure, which was metrologically
validated on the national primary humidity standards. However, HAI’s mechanical dimen-
sions and weight, and its specific adaptation to HALO, precludes its usage on smaller
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aircraft such as the IBUF (Sect. 2.1) or the Polar 5/6 of the Alfred Wegener Institute,
low and slow flying aircraft that are much more suited for the specific needs of the atmo-
spheric flux community than HALO. As it is of special importance to quantify turbulent
fluxes of latent heat with high accuracy and defined uncertainties, and no fully suitable in-
strument, neither commercial nor academic, is currently available for such measurements,
a new open-path instrument should be developed with a special design focus on high-
frequency (> 200 Hz raw data frequency) measurements of fine atmospheric water vapour
structures. Such an instrument should be linked to the international metrological water
vapour scale via a direct validation at a primary metrological humidity standard.
6.3 Meteorological data for future mobility and energy supply
A profound understanding of atmospheric processes combined with a large availability of
high quality meteorological data leads to impoved weather forecast and nowcast models.
Specific products can be processed with high benefit for modern society in various fields.
Besides personal advantages in daily life by providing a better and everywhere available
weather forecast, these products can be used to enhance future mobility and energy supply.
Especially airborne traffic has increased in the past decades and will very likely continue
to increase in the next decades (Eurocontrol, 2013). More than other transport vehicles
like rail, ship and road, aviation is directly dependent on weather. Fog, thunderstorms and
icing conditions cause delays and even cancelled flights. Further, atmospheric phenomena
like wakes behind aircraft limit the capacity of airports (Holzäpfel et al., 2012). At some
airports with a frequent occurrence of strong LLJs, such forecasts are part of the weather
analysis, and warnings are issued to pilots to improve safety during approach and landing
(Kaplan et al., 2000). In the future, this information could be provided even in real time to
the cockpit for pilots in situations of high work load (e.g. approach to wind parks, rescue
missions in mountaineous terrain).
As described in Sect. 6.1, in the future, the approved and reliable meteorological data
base of radiosounding will be complemented by more flexible UAS soundings, which allow
to prescribe the trajectory, and perform measurements along particular flight trajectories
which are of scientific or forecasting interest, e.g. to probe the air in an approaching frontal
system. This flexible probing may enhance the weather forecasting significantly, and enable
better prediction possibilities for aviation.
With the power supply depending more and more on renewable energy, the weather plays a
more important role to control and plan the complex network structure with flexible feed-in
from various sources. In case of accurate forecasts of the nocturnal LLJ, the power output
of wind parks can be estimated more realistically. For some regions with a pronounced
and regular LLJ, this forecast is already available (Storm et al., 2009). With increasing
power produced by offshore wind parks, the security and stability of the power supply
system crucially depend on the precise forecast of near-future power output. This requires
reliable data and validation of simulations. Especially for the planned construction of
superclusters covering the North Sea, the impact and interactions of the whole clusters
need to be quantified. For the rare cases of wind speed exceeding 25m s−1, each wind
turbine is currently stopped to avoid damage. However, this sudden drop in power output
can be detrimental for net stability, and engineering solutions have to be developed to
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avoid these situations, based on the knowledge of the wind field and dynamics of passing
frontal systems.
6.4 Future choice of appropriate airborne platforms
For the multiple aims of airborne meteorological applications, various platforms equipped
with different sensors and technology are available, and can be rented or used upon the
decision of a scientific advisory board (e.g. EUFAR). For realistically planning future air-
borne meteorological projects, a tool addressing different aspects that are important for
the measurements from a logistical, operational, financial and scientific point of view would
be helpful. For example, a future application is the measurement of trace gases in remote
regions. For limited space on a ship, a vertical takeoff and landing (VTOL) system may
be a good option that enables takeoff and landing like a multicopter on a very confined
area, but allows straight and level flight like fixed-wing aircraft, and therefore the 3D wind
speed calculation. The envelope of weight and balance is more constraint compared to the
other systems.
A closer collaboration of research institutes and operators of the manifold airborne plat-
forms could be stimulated by making transparent the conditions of use and timelines of
the platforms that are in use. UAS would benefit from an easily exchangeable modular
system and flexible data acquisition systems to adapt additional sensors. For example, for
ALADINA it should be possible to remove the whole front system with the aerosol payload
and substitute it with e.g. sensors for measuring greenhouse gases or aerial photographic
mapping. At IFF, the future perspective is to operate a variety of platforms as presented
in Chapt. 2 with compatible data acquisition, data format, interfaces, and finally software
for data processing. Out of these versatile systems, the appropriate platform can be chosen
for own investigations. Further, the diversity of systems easy to modify can be offered to
partners and external scientists as test bed to qualify new sensors. The future vision is
to set up an online tool for facilitating access to airborne platforms of different size and
capabilities, including unmanned systems. As a start, it could be coordinated for the area
of Braunschweig by the Aeronautics Research Centre Niedersachsen (NFL).
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