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Abstract
In this thesis I study a variety of two-dimensional turbulent systems using a mixed
analytical, phenomenological and numerical approach. The systems under consideration
are governed by the two-dimensional Navier–Stokes (2DNS), surface quasigeostrophic
(SQG), alpha-turbulence and magnetohydrodynamic (MHD) equations. The main an-
alytical focus is on the number of degrees of freedom of a given system, defined as the
least value N such that all n-dimensional (n > N) volume elements along a given trajec-
tory contract during the course of evolution. By equating N with the number of active
Fourier-space modes, that is the number of modes in the inertial range, and assuming
power-law spectra in the inertial range, the scaling of N with the Reynolds number Re
allows bounds to be put on the exponent of the spectrum. This allows the recovery of
analytic results that have until now only been derived phenomenologically, such as the
k−5/3 energy spectrum in the energy inertial range in SQG turbulence. Phenomeno-
logically I study the modal interactions that control the transfer of various conserved
quantities. Among other results I show that in MHD dynamo triads (those converting
kinetic into magnetic energy) are associated with a direct magnetic energy flux while
anti-dynamo triads (those converting magnetic into kinetic energy) are associated with
an inverse magnetic energy flux. As both dynamo and anti-dynamo interacting triads
are integral parts of the direct energy transfer, the anti-dynamo inverse flux partially
neutralises the dynamo direct flux, arguably resulting in relatively weak direct energy
transfer and giving rise to dynamo saturation. These theoretical results are backed up
by high resolution numerical simulations, out of which have emerged some new results
such as the suggestion that for alpha turbulence the generalised enstrophy spectra are
not closely approximated by those that have been derived phenomenologically, and new
theories may be needed in order to explain them.
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Chapter 1
Introduction
1.0 Published papers
Much of this thesis is based on a number of papers published during the course
of my PhD. Chapter 2 is based on Tran et al. (2009) and Blackbourn & Tran (2011),
published in Physical Review E. Chapter 3 is partially based on Tran et al. (2011), which
is published in the Journal of Fluid Mechanics. Chapter 5 is based on Blackbourn &
Tran (2012), published in the Journal of Fluid Mechanics, Tran & Blackbourn (2012)
which is published in the journal Fluid Dynamics Research, Tran et al. (2013a) which
is published in the Journal of Fluid Dynamics, and Blackbourn & Tran (2013) which
has been submitted to the journal Physics of Fluids.
1.1 The classical theory of turbulence
Turbulence is a ubiquitous property of our world, with examples such as tobacco
smoke curling in air, milk mixing into tea, and air turbulence causing rough aeroplane
flights universally recognised. The fascination with the beauty and mystery of turbu-
lence has a long and illustrious history, from the writings of the Roman poet Lucretius,
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through the drawings of Leonardo da Vinci, and it has captured the imagination of
some of the world’s most famous scientists. The field embraces large swathes of math-
ematics and physics, from fractals to quantum field theory, from functional analysis to
engineering. Yet many basic properties of turbulence are still not understood, indeed
there is no rigorous mathematical definition of turbulence, just a list of ‘typical’ proper-
ties of turbulent systems, such as high irregularity, chaotic and rotational motion, and
many fundamental questions remain unanswered. This disparity between the almost
universality of, and lack of understanding about, turbulent systems makes this research
area both important and fascinating.
While turbulent theory has been a topic of interest for millennia, it is only within the
last two centuries that progress has been made on understanding this complex subject.
Early work by Bernoulli (1738) and Euler (1757) paved the way for the mathematical
foundation, which was solidified in the 19th century by the work of Navier, Stokes,
Cauchy, Poisson and Saint-Venant (see e.g. (Navier, 1822; Stokes, 1845)), to produce
the famous Navier–Stokes (NS) equations, which govern the evolution of the velocity
field in an incompressible Newtonian fluid,
∂u
∂t
+ u · ∇u = −∇p+ ν∆u, (1.1)
∇ · u = 0, (1.2)
where u is the velocity field, p is the pressure and ν is the kinematic viscosity. However
it was another century before much progress was made on these equations. Many of
the earlier results were phenomenological in nature, and derived from experiments.
Reynolds (1883) pioneered many experimental techniques, and popularised the idea of
what is now known as the Reynolds number, the ratio of the strength of the inertial
forces to viscous forces, in categorising flows. There are a number of different definitions
of the Reynolds number, with the most well-known begin
Re =
UL
ν
(1.3)
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where U is some ‘typical’ large-scale velocity and L is a ‘typical’ length scale of the
system. This definition comes about through nondimensionalising the NS equation by
redefining the velocity and length scales
x = Lx˜, (1.4)
u = U u˜, (1.5)
t =
L
U
t˜, (1.6)
to give
∂u˜
∂t˜
+ u˜ · ∇˜u˜ = −∇˜p˜+ 1
Re
∆˜u˜ (1.7)
where ∇˜ = ∂x˜. As a general rule high Reynolds number flow is turbulent and thus
chaotic, while at low Reynolds number it is laminar and behaves essentially linearly. The
motion in a fluid is often understood as consisting of large numbers of eddies of different
sizes, with the dynamics of the system largely controlled by their breakup, which leads
to the following thought experiment. For a set small value of ν consider a large-scale
eddy, with velocity and length scales U and L of order unity, which corresponds to
a large Reynolds number. This eddy is then virtually inviscid, with the nonlinear
inertial forces acting on it far more strongly than the viscous stresses. Under the
action of the nonlinear terms these large-scale eddies are observed to break up into
smaller eddies, passing their energy downscale. With this breakup the eddy size L
decreases, meaning that smaller eddies effectively have larger Reynolds numbers, until
the eddy breakup reached such small scales that viscosity becomes important and the
energy is lost to mechanical friction. This is the basis of the ‘Richardson cascade’
(Richardson, 1922) which suggested that, in a turbulent flow, energy is continually
passed down from the large-scale structures to the small scales, where it is destroyed by
viscous stresses. Richardson’s ideas were expanded through the groundbreaking work
of Kolmogorov in his set of papers that effectively founded the field of mathematical
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analysis of turbulence (Kolmogorov, 1941a,b,c). By treating the velocity components
as statistically homogeneous isotropic random variables, an assumption which could be
expected to hold over a range of length scales for flows with large Reynolds numbers,
Kolmogorov derived the ‘local scale of turbulence’
λ = (ν3/ǫ¯)1/4, (1.8)
the turbulent time-scale
σ =
√
ν/ǫ¯ (1.9)
and the equation describing the variance of the velocity increment
|ui(x+ r)− ui(x)|2 = Cǫ¯2/3r2/3, (1.10)
where ui is the ith component of the velocity field, the overbar denotes the time average,
ǫ¯ is the mean energy dissipation rate per unit mass and r = |r|. These results rely on
the assumption that as ν → 0 the energy dissipation rate approaches a finite non-zero
value . In three dimensions this assumption is generally accepted, while Taylor (Taylor,
1917) pre-empted this when he noted that ‘eddy motion must tend to produce . . . very
large vorticity . . . in a very small volume. It is only in this way that the effect of viscosity
can make itself felt in a fluid of very small viscosity.’ While Kolmogorov’s derivation of
these laws is rather in-depth, they can be derived using the following argument, taken
from Davidson (2004). Let u and v be typical velocities associated with the largest and
smallest eddies, with l and η the length scales of the largest and smallest structures.
It is observed that eddies tend to break up on the timescale of their turnover time,
so large-scale eddies with energy u2 break up on a timescale of l/u, giving an energy
transfer rate of around Π = u3/l. For steady-state turbulence this must match the
small-scale energy dissipation rate, which is given by ǫ ∼ νSijSij where Sij is the rate
of strain associated with the smallest eddies, Sij ∼ v/η. Equating Π and ǫ and noting
that at the smallest scales the Reynolds number Re = vη/ν should be of order unity,
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we obtain the Kolmogorov results.
The energy transfer comes about through the straining action of larger-scale vortices
on smaller-scale vortices, which was expected to be a local interaction since the action
of the very large scales produces what is effectively a constant background flow, while
the very small-scale vortices act as random variables, meaning they effectively cancel
each other out. It is this idea of scale-local transfer which means that the Fourier-space
representation, which automatically amplifies the importance of scale, is such a useful
tool (see e.g. Batchelor & Townsend, 1949, p239). The Fourier-space equivalent of the
Kolmogorov scaling above says that there is a self-similar energy spectrum
E(k) = Cǫ¯2/3k−5/3 (1.11)
where E(k) gives the energy present at scales 1/k (Obukhov, 1941a,b). This spectrum
extends down to the dissipation wavenumber kν ∼ 1/λ = (ǫ/ν3)1/3, around which
most dissipation occurs, and after which dissipative effects are expected to cause it to
exponentially decay. The total energy E is then given by
E(t) =
∫ kν
0
E(k) dk. (1.12)
There are as yet no analytical results that will, given a turbulent system, yield the form
of the energy spectrum. While it can be obtained from (1.10) using the fact that if the
second order structure function has the power law |ui(x+ r)− ui(x)|2 ∝ rn then for
0 < n < 2 the energy spectrum has the form E(k) ∝ k−(n+1) (Frisch, 1995), the most
usual method nowadays is based on the following dimensional analysis arguments. We
assume that in the inertial energy-cascading range the energy spectrum depends only
on the mean energy dissipation rate ǫ¯ and the wavenumber k, which have dimensions
[ǫ¯] = L2T−3 and [k] = L−1 respectively, where L is the unit of length and T is the unit
of time. Finally the energy spectrum should have units [E(k)] = L3T−2. Assuming
that E(k) = Cǫ¯αkβ, where C is a dimensionless constant, and solving the resulting two
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linear equations in α and β gives the Kolmogorov form of the energy spectrum E(k) =
Cǫ¯2/3k−5/3. As it turns out, in three dimensions this seems to be the correct form, with
much experimental and numerical evidence backing it up, and it is remarkable that such
a simple argument can give such precise results. The production and maintenance of
such an energy spectrum in the presence of a large-scale forcing relies on a steady and
viscosity-independent energy flux, which makes it possible to rid the virtually inviscid
energy inertial range of the injected energy, allowing for a statistical steady state to
be established. This necessarily entails the production of small scales, and plays a key
role in the possible development of singularities. The mechanism for the growth of the
smallest scales in the system in found by taking the curl of equation (1.1) to give the
evolution of the vorticity
∂ω
∂t
+ (u · ∇)ω = (ω · ∇)u+ ν∆ω (1.13)
where ω = ∇× u. The first term on the right hand side, which is known as the vortex
stretching term, controls the growth of the vorticity, which is a manifestation of the
transfer of energy downscale. The relationship between the growth of the vorticity and
possibly singularity development is embodied in the famous Beale–Kato–Majda (BKM)
criterion (Beale et al., 1984) which states that smoothness of solutions is controlled by
the time integral of the maximum vorticity. A ‘strong’ flux may be expected to be
able to transfer significant amounts of energy downscale to wavenumber kν even in the
limit of large kν (i.e. small ν). In this case the inviscid system could possibly produce
finite-time singularities. If, however, the flux is ‘weak’, energy may not be transferred
downscale fast enough in the inviscid limit, so dissipation rates may decay pointwise in
time as ν → 0. There is as yet no analytical method for showing the strength of the
downscale flux, which is produced by the extremely complex interactions between all of
the Fourier modes of the system. However, phenomenological arguments can give some
insights. Looking at the individual triad interactions that make up the nonlinear terms
of the equation, and which drive the flux, can give information about the flux strength,
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which in turn can help one to understand the dynamics of the system.
In the years since Kolmogorov’s 1941 papers much time and effort has been spent
trying to get a deeper understanding of turbulence, especially the places where Kol-
mogorov’s theories partially break down, for example the problem of intermittency,
which itself has led to many interesting new areas of mathematics including the study
of multifractals. Yet in spite of all the work that has been expended there are still many
outstanding issues regarding three-dimensional (3D) NS turbulence, most famously the
question of the existence and smoothness of solutions. This question has been named
by the Clay Institute as one of the Millennium problems (Fefferman, 2000). Given the
challenging nature of 3DNS turbulence, researchers started looking into two-dimensional
(2D) models that could give all of the dynamics of 3D turbulence, without the same
level of mathematical difficulty. It is these 2D systems that we shall examine in this
thesis.
1.1.1 The two-dimensional case
The 2DNS equation is at first sight similar to its 3D counterpart, in particular it
obeys the same advection-diffusion equation (1.1). The differences become apparent
when one studies the equation for the evolution of the vorticity ω = (∇× u) · k,
∂ω
∂t
+ u · ∇ω = ν∆ω. (1.14)
The major obvious difference to 3D turbulence is that equation (1.14) is missing the
vortex-stretching term on the right-hand side which has the effect that in two dimensions
there are two inviscidly conserved positive-definite quantities, rather than the one in
3D turbulence, namely the energy E = 1
2
‖u‖2 and the enstrophy Z = 1
2
‖ω‖2. These
extra conservation laws may be expected to change the dynamics of the system, and
this is indeed the case, a fact that was noticed early on in the development of turbulent
theory. In Taylor (1917) it was argued from experimental data that, because mean eddy
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velocity in wind with a large mean flow is independent of direction, that is v¯2 = u¯2 = w¯2,
eddies that form from the friction between the air and the ground are intrinsically 3D,
with ‘some relationship between u, the component of eddy velocity in the direction of
the wind, and the other two components’ (Taylor, 1917, p72). It was also noted that
an appreciable fraction of the wind energy could only be dissipated if there were very
large magnitudes of vorticity concentrated into very small sets with Taylor once again
showing amazing foresight by noting in the same paper that ’[i]n order that regions of
large vorticity may occur it is necessary that the motion be three-dimensional, for the
vorticity of any portion of a fluid remains constant during two-dimensional motion’.
(a very astute observation that is later born out through ideas concerning multifractal
sets). Since in two dimensions vortex stretching is absent and the maximum vorticity
decays, this scenario cannot come about.
Around three decades later Lee (1951) showed that two–dimensional turbulence can-
not satisfy Kolmogorov’s turbulence hypothesis, and attempting to impose the classical
k−5/3 energy spectrum and forward energy cascade results in a mathematical contradic-
tion, once again due to the conservation of vorticity and lack of vortex stretching. Just
two years later, Fjørtoft (1953) showed that in two dimensions the nonlinear term can
be described in terms of triad interactions that preserve both the energy and enstrophy,
and because of this interactions tend to transfer energy to smaller wavenumber (the in-
verse cascade) and transfer enstrophy to higher wavenumber (the direct cascade). This
is in stark contrast to the behaviour in three dimensions where energy is transferred
downscale. However Fjørtoft did not make any predictions about the form of the ranges
through with the energy and enstrophy would be transferred.
A decade later, a series of papers by Kraichnan, Leith and Batchelor (KLB) really
set the stage for the study of 2D turbulence by studying it as a system in its own right
and applying Kolmogorov’s theories in the light of the previous results by Lee, and
Fjørtoft. Kraichnan (1967) started by studying the interactions that drove the transfer
of energy and enstrophy in 2D turbulence. By using similarity arguments and noting
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that a persistent flux through an inertial range should be wavenumber independent,
Kraichnan envisaged the existence of two inertial ranges. One of these supported an
inverse energy flux, giving an energy spectrum of the form
E(k) = Cǫ2/3k−5/3 (1.15)
where ǫ is the energy dissipation rate, in which the enstrophy transfer is identically
zero, which transports energy from intermediate to low wavenumbers. Simultaneously
there is the forward-transferring enstrophy inertial range, having an energy spectrum
E(k) = C ′χ2/3k−3, (1.16)
although physical arguments on the locality of the enstrophy transfer led Kraichnan to
believe that this should be modified by a logarithmic term (see Kraichnan, 1971).
Two years later, Batchelor (1969) directly applied Kolmogorov’s theory of 3D tur-
bulence to the 2D decaying case, making the assumption that the forward-cascading
enstrophy was equivalent to the 3D energy, including the assumption that the extension
of isovorticity lines would amplify the vorticity gradients enough that the enstrophy dis-
sipation rate χν would tend towards a non-zero constant χ in the inviscid limit. On
this basis Batchelor derived the same enstrophy inertial range as Kraichnan, although
making the claim that the constant C ′ in (1.16) should be universal. Using similar ar-
guments, the enstrophy dissipation wavenumber, where the inertial and viscous forces
have comparable effects and essentially marks the end of the inertial range, was expected
to be given by
kν =
χ1/6
ν1/2
. (1.17)
Batchelor also noted that this scaling for the enstrophy inertial range gave a logarithmic
divergence of the total enstrophy in the inviscid limit, arguing that for large ν the
depletion of the original enstrophy reservoir caused by its downscale transfer would
eventually lead to a diminishing of the transferring flux, leading to a lower value of χ
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for the statistically steady state.
1.1.2 Other two-dimensional turbulent systems
Finding a 2D system that more accurately mimics the dynamics of the 3D turbulence
equations has been a motivating force in some of the study of other lower-dimensional
systems, including the 1D Burgers equation (Burgers, 1940) and Constantin–Lax–
Majda (CLM) model (Constantin et al., 1985c; Ohkitani, 2011). In two dimensions
one method of generating generalised models of turbulence is to alter the relationship
between the advecting velocity field u and the advected scalar quantity, known as the
generalised vorticity and here called θ. An example of this is the SQG equation in which
the generalised vorticity, which represents the potential temperature in a geophysical
context, is given by θ = Λψ where Λ is the Zygmund operator, which we discuss in
chapter 3. Initially introduced in meteorology as a simplification of the quasigeostrophic
equations it was first studied as a possible model for the 3DNS equation because it does
not suffer the same problem of nonlocality of transfer that Kraichnan noticed affect the
2DNS equation (Kraichnan, 1967), and displays a number of properties that are similar
to the 3DNS system. The SQG equations, along with the 2DNS equations, are then
both members of an extended family of turbulent systems, known as alpha turbulence,
in which the relationship between the streamfunction and generalised vorticity is given
by θ = Λαψ for some number α. In chapter 4 we study this system for a range of α
between 0.5 and 4, seeing how the value of α controls the degree of nonlinearity of the
system, although the connection is not as simple as it may at first seem.
The NS equations can also be altered by changing the system that they are supposed
to be describing, for example changing the fluid from a viscous Newtonian fluid to one
which is electrically conducting, in which case the moving charges in the fluid will
create a magnetic field, in line with Maxwell’s equations, that will then feed back on
the flow via the Lorentz force. This is the basis of the MHD equations, discussed
in chapter 5, which we study in two dimensions. These equations have often been
1.2. Dissipation rates and spectra in turbulence 11
dismissed as uninteresting due to Cowley’s anti-dynamo hypothesis, which states that
no axisymmetric magnetic field can be maintained through a self-sustaining dynamo
action by an axially symmetric current (Cowling, 1934). (Note that in this thesis we
use the term anti-dynamo in a slightly different context to the use here). However in
chapter 5 we show that the 2D MHD equations still display very rich behaviour, with
the conversion of kinetic into magnetic energy, called dynamo action in this thesis, as
well as the conversion from magnetic into kinetic, known as anti-dynamo, playing vital
roles in the mechanics of the system.
The first line of attack when faced with systems such as those described above is
often to use phenomenological arguments to gain a deeper level of understanding. This
is often done through dimensional analysis and is the basis of Kolmogorov theory. All of
the systems described above have already been subject to such methods, however there
are still useful avenues of inquiry, such as triad analysis which, despite having been
utilised for decades, can still reveal new useful results. Phenomenology can only get
you so far, however, so to provide verification we discuss a new technique, using local
Lyapunov exponents, which can often analytically recover the phenomenological results.
Finally, we present the results of high-resolution numerical simulations, implemented
as described in subsection 1.4, with which we can test the veracity of the mathematics.
These three methods, phenomenology, analysis and numerics, can be seen to greatly
complement one another.
1.2 Conservation laws, dissipation rates, dissipation
wavenumbers and spectra in turbulence
In this section we shall consider the basic 2D advection-diffusion equation, however
much of the analysis done here can be easily transferred to other systems. The equation
for the advection and diffusion of a (possibly active) scalar θ by a divergence-free 2D
12 Chapter 1. Introduction
velocity field u = (∂yψ,−∂xψ), where ψ is the usual streamfunction, is given by
∂θ
∂t
+ J(ψ, θ) = ν∆θ, (1.18)
where ν is the diffusivity. Multiplying equation (1.18) by θ, averaging over space, and
using (1.50), gives the equation for the time evolution of the variance of θ,
1
2
d
dt
‖θ‖2 = −ν‖∇θ‖2 = −χg(t) (1.19)
where we have used the fact that θ has periodic boundary conditions in the x- and y-
directions. The quantities Zg =
1
2
‖θ‖2 and ν‖∇θ‖2 = χg are known as the generalised
enstrophy and generalised enstrophy dissipation rate because of the 2D turbulence case
when θ = ω. Similarly, multiplying by ψ and integrating gives
〈
ψ
∂θ
∂t
〉
= ν 〈ψ∆θ〉 . (1.20)
Depending on the functional relationship between θ and ψ, it may then, using integra-
tion by parts or similar, be possible to write this equation in the form
1
2
d
dt
Eg = −ǫg, (1.21)
where Eg is known as the generalised energy and ǫg is the generalised energy dissipation.
The form of these conserved quantities can have major effects on the dynamics of the
system. For example the dual conservation of energy and enstrophy in the 2DNS
system puts very strong constraints on the ability of an initial energy spectrum to
spread out in wavenumber space, meaning that for small viscosities enstrophy cannot
spread downscale enough to get dissipated.
Given a smooth initial temperature field, say θ0(x, y) = θ(x, y, 0), and fixed ν > 0,
the dissipation rate χg(t) is bounded if solutions are globally regular. For ‘small enough’
values of ν, the relevant dynamical behaviour is that ‖∇θ‖ grows initially, with the
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dissipation rate then achieving a global maximum, say χg,T = χg(T ), at some time
t = T , before decaying to zero. In general, χg,T and T may depend on ν – a possibility
intimately related to the question of finite-time blowup of inviscid solutions, or they
may become independent of ν in the inviscid limit. The go-to example of this is the
Burgers equation (Burgers, 1940)
∂u
∂t
+ u
∂u
∂x
= ν
∂2u
∂x2
, (1.22)
which was originally derived as a one-dimensional model for the 3DNS equations. For
positive ν a smooth initial condition u0(x) remains smooth for all time, while the energy
dissipation rate ǫ(t) = ν 〈|∂xu|2〉 behaves as suggested above, reaching a maximum at
some time t = T before decaying to zero. When ν = 0 equation (1.22) has the implicit
travelling wave solution u(x, t) = u0(x− ut) while the derivative ∂xu satisfies
∂xu =
u′0
1 + tu′0
(1.23)
which diverges as t → −1/u′0(x0) provided u′0(x0) < 0 for some x0 where u′0(x0) is the
steepest slope of u0(x) occurring at x = x0. These two regimes (ν > 0 and ν = 0)
smoothly blend into each other as ν → 0 when ǫT → −1/u′0(x0) (see Tran & Dritschel,
2010). This system nicely demonstrates the connection between singularities, the time
of maximum dissipation T and the maximum dissipation rate χg,T for some turbulent
system, in that if χg,T → χ0 6= 0 as ν → 0, with T → T0, the inviscid solution may
be expected to become unbounded at t = T0. Note that, in general, T is not related
to the inviscid singular time, which would correspond to the onset of sharp increase
in ǫ(t) as in the case of Burgers flow (Tran & Dritschel, 2010). In the event that T
grows without bound as ν is decreased (irrespective of the behaviour of χg,T ), then
finite-time singularities are highly unlikely. Since viscous dynamics are much easier to
simulate than their inviscid counterparts, the above approach can be particularly useful
in addressing the issue of inviscid singularities.
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The behaviour of the dissipation rate depends on the power spectrum of the scalar
1
2
‖θ‖2, which for a periodic domain is defined as
Z(k) =
∑
k−1/26|k|<k+1/2
|θˆk|2, (1.24)
whereˆdenotes the Fourier transform, which gives the ‘theta-density’ in scales around
1/k. This is generally assumed to take a self-similar form Z(k) = Ck−α in the range
between the large energy-containing scales and the dissipation wavenumber kν , after
which it decays exponentially. This means that the total generalised enstrophy Zg is
equal to
Zg =
∫ kν
k0
Zg(k) dk,
= C
∫ kν
k0
k−α dk,
(1.25)
while the dissipation rate χg is given by
χg = ν‖∇θ‖2,
= ν
∫ kν
k0
k2Z(k) dk,
= Cν
∫ kν
k0
k2−α dk.
(1.26)
The behaviour of the dissipation rate now depends on the value of α. In particular we
can discern three cases, when α > 3, α = 3 and α < 3. In the first case, when α > 3,
we then have
χg =
Cν
α− 3
[
k−(α−3)ν − k−(α−3)0
]
, (1.27)
which will converge to zero as ν → 0 regardless of the relationship between kν and ν,
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as long as kν →∞ as ν → 0. In the second case, if α = 3, we have the result that
χg = Cν log k|kνk0 ,
= Cν [log kν − log k0] ,
(1.28)
where now the behaviour as ν → 0 depends on the behaviour of the dissipation
wavenumber kν , in particular if kν ∼ ν−β for any β > 0, then
χg = −Cβν log ν − Cν log k0 (1.29)
which will then still decay as ν → 0, for any β, although at a much slower rate than
that when α > 3. Finally, if α < 3, then we have
χg =
Cν
3− α k
3−α
∣∣kν
k0
,
=
C
3− α
[
νk3−αν − νk3−α0
]
,
(1.30)
Once again the behaviour in the inviscid limit depends on the form of kν . If it behaves
like ν−β as ν → 0 then we have
χg ∼ C
3− α
[
ν1−(3−α)β − νk3−α0
]
, (1.31)
which will decay to zero if β < 1/(3−α), converge to some finite χ0 if β = 1/(3−α) and
diverge if β > 1/(3− α). This first case presumably represents the scenario where the
flux of generalised enstrophy is not strong enough to maintain the smallest scales, while
in the second case the cascade is vigorous enough to excite the dissipation wavenumber
even for diminishing ν. This is expected to be what happens for 3DNS turbulence.
The final case, when the exponent of χ is negative, would correspond to diverging χg
as ν → 0, which is unphysical for the reasons described in the previous chapter.
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1.3 A dynamical systems approach to turbulence
The first analytical result to be derived directly from the 3DNS equations was
Kolmogorov’s 4/5-th law, which states that in homogeneous isotropic turbulence the
third-order structure function has the scaling
S3 = |(u(x+ r)− u(x)) · rˆ|3 = −4
5
ǫ¯r (1.32)
where r = |r| and rˆ = r/|r| is the unit vector in the direction of r. Since this result there
has been relatively little analytical progress in answering some of the deeper questions
in turbulence, indeed the very existence of solutions is only known locally in time.
One of the most famous results that has come about is the Beale-Kato-Majda (BKM)
Criterion (Beale et al., 1984), which we mentioned above, which states that if at some
time T∗ > t0 a solutions becomes singular, we necessarily have the result that∫ T∗
t0
‖ω‖∞ dt =∞, (1.33)
while the opposite also holds, in that if the integral of the maximum vorticity is bounded
on some interval [t0, T∗) then the solution is regular in [t0, T∗]. More recently bounds
for the dimensions of the attractors of the forced 2D (Babin & Vishik, 1983; Constantin
et al., 1985b, 1988) and 3D (Constantin et al., 1985a; Foias et al., 2001; Constantin
et al., 1988; Gibbon & Titi, 1997) NS equations have been derived, largely based on the
work of Ruelle (1982). These results have relied on the existence of a global attractor
to derive global Lyapunov exponents, while in the present case of a purely dissipative
system the attractor is trivial. In the next section we introduce an analytical method,
introduced in Tran et al. (2009), that extends these methods, allowing us to compute
local Lyapunov exponents that capture the local-in-time dynamics of the system, and
thus doing away with the need for a global attractor.
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1.3.1 Lyapunov exponents and the number of degrees of free-
dom
Chaotic dynamics are characterised by the stretching and folding of volume elements
in phase space (solution space). In the presence of dissipation, these can be accompanied
by volume contraction. For a finite-dimensional system, volume elements can eventually
collapse onto complex sets of zero volume having fractal structures, whose generalised
dimensions, such as the box-counting and Hausdorff dimensions, are significantly lower
than the phase-space dimension. For infinite-dimensional systems, volume contraction
can occur for finite-dimensional volume elements. Furthermore, given a sufficiently
large positive integer N (depending on physical parameters and initial conditions), this
contraction can occur for arbitrarily oriented n-dimensional volume elements following
a trajectory—solution ‘curve’ in function phase space—provided that n > N . This is
the case if the sum of the largest N Lyapunov exponents at each point of the trajec-
tory λ1 > λ2 > . . . > λN , which can possibly be different for different trajectories,
is negative. The smallest N (which will be denoted by N still) satisfying this condi-
tion thus defines the minimum dimension in phase space for which all n-dimensional
(n > N) volume elements along a given trajectory contract during the course of evo-
lution. This volume contraction means that the chaotic nature of the local dynamics
can be ‘captured’ and ‘contained’ within a linear subspace having dimension not higher
than N . (This subspace may continuously change along the trajectory, though its di-
mension does not exceed N .) For this reason, N can be thought of as an effective
dimension of the dynamical system in question, in the sense that its local dynamics can
be adequately described by an N -dimensional model. When an attractor (or a global
attractor) exists and N is common to every trajectory having initial data containing
the attractor, its box-counting and Hausdorff dimensions are both bounded from above
by N (Hunt, 1996), which is conveniently defined as the number of degrees of freedom.
More precisely, these are bounded from above by the Lyapunov dimension DL, which
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satisfies N − 1 6 DL 6 N and is defined by (Kaplan & Yorke, 1979; Farmer, 1981)
DL = N − 1 + 1
λN
N−1∑
i=1
λi. (1.34)
In this study we determine the upper bounds for a number of systems freely decaying
from a smooth initial field in a doubly periodic domain of length scale L (taken to be
2π in all simulations). Note that the global attractor for this case is trivial and has zero
dimension. However, the present problem can be nontrivial because it is concerned with
transient dynamics, most importantly during the stage of fully developed turbulence.
The bounds obtained are expressible in terms of physical parameters, generally found to
scale in some way (depending on the chosen norm for the phase space) with the Reynolds
number Re, which will have some suitable definition. These scaling behaviours can then
be compared with heuristic arguments based on physical and mathematical estimates
of the viscous dissipation wavenumber.
Consider the solution θ(x, t) to some advection-diffusion equation, which for the
sake of this analysis is assumed to exist for all time, starting from a smooth initial
condition, which defines a trajectory through phase space. We shall consider some
arbitrary point on this trajectory at a time t = T . Take an arbitrary orthonormal set
of n phase space vectors {ϑ1, ϑ2, . . . , ϑn} which are orthonormal with respect to some
inner product 〈·〉∗, with the associated norm ‖ · ‖∗. In the linear subspace spanned by
{ϑ1, ϑ2, . . . , ϑn}, consider an n-dimensional ball B(·, r) of radius r centred at the point
in the trajectory discussed above. The n-dimensional volume V of B(·, r) is given by
V = ‖ϑ1 ∧ ϑ2 ∧ · · · ∧ ϑn‖∗
= ‖ϑ1‖∗‖ϑ2‖∗ · · · ‖ϑn‖∗
= Crn
where C is a constant that depends only on the dimension and ∧ is the wedge product
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(see Temam (1997) for a formal definition of the wedge product) which generalised the
cross product to higher dimensions in order to study areas and volumes. The rate of
change of this volume is then given by
dV
dt
=
n∑
i=1
‖ϑ1‖∗ · · · ‖ϑi−1‖∗d‖ϑi‖∗
dt
‖ϑi+1‖∗ · · · ‖ϑn‖∗,
= ‖ϑ1‖∗ · · · ‖ϑn‖∗
n∑
i=1
1
‖ϑi‖∗
d‖ϑi‖∗
dt
,
= V
n∑
i=1
d
dt
ln ‖ϑi‖∗,
≡ V
n∑
i=1
λi,
(1.35)
where λi, which gives the exponential rate of change of the i-th phase space vector in
our set, is known as the Lyapunov exponent. When this sum is negative, the volume of
the n-dimensional ball B(·, r) contracts exponentially. If the system is dissipative, the
sum of all of the Lyapunov exponents will be negative. This means that there exists
an N such that
N∑
i=1
λi < 0 6
N−1∑
i=1
λi. (1.36)
However this value of N only holds for the specific subspace on which it is defined. In
order to get an N that holds for all subspaces, we use the following process. At an arbi-
trary point on the trajectory (i.e. at an arbitrary instance in time t > 0), we calculate
the greatest growth rate λ and identify the corresponding most unstable ‘direction’ by
considering the problem of maximising λ with respect to all admissible ϑ. We denote
by (λ1, ϑ1) the solution of this problem, where for convenience ϑ1 has been normalised,
i.e. ‖ϑ‖ = 1. The second greatest rate λ2 and the corresponding second most unstable
direction ϑ2 orthogonal to ϑ1 is obtained by the same maximisation problem subject to
the orthogonality constraint, i.e. 〈ϑ1ϑ2〉 = 0. By repeating this procedure n times, we
obtain the set {ϑ1, ϑ2, . . . , ϑ2} of mutually orthonormal functions and the correspond-
ing set of ordered rates λ1 > λ2 > · · · > λn. These may be defined as the first n local
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Lyapunov exponents, and their existence is guaranteed since the maximisation prob-
lems are expected to return unique solutions. Note that for the conventional Lyapunov
exponents, existence can be a major issue, even for low-dimensional systems of a few
degrees of freedom. Note that by construction B(·, r) is now optimally ‘oriented’ to
be least contracting. This means that if
∑n
i=1 λi is negative, then volume contraction
becomes universal for all n- or higher-dimensional balls locally centred at the point in
question. Furthermore, if this point is taken arbitrarily on the trajectory, which is the
case in this study, then volume contraction becomes universal along the trajectory.
We now consider the process of actually determining N . Let θ be a solution to
the advection-diffusion equation (1.18) with ϑ a disturbance to this solution at some
arbitrary time. Suppose that the linearised equation for some disturbance ϑ is given by
ϑt = L(θ, ϑ)− ν∆ϑ (1.37)
where L is linear in ϑ. By taking the scalar product (〈·〉) of (1.37) with ϑ we obtain
the evolution equation for the L2-norm ‖ϑ‖,
‖ϑ‖ d
dt
‖ϑ‖ = 〈ϑL(θ, ϑ)〉 − ν‖∇ϑ‖2. (1.38)
Evolution equations for other norms can be worked out similarly, for example the evo-
lution of the H1-norm is found by multiplying (1.37) by (−∆)ϑ and taking the scalar
product. For the rest of the section we shall assume that we are using the L2 norm.
The exponential growth (or decay) rate λ for ‖ϑ‖ can be readily deduced and is given
by
λ =
d
dt
ln ‖ϑ‖ = 1‖ϑ‖2
[L(θ, ϑ)− ν‖∇ϑ‖2] . (1.39)
These rates provide a comprehensive picture of solution stability, quantitatively de-
scribing how solutions with nearby initial data disperse from one another.
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The exponential rate of volume contraction or expansion is then given by
d
dt
lnV =
n∑
i=1
1
‖ϑi‖2
[L(θ, ϑi)− ν‖∇ϑi‖2] . (1.40)
The determination of N then reduces to minimising n such that the sum of the right-
hand side of equation (1.40) is negative. We use the mathematical techniques developed
in the 1980s by Babin & Vishik (1983) and Constantin et al. (1985b, 1988); Constantin
(1987) for estimating the attractor dimension of forced 2DNS turbulence. See also the
paper Doering & Gibbon (1991) for the same treatment in the streamfunction and
vorticity setting.
Upon calculation of the number of degrees of freedom, it is possible to estimate
a number of quantities that are usually calculated purely heuristically, including the
energy spectrum and the exponential dissipation rate at the dissipation wavenumber.
For this we shall assume that we are working with one of the classical systems where the
energy dissipation rate approaches a finite non-zero limit as ν → 0, which is expected
to happen for the 3DNS system and possibly the SQG and MHD systems as well. We
shall then make the following two approximations: first that the number of degrees
of freedom N is equivalent to the number of active Fourier modes Nc, which seems
reasonable from the definition of the number of degrees of freedom as the number of
independent ‘directions’ needed to fully describe the flow, and second that the active
Fourier modes are those with wavenumbers less than the dissipation wavenumber kd.
We then get the relationship
N ≈ Nc ≈
(
kd
k0
)d
≈ L
dkdd
(2π)d
, (1.41)
where the domain is assumed to be a d-torus of side length L. An optimal estimate
for N automatically gives rise to an optimal estimate for kd. At this wavenumber, the
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exponential dissipation rate rd = νk
2
d (due to viscosity) is given by
rd ∝ νN
1/d
L2
. (1.42)
Around kd nonlinear and viscous effects are expected to be in balance. Hence rd provides
a quantitative measure for the strength of the system’s nonlinearity, in the sense that
greater r corresponds to stronger nonlinear effects.
Consider power-law energy spectra of the form E(k) = Ck−α, where C is a constant,
whose dimension apparently depends on the exponent α. The spectrum of ‖∇u‖2 is
then 2Ck2−α, so the energy dissipation rate ǫ is given by
ǫ ≈ 2νC
3− αk
3−α
d (1.43)
for α < 3. If follows that
N1/d ≈ L
( ǫ
νC
)1/(3−α)
. (1.44)
Given an estimate for N in terms of L, ν and ǫ and possibly other controlled dynamical
quantities, (1.44) implicitly determines α in terms of these quantities. Furthermore,
(1.44) has a built-in constraint on the behaviour of ǫ, particularly in the inviscid limit.
1.3.2 Commonly used results
In this section we list a couple of mathematical results that are used in this thesis.
For most of the mathematical and all of the numerical results, unless explicitly stated,
we shall be working on the 2-torus Ω of side length L (which is equal to 2π for all
numerical simulations) and all functions are assumed to have zero average. The domain
average,
〈f〉 = 1
L2
∫
Ω
f dx (1.45)
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which is used for the usual Hilbert-space inner product, defines the usual L2 norm
‖f‖2 = 〈|f |2〉 , (1.46)
as well as the Lp norms
‖f‖pp = 〈|f |p〉 , (1.47)
with all other norms defined explicitly as needed. The Jacobian of two functions θ and
ψ, which is defined as
J(ψ, θ) = (∂xψ)(∂yθ)− (∂yψ)(∂xθ) (1.48)
occurs naturally in many 2D fluid dynamical systems. For differentiable functions in
a periodic domain, or functions that decay at infinity, integration by parts gives the
equalities
〈φJ(ψ, θ)〉 = −〈ψJ(φ, θ)〉 ,
= −〈φJ(θ, ψ)〉 ,
(1.49)
which means that
〈θJ(ψ, θ)〉 = 〈ψJ(ψ, θ)〉 = 0. (1.50)
Simple application of the product rule also gives us the result
∆J(ψ, θ) = J(ψ,∆θ) + 2J(ψx, θx) + 2J(ψy, θy). (1.51)
while a simpler manipulation gives
J(θ, ψ)2 = |∇θ|2|∇ψ|2 − |∇θ · ∇ψ|2, (1.52)
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from which it immediately follows that
|J(θ, ψ)| 6 |∇θ||∇ψ| (1.53)
where we have equality when isolines of θ and ψ are perpendicular. The Jacobian is
identically zero when the isolines are parallel, which occurs when θ = θ(ψ).
The next sets of inequalities apply to an orthonormal set of functions {ϑi}ni=1. The
Rayleigh-Ritz inequalities derive from the fact that for n≫ 1 there are approximately
n eigenfunctions of the operator (−∆) within the wavenumber radius √n/L. Their
(repeated) eigenvalues are (ℓ2 +m2)/L2, where ℓ2 +m2 6 n. These constitute the first
n eigenvalues (in nondecreasing order) of −∆ and sum up to approximately n2/L2. It
then follows from the Rayleigh-Ritz principle that
n∑
i=1
‖∇ϑi‖2 > c1 n
2
L2
, (1.54)
(see e.g. Weinberger, 1987). In the following sections we shall be working with the
energy inner product 〈ϑ1, ϑ2〉E = 〈∇ϑ1 · ∇ϑ2〉 and the enstrophy semi-inner product
〈ϑ1, ϑ2〉Z = 〈∆ϑ1∆ϑ2〉, along with their respective norms and seminorms ‖θ‖E =
〈|∇θ|2〉1/2 and ‖θ‖Z = 〈|∆θ|2〉1/2 which we shall call the ‘energy norm’ and ‘enstro-
phy norm’ respectively. The energy norm is a norm rather than a seminorm since we
shall assume that we are working on the set of functions with zero average. For a set
of vectors ϑi that are orthonormal with respect to the energy seminorm, that is they
satisfy 〈ϑi, ϑj〉E = δi,j, we have the slightly modified inequality
n∑
i=1
‖∆ϑi‖2 > c
2
2
L2
n2, (1.55)
while a set that is orthonormal under the enstrophy semi-norm satisfies
n∑
i=1
‖∇∆ϑi‖2 > c
2
2
L2
n2, (1.56)
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where c1 is a nondimensional constant independent of the set {ϑi}ni=1. It is an interesting
comparison that the 2D inequality that corresponds to (1.54) is
n∑
i=1
‖∇ϑi‖2 > c2n
5/3
L2
. (1.57)
Another analytical result based on the set {ϑi}ni=1 which is orthonormal under the usual
inner product is the Lieb–Thirring inequality (Constantin et al., 1988; Temam, 1997;
Tran et al., 2009), which in two dimensions is given by
∥∥∥∥∥
n∑
i=1
ϑ2i
∥∥∥∥∥ 6 c2L
(
n∑
i=1
‖∇ϑi‖2
)1/2
. (1.58)
We then have the similar results for a set which is orthonormal under the energy norm,
giving ∥∥∥∥∥
n∑
i=1
|∇ϑi|2
∥∥∥∥∥ 6 c2L
(
n∑
i=1
‖∆ϑi‖2
)1/2
, (1.59)
and a set which is orthonormal under the enstrophy norm, which satisfies
∥∥∥∥∥
n∑
i=1
|∆ϑi|2
∥∥∥∥∥ 6 c1
(
n∑
i=1
‖∇∆ϑi‖2
)1/2
. (1.60)
In three dimensions we have the inequality
∥∥∥∥∥
n∑
i=1
|ϑi|2
∥∥∥∥∥ 6 c4L3/2
(
n∑
i=1
‖∇ϑi‖2
)3/4
. (1.61)
1.4 Numerical Methods.
Due to the extreme complexity of turbulent systems, it is often not yet possible
to analytically verify the claims made through phenomenological arguments, for ex-
ample Kolmogorov’s 5/3 power law for the energy spectrum in the inertial range of
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3D turbulence. It thus often falls to experiments and numerical simulations to verify
or discredit such ideas. As far as experiments go, difficulties in accurately measuring
small-scale quantities, and physical factors such as the fact that in reality fluids are
not a continuous medium but are actually composed of discrete atoms, make useful
experimental results hard to come by, especially at very high Reynolds numbers. This
makes numerical simulation an indispensible tool.
The idea of numerically calculating the solutions to partial differential equations
was championed by Richardson (Richardson, 1911), who proposed the method of finite
differences. Back then, of course, all calculations were done by hand, and Richardson
calculated that it would take 64,000 people doing the calculations constantly to be able
to keep up with physical weather patterns (Richardson (1922) p219)1. With the me-
teoric rise of electronic computers after the second world war, Richardson’s dreams of
numerically integrating partial differential equations in reasonable time started coming
true, although sadly Richardson did not live to see his ideas fully realised, dying around
the time that vacuum tubes were just starting to replace transistors. The realisation of
using computer simulations to verify mathematical results happened around a decade
and a half later, when Batchelor (1969) adapted Kolmogorov’s phenomenological argu-
ments to 2D turbulence, where it was just about possible to put them to the test using
the computation power available at the time. Although the 10 × 10 resolution used is
small by today’s standards, it was the starting point for numerous studies that have
massively increased our understanding of turbulence.
Since Batchelor’s (or more accurately his PhD student Robert Bray’s) early simu-
lations, there have been massive leaps forward in all areas of numerical computation.
On the hardware side, computers are now unimaginably faster, with standard desktops
running at around 3GHz, compared to around 0.5MHz on the EDSAC 2 used in Batch-
elor’s time (University of York, 2013). Along with the increase in CPU speed, the size
of memory has vastly increased, along with a decrease in access time, leading to fewer
1It is interesting that in his book Richardson calls the poor people doing the calculations ”comput-
ers”.
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computational bottlenecks. The introduction of hyperthreading, multiple-core shared-
memory CPUs and high-speed networks, along with the steadily decreasing cost, has
meant that high-performance hardware is nowadays readily available. To go with the
hardware, there has been a massive improvement in the software used to write the sim-
ulations in. Fortran is still the language of choice for high-performance computing, and
while it has been shunned by many outside the scientific computing community, it has
vastly improved from the old FORTRAN, in ease of writing and number of features.
Along with improvements in the language itself, much work has gone into compiler
optimisation, and there are a wide range of external libraries that can be used to do
common tasks such as discrete Fourier transforms.
Using the same basic methodology that Batchelor did in his 1969 paper, while
using the far superior tools that are currently available, we have been able to run large
numbers of high-resolution simulations of various turbulence systems, which we can
then compare with the analytical and phenomenological results. While computationally
derived results will never equal mathematical proof2 they can give some useful insights
into the systems in question.
For all of the simulations in this thesis the physical time and length scales involved
are determined (although they are not explicitly given) by the initial conditions and
intrinsic properties of the flow. For example by using the initial kinetic energy as well as
the energy centroid wavenumber (which is equivalent to the wavenumber of a unimodal
initial reservoir) it is straightforward to calculate the eddy turnover time, which defines
the large-scale temporal scaling of the flow. The largest possible length scale of the
flow is given by the size of the domain, which is 2π, while small length scales such as
the Taylor microscale in 2DNS turbulence are given by k−1T = ‖ω‖/‖∇ω‖.
The codebase used in this project was originally kindly provided by Richard Scott3
and used essentially unaltered to run the first set of SQG simulations as described in
2apart from some proof-by-exhaustion methods such as that of the map colouring theorem by Appel
& Haken (1976).
3Department of Mathematics and Statistics, University of St Andrews
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§3.3.1. This code was then re-written and modularised, using the same algorithms and
data structures, into Fortran 95 to simulate the forced 2DNS equations analysed in §2.3.
After this, the entire code-base was re-written in Fortran 95/03, making a number of
major alterations in the data structures and subroutines used, although retaining the
algorithms basic underlying algorithms. At this time the Fourier Transform used was
upgraded from FFTW2 to FFTW3, and support for parallel processing using OpenMP
was added. This code, with regular updates as seen fit, was used for all of the alpha
turbulence and MHD simulations in chapter 4 and chapter 5, as well as the later 16384
SQG simulations described in §3.3.2. As well as extensive bug-checking, whenever
the codebase was re-written a set of standard simulations were run in order to check
consistency between the old and new code. All graphics produced used either the
Dislin4 scientific data plotting libraries for the field contour plots, or using the open
source gnuplot5 graphing utility.
1.4.1 The pseudospectral method and fast fourier transform
Many theories of turbulence emphasise the fact that transfer of energy between dif-
ferent scales is a vital part of the dynamics of the system. This automatically makes
Fourier analysis a very useful tool, and makes the pseudospectral method, which carries
out much of the work in Fourier space, an obvious choice for numerical simulations of
turbulent systems. There is the added bonus that differentials in physical space corre-
spond to multiplication by the wavenumber in Fourier space, a process which is well-
suited to parallelisation. One disadvantage is that nonlinear terms are not so simple,
with for example the product of two physical-space fields equivalent to a convolution in
Fourier space, which necessitates R2d multiplication operations, plus summations, for a
linear resolution of R in d dimensions. The development of the Fast Fourier Transform,
which can calculate the discrete Fourier transform of Rd points in Rd logR time, means
4http://www.mps.mpg.de/dislin/
5http://www.gnuplot.info/
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that it is in fact faster to transform into physical space before carrying out nonlinear
operations, do the operations in physical space, then transfer back into Fourier space.
This is the basis of the pseudospectral method.
All of the simulations in this thesis make use of the FFTW (fastest Fourier trans-
form in the west) library (Frigo & Johnson, 2005)6, using version 2 for the original
SQG and 2DNS simulations, then moving on to version 3. FFTW is a free-software
implementation of the discrete Fourier transform, available for both C and Fortran,
which can work with a variety of input data, including a 2D real-to-complex Fourier
and complex-to-real inverse Fourier transform which are utilised here. For a linear
resolution R in two dimensions, the real physical space domain consists of R × R
gridpoints, corresponding to a square periodic domain of side length 2π, while the
spectral space is a grid of R × (R/2 + 1) lattice points corresponding to wavenumbers
(kx, ky) ∈ [−kmax+1, kmax]× [0, kmax] ⊂ Z2. The domain only needs to be half-complex
(y-values from 0 to R/2) because the reality of the physical-space field θ(x) means
that its Fourier transform θˆk satisfies the relation θˆ−k = θˆ
∗
k, where the star denotes
the complex conjucate. The shape of this domain admittedly produces an anisotropy,
with wavenumbers of the form (kx, 0) and (0, ky) only present up to |k| = R/2 while
wavenumbers having the form (k, k) have magnitudes up to R/
√
2. This does not,
however, pose too many problems as long as there is sufficient dissipation to ensure
that all wavenumber modes higher in magnitude than R/2 are negligibly excited.
One problem that arises from using the Fourier transform is that of aliasing which
can cause energy that physically should be transferred to scales smaller than the grid-
scale to be ‘reflected’ off the high-wavenumber spectral boundary, thus erroneously
dumping energy at the intermediate scales. This problem is often negated by using
Orszag’s 2/3 rule (Orszag, 1971), where the highest 1/3 wavenumbers are forced to
zero at every timestep. While this method generally works well it has the effect that
a relatively large portion of wavenumber space, and thus a large amount of computer
6fftw.org
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memory, is wasted. Instead the simulations in this thesis make use of a spectral filter,
used in (Hou & Li, 2007), of the form
exp(−36(k/kmax)36), (1.62)
where kmax = R/2 is the maximum wavenumber, which is applied every time a deriva-
tive is taken. As long as there is sufficient dissipation to dampen down the highest-
wavenumber components, this spectral filter is reliable in preventing aliasing artefacts.
While the use of the fast Fourier transform has given us a fast and efficient method
of calculating the physical-space parts of the PDE, we still need a time-stepping algo-
rithm for the physical evolution of the system. The algorithm used in this thesis is the
fourth-order Runge–Kutta algorithm, which is described, along with some modifications
brought about due to the dissipation term in the equations, in the next subsection.
1.4.2 Fourth-order Runge–Kutta and integrating factor
For a typical advection-diffusion equation
∂θ
∂t
= N (θ, t) + ν∆θ, (1.63)
where N is some nonlinear term, the time evolution of the Fourier mode θˆk is governed
by
∂
∂t
θˆk(t) = Nˆ (θˆk, t)− ν|k|2θˆk, (1.64)
where Nˆ (θˆk, t) is the result of transforming θˆk into physical space, applying the non-
linear term N , then transforming back into Fourier space. For now we are going to
ignore the dissipation term and concentrate on the nonlinear term. There are many
time-stepping algorithms that are commonly used in the numerical integration of PDEs,
with one of the most popular, which we shall be using, being the fourth-order Runge–
Kutta algorithm, which fuses high accuracy (global errors in the order of (∆t)3 for a
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timestep ∆t) with relative simplicity. We discretise the timestep so that tn = t0+n∆t,
and defining θˆnk = θˆk(tn) we approximate θˆ
n+1
k by
θˆn+1k = θˆ
n
k +
1
6
(K1 + 2K2 + 2K3 +K4)∆t (1.65)
where
K1 = N̂ (θˆnk, tn),
K2 = N̂ (θˆnk +K1
∆t
2
, tn +
1
2
∆t),
K3 = N̂ (θˆnk +K2
∆t
2
, tn +
1
2
∆t),
K4 = N̂ (θˆnk +K3∆t, tn +∆t).
(1.66)
The addition of the Laplacian term for the dissipation should now be a simple procedure,
however we encounter a problem known as stiffness7 which can occur when the time
step is constrained by the size of the eigenvalues of the dissipation term, which can vary
over a couple of orders of magnitude for high resolution simulations. This new problem
can be taken care of by using an integrating factor (Kassam & Trefethen, 2005), using
the following method. First we define a new variable
Θˆk(t) = θˆk(t)e
ν|k|2t, (1.67)
which, if θˆk(t) obeys (1.64) then evolves according to
∂
∂t
Θˆk(t) = (
∂
∂t
θˆk)e
ν|k|2t + ν|k|2θˆkeν|k|2t,
= (N̂ (θˆk)− ν|k|2θˆk)eν|k|2t + ν|k|2θˆkeν|k|2t,
= N̂ (θˆk)eν|k|2t,
= N̂ (Θˆke−ν|k|2t)eν|k|2t.
7While there is no universally accepted definition of stiffness, see (e.g. Ascher & Petzold, 1998, p.
47) for a more thorough description.
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This new variable is then numerically integrated with the Runge-Kutta scheme
Θˆn+1k = Θˆ
n
k +
1
6
(K ′1 + 2K
′
2 + 2K
′
3 +K
′
4)∆t (1.68)
where
K ′1 = N̂ (Θˆk(tn)e−ν|k|
2tn)eν|k|
2tn∆t
K ′2 = N̂ ([Θˆk(tn) +K ′1/2]e−ν|k|
2(tn+∆t/2))eν|k|
2(tn+∆t/2)∆t
K ′3 = N̂ ([Θˆk(tn) +K ′2/2]e−ν|k|
2(tn+∆t/2))eν|k|
2(tn+∆t/2)∆t
K ′4 = N̂ ([Θˆk(tn) +K ′3]e−ν|k|
2(tn+∆t))eν|k|
2(tn+∆t)∆t
(1.69)
This change of variables seems on the face of it to have turned the equations into a set
that are explicitly time-dependent, with tn as well as ∆t explicit parts of the definitions
of the K ′i, however it is simple to show that the tn terms all cancel out. For the first
coefficient K ′1 we have
K ′1 = N̂ (Θˆk(tn)e−ν|k|
2tn)eν|k|
2tn∆t,
= N̂ (θˆk(tn)eν|k|2tne−ν|k|2tn)eν|k|2tn∆t,
= N̂ (θˆk(tn))∆t︸ ︷︷ ︸
α
eν|k|
2tn .
(1.70)
Similarly, we then get
K ′2 = N̂ ([Θˆk(tn) +K ′1/2]e−ν|k|
2(tn+∆t/2))eν|k|
2(tn+∆t/2)∆t,
= N̂ ([θˆk(tn)eν|k|2tn + 1
2
αeν|k|
2tn ]e−ν|k|
2(tn+∆t/2))eν|k|
2(tn+∆t/2)∆t,
= N̂ ([θˆk(tn) + α/2]e−ν|k|2∆t/2)∆t︸ ︷︷ ︸
β
eν|k|
2(tn+∆t/2).
(1.71)
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K ′3 = N̂ ([Θˆk(tn) +K ′2/2]e−ν|k|
2(tn+∆t/2))eν|k|
2(tn+∆t/2)∆t,
= N̂ ([θˆk(tn)eν|k|2tn + 1
2
βeν|k|
2(tn+∆t/2)]e−ν|k|
2(tn+∆t/2))eν|k|
2(tn+∆t/2)∆t,
= N̂ ([θˆk(tn) + β/2]e−ν|k|2∆t/2)∆t︸ ︷︷ ︸
γ
eν|k|
2(tn+∆t/2).
(1.72)
K ′4 = N̂ ([Θˆk(qtn) +K ′3]e−ν|k|
2(tn+∆t))eν|k|
2(tn+∆t)∆t,
= N̂ ([θˆk(tn)eν|k|2tn + γeν|k|2(tn+∆t/2)]e−ν|k|2(tn+∆t))eν|k|2(tn+∆t)∆t,
= N̂ ([θˆk(tn) + γ]e−ν|k|2∆t)∆t︸ ︷︷ ︸
δ
eν|k|
2(tn+∆t).
(1.73)
Combining the above gives
θˆk(tn+1) = Θˆk(tn+1)e
−ν|k|2(tn+∆t),
= (αeν|k|
2tn/2 + βeν|k|
2(tn+∆t/2)+
+ γeν|k|
2(tn+∆t/2) + δeν|k|
2(tn+∆t))e−ν|k|
2(tn+∆t),
= α/2 + βeν|k|
2∆t/2 + γeν|k|
2∆t/2 + δeν|k|
2∆t.
(1.74)
One potential problem with using the integrating factor is for high-resolution simula-
tions it is conceivable that eν|k|
2∆t could potentially result in computational overflow if
the exponent became too large, depending on the relationship between ν, kmax and ∆t.
This has not been a problem for the current set of simulations, largely due to the fact
that any increase in the resolution, and thus the maximum value of |k|, was accompa-
nied by a decrease in the timestep, for the reasons given below, as well as a decrease
in the viscosity ν, however it is a factor that should be taken into consideration when
modelling other fluid systems.
Assuming that we have taken care of the stability issue, the next important ques-
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tion to consider when running simulations is how small must the timestep be to still
produce an accurate approximation of the PDE. One well-known method for adjusting
the timestep as necessary is given by the Courant–Friedrichs–Lewy (CFL) condition,
described by Courant et al. (1928), based on the idea that if the maximum speed of
wave propagation is given by ‖u‖∞, the timestep must be chosen to be small enough
that a wave peak does not ‘skip’ grid-points from one timestep to the next. Thus you
want
‖u‖∞ = Cc∆x
∆t
(1.75)
where ∆x is the grid-point spacing, ∆t is the timestep and the proportionality constant
Cc 6 1 is known as the Courant number. For simulations with a linear resolution R,
∆x is equal to 2π/R, while the Courant number, which depends on the details of the
system being modelled, is in our case bounded by the conservative value of 0.8. This
bound is ensured by monitoring the value
2π‖u‖∞∆t
R
(1.76)
and each timestep, and as soon as it rises above 0.8 the timestep is decreased by
multiplying by a factor of 0.8. Throughout all of the simulations performed for this
thesis this is seen to be sufficient to ensure reasonable behaviour for the time evolutions
of the PDEs.
Chapter 2
The Navier-Stokes Equations
2.1 Introduction
The 2DNS equations are simply the 3D equations (1.1) under the assumption that
all fields are independent of the third coordinate, usually taken to be the z-coordinate.
Under this assumption, the curl of the velocity field has only one component, which is
usually just treated as a scalar vorticity ω = −∇⊥ ·u = ∂xuy−∂yux, and which satisfies
the velocity-vorticity form of the equation
∂ω
∂t
+ u · ∇ω = ν∆ω, (2.1)
∇ · u = 0. (2.2)
For an infinite domain the velocity field can then be recovered from the vorticity ω,
using the singular integral with the Biot–Savart kernel
u(x) = − 1
2π
∫
R2
y⊥ω(x− y)
|y|2 dy. (2.3)
The extra conserved quantities possessed by the 2D Euler equations are most clearly
seen in the vorticity-streamfunction form of the equations, which comes about because
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in two dimensions the divergence-free condition on the velocity field means that it can
be written as u = ∇⊥ψ, where ∇⊥ = (∂y,−∂x) is the perpendicular gradient and ψ is
the streamfunction. The evolution of the vorticity ω = −∆ψ can then be written as
∂ω
∂t
+ J(ψ, ω) = ν∆ω (2.4)
where J(ψ, ω) = (∂xψ)(∂yω)− (∂yψ)(∂xω). Multiplying (2.4) by ψ or ω and integrating
over the domain, and using the properties of the Jacobian given in (1.50), gives the
inviscid conservation of the energy 1
2
〈ψω〉 = 1
2
‖u‖2 and the enstrophy 1
2
‖ω‖2. In
fact equation (2.4) gives rise to an infinite number of inviscidly conserved quantities
(Tran & Dritschel, 2006), namely for any function f(ω) the spatial average is inviscidly
conserved, and if it is a convex function, i.e. f ′′(ω) > 0, the spatial average decays
under viscous dynamics, since we have
d
dt
〈f(ω)〉 =
〈
∂
∂t
f(ω)
〉
,
=
〈
f ′(ω)
∂ω
∂t
〉
,
= −〈f ′(ω)J(ψ, ω)〉+ ν 〈f ′(ω)∆ω〉 ,
= 〈ψJ(f ′(ω), ω)〉 − ν 〈∇f ′(ω) · ∇ω〉 ,
= 〈f ′′(ω)J(ω, ω)〉 − ν 〈f ′′(ω)|∇ω|2〉 ,
= −ν 〈f ′′(ω)|∇ω|2〉 ,
(2.5)
where we have used integration by parts a number of times. Since the Lp norms,
including the L∞ norm, are all convex functions, this means that they all decay under
viscous evolution, which puts very strong constraints on the subsequent dynamics.
One of the assumptions in the KLB theory of turbulence is that the enstrophy
dissipation rate χ = ν‖∇ω‖2 approaches a finite non-zero value in the inviscid limit.
This is seen clearly in the use of χ in the values for the enstrophy inertial range and
dissipation wavenumber. This may be justified in the forced case, where for ν > 0 the
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dissipation rate will always eventually statistically match the injection rate, however
due to the smoothness of solutions for all finite time, the time taken to reach the
maximum dissipation rate will happen at ever later times as the viscosity is decreased.
In the unforced case a finite limiting dissipation rate is not at all obvious, however, and
one of the consequences of a non-zero χ in the inviscid limit is that the palinstrophy
must grow unbounded, presumably stemming from singular behaviour. This hypothesis
however contradicts the mathematical studies that have shown that 2D Euler and 2DNS
turbulence is regular for all finite time (Ladyzhenskaya, 1969; Beale et al., 1984). In
addition, numerical models have shown that the maximum dissipation rate converges
to zero in the inviscid limit (Dmitruk & Montgomery, 2005). This has been proven
by rigorous arguments that show that for the 2D Euler equations the palinstrophy
‖∇ω‖2 grows no more rapidly than doubly exponential in time, a result which could be
expected from the following heuristic argument. The equation for the evolution of the
vorticity gradient in two dimensions is given by
(
∂
∂t
+ u · ∇
)
∇ω = ωn×∇ω − (∇ω · ∇)u+ ν∆∇ω, (2.6)
which means that, following the flow, the evolution of the magnitude of the vorticity
gradient is given by
D
D t
|∇ω| = − ∇ω|∇ω| · (∇ω · ∇)u 6 |∇u||∇ω|. (2.7)
By Gro¨nwall’s inequality, this gives the result that for a fluid particle, the magnitude
of the vorticity gradient is bounded by
|∇ω| 6 |∇ω0| exp
(∫ t
t0
|∇u| dt
)
. (2.8)
This remains finite for finite time for all fluid particles as long as ‖∇u‖∞ is well behaved.
This is heuristically expected to be the case as the transfer of energy upscale in two
dimensions is not expected to explosively effect the growth of the velocity gradients,
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and in fact the L2-norm of the velocity gradient is conserved. This means that the
2DNS equations behave in an essentially linear behaviour, displaying almost complete
depletion of nonlinearity, which is in agreement with the argument for the effective
linearity of 2DNS is based on the fact that ω is a smaller scale quantity than u, so the
transfer of ω downscale is expected to have a relatively weak feedback on u. This is the
idea behind the ‘degree of nonlinearity’ of a system, developed in Tran et al. (2010), and
discussed more thoroughly in the next two chapters. As well as these purely heuristic
arguments, Tran & Dritschel (2006) showed that using the assumption of a self-similar
enstrophy spectrum no shallower than k−1 the enstrophy dissipation rate vanishes in
the inviscid limit.
We can also see the essential linearity of the 2DNS equation based on an estimate
that suggests a linear scaling of the number of active Fourier modes with the Reynolds
number. We start by using the result from Tran (2005),
ν‖∇ω‖2 6 ‖ω‖∞‖ω‖2, (2.9)
for the dissipation rate ν‖∇ω‖2 at its peak. Since both vorticity norms on the right-
hand side of equation (2.9) decay we have the bound
‖∇ω‖ 6 ‖ω0‖
1/2
∞ ‖ω0‖
ν1/2
, (2.10)
which is valid uniformly in time, and the bound
kT =
‖∇ω‖
‖ω‖ 6
‖ω0‖1/2∞
ν1/2
, (2.11)
which is valid at least up to (and probably beyond) the time of peak enstrophy dissipa-
tion. The bound for this enstrophy dissipation wavenumber kT , which is similar to the
Taylor microscale wavenumber in three-dimensional turbulence, compares favourably
to kν as defined in the introduction as it could be significantly smaller than kν (Tran,
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2005). By the very definition in equation (2.11), enstrophy dissipation is strongest in
the vicinity of kT , so the wavenumbers greater than kT are effectively suppressed by
viscous forces, and thus virtually inactive. The number of dynamically active modes
Nc corresponding to k 6 kT is therefore given by
Nc ≈ k
2
T
k20
6
L2‖ω0‖∞
ν
, (2.12)
where k0 = 1/L is the smallest wavenumber and the quantity L‖ω0‖∞ may be identified
with the fluid velocity. With this identification, the term on the right-hand side of
equation (2.12) may be defined as the Reynolds number Re. Hence, equation (2.12)
can be rewritten in the more compact form
Nc 6 Re. (2.13)
From our experience in numerical simulations of two-dimensional turbulence,the esti-
mate (2.13) is sharp—in fact spot on. For example, for the standard numerical domain
2π × 2π and an initial vorticity maximum ‖ω0‖∞ ≈ 4π, the simulations of Dritschel
et al. (2007) using 4π(8/3)3/ν grid points adequately resolved the dissipation scales.
This resolution is obviously consistent with equation (2.13), within a single order of
magnitude. As will be seen in the next section, the estimate (2.13) for Nc fully agrees
with the number of degrees of freedom discussed above.
The rest of this chapter is based on the papers Tran et al. (2009), where we derive
bounds for the number of degrees of freedom using two different norms and compare
them to previous result for the dimension of the attractor for forced 2DNS turbulence,
and Blackbourn & Tran (2011), where we discuss the use of scale-neutral friction to
remove large-scale energy in simulations of forced 2DNS turbulence
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2.2 Number of degrees of freedom
Following the prescription laid down in §1.3.1 we consider a solution to equation
(2.4) with a streamfunction ψ(x, t), corresponding to a vorticity ω(x, t), and the linear
evolution of a deviation φ of the stream function ψ (corresponding to a deviation ∆φ
of the vorticity ω) governed by the linearised equation
∂
∂t
∆φ+ J(φ, ω) + J(ψ,∆φ) = ν∆2φ (2.14)
with initial vorticity ω0 (and initial stream function ψ0). Two natural norms for the
present problem are the energy and enstrophy norm, and we will refer to the phase
space equipped with the energy (enstrophy) norm as the energy (enstrophy) space. In
each space we carry out the orthonormalisaton process as described in §1.3.1, where
the energy-space inner product of two streamfunction deviations ϕ1 and ϕ2 is defined
as 〈ϕ1, ϕ2〉E = 〈∇ϕ1 · ∇ϕ2〉 and the inner product of ϑ1 and ϑ2 in enstrophy-space is
〈ϕ1, ϕ2〉Z = 〈(∆ϑ1)(∆ϑ2)〉, with both of these inner products having the associated
norms ‖ · ‖E and ‖ · ‖Z . By taking the scalar product of equation (2.14) with φ and
(−∆)φ, we obtain the respective evolution equations for the energy norm ‖φ‖E and
enstrophy norm ‖φ‖Z ,
‖φ‖E d‖φ‖E
dt
= ‖∇φ‖d‖∇φ‖
dt
= 〈φJ(ψ,∆φ)〉 − ν‖∆φ‖2
(2.15)
and
‖φ‖Z d‖φ‖Z
dt
= ‖∆φ‖d‖∆φ‖
dt
= −〈∆φJ(φ, ω)〉 − ν‖∇∆φ‖2.
(2.16)
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The respective exponential growth (or decay) rates λ and Λ for ‖φ‖E and ‖φ‖Z can
readily be deduced and are given by
λ =
d
dt
ln ‖φ‖E = 1‖∇φ‖2
[〈φJ(ψ,∆φ)〉 − ν‖∆φ‖2] (2.17)
and
Λ =
d
dt
ln ‖φ‖Z = −1‖∆φ‖2
[〈∆φJ(φ, ω)〉+ ν‖∇∆φ‖2] . (2.18)
These rates provide a comprehensive picture of solution stability, quantitatively de-
scribing how solutions with nearby initial data disperse from one another. We now
introduce the orthonormal sets {ϕi}ni=1 for the energy norm and {ϑi}ni=1 for the en-
strophy norm. These sets are assumed to have been created using the maximisation
procedure described in 1.3.1, with the corresponding non-decreasing sets of eigenvalues
{λi}ni=1 and {Λi}ni=1. We can now use standard inequalities to gain an upper bound for
the value N such that the sum of the first N eigenvalues for each norm is non-positive.
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2.2.1 Degrees of freedom using the energy norm
We begin my deriving an upper bound N in the energy space. From (2.17) we have
n∑
i=1
λi =
n∑
i=1
(〈ϕiJ(ψ,∆ϕi)〉 − ν‖∆ϕi‖2)
= −
n∑
i=1
(〈∆ϕiJ(ψ, ϕi)〉+ ν‖∆ϕi‖2)
= −
n∑
i=1
(〈ϕiJ(ψx, ϕi,x) + ϕiJ(ψy, ϕi,y)〉+ ν‖∆ϕi‖2)
=
n∑
i=1
(〈ϕi,xJ(ψx, ϕi) + ϕi,yJ(ψy, ϕi)〉 − ν‖∆ϕi‖2)
6
n∑
i=1
(〈|ϕi,x||∇ψx||∇ϕi|+ |∇ϕi||ϕi,y||∇ψy|〉 − ν‖∆ϕi‖2)
=
n∑
i=1
(〈|∇ϕi| {|ϕi,x||∇ψx|+ |ϕi,y||∇ψy|}〉 − ν‖∆ϕi‖2)
6
n∑
i=1
(〈
|∇ϕi|2
{|∇ψx|2 + |∇ψy|2}1/2〉− ν‖∆ϕi‖2)
6 ‖ω‖
∥∥∥∥∥
n∑
i=1
|∇ϕi|2
∥∥∥∥∥− ν
n∑
i=1
‖∆ϕi‖2
(2.19)
where integration by parts and the Cauchy–Schwarz inequality have been used. For
further estimates of the terms on the right-hand side of equation (2.19) we employ the
Lieb–Thirring inequality (1.59) and the Rayleigh-Ritz inequality (1.55). Substituting
these into equation (2.19), we obtain
n∑
i=1
λi 6
(
n∑
i=1
‖∆ϕi‖2
)1/2 (
c1‖ω‖ − ν c2
L
n
)
. (2.20)
It follows that
∑n
i=1 λi 6 0 when n > c1L‖ω‖/(c2ν). Hence we deduce the bound
N 6 C1
L‖ω‖
ν
6 C1
L‖ω0‖
ν
= C1Re, (2.21)
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where Re has been redefined by replacing L‖ω0‖∞ with ‖ω0‖. Note that the precise
result should be that N is no greater than the least integral upper bound for C1Re;
however, in writing equation (2.21), we have opted to ignore this exceedingly minor
detail. Equation (2.21) gives a clear linear dependence of N on Re, which was obtained
earlier by counting the active modes from the smallest wavenumber k0 = 1/L to the
dissipation wavenumber kT = ‖∇ω‖/‖ω‖.
2.2.2 Degrees of freedom using the enstrophy norm
An upper bound for N in the enstrophy space is derived in a similar manner. From
equation (2.18) we have
n∑
i=1
Λi = −
n∑
i=1
(〈∆ϑiJ(ϑi, ω)〉+ ν‖∇∆ϑi‖2)
6
n∑
i=1
(〈|∆ϑi||∇ϑi|∇ω|〉 − ν‖∇∆ϑi‖2)
6
〈(
n∑
i=1
|∆ϑi|2
n∑
i=1
|∇ϑi|2
)1/2
|∇ω|
〉
− ν
n∑
i=1
‖∇∆ϑi‖2
6
〈(
n∑
i=1
|∆ϑi|2
n∑
i=1
|∇ϑi|2
)2〉1/4 〈|∇ω|4/3〉3/4 − ν n∑
i=1
‖∇∆ϑi‖2
6
∥∥∥∥∥
n∑
i=1
|∇ϑi|2
∥∥∥∥∥
1/2
∞
∥∥∥∥∥
n∑
i=1
|∆ϑi|2
∥∥∥∥∥
1/2
(2πL)1/2‖∇ω‖ − ν
n∑
i=1
‖∇∆ϑi‖2
(2.22)
where Ho¨lder’s inequalities with the pairs of conjugate exponents 4/3 and 4, and 3/2
and 3 have been used in the penultimate and final steps, respectively. For further
estimates of the terms in this equation, we employ a few more analytic inequalities
concerning the orthonormal set in the enstrophy space. First we have (Constantin,
1987; Constantin et al., 1988)∥∥∥∥∥
n∑
i=1
|∇ϑi|2
∥∥∥∥∥
∞
6 c23
(
1 + ln
n∑
i=1
L2‖∆∇ϑi‖2
)
(2.23)
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where c3 is a nondimensional constant independent of the set {ϑi}ni=1. Second, equation
(1.60) is used, along with the Rayleigh-Ritz inequality (1.56). By substituting these
into equation (2.22) we obtain
n∑
i=1
Λi 6 C
′
(
1 + ln
n∑
i=1
L2‖∇∆ϑi‖2
)1/2
×
(
n∑
i=1
L2‖∇∆ϑi‖2
)1/4 ‖ω0‖1/2∞
ν1/2
− ν
n∑
i=1
‖∇∆ϑi‖2
=
νξ1/4
L2
[
C ′(1 + ln ξ)1/2
L2‖ω0‖1/2∞ ‖ω0‖
ν3/2
− ξ3/4
]
=
νξ1/4
L2
[
C ′Re3/2(1 + ln ξ)1/2 − ξ3/4]
(2.24)
where C ′ =
√
2πc1c3, ξ =
∑n
i=1 L
2‖∇∆ϑi‖2 and Re = (L4‖ω0‖∞‖ω0‖2)1/3/ν. Note
that from equation (1.56) we have ξ > c22n
2. Hence without the logarithmic term, it
would be straightforward to substitute this into (2.24) and deduce an upper bound
for N similar to equation (2.21) with the newly defined Re replacing its previously
defined (and comparable) counterpart. Since we are interested in the case ξ ≫ 1, the
logarithmic term should introduce a small departure to the linear dependence of N on
Re only. In order to account for the ln ξ term, we can ‘cover’ it by a fraction of ξ, say
ξ/2. By elementary calculus we find that
C ′Re3/2(1 + ln ξ)1/2 − ξ
3/4
2
6
√
2C ′Re3/2(1 + lnRe)1/2 (2.25)
where a negative term has been dropped on the right. It follows that
C ′Re3/2(1 + ln ξ)1/2 − ξ3/4 6
√
2C ′Re3/2(1 + lnRe)1/2 − ξ
3/4
2
6
√
2C ′Re3/2(1 + lnRe)1/2 − (c2n)
3/2
2
(2.26)
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The condition
∑n
i=1 Λi 6 0 is satisfied when the right-hand side is nonpositive. This
requires a straightforward condition for n which in turn yields the result
N 6 C2Re(1 + lnRe)
1/3, (2.27)
where C2 = (8C
′2)1/3/c2.
As expected, equation (2.27) gives an essentially linear scaling ofN with Re since the
superlinear dependence on Re, due to the logarithmic term, is slight for large Re. Given
that the same linear scaling was found earlier in the energy space, this is somewhat sur-
prising. The reason is that the energy in two-dimensional turbulence is predominantly
transferred to smaller wavenumbers while the enstrophy is predominantly transferred
to larger wavenumbers. This undoubtedly implies that the enstrophy dynamics have
relatively more degrees of freedom than the energy dynamics. Hence, it is somewhat
counterintuitive that equations (2.21) and (2.27) do not differ by much. A possible
explanation is that (2.21) may not be as optimal as (2.27). There are a number of
interesting consequences of the linear scaling of N with the Reynolds number. First,
this means that from equation (2.12) the enstrophy dissipation rate at the dissipation
wavenumber rd = νk
2
d is bounded by a constant, independent of the Reynolds number,
that is rd ∼ Re0. This suggests that the direct enstrophy flux may not be particularly
strong, which agrees with the arguments above about vanishing enstrophy dissipation
in the inviscid limit. The scaling k2d ∼ 1/ν is also useful in numerical simulations for
the following reason. It seems reasonable that the number of Fourier-space grid points
should be proportional to the number of active Fourier modes, that is R2 ∝ k2d ∼ 1/ν,
or in other words ν = ΥR−2. This means that when the resolution is doubled (R→ 2R)
the viscosity can be reduced by a factor of 4 while still ensuring sufficient dissipation to
stop contamination of the small-scale wavenumber boundary. The constant of propor-
tionality Υ can be found through trial and error for small resolution simulations, after
which the scaling law above can be utilised for higher resolutions.
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2.3 Forced-dissipative Navier–Stokes
While the lack of a nontrivial attractor to the unforced 2DNS equations means that
many classical analytic techniques, which measure the dimension of the attractor, are
not applicable, the forced NS equations, given by
∂ω
∂t
+ u · ∇ω = ν∆ω + f , (2.28)
∇ · u = 0. (2.29)
are known to possess a global attractor, of which a number of dimensional estimates of
the Hausdorff dimension DH have been made (Babin & Vishik, 1983; Constantin et al.,
1985b, 1988). In the present notation, the respective bounds for DH in the energy and
enstrophy spaces are given by
DH 6 c
′L‖∇−1f‖
ν2
6 c′
L2‖f‖
ν2
= c′G (2.30)
and
DH 6 c
′′
(
L2‖f‖
ν2
)2/3(
1 + ln
L2‖f‖
ν2
)1/3
= c′′G2/3(1 + lnG)1/3, (2.31)
respectively, where c′ and c′′ are constant and G is known as the generalised Grasshof
number. Although G has some certain physical significance, its highly superlinear
dependence on ν−1 appears to make equations (2.30) and (2.31) in disagreement with
the bounds for Nc and N derived earlier. We claim that this apparent disagreement is
due entirely to the particular form of f and could be fully reconciled. For the remainder
of this section, we will elaborate on this claim.
Due to rigour requirements in the mathematical formulation in (Babin & Vishik,
1983; Constantin et al., 1985b, 1988), a time-independent forcing f was used as a model
for energy and enstrophy injection. The forced NS equations
∂u
∂t
+ (u · ∇)u+∇p = ν∆u+ f , (2.32)
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then admit the following evolution equations:
1
2
d
dt
‖u‖2 = −ν‖∇u‖2 + 〈u · f〉 ,
6 −ν‖∇u‖2 + ‖∇u‖‖∇−1f‖,
6 −ν
2
‖∇u‖2 + ‖∇
−1f‖2
2ν
,
(2.33)
and
1
2
d
dt
‖∇u‖2 = −ν‖∆u‖2 − 〈∆u · f〉 ,
6 −ν‖∆u‖2 + ‖∆u‖f‖,
6 −ν
2
‖∆u‖2 + ‖f‖
2
2ν
,
(2.34)
for the energy ‖u‖2/2 and enstrophy ‖∇u‖2/2, respectively. In equations (2.33) and
(2.34), the terms ‖∇−1f‖2/(2ν) and ‖f‖2/(2ν) represent upper bounds for the energy
and enstrophy injection rates, respectively. Their dependence on ν is inescapable be-
cause the injection rates 〈u · f〉 and −〈∆u · f〉 are themselves flow dependent.
We now demonstrate how the viscosity dependence of the injection rates (or more
precisely of the upper bounds for the injection rates) contributes to the superlinear
scaling of DH with ν
−1. To this end, let us recall the intermediate steps (Constantin
et al., 1985b, 1988; Temam, 1997) towards equations (2.30) and (2.31) given below:
DH 6 c
′L‖∆u‖2
1/2
ν
(2.35)
and
DH 6 c
′′
(
L2‖∆u‖21/2
ν
)2/3(
1 + ln
L2‖∆u‖21/2
ν
)1/3
, (2.36)
where the overline denotes the supremum of an asymptotic average. From equations
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(2.33) and (2.34) we can deduce the forced dissipative balance equations
‖∇u‖21/2 6 ‖∇
−1f‖
ν
(2.37)
and
‖∆u‖21/2 6 ‖f‖
ν
. (2.38)
Upon substituting these into equations (2.35) and (2.36), we recover equations (2.30)
and (2.31), respectively. However, if the driving force could somehow be modelled in
such a way that the averaged energy and enstrophy injection rates would be bounded
independently of viscosity, say by ǫ and η, respectively, then equations (2.37) and (2.38)
would become
‖∇u‖21/2 6 ǫ
1/2
ν1/2
(2.39)
and
‖∆u‖21/2 6 η
1/2
ν1/2
. (2.40)
Upon substituting these into equations (2.35) and (2.36), we obtain
DH 6 c
′Lǫ
1/2
ν3/2
(2.41)
and
DH 6 c
′′
(
L2η1/2
ν3/2
)2/3(
1 + ln
L2η1/2
ν3/2
)1/3
. (2.42)
One can see that equation (2.42) has the desired scaling, i.e. linear dependence on ν−1
with a logarithmic ‘correction’ as in equation (2.31). Hence, for the dimension estimate
in the enstrophy space, the ‘extra’ dependence on ν−1 would be completely removed if
the enstrophy injection could be bounded independently of viscosity. Note, however,
that only part of the extra dependence on ν−1 would be removed from the dimension
estimate in energy space when the energy injection is made independent of viscosity.
This strengthens our earlier suggestion that the estimate for N (and DH) in the energy
space may not be as optimal as its counterpart in the enstrophy space.
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It is worth mentioning that numerical simulations of two-dimensional turbulence
have routinely used a variety of forcing that provides steady energy and enstrophy in-
jection rates ǫ and η. This class of forcing includes white-noise and flow-dependent
forcing. While such a class of forcing is numerically desirable and realistic in some
sense, it may render equation (2.28) incompatible with the mathematical formulation
leading to the desired estimate (2.42). Nevertheless, for the present approach, there are
no technical difficulties in arriving at this estimate as an upper bound for the number
of degrees of freedom in the present sense. An undesirable numerical artifact that does
cause concern, however, is the build-up of energy at the largest scales, which is unavoid-
able as a fundamental result of the dual cascade. Simulations use various large-scale
dissipation mechanisms to absorb this large scale energy, with negative powers of the
Laplacian (also called hypoviscosity by a number of authors) and mechanical friction
(also known as Ekman drag in the geophysical context) in common use. The former
primarily operates at large scales, and its effects on small scales are not well understood.
The latter is scale neutral, removing enstrophy (and energy) at all scales. This has seri-
ous ‘side effects’ on the small-scale dynamics. Most importantly, the vorticity remains
bounded in the inviscid limit. Such behaviour is in sharp contrast to the Kraichnan
picture, in which the enstrophy grows without bound as the enstrophy inertial range
becomes increasingly wider for smaller viscosity. An undesirable consequence is that
viscous dissipation of enstrophy vanishes in the inviscid limit (Constantin & Ramos,
2007). It follows that for steady or quasisteady dynamics at sufficiently small viscosity,
frictional dissipation of enstrophy outweighs its viscous counterpart. The classical en-
strophy inertial range then becomes a (frictional) dissipation range, possibly without
dramatic changes in its appearance.
The above results have important theoretical and practical implications. On the
one hand, mechanical friction should not be employed in numerical simulations aimed
at addressing fundamental issues concerning the enstrophy flux and enstrophy iner-
tial range of 2DNS turbulence as this scale-neutral dissipation mechanism apparently
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renders dynamical behaviour inconsistent with the Kraichnan picture. On the other
hand, relatively strong friction naturally occurs on the surfaces of thin films, at lateral
boundaries of confined fluids, and at the interfaces of shallow layers in geophysical fluid
models. Therefore, the frictional effects presently discussed are crucial in understanding
the dynamics of these systems, particularly their departure from the classical picture.
Note, however, that the present findings may not be relevant to 2DNS fluids having
no-slip boundaries, although this type of boundary could impose some friction on the
dynamics, particularly at large scales. The reason is that such boundaries can also act
as vorticity sources (see Heijst et al. (2006) and references therein), apparently playing
a role opposite to that of friction.
In the next section we analytically examine the effect of mechanical friction on
forced 2DNS turbulence as discussed in the preceding paragraphs, showing a simple
proof of vanishing viscous dissipation of enstrophy in the inviscid limit. In addition, for
weak friction, the classical spectrum is used to deduce the critical viscosity separating
the regimes of predominant frictional and viscous dissipation of enstrophy. In the final
section of this chapter we report results from numerical simulations corroborating these
theoretical findings.
2.3.1 A theoretical understanding of the effects of Ekman drag
As mentioned above, the addition of a viscous dissipation term into the NS equa-
tions totally changes the long-term statistical properties of turbulence, in particular the
enstrophy is bounded independent of the viscosity, whereas in the Kraichnan picture
it grows without bound. The 2D forced-dissipative NS equations with Ekman drag are
given by
Dω
D t
= ν∆ω − αω + f, (2.43)
where D/Dt ≡ ∂/∂t+ u · ∇, α is the coefficient of friction, ν is the molecular viscosity
and f is the forcing. Using the result ∆(ω2) ≡ 2|∇ω|2 + 2ω∆ω, equation (2.43) can be
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written as
D
D t
ω2
2
= ν∆
ω2
2
− ν|∇ω|2 − αω2 + ωf, (2.44)
and further using the fact that
D |ω|
D t
≡ 1
2|ω|
D
D t
ω2, (2.45)
gives the equation for the evolution of the vorticity magnitude,
D |ω|
D t
=
ν
2|ω|∆ω
2 − ν|ω| |∇ω|
2 − α|ω|+ ωf|ω| . (2.46)
Let us now consider the fluid particle with the maximum vorticity magnitude, which
means that by definition we have ∆ω2 6 0. Equation (2.46) then gives us a bound for
the growth rate of |ω| for this fluid particle, and thus the supremum of the vorticity
over all space, given by
d
dt
‖ω‖∞ 6 −α‖ω‖∞ + F (2.47)
where F is an upper bound for |f |. This can easily be solved using Gro¨nwall’s inequality,
to give
‖ω‖∞ 6 ‖ω0‖∞e−αt + F
α
(1− e−αt), (2.48)
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where ω0 is the vorticity field at t = 0. Thus the vorticity is bounded independent of
the viscosity. Similarly, the other Lp-norms of ω can be bounded, using
d
dt
‖ω‖p = d
dt
〈|ω|p〉1/p ,
=
1
p
〈|ω|p〉1/p−1
〈
∂
∂t
|ω|p
〉
,
=
1
p
〈|ω|p〉1/p−1
〈
p|ω|p−1 ∂
∂t
|ω|
〉
,
= 〈|ω|p〉1/p−1
〈
|ω|p−1
(
ν
2|ω|∆ω
2 − ν|ω| |∇ω|
2
+ −α|ω|+ ωf|ω|
)〉
,
= 〈|ω|p〉1/p−1
(ν
2
〈|ω|p−2∆ω2〉− ν 〈|ω|p−2|∇ω|2〉
− α 〈|ω|p〉+ 〈fω|ω|p−2〉 ),
= 〈|ω|p〉1/p−1
(
−ν
2
〈{∇|ω|p−2}{∇ω2}〉− ν 〈|ω|p−2|∇ω|2〉
− α 〈|ω|p〉+ 〈fω|ω|p−2〉 ),
= −ν(p− 1) 〈|ω|p〉1/p−1 〈|ω|p−1|∇ω|2〉− α 〈|ω|p〉1/p ,
− 〈|ω|p〉1/p−1 〈|ω|p−2ωf〉 ,
6 −α‖ω‖p + 〈|ω|p〉1/p−1
〈|ω|p−1|f |〉 ,
6 −α‖ω‖p + ‖f‖p,
(2.49)
where standard calculus has been used, along with Ho¨lder’s inequality with conjugate
exponents p and p/(p−1) in the final step. Finally, once again making use of Gro¨nwall’s
inequality, we get
‖ω‖p 6 ‖ω0‖pe−αt + Fp
α
(1− e−αt) (2.50)
where Fp is an upper bound on ‖f‖p, or just ‖f‖p itself if f is time independent.
Using the above result, it is possible to show that the viscous dissipation vanishes
in the inviscid limit. Multiplying equation (2.43) by −∆ω and integrating over space
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gives
1
2
d
dt
‖∇ω‖2 = 〈∆ω(u · ∇)ω〉 − α‖∇ω‖2 − ν‖∆ω‖2 + σ,
= 〈ω(u · ∇)∆ω〉 − α‖∇ω‖2 − ν‖∆ω‖2 + σ,
6 ‖ω‖∞ 〈|(u · ∇)∆ω|〉 − α‖∇ω‖2 − ν‖∆ω‖2 + σ,
6 ‖ω‖∞‖∇u‖‖∆ω‖ − α‖∇ω‖2 − ν‖∆ω‖2 + σ,
=
‖∆ω‖2
‖∇ω‖2
[
‖ω‖∞‖ω‖‖∇ω‖
2
‖∆ω‖ +
‖∇ω‖2
‖∆ω‖2σ − α
‖∇ω‖4
‖∆ω‖2 − ν‖∇ω‖
2
]
.
(2.51)
where σ = −〈f∆ω〉 is bounded for a broad class of forces, particularly those acting at
intermediate scales only. Because the enstrophy is uniformly bounded, it means that
the enstrophy spectrum must either be steeper than k−1 or be k−1 with a limited extent,
followed by a steeper tail. In either of these cases, the ratio ‖∇ω‖2/‖∆ω‖ vanishes as
〈|∇ω|2〉 → ∞ (Tran & Dritschel, 2006). Each of the first three terms within the brackets
in equation (2.51) thus vanishes in the limit, which means that the local maxima of
ν‖∇ω‖2 (which is achieved when d‖∇ω‖2/dt = 0) also vanish in this limit. It follows
that ν‖∇ω‖2 vanishes uniformly in time as ν → 0. Note that this result implies that
the viscous term in equation (2.49) also vanishes since 〈|ω|p−2|∇ω|2〉 6 ‖ω‖p−2∞ ‖∇ω‖2.
Hence, viscous dissipation of ‖ω‖p vanishes. The same is true for the unforced case.
An immediate implication of the above result is that for steady dynamics in the in-
viscid limit, the enstrophy injection η is totally dissipated by the scale-neutral mechan-
ical friction. The enstrophy range is no longer inertial but rather becomes dissipative.
This unusual and undesirable dissipation range presumably scales as k−3 because the
scale-neutral friction is not known to have spectrally steepening effects (for small α).
For such a range the dissipation of enstrophy occurs uniformly among its wavenumber
octaves. Hence, one may expect a diminishing enstrophy flux through this range rather
than the k-independent flux of Kraichnan.
Given a small value of α, two distinct dynamical regimes can be expected to exist.
One corresponds to small viscosity and is characterised by the predominance of frictional
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enstrophy dissipation. The other corresponds to moderate viscosity and is characterised
by the predominance of viscous enstrophy dissipation. There then exists a critical
viscosity, say νc, separating these two regimes, that is νc‖∇ω‖2 = α‖ω‖2. Thus, we
have
νc‖∇ω‖2 = α‖ω‖2 = η′ = η/2 (2.52)
where η is the total enstrophy dissipation rate and η′ is the dissipation rate of each
dissipation channel. Past simulations of frictional 2D turbulence have belonged to the
regime of predominantly viscous dissipation, for example Boffetta & Musacchio (2010)
found ν‖∇ω‖2 ≈ 0.9η, which they considered strong evidence for the Kraichnan picture
of a direct enstrophy cascade.
For power-law spectra, the critical viscosity νc can be readily determined from equa-
tion (2.52). Assuming that in the limit α→ 0 (νc → 0), the turbulence approaches the
Kraichnan–Batchelor power-law enstrophy spectrum
Z(k) = Cη′2/3k−1, (2.53)
the spectrum of ‖∇ω‖2 is then given by 2Cη′2/3k. Integrating these spectra from the
forcing wavenumber up to the dissipation wavenumber, after which there is presumably
negligibly enstrophy, and using equation (2.52) gives
η′ = νc‖∇ω‖2 = 2νcη′2/3
∫ kν
kf
k dk,
=⇒ k2ν − k2f =
η′1/3
Cνc
,
(2.54)
upon which noting that the forcing term is negligible for large kν gives us
k2ν ≈
η′1/3
Cνc
. (2.55)
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Similarly, for the enstrophy, we have
η′ = α‖ω‖2 = 2αCη′2/3
∫ fν
kf
k−1 dk,
=⇒ log(kν/kf ) = η
′1/3
2αC
,
=⇒ k
2
ν
k2f
= exp
(
η′1/3
αC
)
.
(2.56)
Finally, putting in (2.55) we get the expression for the critical viscosity
νc =
η′1/3
Ck2f
exp
(−η′1/3
Cα
)
. (2.57)
The exponential decay of νc in equation (2.57) means that for small α, high resolutions
are necessary to probe into the regime of predominant frictional dissipation of enstrophy.
In the next section we numerically determine νc for a moderate range of α and the result
is consistent with equation (2.57).
2.3.2 Simulation results
We now present the results of a set of numerical simulations that support the the-
oretical predictions discussed in the preceding section. Equation (2.43) was simulated
using the method described in §1.4 up to 8192 × 8192 grid points. The frictional and
viscous terms were both incorporated into the integrating factor, and the forcing used
was such that there was constant enstrophy injection η = 0.1, being nonzero only for
16 selected wave vectors having magnitudes lying in the interval K = (10, 11). Within
K, a forcing of the form
fˆ(k, t) =
η
16ωˆ∗(k, t)
(2.58)
was used. The 16 forced modes were initialised to small nonzero values, while all other
modes were initialised to zero. This allowed a direct transfer range of over two decades
for the highest resolutions runs, with an inverse transfer range of a decade ensuring
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negligible contamination by inverse energy transfer up to time t = 35. It should be
noted, however, that the simulations could not have been continued for substantially
longer without risking serious contamination of the inverse energy transfer range.
To show the dependence of viscous enstrophy dissipation on viscosity for frictionally
damped turbulence, three simulations with α = 0.008 and ν = 1.6× 10−5, 4× 10−6 and
1×10−6, corresponding to resolutions 2048×2048, 4096×4096 and 8192×8192, were run.
The coefficient α was chosen such that frictional dissipation was weaker than viscous
dissipation, and viscosity alone could adequately resolve the truncation scales. The
correct value of the viscosity to ensure sufficient dissipation and prevent contamination
of the highest wavenumbers was found through trial and error for the lowest resolution
run, then when the resolution was doubled the viscosity was decreased by a factor of
four according to the approximately linear scaling of the number of degrees of freedom
with the Reynolds number, and the argument given at the end of §2.2.2. In order to
compare with undamped turbulence, three simulations with the same viscosity, but
setting α = 0, were also run. Figure 2.1 shows the enstrophy dissipation rates versus
time up to t = 35, after which the turbulence is apparently quasi–steady. The cases
α = 0 and α = 0.008 are shown in figures 2.1a and 2.1b respectively. In the latter,
the frictional, viscous and total dissipation rates v.s. time are depicted by dashed, solid
and dashed-dotted lines respectively. The highest resolution runs are bold and in red,
with the intermediate and lower resolution runs green and blue respectively. It is clear
that as the viscosity is decreased, the viscous enstrophy dissipation rate decreases,
while the frictional dissipation rate increases. It is interesting to note that the damped
case seems to approach equilibrium faster than the undamped case. At equilibrium,
in the undamped case the enstrophy dissipation rate is only around 20 percent of the
enstrophy injection rate. This is presumably at least in part due to the upscale transfer
of energy, meaning that some enstrophy is also transferred upscale, out of the reach of
dissipation. In the damped case, however, there is significantly more total dissipation,
and it seems reasonable that given sufficient time the total dissipation rate would match
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the injection rate.
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Figure 2.1: Viscous (solid), frictional (dashed) and total (dashed-dotted) enstrophy dissipa-
tion rates v.s. time for ν = 1.6 × 10−5, 4 × 10−6 and 1 × 10−6, respectively. In panel (a),
smaller ν corresponds to less dissipation in the early stage. In panel (b), smaller ν corresponds
to less viscous but more frictional dissipation throughout.
Figure 2.2 shows the enstrophy spectra Z(k) = k2E(k) at t = 30 for the simulations
shown in figure 2.1, with the undamped and damped cases in figures 2.2a and 2.2b
respectively. In both cases, the spectra can be seen to be approaching the Kraichnan-
Batchelor k−1 spectrum as the viscosity is decreased. This supports the suggestion that
the scale–neutral Ekman drag does not affect the form of the spectrum of the enstrophy
inertial range in a significant manner. This can be most clearly seen in figure 2.3 where
the spectra for the highest resolution runs are plotted together, and they can be seen
to be virtually indistinguishable.
Figure 2.4 shows the vorticity fields corresponding to the spectra in figure 2.3. It
is remarkable that even when frictional dissipation of enstrophy becomes sufficiently
strong (more than half as strong as viscous dissipation), there are hardly any notice-
able differences between undamped and damped turbulence in both wavenumber and
physical space.
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Figure 2.2: Enstrophy spectra at t = 30 for the same series of simulations as in figure 2.1.
Shallower spectra correspond to smaller viscosity.
In order to test the result obtained in equation (2.57), a separate set of simulations
up to resolutions 4096× 4096 were carried out. For each of a dozen values of α in the
range [1/64, 1], νc was determined by varying ν until the equality α‖ω‖2 = ν‖∇ω‖2
approximately held during a short time period when the turbulence almost became
quasisteady. Figure 2.5 shows a plot of 1/α v.s. ln νc which, according to (2.57) is
expected to render a straight line, for small alpha, with slope −C/η′1/3 and intercept
(C/η′1/3) ln[η′1/3/(Ck2f )]. For the data points corresponding to the six smallest values
of α, the line of best fit (the dashed line in figure 2.5), found using the method of least
squares, is given by
1
α
= −10.2 ln νc − 58.6. (2.59)
Using the slope and intercept of this line, the value of C was calculated to be C = 3.8
and C = 3.2, respectively. The slight discrepancy in these solutions is understandable
and can be attributed to the fact that the range of α and νc under consideration is not
small enough for the spectra to closely approximate the classical one.
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Figure 2.3: Enstrophy spectra for the highest resolution runs with α = 0 (dotted blue line)
and α = 0.008 (solid green line).
(a) α = 0 (b) α = 0.008
Figure 2.4: Vorticity fields corresponding to the spectra of figure 2.3.
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Figure 2.5: A plot of 1/α v.s. ln νc for simulations up to resolutions 4096× 4096
2.4 Concluding remarks
In this chapter we have studied a number of aspects of 2DNS turbulence. We have
derived upper bounds for the number of degrees of freedom N of the equations freely
evolving from a smooth initial vorticity field in a double periodic domain and found
that N 6 C1Re in the energy space and N 6 C2Re(1+lnRe)
1/3 in the enstrophy space.
Here C1 and C2 are constant and Re is the Reynolds number, which is defined in terms
of the initial vorticity, the system size, and the viscosity. These results are consistent
with the number of active modes deduced from a recent mathematical estimate of the
viscous dissipation wavenumber kT = ‖∇ω‖/‖ω‖.
The present estimates for N have been compared with well-known bounds for the
Hausdorff dimension DH of the global attractor in the forced case, and the apparent
difference between the linear (or nearly so) scaling of N with Re and the highly su-
perlinear dependence of DH on the inverse viscosity ν
−1 has been discussed. We have
argued that the superlinear dependence of DH on ν
−1 is not an intrinsic property of the
turbulence dynamics and further suggested that this is a ‘removable artefact’, arising
from the use of a time-independent forcing as a model for energy and enstrophy injec-
tion that drives the turbulence. This suggestion has been strengthened by the fact that
the ‘extra’ dependence of DH on ν
−1 would be completely removed (at least for the
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estimate of DH in the enstrophy space) if one could model the driving force in such a
way that the enstrophy injection rate does not depend on the viscosity. Such a forcing
can be seen to be more realistic than ones with viscosity-dependent input.
In the present analysis, we have simply followed a trajectory starting from an arbi-
trary smooth initial vorticity field in the solution (function) space of the 2DNS equa-
tions and monitored the evolution (under the linearised dynamics) of the volumes of
n-dimensional balls centred on the trajectory. We then estimated how large n should
be to ensure that these volumes contract exponentially. This turns out to be equivalent
to the method of estimating the Hausdorff dimension of the global attractor of the
forced system. The present approach can be seen to be highly flexible in application.
In general, it is applicable to either autonomous or nonautonomous, forced or unforced,
and finite-dimensional or infinite-dimensional systems. There are virtually no special
requirements, other than existence of solution, for the present definition (and method
of analysis) of the number of degrees of freedom to make sense. In particular, the exis-
tence of the usual Lyapunov exponents is not an issue. Furthermore, there is no need
for a priori knowledge of the existence of an attractor (or global attractor), whose gen-
eralised dimensions would normally be considered as the number of degrees of freedom
of the dynamical system in question. Given all this, we may apply the present approach
to less idealised and more realistic dynamical models without risking to compromise
mathematical rigour.
We have also examined, both theoretically and numerically, the effects of mechani-
cal friction on the enstrophy dynamics of forced 2DNS turbulence. On the theoretical
side we have shown by an elementary method that friction gives rise to vanishing vis-
cous enstrophy dissipation in the inviscid limit. Similar to freely decaying frictionless
turbulence in the inviscid limit, where viscous dissipation of enstrophy vanishes uni-
formly in time (Tran & Dritschel, 2006; Dritschel et al., 2007), the present result is
valid uniformly in time. This uniformity in time is important and worth emphasising
as it appears to have been misunderstood (in the freely decaying case) by some au-
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thors (see the remark on page 352 of Fox & Davidson (2010)). The implication of the
present findings is that given a fixed friction coefficient, frictional dissipation of enstro-
phy becomes predominant for sufficiently small viscosity. This inevitably results in the
classical enstrophy inertial range becoming a dissipation range in which the dissipation
of enstrophy by friction mainly occurs. This range can at best support a diminishing
enstrophy flux rather than the k-independent flux of Kraichnan. For the classical spec-
trum, which is assumed to be valid in the limit of weak friction, we have derived an
expression for the critical viscosity, which separates the regimes of predominant viscous
and frictional dissipation of enstrophy. This critical viscosity decreases exponentially
with the friction coefficient. On the numerical side, we have carried out a number of
numerical integrations of the forced 2DNS equations with a friction term to confirm
the theoretical results. Given all else fixed, including the friction coefficient, viscous
dissipation of enstrophy has been observed to decrease as the viscosity is decreased.
This decrease appears to be slow, probably logarithmically in viscosity as in the case of
freely decaying turbulence (Tran & Dritschel, 2006; Dritschel et al., 2007). The numer-
ical results for the critical viscosity are in qualitative agreement with the theoretical
finding. We have observed no significant differences between undamped and damped
turbulence near the critical viscosity. In particular, the energy spectra of the enstrophy
inertial range in the two cases are virtually indistinguishable, both being close to the
classical k−3 spectrum.
Enstrophy divergence in the inviscid limit is an indispensable feature of the Kraich-
nan theory. One reason is that the predicted limiting inertial range simply has infinite
enstrophy. Another reason, which is less obvious, is that the production of ever-smaller
scales (effectively a linear process (Tran, 2009; Tran et al., 2010)) would simply not
be able to withstand viscous effects in the absence of a diverging vorticity. In other
words, only in the presence of a diverging vorticity could the enstrophy be transferred
to, and eventually dissipated at, ever-smaller scales, thereby maintaining the picture
of quasisteady dynamics envisaged by Kraichnan. Therefore, in choosing large-scale
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dissipation operators for numerical reasons or in designing thin film or shallow fluid
layer experiments, one should be mindful of this constraint. Mechanical friction has
been seen here to render ‘anti-Kraichnan’ behaviour in the inviscid limit. Another im-
portant effect of friction not discussed in this study is that it ‘stabilises’ the virtually
inviscid forcing region, which, in Kraichnan’s picture, is kept bounded by the dual cas-
cade alone. The implication is that the problem of universality or nonuniversality of
the Kraichnan-Batchelor constant may not be reliably resolved by simulations with a
friction term.
Chapter 3
The Surface Quasigeostrophic
Equation
3.1 Introduction
One of the key forces driving the study of turbulence is the desire to understand
the motion of our planet’s atmospheres and oceans more thoroughly, for which purpose
a vast number of models for stratified rapidly rotation fluids have been developed,
among which are the geostrophic equations which describe the first-order departure from
the balance between the Coriolis force and pressure gradient. The theory behind the
geostrophic equations has been thoroughly studied and constitutes a huge literature (see
e.g. Charney, 1948, 1971; Rhines, 1979; Pedlosky, 1987), while itself rendering a large
variety of 2D models that are vastly simpler yet sophisticated enough to capture many of
the underlying dynamics. Among these models is the surface quasigeostrophic equation
(SQG), which is derived considering the geostrophic streamfunction ψ on a flat surface
boundary z = 0, in which case the vertical gradient of ψ matches the temperature field
T (x, y), i.e. ∂zψ|z=0 = T (x)|z=0. For flows with zero potential vorticity, this surface
temperature is equivalent to Λψ where Λ is known as the Zygmund operator, which is
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a self-adjoint linear operator, sometimes symbolised by |∇| or (−∆)1/2, whose action
on a function θ(x) is equivalent to a multiplicative operator in Fourier space which is
given by
Λ̂θ(k) = |k|θˆk (3.1)
where ̂ denotes the Fourier transform. The equations governing the advection of the
potential temperature on the horizontal boundary is then given by
∂θ
∂t
+ J(ψ, θ) = ν∆θ (3.2)
θ = Λψ (3.3)
where θ is the potential temperature, ψ is the streamfunction and ν is the viscosity. The
dissipation mechanism used here is a single power of the Laplacian to put it on the same
footing as the other equations in this thesis. The relationship between the potential
temperature θ and the advecting velocity u has a particularly simple description in
Fourier space, however the physical-space relationship, given by the singular integral,
u(x) = − 1
2π
∫
Ω
y⊥θ(x− y)
|y| dy (3.4)
can still tell us much, in particular in comparison to the equivalent Biot-Savart law
in 2D hydrodynamic turbulence, which is given in equation (2.3). In particular, for
SQG turbulence the streamfunction for a Dirac temperature distribution θ = δ(x− x′)
is given by ψ = −(2π|x − x′|)−1, while for hydrodynamic turbulence a point vortex
ω = δ(x−x′) produces a flow ψ = −(2π)−1 ln(|x−x′|) (Held et al., 1995). This means
that circumferential velocities around the vortex are proportional to r−2 in SQG, rather
than r−1 in 2DNS, with the result that point vortices rotate around each other more
rapidly than in hydrodynamic turbulence, and thus needing a greater ambient strain to
pull them apart, as rapid rotation averages out the rate of strain. On the other hand,
more distant eddies are less tightly bound to each other, meaning that the tendency
to form localised vortices is implied, and interactions tend to be spatially local. These
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facts are commented upon further in §3.3.2 and in the next chapter.
Similarly to the usual 2D hydrodynamic equations, the nonlinear term in equation
(3.2) gives rise to two inviscid invariants. By multiplying equation (3.2) by θ and
averaging over the domain we obtain the equation governing the viscous decay, and
inviscid conservation, of the mean square potential temperature, which is equal to
twice the generalised enstrophy,
d
dt
Zg ≡ 1
2
d
dt
‖θ‖2 = −ν‖∇θ‖2 ≡ −χg. (3.5)
The relationship between the potential temperature and the streamfunction means that
the spectrum of the generalised enstrophy Zg(k) and the spectrum E(k) of the usual
energy E = 1
2
‖u‖2 = 1
2
‖∇ψ‖2 are identical, meaning that we have the equality
Zg(t) ≡ 1
2
‖θ‖2 = 1
2
‖u‖2 ≡ E(t). (3.6)
The fact that θ is a same-scale copy of the velocity field u will be seen to have a strong
effect in the dynamics of the system. The second conservation law comes about by
multiplying equation (3.2) by ψ = Λ−1θ and averaging over the domain, giving rise to
the equation for the evolution of the generalised energy
d
dt
Eg ≡ 1
2
d
dt
‖Λ−1/2θ‖2 = −ν‖Λ1/2θ‖2 ≡ −ǫg. (3.7)
The generalised enstrophy and generalised energy have obvious similarities with the
energy and enstrophy in hydrodynamic turbulence, and as such may be expected to obey
many of the same dynamic principles and be amenable to similar analysis. On this basis,
Pierrehumbert et al. (1994) carried out phenomenological analysis using Kolmogorov
theory 1, suggesting the existence of two inertial ranges, a forward-cascading generalised
enstrophy (usual energy) inertial range, with a generalised enstrophy spectrum of the
1In fact Pierrehumbert did this analysis in the more general framework of alpha turbulence, which
we discuss in the next chapter, of which SQG turbulence is a special case.
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form
Zg(k) = Cχ2/3g k−5/3 (3.8)
and an inverse-cascading generalised energy inertial range having the scaling
Eg(k) = C ′ǫ2/3g k−2. (3.9)
where C and C ′ are constants. Thus far, however, there has been no other theoretical
evidence for this spectrum, and numerical studies have been limited (Held et al., 1995;
Ohkitani & Yamada, 1997; Smith et al., 2002; Scott, 2006; Capet et al., 2008).
As well as possibly possessing a k−5/3 forward-cascading spectrum, the SQG system
has many similarities with the 3DNS equations that are not found in the usual 2D
hydrodynamic case. This comes about because the generalised enstrophy spectrum
is the same as the classical energy spectrum, meaning that θ is a same-scale copy of
u. The relevance of this can be most clearly seen by examining the equation for the
perpendicular gradient of θ,
(
∂
∂t
+ u · ∇
)
∇⊥θ = (∇u)∇⊥θ + ν∆∇⊥θ, (3.10)
where ∇⊥θ has a role that is analogous to the usual 3D vorticity ω. Of particular
importance is that the stretching term (∇u)∇⊥θ is the product of two functions of the
same scale, ∇u and ∇⊥θ, in fact we have the equality 〈|∇u|2〉 = 〈|∇⊥θ|2〉. This means
that the transfer of θ downscale, which necessarily results in a growth of ∇⊥θ, also
magnifies the velocity gradient ∇u, leading to a positive feedback which could result
in explosive growth of ∇⊥θ, possibly leading to finite-time singularities, unless the
dissipative term is strong enough to sufficiently control the growth. It has been found
that a dissipation mechanism of the form (−∆)γ, where γ > 1/2, is strong enough to
regularise the dynamics (see Kiselev et al., 2007; Caffarelli & Vasseur, 2010), however
the behaviour in the inviscid case is still an open problem. This means that for equation
(3.2) with ν > 0, given a smooth initial temperature field θ0(x, y) = θ(x, y, 0) and a
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fixed ν > 0, the energy dissipation rate ǫ(t) will be bounded, and eventually decay
to zero. For high Reynolds number ‖∇θ‖ will grow initially, with the dissipation rate
reaching a global maximum ǫT = ǫ(T ) at some time t = T . The question of whether
ǫT and T depend on ν in the inviscid limit is still not answered. For the present case,
Ohkitani & Yamada (1997) suggested that ǫT vanishes in the inviscid limit while T
diverges, thus favouring the possibility of no finite-time singularities in the inviscid
dynamics. In a study using the very initial conditions of Ohkitani & Yamada (1997),
Constantin et al. (1998) suggested no finite-time blowup. If this is indeed the case,
then ǫ(t)→ 0 as ν → 0 for all t <∞ because ‖∇θ‖ <∞. However, the possibility that
‖∇θ‖ diverges as t→∞ cannot be ruled out. This means that further investigation is
needed to determine whether or not ǫT → 0. In any case, the detailed behaviour of ǫT is
not a major concern in the present study (more detail in due course). In what follows,
we make use of ǫT in key derivations, pending further knowledge of this important
dynamical quantity.
The remainder of this chapter is laid out in the following manner. In §3.2.1, which
is based on the paper (Tran et al., 2011), we apply the concept of number of degrees
of freedom, introduced earlier, to the SQG equation, deriving the result N 6 Re3/2,
while in §3.3.1, which is based on the same paper, we present the results from a number
of simulations carried out at resolutions up for 4096 × 4096 which seem to show the
possibility of finite-time singularity in the inviscid limit. There are, however, potential
problems with the form of the initial conditions used in these simulations, so in §3.3.2
we use the results from a new set of simulations up to 16384 × 16384 resolution, with
slightly different initial conditions, in an attempt to address these concerns.
3.2 Analysis
We now use the methods described in §1.3.1 and in the previous chapter to derive a
bound for the number of degrees of freedom of SQG turbulence, which naturally leads
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to confirmation of a number of classically-derived results which have until now been
derived phenomenologically.
3.2.1 Lyapunov stability analysis and degrees of freedom
Let θ(x, y, t) be a solution for equation (3.2) (with the corresponding streamfunction
ψ), starting from some smooth initial temperature field θ0(x, y) = θ(x, y, 0). Now
consider a disturbance ϑ to θ (corresponding to a disturbance ϕ of ψ). The evolution
of ϑ is then governed by
∂ϑ
∂t
+ J(ψ, ϑ) = −J(ϕ, θ)− J(ϕ, ϑ) + ν∆ϑ (3.11)
where ϑ = Λϕ. Linearising this equation by ignoring the J(ϕ, ϑ) term, multiplying by
ϑ and averaging over space gives
‖ϑ‖d‖ϑ‖
dt
= −〈ϑJ(ϕ, θ)〉 − ν‖∇ϑ‖2, (3.12)
where one of the triple-product terms, namely 〈ϑJ(ψ, ϑ)〉, vanishes due to equation
(1.50). It follows that the exponential decay rate λ of ‖ϑ‖ is given by
λ =
1
‖ϑ‖
d‖ϑ‖
dt
= − 1‖ϑ‖2
(〈ϑJ(ϕ, θ)〉+ ν‖∇ϑ‖2) . (3.13)
We now construct an orthonormal set of n least stable disturbances {ϑ1, ϑ2, . . . , ϑn}
(with the associated set of streamfunctions {ϕ1, ϕ2, . . . , ϕn}, where ϑi = Λϕi) and
the corresponding greatest growth rates {λ1, λ2, . . . , λn} (local Lyapunov exponents)
by following the method of §1.3.1 with the ϕi orthonormal with respect to the energy
inner product, or equivalently the ϑi are orthonormal with respect to the usual L
2-space
inner product, that is 〈ϕi, ϕj〉E = 〈ϑiϑj〉 = δi,j , where δi,j is the Kronecker delta. Since
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each normalised solution (λi, ϑi) satisfies equation (3.11), we have
n∑
i=1
λi = −
n∑
i=1
(〈ϑiJ(ϕi, θ)〉+ ν‖∇ϑi‖2) ,
6
n∑
i=1
(〈|ϑi||∇ϕi||∇θ|〉 − ν‖∇ϑi‖2) ,
6 ‖∇θ‖
∥∥∥∥∥
n∑
i=1
ϑ2i
∥∥∥∥∥
1/2 ∥∥∥∥∥
n∑
i=1
|∇ϕi|2
∥∥∥∥∥
1/2
− ν
n∑
i=1
‖∇ϑi‖2,
6 c2L‖∇θ‖
(
n∑
i=1
‖∇ϑi‖2
)1/2
− ν
n∑
i=1
‖∇ϑi‖2,
6
(
n∑
i=1
‖∇ϑi‖2
)1/2(
c2L
ǫ
1/2
T
ν1/2
− c1/21 ν
n
L
)
.
(3.14)
In equation (3.14), we have used the Cauchy–Schwartz inequality in the third step,
the Lieb–Thirring inequality (1.58) for ϑi together with equation (1.59) for ∇ϕi in the
penultimate step, and equation (1.54) in the final step. The condition that
∑n
i=1 λi 6 0
is satisfied when
n >
c2L
2ǫ
1/2
T
c
1/2
1 ν
3/2
. (3.15)
It then follows that
,
N 6
c2
c
1/2
1
L2ǫ
1/2
T
ν3/2
,
=
c2
c
1/2
1
(
L4/3ǫ
1/3
T
ν
)3/2
,
= Re3/2,
(3.16)
where Re is the Reynolds number, defined in the same way as in 3DNS turbulence
(Tran, 2009).
The estimate (3.16) can be optimal up to a factor not tending to zero as rapidly as
Re−γ, for γ > 0. In other words, the exponent 3/2 of Re3/2 can be exact. The reason
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is that all the inequalities used in (3.14) are relatively sharp. For example, by virtue of
equations (1.54) and (1.58), the norm ‖∑ni=1 ϑ2i ‖ amounts to approximately n. This is
an optimal estimate as there are no reasons to expect this norm to be of order nγ for
γ < 1. The sharpness of this highly sophisticated estimate in (3.14) provides us with
confidence in the optimality of (3.16). In 3D turbulence, however, the situation is not so
optimistic. For this case, a similar line of estimates for the number of degrees of freedom
yields the bound N 6 Re18/5 (see the discussion in Tran (2009) and references therein).
When compared to the improved estimate N ≈ Re9/4, which is the Landau prediction
on the basis of Kolmogorov’s theory, this bound is an overestimate by a factor of Re27/20.
Tran (2009) attributes this to the excessive nature of the Lieb–Thirring inequality in
three dimensions (when applied to turbulence). In order to appreciate this claim, we
note that the norm ‖∑ni=1 v2i ‖, where vi is the 3D counterpart of ϑi, when estimated
by (7) and (25) of Tran (2009) – the 3D counterparts of equations (1.54) and (1.58),
which are given by equation (1.57) and (1.61) – amounts to n5/4. There is an apparent
difference by a factor of n1/4 for the values of ‖∑ni=1 ϑ2i ‖ and ‖∑ni=1 v2i ‖. This implies
that the Lieb–Thirring inequality can be potentially excessive by a factor of n1/4 in the
context of 3DNS turbulence. Interestingly, if this factor were to be removed, one would
then recover the Landau prediction. In §3.3 the result N 6 Re3/2 is fully justified by
numerical simulations of equation (3.2), where adequate dissipation is observed when
we set the ratio N/Re3/2 (more precisely the product ν3/2k2max, where kmax ≈ N1/2/L is
the truncation wavenumber) at order unity. This can be considered numerical evidence
for the result (3.16) and is discussed in more detail in the next section.
3.2.2 Inertial-range scaling
This subsection makes use of the analytic estimate (3.16) to deduce the spectral
scaling k−5/3 for the energy inertial range. This approach can be seen as an analytic
alternative to the familiar phenomenological dimensional analysis method. We briefly
discuss the implication of the present results in conjunction with related results in the
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literature.
At the instant of maximum energy dissipation, consider the power-law spectrum
Ck−α of the inertial range, extending to some dissipation wavenumber kd, where C
is a constant of suitable dimension. For such a spectrum, it is straightforward to
deduce α from equation (3.16) under the assumption that the number of Fourier modes
within the inertial range, say N ′, is comparable to N . To this end, we note that
ǫT ≈ νCk3−αd /(3− α), assuming α < 3. It follows that N ′ is given by
N ′ ≈ L2k2ν ≈ L2
(
3− α
Cν
ǫT
)2/(3−α)
. (3.17)
From our assumption N ≈ N ′ and the two estimates (3.16) and (3.17) we deduce that
( ǫT
Cν
)2/(3−α)
6
ǫ
1/2
T
ν3/2
, (3.18)
where the respective constant factors (3 − α)2/(3−α) and c2/c1/21 on the left-hand and
right-hand sides have been omitted. It follows that
ǫ1+αT 6 C
4ν3α−5. (3.19)
Given ǫT > 0 in the inviscid limit, equation (3.19) implies α 6 5/3. Thus we have
recovered a bound for the classical spectrum by the present method. Furthermore,
for the critical value α = 5/3, the constant C can be seen to be proportional to ǫ
2/3
T ,
consistent with the Kolmogorov spectrum CKǫ
2/3
T k
−5/3, where CK is the Kolmogorov
constant. In passing, it is worth noting that the a priori condition ǫT > 0 is not crucial
and can be relaxed to a certain extent. In particular, the result remains valid when ǫT
tends to zero logarithmically (see the concluding remarks for more detail).
It is remarkable that no values of α other than 5/3 are admissible, provided that
the estimate (3.16) is optimal in the sense discussed above. This result can be ‘half’
anticipated for the following reason. Onsager (1949) conjectured that solutions of the
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3D Euler equations satisfying |u(x+r)−u(x)| ∝ |r|γ , where γ > 1/3, conserve energy.
Such solutions correspond to energy spectra steeper than k−5/3 and indeed Constantin
et al. (1994c) showed that solutions of the Euler equations conserve energy if the velocity
field is contained in the Besov spaces Bα,∞3 for α > 1/3. Equation (3.19) is consistent
with this result since α > 5/3 readily implies that ǫT vanishes in the inviscid limit. On
the other hand, the regime α < 5/3 would require ǫT to grow without bound in the
same limit, again provided that (3.16) is optimal. Such a behaviour would be an insult
to the Kolmogorov spirit and is highly improbably for smooth solutions satisfying the
decay (3.7).
We earlier equated the number of active Fourier modes N ′ within the energy inertial
range with the derived number of degrees of freedom N . This amounts to k2d ≈ N/L2 ≈
ǫ
1/2
T /ν
3/2. It follows that the exponential dissipation rate rd = νk
2
d at the dissipation
wavenumber kd is given by
rd ≈ ǫ
1/2
T
ν1/2
. (3.20)
Hence rd grows as Re
1/2 when Re is increased. By setting kmax = kd in numerical
simulations, we have the practical version of (3.20)
ν ≈ ǫ
1/3
T
k
4/3
max
, (3.21)
which is used in §3.3.2 for setting ν in numerical simulations at various resolutions.
Note that equation (3.20) is a straightforward consequence of the classical spectrum
CKǫ
2/3
T k
−5/3. Here it has been derived independently of this scaling, just assuming
N ′ ≈ N . For a comparison, this same rate scales as Re1 (Tran & Dritschel, 2010),
Re1/2 (Tran, 2009) and Re0 (see the end of §2.2.2) for one-dimensional (1D) Burgers
flows, 3D and 2D turbulence, respectively. The difference in rd for these systems can
be attributed to fundamental differences in their dynamics and is worthy of a closer
look. The scaling rd ∝ Re0 in 2D turbulence has long been expected and is well known
to numerical analysts. This is due to the effectively linear behaviour of the vorticity
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gradient dynamics (Tran et al., 2010), rendering a relatively weak excitation of the
small scales. This excitation is balanced by viscous effects at the scale where rd ∝ Re0.
The dependence rd ∝ Re in Burgers flows reflects the fully quadratic nonlinearities
of the velocity gradient dynamics, resulting in a relatively intense excitation of the
small scales. This excitation is the strongest of all these cases, reaching the scale with
rd ∝ Re, whereby viscous forces become sufficiently strong to balance nonlinear effects.
Now, the ‘intermediate’ scaling rd ∝ Re1/2 in both SQG and 3D turbulence means that
relatively mild dissipation at kd is needed for the same purpose. This implies some
partial depletion of nonlinear effects (from fully quadratic nonlinearities), which has
been widely discussed and studied from different perspectives (see e.g. Hou & Li, 2006,
2008). This depletion could be the result of a phase shift brought about by the action
of singular integral operators, displacing the positions of peak vorticity and strain rate
(Ohkitani, 2011). This topic is beyond the scope of the present study and is briefly
mentioned here in passing. A manifestation of this depletion is the relatively shallow
k−5/3 spectrum compared with its k−2 shock-dominated counterpart. This is consistent
with the intuitive expectation that weaker nonlinearities allow for shallower spectra
to develop – a justifiable fact on the basis of the present analysis. Indeed, weaker
nonlinearities correspond to better Lyapunov stability, thereby implying smaller N and
rd. This in turn implies smaller α, i.e. shallower spectra.
Numerical evidence for the spectrum k−5/3 in the literature is rather limited and
inconclusive. For example, by directly simulating equation (3.2) without any modifi-
cations, Ohkitani & Yamada (1997) found an energy spectrum close to k−2. A similar
attempt by Capet et al. (2008), but with the usual molecular viscosity term replaced
by a hyperviscosity term, found a slightly shallower spectrum: between k−2 and k−5/3.
Intuitively, these steep spectra may be attributable to low numerical resolutions, i.e.
low Reynolds numbers. Another reason for the observed steep spectrum in Ohkitani
& Yamada (1997) is due to the choice of the initial condition θ0 = sin x sin y + cos y,
which consists of the lowest (k = 1) and second lowest (k =
√
2) wavenumbers only.
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For this initial condition, ‖θ0‖2 = 3/4 and ‖Λ−1/2θ0‖2 = 1/2 + 1/(4
√
2). So by the
dual conservation of ‖θ‖2 and ‖Λ−1/2θ‖2, even in the idealised situation whereby all of
‖Λ−1/2θ‖2 got transferred to k = 1, no more than 9.8% [(1 − 1/√2)/3] of the energy
would become available for transfer to the higher wavenumbers (k > 2). In practise,
much less energy is available for transfer since the wavenumber k =
√
2 may not become
completely depleted of energy. This inevitably results in weak small-scale dynamics and
a steep spectrum. On the other hand, using both hyperviscosity and large-scale dissi-
pation terms (plus a forcing term), Scott (2006) obtained energy spectra close to k−5/3.
With modern computers, it is quite possible to confirm the present prediction by a
series of simulations with fixed θ0 and increasingly higher resolutions (with correspond-
ing increasingly higher Reynolds numbers). Note that in accord with equation (3.21),
doubling the resolution (i.e. doubling kmax or quadrupling N) allows for the viscosity
to be reduced by a factor of 2−4/3. The same reduction factor applies to numerical
simulations of 3D turbulence (see the discussion of Tran & Dritschel (2010)) and 2D
magnetohydrodynamic (MHD) turbulence (see §5.3).
3.3 Simulations
The next couple of sections describe simulations that were carried out to examine
aspects of the SQG equations, in particular to check the expected scaling of the number
of degrees of freedom with the dissipation rate, the form of the generalised enstrophy
spectrum and the behaviour of the generalised enstrophy dissipation rate in the inviscid
limit. The simulations in §3.3.1 (Tran et al., 2011) use a set of initial conditions that
suggest the possibility of the development of a finite-time singularity in the inviscid
limit, yet in spite of the tantalising suggestion a number of factors render the result
unsatisfactory. In §3.3.2 we attempt to address some of these problems, yet once again
we are left just short of any real numerical breakthroughs. Both sets of runs are however
consistent with the analysis in the previous section and in particular they demonstrate
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the correctness of the derived result for the number of degrees of freedom.
3.3.1 Simulations with bimodal initial conditions
A set of simulations were run to examine the form of the energy spectrum, and the
energy dissipation rate, in the inviscid limit. The initial temperature field θ0 consisted
of the Fourier modes (7, 7) and (7, 6), each with half-unit energy, while the modes
(−7,−7) and (−7,−6) were initialised in such a way such that uˆ(−k) = uˆ∗(k), giving
a total initial energy of two. The simulations were run with one 2048 × 2048 and
two 4096 × 4096 resolutions, with viscosities ν = 8 × 10−5 for the lower resolution
and 4 × 10−5 and 2 × 10−5 for the higher resolutions. Using the Reynolds number as
defined in equation (3.16), these correspond to Re = 76, 700 for the highest viscosity,
Re = 158, 800 for the intermediate viscosity and Re = 333, 000 for the lowest viscosity.
Figure 3.1 shows the evolution of ǫ(t) from t = 0 to t = 9 for the simulations de-
scribed above. It can be seen that ǫ(t) peaks are roughly the same time, around t = 6.5,
for all three Reynolds numbers under consideration, and increases with Re, presumably
growing towards a finite limit, however the limited range of Reynolds numbers under
consideration means it is not possible to make any general statements of the behaviour
of ǫT in the inviscid limit. While there does seem to be some numerical instability
around and just after the time of maximum dissipation, it is too small in magnitude to
significantly alter the above conclusion.
Figure 3.2 shows the initial generalised enstrophy field. The central line in the
initial conditions provides a number of hyperbolic saddle points, which Constantin
et al. (1994b) showed was necessary for the development of singularities. While this
initial field is morphologically similar to the one used by (Ohkitani & Yamada, 1997;
Constantin et al., 1998), it is only possible for the modes (7n,m), for integers n and
m, to be excited in the subsequent dynamics. This can be seen in figure 3.3 which
shows the temperature field θ(t) at times t = 2, 4, 6, 8, and where it can be seen that
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Figure 3.1: Energy dissipation rate ǫ(t) versus t for numerical integrations with resolutions
2048× 2048 and 4095× 4096. The diffusion coefficients are ν ≈ 8× 10−5 (blue) for the lower
resolution and ν ≈ 4 × 10−5 (green) and 2 × 10−5 (red) for the higher resolution. Smaller ν
corresponds to smaller ǫ0 and larger ǫT .
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Figure 3.2: Initial temperature field θ0 for the simulations described above.
the domain is essentially divided horizontally into seven identical pieces. Although it is
obvious that the limited number of excited modes means that there was a large waste
of computing resources, it does not seem to have had any effect on the forward cascade,
with figure 3.3 demonstrating that the production of small scales does not seem to be
constrained. The form of the initial conditions used also allows a much larger inverse-
cascading range than in previous studies, which has an important consequence on the
dynamics, which we discuss later.
Figure 3.4 shows the energy spectrum v.s. k taken at the time of maximum dissi-
pation T = 6. As would be expected the energy spectra get shallower as the Reynolds
number and resolution are increased. While the large-scale spectrum seems to have
been affected by the limited number of excited modes, leading to a very ‘spiky’ spec-
trum around k = 10, the small-scale spectrum is not noticeably changed, and it seems
to be tending towards the expected k−5/3 spectrum as the viscosity is decreased.
It must be conceded that the range of Reynolds numbers considered here is insuf-
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Figure 3.3: Temperature field θ(t) at t = 2 (top left), t = 4 (top right), t = 6 (bottom left)
and t = 8 (bottom right)
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Figure 3.4: Energy spectra for the simulations described above, taken at the time of maximum
dissipation, with ν = 8× 10−5 (blue) 4× 10−5 (green) and 2× 10−5 (red).
ficient to determine with any confidence whether the time of maximum dissipation T
and maximum dissipation rate ǫT tend to some finite values, or perhaps exhibit some
weak logarithmic dependence on the viscosity ν. Further investigation with signifi-
cantly higher resolution is necessary to address this issue convincingly. In any case,
the theoretical analysis presented in the previous sections is independent of whether
or not T < ∞ in the inviscid limit, and indeed remains valid even if ǫT tends to zero
logarithmically with increasing Re.
3.3.2 Simulations with trimodal initial conditions
While the simulations in the previous subsection show some suggestion of the pos-
sibility of finite-time blowup in the inviscid limit, both the limited Reynolds numbers
covered and the choice of initial conditions leave the results unsure. In order to address
these concerns, another set of simulations were run, up to resolutions of 16384× 16384.
Noting that the initial conditions from earlier give tantalising hints of tending towards
singular behaviour in the inviscid limit, similar initial conditions were used in these runs,
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Figure 3.5: Initial θ-field
with initial modes (6, 6), (6, 7) and (7, 7) initialised to uniformly distributed initial en-
strophy, with θˆ(−k) initialised to −θˆ(k) to ensure the reality of the initial temperature
field, which is shown in figure 3.5. These form of the initial conditions ensured that
the whole wavenumber spectrum eventually became excited, while coming as close as
possible to the initial field described in the previous section. Four different simulations
were run, at resolutions 2048 × 2048, 4096 × 4096, 8192 × 8192 and 16384 × 16384,
with viscosity ν = 2 × 10−4, 7.94 × 10−5, 3.15 × 10−5 and 1.25 × 10−5 respectively.
These correspond to Reynolds number of around 26, 000, 65, 400, 165, 000 and 400, 000
respectively. For this set of simulations when the resolution was doubled the viscosity
was decreased by a factor of 24/3 in line with the estimate for the number of degrees of
freedom derived in the previous section.
Figure 3.6a shows the energy dissipation rate ǫ(t) v.s. time from t = 0 to t = 10
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Figure 3.6: Energy dissipation rate ǫ(t) (left) and maximum temperature gradient ‖∇θ‖∞
(right) v.s. time for resolutions 2048× 2048 (purple), 4096× 4096 (blue), 8192× 8192 (green)
and 16384× 16384 (red), corresponding to viscosities 2× 10−4, 7.94× 10−5, 3.15× 10−5 and
1.25× 10−5 respectively.
for the simulations described above. For the three lowest resolutions the maximum
energy dissipation rate can be seen to be approximately constant, while the time of
maximum dissipation appears to be increasing slowly, probably logarithmically. For
the highest resolution simulation, however, the maximum dissipation rate seems to
have decreased slightly from this high point. It is impossible to say whether this is
the result of a real decrease in ǫT or merely a result of numerical instability, which
seems plausible given the jagged top present for the 4096 × 4096 simulation. Figure
3.6b, which shows the maximum temperature gradient ‖∇θ‖∞ plotted over time, seems
to suggest explosive growth of the maximum value, approximately doubling when the
resolution is doubled. The behaviour of ‖∇θ‖∞ is important because, similarly to the
BKM criterion in NS turbulence, it controls the blowup of solutions to the inviscid SQG
equations (Constantin et al., 1994a).
Figure 3.7 shows the energy spectra E(k), modified by multiplying by k5/3 v.s. k for
the simulations, taken at the time of maximum dissipation. As would be expected the
spectra are increasingly shallow for lower viscosities, and seem to tend towards a k−5/3
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Figure 3.7: Energy spectra for the same simulations as shown in figure 3.6.
limit. The lack of numerical instability at the smallest scales for all of the simulations
suggests that the method of multiplying the viscosity by 2−4/3 when the resolution is
doubled is spot on, which gives us confidence in the accuracy of the derived formula for
the number of degrees of freedom presented earlier.
Figure 3.8 shows the temperature field θ at times t = 5, t = 10, t = 15 and
t = 20. While the turbulence does eventually homogenise, it is interesting to note
that the approximately unimodal area just below to the left of centre takes until just
past t = 10, the time of maximum dissipation, to lose information about the form
of the initial conditions. This is because in this part of the domain the Jacobian is
essentially zero, because for a unimodal area with wavenumber k we have θ ∼ |k|ψ.
This means that any motion must be brought about from the action in other parts
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Figure 3.8: Temperature field θ at t = 5 (top left), t = 10 (top right), t = 15 (bottom left)
and t = 20 (bottom right) for the 8192× 8192 resolution simulations.
of the domain, however as mentioned in the introduction to this chapter, interactions
in SQG turbulence are physically local, a topic which we shall discuss more in the
next chapter. A consequence of this is that it takes a long time for the centre of the
unimodal area to be disturbed. It is unclear whether this effect has an consequences
on the behaviour of the energy dissipation rate, although it is possible that dissipation
would have been higher at t = 10 if the field had been ‘fully mixed’ at that time.
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3.4 Conclusion
In this chapter we have investigated a number of aspects of the SQG equation,
including showing evidence for the k−5/3 energy spectrum in the inertial range, which
has previously been predicted on the basis of Kolmogorov phenomenology. This has
been achieved by both analytical and numerical methods. In the former approach, we
have derived the estimate N 6 Re3/2 for the system’s number of degrees of freedom N ,
where Re is the Reynolds number defined in terms of the energy dissipation rate, the
viscosity and the system’s size. Upon identifying N with the number of dynamically
active Fourier modes, i.e. the modes within the energy inertial range, we deduce the
result α = 5/3 for the exponent α of the power-law spectrum Ck−α. This approximation
also renders the scaling Re1/2 for the exponential dissipation rate rd = νk
2
d at the
dissipation wavenumber kd. Given that rd is linear in Re for Burgers flows, whose
nonlinearity is fully quadratic, the sublinear scaling of rd with Re in the present case
(and in 3D turbulence) is a manifestation of partial depletion of nonlinearity. In the
latter approach, we have simulated the unforced SQG equation (3.2) in two sets of
simulations, one up to the moderate resolution of 4096× 4096 and one up to the high
resolution 16384× 16384 with slightly different initial conditions. The results obtained
include a series of spectra that become shallower for larger Reynolds numbers, appearing
to tend to the predicted k−5/3 spectrum for both sets of runs. Furthermore, for the first
set of simulations, within the narrow range of accessible Reynolds number and for our
choice of initial temperature field with relatively well-defined lines of large gradient,
the energy dissipation rate appears to peak sharply in time and to be approximately
independent of Reynolds number. This behaviour is consistent with a positive limiting
dissipation rate in the inviscid limit. In the second set of simulations, up to much
larger resolutions the slightly different initial conditions, the energy dissipation rate
shows similar behaviour although it is not so obvious that the maximum dissipation
rate does not decrease for the highest resolution. In order to get a definitive answer
higher resolution simulations are needed than are accessible with the currently available
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hardware.
Although the dynamical parameter ǫT plays an important role in the present study,
its detailed behaviour does not effect our results or conclusion in a significant way.
In the event that ǫT vanishes logarithmically, the Reynolds number Re would have
a logarithmic correction to its conventional form, which is proportional to 1/ν, and
the key result N 6 Re3/2 remains intact. In addition, the arguments leading to the
conclusion α = 5/3 remain valid, although it would not be possible to express the
energy spectrum in the classical form CKǫ
2/3
T k
−5/3 without modifications. This situa-
tion is analogous to 2D turbulence, for which the −1 slope of the predicted enstrophy
spectrum Z(k) ∝ η2/3k−1 is not invalidated by the fact that the enstrophy dissipation
rate η slowly vanishes in the inviscid limit for such a slope (Tran & Dritschel, 2006).
However, the vanishing factor η2/3 may not give the correct collapsing rate of Z(k)
when a finite vorticity reservoir forever spreads out over an increasingly wider inertial
range. Indeed, for such a vorticity distribution, Dritschel et al. (2007) show that Z(k)
scales as (lnRe)−1k−1, thereby requiring η in the above expression of Z(k) to behave
as (lnRe)−3/2. This vanishing rate for η is relatively more rapid than the recent math-
ematical estimate (lnRe)−1/2 of Tran & Dritschel (2006) and the numerical estimate
(lnRe)−1 of Dritschel et al. (2007).
Chapter 4
A Family of Generalised Models of
2D Turbulence
4.1 Introduction
Before the mathematics of two-dimensional turbulence was thoroughly understood,
it was noted by Kraichnan (1971) that the k−3 form of the enstrophy inertial range
resulted in non-local interactions, which is what lead him to propose his log-corrected
version. In an effort to address this problem, Pierrehumbert et al. (1994) proposed a
family of two-dimensional models of turbulence, indexed by a value α that controls the
locality of transfer, called the α-turbulence models, which are governed by the equations
∂θ
∂t
+ J(ψ, θ) = ν∆θ, (4.1)
θ = Λαψ, (4.2)
where Λ is the Zygmund operator and is defined in the previous chapter1. This equation
encompasses a number of physically realisable systems. When α = 1, the system is the
1In the original paper ω was actually defined as −Λαψ, however the extra minus sign can be
incorporated into the definition of ω and does not have an effect on the subsequent arguments.
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SQG equation, which we have encountered in chapter 3. The case α = 2 gives the usual
2DNS equation, discussed in chapter 2, while α = 3 gives the equation for rotating
shallow flow (Weinstein et al., 1989). While this equation also includes the cases of
negative α, while for example α = −2 is associated with shallow water SQG dynamics
in the limit of strong rotation Smith et al. (2002), although we shall not be considering
the case α < 0 here.
Like the 2DNS and SQG equations, the nonlinear term in (4.1) gives rise to two
integrated inviscid conserved quantities. The first, known as the generalised energy,
decays under viscous stresses under the relationship
d
dt
Eg(t) ≡ 1
2
d
dt
‖Λ−α/2θ‖2 = −ν‖Λ(2−α)/2θ‖ ≡ −ǫg, (4.3)
and is equivalent to the usual energy when α = 2. The second quantity, the generalised
enstrophy, decays according to the equation
d
dt
Zg(t) ≡ 1
2
d
dt
‖θ‖2 = −ν‖∇θ‖2 ≡ −χg. (4.4)
Both of these quantities have power spectra associated with them, with generalised en-
ergy spectrum Eg(k) and generalised enstrophy spectrum Zg(k) satisfying the condition
Eg =
∑
k
Eg(k) =
∑
k
kαΨ(k), (4.5)
Zg =
∑
k
Zg(k) =
∑
k
k2αΨ(k), (4.6)
where Ψ(k) is the wavenumber power spectrum.
In his original paper, Pierrehumbert et al. (1994) used classical methods to show
that the energy is expected to be transferred upscale, to lower wavenumbers, while
the enstrophy is transferred downscale. The strength of the downscale transfer of
enstrophy has a vital role in the dynamics of the system, in particular the possibility
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of dissipative anomaly and finite-time singularities. Using dimensional analysis, the
generalised energy spectrum in the inverse-transfer inertial range was calculated to be
Eg(k) ∼ C(α)ǫ2/3g k−7/3+α/3 (4.7)
where ǫg is the inverse generalised energy flux, while in the forward-cascading gener-
alised enstrophy range we have
Zg(k) ∼ C ′(α)χ2/3g k−7/3+2α/3 (4.8)
where χg is the generalised enstrophy flux, presumably equal to the generalised enstro-
phy dissipation in a forced quasi-steady flow. As could be expected, these results give
the same scaling for the NS and SQG equations as the phenomenological results from
the previous chapters.
The change in locality which Pierrehumbert was studying comes about by consid-
ering Kraichnan’s formula that the strain rate due to eddies with scales between 1/k
and 2/k is given by
k2−α
√
kZg(k), (4.9)
which on using equation (4.8) we get that the rate of strain is proportional to k4/3−2α/3,
showing that for α < 2 the enstrophy cascade is dominated by the local strain rate,
while for α > 2 it is dominated by nonlocal strain. In fact for an enstrophy spectrum
Z(k) ∼ k−β, you need β > 5 − 2α to have local transfer in the generalised enstrophy
inertial range. This led (Held et al., 1995, page 15) to suggest that the Kolmogorov-
Kraichnan scaling breaks down for α > 2 since in this case the dynamics consists of
non-local interactions, meaning that the system behaves more like the advection of a
passive scaler, which is equivalent to saying that there is essentially no feedback from
θ onto the advecting velocity u. This locality of transfer in spectral space can be
studied through an analysis of the triad interactions that make up the nonlinear term
in equation (4.1). As well as spectral space transfer, α also controls the locality of
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transfer in physical space, a topic that was touched upon in the previous chapter for
the SQG (α = 1) case. We discuss both of these α dependencies in the next section.
One method of understanding the effect of the change in α on the dynamics of the
system is through the notion of ‘number of degrees of freedom’ introduced by Tran
et al. (2010). Taking the gradient of equation (4.1) gives the equation governing the
evolution of the scalar gradient,
∂∇θ
∂t
+ (u · ∇)∇θ = (∇× u)×∇θ − (∇θ · ∇)u+ ν∆∇θ. (4.10)
The only term on the right-hand side of equation (4.10) that affects the magnitude of
the scalar gradient (apart from the dissipation term) is (∇θ ·∇)u. The system dynamics
will then depend heavily on the effect that the transfer of θ to small scales has on this
term. In SQG dynamics, when α = 1, the scalar θ is a same-scale copy of the velocity
field, with both having the same power spectrum, and thus we have the result that
‖u‖ = ‖θ‖. Phenomenologically, ∇θ and ∇u would be expected to behave similarly,
with a possible phase change due to the effects of the singular operator linking θ and
ψ (see Ohkitani, 2011). This could mean that the (∇θ · ∇)u ∼ |∇θ|2, which would
presumably lead to explosive growth in the scalar gradient and possibly finite-time
singularities. For the α = 2 case, on the other hand, due to the conservation of energy
1
2
‖u‖2, ∇u is expected to be well behaved, which means that (∇θ · ∇)u could behave
almost linearly with respect to ∇θ, and the growth of scalar gradients may merely be
exponential in time. This agrees with the proven result that there are no finite-time
singularities in the 2DNS system. For even larger values of α, the transfer of θ to
smaller scales is expected to have an increasingly negligible effect on ∇u, meaning that
for large α the system is expected to have a very small degree of nonlinearity. This
can be seen for α ∈ [2, 4] using the following heuristic argument. The evolution of the
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scalar gradient is bounded in terms of the velocity gradient by
∂
∂t
|∇θ|+ (u · ∇)|∇θ| = − ∇θ|∇θ| · (∇θ · ∇)u,
6 |∇u||∇θ|,
(4.11)
which, using Gro¨nwall’s inequality, gives a bound for the gradient of a fluid particle
starting at point x0 at t = 0 with initial value θ0 = θ(x0, 0) as
|∇θ| 6 |∇θ0| exp
{∫ t
0
|∇u| dτ
}
. (4.12)
This may be expected to remain finite in finite time assuming that |∇u| is well behaved,
which could be expected for α > 2 due to the interpolation-type inequality
‖∇u‖ 6 E1−2/αg Z2/α−1/2g (4.13)
from Tran et al. (2010) which holds when α ∈ [2, 4]. Since both Eg and Zg are bounded
by their initial value, this means that ‖∇u‖ is uniformly bounded in time. In this
case ∇u is virtually unaffected by the direct transfer of 〈θ2〉. In the limit α → 0, on
the other hand, the system could behave highly nonlinearly, although Ohkitani (2011)
argues that change in the temporal scales as α→ 0 could counteract this effect, meaning
any singularities take increasingly long to occur, with singularities only appearing in
infinite time as α→ 0.
4.2 Smoothness and locality of transfer in physical
and Fourier space
Given an initial generalised vorticity field θ, there are two different ‘actions’ on it
that determine its evolution. The first is the determination of the advecting velocity
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field, which is given by the inversion operator
u = ∇⊥Λ−αθ. (4.14)
As we have seen this has a particularly simple description in Fourier space which oper-
ates pointwise on the wavenumbers, however in physical space, where we are working
in a periodic box of side-length 2π, it takes the form of a singular integral
u(x) = i
∑
k
uˆke
ik·x,
= i
∑
k
k⊥
kα
θˆke
ik·x,
= i
∑
k
k⊥
kα
(∫
Ω
θ(y)e−ik·y dy
)
eik·x,
=
∫
Ω
θ(y)
(
i
∑
k
k⊥
kα
eik(x−y)
)
dy,
= θ(x) ⋆ K(x),
(4.15)
where ⋆ denotes convolution and
K(x) = F−1
(
Kˆ(k)
)
,
= F−1
(
i
k⊥
kα
)
,
(4.16)
with F−1 the usual inverse Fourier transform for two-dimensional fields with periodic
boundary conditions. In the case α = 2 and the limit of infinitely large domain, this
corresponds to the usual Biot-Savart kernel. For large values of α, Kˆ(k) is a quickly
decaying function of k, which means that by Heisenberg’s uncertainty principle K(x) is
spatially spread out. This means that when inverting the Zygmund operator to retrieve
the velocity field information from the whole domain is used, suggesting that there is
a large degree of nonlocality in the evolution. For small α, on the other hand, K(x)
becomes more concentrated about the origin. Thus, for small α the transfer could be
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highly local, which agrees with the results about SQG turbulence that we have seen
previously.
The nonlinear term of the evolution equation is in many ways the polar opposite
of the inversion term. While the operator acts pointwise in physical space, in Fourier
space it connects the wavenumbers together, distributing generalised enstrophy between
them. This transfer is governed by the equation
∂
∂t
θˆk(t) =
∑
ℓ+m=k
(lα −mα)ℓ×m
lαmα
θˆℓ(t)θˆm(t). (4.17)
For the rest of this section we follow the work presented in Tran et al. (2010) in order
to fully understand the importance that α plays in the spectral-space modal transfer
process. Equation (4.17) is easily manipulated to give the equations governing the
change in generalised enstrophy density in the three modes of a triad ℓ, m and k,
d
dt
|θˆk|2 =(m
α − lα)ℓ×m
lαmα
×
[
θˆℓθˆmθˆ
∗
k + θˆ
∗
ℓ
θˆ∗mθˆk
]
= Ck ×
[
θˆℓθˆmθˆ
∗
k + θˆ
∗
ℓ
θˆ∗mθˆk
]
(4.18)
d
dt
|θˆℓ|2 =(k
α −mα)ℓ×m
lαmα
×
[
θˆℓθˆmθˆ
∗
k + θˆ
∗
ℓ
θˆ∗mθˆk
]
= Cℓ ×
[
θˆℓθˆmθˆ
∗
k + θˆ
∗
ℓ
θˆ∗mθˆk
]
(4.19)
d
dt
|θˆm|2 =(l
α − kα)ℓ×m
lαmα
×
[
θˆℓθˆmθˆ
∗
k + θˆ
∗
ℓ
θˆ∗mθˆk
]
= Cm ×
[
θˆℓθˆmθˆ
∗
k + θˆ
∗
ℓ
θˆ∗mθˆk
]
. (4.20)
where we have used the fact that when ℓ +m = k we have the identities ℓ ×m =
ℓ× k = k×m. The conservation of Eg and Zg for individual triad interactions is then
verified by the fact that Ck, Cℓ and Cm satisfy
Ck + Cℓ + Cm = 0 =
Ck
kα
+
Cℓ
lα
+
Cm
mα
. (4.21)
Details of the transfer of Eg and Zg can also be derived from (4.18) by noting the
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signs of the coupling coefficients, which show that the transfer is from the intermediate
wavenumber to the higher and lower wavenumber, or vice versa (although the transfer
from lower/higher to intermediate seems to be unphysical and has never been observed
in numerical simulations). This is different to the transfer in the quadratically nonlinear
Burgers equation, where energy can be transferred from the two lower wavenumbers
to the higher wavenumber (Tran & Dritschel, 2010). This in itself suggests that the
downscale flux of generalised enstrophy could be partially reduced when compared with
the cascade of energy in the Burgers equation.
We now consider two different types of triad interactions between wavenumbers
k, ℓ,m where k = ℓ +m, one equilateral in shape, with k . l . m and one isosceles,
which are of the form k ≪ l . m. These two types of triads make up the majority of
triad interactions in Fourier space.
We first consider the equilateral case, where generalised enstrophy is passed between
wavenumbers of approximately equal magnitude, and we can easily obtain the bounds
for the coefficients Ck, Cℓ and Cm given by
|Ck| = |(m
α − lα)ℓ×m|
mαlα
< kl1−α ∼ k2−α, (4.22)
|Cℓ| = |(k
α −mα)ℓ×m|
kαmα
< lk1−α ∼ k2−α, (4.23)
|Cm| = |(l
α − kα)ℓ×m|
lαkα
< lk1−α ∼ k2−α, (4.24)
where we have used the fact that |ℓ ×m| = |ℓ × k| 6 lk. From this result we can see
that for α > 2 as k → ∞ the transfer coefficients tend to zero, meaning that triads
of the equilateral type effectively ‘switch off’, with the decay happening more rapidly
for larger α. In the critical case α = 2 it may be that Ck, Cℓ and Cm could remain
at order unity if |mα − lα| ∼ |kα − mα| ∼ |lα − kα| ∼ kα as well as |ℓ × m| ∼ k2,
which could occur if the triads are neither highly equilateral or highly isosceles. This
means that the local triads at small scales could be moderately active in the 2DNS case.
Finally, when α < 2 the interaction coefficients could diverge as k → ∞, possibly as
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rapidly as k2−α, which suggests that in this case the direct transfer is overwhelmingly
dominated by these equilateral triads. This divergence of the coefficients for small values
of α is potentially problematic for numerical simulation, with the (possibly superlinear)
divergence of the coefficients meaning that numerical stability can only occur if there is
negligible generalised enstrophy at the smallest scales, resulting in the need for relatively
high diffusion to keep the dynamics under control. This problem rears its head in the
numerical simulations that are run in §4.3.
On the other extreme we have the highly isosceles triads, those that satisfy the
relation (up to renaming) k ≪ l . m. Using the fact that, for small k, we have
approximately |(|k− ℓ|α − lα)|/k ∼ αlα−1, we can then estimate the coefficients as
|Ck| = |(m
α − lα)ℓ×m|
mαlα
≈ αk
2
lα
, (4.25)
|Cℓ| = |(k
α −mα)ℓ×m|
kαmα
≈ lk1−α, (4.26)
|Cm| = |(l
α − kα)ℓ×m|
lαkα
≈ lk1−α. (4.27)
In this case, in the limit l → ∞, (while k < ∞), Ck vanishes, while both Cℓ and
Cm diverge as rapidly as l, while becoming essentially independent of α. This means
that there is a vigorous exchange of generalised enstrophy between the neighbouring
wavenumbers ℓ and m, which is mediated by the virtually inert wavenumber k, with
this ‘ultra-local’ transfer holding for all values of α.
4.3 Numerical results
This section describes a set of simulations that were run to investigate the behaviour
of the dissipation rates, time of maximum dissipation and spectra as α is varied in the
range [0.5, 4]. For the values α = 0.5, 1, 1.5, 2, 2.5, 3, 3.5 and 4 equation (4.1) was
numerically integrated, using the same pseudo-spectra code as described earlier, until
around three times the time of maximum dissipation. For each value of α a set of
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low-resolution simulations were run (not included here) to determine the approximate
viscosity needed to ensure there was no build-up at the high-wavenumber boundary,
and to deduce the factor to decrease ν by as the resolution was doubled. Using these
scalings, simulations at resolutions 2048× 2048, 4096× 4096 and 8192× 8192 were run.
The initial conditions consisted of a set of Fourier modes with wavenumbers in the range
[9, 12] where the generalised vorticity modes were initialised with equal magnitudes and
random phases such that there was unity initial generalised enstrophy. The same field
was used for all of the simulations in this section. One outcome of this initialisation
method is that the advecting velocity field u is weaker for larger values of α, having an
initial magnitude approximately
‖u0‖ = ‖∇⊥Λ−αθ0‖
≈ k1−αc ‖θ0‖
≈
√
2k1−αc ,
(4.28)
where kc ≈ 11 is the initial centroid wavenumber. This means that ‖u0‖ varied from
around 4.5 for α = 0.5 to only 0.0011 for α = 4. Since the advecting velocity is weaker
for larger α the evolution of the flow will be much slower, for reasons that do not have
any fundamental connection with the control of α over the nonlinearity of the flow. In
order to partially counteract this, when comparing different values of α we scale the
time by the initial eddy turnover time τ , which is derived from the initial length scale
l = 2π/kc and the initial velocity ‖u0‖ by
τ =
l
‖u0‖ ,
=
2π√
2kc × k1−αc
,
=
√
2π × kα−2c ,
≈
√
2π × 11α−2.
(4.29)
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One further problem that presented itself was the behaviour of the velocity field
for small α, in which case there is initially very strong advection. Because of the CFL
condition used in the timestepping (see §1.4.2), which keeps the timestep inversely
proportional of ‖u‖∞, this meant that for high Reynolds numbers the time increment
decreased dramatically as the time of maximum dissipation rate was approached. This
behaviour was so dramatic for α = 0.5 that it was not possible to run the 8192× 8192
resolution simulation with a reasonable timestep without incurring numerical instability
and NaN errors. For this reason for the simulations where α = 0.5 the highest resolution
that could be run was only 4096× 4096.
Figure 4.1 shows the generalised enstrophy 1
2
‖θ‖2 plotted v.s. time for the runs at
2048 × 2048, 4096 × 4096 and 8192 × 8192 resolution. It is immediately obvious that
for higher α the total dissipation of the generalised enstrophy is larger than that for
smaller α. This result may seem contradictory to the idea that smaller α gives a more
nonlinear system, presumably resulting in higher dissipation rates, until it is noticed
that, as explained above, as α is increased the timescale also increases, meaning that a
lower dissipation rate, acting for a longer time, could be enough to explain the greater
loss of generalised enstrophy for larger α. This is backed up in figure 4.2 which shows
the generalised enstrophy dissipation rate v.s. time. From these figures you can see that
the maximum dissipation rate is indeed larger for smaller values of α, although in all
cases the maximum dissipation rate χTg = χg(T ) is decreasing with increasing Reynolds
number, while the time of maximum dissipation T likewise increases. This occurs for
all the values of α, including α = 1, which suggests that the initial conditions used here
are not ‘optimal’ for the development of finite-time singularities, if they do in fact exist.
The development of singularities is presumably dependent on the concentration of θ
into dense sets, which would necessarily lead to growth in θ-gradients. We investigate
this possibility in figure 4.3 where we plot ‖∇θ‖∞/‖∇θ‖ v.s. time. It is interesting
to note that the maximum value of ‖∇θ‖∞/‖∇θ‖ occurs when α = 2.5 and decays
when α moves away from this value. For larger α this seems to be a clear indication of
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Figure 4.1: Generalised enstrophy v.s. time for numerical simulations with resolutions
2048× 2048 (blue), 4096× 4096 (green) and 8192× 8192 (red), in decreasing order of α from
top left to bottom right, going across.
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Figure 4.2: Generalised enstrophy dissipation rates v.s. time for numerical simulations with
resolutions 2048×2048 (blue), 4096×4096 (green) and 8192×8192 (red), in increasing order
of α from bottom left to top right.
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depletion of nonlinearity, since for larger α the simulations were run at smaller viscosity.
For smaller α, it is possible that the lesser values of ‖∇θ‖∞/‖∇θ‖ are a product of the
higher values of ν used in the simulations to keep the smallest scales under control.
This effect of the generalised enstrophy flux on the small scales can be seen for small α
by the large fluctuations in ‖∇θ‖∞/‖∇θ‖, while it is relatively smooth for larger values
of α.
From studying the graphs described above it seems that there are relatively simple
relationships between α and a number of other quantities such as the maximum gen-
eralised enstrophy dissipation rate χTg and the time of maximum dissipation T , with
the obvious note that these laws may well hold to a greater or lesser extend for this
particular set of simulations and initial conditions only. However, while the constants
will almost certainly be simulation specific, it is possible that the form of each law, ex-
ponential, power-law etc. , is universal. With this in mind, in figure 4.4 we have plotted
the maximum dissipation rate χTg on a logarithmic scale v.s. α for the highest resolution
runs. The line of best fit, found using the least-squares method on the logarithm of χTg ,
is given by
χTg = 0.43× e−1.5α. (4.30)
Similarly figure 4.5 shows the time of maximum dissipation, on a logarithmic scale,
v.s. α, with the least-squares method giving a line of best fit
T = 0.52× e1.9α. (4.31)
Equation (4.31) suffers from the problem mentioned above that the scaling of T with α
depends on the strength of the initial advecting velocity field and does not necessarily
give a good representation of the actual degree of nonlinearity of the system. If we then
consider the time of maximum dissipation scaled with the initial eddy turnover time,
we get the new relationship
T/τ ∼ 14.6× e−0.5α, (4.32)
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Figure 4.3: Ratio ‖∇θ‖∞/‖∇θ‖ v.s. time for numerical simulations with resolutions 2048×
2048 (blue), 4096× 4096 (green) and 8192× 8192 (red), in increasing order of α from bottom
left to top right.
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Figure 4.4: Maximum dissipation rate χTg v.s. α on a log-lin scale. The green line is the
line of best fit, determined using the method of least squares on the linear graph lnχTg v.s. α.
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Figure 4.5: Time of maximum dissipation T v.s. α for the highest-resolution runs in figure
4.2, given by the red circles. The green line is the line of best fit, with equation T = 0.52×e1.9α.
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so when scaled with the eddy turnover time we get the opposite behaviour, with T/τ
decreasing as α is increased. Figure 4.6 shows the generalised enstrophy dissipation
rates for the highest-resolution runs with the time scaled by the initial eddy turnover
time. (Note that the case α = 0.5 is not included here as the 8192× 8192 run did not
make it past the first few timesteps). Here we can clearly see that as α is decreased
the maximum dissipation rate increases dramatically, in line with the idea that smaller
α corresponds to larger nonlinearity in the system. At the same time, however, the
scaled time of maximum dissipation T/τ increases slowly as α decreases. It is not
obvious whether this is an outcome of the scaling or a real reflection on the strength
of the downscale flux, however it could suggest that as α → 0 the time of maximum
dissipation diverges. This agrees with the analysis in Ohkitani (2012) which suggests
that for small α a stretched time variable means that while the equation is more singular
the singularity does not appear in finite time. This suggests that if you can discount
the effect of a stronger velocity field, in the two limits α→ 0 and α→∞ singularities
are absent for different reasons, in the former case the time of maximum dissipation
diverges, meaning that any singularities can only occur in infinite time, while in the
latter case the maximum dissipation rate converges to zero.
When doing the initial low-resolution sets of runs, for each resolution the viscosity
was varied until there was just enough dissipation to prevent any anomalous build-up
around the maximum wavenumber. When the resolution was doubled the viscosity was
decreased by a factor of 4 for α > 1.5, by a factor of 24/3 for α = 1 and a factor of 2.65
for α = 0.5. These scalings were found to be sufficient over resolutions from 512× 512
up to 8192× 8192, with no reason to suppose the scaling should break down at higher
resolutions. For large values of α, the viscosity needed for the highest-resolution runs
were found to scale with the simple relationship
ν = 2.95× 10−5α−6.0, (4.33)
which seems to hold for α > 1 (see figure 4.7). For α = 0.5 the 8192× 8192 simulation
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Figure 4.6: Dissipation rate for the highest-resolution runs scaled by the initial eddy turnover
time.
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Figure 4.7: Plot of the viscosity ν used in the highest-resolution simulations for α =
1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0 (red dots) along with the line of best fit. For α = 0.5 the value of
ν (black triangle) was extrapolated using the values used for lower resolution simulations.
did not complete as described above, however extrapolating from the lower resolution
runs the value of ν that should be sufficient to control the small scales in a 8192× 8192
simulation is significantly lower than the scaling given by equation (4.33), which holds
for larger α, would suggest. It is impossible to say for now whether this is an indication
of a depletion of nonlinearity for small values of α or due to some other factor, in
particular whether the na¨ıve extrapolation is actually valid.
Figure 4.10 shows the generalised enstrophy spectra for the simulations as described
above, taken at the time of maximum dissipation. As expected, in all cases, as the
viscosity is decreased the spectra become shallower, with the limiting spectra depending
strongly on α. While there is qualitative agreement between the scaling of the spectra
in the inertial range and the phenomenological results of Pierrehumbert described in
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the introduction, in that larger values of α correspond to shallower spectra, there is a
significant quantitative disagreement in that for higher values of α the spectra in the
numerical simulations are significantly steeper than the phenomenological arguments
may predict, indeed there is no sign of a positive slope for α > 3.5 that equation
(4.8) predicts. The spectra are, however, shallower for large α than the k−1 spectrum
that is often suggested due to supposed similarities between the high-alpha case and
the advection of a passive scalar by a large-scale flow, where nonlocal interactions
supposedly cause a breakdown of Kolmogorov theory. This may partially be explained
by (4.9), because the steeper spectra mean that the strain rate is ‘nearly’ local, more so
than for the spectra predicted by Pierrehumbert, so the passive scalar assumption may
not hold. For α 6 1 the spectrum looks as if the system has been overdamped, with the
SQG spectrum (α = 1) significantly steeper than the expected k−5/3 spectrum, however
this could be due to the fact that for small α the transfer coefficient for equilateral triads
diverges, meaning that there needs to be negligible generalised enstrophy at the smallest
scales to avoid spurious dynamics.
Figure 4.9 plots the power of the spectrum in the inertial range v.s. the value of α.
For a generalised enstrophy spectrum Zg(k) = Ck−γ in the inertial range, it is seen that
there is approximately an inverse exponential relationship γ = 2.35×e−0.40α. As with all
of the laws above derived from numerical results, this relationship is tenuous, however it
seems to hold reasonably well for a range of α. For comparison the phenomenologically
derived result γ = 7/3− 2α/3 is included in the graph, although it seems to be a very
bad approximation to the actual exponent, especially for large values of α, where it
completely diverges from the numerically derived values.
Figure 4.8 shows the spectra and flux for the highest-resolution simulations, using
the same colour scheme as figure 4.6. Smaller values of α are seen to correspond to
steeper spectra and stronger flux. This agrees with the heuristic argument that smaller
α gives a higher degree of nonlinearity, leading to a stronger transfer of generalised
enstrophy downscale. Because the transfer progresses very quickly there is no time for
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Figure 4.8: Generalised enstrophy spectra Zg(k) v.s. k for the same set of simulations as
figure 4.2, for resolutions 1024× 1024 (purple α = 0.5 only), 2048× 2048 (blue), 4096× 4096
(green) and 8192× 8192 (red apart from α = 0.5).
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Figure 4.9: Index of the power spectrum in the inertial range v.s. α on a log-lin scale. The
green line is the line of best fit, with equation γ = 2.35 × e−0.40α, while the blue line is the
phenomenologically derived result from §4.1.
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Figure 4.10: Generalised enstrophy spectra and fluxes taken at the time of maximum dissi-
pation rate for the highest resolution simulations. The colour scheme used is identical to that
from figure 4.6.
the generalised enstrophy to build up in the inertial range, leading to steep spectra.
On the other hand for large α the transfer is sluggish, allowing a buildup of generalised
enstrophy in the inertial range, although once again it is possible that the weak transfer
is due, at least partly, to the weak advecting velocity field rather than any intrinsic
property of the system.
Figure 4.11 shows the initial generalised vorticity field used for all of the above
simulations, while figure 4.12 shows the generalised vorticity fields taken at the time
of maximum dissipation for the highest-resolution runs (8192 × 8192 for α > 1 and
4096 × 4096 for α = 0.5) described above, using the same scale as figure 4.11. It is
immediately obvious that the structure of the fields is drastically different for different
value of α. For small α the field is largely composed of coherent structures, which are of
a similar size as those initially present, although noticeably distorted. As α is increased
these structure become significantly stretched, until for α = 4 the field consists almost
solely of vortex filaments. This is consistent with the description of the generalised
enstrophy spectrum seen in figure 4.8, where for small values of α the spectrum is very
steep, with all of the generalised enstrophy concentrated around the initial reservoir.
4.4. Conclusion 111
Figure 4.11: Initial generalised vorticity field used for the simulations described above. The
Fourier-space modes were initialised to constant values within the wavenumber shell [9, 12]
which were then given random phases, with all other modes initialised to zero.
As α increases the generalised enstrophy spectrum shallows significantly, becoming
even shallower than k−1, which corresponds to having a large amount of generalised
enstrophy at the smallest scales, corresponding to large gradients and the appearance
of the filamentary structures.
4.4 Conclusion
In this chapter we have studied mathematically and numerically various aspects
of alpha turbulence, which is a family of model systems that generalises the 2DNS
and SQG equations. The variable α controls the relationship between the advected
generalised vorticity and the advecting velocity field, which changes the locality of
transfer in both physical and spectral space space, as well as the degree of nonlinearity
of the system. We have seen evidence for a number of theories put forward in the
previous two chapters, in particular the relationships between some of the fundamental
properties of turbulence. From the equations themselves we have seen how larger values
of α correspond to a lesser degree of nonlinearity, where the transfer of the generalised
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(a) α = 3 (b) α = 3.5 (c) α = 4
(d) α = 1.5 (e) α = 2 (f) α = 2.5
(g) α = 0.5 (h) α = 1
Figure 4.12: Generalised vorticity fields shown at the time of maximum dissipation for the
simulations described above.
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enstrophy downscale has less of an effect on the advecting velocity field. This come
about through the inversion of the generalised vorticity used to recover the velocity field,
which has a greater smoothing effect for larger α. It has been shown how this inversion
also has an effect on the locality of the nonlinear interactions in physical space, with
larger α corresponding to more nonlocal interaction, resulting in an absence of coherent
vortical structures. For small α, on the other hand, interactions are highly physically
constrained, suggesting that coherent structures could dominate. The spectral-space
interactions have also been examined, with an emphasis on the strength of the transfer
coefficients for two different shapes of triads, ‘equilateral’ triads and ‘isosceles’ triads,
in the limit of small scales. For α > 2, equilateral triads, those ℓ,m, k where ℓ+m = k
and k . l . m, the transfer coefficients decay to zero as k → 0, while for equilateral
triads where k ≪ l . m, as l,m→∞ (with k <∞), the transfer coefficients between
wavenumbers ℓ and m diverge while that of k decays. This means that for large α
‘ultra-local’ interactions dominate spectral space. For α = 2, which coincides with
hydrodynamic turbulence, equilateral triads are relatively active at small scales, with
the transfer coefficients remaining of order unity, while isosceles triads diverge. For
α < 2 the coefficients of both types of triads diverge, with the isosceles triads being
more active for 1 < α < 2, both types being equivalently strong for α = 1, and the
equilateral triads dominating when α < 1.
We then discussed the results from a comprehensive set of simulations covering
eight values of α from 0.5 to 4 with resolutions up to 8192×8192. These results largely
agreed with those of our analysis, and partially agreed with a number of previously
derived phenomenological results. The generalised enstrophy dissipation rate behaves
as would be expected from the analysis above, with greater dissipation for smaller α.
Some care has to be taken over the interpretation of this result, however, given the fact
that the strength of the initial advecting velocity field depends on α, in particular for
small α a large initial field could drive a strong initial downscale transfer of generalised
enstrophy, independent of any explicit difference in the nonlinearity of the system. The
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increasing of the time of maximum dissipation T as α is decreased must similarly be
treated carefully, since larger initial velocities could be expected to drive the dynamics
more quickly. This problem has been partially remedied by scaling with the initial eddy
turnover time, however it is not clear that the behaviour of T is a fundamental property
of the system rather than a product of the initial conditions.
Using the results from the numerical simulations a number of relationships between
dynamical quantities and the variable α were deduced. It should be made clear that
these hold only for this set of simulations with these specific initial conditions and
parameters, however they presumably hint at some deeper laws that for now we cannot
discover. We found that the maximum dissipation rate was approximately given by
χTg = 0.43 × e−1.2α, the time of maximum dissipation obeyed the law T = 0.52 ×
e1.9α, although this changed to T/τ ∼ 14.6 × e−0.5α when scaled with the initial eddy
turnover time, the viscosity necessary to keep the system numerically stable at 8192×
8192 resolution was ν = 2.95 × 10−5α−5.6 and the generalised enstrophy spectrum in
the inertial range is given by Z(k) = k2.35×e−0.40 . This exponential shallowing of the
spectrum with increasing α agrees with the concept of depletion of nonlinearity causing
shallower spectra, as a weak flux allows the buildup of generalised enstrophy in the
inertial range, in qualitative agreement with the result by Held et al. (1995), although
the agreement is not quantitative as the dimensional analysis predicts a linear decay
of the exponent. The reasons for this discrepancy are not clear, it is possible that the
limited range of Reynolds numbers covered or the form of the initial conditions could
have had an effect on the numerical result, although it does not seem likely that they
are as different from the ‘true’ spectrum as the phenomenological argument suggests.
The agreement with the well-known k−5/3 and k−1 spectra for α = 1 and α = 2 gives
us confidence that the numerics are at least reasonably reliable.
While the results here are interesting, there are some obvious problems with the
simulations as presented. The first is the changing of the strength of the velocity field
as α is altered, which by affecting the strength of the initial velocity field meant that for
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α = 0.5 the CLF condition did not allow for the completion of a simulation of the highest
resolution. In order to address this problem, we plan to run another set of simulations,
similar to those described in this chapter but keeping the initial energy 1
2
‖u‖2 at unity.
A problem that is rather harder to solve is the ‘correct’ value of viscosity to use in order
to be able to properly compare different values of α. It is not possible to use the same
viscosity for all cases, as that would either result in either highly overdamped α = 4 or
underdamped α = 0.5 cases. The solution that we came up with, using ‘just enough’
dissipation for each resolution in order to prevent significant build-up of generalised
enstrophy at the smallest scales, seems to have worked reasonably well, however it is
not an ideal solution. This problem will hopefully be addressed more thoroughly in
future work.
Chapter 5
Magnetohydrodynamics
5.1 Introduction
The study of turbulence in fluids has been extended in many directions from the
‘simple’ hydrodynamic case, to encompass a diverse range of different fluid-type in-
teractions. One of these addresses the evolution of the velocity and magnetic field in
a conducting fluid, described by the MHD equations. In three dimensions, the MHD
equations are given by
∂u
∂t
+ (u · ∇)u = −∇p+ (b · ∇)b+ ν∆u, (5.1)
∂b
∂t
+ (u · ∇)b = (b · ∇)u+ µ∆b, (5.2)
∇ · u = ∇ · b = 0 (5.3)
where u(x, t) is the fluid velocity, b(x, t) is the magnetic field, p(x, t) is the sum of
the usual and magnetic pressure, ν is the kinematic viscosity and µ is the magnetic
diffusivity. The advection term u · ∇u in equation (5.1) gives rise to the usual vortex-
stretching term in the vorticity equation, the term (b · ∇)b represents the Lorentz
force, while the magnetic stretching term (b · ∇)u in equation (5.2) may be expected
116
5.1. Introduction 117
to similarly amplify magnetic field gradients. The Lorentz force is a manifestation
of Lenz’s law which states that an induced electromotive force always gives rise to
a current whose magnetic field opposes the original change in magnetic flux. These
produce a mechanism for the downscale cascade of kinetic and magnetic energy, with
the dissipation of total energy expected to approach a finite non-zero constant in the
inviscid limit. This forms the basis of Kolmogorov-style phenomenology for 3D MHD
turbulence. In the absence of viscosity and magnetic diffusivity, equations (5.1) and
(5.2) possess a number of conservation laws, most importantly the conservation of total
energy, E = Eu + Eb = ‖u‖2/2 + ‖b‖2/2. This is readily seen from the kinetic and
magnetic energy evolution equations
1
2
d
dt
‖u‖2 = 〈u · (b · ∇)b〉 − ν‖∇u‖2 = 〈u · (b · ∇)b〉 − ǫu, (5.4)
1
2
d
dt
‖b‖2 = 〈b · (b · ∇)b〉 − µ‖∇b‖2 = 〈b · (b · ∇)u〉 − ǫb, (5.5)
where the triple-product terms on the right-hand sides exactly cancel each other out.
These terms represent the conversion between kinetic and magnetic energy and play
important roles in the turbulent dynamics. It is interesting to note that the conservation
of total energy (which is true in two dimensions as well as three) is not as restrictive
as the conservation of kinetic energy in hydrodynamic turbulence. This will have a
strong effect on the dynamics of the system, as described later. Another well-known
invariant is the cross-helicity 〈u · b〉. This, together with the conservation of total
energy, further implies the conservation of ‖Z±‖2 where Z± = u ± b are known as
the Elsa¨sser variables. When expressed in terms of these variables, the MHD equations
take a symmetric form, which is convenient for the study of Alfve´n waves, although
they are not explicitly covered in this thesis.
The study of the 3D MHD equations suffers the same difficulties as the 3DNS equa-
tions with regard to solving the problems of solution regularity. In fact solving the 3D
MHD equations for arbitrary initial conditions automatically solves the 3DNS equa-
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tions by setting b(0) = 0. Many of the same phenomenological arguments apply, and
simple dimensional analysis gives a k−5/3 energy spectrum in the energy inertial range.
There has been some debate over this scaling, however, with Iroshnikov and Kraichnan
(IK) (Iroshnikov, 1964; Kraichnan, 1965) arguing that when the magnetic energy in
sub-inertial wavenumber exceeds the total energy in the inertial range, Alfve´n wave ef-
fects reduce the energy transfer to small scales, allowing a shallower k−3/2 spectrum to
build up, an argument in line with our findings that depletion of nonlinearity produces
shallower spectra. Kraichnan (1965) further predicts energy equipartition in the inertial
range, i.e. identical magnetic and kinetic energy spectra within this range. This predic-
tion has found little support as there is ample evidence for a clear mismatch between
these spectra (Grappin et al., 1983; Mu¨ller & Grappin, 2005; Podesta et al., 2007; Tes-
sein et al., 2009). Since the inertial range generally has little energy, one would expect
the Kraichnan condition to hold for a majority of numerical simulations and physical
systems. Yet evidence has been presented for both Kolmogorov’s and IK’s spectra un-
der conditions presumably in favour of the latter (Bresnyak, 2011; Galtier et al., 2005;
Ng et al., 2012; Verma et al., 1996). Furthermore, on the basis of numerical results for
3D MHD turbulence at unity magnetic Prandtl number (Pm = ν/µ = 1), Lee et al.
(2012) even suggested the realisability of the shock-dominated Burgers spectrum k−2,
together with the Kolmogorov and IK spectra, depending on the form of the initial
conditions.
One of the main tools in proving regularity of the MHD equations, with or without
dissipation, is the Caflisch-Klapper-Steel (CKS) criterion (Caflisch et al., 1997) which
states that a solution evolving from smooth initial conditions {u,b} = {u0,b0} remains
smooth at least shortly beyond t = T if
∫ T
0
(‖ω‖∞ + ‖j‖∞) dt <∞, (5.6)
where ω = ∇ × u and j = ∇ × b are the vorticity and current, respectively. This
criterion is a straightforward extension of the celebrated BKM criterion (Beale et al.,
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1984) of usual (non-magnetic) fields governed by the Euler or NS equations. As in
the BKM criterion, where the BMO norm of the vorticity ‖ω‖BMO can replace ‖ω‖∞
(Kozono & Tanuichi, 2000), we have the following slightly weaker version of (5.6):
∫ T
0
(‖ω‖BMO + ‖j‖BMO) dt <∞. (5.7)
Indeed, (5.7) is weaker since (5.6) because for any function f , we have ‖f‖BMO 6
2‖f‖∞. While we do not go into aspects of the BMO norm in this thesis, for more
information see the Appendix of Tran et al. (2013a).
In two dimensions, the usual simplifications can be made, with the divergence-free
condition on the velocity and magnetic fields meaning that the velocity field u written
as u = ∇⊥ψ where ψ is the streamfunction and ∇⊥ = (∂y,−∂x), while the magnetic
field b is written in terms of a scalar magnetic potential a as b = −∇⊥a. In this case,
equations (5.1) and (5.2) become
∂ω
∂t
+ J(ψ, ω) = −J(a, j) + ν∆ω, (5.8)
∂a
∂t
+ J(ψ, a) = µ∆a. (5.9)
where ω = ∆ψ is the vorticity and j = −∆a is the current. This reduction in the
dimension of the system produces another invariant, the variance of the magnetic po-
tential ‖a‖2/2, which has a profound effect on the dynamics, similar to the way that
the extra conservation of enstrophy in 2D hydrodynamic turbulence totally alters the
behaviour of the system. It is generally assumed, given the similarities with the 2DNS
system, that the total energy (the smaller-scale quantity) is transferred downscale while
the variance of the magnetic potential (larger-scale) is transferred upscale (see e.g. Pou-
quet, 1978). However the constraint in 2D MHD are not as strong as in hydrodynamic
turbulence, since it is only the total energy ‖∇ψ‖2/2 + ‖∇a‖2/2 which is conserved,
rather than just the magnetic energy, so the magnetic potential could presumably still
be transferred significantly downscale, producing an increase in magnetic energy with
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a corresponding decrease in kinetic energy so as to conserve the total energy. This is
effectively a conversion of kinetic into magnetic energy, which in three dimensions is
known as dynamo. In the absence of an external field, the magnetic potential a (and
thus the magnetic field b) eventually decay to zero, even in the presence of a persistent
injection of kinetic energy (Pouquet, 1978), meaning that there can be no self-sustained
dynamo in two dimensions. However we shall still refer to the conversion of kinetic into
magnetic energy as dynamo action, with the conversion of magnetic into kinetic energy
called anti-dynamo, in deference to the ‘proper’ three-dimensional process.
The downscale cascade of total energy is also not so certain in two dimensions,
because there is no vortex stretching term, indeed in the absence of the Lorentz force
the kinetic energy would be transferred upscale. While this transfer mechanism operates
on a relatively slow time scale and limited spectral extent (Dritschel et al., 2008), it is
still active in the present case. One would therefore expect some inverse flow of kinetic
energy, although this flow could be partially or completely cancelled out by the ‘more
vigorous’ direct transfer of the total energy. This means that the only mechanism for
the downscale transfer of kinetic energy is through dynamo and antidynamo. Thus we
can see that the transfer between kinetic and magnetic energy has a fundamental role
to play, which we shall discuss in more depth below.
The 2D MHD system possesses globally smooth solutions when both ν and µ are
positive. It turns out that dissipation mechanisms much weaker than the usual molec-
ular diffusion of both the velocity and magnetic fields are capable of regularising the
dynamics. Furthermore, global regularity can be secured with partial hyperdissipation.
More precisely, consider the MHD equations
∂u
∂t
+ (u · ∇)u+∇p = (b · ∇)b− νΛ2αu, (5.10)
∂b
∂t
+ (u · ∇)b = (b · ∇)u− µΛ2βb, (5.11)
∇ · u = 0 = ∇ · b, (5.12)
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where the viscous and magnetic diffusion terms are replaced by −νΛ2αu and −µΛ2βb,
respectively, where Λ is the Zygmund operator defined in §3.1. Given {u0,b0} as
smooth as necessary (essentially twice differentiable), the system is globally regular for
any one of the following conditions
i) α > 1/2 and β > 1,
ii) 0 < α < 1/2 and 2α + β > 2,
iii) ν = 0 and β > 2,
iv) α > 2 and µ = 0.
In the next couple of sections, we shall see that theoretical and numerical evidence
suggests that the bounds for α and β in iii) and iv) can be reduced to unity.
5.2 Triad analysis
In this section, which is based on part of the paper Blackbourn & Tran (2012),
we examine the Fourier-space representation of the processes that are responsible for
dynamo and anti-dynamo. Assuming a periodic domain of side 2π, let ψˆk(t) and aˆk(t)
denote, respectively, the Fourier transforms of ψ(x, t) and a(x, t), where x = (x, y)
and k = (kx, ky). The reality of both ψ(x, t) and a(x, t) requires ψˆk(t) = ψˆ
∗
−k(t)
and aˆk(t) = aˆ
∗
−k(t), where the asterisk denotes the complex conjugate. Transforming
equations (5.9) and (5.8) into Fourier space then gives the equations governing the
evolution of ψˆk and aˆk,
d
dt
ωˆk =
∑
ℓ+m=k
(ℓ×m)ψˆℓωˆm,−
∑
ℓ+m=k
(ℓ×m)m2aˆℓaˆm − νk2ωˆk, (5.13)
d
dt
aˆk =
∑
ℓ+m=k
(ℓ×m)ψˆℓaˆm − µk2aˆk, (5.14)
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where k = |k|, l = |ℓ|, m = |m| and ℓ ×m = lxmy − lymx. Since ωˆk = −k2ψˆk, these
can then be written as
d
dt
k2ψˆk = −
∑
ℓ+m=k
(ℓ×m)ψˆℓωˆm +
∑
ℓ+m=k
(ℓ×m)m2aˆℓaˆm + νk2ωˆk, (5.15)
d
dt
k2aˆk =
∑
ℓ+m=k
k2(ℓ×m)ψˆℓaˆm − µk4aˆk. (5.16)
The first term on the right-hand side of (5.15) is the standard advection term, which
by itself is known to transfer kinetic energy to smaller k and enstrophy to larger k. In
order to investigate the interactions that cause dynamo action, that is the conversion
between kinetic and magnetic energy, we shall ignore this term for now, concentrating
only on the nonlinear terms that connect the magnetic and mechanical modes, which
give the equations
d
dt
k2ψˆk =
∑
ℓ+m=k
(ℓ×m)m2aˆℓaˆm, (5.17)
d
dt
k2aˆk =
∑
ℓ+m=k
k2(ℓ×m)ψˆℓaˆm. (5.18)
The equations governing the modal energy components k2|ψˆk|2/2, l2|aˆℓ|2/2 andm2|aˆm|2/2
of a single wavenumber triad ψˆk, aˆℓ and aˆm, where ℓ+m = k, is then given by
d
dt
k2|ψˆk|2 = (ℓ2 −m2)(ℓ×m)
(
ψˆ∗kaˆℓaˆm + ψˆkaˆ
∗
ℓ
aˆ∗m
)
(5.19)
d
dt
l2|aˆℓ|2 = −ℓ2(ℓ×m)
(
ψˆ∗kaˆℓaˆm + ψˆkaˆ
∗
ℓ
aˆ∗m
)
(5.20)
d
dt
m2|aˆm|2 = m2(ℓ×m)
(
ψˆ∗kaˆℓaˆm + ψˆkaˆ
∗
ℓ
aˆ∗m
)
(5.21)
The right-hand sides of equations (5.19), (5.20) and (5.21) sum up to zero, so the
interaction within individual triads conserves total energy as expected. Without loss of
generality, we let ℓ < m in what follows.
Equations (5.19), (5.20) and (5.21) fully describe the triad energetics and reveal a
5.2. Triad analysis 123
great deal about the nature of the energy transfer and dynamo action. In general, one
magnetic mode gains energy at the expense of the other since the right-hand sides of
(5.20) and (5.21) have opposite signs. Now suppose that the smaller-scale mode, i.e.
modem, is the ‘winner’. In this case, the right-hand side of (5.19) is negative, implying
a conversion from kinetic to magnetic energy (dynamo action). This is true whether
k > m or k 6 m (including k 6 ℓ) and establishes that the dynamo is accompanied
by a direct magnetic energy flux. As far as the direct transfer of the total energy is
concerned, the case k > m corresponds to a relatively inefficient transfer, in the sense
that the intermediate scale receives energy from both larger and smaller scales. Note
that in 2D non-conducting fluids, transfer from the intermediate scale to both smaller
and larger scales (and vice versa) is universal among interacting triads, nonetheless
still giving rise to a net direct transfer. The case k 6 m corresponds to a transfer of
energy from the two larger scales to the third and smaller scale. This apparently more
efficient transfer behaviour is characteristic of Burgers flows (Tran & Dritschel, 2010),
for which velocity discontinuities develop in finite times, and has not been seen in other
fluid systems. Thus, an efficient mechanism for direct energy transfer similar to that in
Burgers flow is present in the 2D MHD equations. However, unlike the Burgers case,
where each small scale can receive energy from larger ones to sustain a persistent direct
energy flux, the energy of the mechanical mode ψˆk(t) exp{ik · x} in the dynamo triads
cannot be replenished in the same fashion. Instead, a mechanical small scale can be
‘recharged’ only through triad interactions that involve a return of energy from smaller
scales to larger ones. This has a profound implication and is discussed presently. Figure
5.1 gives a qualitative description of these triad interactions.
Suppose that in the above triad interaction, the larger-scale magnetic mode, i.e.
mode ℓ, gains energy. This gain is at the expense of its smaller-scale counterpart m,
which also loses some energy to the mechanical mode k (the right-hand side of (5.19) is
positive). Hence, any anti-dynamo is associated with an inverse magnetic energy flux.
Similar to the above dynamo triad, this anti-dynamo triad can have either k > m or
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Figure 5.1: A schematic description of dynamo and anti-dynamo wave triads for a single
triad k = ℓ + m (|ℓ| = ℓ < m = |m|) responsible for energy conversion and transfer. The
arrows indicate the direction of energy transfer.
k 6 m (including k 6 ℓ). The latter case corresponds to an inverse energy transfer
from the smaller scale to both the intermediate and larger scales. In both of these
cases, the mechanical mode is energetically replenished, thereby making it possible for
a persistent operation of the dynamo triads discussed in the preceding paragraph. Note
that dynamo triads by themselves are able to excite the small scales magnetically but
not mechanically. On the other hand, anti-dynamo triads by themselves cannot rid the
large scales of any kinetic energy.
The analysis in the preceding paragraphs indicates that two distinct types of triads
operate concurrently in the direct energy transfer. One of these is a dynamo while the
other one is an anti-dynamo. The operation of dynamo triads relies on the recharging of
their mechanical modes by anti-dynamo triads. While this does not guarantee dynamo
saturation (or more accurately quasi-saturation) any better than the constraint due to
energy conservation discussed above, it does provide another look at this widely ob-
served phenomenon. Here ‘quasi-saturation’ means that the magnetic-to-kinetic energy
ratio r(t) = Eb(t)/Eu(t) becomes quasi-steady and does not necessarily imply that the
dynamo and anti-dynamo triads cease to be active. For high-resolution numerical anal-
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ysis of anti-dynamo behaviour of both forced and unforced turbulence, see the recent
studies of Loureiro et al. (2009) and Servidio et al. (2010).
5.3 Degrees of freedom
In this section we present a result derived by Tran & Yu (2012), in order to compare
it with the previously derived results for the number of degrees of freedom for other
systems. We shall work in the space spanning both the velocity and magnetic fields,
with components Ui = (ui,bi) and the inner product 〈Ui,Uj〉∗ = 〈ui · uj〉 + 〈bi · bj〉,
which then defines the natural norm ‖U‖2∗ = ‖u‖2 + ‖b‖2. We now consider a solution
U = (u,b) to the 2D MHD equations (5.1) and (5.2), starting from some smooth initial
condition U0 = (u0,b0), with a corresponding pressure p. We now introduce a per-
turbation U′ = (u′,b′) with perturbed pressure p′ at some arbitrary time. Linearising
equations (5.1) and (5.2) with respect to the perturbations gives the equations for the
evolution of this perturbation
∂u′
∂t
+ (u · ∇)u′ + (u′ · ∇)u+∇p′ = (b · ∇)b′ + ν∆u′, (5.22)
∂b′
∂t
+ (u · ∇)b′ + (u′ · ∇)b = (b · ∇)u′ + (b′ · ∇)u+ µ∆b′. (5.23)
Multiplying equations (5.22) and (5.23) by u′ and b′ respectively, averaging over the
domain and adding them gives the equation governing the norm described above,
‖U′‖∗ d
dt
‖U′‖∗ = 〈b′ · (b′ · ∇)u〉 − 〈b′(u′ · ∇)b〉+ 〈u′ · (b′ · ∇)b〉
− 〈u′ · (u′ · ∇)u〉 − ν‖∇u′‖ − µ‖∇b′‖,
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where we have used the fact that two of the triple-product terms cancel exactly. The
exponential growth or decay rate of ‖U‖∗ is then given by
.
λ =
1
‖U‖∗
d
dt
‖U‖∗,
=
1
‖U‖2∗
(〈b′ · (b′ · ∇)u〉 − 〈b′(u′ · ∇)b〉+ 〈u′ · (b′ · ∇)b〉
− 〈u′ · (u′ · ∇)u〉 − ν‖∇u′‖ − µ‖∇b′‖) .
(5.24)
An orthonormal set of n least stable disturbances {U1,U2, . . . ,Un} and the corre-
sponding greatest growth rates {λ1, λ2, . . . , λn} can then be derived by successively
maximising λ with respect to all admissible disturbances U′ subject to the following
orthonormality constraint. At each step i in the process, U′ is required to satisfy both
‖U′‖ = 1 and 〈U′,Uj〉∗ = 0, for j = 1, 2, . . . , i−1, where Uj is the maximiser obtained
at the j-th step. This process eventually exhausts all unstable mutually orthogonal
disturbances and reaches a regime where λi < 0. It follows that there exists an integer
N satisfying
N∑
i=0
λi 6 0 <
N−1∑
i=0
λi. (5.25)
The orthonormal set {U1,U2, . . . ,Un} then consists of all unstable modes and a number
of stable modes, which can adequately describe the solution U at least locally in time.
As in the previous chapters, N is known as the number of degrees of freedom of the
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system. Since each solution satisfies equation (5.24), we have that
λn =
n∑
i=1
(〈bi · (bi · ∇)u〉 − 〈bi · (ui · ∇)b〉+ 〈ui · (bi · ∇)b〉
− 〈ui · (ui · ∇)u〉 − ν‖∇ui‖2 − µ‖∇bi‖2
)
,
6
n∑
i=1
(〈
(|ui|2 + |bi|2)|∇u|
〉
+ 2 〈|ui||bi||∇b|〉 − ν‖∇ui‖2 − µ‖∇bi‖2
)
,
6
n∑
i=1
(〈|Ui|2(|∇u|+ |∇b|)〉− ν‖∇ui‖2 − µ‖∇bi‖2) ,
6
∥∥∥∥∥
n∑
i=1
|Ui|2
∥∥∥∥∥ (‖∇u‖+ ‖∇b‖)−min(ν, µ)
n∑
i=1
‖∇Ui‖2,
6
(
n∑
i=1
‖∇Ui‖2
)1/2c3L(‖∇u‖+ ‖∇b‖)−min(ν, µ)( n∑
i=1
‖∇Ui‖2
)1/2 ,
6
(
n∑
i=1
‖∇Ui‖2
)1/2 (
c3L
(‖∇u‖2 + ‖∇b‖2)1/2 −min(ν, µ)c1/21 nL) ,
(5.26)
where we have used the Cauchy-Schwarz, Lieb-Thirring (1.58) and Rayleigh-Ritz (1.54)
inequalities . The condition
∑n
i=1 λi < 0 is then satisfied if
n >
L2
min(ν, µ)
(‖∇u‖+ ‖∇b‖) , (5.27)
from which it follows that
N 6
cL2(‖∇u‖2 + ‖∇b‖2)1/2
min(ν, µ)
. (5.28)
If we define the kinetic and magnetic Reynolds numbers
Re =
L4/3ǫ
1/3
u
ν
, (5.29)
Rm =
L4/3ǫ
1/3
b
µ
, (5.30)
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which is the same form as previously defined for the 3DNS (Tran, 2009) and SQG
equation (see §3.2.1), we get from equation (5.28)
N 6 PmRe3/2 +Rm3/2 for Pm > 1, (5.31)
N 6 Re3/2 + Pm−1Rm3/2 for Pm < 1. (5.32)
Looking at the case Pm = 1, it is now possible to deduce that the dissipation wavenum-
ber kd is equivalent to
kd ≈ N
1/2
L
6
c1/2ǫ1/4
ν3/4
. (5.33)
The same arguments as used in §3.2.1 now hold for the energy spectrum. For a total
energy spectrum of the form E(k) = Ck−α, using equation (5.33), the dissipation rate
is given by
ǫ∗ = Cν
∫ kν
k0
k2−α dk,
=
Cν
3− α
(
k3−αν − k3−α0
)
,
6
c(3−α)/2Cν
3− α
ǫ
(3−α)/4
∗
ν3(3−α)/4
,
(5.34)
which on rearranging gives
ǫ1+α∗ 6 c
′C4ν3α−5, (5.35)
where c′ = c2(3−α)/(3−α)4. An interesting implication of (5.35) is that spectra steeper
than k−5/3 are incompatible with a nonzero limiting energy dissipation rate. Now if ǫ∗(t)
remains nonzero in the inviscid limit, (5.35) requires α = 5/3, provided that the estimate
(5.28) is optimal. For this value of α, C ∝ ǫ2/3ν and the energy spectrum takes the
classical form E(k) ∝ ǫ2/3ν k−5/3. In passing, it is worth mentioning that for turbulence
with predominant magnetic energy, the presence of strong Alfve´n waves could suppress
nonlinear effects (Kraichnan, 1965), probably making the estimate (5.28), and hence
(5.35), excessive. This allows for the possibility α < 5/3. In fact, Iroshnikov (1964) and
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Kraichnan (1965) predicted α = 3/2 for this case. This problem is investigated further
in the upcoming sections.
5.4 Limit of zero and infinite Prandtl Number
One extra complication in MHD is the fact that there are two dissipation mech-
anisms, the kinetic energy viscous dissipation ǫu = ν‖∇u‖2 and the magnetic energy
diffusion ǫb = µ‖∇b‖2. This means that the ‘inviscid limit’ depends not only on ν → 0
and µ→ 0 but also the relative speeds on which each of these terms is reduced to zero.
The measure of this is given by the magnetic Prandtl number Pm = ν/µ. In the next
section, which is based on the paper (Tran et al., 2013a), we show how the Prandtl
number can have a significant effect on the dynamics of the 2D MHD system, including
the possibility of the appearance of finite-time singularities.
5.4.1 Theoretical understanding
Recent mathematical studies of the 2D MHD equations have derived several reg-
ularity criteria concerning the strength of the generalised diffusion operators (−∆)α,
for α > 0, which replace the usual molecular diffusion operator ∆ (Wu, 2011; Tran
et al., 2013c). Since the induction equation is linear in the magnetic field, global reg-
ularity is possible in the absence of magnetic diffusion, provided that a strong enough
dissipation mechanism is applied to the velocity field, so as to keep the velocity gradi-
ents bounded (this is true for any number of dimensions, see Tran et al. (2013b) and
references therein). On the other hand, since vortex stretching is absent in two di-
mensions, global regularity is possible in the absence of momentum diffusion, provided
that a sufficiently strong dissipation mechanism is applied to the magnetic field, so as
to suppress magnetic stretching and keep the current gradients (which appear in the
vorticity equation) bounded. Indeed, Tran et al. (2013c) have proven global regularity
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for either hyperviscosity (represented by (−∆)α) alone with α > 2 or magnetic hyper-
diffusion alone with α > 2. As far as the classical energy method is concerned, these
bounds for α appear optimal. However, physical arguments and numerical analysis
indicate otherwise. In §5.5.1 we suggest that for fully developed turbulence evolving
from a large-scale energy reservoir, the conversion between kinetic and magnetic energy
becomes quasi-steady (dynamo saturation in the three-dimensional context). This may
correspond to a state of complete or nearly compete depletion of nonlinearities. Hence,
excessively strong dissipation mechanisms would be unnecessary to prevent finite-time
singularities. This can be clearly seen in the following analysis, which shows that both
‖ω‖ and ‖j‖ are uniformly bounded for Pm = 0, i.e. ν = 0, µ > 0. Scalar multiplying
(5.1) by u and (5.2) by b and adding gives
1
2
d
dt
(‖u‖2 + ‖b‖2) = −ν‖ω‖2 − µ‖j‖2 6 −µ‖j‖2. (5.36)
It then follows that ∫ t
0
‖j‖2 dτ 6 1
2µ
(‖u0‖2 + ‖b0‖2), (5.37)
for all t, including t = ∞, for which the inequality becomes an equality if ν = 0. By
taking the Laplacian of (5.9) the evolution equation for the current j is found to be
∂j
∂t
+ u · ∇j = b · ∇ω + B(∇u,∇b) + µ∆ (5.38)
where B(∇u,∇b) is bilinear in u and b and given by
B(∇u,∇b) = 2∂b1
∂x
(
∂u2
∂x
+
∂u1
∂y
)
+ 2
∂u2
∂y
(
∂b2
∂x
+
∂b1
∂y
)
, (5.39)
where u = (u1, u2) and b = (b1, b2). By multiplying (5.8) and (5.38) by ω and j,
respectively, summing up and integrating the resulting equations, we obtain
1
2
d
dt
(‖ω‖2 + ‖j‖2) = ∫ jB(∇u,∇b) dx− ν‖∇ω‖2 − µ‖∇j‖2, (5.40)
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where only the triple-product term involving B survives (the two triple-product terms
involving u vanish while the two triple-product terms involving b cancel each other,
thanks to the divergence-free properties ∇·u = ∇·b = 0). This term can be estimated
as follows: ∫
jB(∇u,∇b) 6 ‖∇u‖‖j‖L4‖∇b‖L4
6 c‖ω‖‖j‖2L4
6 c‖ω‖‖j‖‖∇j‖
6
c
2µ
‖ω‖2‖j‖2 + µ
2
‖∇j‖2.
(5.41)
Here the first inequality is due to Ho¨lder’s inequality and the second inequality follows
from the relation ‖∇b‖L4 6 c‖j‖L4 , which is a consequence of the boundedness of Riesz
operators on Lp spaces (1 < p < ∞) (see e.g. Stein, 1970). The Gagliardo–Nirenberg
inequality ‖j‖2L4 6 c‖j‖‖∇j‖ (see e.g. Nirenberg, 1959, for a complete discussion of
such a class of inequalities) and the geometric-arithmetic mean inequality have been
used in the subsequent steps. Substituting (5.41) into (5.40) yields
d
dt
(‖ω‖2 + ‖j‖2)+ µ‖∇j‖2 6 c
µ
‖ω‖2‖j‖2,
6
c
µ
(‖ω‖2 + ‖j‖2) ‖j‖2. (5.42)
By applying Gro¨nwall’s lemma to (5.42) (or directly integrating (5.42) with the inte-
grating factor exp{−c ∫ t
0
‖j‖2 dτ/µ}) we obtain
‖ω‖2 + ‖j‖2 + µ
∫ t
0
‖∇j‖2 dτ 6 (‖ω0‖2 + ‖j0‖2) exp{ c
µ
∫ t
0
‖j‖2 dτ
}
,
6
(‖ω0‖2 + ‖j0‖2) exp{ c
2µ2
(‖u0‖2 + ‖b0‖2)} , (5.43)
where ω0 = ω(x, y, 0) and j0 = j(x, y, 0).
Given µ > 0, two important results can be readily deduced from (5.43). First, both
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‖ω‖ and ‖j‖ are bounded independently of viscosity for t > 0. This result was known
to Lei & Zhou (2009) and Cao & Wu (2011). The implication is that in the presence
of vanishingly small viscosity, the kinetic energy dissipation rate ν‖ω‖2 tends to zero.
Furthermore, for sufficiently small Pm, the approach ν‖ω‖2 → 0 becomes linear in
ν, approximately given by νΩ2, where Ω is an upper bound for ‖ω‖. The regime of
this linear behaviour turns out to be fully accessible to numerical simulations. Indeed,
the results reported in §5.4 show a nearly linear decrease of ν‖ω‖2 with ν even for
moderately small Pm. Second, we have
∫ t
0
‖∇j‖2 <∞. (5.44)
Since in two dimensions, ‖j‖BMO can be bounded from above in terms of ‖∇j‖, namely
‖j‖BMO 6 c‖∇j‖, one has ∫ t
0
‖j‖BMO dτ <∞, (5.45)
which is half of the improved CKS regularity criterion. The other half of the CKS
criterion, concerning ‖ω‖BMO, is however not available, even though ‖ω‖ is uniformly
bounded. This half would follow if ‖ω‖BMO/‖ω‖ < ∞, and global regularity would
be secured. In fact, for solutions ‖ω‖BMO/‖ω‖ 6 F (t), regularity beyond t = T is
guaranteed once
∫ T
0
F (t) dt is bounded, since it is sufficient to require that
∫ T
0
‖ω‖BMO dt 6
∫ T
0
‖ω‖F (t) dt
6 Ω
∫ T
0
F (t) dt <∞
(5.46)
where Ω is an upper bound for ‖ω‖. In particular, for regularity beyond t = T , it is
sufficienty to require that
‖ω‖BMO
‖ω‖ 6 C(T − t)
−α (5.47)
for α < 1. In the next section we show results from numerical simulations which indicate
mild growth of the ratio ‖ω‖∞/‖ω‖ for a range of small Pm, thereby suggesting global
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regularity.
Further results from Tran et al. (2013a) regarding the limit Pm→∞, which we do
not prove here, state that regularity is guaranteed if either ‖j‖∞/‖j‖ or ‖∇u‖∞/‖ω‖
do not grow too rapidly in time, in particular it is sufficient to require either
‖j‖∞
‖j‖ 6 C(T − t)
−α (5.48)
or
‖∇u‖∞
‖ω‖ 6 C(T − t)
−α, (5.49)
for α < 1/2. Through monitoring these ratios the numerical simulations in the next
section give some support to the idea of regularity for the 2D MHD equations in the
limits Pm→ 0 and Pm→∞.
5.4.2 Numerical results
In this section we present the results from a series of numerical simulations, which
support the above theories and confirm the mathematical result of the linear scaling of
ν‖ω‖2 with ν in the limit Pm→ 0. Interestingly, a slightly less rapid decrease of µ‖j‖2
with µ is observed in the large Pm regime.
Equations (5.8) and (5.9) were integrated using the pseudo-spectral method de-
scribed in §1.4, with the dissipative terms incorporated exactly using an integrating
factor. The initial magnetic modes lay within the wavenumber range [5, 8], having ran-
dom phases and an energy of 0.5. The initial mechanical modes were also confined to
the range [5, 8], having random phases and an energy of 0.5. This amounts to a total
energy of 1.0. The initial vorticity and current fields are given in figure 5.2. Seven
different values of Pm were chosen: Pm = 1/64, 1/16, 1/4, 1, 4, 16 and 64. The case
Pm = 1 corresponds to ν = µ = 8× 10−4. For Pm 6= 1 one of the diffusion coefficients
was fixed at 8× 10−4 and the other was decreased accordingly. The cases Pm = 1/64
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Figure 5.2: Vorticity (left) and current (right) initial condition fields.
and Pm = 64 were simulated at the highest resolution of 8192×8192. For Pm = 1/64,
the magnetic and kinetic Reynolds numbers Re and Rm, defined in (5.29) and (5.30),
are Rm = 10, 500 and Re = 173, 700. On the other hand, for Pm = 64, these numbers
are Rm = 325, 000 and Re = 9, 700. For each Pm, the energy conversion (primarily
from kinetic to magnetic) is observed to become saturated when t & 1, shortly after
which the energy dissipation achieves its peak. In agreement with the findings discussed
in §5.5.1, the saturated ratio of magnetic to kinetic energy (not shown) has been found
to be within the range [2, 3].
Figure 5.3 shows the kinetic, magnetic and total energy dissipation rates v.s. time
for Pm = 1, 1/4, 1/16, 1/64. It can be seen that energy loss is primarily due to
Ohmic dissipation, in agreement with previous studies for the regime of moderate and
small Pm (cf. Brandenburg (2011b)). The decrease of ν‖ω‖2 is not quite linear with
Pm, but nonetheless appears to accelerate as Pm is decreased. This implies that the
simulations have approached the regime of maximal enstrophy (more details later). The
time taken for each kinetic, magnetic and total energy dissipation rate to achieve its
maximum increases, a result consistent with the results discussed in §5.5 for the case
Pm = 1 when ν = µ is decreased. Another feature in agreement with these results is
the decrease of the peak of the total energy dissipation rate as Pm is decreased. Note,
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Figure 5.3: Kinetic (left), magnetic (centre) and total (right) energy dissipation rates
v.s. time for the simulations with Pm = 1, 1/4, 1/16, 1/64. These correspond to ν = 8×10−4,
2× 10−4, 5× 10−5 and 1.25× 10−5 respectively while µ is held at 8× 10−4.
however, that for the present case, this peak decreases toward a positive limit (which is
the maximum of µ‖j‖2) because µ is fixed. The vanishing of kinetic energy dissipation
in the limit Pm → 0 partly justifies the numerical approach of Dritschel & Tobias
(2012), who simulated 2D MHD turbulence at low Pm using a conservative numerical
scheme for the vorticity. Given strong support for solution regularity discussed below,
this justification could be considered complete.
The evolution of the kinetic, magnetic and total energy dissipation rates for Pm = 1,
4, 16, 64 is shown in figure 5.4. It can be seen that Ohmic dissipation is greater than
its viscous counterpart for the case Pm = 1 only. The latter overtakes the former
for Pm = 4 and becomes dominant for Pm > 4. Like the cases Pm 6 1, the time
of each maximum dissipation rate increases slowly as Pm is increased. Furthermore,
the peak of the total energy dissipation rate decreases (presumably towards a positive
limit, which is the maximum of ν‖ω‖2) as Pm is increased. An interesting behaviour
of µ‖j‖2 is that it decreases quite rapidly as Pm is increased from unity. The decrease
is less rapid (approximately like Pm−0.6, more detail below) than that of ν‖ω‖2 in the
previous case (Pm 6 1) when Pm is decreased from unity. This means that a much
wider range of Pm is required to access the regime of maximal ‖j‖2 if ‖j‖2 is to remain
bounded in the limit Pm→∞ (a behaviour suggested by further numerical results on
the issue of regularity, see below).
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Figure 5.4: Kinetic (left), magnetic (center) and total (right) energy dissipation rates
v.s. time for the simulations with Pm = 1, 4, 16, 64. These correspond to µ = 8 × 10−4,
2× 10−4, 5× 10−5 and 1.25× 10−5 respectively while ν is held at 8× 10−4.
In passing, it is worth noting that for the range of Pm under consideration,the ratio
of kinetic-to-magnetic energy dissipation rates has an apparent power-law behaviour.
Figure 5.5 shows the ratio of the maximum of ν‖ω‖2 to that of µ‖j‖2 v.s. Pm. For
small Pm, this ratio, say Rd, is given by Rd ≈ 0.57Pm0.83, which is slightly sublinear in
Pm. This behaviour of Rd implies a similar behaviour of ν‖ω‖2 because µ‖j‖2 becomes
independent of Pm in the small Pm limit. The exponent 0.83 provides a quantitative
measure of how close our simulations were to the maximal enstrophy regime. On the
other hand, for large Pm, Rd scales approximately as 0.56Pm
0.62. The exponent 0.62
is significantly less than unity, implying that our simulations were still quite far from
the expected regime of maximal ‖j‖, if such a regime exists. For a mechanically forced
3D model, Brandenburg (2011a) found Rd ≈ 0.8Pm0.6 over six decades of Pm, where
his Rd is the ratio of averaged energy dissipation rates. While the analysis in §5.4.1
has provided mathematical proof that the exponent 0.83 in Rd ≈ 0.57Pm0.83 increases
toward unity for lower ranges of Pm, the exponent 0.6 in Brandenburg’s result appears
to be robust.
As far as we know, no algorithms for computing the BMO norm have been put
forth in the literature. Given the unavailability of such algorithms, we monitored the
(slightly stronger) ratio ‖ω‖∞/‖ω‖ instead of ‖ω‖BMO/‖ω‖, although the boundedness
of the latter is sufficient for regularity when Pm = 0. Figure 5.6a shows the evolution
of ‖ω‖∞/‖ω‖ for Pm = 1, 1/4, 1/16, 1/64. As Pm is decreased by a factor of 64,
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Figure 5.5: Ratio of peak kinetic to peak magnetic energy dissipation rates v.s. magnetic
Prandtl number. The straight lines are best fit lines.
‖ω‖∞/‖ω‖ approximately increases by a factor of 2. This can be considered support
for the possibility ‖ω‖∞/‖ω‖ <∞ in the limit Pm→ 0. A quantitative dependence of
‖ω‖∞/‖ω‖ is required to address this possibility, and hence the issue of regularity for
Pm = 0, but is not possible by the present set of simulations without undermining the
Reynolds number. For comparison, we have included figure 5.6b, which describes the
evolution of ‖ω‖∞/‖ω‖ for the cases Pm = 1, 4, 16, 64. It will be seen shortly that
‖ω‖∞/‖ω‖ and ‖∇u‖∞/‖ω‖ are virtually the same for these cases.
With regard to the issue of regularity for the case Pm = ∞, we have obtained
evidence as strong as figure 5.6a for the case Pm = 0. Figure 5.7b described the
evolution of the ratio ‖∇u‖/‖ω‖ for Pm = 1, 4, 16, 64. As Pm is increased from unity
to 64, this ratio approximately increases twofold, thereby suggesting the possibility
‖∇u‖∞/‖ω‖ < ∞ in the limit Pm → ∞. Note that no appreciable discrepancies
between ‖∇u‖/‖ω‖ and ‖ω‖∞/‖ω‖ can be observed (cf. figure 5.6). This makes sense
since ‖∇u‖∞ and ‖ω‖ are not expected to differ by much, although the fields |ω| and
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Figure 5.6: ‖ω‖∞ v.s. time for Pm = 1, 1/4, 1/16, 1/64 (a) and for Pm = 1, 4, 16, 64 (b)
|∇u| may disagree substantially locally. Interestingly, vortex and velocity gradient
‘filaments’ look alike (see below), suggesting that |∇u| ≈ |ω| at large values.
Figure 5.8b shows the plots of ‖j‖∞/‖j‖ v.s. time for Pm = 1, 4, 16, 64. It can
be seen over the range Pm ∈ [1, 64], ‖j‖∞/‖j‖ increases approximately threefold. This
provides slightly weaker support for regularity than the milder behaviour of ‖∇u‖∞/‖ω‖
(with twofold increase) discussed above. For comparison, figure 5.8a shows a relatively
much weaker response of ‖j‖∞/‖j‖ to the decrease of Pm from unity to 1/64.
The distributions of large value of the fields |ω|, |j| and |∇u| are of interest as these
distributions provide a sense of the magnitude of the ratios discussed above. Figures
5.9, 5.10 and 5.11 show the images of |ω| for |ω| > 2‖ω‖, |j| for |j| > 2‖j‖ and |∇u|
for |∇u| > 2‖ω‖, for the cases Pm = 1/64 and Pm = 64 at t = 1.0. This time is
shortly after the energy dissipation in each case becomes greatest. For Pm = 1/64, the
vortex and current filamentary structures are comparable in magnitude and density.
On the other hand, for Pm = 64, these ‘filaments’ are significantly less dense and
are an order of magnitude greater than their Pm = 1/64-counterparts. In any case,
at both magnetic Prandtl numbers vortex filaments are qualitatively the same (this is
true for velocity gradient filaments, whose image for the case Pm = 1/64 is omitted).
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Figure 5.7: ‖∇u‖∞/‖ω‖ v.s. time for Pm = 1, 1/4, 1/16, 1/64 (a) and for Pm = 1, 4, 16,
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Figure 5.9: Vorticity (a) and current (b) fields at t = 1 for Pm = 1/64. The images are for
|ω| > 2‖ω‖ ≈ 4.6× 101 and |j| > 2‖j‖ ≈ 4.2× 101.
So the change in |ω| (and |∇u|) is relatively mild over a significantly wide range of
Pm. The heavy population of vortex and velocity gradient filaments is indicative of
moderate values of ‖ω‖∞/‖ω‖ and ‖∇u‖/‖ω‖. On the other hand, over the same range
of Pm, |j| can be seen to change significantly. Nonetheless, this poses no risk to the
possibility of regularity, given the mild behaviour of ‖j‖∞/‖j‖ (and of ‖∇u‖∞/‖ω‖).
An interesting feature to note is that the images of |ω| and |∇u| for Pm = 64 differ
only in minute details.
At t = 3 the turbulence can be considered fully developed. Figures 5.12, 5.13 and
5.14 are similar to figures 5.9, 5.10 and 5.11, albeit at t = 3, and are presented here for
comparison. Somewhat surprisingly, over the time interval [1, 3], ‖ω‖∞, ‖∇u‖∞ and
‖j||∞ decrease much more rapidly than their L2-norm counterparts as the scales of the
figures indicate (see also figures 5.6, 5.7 and 5.8). This is in sharp contrast to 2DNS
turbulence, for which ‖ω‖ decays much more rapidly that ‖ω‖∞ throughout the course
of its evolution (Dritschel et al., 2007). While it is fairly easy to understand why ‖ω‖∞
is better conserved than ‖ω‖ in 2DNS turbulence, we have no obvious explanation for
the above observation in the present case.
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Figure 5.10: Vorticity (a) and current (b) fields at t = 1 for Pm = 64. The images are for
|ω| > 2‖ω‖ ≈ 3.8× 101 and |j| > 2‖j‖ ≈ 1.2× 102.
Figure 5.11: Velocity gradient field at t = 1 for Pm = 64. The image is for |∇u| > 2‖ω‖ ≈
3.8× 101
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Figure 5.12: Vorticity (a) and current (b) fields at t = 3 for Pm = 1/64. The images are
for |ω| > 2‖ω‖ ≈ 2.4× 101 and |j| > 2‖j‖ ≈ 2.1× 101.
Figure 5.13: Vorticity (a) and current (b) fields at t = 3 for Pm = 64. The images are for
|ω| > 2‖ω‖ ≈ 1.8× 101 and |j| > 2‖j‖ ≈ 6.8× 101.
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Figure 5.14: Velocity gradient field at t = 3 for Pm = 64. The image is for |∇u| > 2‖ω‖ ≈
1.8× 101
5.5 Dynamical behaviour in the moderate and strong
advection regimes
In three dimensions, the usual vortex-stretching mechanism provides a route for the
downscale transfer of kinetic energy. However in two dimensions this mechanism is no
longer present, so dynamo action is the only way for kinetic energy to be transferred
downscale. However, as described in §5.2, dynamo can only deplete the mechanical
modes, so for modes in the inertial range, the only way they can be replenished is
through anti-dynamo, which subsequently transfers magnetic energy back upscale. This
could be expected to lead to a cycle of dynamo and anti-dynamo, supposedly resulting
in saturation and a reduction of the downscale transfer of energy. In line with the
arguments from previous chapters, this could be expected to lead to shallower spectra.
It is interesting to note that Kraichnan and Iroshnikov suggested something similar
(Kraichnan, 1965; Iroshnikov, 1964) on the basis that Alfe´n waves reduce the downscale
transfer of energy and result in a shallower k−3/2 energy spectrum.
One outcome of all of this is that the dynamics of the system could be very sensitive
to the initial conditions, in particular the initial ratio of magnetic-to-kinetic energy, here
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denoted by r0 = r(t = 0). When r0 is large, with little initial kinetic energy, advection
can be expected to be very weak, and any downscale transfer very slow. This is caused
by the lack of energy in the magnetic modes, meaning that strong anti-dynamo action
is necessary to replenish them, thus greatly retarding the downscale transfer of energy.
In this case, the system may be expected to behave almost linearly, possibly with zero
energy dissipation in the inviscid limit.
When r0 is small, on the other hand, there is initially very strong advection caused
by the relatively large amount of kinetic energy. This could be expected to drive a
very strong downscale flux of both kinetic and magnetic energy. In particular, strong
dynamo could dump a large amount of magnetic energy in the inertial range, while
the strength of the kinetic energy means that anti-dynamo could be very weak. This
could presumably lead to the build-up of small scales, with the possibility of finite-time
singularity and non-zero energy dissipation in the inviscid limit.
The next section §5.5.1 is based on the paper (Blackbourn & Tran, 2012), while
§5.5.2 is based on (Blackbourn & Tran, 2013).
5.5.1 Moderate advection regime
In order to test the dependence of the behaviour of the 2D MHD system on r0, a
number of simulations were run. The vorticity field was first initialised in the wavenum-
ber shell [5, 7] while the current was initialised in the shell [4, 6], with each mode given
a random phase with equal energy. These initial fields were then scaled for each value
of r0 so that the total energy was unity. Figure 5.15 shows the initial vorticity and
magnetic potential fields. For each value of r0 taking values in 1/16, 1/4, 1, 4 and
16, three simulations with resolutions 1024× 1024, 2048× 2048 and 4096× 4096 were
run at unity magnetic Prandtl number, with ν = µ = 7.94 × 10−4, 3.15 × 10−4 and
1.24× 10−4 respectively. The viscosity ν and magnetic diffusivity µ were decreased by
a factor of 24/3 when the resolution was doubled, in line with the arguments presented
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Figure 5.15: Vorticity (left) and magnetic potential (right) initial condition fields.
at the end of §3.2.2 and the estimate for the number of degrees of freedom derived
in §5.3. For the five simulations at the highest resolution, the kinetic and magnetic
Reynolds numbers, Re and Rm respectively, defined in equations (5.29) and (5.30), are
approximately 68, 000 at the time of maximum dissipation.
The evolution of the energy is shown in figure 5.16 which shows Eu(t), Eb(t) and
Eu(t) + Eb(t) versus t for the five sets of simulations described in the preceding para-
graph and presented in decreasing order of r0. The blue, green and red lines represent
the low-, middle- and high-resolution simulations respectively.
Figure 5.17 shows the ratio of magnetic-to-kinetic energy, n(t), for the highest res-
olution runs. It can be seen that in the early stage, dynamo action takes place briefly
for all r0, including r0 = 16 where there is predominant magnetic energy), followed by
anti-dynamo action. The cycle of dynamo and anti-dynamo then seems to repeat itself,
more prominently for greater r0, as can be recognised from the wavy appearance of
the curves of Eb(t) and Eu(t). This is probably a signature of Alfve´n waves, a detailed
knowledge of which seems crucial for understanding MHD turbulence but is nonetheless
not within the scope of this study. In all cases, dynamo saturation occurs with r > 2
after a few cycles. This is consistent with a finding by Biskamp & Welter (1989) for
r0 = 1, where dynamo saturates at r ≈ 2.
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Figure 5.16: Kinetic (a), magnetic (b) and total (c) energy v.s. time for numerical sim-
ulations with resolutions 1024 × 1024 (blue), 2048 × 2048 (green) and 4096 × 4095 (red).
The rows are arranged in decreasing order of the initial magnetic-to-kinetic energy ratios
(r0 = 16,4,1,1/4,1/16).
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Figure 5.17: Magnetic-to-kinetic energy ratio r(t) v.s. t corresponding to the highest resolu-
tion simulations of figure 5.16. After the time of maximum dissipation, r ranges approximately
from 2, for r0 = 1/16, to 5 for r0 = 16. Here r0 = 16, 4, 1, 1/4, 1/16 corresponds to the
red, green, blue, purple and black lines respectively.
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Figure 5.18 shows ǫu(t) (a), ǫb(t) (b) and ǫ(t) (c) versus t for the above five sets of
simulations, laid out in the same decreasing order of r0 as figure 5.16. It can be seen
across the board that energy loss through Ohmic dissipation is more than that through
viscous dissipation, in agreement with previous studies for Pm = 1 by Haugen et al.
(2003), for Pm 6 0.1 by Brandenburg (2011b) and for Pm = 1 in §5.4.2. However, this
is due mainly to the fact that the turbulence has more magnetic than kinetic energy
(r > 2) and does not necessarily imply a significant difference in the level of excitation
of the mechanical and magnetic small scales.
In fact, for all r0 and t > T , it can be readily deduced from figure 5.19 that
ǫu
Eu
>
ǫb
Eb
. (5.50)
This implies that the exponential dissipation rate of magnetic energy is not greater than
that of kinetic energy. Note that this behaviour may not hold for all Pm, especially in
the regime Pm≪ 1. The correlation between dynamo and direct magnetic energy flux
manifests itself through the fact that a stronger dynamo (during the early stages) is
accompanied by greater ǫb, which peaks shortly after Eb achieves its global maximum
(see the cases r0 6 1 of figures 5.16 and 5.17). An interesting feature is the more
rapid decrease of ǫT for smaller r0 when the resolution is increased. On this basis,
one can anticipate that although ǫT is greater for smaller r0 at the present resolution
of 4096 × 4096, it may not necessarily be so at moderately higher resolutions. The
interpretation is that dynamo is very much an inertial-range phenomenon and that the
turbulence is not necessarily more dissipative in the presence of a stronger dynamo.
The decrease of ǫT , as well as of the global maxima of ǫu(t) and ǫb(t), as ν is
decreased, is accompanied by an increase in T . This allows the possibility of the diver-
gence of T and convergence of ǫT in the limit ν → 0. However, it is not known whether
ǫT asymptotically vanishes or tends to a positive constant. This uncertainty can be
appreciated by the fact that the ‘tail’ of ǫ(t) is higher for smaller ν. In any case, the
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Figure 5.18: Kinetic (a), magnetic (b) and total (c) energy dissipation rates v.s. t for the five
sets of simulations described in figure 5.16. Again, the blue, green and red curves correspond
to the lower, intermediate and higher resolutions, respectively.
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Figure 5.19: Exponential energy dissipation rates ǫu/Eu, ǫb/Eb and ǫ/E v.s. t for the five
highest-resolution runs.
possible dependence of T and ǫT on ν in the limit of small ν can be seen to be weak,
probably in some logarithmic manner in ν.
Figure 5.20 shows the kinetic energy spectrum Eu(k) (a), magnetic energy spectrum
Eb (b) and total energy spectrum E(k) (c) at t = 3 for the above series of simulations.
The blue, green and red lines correspond to the lowest-, middle- and highest-resolution
runs, respectively. Quite expectedly, within the inertial range (which approximately
extends over one decade of wavenumbers for the highest-resolution case), these spectra
become shallower for higher resolutions. However, their asymptotic behaviour, espe-
cially that of E(k), as can be inferred from their shallowing tendency, may not be
understood in terms of existing theories. At the highest resolution and for all r0, Eu(k)
is significantly shallower that k−3/2 and clearly shallower than Eb(k), which is slightly
shallower than k−3/2 for r0 = 1/4, 1/16 and can be expected to become shallower than
k−3/2 for r0 = 1, 4, 16 at moderately higher resolutions. Hence, it is plausible that E(k)
is asymptotically shallower than the IK spectrum. The main questions raised are how
much shallower E(k) can become and whether or not its asymptotic slope is universal.
In §5.5.2 we will examine this question for the case r0 → 0.
In passing, it is noted that the lowest wavenumber k = 1 is more strongly excited
mechanically than magnetically, even for the case r0 = 16 having predominant magnetic
energy throughout: r(t) > 4. Given that the magnetic energy reservoir is closer to
k = 1 than the kinetic energy reservoir, one can infer that the inverse transfer of 〈a2〉
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is relatively weak, much weaker than the net inverse flow of Eu (net effect of inverse
kinetic energy transfer by the vorticity advection term and direct total energy transfer).
Hence, the concern over finite-size effects in numerical simulations of the present case
is relatively minor compared with that of 2DNS turbulence.
Results from the numerical simulations suggest a weak dependence of the energy
dissipation rate ǫ(t) on the viscosity ν. In particular, as ν is decreased, the time t = T
of the peak energy dissipation rate ǫT = ǫ(T ) increases while ǫT decreases. Both the
increase of T and decrease of ǫT appear to be slow, probably logarithmic in ν in its
small limit. This suggests the possibility of slow divergence of T and (equally slow)
convergence of ǫT . However, it is not known whether ǫT would tend to a non-zero
constant. Much higher resolutions than currently available to the present study are
required to convincingly address this issue (partially resolved in next section).
5.5.2 Strong advection Regime
As seen in the previous section, the parameter r0 = Eb(0)/Eu(0) plays a very
important role in the dynamics of MHD turbulence. While the previous study covered
a moderate range of r0 around unity, a couple of further studies were carried out to
examine the behaviour in the limit r0 → 0, (the strong advection limit). This allows
us to examine in detail the dependence of the inertial-range dynamics and scaling laws
on r0 in the strong advection regime, i.e. r0 ≪ 1.
Unity initial total energy
An initial set of simulations were carried out with r0 = 1/4, 1/16, 1/64, 1/256 and
1/1024 with unity total energy. For each value of r0, four simulations at resolutions
1024 × 1024, 2048 × 2048, 4096 × 4096 and 8192 × 8192 were run, with ν = µ taking
values 9.60× 10−4, 3.81× 10−4 ,1.51× 10−4 and 6.00× 10−5 respectively, which again
represents a decrease of 2−4/3 when the resolution is doubled, for the reasons given in
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Figure 5.20: Kinetic (a), magnetic (b) and total (c) energy spectra v.s. k for the five sets
of simulations described in figure 5.16. Again, the blue, green and red curves correspond to
the lower, intermediate and higher resolutions, respectively.
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Figure 5.21: Maximum vorticity ‖ω‖∞ and current ‖j‖∞ v.s. t for the five highest-resolution
runs. r0 = 16,4,1,1/4 and 1/16 represented by red, green, blue, purple and black lines respec-
tively.
the previous sections. The choice of Pm = 1 was mainly for computational expediency
rather than physical relevance.
Figure 5.22 shows the evolution of the energy components Eu(t) and Eb(t) and
their ratio r(t) = Eb/Eu. For all simulations, strong dynamo action is a prominent
dynamical feature during the early stage. For r0 = 1/4, 1/16, r(t) becomes quasi-steady
upon attaining values about 2.0, in agreement with our previous results. From the
highest resolution runs (least diffusive effects), it can be seen that (maximal) dynamo
amplification of magnetic energy is approximately by threefold for r0 = 1/4, eightfold
for r0 = 1/16, twentyfold for r0 = 1/64, fortyfold for r0 = 1/256 and fiftyfold for
r0 = 1/1024. The case r0 = 1/64 appears critical, in the sense that dynamo action
is barely able to give rise to a parity of Eu(t) and Eb(t) (at t ≈ 1.7). Note that the
conservation of 〈a2〉 imposes a stiff constraint on magnetic energy amplification in the
vicinity of the magnetic reservoir, but in principle allowing for this amplification to
proceed toward smaller scales until saturation. It is not known whether there exists a
bound for the ratio rm/r0, where rm denotes the peak value of r(t), as r0 → 0. The
numerical results in §5.5.2 suggest a negative answer to this question. In any case, r(t)
diminishes in the NS regime. Indeed, figure 5.22 indicates that for r0 = 1/64, 1/256
and 1/1024 the relation between rm and r0 is virtually linear.
The ratio rm/r0 is a measure of the strength of dynamo action. As can be seen from
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the discussion above, this ratio increases as r0 is decreased. The asymptotic behaviour
of rm/r0 in the NS regime (and limit of ideal dynamics) is interesting. This problem is
explored in some detail on the basis of the results in §5.5.2.
It is remarkable that the total energy E decays most rapidly for the case r0 = 1/64,
where an approximate parity of Eu(t) and Eb(t) is attained for fully developed turbu-
lence. Qualitatively speaking, this parity ensures both effective magnetic stretching and
relatively strong anti-dynamo excitation of the mechanical modes in the inertial range,
required for optimal dissipation. Towards the NS regime, E becomes better conserved
as expected. Also for r0 = 1/64 (and r0 = 1/256), Eu(t) becomes smaller (for t > 1)
as ν is decreased. This somewhat counter-intuitive behaviour can be understood by
noting the relatively strong surge in Eb(t) in response to weaker diffusion.
Figure 5.23 shows the evolution of the energy dissipation rates ǫu(t), ǫb(t) and
ǫ(t). As observed in §5.5.1, for similar but twice as energetic initial fields and for
r0 = 1/4, 1/16, each of these rates achieve a smaller maximum at increasingly greater
time as ν is decreased. This is no longer the case for lower r0. More precisely, when
r0 = 1/256, 1/1024 (and sufficiently small ν), each of these rates achieve a greater
maximum at increasingly greater time as ν is decreased. This behaviour is consistent
with the possibility of positive limiting dissipation rate achievable in infinite time.
The exponential energy dissipation rate (energy dissipation rates per unit energy)
ǫu/Eu, ǫb/Eb and ǫ/E versus time for the highest resolution runs are plotted in figure
5.24. The case r0 = 1/64 corresponds to optimal dissipation (highest peak of ǫ/E as
observed earlier). The rapid decrease of ǫu/Eu toward the strong advection regime is
fully expected as kinetic energy is an inviscid invariant of NS turbulence. Given r ≪ 1,
this decrease entails a corresponding decrease in ǫ/E. What is interesting is the increase
of ǫb/Eb and its relatively large magnitude, implying an increasingly shallow magnetic
energy spectrum in the inertial range.
Figure 5.25 shows the respective kinetic, magnetic and total energy spectra Eu(k),
Eb(k) and E(k) at time t = 2.5, which is well after the time of peak energy dissipation,
5.5. Dynamical behaviour in the moderate and strong advection regimes 155
0
0.2
0.4
0.6
0.8
1
0 1 2 3 4 5
E
u
(t
)
t
0
0.2
0.4
0.6
0.8
1
0 1 2 3 4 5
E
u
(t
)
t
0
0.2
0.4
0.6
0.8
1
0 1 2 3 4 5
E
u
(t
)
t
0
0.2
0.4
0.6
0.8
1
0 1 2 3 4 5
E
u
(t
)
t
0
0.2
0.4
0.6
0.8
1
0 1 2 3 4 5
E
u
(t
)
t
0
0.2
0.4
0.6
0.8
1
0 1 2 3 4 5
E
b
(t
)
t
0
0.2
0.4
0.6
0.8
1
0 1 2 3 4 5
E
b
(t
)
t
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0 1 2 3 4 5
E
b
(t
)
t
0
0.05
0.1
0.15
0.2
0 1 2 3 4 5
E
b
(t
)
t
0
0.01
0.02
0.03
0.04
0.05
0.06
0 1 2 3 4 5
E
b
(t
)
t
0
0.5
1
1.5
2
2.5
0 1 2 3 4 5
E
b
(t
)/
E
u
(t
)
t
0
0.5
1
1.5
2
2.5
0 1 2 3 4 5
E
b
(t
)/
E
u
(t
)
t
0
0.2
0.4
0.6
0.8
1
1.2
1.4
0 1 2 3 4 5
E
b
(t
)/
E
u
(t
)
t
0
0.05
0.1
0.15
0.2
0.25
0.3
0 1 2 3 4 5
E
b
(t
)/
E
u
(t
)
t
0
0.02
0.04
0.06
0.08
0.1
0 1 2 3 4 5
E
b
(t
)/
E
u
(t
)
t
Figure 5.22: Kinetic energy Eu(t), magnetic energy Eb(t) and their ratio r(t) = Eb/Eu
v.s. t for numerical simulations with resolutions 1024 × 1024 (purple), 2048 × 2048 (blue),
4096 × 4096 (green) and 8192 × 8192 (red) and r0 = 1/4, 1/16, 1/64, 1/256, 1/1024. The
rows are in decreasing order or r0.
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Figure 5.23: Kinetic energy dissipation ǫu(t), magnetic energy dissipation ǫb(t) and total
energy dissipation ǫ(t) for the same set of simulations as described in figure 5.22.
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Figure 5.24: Evolution of the exponential energy dissipation rates ǫu/Eu, ǫb/Eb and ǫ/E
for the highest resolution runs, with r0 = 1/4, 1/16, 1/64, 1/256 and 1/1024 given by the red,
green, blue, purple and black lines respectively.
when the turbulence can be considered fully developed. Across the board, the inertial
range becomes shallower for higher resolutions as expected. The kinetic energy reservoir
becomes less depleted for lower r0 as a smaller amount of kinetic energy per unit kinetic
energy may be converted. In the energy inertial range of the lower-r0 cases, Eu(k)
is significantly steeper than k−1, though with a relatively shallower tail due to anti-
dynamo excitation. Meanwhile Eb(k) is surprisingly shallow (with limited extent),
approximately k1. Thanks to the latter, E(k) is slightly shallower than k−1. Note that
a k1 scaling corresponds to equipartition of magnetic energy (among the Fourier modes
of the inertial range). An interesting question is whether this behaviour is universal for
the strong advection limit. Evidence for a positive answer to this question is presented
shortly.
It is evident from the observed energy spectra, particularly from those for a relatively
stronger advection cases, that energy tends to linger in the inertial range rather than to
cascade to the dissipation range. This is an indication of weak energy transfer discussed
in the preceding sections.
The magnetic modes in the higher-wavenumber end of the inertial range and in the
dissipation range are more strongly excited than their neighbouring mechanical modes
(see figure 5.26). This discrepancy in the level of excitation becomes more conspicuous
toward the NS regime (i.e. for lower r0). As discussed in the preceding section, the said
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Figure 5.25: Kinetic, magnetic and total energy spectra Eu(k), Eb(k) and E(k), respectively,
for fully developed turbulence (at t = 2.5). for numerical simulations with resolutions 1024×
1024 (purple), 2048× 2048 (blue), 4096× 4096 (green) and 8192× 8192 (red) and r0 = 1/4,
1/16. 1/64, 1/256, 1/1024. The rows are in decreasing order of r0.
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Figure 5.26: Kinetic (red), magnetic (green) energy spectra for the highest resolution from
figure 5.25 in decreasing order of r0 from top left to bottom right.
mechanical modes are excited and replenished by their magnetic counterparts through
anti-dynamo interactions. On physical grounds, it is plausible to expect the ‘excitees’
to remain weaker than their ‘excitors’. Our results are consistent with this expectation.
The implication is that energy equipartition (i.e. Eu(k) = Eb(k)) in the inertial range,
which was predicted by Kraichnan (1965) in the 3D context and subsequently ques-
tioned by a number of authors (Grappin et al., 1983; Mu¨ller & Grappin, 2005; Podesta
et al., 2007; Boldyrev & Perez, 2009; Tessein et al., 2009), is unrealisable.
Constant initial magnetic energy
No appreciable inverse transfer of ‖a‖2 has been observed across the series of simu-
lations presented above. On the contrary, for the higher-r0 cases, the redistribution of
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‖a‖2 from the reservoir (initially confined to k ∈ [4, 6]) is in favour of the higher rather
than the lower wavenumbers. This dynamo-induced direct transfer can be recognised
from the spectrum of ‖a‖2, which is given by k−2Eb(k) and can be inferred from Eb(k)
in figures 5.25 and 5.26. This spectrum is sufficiently steep and shallow for k . 5 and
k & 5, respectively, clearly indicating a biased distribution of ‖a‖2 towards k & 5.
This is due to exceedingly strong dynamo action in these cases. A more quantitative
knowledge of the direct transfer of ‖a‖2 in the small-r0 limit can be gained from the
results of the second set of simulations described below.
The second set of simulations correspond to r0 = 1/256, 1/1024 and 1/4096, with
Eb(0) = 0.001 fixed. This amounts to a total energy of 4.097 for the case r0 = 1/4096.
For each r0, one simulation at 8192×8192 gridpoints was run, with ν = µ = 7.9×10−5.
Note that an increase in ν and µ in these simulations compared with the previous
ones at the same resolution is necessary due to the more energetic initial conditions for
r0 = 1/4096.
Figure 5.27 shows the vorticity and magnetic potential fields for the case r0 = 1/256
at t = 3, approximately the time of peak magnetic energy dissipation. Because of
limited scale resolution, the values of |ω| exceeding 3‖ω‖ = 30 have been filtered out.
As large vorticity is highly concentrated in space, this practice does not change the
image in a recognisable manner. Clearly, the magnetic potential has evolved toward
the small scales (see the initial potential field in figure 5.15 for a comparison). From
the image of these fields for r0 = 1/256, 1/1024 and 1/4096 shown in figure 5.28, the
tendency of a to evolve toward the small scale becomes increasingly more pronounced
for smaller r0. A quantitative description of this behaviour is given by figure 5.29,
where the direct flux of ‖a‖2, say Π(k), is stronger for smaller r0. Note that for the case
r0 = 1/4096, Π(k) is non-negative throughout, including the wavenumber region lower
than that of the initial reservoir. The reason is that in the early stage, a weak and brief
inverse transfer has occurred and excited this region. The negative flux associated with
this transfer is short-lived and, by the time t = 1, is replaced by a non-negative flux.
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Figure 5.27: Vorticity (a) and magnetic potential (b) fields at peak magnetic energy dissipa-
tion, t = 3, for r0 = 1/256. The former is plotted with values between −3‖ω‖ and 3‖ω‖ = 30,
which the maximum value is ≈ 140.
This is clearly seen in figure 5.30 where the magnetic energy at wavenumber k = 1
increases up to t = 1.0, which corresponding to a negative flux, then decreases giving
the positive flux shown in figure 5.29.
Figure 5.31 shows Eb(t) versus t and Eb(k) versus k (at peak magnetic energy
dissipation). As r0 decreases, Eb(t) grows more rapidly, achieving a higher peak in
a shorter time. Intuitively, this time has some bearing on the turnover time of the
turbulence. Unfortunately, a quantitative knowledge of this issue is not possible due to
insufficient data. For all cases, the spectrum Eb(k) has a positive slope and becomes
wider for smaller r0. Remarkably, this positive slope appears to tend to unity in the
small-r0 limit. Such limiting scaling corresponds to equipartition of magnetic energy
and magnetic potential variance among the Fourier modes and wavenumber octaves of
the inertial range, respectively.
Some remarks about the asymptotic behaviour of Eb(k) are in order. Compelling
evidence from figure 5.31 suggests the spectrum Eb(k) = Ck1, which extends to an
ever-higher wavenumber, say km, as r0 → 0 (and in the limit of ideal dynamics). For
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Figure 5.28: Magnetic potential fields at time t = 1.5 for r0 = 1/256 (top left), 1/1024 (top
right) and 1/4096 (bottom).
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Figure 5.29: Flux of magnetic potential variance at peak magnetic energy dissipation for
r0 = 1/256 (blue t = 3), r0 = 1/1024 (green t = 1.6) and r0 = 1/4096 (red t = 1).
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Figure 5.30: Large-scale magnetic energy spectra at time t = 0.5 (red), 1.0 (green), 1.5
(blue), 2.0 (purple), 2.5 (black) and 3.0 (magenta) for r0 = 1/1024. Note the increase in
the magnetic energy density at k = 1 until t = 1.0, after which it decays, causing a positive
downscale flux.
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Figure 5.31: Magnetic energy evolution (a) and magnetic energy spectra (b) at peak magnetic
energy dissipation for r0 = 1/256 (blue), r0 = 1/1024 (green) and r0 = 1/4096 (red). The
reference line has a slope of +1.
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such a spectrum, the conservation of ‖a‖2 requires
‖a0‖2 = C
∫ km
k0
k−1 dk = C ln
(
km
k0
)
, (5.51)
where k0 can be taken as the system’s smallest wavenumber. The divergence of km
implies a logarithmic decrease of C, i.e. a logarithmic collapse of Eb(k). Meanwhile the
magnetic energy is given by
Eb = C
∫ km
k0
k1 dk ≈ Ck2m =
‖a0‖2
ln(km/k0)
k2m. (5.52)
Apparently, this corresponds to there being no upper bound for Eb in the limit r0 → 0,
or equivalently, the kinetic energy available for conversion is unlimited. Note that
this theoretical picture would become complete if a dependence of km on r0 could be
established.
Similar to the previous set of simulations, the residual energy Eb(k)− Eu(k) in the
inertial and dissipation ranges is positive (see figure 5.32). The wavenumber at which
this energy becomes positive increases as r0 is decreased. In the picture described by
the preceding paragraph, this wavenumber grows (presumably logarithmically) without
bound in the limit r0 → 0.
5.6 Conclusion
In this chapter we have studied the problem of regularity, energy transfer and
inertial-range spectra in MHD turbulence. By examining the triad interactions that
govern the nonlinear terms in the equations we were able to discern a strong connec-
tion between dynamo (in this context the conversion of kinetic energy into magnetic
energy) and downscale energy transfer, which plays a vital role in both the possibility
of singularity formation and the shape of the inertial-range spectrum.
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Figure 5.32: Residual energy Eb(k) − Eu(k) versus k at peak magnetic energy dissipation
for r0 = 1/256 (blue), r0 = 1/1024 (green) and r0 = 1/4096 (red).
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We studied both theoretically and numerically 2D MHD turbulence in the limits
of infinite and vanishing magnetic Prandtl number Pm = ν/µ, as well as the partial
dissipation cases, i.e. Pm = 0 and Pm = ∞. For positive magnetic diffusivity µ >
0, ‖∇j‖2 is integrable over [0,∞). Furthermore, both ‖ω‖2 and ‖j‖2 are uniformly
bounded independently of the viscosity ν. This means that given ν → 0 at fixed µ > 0,
the kinetic energy dissipation rate ν‖ω‖2 tends to zero. For sufficiently small Pm, the
approach ν‖ω‖2 is linear in ν. A regularity criterion has been derived for the partial
dissipation case Pm = 0, where smooth solutions remain smooth up to t = T provided
that ‖ω‖BMO/‖ω‖ 6 C(T − t)−α, for α < 1. We also noted the result that when
Pm = ∞, either ‖j‖∞/‖j‖ 6 C(T − t)−α or ‖∇u‖∞/‖ω‖ 6 C(T − t)−α, for α < 1/2,
is sufficient. The results from high-resolution numerical simulations over the range
Pm ∈ [1/64, 64] support these criteria and demonstrate the nearly linear behaviour of
the kinetic energy dissipation rate with ν for fixed µ > 0. As Pm is decreased from
unity, the ratio ‖ω‖∞/‖ω‖ has been observed to increase relatively slowly. On the other
hand, an equally slow increase of ‖∇u‖∞/‖ω‖ has been observed when Pm is increased
from unity. These results lend strong support for solution regularity for the partial
dissipation cases. Further evidence for the mild behaviour of the said ratios has been
observed from the filamentary structures of large values of the vorticity and velocity
gradients fields. These filaments are heavily populated, an indication of moderate values
of ‖ω‖∞/‖ω‖ and ‖∇u‖∞/‖ω‖.
We then revisited the problem of energy transfer and inertial range scaling in 2D
MHD turbulence. The applicability of the IK theory, which was formulated for 3D MHD
turbulence, to the present case has been examined both theoretically and numerically.
While our results are consistent with the qualitative aspects of this theory on energy
transfer reduction by Alfve´n wave effects, its quantitative predictions of energy equipar-
tition and k−3/2 spectrum in the inertial range have been found to be unrealisable for
fully developed turbulence satisfying the Kraichnan condition of magnetic energy at
large scales exceeding total energy in the inertial range. More precisely, for turbulence
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at unity magnetic Prandtl number developed from a spectrally localised energy reser-
voir, the kinetic energy spectrum has been found to be significantly shallower than its
magnetic counterpart, thereby suggesting no energy equipartition. Furthermore, the
total energy spectrum has been observed to be shallower than k−3/2, particularly for
turbulence having moderate magnetic-to-kinetic energy ratios (approximately 2). Fur-
ther results from our numerical simulations suggest a weak dependence of the energy
dissipation rate ǫ(t) on the viscosity ν. In particular, as ν is decreased, the time t = T
of the peak energy dissipation rate ǫT = ǫ(T ) increases while ǫT decreases. Both the
increase in T and decrease of ǫT appear to be slow, probably logarithmic in ν in its
small limit. This suggests the possibility of slow divergence of T and (equally slow) con-
vergence of ǫT . However, it is not known whether ǫT would tend to a nonzero constant.
Much higher resolutions than currently available to the present study are required to
convincingly address this issue.
The IK theory was originally formulated for 3D MHD turbulence, where the notion
of energy transfer reduction (or turbulence suppression) was apparently in reference
to (and to be understood in terms of) the transfer of kinetic and magnetic energy in
3D without Alfve´n wave effects. In the present context, this notion becomes largely
irrelevant. The reason is that if the coupling between u and b via the Lorentz force were
to be switched off, then the 2D kinetic energy would undergo an inverse transfer, while
its magnetic counterpart would be transferred to small scales through linear advection
by a velocity field whose energy migrates the wrong way, to increasingly larger instead
of smaller scales. The coupling between the velocity and magnetic fields acts through
energy conversion to redirect the flow of kinetic energy. In other words, dynamo and
anti-dynamo are responsible for a direct kinetic energy flux. The important point to
note here is that 2D MHD turbulence does not have the underpinning direct transfer of
energy of the 3D case to fully make sense of Kraichnan’s concept of transfer reduction.
Hence, it is hardly surprising that the present results are not in line with the IK theory.
This study was then extended by investigating the dynamical aspects and inertial-
168 Chapter 5. Magnetohydrodynamics
range scaling in the strong advection regime. This was achieved by doubling the numer-
ical resolution and broadening the initial magnetic-to-kinetic energy ratio r0 by almost
two more decades towards the small r0 limit, i.e. towards the strong advection (NS)
regime. The dynamics of this regime is characterised by strong magnetic stretching,
with intense conversion of kinetic to magnetic energy. The present focus is on quanti-
tative effects of r0 on the inertial-range dynamics and scaling laws. Two series of direct
numerical simulations up to 8192× 8192 grid points at unity magnetic Prandtl number
and over r0 = 1/4, 1/16, 1/64, 1/256, 1/1024 and 1/4096 were carried out. In one of
these series, the initial total energy was fixed at unity, while in the other the initial
magnetic energy was fixed at 0.001. The latter setup allows for probing into detailed
behaviour of dynamo action on a fixed magnetic seed field under increasingly stronger
advection.
The total energy spectrum E(k) has been observed to be much shallower than pre-
viously thought. This spectrum depends on r0 since its constituents, i.e. the magnetic
and kinetic energy spectra Eb(k) and Eu(k), strongly depend on r0. In particular, Eb(k)
becomes shallower as r0 is decreased. The extent of this shallow spectrum is limited and
becomes broader for smaller r0, probably without bound in the limit r0 → 0 (with fixed
initial magnetic energy). Furthermore, in this limit, the slope of Eb(k) appears to tend
to +1. This corresponds to equipartition of magnetic energy among the Fourier modes,
or equivalently, equipartition of magnetic potential variance among the wavenumber
octaves of the inertial range. The latter spectral distribution is reminiscent of that of
the variance of a passive scalar advected by large-scale flows. Note, however, that the
observed dynamical resemblance between a passive scalar and the magnetic potential
is rather superficial. In the former, advection can amplify the mean-square scalar gra-
dient without bound in the large-time limit, whereas in the latter, Eb(t) is uniformly
bounded in time. The implication is that the direct transfer of magnetic potential,
which can be said to be induced by strong dynamo, is relatively less spontaneous than
that of its passive counterpart.
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Dynamo action (a manifestation of magnetic stretching) may be considered the
primary interaction, while the reverse process is of a secondary nature. Hence, it is not
surprising that the inertial and dissipation ranges have been found to be more strongly
excited magnetically then mechanically.
Some arguments in the present study may apply to 3D MHD turbulence. Intuitively,
dynamo action can be expected to bring about similar effects in both 2D and 3D cases.
These include the deposition of the converted magnetic energy in the inertial range
and the weakening of the velocity field by dynamo action. Note, however, that in 3D,
dynamo action is not known to be constrained by the conservation of a positive-definite
quadratic quantity other than the total energy. An implication is that if the magnetic
energy grows without bound in the limit r0 → 0 (with fixed initial magnetic energy),
its spectrum need not collapse as in the present case.
New theories and further numerical analysis are required to address the issue of in-
ertial range scaling of 2D MHD turbulence. This study has laid some of the groundwork
for both. Improving the current numerical results could be as simple as extending the
series of simulations in §5.5.2 to higher resolutions, with or without further broadening
the range of r0 and varying Pm. In this regard, particular attention should be given
to how the spectra shallow towards the ‘ultimate’ scaling k−1, representing uniform
distribution of energy among the wavenumber octaves. This distribution is realisable
for some linear or nearly linear systems, such as passive scalar transport by large-scale
flows (Batchelor, 1959) and 2DNS turbulence (Tran et al., 2010), and, for the present
case, is plausible if T →∞. The reason is that the divergence of T means no excitation
of ever-smaller dissipation scales in finite time – a manifestation of effectively linear
behaviour of the small scales. The main question that a new theory may need to sort
out is whether dynamo saturation represents a state of complete or nearly complete
depletion of nonlinearity. Nearly linear small-scale dynamics would require good be-
haviour of the source terms in the following equations governing the vorticity ω and
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current j:
∂ω
∂t
+ J(ψ, ω) = J(j, a) + ν∆ω, (5.53)
∂j
∂t
+ J(ψ, j) = J(ω, a) + 2J(ψx, ax) + 2J(ψy, ay) + µ∆j. (5.54)
Now, for ideal dynamics (ν = µ = 0), the smoothness of either magnetic or veloc-
ity field implies that of the other and therefore of the system as a whole (Tran &
Yu, 2012; Ohkitani, 2006). Hence, in order for T to diverge, it is sufficient to re-
quire good behaviour of the vorticity source term J(j, a) alone. Here ‘good’ behaviour
means J(j, a) does not diverge significantly more rapidly than ω. A weaker and more
tractable condition is 〈ωJ(j, a)〉 . 〈ω2〉 ln 〈ω2〉, which allows for up to double expo-
nential growth of 〈ω2〉. Note that our numerical results for ǫu(t) in §5.5.1 indicate
much milder behaviour of 〈ω2〉 during the stage of most rapid growth. In handling this
condition, one should watch out for possible high correlation between ω and j, in the
sense that 〈|J(ω, j)|〉 does not diverge so strongly. In particular, if 〈|J(ω, j)|〉 does not
diverge more strongly than 〈ω2〉 ln 〈ω2〉, then the required condition is satisfied since
〈ωJ(j, a)〉 = 〈aJ(ω, j)〉 6 ‖a‖∞ 〈|J(ω, j)〉.
Chapter 6
Summary and outlook
In this thesis the dynamics of a number of two-dimensional advection-diffusion equa-
tions have been investigated, namely the Navier–Stokes, surface quasigeostrophic, alpha
turbulence and magnetohydrodynamic equations, concentrating on the degrees of free-
dom, energetics, inertial-range scaling laws and inviscid-limit dissipation rate. A variety
of techniques have been utilised to do so, ranging from phenomenology to mathematical
analysis to numerical simulations. Each method has its strengths and weaknesses, so
by taking this approach it is hoped to gain as broad an understanding of each system
as possible.
In chapter 2 an upper bound for the number of degrees of freedom of two-dimensional
Navier–Stokes turbulence freely evolving from a smooth initial vorticity field has been
derived. This number is defined as the minimum dimension such that arbitrary phase-
space volume elements of no lower dimension along the solution curve in phase-space
contract exponentially under the linearised dynamics. This means that the (locally
in time) turbulent dynamics could be sufficiently ‘contained’ within a linear subspace
whose dimension does not exceed N . In essence, N represents a reduced dimension that
a modelled system should achieve in order to describe the turbulence adequately. It was
found that N 6 C1Re in the energy space and N 6 C2Re(1+lnRe)
1/3 in the enstrophy
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space. Here C1 and C2 are constant and Re is the Reynolds number, which is defined in
terms of the initial vorticity, the system size, and the viscosity. The present estimates
for N have been compared with well-known bounds for the Hausdorff dimension DH of
the global attractor in the forced case, and the apparent difference between the linear
(or nearly so) scaling of N with Re and the highly superlinear dependence of DH on
the inverse viscosity ν−1 has been discussed. It has been argued that the superlinear
dependence of DH on ν
−1 is not an intrinsic property of the turbulent dynamics, rather
it is a ‘removable artefact’ arising from the use of a time-independent forcing as a model
for the energy and enstrophy injection that drives the turbulence. This suggestion has
been strengthened by the fact that the ‘extra’ dependence of DH on ν
−1 would be
completely removed (at least for the estimate of DH in the enstrophy space) if one
could model the driving force in such a way that the enstrophy injection rate does not
depend on the viscosity. Such a forcing can be seen to be more realistic than ones with
viscosity-dependent input.
The effects of mechanical friction on the enstrophy dynamics of forced 2D Navier–
Stokes turbulence have also been examined both theoretically and numerically. On the
theoretical side it has been shown by elementary methods that the presence of friction
alters the system by ensuring a vanishing enstrophy dissipation rate in the inviscid
limit. This result is valid uniformly in time, similarly to the case of freely decaying
frictionless turbulence in the inviscid limit. These findings imply that for a fixed friction
coefficient the frictional dissipation of enstrophy becomes predominant given sufficiently
small viscosity. This has the inevitable result that the classically inviscid enstrophy
inertial range becomes a dissipation range in which the dissipation of enstrophy by
friction mainly occurs. This range can then at best support a diminishing flux of
enstrophy rather than the k-independent flux envisaged by Kraichnan. Assuming that
a classical spectrum is valid in the limit of weak friction an expression for the critical
viscosity, which divides the regimes of predominant viscous and frictional dissipation
of enstrophy, has been derived. It has been found that this critical viscosity decreases
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exponentially with the friction coefficient. These theoretical results have been backed
up by a number of simulations of the forced 2D Navier–Stokes equations that were
carried out under similar conditions both with and without a friction term. Given all
else fixed, including a nonzero friction coefficient, it has been seen that the viscous
enstrophy dissipation rate decreased as the viscosity decreased. This decrease appears
to be slow, probably logarithmic in viscosity as in the case of freely decaying turbulence.
The numerical results aimed at calculating the critical viscosity have been found to be
in qualitative agreement with the theoretical finding. No significant differences have
been found between the undamped and damped turbulence near this critical viscosity.
In particular, the energy spectra of the enstrophy inertial range in the two cases are
virtually indistinguishable, both being close to the classical k−3 spectrum.
In chapter 3 the estimate N 6 Re3/2 for the number of degrees of freedom of the
SQG system has been derived. Upon identifying N with the number of dynamically ac-
tive Fourier modes, i.e. the modes within the energy inertial range, the result α 6 5/3
has been deduced for the exponent α of the power-law spectrum k−α, with equality
in the case where the bounds for the number of degrees of freedom are sharp. This
approximation renders the scaling Re1/2 for the exponential dissipation rate r = νk2d at
the dissipation wavenumber kd. Given that r is linear in Re for Burgers flows, whose
nonlinearity is fully quadratic, the sublinear scaling of r with Re in the present case
(and in three-dimensional turbulence) is a manifestation of depletion of nonlinearity.
The method presented here represents the first derivation of the classical k−5/3 spec-
trum using analytical methods. Results from a set of numerical simulations of the
unforced SQG equation up to the high resolution of 16384 × 16384 grid points have
then been discussed. These results include a series of spectra that become shallower for
increasingly higher Reynolds numbers, appearing to tend to the predicted k−5/3 spec-
trum. Furthermore, within the narrow range of accessible Reynolds numbers and for
the choice of initial temperature field with relatively well-defined lines of large gradient,
the energy dissipation rate appears to peak sharply in time and to be approximately
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independent of the Reynolds number. This behaviour is consistent with a positive
limiting dissipation rate in the inviscid limit.
The behaviour of the maximum energy dissipation rate ǫT and the corresponding
time T is an interesting problem for fluid equations whose solutions are known to be
regular in the presence of viscosity but not known to be so otherwise. By monitoring
ǫT and T against ν, one can obtain invaluable insights into the question of inviscid
singularities. Strong evidence for a positive answer to this question would be that
both ǫT and T become independent of ν for small ν. In this case, the smooth viscous
solution presumably approaches the (possibly weak) inviscid solution. In the event that
T grows without bound as ν is decreased (irrespective of the behaviour of ǫT ), finite-
time inviscid singularities seem highly unlikely. Since viscous dynamics are much easier
to simulate than their inviscid counterparts, the above approach can be particularly
useful in addressing the issue of inviscid singularities.
In chapter 4 the results from a number of numerical simulations of generalised
SQG equation have been discussed, in particular the effect of varying the parameter
α, which controls the relationship between the advected scalar and advecting velocity
field. These results have been seen to qualitatively agree with the phenomenologically
derived result that larger values of α leads to a decrease in nonlinearity of the system
and shallower generalised enstrophy spectra, although with quantitative disagreement
on the inertial-range exponent. For large α the spectra have been seen to be shallower
than the k−1 spectrum of a passively advected scalar, suggesting that passive advection
is a poor approximation to the system in the high-α case. For small α the maximum
generalised enstrophy dissipation rate and the downscale flux of generalised enstrophy
have been seen to increase as α is decreased, in agreement with the argument that
smaller values of α correspond to more highly nonlinear systems. The increase in the
time of maximum dissipation rate (when scaled by the initial eddy turnover time) in
this same limit may be evidence for the stretched timescale as envisaged by Ohkitani
(2012) in which depletion of nonlinearity by the symmetry in the Jacobian causes the
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time of maximum dissipation T to increase without bound in the limit α→ 0.
In chapter 5 a number of aspects of MHD turbulence have been investigated. The
applicability of IK theory, which was formulated for 3D MHD turbulence, to the present
case of 2D turbulence has been examined both theoretically and numerically. While
the results are consistent with the qualitative aspects of this theory of energy transfer
reduction by Alfve´n wave effects, its quantitative predictions of energy equipartition
and k−3/2 spectrum in the inertial range have been found to be unrealisable for fully
developed turbulence satisfying the Kraichnan condition of magnetic energy at large
scales exceeding total energy in the inertial range. More precisely, for turbulence at
unity magnetic Prandtl number developed from a spectrally localised energy reservoir,
the kinetic energy spectrum has been found to be significantly shallower than its mag-
netic counterpart, thereby suggesting a lack of energy equipartition. In fact the total
energy spectrum strongly depends on r0 since both the magnetic and kinetic energy
spectra Eb(k) and Eu(k), each themselves strongly depend on r0. In particular, Eb be-
comes shallower as r0 is decreased, while Eu exhibits a steep inertial range followed by
a relatively shallower tail caused by anti-dynamo excitation, thus poorly represented
overall by a single scaling exponent. The extent of the shallow magnetic energy spec-
trum is limited and becomes broader for smaller r0, probably without bound in the
limit r0 → 0 (with fixed initial magnetic energy). Furthermore, in this limit, the slope
of Eb(k) appears to tend to +1. While this form of the energy spectrum is reminiscent
of that of the variance of a passive scalar advected by large-scale flows, the observed
dynamical resemblance between a passive scalar and the magnetic potential is rather
superficial as there are fundamental differences. One difference is that advection can
amplify the mean-square scalar gradient without bound in the large-time limit, whereas
Eb(t) is uniformly bounded in time. This means that the direct transfer of magnetic
potential, which can be said to be induced by strong magnetic stretching, is relatively
less spontaneous than that of its passive scalar counterpart.
There are still many topics worth exploring in each of the areas covered by this
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thesis, any of which could be a basis for future work. The 2DNS system is certainly
the best understood of the systems, yet even here there are still a number of open
problems. One of these is the question as to whether the Kolmogorov constant C of
the enstrophy spectrum Z(k) = Cχ2/3k−1 in the enstrophy inertial range is universal,
as suggested in Batchelor (1969), or dependent on the form of the energy (enstrophy)
injection as surmised by Kraichnan (1967). While an analytic solution is not currently
forthcoming it should not be difficult to test numerically the effect of different types
of forcing on the Kolmogorov constant in two dimensions. In SQG turbulence, the
question of inviscid singularities is still open, and while the numerical results presented
have given tantalising hints that the energy dissipation rate tends to a nonzero constant
in the inviscid limit, much higher resolutions are needed to come anywhere near giving
a definitive answer. Such simulations should be possible by making use of massively
parallel supercomputer systems such as the cluster run by the Solar Theory group in St
Andrews. For alpha turbulence a whole new set of simulations could be run to address
the problems raised in §4.4, namely that the initial conditions used resulted in the initial
kinetic energy differing by several orders of magnitude as α was varied. As well as the
effect this had on changing the eddy turnover time, which presumably changes the
speed of the evolution of the system, it is not known what other effects this could have
on the degree of nonlinearity of the system. Finally, there is still much that can be done
with the 2D MHD system. As yet there is no theory that comprehensively describes the
effect that different initial kinetic-to-magnetic energy ratios have on the system, and it
is not clear if there is a limit on the amount of kinetic energy that can be converted
into magnetic energy through dynamo action. Numerically there is also the whole
region where r0 ≫ 1 to be explored, which has not been touched upon in this thesis
and has been largely ignored in the literature. By taking a holistic approach to these
and other mathematical problems and attacking them using a mixture of analytical,
phenomenological and numerical methods one can significantly increasing the likelihood
of making real progress in understanding these highly complex of systems.
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