Next-generation networks are likely to be non-uniform in all their aspects, including number of lightpaths carried per link, number of wavelengths per link, number of fibres per link, asymmetry of the links, and traffic flows. Routing and wavelength allocation models generally assume that the optical network is uniform and that the number of wavelengths per link is a constant. In practice however, some nodes and links carry heavy traffic and additional wavelengths are needed in those links.
INTRODUCTION
The research and education institutions are among the first to face the bandwidth limitations of the current Internet. Some collaborative research fields such as medicine, biology, and climatology, require high performance computing for storing, and transferring of large amounts of data. The Joint Academic network (JANET) [1] serves as the UK's research and education network, connecting over 18 million end-users in the UK universities, further education colleges, research-councils, specialist colleges, and community learning providers. It links to other European and worldwide national research and education networks via the GÉANT2 network [2] , and reaches other networks via transit services from commercial Internet service providers.
Of the many technologies to handle the rapidly growing Internet traffic are wavelength-routed all-optical networks consisting of wavelength routers interconnected by fibre links, where each link supports a number of wavelength channels. Their advantages are in utilizing the huge bandwidth of optical fibres and the ability to carry signals with different data rates, protocols, and formats.
Determining routes for a set of traffic demands and assigning wavelengths to these routes is known as the routing and wavelength assignment (RWA) problem [3] . One of the key objectives in RWA is to minimize the blocking probability. Given a fixed set of available wavelengths, fibre overlay technique has been suggested as a low-cost optical approach for alleviating traffic congestion in transparent metro networks [4] .
In RWA models of wide area networks found in the literature, e.g. [5] , it is generally assumed that the network and traffic patterns are uniform. In these studies equal probability is assumed in selection of nodes as source and destination of lightpath requests, and the number of wavelengths per link is assumed to be constant throughout the network. In practice, however, some nodes and links carry additional traffic and there is a need to provide more resources for these links.
In this letter we study the effect of non-uniform traffic demands and investigate how fibre overlay technique can efficiently handle such demands. In the next section we describe the network model and the RWA program. In section 3 we present the results from routing and network optimization, and discuss the effect of non-uniform traffic on hop distances and capacity.
NETWORK MODEL AND ROUTING ALGORITHM
The network topology examined is based on the JANET topology and is shown in Fig. 1 where the node and link numbers are indicated in the circles/boxes and on the arrow heads, respectively. The dotted links represent the overlay fibres suggested by the program. In the case of uniform traffic, all nodes (0-28) have equal probability of being source or destination nodes for new lightpaths. For non-uniform traffic, the core nodes (0-7) are assumed to have 10x greater probability of being selected than other nodes.
The network can be represented by a graph
 is a set of links, and The RWA program models a wide variety of wavelength routed mesh networks. It uses a shortest path first (SPF) algorithm that generates routing tables that include a least-cost path and a specified number of alternative paths. The cost of a link is proportional to its geographical distance and can include a link penalty parameter, or the number of spans, calculated from the accumulated linear and nonlinear optical impairments [6] on the link. However, the methodology proposed in this letter is independent of the way the link penalties are calculated.
The algorithm selects the least-cost path if available. If the least-cost path is unavailable, it selects the next least-cost path. When more than one path have the same cost, the number of hops, i.e. "hop distance", is used as a tie-breaker. Here, the number of hops refers to the number of links traversed in the optical network. A wavelength assignment algorithm then checks the availability of the first available wavelength in all the links along the path. The program allows any number of fibres to be allocated per link. Note that each individual fibre carries an equal number of wavelengths. When assigning a wavelength, the algorithm attempts to use the first wavelength in the original fibre. If this wavelength is in use, it then chooses the same wavelength in the overlay fibre. If the wavelength is unavailable in all the overlay fibres the algorithm attempts to use the next available wavelength in the original fibre. Large hop distance is one of major contributing factors to traffic congestion and high blocking probability [7] . The probability that a wavelength is available on every link along the path is reduced for large hop distances, especially in the absence of wavelength conversion.
For this reason a Least Hop-Cost Path (LHCP) algorithm is used that takes into consideration the number of hops as well as the cost of a path. Instead of selecting a path with the lowest cost, we select a path with the lowest cost × hops k product where k is calculated empirically.
NUMERICAL RESULTS
The following results are all calculated from 120 sets of traffic, using 50 to 150 iterations of the routing algorithm per connection request, and assuming 8 wavelengths per link.
Effect of Number of Wavelengths per Link
We define the capacity of the network as the number of lightpaths carried with less than 1% (or generally x%) blocking probability, assuming static traffic allocation where lightpaths have infinite holding times. Using the SPF algorithm, Fig. 2a shows that the network capacity is linearly proportional to the number of wavelengths and that for a given the number of wavelengths, it increases as the blocking probability increases.
Effect of Non-Uniform Traffic
The effect of non-uniform traffic on network capacity is shown in Fig. 2b , where the core nodes have 2×, 5×, 10×, and 100× greater probability of being selected as source or destination nodes than the other nodes. It can be seen that the blocking probability increases at first because the traffic tends to flow in the core links, and therefore the core links become blocked earlier.
Figure 2(a). Variation of the capacity (the number of lightpaths carried)
, using SPF algorithm, for <2%, <1%, <0.5%, and <0.1% blocking probability respectively, for various number of wavelengths per link. Figure 2(b) .
Effect of non-uniform traffic on blocking probability using SPF algorithm and 8 wavelengths: (i) uniform traffic (ii) 2× non-uniform traffic, (iii) 5×, (iv) 10×, (v) 100× non-uniform traffic
Figures 3a and 3b shows that the hop distances reduce when non-uniform traffic is used, for both cases of SPF and LHCP. This is because the traffic predominantly flows between the core nodes, and less traffic flows between the periphery nodes that cause the large hop distances. Figure 4a shows the blocking characteristics of SPF and LHCP algorithms for both uniform and non-uniform traffic. Compared to SPF, LHCP with k = 2.2 improves the network capacity (defined for 1% blocking probability) by 7.7% and 4.7% for uniform and non-uniform traffic, respectively. The results for k = 1 were close to that for SPF. In general we found that the LHCP algorithm somewhat improves the network capacity compared to the SPF algorithm, but not significantly. This is because an optimized routing strategy might reduce congestion in one part of the network but increases it in another part, and hence the overall blocking would remain largely unchanged compared with the SPF algorithm. This indicates that upgrading the network itself is more important than routing optimization. Figure 4b illustrates the likelihood of blocking of each link, obtained from 120 traffic sets using the LHCP algorithm. The 4 links identified (i.e. 8, 18, 31, 38) correspond to links 5-6 and 1-2. When overlay fibres are added to these links, the congestion reduces, however the bottlenecks then shift to other parts of the network. Therefore this approach needs to be done iteratively until the required network capacity is obtained.
Figure 3. Effect of 10x non-uniform traffic on hop distances: (a) SPF algorithm and (b) LHCP algorithm (k=2.2). Solid and dashed lines denote results for uniform and non-uniform traffic, respectively.

Network Upgrade Using Overlay Fibre
The overlay links computed from the program after just 3 iterations are shown as dotted lines in Fig. 1 . Fig. 5a  (iii) shows the enhanced capacity of the upgraded network using the LHCP algorithm and non-uniform traffic: up to 95% improvement in network capacity is achieved compared with the original architecture with nonuniform traffic of Fig. 5a (ii). Figure 5b . Effect of dynamic traffic on blocking probability, assuming 1% blocking probability for the static allocation case. Original architecture (solid), architecture with overlays of Fig. 1 (dotted) . Significant reduction in blocking probability occurs due to non-uniform traffic using the upgraded architecture. Figure 5b shows the blocking probability characteristics using dynamic traffic patterns for the network in Fig. 1 , where we assume a Poisson arrival process with exponential holding times for connection requests. It can be seen that the blocking probability reduces rapidly below 50 Erlangs (defined as average holding time/average inter-arrival time). This is partly because hop distances decrease as the allocation becomes dynamic. Figure 5b also shows that, in the case of dynamic and non-uniform traffic, the blocking in the architecture with fibre overlays (dotted line) reduces to one tenth that of the original architecture.
Effect of Dynamic Traffic Patterns
CONCLUSIONS
We investigated the effects of non-uniform traffic demand patterns, non-uniform number of wavelengths per link, and routing algorithms on network performance, using a wavelength-routed optical network based on the UK JANET topology. We found that although there were some improvements resulting from the routing algorithm, e.g. LHCP improved the network capacity in the range of 4.7% -7.7%, compared to SPF, however further increase in network capacity -up to 95% -was possible by upgrading the network using overlay fibres. The results suggest that the benefits of non-uniform traffic allocation are to localize traffic in nodes and links deep in the network core and provisioning of additional resources such as fibre overlay in those locations can efficiently and cost-effectively increase network capacity.
