Traditional approaches to a location allocation problem have focused on the allocation of customers to a distribution center (DC) according to some arbitrary geographical boundaries (e.g., administrative zones and census districts), which usually incurs underuse or overcrowding of these centers. Location allocation with balancing requirements (e.g., balanced workload of service among DCs) has therefore been addressed. A distribution strategy with balanced-workload allocation aims to be cost-efficient and to improve customer service. A novel bilevel programming model is presented that minimizes the cost of the total distribution network and at the same time balances the workload of each DC for the delivery of products to its customers. A genetic algorithm-based approach was developed to cope with the bilevel model, and it was tested on a best realistic data set. In addition to the most cost-efficient design, the bilevel programming model presents a picture to decision makers that shows the trade-off between the objective of cost minimization and the balancing requirements. It is also shown that the bilevel model offers a flexible framework that allows the incorporation of more requirements and constraints if necessary.
The design of an optimal distribution network in the supply chain is of significance in contemporary enterprises. Although cost minimization (profit maximization) is the prevailing consideration in supply-chain management, other aspects, such as volume flexibility, response time, and workload allocation to distribution centers (DCs), should also be taken into account. Many efforts, including multiobjective modeling (1) , have been made to account for customer service (fill rate) and volume flexibility. However, the optimization of workload allocation has been paid little attention by researchers despite the fact that many enterprises have adopted a balance policy when they set up DCs.
The balanced-workload (BWL) issue is considered here. BWL allocation refers to the allocation of workload to DCs in proportion to their different operating capacities. Such a balanced allocation plays a central role in the optimal design of a distribution network so that
• It will make full use of the resources of the whole system under certain operational capabilities and thus serve to promote customer services by minimizing the maximal delivery time from a DC to its customers;
• As indicated by Zhou et al. (2) , it will be cost-efficient in that product flows within it are as equitable as possible, with each DC bearing the same amount of workload; and • It will accentuate the rule of fairness since each DC will undertake its duty in accordance with its capacity under a BWL allocation, and underuse and overcrowding of DCs can be avoided.
A model for minimizing the entire system cost under a BWL among the DCs is developed here. The classical warehouse location problem is concerned with determination of the number and location of warehouses and assignment of customers at a minimum cost without violation of the capacity constraint on the warehouses (3). The distribution network design problem (DNDP) pertaining to decision making on the strategic structure of a firm's distribution network extends such a problem. In addition to locating DCs and assigning customers to them, the DNDP also determines the allocation of plants (commodity suppliers) to DCs and the commodity flows between DCs and plants. However, a DNDP is a simplified version of a production-distribution system design problem (PDSDP) in which the plant location (and capacity) needs to be determined. By and large, the three classes of problems just enumerated are all components of a supply-chain management structure that attempts to optimize the overall supply-production-distribution system.
A bilevel model has been proposed to tackle the DNDP that determines the location as well as the lower bound of the capacity of DCs and to uplink plants (commodity suppliers) to customers through the DCs with a minimum cost. The workload allocation among DCs is also balanced without violation of the production capacity constraints of the plants. To date, the bilevel programming approach has rarely been explored in the arena of logistics. In the current study, a bilevel model is formulated in which the upper level serves to minimize the total cost of setting up and operating the whole distribution network, including plants and DCs, and the lower level attends to the BWL allocation to DCs once the locations of the DCs are available. The feasibility of this model was examined through a case study using a best, realistic data set.
The proposed bilevel model of how to minimize overall cost with consideration of balancing requirements on DCs is described here. The related work is reviewed, followed by a description of the bilevel programming techniques and the mathematical formulation of the DNDP model. Next, the solution framework is presented, which covers the treatment of both upper-level and lower-level problems. The efficiency of the proposed approach is then verified, and the computational results are analyzed.
LITERATURE REVIEW
Facility location problems and the allocation of demand to facilities have aroused much interest in logistics research. Traditional discrete location problems include covering problems, center problems, median problems, and fixed-charge facility location problems. These problems are reviewed in detail by Mirchandani and Francis (4) and Daskin (5) . A typical location allocation problem involves choosing p facilities among n potential locations and allocating demand to the open facilities (6). Brandeau and Chiu (7 ) conducted a comprehensive survey of more than 50 representative problems in location research.
In the last decade, considerable attention has been paid to distribution system design problems. The prevailing objective in the design of a distribution system is to minimize the total cost of the system and ensure that all the demands of the customers are satisfied without violation of the constraints. Most recently, Jayaraman and Ross (8) provide a two-stage model to represent a multiproduct, four-echelon distribution network, which extends the traditional DNDP and incorporates cross-docking in the supply-chain environment.
The plant location problem has been extensively studied; some of the research results were reported and reviewed by Mirchandani and Francis (4) . The PDSDP, which is considered an integrated problem of both the design of distribution networks and the location of plants, has also been well researched in recent years. The productiondistribution model (PILOT) (9) that is concerned with the global supply strategy for manufacturing seeks to determine the number and location of plants and DCs, material flows, plant production capacity, and allocation of customers to DCs. Therefore, PILOT improves on the classical, multicommodity distribution systems model (10) . In an effort to capture the uncertainty of the supply-chain environment, stochastic models were developed for the PDSDP. For example, Pyke and Cohen (11) presented a stochastic model of an integrated production-distribution system composed of one plant, one stockpile of finished goods, and one retailer.
Dasci and Verter (12) provided an overview of the popular analytical discrete models for the PDSDP. Many of these models are single-objective optimization models attempting to minimize cost or maximize profit. Pirkul and Jayaraman (13) developed the plant and warehouse (PLANWAR) model, a single-objective optimization model for the multicommodity, multiplant, capacitated facility location problem. However, this type of single-objective model does not consider other criteria, such as customer service level. Thus, some researchers have begun to adopt a multiobjective approach to tackling system design problems in a supply chain. Sabri and Beamon (1) provided an integrated multiobjective model for simultaneous strategic and operational planning for a supply chain. In the strategic-level submodel, a multiobjective function was formulated to minimize cost while ensuring a sufficient amount of volume flexibility and other constraints. In the operational-level submodel, a multiobjective function was developed to incorporate all cost, customer service level (fill rate), and flexibility (delivery) trade-offs.
Here it is proposed to cope with the problem of BWL allocation to DCs, which in turn affects the customer service provided by them. A similar study was done by Zhou et al. (2) . However, they dealt with an unweighted allocation of customers to DCs without considering the demand of different customers. What they balanced is the "average" shipping cost of each DC. Furthermore, it is not considered appropriate to treat the workload as a simple summation of all demands covered by the DCs, since the shipping time should also be taken into account. Consequently, in this study, a weighted sum of the demand, with the shipping time as the weight, is employed to represent the delivery workload of a DC, which is used as the proxy for the general workload embedded in the bilevel model. More important, a bilevel approach is employed to tackle the balancing problem systematically.
MODEL DEVELOPMENT

Bilevel Programming Problems
Bilevel programming is a case of multilevel mathematical programming that is defined to solve decentralized planning problems with multiple decision makers in a multilevel or hierarchical organization (14) . Among different levels, decision makers play a game called the Stackelberg game (15) , in which the follower responds to any decision made by the leader but is not controlled directly by the leader. Thus the leader is able to adjust the performance of the overall multilevel system indirectly by his decisions.
A typical bilevel programming problem can be formulated as follows: Bilevel programming techniques have been attempted in the field of transportation research, for example, road network design (16) , optimal congestion pricing (17 ) , and reserve capacity maximization of a signal-controlled road network (18) . In these studies, the upper level models the decision making of the systems manager, for example, where to add a new link, how much toll to charge on a road, or how to set traffic signals. The lower level characterizes the user-optimal (19) route choice responding to these controls.
Multiobjective modeling can be used to handle the problems in supply-chain design such as DNDP and PDSDP, yet it is still difficult to capture the whole picture from the results. For example, in the strategic-level submodel of Sabri and Beamon (1), the objective of cost minimization was achieved by setting constraints on another objective, volume flexibility. Two limitations exist. One is that the constraints on another objective are determined subjectively, and thus
it is not clear how the variation bounds on them are determined (1). The other is that when such multiobjective programming methods are used, it is almost impossible to know the extreme condition when all the objectives are achieved to their limits. Such an extreme condition is, however, critical for understanding the whole system behavior. The reasons are twofold: (a) the extreme condition automatically sets the bounds for each objective, and (b) it helps practitioners to know how much the objectives are sacrificed and allows them to analyze whether it is worth sacrificing these objectives for other objectives. Compared with multiobjective programming, bilevel programming is able to overcome the aforementioned limitations. A bilevel model provides an interactive platform for both the upper-and lowerlevel problems. The objectives of both levels can also reach their utmost simultaneously. However, bilevel programming problems are generally difficult to solve because the lower level actually serves as a nonlinear constraint and the whole problem is intrinsically a nonconvex programming problem. Bilevel programming is workable only if efficient algorithms are available for large actual cases. A number of attempts have been made to develop efficient algorithms for the bilevel programming problem, such as the iterative optimization assignment algorithm by Asakura and Sasaki (20) and the sensitivity-analysis-based (SAB) algorithm by Yang et al. (21) . In this study, a genetic algorithm (GA)-based method is employed to resolve the bilevel programming problems.
Mathematical Formulation
The proposed bilevel model describes a single-commodity, multiplant and multi-DC distribution network in a logistic system. The three echelons in this distribution network are plants, DCs, and customer zones (CZs), respectively. The lower echelon is served and only served by its immediate upper echelon. Plants are assumed to be capacitated, whereas the warehouse capacity of DCs is assumed to be uncapacitated. The outbound transport (delivery) capacity of DCs is assumed to be a function of the DC's fixed operation cost ( f ). The workload is expressed as the total weighted sum of demand and shipping time, which will be balanced at the lower level. The solution of the lower level is denoted by the BWL.
The bilevel model is formulated as follows:
Upper level:
subject to
{y y jk , j ∈ D, k ∈ C} are the optimal solutions for the lower level given {z z j , j ∈ D}.
Lower level:
subject to where the input data are as follows:
N = number of DCs to be located; o j = fixed operation cost of DC located at j;
= delivery capability of DC located at j, which is a function with respect to o j ; α j = delivery capability coefficient of DC located at j; c ij = transport cost per unit of product from plant i to DC located at j; s jk = shipping cost per unit of product from DC located at j to CZ k; t jk = delivery time from DC located at j to CZ k; and w j = warehousing cost per unit of product storage in DC located at j.
The decision variables are as follows:
f ij = quantity of products to be transported from plant i to DC located at j; y jk = 1 if CZ k is served by DC located at j, else 0; and z j = 1 if DC is located at j, else 0.
The upper level aims to minimize the total of four types of costs: (a) the transportation cost between plants and DCs, (b) the shipping cost from DCs to CZs, (c) the warehousing costs, and (d ) the fixed operation costs of DCs. There are also some constraints on the model. Constraint 2b represents the production capacity of the plants. Constraint 2c ensures that enough products have been transported into a certain DC. Constraint 2d limits the number of DCs to be located, and Constraint 2e applies the integral constraint to decision variable z j .
The lower level employs a mini-max operator to calculate the BWL. Constraint 2g ensures that a CZ will be served and only served by one DC, which indicates that the demand between the DC echelon and the CZ echelon are indivisible. Constraint 2h implies that CZs can be served by a DC only if the DC has been located and opened. Constraint 2i is a regular integral constraint on decision variable y jk . Equation 2j is used to calculate the delivery capability coefficient.
The larger the delivery capability of a DC, the smaller its delivery capability coefficient is. The bilevel programming model exhibits a new analysis framework for the DNDP that is described as part of the supply-chain design problem. Only single-product flows in the distribution network are considered here. However, the model can be extended easily to incorporate more-complex cases such as multiproduct flows or divisible demands.
SOLUTION FRAMEWORK
The generic solution framework for the bilevel model in this study is an iterative three-phase process, in which the solution for either level hinges on that for the other level. In the first phase, the partial solution of the upper level is generated (i.e., generation of z), providing the parameters for the lower level. In the second phase, a GA is used to cope with the lower level on an NP-hard combinatorial optimization problem, given the partial solution of the upper level. In the third phase, the solution of the lower level is transmitted to the upper level, the whole solution of the upper level is retrieved, and the upper-level objective is evaluated. The three phases proceed iteratively until the whole problem is maximally resolved.
Upper-Level Solution
Generation of the partial solution of the upper level needs to be considered carefully since it is the key for solving the whole problem efficiently. One of the simplest ways is just to enumerate all the possible combinations of DC locations [(2 DN − 1) in total]. The computational complexity of such a crude enumeration method is at least O(2 n ). Although this method seems to be computationally intensive and unacceptable, it is still reasonable in the current case for the following reasons:
• For those companies whose number of DCs (DN) to be located is not very large (e.g., DN is less than 10), the enumeration method is feasible. In the current case, DN is only 7; thus an enumeration method is adopted.
• The enumeration method evaluates all the possible solutions of the upper-level problem and thus ensures that the global optimum of the whole problem will be acquired if the lower level is tackled correctly.
It should be noted that with the growth of DN, the computational burden that the enumeration method bears will become more tedious and time-consuming. Then an efficient heuristic algorithm that integrates the solution for both upper-level and lower-level problems needs to be developed. Practically, the GA is a good alternative because of its robustness, flexibility, and relative simplicity.
An example to illustrate the upper-level solution process is given as follows. First a partial solution is determined for the upper level, for example, z 1 = 1 and z 2 = 1. This solution is then transferred to the lower level as the known parameters, and the GA is implemented to solve the lower-level problem. The solution of the lower-level problem is the allocation relationship between the DC echelon and the CZ echelon, which should be returned to the upper level. Now the second and fourth types of costs (shipping cost and fixed operation cost) in the upper-level objective function are determined. After the determined costs are subtracted from the upper-level objective, the left part of the upper-level problem and the constraint set are simplified into an analog of the transportation problem (5), a traditional linear programming problem. The simplex algorithm (22) was used to solve such a linear programming problem. Finally, the upper-level objective with respect to this partial solution is determined. This process is continued by enumerating all possible partial solutions of the upper-level problem, and finally the solution is obtained.
Lower-Level Solution Using GA
The lower level in this case is to allocate customers to the DCs with the view of reaching a BWL state. It can be treated as a balanced weighted spanning tree problem, which differs from the well-known minimum spanning tree problem that can be handled by polynomial algorithms (23, 24) . However, if there are more than two DCs with balance constraints, the balanced weighted spanning tree problem becomes NP-hard (25) . A heuristic algorithm was devised by Yamada et al. (25) for the mini-max spanning forest problem, and Zhou et al. (2) treated the problem using a GA. A GA is a widely used metaheuristic algorithm designed for solving difficult optimization problems by simulating the evolutionary phenomena in nature. It is popular among both practitioners and researchers because of its ability to achieve quality solutions in a short time. More important, the GA has proved to be efficient in solving problems with balance constraints (2) . In this study, a different, simple yet efficient GA was developed and employed to deal with the lower-level problem.
Genetic Representation
The distribution network between the DC echelon and the CZ echelon can be represented by a tree (Figure 1) , in which the root nodes represent DCs and the leaf nodes represent CZs. The edges between the root and leaf nodes indicate the allocation relationship between DCs and CZs. The tree also indicates that the leaf node is served and only served by the root node connected to it, which reflects the requirement of Constraint 2j. In a special case, if the DC and CZ coincide, it is assumed that the CZ is self-supplied.
If all nodes are given definite labels, the connectivity among these nodes can be expressed in a certain way. Prüfer (26) provided a constructive proof of Cayley's theorem that there are n (n−2) distinct labeled trees for a complete graph with n nodes, and he established a one-to-one correspondence between trees and a set of all permutations of n − 2 digits in length. In the GA proposed here, the chromosome is described as a string of Prüfer numbers, which is used to represent the distribution tree among the DC echelon and the CZ echelon. The length of each chromosome is n − 2, where n is the total number of CZs.
Both Gen and Cheng (27) and Zhou et al. (2) detailed the encoding and decoding procedures of a tree structure using the Prüfer number string. The encoding and decoding process of a Prüfer number string as indicated by Zhou et al. (2) is described as follows:
Encoding process:
Step 1. Let node j be the smallest labeled leaf node in tree T with n nodes.
Step 2. Set k to be the next digit in the Prüfer number string if k is incident to j. Digits are appended to the right of the string.
Step 3. Remove node j and edge from k to j, and the result is a tree with n − 1 nodes.
Step 4. Repeat Steps 1 to 3 until the Prüfer number string has a length of n − 2.
Decoding process:
Step 1. Let U be the set of all digits in the Prüfer number string and U -be the set of all nodes not included in the Prüfer number string.
Step 2. Let j be the smallest digit in U -, and let k be the leftmost digit in U. Add the edge from k to j into the tree. Remove j from U -and k from U. If k does not appear anywhere in the remaining part of U, put it into U -. Repeat this process until U becomes null.
Step 3. When U becomes null, there exist exactly two nodes, r and s, in U -. Add the edge from r to s into the tree and form a tree with n − 1 edges.
Genetic Operators
Genetic operators promote the evolution of the genetic individuals (i.e., chromosomes) and ensure that the chromosome population has a greater chance to access and reach the global optimum. Generally there are two types of genetic operators: crossover and mutation. A uniform crossover operator is used in the GA here. The probabilities of the parents chosen for crossover are proportional to their fitness values. A fixed rate is set for the ratio of the population to be chosen for crossover. Figure 2a shows an example of the crossover operation on two chromosomes with a length of 5.
In an effort to achieve more variations in the chromosome population, a symmetric mutation operator (Figure 2b ) is adopted. The mutation operator selects two positions randomly on a chromosome chosen for mutation and then swaps all genes (digits) between the two positions symmetrically. The chromosomes for mutation are selected randomly from the population up to a predefined number.
Another important special operator in this GA is the modification operator. Infeasible solutions that cause some DCs to become workload free can be generated either in the initial population or during the genetic operations. When the GA detects one infeasible solution, it activates the modification operator immediately. The operator will then select a position on this chromosome (solution) at random and replace the digit on this position with the index of the workload-free DC. The operator repeats this process until none of the DCs are workload free. Figure 2c shows an example of the modification operation. In this example, DC 2 is a demand-free location and does not appear in the initial chromosome, which means that none of the CZs are assigned to DC 2; therefore, DC 2 is a workload-free DC.
A random position that is originally 3 on the initial chromosome is then replaced by 2. Now it is necessary to check whether all DCs bear a certain amount of workload. If all of them do, the modification is ended; otherwise, the modification process is continued.
Evaluation and Selection
A rank-based evaluation operator is used in this GA. Evaluation begins with decoding the Prüfer number string into the topological relationships between DCs and CZs and then associating each solution with its fitness value. The larger the fitness value of a solution, the higher the probability would be of its survival and reproduction and the more the information it carries would be transferred to its subsequent generations. The evaluation process can be described as follows:
• Decode the Prüfer number string into distribution network topologies.
• Calculate the objective value of each solution, rank them in descending sequence, and index them with integer numbers from 1 to n, where n is the population number; note that the lower the objective value is, the larger the rank index a solution has.
• Use rank indexes as the fitness values of the solutions.
In the following selection procedure, the probability of an individual chosen for a genetic operation (i.e., crossover and mutation) is proportional to its fitness value. The selection procedure is a ranking-base one, which aims to prevent rapid convergence (local optimality) by limiting the range of trials allocated to any single individual, so that no individual generates too many offspring (28) in this phase. As the selection starts, four steps are followed. First, µ different best individuals are selected from the parent generation. If the number of different best individuals are larger than µ, then µ different best individuals are randomly selected; else if the number of different best individuals is less than µ, all the different best individuals are selected. Second, according to the crossover ratio, η parents from the original population are chosen for crossover and η offspring are generated. Then λ individuals from the parent population are selected for mutation in accordance with the mutation ratio. Finally, ⑀ individuals generated randomly in the same way as the initial population fill the offspring population up to the population number; that is, µ + η + λ + ⑀ = population number. The selection process ensures that
• Good information stored in the µ different best individuals will be transferred to the next generation;
• Offspring generated through the crossover and mutation operators increase the heterogeneity of the offspring population; and • Local optimality will be largely avoided by recruiting the renewal individuals, which are generated randomly.
Overall Algorithm Procedure
The overall GA procedure for the lower-level problem is outlined as follows:
Begin: Initialize Pop(n); Set counter n = 1; While (n ≤ M) do // M is the maximal generation number Modify Pop(n); Evaluate Pop(n);
Record the best found solution; Conduct selection procedure to yield Pop_Off(n); Pop(n + 1) = Pop_Off(n); n = n + 1; End End where Pop(n) and Pop_Off(n) are the populations of parents and offspring, respectively, in generation n.
COMPUTATIONAL RESULTS AND ANALYSIS
A real data set taken from work by Melachrinoudis and Min (29) was used to test the GA for the BWL allocation problem. In this data set, a firm called Alpha produces and distributes chain link fences and their related hardware items to a total of 21 CZs. Alpha has two major plants, which are located in Boston, Massachusetts, and Baltimore, Maryland. Their capacities are assumed in this case to be the same: 12 million units per production period. It is supposed that the firm needs to site a certain number of DCs to serve its CZs. After an initial screening, the seven candidate sites for locating DCs are selected to be Boston, Massachusetts; Baltimore, Maryland; Pittsburgh, Pennsylvania; Williamsport, Maryland; Wheeling, West Virginia; Erie, Pennsylvania; and Harrisburg, Pennsylvania. Tables 1 and 2 present all the data to be used in the bilevel programming model in this study. However, some of the data regarding the shipping cost among DC candidates are unavailable. Thus, without loss of generality, those data highlighted in Table 2 are randomly generated on the basis of a uniform distribution in the range of [1.6, 4 to have the same operation capacity given the fixed operation costs in Table 1 .
The GA was coded in C language on a PC with an Intel PIII processor (733 MHz) and 512 MB of RAM running on Windows XP. At the lower level, the parameters of the GA are set as follows: population size = 50; maximum number of generations = 800; uniform crossover rate = 0.4, symmetric mutation rate = 0.2; no more than 10% best different chromosomes (solutions) are left to the next generation. Table 3 shows the computational results and program running time of the GA. The computation time of each GA run is around 11 min, except that when the number of DCs is 2, the GA converges at the first step.
What is to be balanced in the lower level is a nonlinear function with respect to demand and shipping costs. There is great difficulty in achieving an absolute balanced result, and an absolute balanced result may not even exist for the problem, especially when the num- 0  389  560  444  595  524  372  2  Baltimore  386  0  232  76  263  347  78  3  Pittsburgh  554  230  0  160  61  127  191  4  Williamsport  5  Wheeling  6  Erie  7  Harrisburg  8  Wallingford  127  269  440  323  474  485  251  9  Ankeny  1154  955  733  885  734  722  916  10  Posen  927  652  429  582  440  419 ber of DCs becomes large. In Table 3 , it is found that all the balance degrees (BDs) are no less than 82%. In order to find the maximum error ("ERR-lower" in Table 3 ) in using the GA to solve the lowerlevel problem, the minimum average workload ("AWL*" in Table 3 ) is calculated by assigning CZs to their nearest DCs as the lower bound of the average workload ("AWL" in Table 3 ) acquired by the GA with the BWL. It is also found that in spite of the difficulties stated earlier, the maximum error is still within 26.07%. Since the lower bound is achieved by relaxing the balance constraint, there is some possibility of errors. Therefore, the results verify the efficiency of the proposed GA. Since the number of DC candidates is relatively small (only seven), all possible combinations can be enumerated, 127 alternatives for the upper-level problem. The computational results are shown in Table 3 . As mentioned before, if the number of the DC candidates becomes large, an effective algorithm needs to be developed for the upper-level problem. The results of a conventional DNDP that relaxes the balance constraints in this case and only considers cost minimization are also given in Table 3 for comparison. The conventional DNDP is formulated as a mixed-integer linear programming problem and solved by a branch-and-bound approach. An error rate ("ERR-upper" in Table 3 ) is calculated to represent the difference between the TLC (total system cost) under balance constraints and its lower bound set by relaxing balance constraints. The error rate reveals that the gap between the minimum TLC with the BWL allocation and the minimum TLC achieved with the conven-tional DNDP is only 0.65%. Therefore, a distribution network with a BWL is deemed cost-efficient.
The trade-offs among the BWL, AWL, BD, and TLC both under balance and without balance constraints are plotted in Figure 3 (the values in parentheses in Table 3 are used for this plot). For each objective-BWL, for example-the solution for the case in which the number of DCs is 1 is plotted as 100% and used as the standard case. The other cases are plotted as the ratios of their values to the standard case. Given a certain operation capacity of each DC, a smaller BWL implies that the lowest customer service level provided by the DCs is better; a smaller AWL suggests that the average customer service level provided by the DCs is better. BD represents the BD that the workload allocation has reached. Table 3 and Figure 3 furnish a global picture of the behavior of the whole system with and without balance constraints to decision makers. In comparison with the case without balance constraints, although the TLC under the balance constraints is slightly higher, the BWL and AWL decrease with the growth of the number of DCs, and the BD is kept at a relatively high level. In contrast, if no balance constraints are exercised, BWL is relatively high, and the BD drops sharply as the number of DCs grows and decreases to zero when the number of DCs is larger than 2. Although it is the most cost-efficient to set up two DCs, the trade-off between the objective of cost minimization and other objectives (e.g., BWL, AWL, and BD) should also be considered. A typical trade-off problem to a decision maker may be whether it is worth setting up three DCs and adopting the BWL allocation instead of building two DCs without the balance constraints to reduce BWL by about 39.51% and AWL by 40.25% and to keep the BD as high as 95.89% while bearing no more than 3.10% more monetary cost.
In the model developed in this work, the objective of the lowerlevel problem is formulated as minimizing the maximum workload; furthermore, the bilevel model offers a flexible framework, which enables practitioners to consider other objectives as they prefer; for example, a practitioner may need to set an upper bound of shipping time between a DC and its CZs in the lower level while minimizing cost in the upper level. Such optimization problems can be of great significance to some enterprises that provide express delivery services or need to transport easily decayed products such as refrigerated food.
CONCLUSION
The BWL allocation problem has received scant attention from researchers despite its practical importance to supply-chain management. The BWL allocation serves to maximize the order filling and utilization rate of DCs and increase the chances of minimizing stock outages and late deliveries. In this study, a bilevel programming approach was introduced and addressed to achieve a minimal cost under the condition of BWL allocation. A GA-based algorithm was also developed to derive the most cost-efficient solution to this problem. In addition to the most cost-efficient design, the bilevel model offers a more complete picture, depicting the trade-off between the cost minimization objective and other objectives to decision makers. Furthermore, the model offers a flexible framework, which enables practitioners to consider the objectives as they prefer. Although the case study demonstrated the efficiency of the proposed GA-based algorithm, an improvement still needs to be made. For example, an efficient heuristic algorithm that can simultaneously retrieve the solutions for both the upper-lever and lower-level problems may be developed for solving large-scale problems instead of using crude enumeration methods.
It is shown that multilevel programming provides a brand-new, promising way of modeling logistic systems. The bilevel model developed here presents a novel approach to the design of a distribu- tion network. Extending such programming techniques to the whole supply-chain design problem may lead to more interesting findings.
