Abstract-Filters are time-invariant linear systems which are able to modify the characteristics of the signals connected to their input, so that only a specific portion of the frequency components in a signal can reach the output of the filter. In dynamic systems, digital filters are applied in order to improve system measurements with regards to performance and stability. The present article demonstrates a modification in a low pass filters having Hamming window within the sample space π. In this development, the sample space π is subdivided, wherein equation plots are added within a polynomial of order n. This technique provides the removal of unwanted frequency components in small angular frequency windows, providing the signal with acceleration towards the target when as compared to a low pass filter having Hamming window. In dynamic measurement systems, this feature is relevant, considering that the system shall have grater approximation to its target values, thus implementing an average which indicates the value being acquired in a more accurate and repetitive manner.
I. INTRODUCTION
Filters are time-invariant linear systems which are able to modify the characteristics of signals connected to their input, so that only a specific portion of the frequency components in a signal can reach the output of the filter. Considering analog signals x(t) and y(t) and a filter having impulse response function h(t), as shown in Equation 1:
In the frequency domain, the equation can be solved as seen in Equation 2.
(2)
Assuming an implemented digital filter is a Digital Signal Processor (DSP) and the goal is to process an analog signal x(t), a digital filter system can be characterized as shown in Figure 1 (21) . If the signals to be processed are digital, the diagram can be shown in summary form, as seen in Figure 2 In order to implement a digital and time-invariant (LTI) filter, a DSP is required, in which computational algorithms are arranged. These can be represented in the form of block diagrams using basic structures such as unit delays, gains, adders, feedbacks and delay structures in the block diagram, which is similar to the order of difference equations (transfer function) of the filter known as Canonical structure.
II. DIGITAL FILTERS VERSUS ANALOG FILTERS
The comparison relationship between an analog and a digital filter is directly linked to the complexity, precision and design adaptability (22) . An analog filter is economically more recommended than a digital filter, but once the system is implemented, due to its discrete components, the system becomes too complex for adaptations and improvements. Another interesting feature of analog filters, given that the system is implemented by external components, is the change in the characteristics of these devices with respect to environmental factors such as temperature and humidity, thus compromising their best theoretical performance. In turn, digital filters, with respect to Analog to Digital conversion (AD) and Digital to Analog (DA) conversion and the processing itself, have a poorer response time as compared to the analog filter. Digital filters also have errors inherent to the quantization process (performed in AD conversion) and rounding errors due to the use of digital words having finite length. In recursive filters, this phenomenon can lead to greater instability (23) . On the other hand, the ability to implement this filter within a processed system leads to greater flexibility in the updating and maintenance of the . project. The architecture of a digital filter can be seen in Figure 1 .
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III. IIR FILTER
Infinite Impulse Response (IIR) filters are those which have an infinitely long-lasting response to an impulse and having recursive nature, thus, it can be concluded that this filter is characterized by relying on both the current input and the previous input. Figure 3 illustrates the structure for developing an IIR filter, function x(k) is the input signal, values a1 to aQ and b0 to bP are coefficients representing the type of filtering that is being performed (high-pass, low-pass, band-pass) and function y(k) is the output signal as a result of the filtering of signal x(k) (24) . In mathematical aspects, the output of a digital IIR filter is represented recursively as seen in Equation 3 , where ak and bk are filter coefficients. In Figure 4 , the structure of an FIR filter can be seen. 
V. FILTER OR FIR IIR
The decision to evaluate which filter is the best for the application, i.e., whether to use an FIR filter or an IIR filter, is directly connected to project-specific features. FIR filters have linear phase response, which implies that no phase distortion is produced in the filtered signal. This feature is important in applications such as audio and image processing, biomedicine and data transmission (26) .
FIR filters are developed in non-recursive mode, thus they are always stable. This characteristic cannot be guaranteed for IIR filters. The effects of finite precision and quantization errors are less severe for FIR filters (27) .
IIR filters generally require less coefficients than FIR in order to meet the same design specification. A lower order filter has a shorter runtime. Analog filters may be converted to IIR digital filters fairly easily. In general, one can use an IIR filter when the largest relevance is a very selective response in the frequency domain, or when the implementation an analog filter is required. FIR filters may be used when the number of coefficients is not very high (FIR structure stability is guaranteed), and especially when the desired phase distortion is small (28) .
VI. DESIGNING DIGITAL FILTERS
Digital Filter designs consist in determining a transfer function that fits the frequency response specifications required for a particular project or application. Within filter applications, elements with well-defined characteristics exist:
1) Low-Pass Filter (LPF). 2) High-Pass Filter (HPF). 3) Band-Pass Filter (BPF). 4) Band-Stop Filter (BSF).
Impulse responses to the ideal transfer functions are not digitally achievable given that they have infinite length and are not causal. For FIR filters, one approach used is the truncation of the impulse response of ideal filters (29) .
For IIR filters, it is possible to map transfer functions originally designed to analog filters to the z domain.
VII. APPROXIMATION FOR FIR FILTERS
For implementing a filter, it is necessary to develop from its transfer function, as shown in Equation 7.
However, its behavior is best characterized as a function of its frequency response as shown in Equation 8.
Whereas Table 1 . The obtained response, despite having finite length, is not causal. However, it can be transformed into causal by multiplying by , without distorting the magnitude response and without destroying the linear phase property. Sequence w[n] is known as the "window function" (30) .
Filter type
Response magnitude Impulse response h[n] LPF 1 for 0 for for n = 0 for n 0 HPF 0 for 1 for for n = 0 for n 0 BPF 0 for 1 for 0 for for n = 0 for n 0 BSF 1 for 0 for 1 for for n = 0 for n 0
IX. FIR FILTERS USING WINDOW
The central idea of digital filter design by using windows is to select a suitable filter having an ideal frequency (which is always non-causal and has infinite impulse response) and then truncate its impulse response in a window in order to get a causal FIR, linear phase filter. Considering an ideal low pass filter Hd( ) having magnitude 1 and linear phase with a pass band and zero response at the cutoff band, as seen in Equation 11 (31) 
X. DISTORTION REDUCTION WITHIN WINDOW IN AN FIR FILTER WITH POLYNOMIAL APPLIED IN RADIANS
The distortion reduction within the window performed in a filter is an important factor with regards to rejection of unwanted points in present lobes, which are not acceptable beyond the main lobe; this is because they represent frequencies that are not required for that filter. As the number of M coefficients increases, the width of each sidelobe decreases, but the area over them remains constant. This causes ripples to experience peaks near band edges. This fact is referred to as "Gibbs Phenomenon."
In order to perform the proposed distortion reduction within one window out of the many applicable, adaptation of the window equation is necessary; in this article, the window used is the Hamming window shown in Equation 19 , where n is equal to the current filter coefficient and M is the total number of coefficients.
) (19) The 2 factor represents the entire spectrum of radian axes. The technique enables the inclusion of new points to the windowing; this occurs by dividing the 2 radian spectrum into smaller points in order to obtain a more efficient filter. This takes place with the implementation of an n-th polynomial applied to 2 , in addition to the 0.46 factor in order to maintain linearity. In Figure 9 and 10, respectively, the full radian axis and the division of the total radian spectrum can be viewed (33). The central focus of this process is to minimize the effect of lower lobes not included in the cutoff frequency determined within the system, which consists of the sum of window w[n] in a polynomial having factor nx-1 for nx ≤ 1. In Figures 11 and 12 , respectively, the driving windows can be seen in the time domain, applied to Equation 19 and 20, respectively. By applying the discrete Fourier transform, one is able to verify the behavior of both implementations in the frequency domain. In Figure 13 , the filter behavior in the frequency domain can be seen; it is possible to check the pass region and cut-off frequency as a function of system specifications. One can also verify peaks at band regions, or "Gibbs phenomenon" (34) . In Figure 14 , the filter behavior in the frequency domain can be seen, with a pass frequency region better defined at its cutoff frequency, as well as the reduction in "Gibbs phenomenon" effects, where it is present in the lower than zero region, so that, by applying the modulus, this phenomenon will be eliminated. 
XI. EQUATION APPLICATION IN THE TIME DOMAIN
The development of a low pass filter with Hamming window computationally consists of the implementation of a "First In -First Out", wherein its coefficients are accumulated in the time domain and multiplied by the calculated filter coefficient. The example shown in Figure 15 consists of a low pass filter having Hamming window, with a cutoff frequency of 1Hz and 100Hz sampling rate. To that filter, 136 coefficients are applied to a signal that emulates a harmonic developed by using an approximation sequence of the number Figure 15 . Filter having Hamming window in the time domain. Figure 16 shows the same computational implementation mentioned in Figure 14 with the modification of the coefficients calculated in accordance with Equation 20 (modified Hamming -Bimbi). This will demonstrate the increased linearity and speed of convergence to the target point. 
XII. CONCLUSION
The inclusion of a modification in Equation 19 , turning it into Equation 20 , provides benefits in the implementation of digital filters having windowing, which one is able to verify in the plots shown in Figures 13 and 14 with respect to the frequency spectrum, in addition to a reduction of the "Gibbs phenomenon". The minimization of spurious frequencies with the polynomial calculation within the filter window minimizes the passing of spurious frequencies and enables the reduction of the number of coefficients applied; this aspect computationally reduces processing time in what we envision as dynamic systems that require limited time, such as dynamic measurement systems. From a time domain point of view, one can verify the increase in response time and linearity with regards to the faster convergence of the obtained reading towards the actual value to be measured, thus removing spurious frequencies from these samples. 
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