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Abstract
In the classic linear assignment problem, items must be assigned to agents in
a manner that minimizes the sum of the costs for each item-agent assignment,
where the costs of all possible item-agent pairings are observed in advance. This
is a well-known and well-characterized problem, and algorithms exist to attain
the solution. In contrast, less attention has been given to the dynamic version
of this problem where each item must be assigned to an agent sequentially upon
arrival without knowledge of the future items to arrive. This study proposes an
assignment mechanism that combines linear assignment programming solutions
with stochastic programming methods to minimize the expected loss when assign-
ments must be made in this dynamic sequential fashion, and offers an algorithm
for implementing the mechanism. The study also presents an approximate ver-
sion of the mechanism and accompanying algorithm that is more computationally
efficient, along with even more efficient heuristic alternatives. In addition, the
study provides an extension to dynamic batch assignment, where items arrive and
must be assigned sequentially in groups. An application on assigning refugees to
geographic areas in the United States is presented to illustrate the methods.
Keywords: linear assignment problem, dynamic assignment algorithms, stochastic program-
ming, refugee assignment
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I. Introduction
In the classic linear assignment problem, items must be assigned to agents in a manner that
minimizes the sum of the costs for each item-agent assignment, where the costs of all possible
item-agent pairings are observed in advance. This is a well-known and well-characterized
problem, and many algorithms exist to attain the solution. In contrast, less attention has
been given to the dynamic version of this problem where each item must be assigned to an
agent sequentially upon arrival without knowledge of the future items to arrive.
This study proposes an assignment mechanism that combines linear assignment pro-
gramming solutions with stochastic programming methods to minimize the expected loss
when assignments must be made in this dynamic sequential fashion, and offers an algorithm
for implementing the mechanism. The study also presents an approximate version of the
mechanism and accompanying algorithm that is more computationally efficient, as well as
an extension to the dynamic assignment of batches of items. An application on refugee
assignment is presented to illustrate the methods.
Section II introduces the classic static formulation of the linear assignment problem.
Section III delineates the properties of the dynamic context of interest in this study. Section
IV then develops a minimum-risk assignment rule for this dynamic context—i.e., a rule that
minimizes the expected loss incurred from needing to assign items sequentially rather than
via the static optimal solution that is employed when all items are observed simultaneously.
Section V shows how this assignment rule can be implemented via simulation methods,
presenting a formal mechanism along with an implementing algorithm. Section VI then
derives an approximate version of the mechanism, along with an accompanying algorithm,
that improves upon computational efficiency. Section VII describes how the mechanisms can
easily accommodate situations in which the number of agents does not equal the number
of items. Section VIII presents alternative heuristic mechanisms that further improve upon
computational efficiency. Using real-world data from one of the largest refugee resettlement
agencies in the United States, Section IX then illustrates the mechanisms via a simulated
application on assigning refugees to geographic areas in the United States. Section X provides
an extension to dynamic batch assignment, showing how the proposed mechanisms and
accompanying algorithms for one-by-one dynamic assignment can be adapted to the context
where items arrive and must be assigned sequentially in groups rather than individually.
Finally, Section XI concludes.
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II. Classic Linear Assignment Problem
Let there be n items that must be assigned to n agents.1 For item i, let φ(i) denote the
agent to which item i is assigned. Let cij denote the cost incurred from the assignment of
item i to agent j, and let C denote the n x n cost matrix containing cij for all i = 1, ..., n
and j = 1, ..., n.
Let Φ denote a full assignment of items to agents such that each item is assigned to
exactly one agent and each agent is assigned to exactly one item (i.e. a bijection). The
classic linear assignment problem is to determine the optimal Φ, or Φ†, such that the sum
of the costs is minimized:
Φ† = arg min
Φ
n∑
i=1
ciφ(i)
Equivalently, the problem can also be formulated as follows:
arg min
X
n∑
i=1
n∑
j=1
cijxij
subject to the constraints that
h∑
j=1
xij = 1 for i = 1, 2, ..., n
h∑
i=1
xij = 1 for j = 1, 2, ..., n
xij ∈ {0, 1} for i, j = 1, 2, ..., n
where X is a binary n x n matrix, where for entry xij
xij =
{
1 if item (row) i is assigned to agent (column) j
0 otherwise
This is a linear programming problem that can be solved via well-known methods, such
as the Hungarian algorithm (Kuhn, 1955; Munkres, 1957) and related methods (e.g. see
Bertsekas, 1991). This standard setup will be referred to as the “static” version of the linear
assignment problem.
1This is easily generalized to n capacity units among n′ agents for n′ 6= n.
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III. Dynamic Assignment
A. Background
In many real-world applications, however, assignment of items to agents must proceed by
(logistical, physical, financial, or other) necessity according to additional constraints or spe-
cifications that are not present in the static formulation of the assignment problem. Solutions
to the static version of the problem do not always easily generalize to such cases.
Possible constraints and alternative specifications include inter alia the need to assign
items dynamically (i.e. sequentially), imperfectly or unobserved assignment costs for certain
item-agent pairings, unknown future item arrivals, agent availability that changes over time,
and the ability to change assignments given new information. This study is interested in a
version of the “dynamic” assignment problem, as described below.
B. Dynamic Context of Interest
The dynamic version of the problem considered in this study shares the following similarities
with the static case: there are n agents and n items, one item must be assigned to each of
the agents, each of the agents is available for the assignment of any item (provided an item
has not already been assigned to it), and the goal is to minimize the sum of the assignment
costs. Note that this is easily generalized to n capacity units among n′ agents for n′ 6= n,
which will be discussed later in Section VII. In addition, the dynamic version considered
here is also defined by the following additional features:
1. Blind Sequentiality: The items are assigned in an order that is exogenously determined
and unknown in advance, and each item i must be assigned before item i+1 is assigned.
2. Non-anticipativity: Each item i is assigned with knowledge of ~ci, the n-dimensional
vector with elements that denote the costs of assigning item i to each of the n agents,
but without knowledge of ~cl for all l > i.
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3. Permanence: Assignments cannot be changed once they are made.
Note that this setup does not assume or require that there are a finite number of item types,
nor does it assume or require a known fixed pool of items that the n items will be drawn
from.
In contrast to the static case, these additional features have important implications for the
information that is available at each stage in the assignment process and hence for optimal
decision-making procedures. First, instead of being able to determine the optimal assignment
2See Shapiro et al. (2009) for usage of non-anticipativity in stochastic programming contexts.
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for all items simultaneously, the fact that each item must be assigned sequentially implies
that an optimal decision rule must be developed for an individual item i. Furthermore,
the optimal decision rule for item i can utilize ~ci but cannot utilize ~cl for all l > i, which
are unobserved. In addition, assuming items and their cost vectors are independent of one
another, there is also no value from utilizing ~cl′ for all l
′ < i, since earlier assignments cannot
be changed due to permanence.
Real-world use cases include assigning refugees or asylum-seekers to different geographic
areas with predetermined capacity, assigning jobs/loads to a predetermined set of workers,
and other problems characterized by the following features:
• There is known, limited capacity (agents or agent bandwidth) to serve/accept items.
• Service is first-come, first-served.
• Service is required immediately due to high costs or lack of capacity for delaying/holding
items.
• Items cannot be reallocated after initial assignment.
• It is possible to know (or estimate) the cost of assigning a new item to any given agent.
C. Related Literature
Past scholarship on dynamic assignment mechanisms differ from the present study in terms
of their characterizations of the dynamic context and/or their objectives.
Dynamic assignment problems have been considered, in particular, in transportation
and shipping applications (Spivey and Powell, 2004; Powell et al., 2002; Godfrey and Powell,
2002a,b; Pillac et al., 2013), though with problem features that are distinct from the dynamic
context considered in this study. For instance, Spivey and Powell (2004) present a dynamic
assignment mechanism that seeks to minimize the expected costs over the future. However, in
their context, the agents available at any given time are unknown and potentially changing,
there is a finite and fixed set of item types, at the discrete arrival times any number of
agents and items may be available (or not available) for assignment, and items need not be
assigned immediately (though the cost could increase for a delayed assignment). Given these
complexities, their mechanism provides approximate solutions, and finding optimal solutions
is computationally intractable.
Other research has introduced different types of complexity and wrinkles to the classic
assignment problem. For instance, U¨nver (2010) presents a dynamic matching mechanism
meant for the kidney exchange market, focused on minimizing waiting time, a fundamentally
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different objective than that in this study. Korsah et al. (2007) present what they call a
dynamic version of the Hungarian algorithm, where “dynamic” refers to the ability of the
algorithm to efficiently repair an initial solution if any of the costs change, rather than
re-implementing the Hungarian algorithm on the full problem.
Finally, there has also been work on dynamic matching in the economics literature on
market design, with researchers investigating the extent to which market design mechanisms
can be adapted from the usual static setting to the dynamic setting (Andersson et al., 2018;
Kurino, 2009; Kennes et al., 2014; Kadam and Kotowski, 2018b,a; Doval, 2014). Unlike the
objective of this study, market design research on dynamic matching has not focused on
optimizing the final costs/payoffs of the assignment process. Instead, the focus is placed
on preserving key mechanism properties that are desirable in matching theory, often as a
function of the preferences of the units involved. Such properties include matching stability,
pareto efficiency, strategyproofness, and envy-freeness.
IV. Dynamic Risk Minimization Objective
Let there be n items that must be assigned to n agents. Let ~c be a random vector generated
by an unknown probability distribution Pθ, let ~ci denote a realization of the random vector
for item i, and let cij denote the jth element of ~ci (i.e. the cost of assignment of item i
to agent j). Let 1, ..., n denote the order of item assignment. Let Φi denote an assignment
for items i, ..., n such that each item is assigned to one agent and no two items are assigned
to the same agent. That is Φi = {φ(i), φ(i + 1), ..., φ(n)} subject to φ(a) 6= φ(b) ∀ a 6= b.
Thus, Φ1 = Φ as previously defined: an assignment of items to agents such that each item
is assigned to exactly one agent and each agent is assigned to exactly one item.
Now define the following:
Ψi = min
Φi
n∑
w=i
cwφ(w)
subject to φ(w) 6= φ(v) ∀ w ∈ {i, ..., n} and v ∈ {1, ..., i− 1}
That is, Ψi denotes the minimum cost of any assignment of all remaining items (i, i+1, ..., n)
to all remaining agents (all agents to which items 1, 2, ..., i − 1 were not assigned) while
satisfying the requirement that no two items among i, ..., n are assigned to the same agent
as defined by Φi.
The following marginal loss function for a single assignment of item i to a particular
agent φ′ under Pθ can be defined as follows:
Li(θ, φ
′) = (ciφ′ + Ψi+1)−Ψi
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In this function, (ciφ′ + Ψi+1) denotes the sum of costs for a conditional optimal assignment
where the assignment for item i is fixed with agent φ′ and the remaining items after item
i are assigned by the optimal static process to the remaining available agents. The final
term, Ψi, denotes the sum of the costs for the optimal static assignment of all items starting
with item i to the remaining available agents. Thus, given all realizations of ~c for i, ..., n,
this definition of loss (or regret) measures the increased cost for assigning all remaining
items except for i by the optimal static process and fixing item i’s assignment with agent φ′,
relative to assigning all remaining items including i by the optimal static process.
Now, let the following denote the expected loss (risk) of assigning item i to φ′ under the
probability distribution Pθ, given that only ~ci is observed (i.e. the cost vectors for items
i+ 1, ..., n are not observed):
Ri (θ, φ
′|~ci) = Eθ [Li(θ, φ′)|~ci]
The following minimum-risk dynamic assignment rule for item i, φ∗i , can thus be formulated:
φ∗i = arg min
φ′
Ri (θ, φ
′|~ci)
subject to φ′ 6= φ(v) ∀ v < i
This assignment rule exhibits a similar structure as multistage stochastic programming
problems (Shapiro et al., 2009), where an optimal decision must be made in a particular
stage that takes into account what is expected to occur (but not yet observed) over the full
sequence of later stages that will ensue. In this case, the decision stage is the assignment of
item i, and the assignment of all items l > i encompasses the sequence of later stages.
Furthermore, the following two assumptions are made:
1. Stagewise independence: Each cost vector is independent of all others.3
2. Stationarity of stochastic process: The sequence of new cost vectors is produced by
the same probability distribution, Pθ, that produced past cost vectors.
Let R∗i denote the expected loss of applying the minimum-risk assignment rule for item i:
R∗i = min
φ′
Ri (θ, φ
′|~ci)
subject to φ′ 6= φ(v) ∀ v < i
3See Shapiro et al. (2009) for usage of stagewise independence in stochastic programming contexts.
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Under the stagewise independence and stationarity assumptions, the expected sum of the
expected loss of applying the minimum-risk assignment rule for all items (that is,
∑n
i=1R
∗
i )
equals the expected difference between the overall sum of costs resulting from the minimum-
risk dynamic assignment and the sum of costs that would have resulted from a static optimal
assignment (i.e. Φ) if all items were observed simultaneously. A proof of this property can
be found below.
V. Simulation-Based Implementation
In the dynamic context, at the point when item i must be assigned, the only element of
the loss function itself that is observed is ciφ′ . However, the expectation of the loss function
can be estimated. As in other stochastic programming contexts, an optimal decision rule for
a single stage (i.e. an assignment rule for any item i) can be formulated via Monte Carlo
simulation applied to the sequence of later stages (i.e. the assignment of all items l > i).
That is, given the assumptions of stagewise independence and stationarity, the expectation of
the loss can be estimated via simulation, specifically by taking random draws of ~c to create
simulated complementary sets of vectors to consider alongside ~ci. In many applications,
there should be historical data on past items and their cost vectors, and thus vectors ~cl for
l = i + 1, ..., n can be randomly drawn from the historical data. If historical data do not
exist, the random draws must be generated by explicitly modeling Pθ.
Let a randomly drawn vector set be denoted by Sri = {~c ri+1,~c ri+2, ...,~c rn}, where r denotes
the rth set drawn, r = 1, 2, ...,m, and m is large. Then, for each Sri the simulated loss for
assigning item i to each of the possible agents can be computed, and then finally, the average
loss across all m draws can be computed for each of the possible agent assignments. The
agent assignment φ′ resulting in the lowest average loss is thus the minimum-risk assignment
φ∗i for item i. This mechanism can be represented as follows.
Mechanism 1: Minimum-Risk Dynamic Linear Assignment Mechanism
φ∗i =
arg min
φ′
Êθ [Li(θ, φ
′)|~ci] = arg min
φ′
1
m
m∑
r=1
(
ciφ′ + Ψ
r
i+1
)
subject to φ′ 6= φ(v) ∀ v < i
where Ψri+1 corresponds to Ψi+1 as applied to the randomly drawn items (cost vectors) in the
set Sri . For i = n, Ψ
r
i+1 ≡ 0 and hence effectively drops out of the expression.
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Note that the final expression in the loss function (Ψi) does not depend upon φ
′ so it can
be dropped from the mechanism. Practical implementation of the mechanism is delineated
in the algorithm below.
Algorithm 1: Minimum-Risk Dynamic Linear Assignment Algorithm
- Consider n items numbered 1, 2, ..., n, and begin with a known set of n agents numbered
1, 2, ..., n. Let A denote the set of available agents and initialize A = {1, 2, ..., n}. Pre-
specify a large number m of simulation iterations to perform.
- for each item i in 1, 2, ..., n:
- Determine and fix ~ci (i.e. observed cost vector for item i upon the item’s arrival).
- for r in 1, 2, ...,m:
- Simulate (randomly draw) n− i vectors, ~ci+1,~ci+2, ...,~cn.
- for each j ∈ A:
- Provisionally assign item i to agent j.
- Solve static linear assignment problem for simulated items/vectors i +
1, ..., n under the assumption that item i has been assigned to agent j.
- Store resulting sum of costs for the assignment of items i, i + 1, ..., n.
Denote this sum by σrj.
- For each j ∈ A, compute the average sum of costs, σ¯j = 1m
∑m
r=1 σrj.
- Assign item i to the agent k with the lowest average sum of costs: k = arg minj∈A σ¯j.
- Remove k from A.
VI. Approximate Implementation
The process above requires the solution of many static linear assignment problems. Specific-
ally, when assigning item i, for each of the m draws, the algorithm must solve n− i+1 linear
assignment problems (or a number corresponding to the number of available agents, if there
are fewer than n agents each with capacity for a certain number of items, as discussed in a
later section). Thus, this is a computationally expensive procedure. To improve efficiency,
an approximate solution that requires solving only one static linear assignment problem for
each of the m draws can be formulated as follows.
First, consider that the expected loss for assigning item i to agent φ′ can be re-expressed
as follows:
Eθ [Li(θ, φ
′)|~ci] = Prθ(φ′ 6= φ†i |~ci) · Eθ
[
Li(θ, φ
′)|φ′ 6= φ†i ,~ci
]
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where φ†i denotes the optimal assignment for item i under an optimal static assignment.
In other words, the expected loss for assigning item i to agent φ′ is the conditional loss
given that φ′ is not optimal scaled by the probability that φ′ is not optimal. Hence, under
reasonable conditions,4 the expected loss can be approximately minimized by minimizing
the probability that φ′ is not optimal. That is, the approximate minimum-risk decision rule
proceeds by choosing the φ′ that minimizes Prθ(φ′ 6= φ†i |~ci). The mechanism is as follows.
Mechanism 2: Approximate Minimum-Risk Dynamic Linear Assignment Mechanism
φ∗˜i =
arg min
φ′
Pˆ rθ(φ
′ 6= φ†i |~ci) = mode
({
arg min
φ′r
(
ciφ′r + Ψ
r
i+1
)}
r=1,..,m
)
subject to φ′, φ′r 6= φ(v) ∀ v < i
where Ψri+1 corresponds to Ψi+1 as applied to the randomly drawn items (cost vectors) in the
set Sri . For i = n, Ψ
r
i+1 ≡ 0 and hence effectively drops out of the expression.
In other words, for each random vector set Sri , this mechanism finds the agent φ
′r that
comprises part of the solution to the static linear assignment problem with respect to ~ci∪Sri ,
and then finds the modal value of φ′r across all m random vector sets. This comprises the
agent φ′ that is the highest probability of being the optimal φ†i and hence the approximate
solution, φ∗˜i . The algorithm is delineated below.
Algorithm 2: Approximate Minimum-Risk Dynamic Linear Assignment Algorithm
- Consider n items numbered 1, 2, ..., n, and begin with a known set of n agents numbered
1, 2, ..., n. Let A denote the set of available agents and initialize A = {1, 2, ..., n}. Pre-
specify a large number m of simulation iterations to perform.
- for each item i in 1, 2, ..., n:
- Determine and fix ~ci.
- for r in 1, 2, ...,m:
- Simulate (randomly draw) n− i vectors, ~ci+1,~ci+2, ...,~cn.
- Solve static linear assignment problem for item/vector i and simulated items/vectors
i+ 1, ..., n with all agents in A.
4For the location with the highest probability of being optimal, in the subset of the sample space where it
is not optimal, it must not incur a loss that is “too much higher” than that of other locations.
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- Store resulting agent to which item i is assigned, denoted by ar.
- Assign item i to the agent k that is the modal assigned agent in {a1, a2, ..., am}:
k = mode({a1, a2, ..., am}).
- Remove k from A.
VII. Extension to n′ 6= n Agents
The mechanisms presented above can be easily extended to the case where there are n items
but n′ 6= n agents, each with a specified number zj of capacity units denoting the number of
items that can be assigned to agent j, provided that
∑n′
j=1 zj ≥ n. To do so, the assignments
must simply be reconceptualized as assignments of items to agent capacity units. In other
words, φ(i) denotes the agent capacity unit to which item i is assigned, it continues to be
the case that φ(w) 6= φ(v) ∀ w 6= v (each agent capacity unit can only have one item
assigned to it), and ciφ′ = ciφ′′ if φ
′ and φ′′ correspond to the same agent. This is equivalent
to augmenting a n x n′ cost matrix such that each column is duplicated according to the
number of capacity units belonging to the respective agent.
The implementing algorithms would be modified accordingly as follows. The set A would
continue to correspond to the set of available agents, now initialized as A = {1, 2, ..., n′},
and for any agent j, j ∈ A ⇐⇒ zj > 0. At the end of the outer loop corresponding to the
assignment of item i, instead of simply removing agent k from A, zk would be decremented
by 1, and agent k would be removed from A if and only if zk = 0 after being decremented.
VIII. Alternative Heuristic Mechanisms
By randomly drawing vectors ~c, the simulation-based assignment mechanisms described
above utilize the full set of available information on the probability distribution Pθ giving rise
to ~c. However, the trade-off is computational expense. In situations where the computational
expense of these approaches exceeds the available resources, more efficient approaches may
be necessary even if they result in increased loss.
Alternative heuristic mechanisms are proposed here that make more limited, efficient use
of the available information to perform dynamic assignment of items to agents. Specifically,
rather than using information about the full distribution of ~c, these approaches utilize mar-
ginal distributional information on the individual elements of ~c (i.e. for a given agent j, the
information on the distribution of costs across the underlying population of items).
The approaches proceed by first using the historical data (or a modeling process) to
construct the empirical (or modeled) quantile function for each agent, which characterizes
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the distribution of costs for assigning a random item to the agent in question. Let Qj denote
the quantile function for agent j, let qij = Qj(cij) denote the quantile of the cost of assigning
a specific item i to agent j, and let ~qi denote the vector of quantiles for a specific item i
where the jth element corresponds to the quantile of the cost of assigning item i to agent j
for j = 1, 2, ..., n.
Mechanism 3: Weighted Cost-Quantile Assignment
For item i, let ~si be a standardized version of ~ci, and construct the weighted average
~fi = λ~si + (1− λ)~qi. Let fij denote the jth element of ~fi. Assign item i to an agent φ(i) as
follows:
arg min
φ′
fiφ′
subject to φ′ 6= φ(v) ∀ v < i
Mechanism 4: Sequential Cost-Quantile Assignment
For item i, identify the t lowest cost elements in ~ci corresponding to agents to which
previous items have not yet been assigned. Of those elements, choose the lowest quantile
element in ~qi. Let this element be the agent assignment φ(i) for item i.
For each of these mechanisms, λ and t may be viewed as tuning parameters whose values
can be selected through backtesting on historical data.
IX. Application: Assigning Refugees to Geographic Destinations
To illustrate the performance of the minimum-risk and approximate minimum-risk dynamic
assignment mechanisms, the mechanisms are applied to real-world data on refugees resettled
in the United States.
These data include (de-identified) information on refugees of working age (ages 18 to
64; N = 33,782) who were resettled in 2011-2016 in the United States by one of the largest
U.S. refugee resettlement agencies. During this period, the placement officers at the agency
centrally assigned each refugee family to one of approximately 40 resettlement locations in the
United States. The data contain details on the refugee characteristics (such as age, gender,
origin, and education), their assigned resettlement locations, and whether each refugee was
employed at 90 days after arrival. According to the agency’s actual assignment procedures,
refugees are assigned periodically in cohorts, rather than dynamically. However, the general
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structure of the assignment process and the nature of the available data in the United States
are similar to those of other countries where dynamic assignment is actually implemented.
Hence, testing the dynamic assignment mechanisms on U.S. data is still informative for
understanding the relative performance of these mechanisms in general.
Family-location outcome scores are constructed for each refugee family who arrived in the
third quarter (Q3) of 2016, specifically focusing on refugees who were free to be assigned to
different resettlement locations (561 families), in contrast to refugees who were predestined
to specific locations on the basis of existing family or other ties. For each family, a vector
of outcome scores is constructed, where each element corresponds to the mean probability
within that family of finding employment if assigned to a particular location. These outcome
score vectors are used in place of cost vectors, with the analogous objective of maximizing
expected employment. In other words, in this application, minimizing costs is defined as
maximizing expected employment.
To generate each family’s outcome score vector across each of the locations, the same
methodology is employed as in Bansak et al. (2018), using the data for the refugees who
arrived from 2011 up to (but not including) 2016 Q3 to generate models that predict the
expected employment success of a family (i.e. the mean probability of finding employment
among working-age members of the family) at any of the locations, as a function of their
background characteristics. These models were then applied to the families who arrived in
2016 Q3 to generate their predicted employment success at each location, which comprise
their outcome score vectors. See Bansak et al. (2018) for details.
Free-case refugee families who were resettled in the final two weeks of September 2016
(the last two weeks of data available in the data set) are employed as the cohort to be
assigned dynamically in this backtest. That is, the mechanisms explored in this study are
applied to this particular cohort, which is comprised of 68 families, in the specific order in
which they are logged as having actually arrived into the United States. To further mimic
the real-world process by which these families would be assigned dynamically to locations,
real-world capacity constraints are also employed, such that each location can only receive
the same number of cases that were actually received in this two-week period.
All free-case refugee families assigned in 2016 Q3 but prior to the final two weeks of
September (493 families) serve as the pool of historical data referenced by the various dy-
namic assignment mechanisms. That is, this is the pool from which outcome score vectors
are randomly drawn for the minimum-risk and approximate minimum-risk mechanisms, and
the pool from which quantile information is extracted for the weighted cost-quantile and the
12
Figure 1: Results from U.S. Refugee Assignment Application
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sequential cost-quantile mechanisms.
Figure 1 shows the results, with the y-axis denoting each particular mechanism, and
the x-axis measuring the mean outcome score realized when applying each mechanism.5
The first two mechanisms included serve as baseline results. The first represents the ideal
scenario whereby an optimal static assignment is made. This optimal assignment cannot
actually be performed in a dynamic context, but its results set the upper bound of what is
achievable by any mechanism. The second mechanism displayed is a myopic greedy assign-
ment, whereby each family is assigned sequentially to the location with the highest expected
outcome score for that family, out of the locations with remaining capacity. This greedy
procedure is a common approach to dynamic optimization problems given its simplicity and
efficiency. However, its simplicity also drastically limits its ability to achieve outcomes near
the globally optimal solution. The difference between the optimal assignment results and
greedy assignment results represent a window for potential improvement via the dynamic
mechanisms presented in this study.
The next two mechanisms displayed are the minimum-risk and approximate minimum-
risk mechanisms, followed by the results of the weighted cost-quantile mechanism at various
values of λ (l) and the sequential cost-quantile mechanism at various values of t. As can
be seen, the minimum-risk and approximate minimum-risk mechanisms exhibit the best
performance of all the dynamic mechanisms, achieving mean outcome scores that are about
80% of the way toward the static global optimum from the greedy baseline. In addition, the
minimum-risk mechanism just barely beats out the approximate minimum-risk mechanism,
suggesting that the approximation method is relatively efficient, at least in this context.
As can also be seen, the weighted cost-quantile and sequential cost-quantile mechanisms
also improve upon the myopic greedy assignment. At their optimal values of λ and t, these
mechanisms achieve mean outcome scores that make it about halfway from the greedy results
to the optimal results. Notably, this occurs with virtually no loss of computational efficiency
relative to the greedy mechanism.
In implementing the (exact) minimum-risk mechanism, the expected loss associated with
the assignment of each family is estimated and stored. The sum of the expected loss can
then be computed over all of the families. In theory, the sum of the expected loss should
equal, in expectation, the discrepancy between the minimum-risk assignment sum of costs
and the optimal assignment sum of costs. As shown in Figure 2, this appears to be the
case for these U.S. refugee data: adding the estimated mean of the expected loss to the
5Similar results for the 2016 Q2, 2016 Q1, and 2015 Q4 refugee cohorts are presented in the Supplementary
Materials.
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Figure 2: Minimum-Risk Assignment + Expected Loss
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minimum-risk mean outcome score yields a value almost exactly equal to the mean outcome
score under the static optimal assignment.6
X. Extension to Batch Assignments
In the dynamic formulation of the assignment problem presented above, each item is ob-
served and must be assigned one by one. At the opposite end of the spectrum is, of course,
the classic static formulation of the assignment problem, where all items are observed and
assigned simultaneously. There also exists a middle ground between the dynamic and static
formulations, whereby items are observed and must be assigned in groups or batches. For
instance, in the refugee assignment realm, there may be periodic (e.g. weekly, monthly) co-
horts of refugee arrivals that can be assigned in batches rather than on a purely one-by-one
basis. This section extends the dynamic assignment mechanisms presented above to this
“dynamic-batch” context.
As before, assume that are n sequentially indexed items, 1, 2, ..., n. Ψi will continue
to denote the minimum cost of any assignment of all remaining items beginning with i
(i, i + 1, ..., n) to all remaining agents (all agents to which items 1, 2, ..., i − 1 were not
assigned) while satisfying the requirement that no two items among i, ..., n are assigned to
6Note, the results displayed correspond to mean outcome scores, whereas the mechanism is defined in terms
of the sum of costs (sum of the complement of the outcome scores). Thus, for comparison, the sum of the
expected loss is also scaled accordingly to the mean of the expected loss. The mean outcome score under
the optimal assignment is 0.4393843, whereas the mean expected loss added to the mean outcome score
under the minimum-risk assignment yields a value of 0.4393337.
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the same agent as defined by Φi. That is:
Ψi = min
Φi
n∑
w=i
cwφ(w)
subject to φ(w) 6= φ(v) ∀ w ∈ {i, ..., n} and v ∈ {1, ..., i− 1}
Now, however, to take batch assignment into account, also assume that the sequence of
items is split along G − 1 cut points to form G ≤ n sequential batches of items. For the
gth batch, let Bg denote the sequentially indexed set of items in the batch, where Bg ≡
{bg1, bg2, ..., bg|Bg |} ⊆ {1, 2, ..., n}. Hence, given that the items in the batch are sequentially
indexed, bgk + 1 = bg(k+1). Further, given that the batches are also sequentially ordered,
bg|Bg | + 1 = b(g+1)1; that is, the first item in a particular batch immediately follows (in
the overall sequence of 1, 2, ..., n) the last item in the immediately preceding batch. As an
example, imagine a full set of 7 items, indexed 1, 2, 3, 4, 5, 6, 7, that are split into two batches
(G = 2), the first with 4 items and the second with 3 items. Then B1 = {1, 2, 3, 4} and
B2 = {5, 6, 7}. In this case, for the second batch, g = 2, |Bg| = 3, bg1 = 5, bg2 = 6, and
bg3 = 7.
Further let ~φ′g denote a vector of agents to which the sequence of items inBg (bg1, bg2, ..., bg|Bg |)
are assigned, where the elements of the vector are ordered to match the sequence of items:
~φ′g =

φ′bg1
φ′bg2
...
φ′bg|Bg |

Recall that previously, the marginal loss function for a single assignment of item i to a
particular agent φ′ under Pθ was defined as Li(θ, φ′) = (ciφ′ + Ψi+1) − Ψi. To take batch
assignment into account, now define the marginal loss function for the assignment of all
items in batch Bg to agents ~φ
′
g as follows:
Lg
(
θ, ~φ′g
)
=
∑
d∈Bg
cdφ′d
+ Ψbg|Bg |+1
−Ψbg1
Here, cdφ′d denotes the cost of the assignment of item d to a particular agent φ
′
d. Hence,(∑
d∈Bg cdφ′d
)
+ Ψbg|Bg |+1 denotes the sum of costs for a conditional optimal assignment
where the assignment for each item d ∈ Bg is fixed with agent φ′d and the remaining items
after item bg|Bg | (i.e. the rest of the items not belonging to batch Bg or any batch Bg′ where
g′ < g) are assigned by the optimal static process to the remaining available agents.
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Now, let the following denote the expected loss (risk) of assigning the items in batch Bg
to ~φ′g under the probability distribution Pθ, given that only ~cd for all d ∈ Bg are observed
(i.e. the cost vectors for items bg|Bg | + 1, bg|Bg | + 2, ..., n are not observed):
Rg
(
θ, ~φ′g
∣∣∣~cbg1 ,~cbg2 , ...,~cbg|Bg |) = Eθ [Lg(θ, ~φ′g)∣∣∣~cbg1 ,~cbg2 , ...,~cbg|Bg |]
The following minimum-risk dynamic-batch assignment rule for batch Bg, ~φ
∗
g, can thus be
formulated:
~φ∗g = arg min
~φ′g
Rg
(
θ, ~φ′g
∣∣∣~cbg1 ,~cbg2 , ...,~cbg|Bg |)
subject to
φ′d 6= φ(v) ∀ d ∈ Bg and v < bg1
φ′d 6= φ′d′ ∀ d, d′ ∈ Bg and d 6= d′
Extending the simulation-based methods presented earlier to implement this rule, where
m again denotes the number of draws and r indexes a particular draw, leads to the following
mechanism.
Mechanism 5: Minimum-Risk Dynamic-Batch Linear Assignment Mechanism
~φ∗g =
arg min
~φ′g
Êθ
[
Lg(θ, ~φ
′
g)
∣∣∣~cbg1 ,~cbg2 , ...,~cbg|Bg |] = arg min
~φ′g
1
m
m∑
r=1
∑
d∈Bg
cdφ′d
+ Ψrbg|Bg |+1

subject to
φ′d 6= φ(v) ∀ d ∈ Bg and v < bg1
φ′d 6= φ′d′ ∀ d, d′ ∈ Bg and d 6= d′
where Ψrbg|Bg |+1 corresponds to Ψbg|Bg |+1 as applied to randomly drawn items (cost vectors) in
the set Srbg|Bg | = {~c rbg|Bg |+1,~c rbg|Bg |+2, ...,~c rn}. For bg|Bg | = n, Ψrbg|Bg |+1 ≡ 0 and hence effectively
drops out of the expression.
In practice, however, implementing this minimum-risk dynamic-batch assignment rule is
not necessarily feasible given the combinatorial complexity of the vector ~φ′g. As an example,
consider a full sequence of items 1, 2, ..., n, and denote the sequence in the first batch as
1, 2, ..., |B1| (i.e. B1 = {1, 2, ..., |B1|}). With n items and n agents, the vector ~φ′1 has
n · (n − 1) · ... · (n − |B1| + 1) unique permutations that must be assessed. Compare this
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to applying the dynamic assignment mechanism presented earlier to each item in the batch
one-by-one (Mechanism 1), which would require assessing n possibilities for the first item,
n−1 for the second item, and so on, for a total of n+(n−1)+ ...+(n−|B1|+1) assessments.
Instead, to achieve an approximate implementation of the minimum-risk dynamic-batch
assignment rule, Mechanisms 1 and 2 can be directly extended to batches through a simple
modification that leads to no increase in computational complexity: by incorporating the set
of cost vectors of all items in the batch as additional information in the optimization process,
but not altering the one-by-one assignment procedure. Under this modification, for any item
i, Mechanisms 1 and 2 to proceed as before except that Ψri+1 would be computed/solved
with respect to modified cost vector sets that include the observed cost vectors of all items
i′ ∈ Bgi for i < i′, where gi denotes the batch to which item i belongs. Specifically, let
S˙i = {~ci′}i<i′,i′∈Bgi , which is the set of observed cost vectors of the items in Bgi subsequent
to item i. Further, let S¨ri = {~c ri′′}i<i′′,i′′∈Bgi , where as before this is a randomly drawn cost
vector set and r denotes the rth draw. To extend Mechanisms 1 and 2 to batches, let
S˜ri = S˙i ∪ S¨ri , and simply employ S˜ri in place of Sri .
XI. Conclusion
This study has proposed mechanisms for minimizing the costs of assigning items to agents
when those assignments must be made dynamically (i.e. the assignment of each item must
occur prior to the observance of the following items). By employing stochastic programming
methods that simulate the distribution of costs across future items that have not yet arrived,
for each new item assignment, these mechanisms minimize (or approximately minimize) the
final expected cost of this assignment relative to the ideal theoretical scenario whereby all
items could be optimally assigned simultaneously. In doing so, these mechanisms can attain a
final sum of assignment costs (for all items) that is substantially lower than the myopic greedy
assignment heuristic that simply assigns each item to its own lowest-cost agent that is still
available. An extension to dynamic batch assignment has also been provided, showing how
the proposed mechanisms and accompanying algorithms for one-by-one dynamic assignment
can be adapted to the context where items arrive and must be assigned sequentially in groups
rather than individually.
To illustrate the potential of these mechanisms, they are applied to real-world refugee
data in the United States. The assignment of refugees and asylum seekers to geographic
areas represents one immediately relevant dynamic assignment use case, as facilitating self-
sufficiency or other integration outcomes is often a core goal of refugee and asylum agencies
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across the world, but the institutional, logistical, and financial realities these agencies face in
certain countries often requires that they allocate refugees or asylum seekers to geographic
locations within the country on a prompt, case-by-case basis. As such, these mechanisms
help build upon recent research on outcome-based refugee assignment and could be integrated
into existing refugee assignment mechanisms (Bansak et al., 2018; Go¨lz and Procaccia, 2019;
Trapp et al., 2018; Acharya et al., 2019; Andersson et al., 2018).
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Proof of Relationship between Expected Sum of Costs under Minimum-Risk
Dynamic Assignment and under Static Optimal Assignment
Under the minimum-risk dynamic assignment rule, the expected loss for the assignment of
any item i, conditional upon observing ~ci, is:
R∗i = min
φ′
Eθ [(ciφ′ + Ψi+1)−Ψi|~ci]
subject to φ′ 6= φ(v) ∀ v < i
Since Ψi does not depend upon φ
′, it can be pulled out of the minimization operator:
R∗i =
(
min
φ′
Eθ [(ciφ′ + Ψi+1) |~ci]
)
− Eθ [Ψi|~ci]
subject to φ′ 6= φ(v) ∀ v < i
Let ciφ∗i denote the cost of assigning item i via the minimum-risk dynamic assignment
rule to location φ∗i , and let Ψ
∗
i+1 denote the expected sum of costs of the optimal assignment
for all other items, given that i has been assigned to φ∗i . Hence, given the assignment of item
i via the minimum-risk dynamic assignment rule, the expected loss conditional on observing
~ci is:
R∗i = Eθ[ciφ∗i + Ψ
∗
i+1 −Ψi|~ci]
Rearranged, and showing the same result for item i+ 1, yields:
ciφ∗i = Eθ[Ψi|~ci]− Eθ[Ψ∗i+1|~ci] +R∗i
ci+1φ∗i+1 = Eθ[Ψi+1|~ci+1]− Eθ[Ψ∗i+2|~ci+1] +R∗i+1
Now note that, by the assumptions of stationarity and stagewise independence:
Eθ
[
Eθ[Ψ
∗
i+1|~ci]
]
= Eθ [Eθ[Ψi+1|~ci+1]]
Eθ[Ψ
∗
i+1] = Eθ[Ψi+1]
This is because both the left-hand and right-hand side are expected sums of the costs from
an optimal static assignment of n − i items given the same set of available agents (all
agents to which items 1, ..., i have not been assigned) under the same (stationary) probability
distribution that (independently across stages) gives rise to the items’ cost vectors. In
addition note that, trivially, Eθ
[
Ψ∗n+1
]
= 0.
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Therefore, the expected sum of the costs for assigning each item via the minimum-risk
dynamic assignment rule is:
Eθ
[
n∑
i=1
ciφ∗i
]
= Eθ [Ψ1] + Eθ
[
n∑
i=1
R∗i
]
In other words, the expected sum of the costs of applying the minimum-risk dynamic assign-
ment rule to all items equals the expected sum of costs of applying the optimal static linear
sum solution (if all items could be observed and assigned simultaneously) plus the expected
sum of the expected loss of employing the minimum-risk dynamic assignment rule at each
stage.
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Supplementary Materials (SM)
Table S1: U.S. Refugee Assignment Application, 2016 Q3
Mechanism Mean Outcome Score
Optimal (Non-Dynamic) 0.439
Greedy 0.376
Minimum-Risk 0.427
Approximate Minimum-Risk 0.424
Weighted Cost-Quantile λ
0.8 0.378
0.6 0.386
0.5 0.391
0.4 0.399
0.2 0.407
0.0 0.397
Sequential Cost-Quantile t
8 0.398
7 0.402
6 0.405
5 0.401
4 0.397
3 0.390
2 0.378
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Figure S1: Results from U.S. Refugee Assignment Application, 2016 Q2
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Figure S2: Results from U.S. Refugee Assignment Application, 2016 Q1
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Figure S3: Results from U.S. Refugee Assignment Application, 2015 Q4
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