It is an easy observation that every residuated lattice is in fact a semiring because multiplication distributes over join and the other axioms of a semiring are satisfied trivially. This semiring is commutative, idempotent and simple. The natural question arises if the converse assertion is also true. We show that the conversion is possible provided the given semiring is, moreover, completely distributive. We characterize semirings associated to complete residuated lattices satisfying the double negation law where the assumption of complete distributivity can be omitted. A similar result is obtained for idempotent residuated lattices.
It is well-known that semirings are useful structures with applications both in mathematics and in computer science, see e.g. [3] for details. In particular, unitary rings as well as bounded distributive lattices are examples of semirings. We recall the definition of a semiring from the monograph by J. S. Golan ([2] ).
Definition 1.
A semiring is an algebra S = (S, +, ·, 0, 1) of type (2, 2, 0, 0) satisfying the following conditions for all x, y, z ∈ S: (i) (S, +, 0) is a commutative monoid, (ii) (S, ·, 1) is a monoid, (iii) (x + y) · z = x · z + y · z and x · (y + z) = x · y + x · z, (iv) x · 0 = 0 · x = 0.
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• commutative if it satisfies the identity x · y ≈ y · x,
• simple (see e.g. [2] ) if it satisfies the identity x + 1 ≈ 1.
Recall that a ring R = (R, +, ·) is called Boolean if it satisfies the identity x · x = x. Note that any Boolean ring is commutative and of characteristic 2. If R is a Boolean ring with 1 then it can be organized into a Boolean algebra. Also conversely, every Boolean algebra can be organized into a Boolean ring with 1. Since Boolean algebras form an algebraic axiomatization of the classical propositional logic, we can ask if a similar role is played by semirings for certain non-classical logics. The answer is partly positive. The aim of this paper is to study this question.
For the concept of a residuated lattice we use the definition given in [1] . (2, 2, 2, 2, 0, 0) satisfying the following conditions for all x, y, z ∈ L:
Here ≤ denotes the lattice order. Condition (iii) is called the adjointness property. The operation → is called residuum and for a, b ∈ L, a → b is called the residuum of b by a.
We recall some well-known facts concerning residuated lattices:
Here and in the following ¬a is an abbreviation for a → 0 and is called the negation of a. Note that ¬a is the greatest element of {x ∈ L | x ⊙ a = 0}.
Proof. Follows easily from the definition. See e.g. Theorems 2.17 and 2.30 of [1] .
Recall that residuated lattices form an algebraic axiomatization of fuzzy logics, see [1] for details and for the complete explanation. Hence, when studying connections between semirings and residuated lattices, we in fact ask for an algebraic axiomatization of fuzzy logics by means of certain semirings in the way known for classical logic and Boolean rings.
is a commutative idempotent simple semiring.
is a commutative monoid by definition. Since 0 is the least element of L, we have 0 ≤ a → 0 and according to the adjointness property 0 ⊙ a ≤ 0 and thus 0 ⊙ a = 0. The law
holds according to Theorem 2.25 of [1] . Finally, 
We want to investigate if the converse statement also holds. At first we need the following Lemma 6. Let S = (S, +, ·, 0, 1) be an idempotent semiring and ≤ the induced order of the join-semilattice (S, +).
Proof. Assume a ≤ b. Using distributivity of · with respect to + we have
The second inequality can be shown analogously.
Let (S, +) be a join-semilattice and x i ∈ S for all i ∈ I. Then the sum i∈I x i denotes the supremum of the x i (if it exists). Of course, i∈I x i exists in case I is finite.
In order to obtain a residuated lattice from a given semiring we need the following concept.
Definition 7. A commutative idempotent semiring S = (S, +, ·, 0, 1) is called completely distributive if the following conditions hold: (i) In the join-semilattice (S, +), the sum i∈I y i exists for all sets I and y i ∈ S (i ∈ I),
Note that both conditions hold in case S is finite. Now we can prove the following result. Proof. Clearly, (S, +, 0) is a join-semilattice with least element 0. Let a, b, c ∈ S. Because of the simplicity of S we have a ≤ 1 where ≤ denotes the induced semilattice order. In other words, (S, +, 0, 1) is a bounded join-semilattice. According to (i) of Definition 7, in the poset (S, ≤) there exist arbitrary suprema and hence also arbitrary infima. Therefore we obtain a bounded complete lattice (S, +, ∧, 0, 1). Put
From this follows that a · b ≤ c implies a ≤ b → c. Conversely, according to complete distributivity of S and isotonicity of ·, the assertion a ≤ b → c implies
This completes the proof of the theorem. Remark 10. By the previous theorem we see that complete distributivity of commutative idempotent simple semirings implies the adjointness property and, conversely, the adjointness property implies distributivity of the derived semiring (as shown e.g. in Theorem 2.25 in [1] ).
When studying residuated lattices, we usually ask for some additional conditions that are satisfied by algebras derived from residuated lattices. One of them is the so-called double negation law.
) is said to satisfy the double negation law if it satisfies the identity ¬(¬x) = x.
For example, an MV-algebra is a residuated lattice satisfying the double negation law as well as the so-called divisibility, i.e. the identity x ∧ y ≈ x ⊙ (x → y) (cf. Theorem 2.42 of [1] ).
For the reader's convenience, we recall the definition of an MV-algebra. An MV-algebra is an algebra (L, ⊕, ¬, 0) of type (2, 1, 0) satisfying the following identities:
If one defines
then (L, ∨, ∧, ⊙, →, 0, 1) is a residuated lattice.
As pointed out in Theorem 8, if S = (S, +, ·, 0, 1) is a commutative idempotent simple semiring then (S, +, 0, 1) is a bounded join-semilattice. Let again denote the induced order by ≤ and assume that every subset of S has a supremum with respect to ≤. Then (S, ≤) is a complete lattice and we can define a unary operation n on S as follows:
The following result is an easy consequence of the definition of n.
Lemma 12. If S = (S, +, ·, 0, 1) is a commutative idempotent simple completely distributive semiring and a ∈ S then a · n(a) = 0 and a ≤ n(n(a)).
Proof. We have a · n(a) = a · In what follows, we provide a correspondence between complete residuated lattices satisfying the double negation law and a certain class of semirings. Contrary to Theorem 8 we do not need complete distributivity in this case.
Definition 13. A DNL-semiring (double negation law semiring) is a commutative idempotent simple semiring S = (S, +, ·, 0, 1) such that (S, +) is a complete join-semilattice and the following identities are satisfied for the function n defined by (1):
We are now able to prove the following result:
Theorem 14. Let S = (S, +, ·, 0, 1) be a DNL-semiring and put
is a complete residuated lattice satisfying the double negation law.
Proof. Let a, b, c ∈ S. Since S = (S, +, ·, 0, 1) is a DNL-semiring, (S, ·, 1) is a commutative monoid and (S, ≤) a complete lattice with smallest element 0 and greatest element 1. Here ≤ denotes the induced order of S. First of all we have to show that n(n(x) + n(y)) is the infimum of x and y with respect to ≤. According to (i) of Definition 13, n is an
since according to Lemma 6 we have for all y ∈ S that b · y = 0 implies a · y = 0. Since n is an involution we have a ≤ b if and only if n(b) ≤ n(a), i.e., n is an order isomorphism from (S, ≤) to (S, ≥). Let x ∧ y denote the infimum of x and y with respect to ≤. Then n(x ∧ y) = n(x) + n(y) and hence x ∧ y = n(n(x) + n(y)). Next we want to prove the double negation law. Put ¬a := a → 0.
and according to (i) of Definition 13 we have ¬(¬a) = a proving the double negation law. Finally, we need to prove the adjointness property. If a ≤ b then according to (iii) of Definition 13 we have
The first equality holds according to the definition of →. Conversely, if a → b = 1 then n(a · n(b)) = 1 and according to (ii) of Definition 13 Using this equivalence and (i) of Definition 13 we see that the following are equivalent:
This shows the adjointness property. Altogether, L(S) = (S, +, ∧, ·, →, 0, 1) is a complete residuated lattice satisfying the double negation law.
is a DNL-semiring.
Proof. Let a, b, c ∈ L. According to Theorem 4, S(L) is a commutative idempotent simple semiring. According to Theorem 2.40 in [1] , a → b = ¬(a ⊙ ¬b) since L satisfies the double negation law. Hence, according to Theorem 2.17 in [1] we have
Thus n(n(a)) = ¬(¬a) = a proving (i) of Definition 13. According to Theorem 2.18 in [1] , every residuated lattice satisfies the following identities:
Identity (a) can be rewritten as
which is (ii) of Definition 13. Moreover, identity (b) can be rewritten as
Thus, according to the double negation law
which is (iii) of Definition 13. Hence S(L) is a DNL-semiring.
We can prove that the correspondence described in the last two theorems is one-to-one.
Theorem 16.
Proof. Proof. Let a, b ∈ L. According to Theorem 2.17 in [1] we have a ⊙ b ≤ a ∧ b. Since the operation ⊙ is monotone (Theorem 2.23 in [1] ) and a ∧ b ≤ a and a ∧ b ≤ b, using idempotency we infer
proving that ∧ and ⊙ coincide. According to distributivity ((iii) of Definition 1 and Theorem 4) we obtain that S(L) is a bounded distributive lattice. The converse assertion is trivial.
Corollary 18. If L additionally satisfies the double negation law then L is idempotent if and only if S(L) is a Boolean algebra.
Proof. This follows from the previous proof, from (iv) and (vi) of Lemma 3 and from the double negation law. 
