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Abstract—Low-latency communication is currently attracting
significant attention due to the emergence of mission-critical
Internet of Things (IoT) applications and content-centric services.
A deep understanding of the delay performance is essential for
efficient wireless system design and end-to-end latency guaran-
tees. In this paper, we investigate the network-layer performance
of physical layer multi-antenna multicasting, i.e., when the same
data is simultaneously conveyed to multiple users. We provide
a statistical characterization of the service process in terms
of its Mellin transform and derive probabilistic delay bounds
using tools from stochastic network calculus. Furthermore, using
extreme value theory, we characterize the service process for very
large number of users and derive scaling laws as the number of
antennas and/or users is taken to infinity. Our results can be used
for system dimensioning to guarantee the delay requirements in
wireless multicast networks.
Index Terms—Physical layer multicasting, delay performance,
stochastic network calculus, extreme value theory, IoT, URLLC.
I. INTRODUCTION
The unprecedented data traffic growth over the last decade
has radically transformed the wireless ecosystem. Two major
trends related to traffic consumption could be identified. First,
the largest amount of data traffic over the network requires
high bandwidth and contains rich multimedia services, in-
cluding video/audio streaming, cell broadcasting, and mobile
television. Second, the same digital content is often requested
simultaneously by or is of interest to a group of users, e.g.,
broadcasting of sporting events, popular videos, live shows,
headline news, satellite broadcast, etc. Several standards, such
as 3GPP eMBMS (evolved Multimedia Broadcast Multicast
Services) [1] and DVB-H (Digital Video Broadcasting -
Handheld) [2], have been introduced as a means to support
efficient massive content delivery and multicast applications.
Among the various transmission techniques that serve those
objectives, physical layer multicasting (PLM) stands as a key
enabler. The simplest scenario of PLM consists of a transmitter
conveying a common message to a group of receivers, while
more complex scenarios involve simultaneous transmissions
of distinct messages to multiple multicast groups.
Fifth generation (5G), the next generation mobile communi-
cation system, aims to support a broader spectrum of use cases
than just mobile broadband. 5G envisions to provide wire-
less connectivity for massive machine-type communications
(mMTC) and to support ultra-reliable, low latency commu-
nication (URLLC) for mission-critical services. Physical layer
multicasting is envisaged to play a significant role in providing
quality of service (QoS) in emerging 5G networks, especially
with the anticipated integration of satellite communications
in 5G terrestrial networks. Many mission-critical Internet of
Things (IoT) applications and content-centric services can
benefit from multicasting and its content diversity capabilities.
PLM can also be used in edge caching, bringing content closer
to the user in order to achieve the 5G low latency requirement.
Prior work on PLM has mainly focused on its capacity limits
[3], [4] and on beamforming techniques [5]–[7].
In this paper, we investigate the delay performance of physi-
cal layer multicasting in multiuser multiple-input single-output
(MISO) downlink channels. We consider a low-complexity
technique that does not require channel state information
(CSI) at the transmitter and transmits using a spatially white
covariance. We provide a statistical characterization of the
service process in terms of its Mellin transform and derive
bounds on the delay violation probability using tools from
stochastic network calculus [8]–[10]. Furthermore, using ex-
treme value theory, we characterize the service process for
increasing number of users and provide scaling laws as the
number of antennas and/or users is taken to infinity. The
analytical expressions based on the exact and the asymptotic
distribution of the instantaneous channel gain quantify the
effect of transmit power, number of transmit antennas and
users on the delay distribution of physical layer multicasting.
II. SYSTEM MODEL
We consider multicast data transmissions, i.e., a point-to-
multipoint communication channel where the base station (BS)
broadcasts common messages to all active users. The BS is
equipped withM antennas and servesK single-antenna users.
A. Signal model
We consider a flat-fading channel and assume that time
is divided into equally sized time slots. The discrete-time
complex baseband signal received by user k at slot i is given
by
yk,i = hk,ixi + zk,i, k = 1, . . . ,K (1)
where hk,i ∈ C1×M is the channel between the transmitter
and k-th user at slot i, xi ∈ CM×1 is the transmitted
signal with E[xHx] ≤ 1, and zk,i is zero-mean circularly
symmetric complex Gaussian additive noise with variance
of 1/P . We assume a Rayleigh block fading model, thus
hk,i ∼ CN (0, IM ).
We focus on low-complexity transmission techniques with
no CSI at the transmitter and perfect CSI at the receiver. For
that, a spatially white transmit covariance Qi , E[xix
H
i ] =
1
M IM is employed, fixed over all channel realizations and
slots. Therefore, the instantaneous signal-to-noise ratio (SNR)
for user k in the i-th slot is given by γk,i = ρ‖hk,i‖2, where
ρ = P/M .
B. Traffic Model
The analysis follows a system-theoretic stochastic network
calculus approach as in [9], which involves a queueing system
with stochastic arrival and departure processes described by
bivariate stochastic processes A(τ, t) andD(τ, t), respectively.
We consider a fluid-flow traffic model and the system starts
with empty queues at t = 0.
The cumulative arrival and departure processes for any 0 ≤
τ ≤ t during time interval [τ, t) are defined respectively as
A(τ, t) =
t−1∑
i=τ
ai, D(τ, t) =
t−1∑
i=τ
di (2)
where ai models the number of bits that arrives at the
queue at time instant i and di describes the number of bits
that arrives successfully at the destination. For a successful
transmission, the service process Ci should be less or equal
to the instantaneous achievable rate. In case of transmission
errors, the service is considered to be zero as no data is
removed from the queue.
For lossless first-in first-out (FIFO) queueing systems, the
delay ∆(t) at time t, i.e., the number of slots it takes for
an information bit arriving at time t to be received at the
destination, is defined as
∆(t) = inf{u ≥ 0 : A(0, t)/D(0, t+ u) ≤ 1}. (3)
The delay violation probability is given by
Λ(w, t) = sup
t≥0
P [∆(t) > w] . (4)
C. Service Process
Assuming Gaussian codebooks and ideal link adaptation,
the instantaneous transmission rate Ci at time instant i is
equal to Ci = N log(1 + γi) nats/s, where N is the number
of transmitted symbols per time slot (bandwidth) and γi
is the instantaneous SNR using multicasting. For exposition
convenience, the rate is expressed with the natural logarithm.
The service process (or cumulative capacity) through period
[τ, t) is defined as
S(τ, t) ,
t−1∑
i=τ
Ci =
t−1∑
i=τ
N log(1 + γi). (5)
III. DELAY PERFORMANCE: EXACT ANALYSIS
In this section, we provide a statistical characterization of
the arrival and service processes in terms of their Mellin
transforms as a means to obtain bounds on the delay violation
probability. For fading channels, it is more convenient to map
and analyze these processes into a transfer domain, referred
to as exponential or SNR domain [9].
First, we convert the cumulative processes from the bit
domain to the SNR domain through the exponential function.
The corresponding processes, denoted by calligraphic letters,
are
A(τ, t) = eA(τ,t), D(τ, t) = eD(τ,t), S(τ, t) = eS(τ,t).
An upper bound on the delay violation probability can be
computed as [9]
pv(w) = inf
s>0
{K(s,−w)} ≥ Λ(w) (6)
where K(s,−w) is the so-called steady-state kernel, defined
as
K(s,−w) = lim
t→∞
t∑
u=0
MA(1+s, u, t)MS(1−s, u, t+w) (7)
where MX (s, τ, t) = MX(τ,t)(s) = E
[X s−1(τ, t)] denotes
the Mellin transform of a nonnegative random variable for
any s ∈ C for which the expectation exists.
A. Mellin transform of arrival and service processes
Assuming that A(τ, t) has stationary and independent in-
crements, the Mellin transform becomes independent of the
time instance, as follows
MA(s, τ, t) = E

(t−1∏
i=τ
eai
)s−1
= E
[
ea(s−1)
]t−τ
=Mα(s)t−τ (8)
where we have defined α = ea. We consider the traffic class
of (z(s), λ(s))-bounded arrivals, whose moment generating
function in the bit domain is bounded by [8]
1
s
logE[esA(τ,t)] ≤ λ(s) · (t− τ) + z(s) (9)
for some s > 0. Here we consider the case where λ is
independent of s and z(s) = 0, thus we have
Mα(s) = eλ(s−1). (10)
Since Ci is i.i.d., the Mellin transform of the cumulative
service process with g(γi) = 1 + γi is
MS(s, τ, t) = E


(
t−1∏
i=τ
g(γi)
N
)s−1
= E
[
g(γ)N(s−1)
]t−τ
= Mg(γ) (1 +N(s− 1))t−τ . (11)
B. Delay Bound
Plugging (10) and (11) into (7) and following [9], the
steady-state kernel can be finally rewritten as
K(s,−w) =
(Mg(γ)(1−Ns))w
1−Mα(1 + s)Mg(γ)(1−Ns) , (12)
for any s > 0 under the stability condition Mα(1 +
s)Mg(γ)(1 − Ns) < 1. The delay bound (6) thus reduces
to
pv(w) = inf
s>0
{ (Mg(γ)(1−Ns))w
1−Mα(1 + s)Mg(γ)(1 −Ns)
}
. (13)
C. Service for Physical Layer Multicasting
In this section, we derive exact closed-form expressions for
the steady-state kernel K(s,−w) of multi-antenna multicast-
ing. For that, we need to derive the Mellin transform of g(γ),
which is a function of the instantaneous SNR. For exposition
convenience, we set N = 1 and we drop the time subindex
since SNRs are independent and ergodic.
Since the common message should be decoded by all
K users, the instantaneous rate should not exceed the rate
achievable by the weakest user. Therefore, the instantaneous
SNR of the system is given by γi = ρ min
1≤k≤K
‖hk‖2, where
Xk , ‖hk‖2 ∼ χ22M follows a chi-squared distribution with
2M degrees of freedom. The CDF of X(1) , min
1≤k≤K
Xk is
FX(1)(x) = 1− (1− FX(x))K = 1−
(
Γ(M,x)
Γ(M)
)K
(14)
where Γ(a, x) =
∫∞
x
ta−1e−t dt and Γ(a) = Γ(a, 0) is the
upper incomplete and complete gamma function, respectively.
The Mellin transform of g(γ) is given by
Mg(γ)(s) = E
[
g(γ)s−1
]
=
∫ ∞
0
(1 + ρx)s−1dFX(1) (x). (15)
Using (14) and the multinomial theorem, and after some
algebraic manipulations, we obtain the following result.
Theorem 1. For physical layer MISO multicasting, we have
Mg(γ)(s) = 1 + (s− 1)
∑
k1+...+kM=K
ϕΓ(1 + ϑ)
ρϑ
× Ψ(ϑ+ 1;ϑ+ s;K/ρ), for s < 1 (16)
where Ψ(a; b; z) is the confluent hypergeometric function of
the second kind (also called Tricomi’s confluent hypergeomet-
ric function [11, Eq. 13.2.5] and denoted by U(a, b, z)),
ϕ =
(
K
k1,k2,...,kM
)
∏M−1
n=0 (n!)
kn+1
and ϑ =
∑M−1
ℓ=0 ℓ · kℓ+1.
The above expression is quite complex and cumbersome
to evaluate. The following lemma provides easily computable
bounds using Alzer’s inequality [12].
Lemma 1. The Mellin transform of g(γ) can be bounded as
1 + (s− 1)B(s, b) ≤Mg(γ)(s) ≤ 1 + (s− 1)B(s, 1) (17)
where b = [Γ(1 +M)]−1/M and
B(s, β) = ∑Kk=0∑kMj=0 (Kk )(kMj )(−1)k+je jβρ ( jβρ )1−s
× Γ
(
s− 1, jβ
ρ
)
.
The above expressions and bounds provide a relatively
accurate characterization of the service process and can easily
be evaluated numerically. However, the quasi closed-form
expressions are rather involved; they do not provide any
insight on how the number of antennas and users affects the
delay violation probability and its scaling. For that, we take a
different approach and investigate the asymptotic behavior of
the service process (and of its Mellin transform).
Remark 1. The above analysis allows us to directly obtain
the effective capacity R(θ) [13], i.e., the maximum constant
arrival rate supported by the service process while satisfying
statistical QoS requirements specified by the QoS exponent θ,
by noticing that
R(θ) = −1
θ
logMg(γ)(1 − θ), θ > 0. (18)
IV. DELAY PERFORMANCE: ASYMPTOTIC ANALYSIS
In this section, we characterize the service process whenM
is fixed, and K is going to infinity. The first step is to find
the asymptotic (limiting) distribution of the minimum SNR,
which can be used to approximate its exact distribution.
A. Asymptotic Distribution
We recall that the CDF of X(1) is
LK(x) = P[X(1) ≤ x] = 1− (1− FX(x))K . (19)
From Fisher-Tippett-Gnedenko theorem [14], FX(x) be-
longs to the minimal domain of attraction of L(x) if for at
least one pair of sequences of real numbers cK and dK > 0
it holds
lim
K→∞
LK(cK + dKx) = lim
K→∞
1− (1− FX(cK + dKx))K
= L(x), ∀x. (20)
Calculating the below necessary and sufficient condition
lim
ǫ→0
F−1X (ǫ)− F−1X (2ǫ)
F−1X (2ǫ)− F−1X (4ǫ)
= 2−κ, (21)
we have that the shape parameter of the associated limit
distribution κ > 0, which implies that FX(x) belongs to the
Weibull minimal domain of attraction. In other words, the CDF
of X(1) converges to the scaled and translated Weibull CDF,
denoted by W (x), for sequences {cK} and {dK > 0}, i.e.,
FX(1)(u) = W
(
u− cK
dK
)
→ 1− exp
(
−
(
u− cK
dK
)κ)
, u ≥ cK .
The location constant cK is related to the lower end of the CDF
FX(x) and is given as cK = v(F ) = inf{x|FX(x) > 0} = 0,
∀K since the chi-squared distribution is supported on [0,∞).
The shape parameter κ can be alternatively calculated as
[15]
lim
t→∞
FX(v(F )− 1/tx)
FX(v(F )− 1/t) = x
−κ (22)
where evaluating the limit with v(F ) = 0 gives κ =M .
The scale parameter is given by dK = F
−1
X (1/K)−v(F ) =
F−1X (1/K). Otherwise stated, we need to find z such that
FX(z) = 1/K . Since 1/K approaches a very small value as
K → ∞, z should be very small as well. So, approximating
FX(x) with its Taylor expansion and keeping only the first
term of the series, we have
dK =
1
M
[
M !
K
]1/M
. (23)
Therefore, the limiting distribution of X(1) is
FX(1)(cK + dKx) = P(X(1) < dKx)
K→∞−→ 1− e−xM . (24)
The support of the asymptotic distribution is
SL =
{
u ∈ [0, 1] :
(
1− dK(log 1
ǫ
)
1
M
)
≤ u
≤
(
1− dK(log 1
1− ǫ )
1
M
)}
where ǫ > 0 is a very small number.
To quantify the accuracy of using the limit distribution for
moderate number of users, we need to find a bound on the
approximation/replacement error. We can show that P(X(1) <
dKx) < 1− e−xM and that the speed of convergence is faster
than Θ(K−1/M ). Using elementary results from [16] and after
some algebraic manipulations, we have that
∣∣∣P(X(1) < dKx)− (1− e−xM )∣∣∣ < e−xMxM+1
(
M !
K
) 1
M
.
Replacing the exact distribution by its asymptotic distribu-
tion, the Mellin transform of the service process for increasing
K is given by
Masg(γ)(s) = 1 + (s− 1)
∫ ∞
0
(1 + ρx)s−2e−(x/dK)
M
dx. (25)
B. Scaling results
We present here results on the order growth of the service
process whenM and/orK is taken to infinity. The easiest way
is to derive an upper bound on the Mellin transform (using
Jensen’s inequality) and show that it is asymptotically tight.
Theorem 2. Let {Xk} be positive random variables with finite
mean and variance, and
|cK|
dK
→∞, then as K →∞
f(E[(X(1)])− E[f(X(1))]→ 0 (26)
where f(x) = g(x)s−1.
The above convergence result implies that in order to calcu-
late the Mellin transform of the service process, it is sufficient
to evaluate the asymptotic mean of the minimum SNR. Note
that the mean and the variance of Weibull distribution is given
by E[W ] = dKΓ(1+1/M) and Var[W ] = d
2
K(Γ(1+2/M)−
Γ2(1 + 1/M)), respectively.
1) Finite M , Increasing K: For MISO multicasting, as the
number of users grows large, we have
lim
K→∞
Masg(γ)(s)→
(
1 + ρ
(
M !
K
) 1
M
)s−1
≈ O(K− 1M ). (27)
2) Finite K , Increasing M : For MISO multicasting, as the
number of antennas grows large, we have
lim
M→∞
Masg(γ)(s)→ (1 + P )s−1 ≈ O(1). (28)
3) Increasing M and K: We consider now the case where
both the number of users and transmit antennas increase while
maintaining a linear constant δ = K/M > 0. For ℓ ∈ (0, 1)
and using Chebyshev’s inequality and the fact that ‖hk,i‖2/M
has mean 1 and variance 1/2M , we have
P(X(1) ≥Mℓ) ≥
(
1− 1
2M(1− ℓ)2
)K
→ e− δ2(1−ℓ)2 . (29)
The Mellin transform can be lower bounded as follows
Mg(γ)(s) ≥ P(X(1) ≥Mℓ)(1 + Pℓ)s−1 (30)
→ e− δ2(1−ℓ)2 (1 + Pℓ)s−1 > 0. (31)
Note that the service process is upper bounded by the
multicast capacity (with perfect CSI), in which case the
following upper bound on the Mellin transform can be found
Mg(γ)(s) ≤ (1 + P (1 +
√
δ)2)s−1 ≈ O(1). (32)
V. SIMULATION RESULTS
In this section, we validate our delay performance analysis
using simulations. The duration of a slot is set to 2 ms and
the blocklength is N = 100 symbols per slot.
In Figure 1, we compare the analytical expression on the
delay violation probability and its lower bound with the
simulated delay performance. We observe that the analytical
expression curve follow quite well the trend of the simulated
one, having a difference of about two slots. Furthermore, the
proposed bound on Mg(γ) given in (17) has a smaller gap
compared to the simulated performance.
In Figure 2, we study the effect of the number of transmit
antennas on the delay performance. Interestingly, for the
scenario considered here, adding one antenna leads to a drastic
drop of the delay violation probability.
Finally, in Figure 3, we assess the effectiveness of our
asymptotic analysis for charactering the delay violation prob-
ability. It can be seen that the asymptotic expression on
Mg(γ) provides satisfactory results even for moderate number
of users. Moreover, the horizontal offset between the curve
corresponding to the asymptotic delay violation probability
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Figure 1. Delay violation probability and associated bounds as a function of
the target delay for different arrival rates, M = 5, K = 10, and P = 10 dB.
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Figure 2. Delay violation probability vs. number of antennas for P = 10
dB, arrival rate λ = 100 kbps, and ω = 3 slots.
and that of the non-asymptotic expression is of the order of
one slot.
VI. CONCLUSIONS
In this work, we investigated the queueing performance
of physical layer MISO multicasting under statistical delay
constraints. Using stochastic networks calculus, we derived
a statistical characterization of the multicast service process
and provided tight bounds on the delay violation probability.
Furthermore, using extreme value theory, we characterized the
service process for increasing number of users and provided
scaling laws as the number of antennas and/or users is taken
to infinity. Our analytical results indicate how the number
of antennas, the number of users, and the transmit SNR
may affect the delay violation probability in different system
operating regimes.
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Figure 3. Delay violation probability as a function of the target delay using
the asymptotic distribution for M = 10, P = 1 dB, and λ = 7.2 kbps.
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