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For Liénard systems x˙ = y, y˙ = − fm(x)y− gn(x) with fm and gn real polynomials of degree
m and n respectively, in [H. Zoladek, Algebraic invariant curves for the Liénard equation,
Trans. Amer. Math. Soc. 350 (1998) 1681–1701] the author showed that if m  3 and
m + 1 < n < 2m there always exist Liénard systems which have a hyperelliptic limit cycle.
Llibre and Zhang [J. Llibre, Xiang Zhang, On the algebraic limit cycles of Liénard systems,
Nonlinearity 21 (2008) 2011–2022] proved that the Liénard systems with m = 3 and n = 5
have no hyperelliptic limit cycles and that there exist Liénard systems with m = 4 and
5 < n < 8 which do have hyperelliptic limit cycles. So, it is still an open problem to
characterize the Liénard systems which have an algebraic limit cycle in cases m > 4 and
m + 1 < n < 2m. In this paper we will prove that there exist Liénard systems with m = 5
and m + 1 < n < 2m which have hyperelliptic limit cycles.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and statement of the main results
For a real planar polynomial differential system of degree n
x˙ = P (x, y), y˙ = Q (x, y), (1.1)
where P and Q are real polynomials in the variables x and y with n = max{deg P ,deg Q }. A limit cycle of system (1.1) is
an isolated periodic orbits inside the set of all periodic orbits of the system, see for instance [27,31].
Let C[x, y] be the ring of polynomials in the variables x and y with complex coeﬃcients. For F (x, y) ∈ C[x, y], we say
that F (x, y) = 0 is an invariant algebraic curve of degree m of system (1.1) if deg F = m and there exists K (x, y) ∈ C[x, y]
such that
P (x, y)
∂ F (x, y)
∂x
+ Q (x, y) ∂ F (x, y)
∂ y
= K (x, y)F (x, y).
We call K (x, y) the cofactor of F (x, y). An algebraic limit cycle of degree m of system (1.1) is a limit cycle of (1.1) which is
contained in an invariant algebraic curve of degree m of the system.
In this paper we consider the Liénard polynomial differential system
x˙ = y, y˙ = − fm(x)y − gn(x), (1.2)
where the dot denotes the derivative of the functions with respect to the time t , and fm and gn are real polynomials of
degrees m and n in x, respectively. We call system (1.2) Liénard polynomial differential system of type (m,n) (in short, Liénard
system of type (m,n)).
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28,31] and the references therein). In this paper we mainly concern the algebraic limit cycles of the Liénard system (1.2).
A planar algebraic curve is hyperelliptic if it is of the form
F (x, y) := (y + P (x))2 − Q (x) = 0, (1.3)
where P (x) and Q (x) are real polynomials. If F (x, y) = 0 deﬁned in (1.3) is an invariant algebraic curve of system (1.2),
then it is called a hyperelliptic invariant curve. It is necessary that for a hyperelliptic invariant curve (1.3), P (x) should have
degree m + 1, and fm and gn satisfy














for a proof see [32]. If a limit cycle is contained in a hyperelliptic invariant curve, then it is called a hyperelliptic limit cycle,
see for instance [1,5,11,22].
In 1964 Wilson [26] constructed the following Liénard system
f2(x) = μ
(
x2 − 1), g5(x) = μ2x3(x2 − 4)/16+ x, 0 < |μ| < 2,
of type (2,5), which has a hyperelliptic limit cycle contained in the hyperelliptic invariant curve [y + μx(x2 − 4)]2 +
x2 − 4 = 0. Odani [24] in 1995 proved that for m  n the Liénard polynomial differential system (1.2) has no invariant
algebraic curves, and consequently has no algebraic limit cycles. As a corollary of his result, the limit cycle (if exists) of the
van de Pol equation is not algebraic. Zoladek [32] in 1998 stated that for m > 1 and n > m + 1, and (m,n) = (2,4) there
exist Liénard systems of type (m,n) having hyperelliptic limit cycles (see Theorem 1(c) of [32] and its proof). For the other
cases Zoladek [32] in 1998 and Chavarriga et al. [4] in 2006 proved that the Liénard systems of type (0,n), or (1,n), or
(2,4), or (m,m + 1) have no algebraic limit cycles.
Recently Llibre and Zhang [22] in 2008 proved that for m = 3 and n = 5 the Liénard systems (1.2) have no hyperelliptic
limit cycles and that for m = 4 and n = 5 or 6 or 7 there do exist Liénard systems which have hyperelliptic limit cycles.
So it is still an open problem to characterize the Liénard systems with m  5 and m + 1 < n < 2m which have an algebraic limit
cycle.
In this paper we will study the Liénard systems with m = 5 and m + 1 < n < 2m. The main results are the following
Theorem 1.1. There exist Liénard systems (1.2) of type (5,n) with n = 7,8,9 which have hyperelliptic limit cycles.
Theorem 1.1 solves the open problem for m = 5. Its proof will be given in Section 2, where we present concrete examples
of Liénard systems of form (1.2) which have hyperelliptic limit cycles. Our results present a good step in understanding
algebraic limit cycles of the polynomial Liénard differential systems.
In [29] the author gives a complete classiﬁcation of Liénard systems (1.2) of types (5,7), (5,8) and (5,9) which can have
a hyperelliptic limit cycles. The complete classiﬁcation consists of 80 different choices of the pairs of (P (x), Q (x)). Since
the list is tedious and their proof is similar to that of Theorem 1.1, and so we do not present them here. Recall that for
m = 4 Theorem 3 of [22] showed that there are only 4 different choices of Q (x) for which the Liénard system (1.2) can
have hyperelliptic limit cycle. This means that increasing the values of m it rapidly increases the diﬃculty for solving the
problem on the characterization of the Liénard systems (1.2) having a hyperelliptic limit cycle.
After we ﬁnish the case m = 5, we try to concern the open problem for m > 5. But we realize that the computation
via our method is too complicated to be done. So, to solve the open problem for m > 5 there should be some new ideas
involved. So the following problem still remains open.
Open problem 1. Does the Liénard systems (1.2) with m > 5 and m + 1 < n < 2m have an algebraic limit cycle?
Associated with algebraic limit cycles of Liénard systems (1.2), the study on the existence and number of algebraic limit
cycles of more general systems (1.1) can be traced back to 60 years ago. These last years it becomes a special interest,
including the Liénard systems. In [17,18] Llibre et al. had studied the upper bound of algebraic limit cycles under some
special conditions. Cao and Jiang [1] investigated the relation between the existence of ﬁrst integrals and algebraic limit
cycles. In [23] Llibre and Zhao provided polynomial differential systems with algebraic limit cycles. For the coexistence of
algebraic and non-algebraic limit cycles, Sáez and Szántó [25] showed the phenomena existing in the Kukles systems, and
Giné and Grau [12] also veriﬁed this phenomena for Riccati equations. For quadratic differential systems, Llibre and Swirszcz
in [19] provided a classiﬁcation of these systems having an algebraic limit cycle, and in [20] they studied a relation between
limit cycles and algebraic limit cycles of quadratic systems. Chavarriga et al. [2] proved that algebraic limit cycles of quadratic
systems have only non-nested conﬁguration. Chavarriga et al. [3] showed that quadratic systems having an algebraic limit
cycle of degree 2 or 4 is not Liouvillian integrable. In [7,10] they showed the existence of polynomial differential systems
which cannot have algebraic limit cycles.
Inside the study of algebraic limit cycles of systems (1.1) there appeared some diﬃcult open problems, see [16]. For
general polynomial differential systems we have:
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degree n could have?
This problem was called the Hilbert 16th problem on algebraic limit cycles, see [17]. It was solved by Llibre et al. in [17]
in the generic case, and it was solved by Zhang [30] in either the nodal case or the non-dicritical case. For other cases the
problem remains open.
For quadratic polynomial differential systems, the following problems remain open until now (for more background on
algebraic limit cycles of quadratic systems, see [16]).
Open problem3. Related with the algebraic limit cycles of quadratic polynomial vector ﬁelds, the following questions remain
open.
• What is the maximum degree of an algebraic limit cycle of a quadratic polynomial vector ﬁeld?
• Is 1 the maximum number of algebraic limit cycles that a quadratic system can have?
For quadratic differential systems there appears the following
Conjecture. If a quadratic polynomial differential system has an invariant algebraic curve, then it has at most one limit cycle.
The above open problems and conjecture are the further direction for future work. The rest of this paper is to prove our
main result.
2. Proof of Theorem 1.1
For proving the theorem, we need some preliminary deﬁnitions and notations. A period annulus of a planar polynomial
vector ﬁeld is an annulus which is fulﬁlled of periodic orbits of the vector ﬁeld. A maximum period annulus is a period
annulus which cannot be contained inside any other period annulus. The following result will be used in the proof of
Theorem 1.1 (see e.g. [27]).
Lemma 2.1. If a planar analytic vector ﬁeld has a maximum period annulus, then both of its outer and inner boundaries must contain
singularities of the vector ﬁeld.
Proof of Theorem 1.1. Since we want to prove the existence of hyperelliptic limit cycles of Liénard system (1.2), we ﬁrst try
to ﬁnd the conditions under which the hyperelliptic curve (1.3) is invariant under the ﬂow of systems (1.2).
In order for the hyperelliptic curve (1.3) to be invariant under the ﬂow of the Liénard systems (1.2) of type (5,n) with
6 < n < 10, the polynomial P (x) should have degree 6. Without loss of generality we assume that the real polynomial P (x)
has the form
P (x) = a(x− r1)(x− r2)(x− r3)(x− r4)(x− r5)(x− r6), (2.1)
where a is a nonzero real constant, ri ’s are real or complex numbers for i = 1, . . . ,6, and ri and r j for i = j may be equal.
We mention that since P (x) is real, if a complex number ri is a root of P (x), then its conjugate ri is also a root of P (x).
From expression (1.4) the polynomial Q (x) should have the form
Q (x) = b(x− r1)n1(x− r2)n2(x− r3)n3(x− r4)n4(x− r5)n5(x− r6)n6 , (2.2)
with ni ∈ N ∪ {0} and n1 + n2 + n3 + n4 + n5 + n6 = 12.
Assume that the hyperelliptic curve (1.3) contains a limit cycle of the Liénard system (1.2). Since the singularities of (1.2)
are all located on the x-axis, all limit cycles of (1.2) must intersect the x-axis at two different points, denoted by (s1,0) and
(s2,0). Then s1 and s2 should be real roots of Q (x). If not, we have P (si)2 = Q (si) = 0 for i = 1,2. This implies by (1.4) that
gn(si) = 0, and consequently (si,0) for i = 1,2 are singularities of (1.2). We are in contradiction with the fact that (si,0) for
i = 1,2 belong to the limit cycle, because there cannot have any singularity on a limit cycle.
So if the hyperelliptic curve (1.3) is a hyperelliptic limit cycle of the Liénard system, it must intersect the x-axis. And
its intersection with the x-axis must have the x coordinates being two different roots of Q (x). Since deg(P2 − Q ) 10, we
have b = a2 and the coeﬃcients of x11 in P2 and Q are equal. Without loss of generality we can assume that b = a2 = 1.
Also we have Q (x) > 0.
Set Q (x) = (x − r1)3(x − r2)(x − r3)(x − r4)4(x − r5)3 with r1 < r2 < r3 < r4 < r5, r6 /∈ {r1, r2, r3, r4, r5} and r1 + 2r4 +
r5 − r2 − r3 − 2r6 = 0. Obviously, the hyperelliptic curve contains a branch, denoted by S1, which passes through the points
(r2,0) and (r3,0). Without loss of generality we set r2 = 0 and r3 = 1. Then r1 < 0 < 1 < r4 < r5, and gn(x) = (x − r1)×
(x− r4)(x− r5)E1(x)F1(x)/2 for 6 < n < 10 with
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F1(x) = Q ′/(x− r1)2(x− r4)3(x− r5)2,
where A = 2r6 + r26 − 2r1r4 − r1r5 − 2r4r5 − r24 , B = r1r24 + 2r1r4r5 + r24r5 − r26 , C = −r1r24r5. If A = 0 the Liénard system (1.2)
is of type (5,9); if A = 0 and B = 0 the system is of type (5,8); if A = 0, B = 0 and C = 0 the system is of type (5,7). We
can check that all these cases can be realized.
Since F1(x) = 3x(x − 1)(x − r4)(x − r5) + (x − r1)(x − 1)(x − r4)(x − r5) + (x − r1)x(x − r4)(x − r5) + 4(x − r1)x(x − 1)×
(x − r5) + 3(x − r1)x(x − 1)(x − r4), we get that F1(0) < 0 and F1(1) > 0 and that the system has the singularity (s1,0)
with s1 ∈ (0,1) a zero of F1(x). Also, according to the expression of E1(x), we know that E1(0) > 0 and E1(1) > 0. From
the expression of gn(x), it is easy to check that gn(0) < 0, gn(1) > 0. So we get that the branch S1 is a periodic orbit. As
deg F1 = 4 and F1(r1) > 0, F1(0) < 0, F1(1) > 0, F1(r4) < 0, F1(r5) > 0, we can prove that s1 is the unique zero of F1(x) in
(0,1). Then we get F ′1(s1) > 0. By the condition F1(s1) = 0 we have gn ′(s1) = (s1 − r1)(s1 − r4)(s1 − r5)E1(s1)F ′1(s1)/2 > 0
and f5(s1) = P ′(s1) = s1(s1 −1)[−6s31 + (4r1 +3r4 +4r5 +5r6)s21 − (r1r4 +2r1r5 + r4r5 +4r4r6 +5r1r6 +5r5r6)s1 + (2r4r5r6 +
3r1r5r6 + 2r1r4r6 − r1r4r5)]. No matter in the case A = 0 or in the case A = 0 and B = 0 or in the case A = 0, B = 0 and
C = 0, we can easily prove that there is a large range of values of r1, r4, r5 and r6 for which P ′(s1) = 0 (for example, if
taking r1 = −0.015, r4 = 1.223, r5 = 1.769 and r6 = 1.6, we have P ′(s1) = 0). This proves that for those values of r1, r4, r5, r6
such that P ′(s1) = 0, the singularity (s1,0) is a focus or a node.
We now prove that S1 is a limit cycle for the chosen values of r1, r4, r5, r6. If not, it should be contained in the interior
of a maximum period annulus of the vector ﬁeld. By Lemma 2.1 the inner boundary of the period annulus should contain
the singularity (s1,0). But it is impossible because the singularity is a focus or node. Hence the periodic orbit S1 must be a
limit cycle of the system.
The above proof shows that for the given Q (x), according to the different choice of the parameters ri ’s the associated
Liénard system (1.2) can have the types either (5,7), or (5,8) or (5,9), and in each case the Liénard system can have a
hyperelliptic limit cycle.
At the moment we can ﬁnish the proof of the theorem. Because we have found the Liénard systems (1.2) of type either
(5,7) or (5,8) or (5,9) which can have a hyperelliptic limit cycle. But we want to present two more other cases in which
for the choice of Q (x) the Liénard system can have types either only (5,8) and (5,9), or only (5,9). And in each case the
Liénard system (1.2) can have a hyperelliptic limit cycle.
First we set Q (x) = (x − r1)3(x − r2)(x − r3)(x − r4)5(x − r5)2 with r1 < r2 < r3 < r4 < r5, r6 /∈ {r1, r2, r3, r4, r5} and
r1 + 3r4 − r2 − r3 − 2r6 = 0. The hyperelliptic curve contains a branch, denoted by S2, which passes through the points
(r2,0) and (r3,0). Without loss of generality we set r2 = 0 and r3 = 1. Then r1 < 0 < 1 < r4 < r5, gn(x) = (x − r1)(x − r4)×
(x− r5)E2(x)F2(x)/2 with
E2(x) = Ax2 + Bx+ C, F2(x) = Q ′/(x− r1)2(x− r4)4(x− r5),
where A = 2r6 + r26 − 3r1r4 − 3r24 , B = 3r1r24 + r34 − r26 , C = −r1r34 . Some calculations show that for the suitable choice of the
parameters r1, r4, r5, r6, we can have either A = 0 and B = 0, or A = 0, correspondingly the Liénard system can be of type
either (5,8) or (5,9). But it is not possible being of type (5,7) because A = B = 0 and C = 0 never happen. Otherwise,
using the fact 2r6 = r1 + 3r4 − 1 we get from A = 0 and B = 0 that either r1 = 0 and r4 = 1 or r1 = 1 and r4 = 0. In both
cases we have C = 0. This is in contradiction with r1 < 0 < 1 < r4.
Since F2(0) < 0, F2(1) > 0, E2(0) > 0 and E2(1) > 0, we get that the branch S2 is a periodic orbit and that the system
has singularity (s2,0) with 0 < s2 < 1 where s2 is a zero of F2(x). Moreover we can prove that s2 is the unique zero
of F2(x) in (0,1) and E2(x) > 0 for x ∈ (0,1). From the condition F2(s2) = 0 we get that g′n(s2) = (s2 − r1)(s2 − r4)×
(s2 − r5)E2(s2)F ′2(s2)/2 > 0 and f5(s2) = P ′(s2) = s2(s2 −1)[−6s32 + (4r1 +2r4 +5r5 +7r6)s22 − (3r1r5 + r4r5 +3r4r6 +5r1r6 +
6r5r6)s2 + (2r4r5r6 +4r1r5r6 + r1r4r6 − r1r4r5)]. Either in the case A = 0 or in the case A = 0 and B = 0, we can easily prove
that there are a large range of values of r1, r4, r5 and r6 for which P ′(s2) = 0. So (s2,0) is a focus or a node for the chosen
values of r1, r4, r5 and r6. Moreover working in a similar way to the proof of the last case we get that the periodic orbit S2
is a limit cycle of the system.
Next we set Q (x) = (x− r1)(x− r2)(x− r3)(x− r4)8(x− r5) with r1 < r2 < r3 < r4 < r5, r6 /∈ {r1, r2, r3, r4, r5} and r1 + r2 +
r3 + r5 + 2r6 − 6r4 = 0. The hyperelliptic curve contains a branch, denoted by S3, which passes through the points (r2,0)
and (r3,0). Without loss of generality we set r2 = 0 and r3 = 1. Then r1 < 0 < 1 < r4 < r5, and gn(x) = (x− r4)E3(x)F3(x)/2
with
E3(x) = Ax2 + Bx+ C, F3(x) = Q ′/(x− r4)7,
where A = r1 + r1r5 + 2r1r6 + r5 + 2r6 + 2r5r6 + r26 − 15r24 , B = r1r5 + 2r1r6 + r1r26 + 2r1r5r6 + 2r5r6 + r5r26 + r26 − 20r34 and
C = 2r1r5r6 + r1r26 + r1r5r26 + r5r26 − 15r44 . We claim that for all possible values of r1, r4, r5 and r6 satisfying r1 + 1 + r5 +
2r6 − 6r4 = 0 and r1 < 0 < 1 < r4 < r5, we have A = 0. This shows that the system can only be of type (5,9). We now prove
the claim. If A = 0, since r1 + 1+ r5 + 2r6 − 6r4 = 0, solving these last two equations gives
r1 = 1 (−1+ 6r4 − r5 − 2
√
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r1 = 1
3
(−1+ 6r4 − r5 + 2
√
D ), r6 = 1
3
(−1+ 6r4 − r5 −
√
D ),
where D = −2+ 6r4 − 9r24 − r5 + 6r4r5 − 2r25 . Since 1 < r4 < r5, we have D < 0. This means that r1 and r6 are both complex
numbers, a contradiction with the assumption. The claim follows, and so A = 0.
Since F3(0) < 0, F3(1) > 0, E3(0) < 0 and E3(1) < 0, we get that the branch S3 is a periodic orbit and that the system
has the singularity (s3,0) with 0 < s3 < 1 being a zero of F3(x). Moreover we can prove that s3 is the unique zero of
F3(x) in (0,1) and E3(x) < 0 for x ∈ (0,1). By the condition F3(s3) = 0 we have g′9(s3) = (s3 − r4)E3(s3)F ′3(s3)/2 > 0 and
f5(s3) = P ′(s3) = s3(s3 − 1)(s3 − r1)(s3 − r5)(7r6 − r4 − 6s3) > 0. So (s3,0) is a focus or a node. Moreover, the periodic orbit
S3 is a limit cycle of the system. This completes the proof of theorem. 
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