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Résumé : Dans cette thèse, nous étudions des méthodes de partitionnement de graphe et les appli-
quons au découpage de l’espace aérien, ainsi qu’à d’autres problèmes. L’espace aérien est composé
de volumes limités, appelés secteurs de contrôle, chacun étant sous la responsabilité d’un contrôleur.
Chaque contrôleur est habilité sur un ensemble de secteurs, appelé zone de qualification. Les secteurs
sont également regroupés en centres de contrôle, qui englobent au moins une zone de qualification.
Dans le cadre du ciel unique européen, la Commission européenne a prévu la création de blocs fonc-
tionnels d’espace aérien. La création de ces blocs entre pays européens entraînera probablement un
redécoupage des centres actuels. Cette thèse propose des outils d’aide à la conception d’un nouveau
découpage de l’espace européen en centres et en zones de qualification. À cet effet, plusieurs méthodes
sont étudiées : des méthodes de partitionnement classiques, comme l’expansion de région, le multi-
niveaux ou les algorithmes de type Kernighan-Lin ; des métaheuristiques, comme le recuit simulé, les
algorithmes de colonies de fourmis et les algorithmes évolutionnaires ; et une nouvelle méthode que
nous avons mise au point, la fusion-fission. C’est cette dernière qui permet de trouver les découpages
les plus performants, au sens de la fonction de coût utilisée, pour le découpage de l’espace aérien.
Afin de diversifier ses applications, nous l’avons aussi adaptée à la segmentation d’images et à la
classification de documents. Enfin, la qualité de cette méthode a été éprouvée sur les bancs de tests
classiques du partitionnement de graphe et confrontée aux méthodes concurrentes. Elle a permis de
trouver pour plusieurs problèmes de test des partitions dont le coût est le plus bas obtenu jusqu’à
présent.
Mots clés : Graphe, partition, fusion-fission, contrôle aérien, métaheuristique, multi-niveaux, affinage,
spectrale
Abstract : This thesis studies graph partitioning methods and applies them to airspace partitioning
and other partitioning problems. Each air traffic controller supervises a limited space, called an air
traffic sector. Controllers have qualifications to work only on a set of sectors, called qualification air
zone. Sectors are grouped together into control centers wich include almost one qualification air zone.
The European single sky project intended by the European Commission could involve a new airspace
partitioning into control centers and qualification air zones. In this framework, this thesis proposes
some tools to design the airspace. Classical graph partitioning methods are studied (load-balancing,
region growing and multilevel algorithms), a well as some metaheuristics (simulated annealing, ant
colonies and evolutionary algorithms). A new method is introduced in this thesis : the fusion-fission
method. Compared with the others, this method allows to find the best airspace partitioning for our
objective function. To diversify its applications, the fusion-fission method has also been applied to
image segmentation and documents clustering. Finally, it has been tested on classical benchmarks
and compared with contestant methods. On benchmarks, it finds some new partitions which have the
lowest cut ever found.
Key words : Graph, partition, fusion-fission, airspace control, metaheuristic, multilevel, load balan-
cing, spectral
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Introduction générale
Cette thèse a pour but d’apporter des méthodes et des outils pour le redécoupage de l’espace aérien
européen. Elle s’est effectuée sous la direction de Nicolas Durand, au Laboratoire d’optimisation
globale de la Direction des services de la navigation aérienne (DSNA) et de l’École nationale de
l’aviation civile (ENAC). Le découpage de l’espace aérien se modélise sous la forme d’un problème
de partitionnement de graphe. Nous avons donc cherché à étudier ce domaine qui a été peu abordé
dans notre laboratoire. Ainsi, le sujet s’est progressivement orienté vers l’étude et la recherche de
méthodes de partitionnement. Le découpage de l’espace aérien européen a cependant toujours été
notre problématique centrale.
Plusieurs méthodes sont présentées dans cette thèse : des méthodes de partitionnement classiques,
comme l’expansion de région, le multi-niveaux ou les algorithmes de type Kernighan-Lin ; des mé-
taheuristiques, comme le recuit simulé, les algorithmes de colonies de fourmis et les algorithmes
évolutionnaires ; et une nouvelle méthode que nous avons mise au point, la fusion-fission. Comme
cette dernière a permis de trouver les découpages de l’espace aérien les plus performants, au sens de
la fonction de coût utilisée, nous avons voulu diversifier ses applications. Ainsi, elle a été adaptée à la
segmentation d’images et à la classification de documents. Afin de tester la qualité de cette méthode,
nous l’avons aussi éprouvée sur les bancs de tests classiques du partitionnement de graphe.
La démarche que nous avons suivie au cours de cette thèse nous a influencés dans l’organisation
de ce document. Ainsi, nous étudierons dans un premier temps les méthodes de partitionnement,
puis dans un second temps nous présenterons leur application aux problèmes du trafic aérien, de la
segmentation d’image, de la classification de documents et des bancs de tests classiques.
Le partitionnement
Le mot « partitionnement » est un néologisme correspondant au mot anglais partitioning, qui dé-
signe l’action de créer une partition. La partition est le résultat de la division en parties d’un ensemble.
En mathématiques, une partition d’un ensemble E est une famille de parties de E, disjointes deux à
deux et dont la réunion est l’ensemble E. Tout élément de E appartient donc à une et une seule de ces
parties.
Le partitionnement est utilisé pour résoudre un grand nombre de problèmes d’ingénierie. Les
exemples d’applications du partitionnement sont multiples : l’exploration de données, la conception
de circuits intégrés électroniques, la répartition de charge pour les machines parallèles, la dynamique
des fluides, le calcul matriciel, le trafic aérien, etc.
Créer une partition consiste à répartir un ensemble d’objets en plusieurs sous-ensembles. Dans le
but de répartir les objets dans ces différents sous-ensembles, il peut être utile de pouvoir les comparer
entre eux. Ainsi, chaque objet va être associé à d’autres objets, et les associations résultantes, ou
liens, devront pouvoir être quantifiées. De plus, si l’ensemble des ces objets est fini, ou au moins
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dénombrable, alors toutes les conditions sont réunies pour créer un graphe de ces objets, c’est-à-dire
concrétiser les associations entre objets. Il ne reste plus qu’à construire une partition de ce graphe.
L’objectif du partitionnement d’un ensemble d’objets est en général de répartir ceux-ci en parties ayant
de très forts liens internes et de faibles liens entre les parties. C’est ce que l’on appelle l’objectif du
partitionnement ou fonction objectif. Cette fonction objectif varie selon le problème précis à résoudre.
Le problème du partitionnement de graphe est commun à plusieurs disciplines :
– il fait partie des problèmes de théorie des graphes et par là même des mathématiques discrètes.
Les mathématiques discrètes sont l’étude des structures discrètes, c’est-à-dire des ensembles
finis ou dénombrables ;
– il appartient aussi aux problèmes d’optimisation combinatoire. Un problème d’optimisation
combinatoire consiste à trouver la meilleure solution au sein d’un ensemble discret de solutions ;
– il est résolu grâce aux outils informatiques.
Le partitionnement de graphe se situe donc à cheval entre l’informatique et les mathématiques ap-
pliquées. Les mathématiques discrètes et l’optimisation combinatoire sont liées à la recherche opéra-
tionnelle. La recherche opérationnelle est une discipline transversale qui regroupe les mathématiques
appliquées, l’informatique et les sciences de l’ingénieur. Son but est de résoudre des problèmes de
décision complexes issus du monde réel, en particulier des problèmes d’optimisation. Le partitionne-
ment de graphe est un problème de recherche opérationnelle.
Notre contribution
Notre contribution à l’avancement des connaissances nous paraît s’organiser suivant quatre axes :
– cette thèse présente un état de l’art du partitionnement de graphe. Cette spécialité n’étant pas
présente dans notre laboratoire, il nous a fallu en premier lieu identifier parmi les différentes
méthodes de partitionnement, celles qui concernaient les graphes. Puis nous avons classifié les
méthodes restantes en plusieurs catégories : multi-niveaux, spectrales, expansion de région,
affinage, etc. Enfin, la présentation de cet état de l’art est le fruit d’une analyse critique de ces
méthodes. En plus de l’état de l’art du partitionnement de graphe, cette thèse comporte une
présentation détaillée de trois métaheuristiques : le recuit simulé, les algorithme de colonies de
fourmis et les algorithmes évolutionnaires ;
– plusieurs innovations sont apportées par cette thèse. La principale est la création de la méthode
de fusion-fission et des deux algorithmes de partitionnement de graphe qui en découlent. Ce-
pendant, d’autres nouveaux algorithmes pour le partitionnement de graphe sont aussi proposés :
l’algorithme basé sur la percolation, l’algorithme de répartition de charge utilisant la notion de
gain de Kernighan-Lin, les deux algorithmes de recuit simulé pour le partitionnement, l’algo-
rithme de colonies de fourmis pour le partitionnement, ainsi que les trois algorithmes évolu-
tionnaires pour le partitionnement ;
– nous avons appliqué le partitionnement de graphe à de nombreux problèmes. Parmi ces ap-
plications, la principale est le problème du découpage de l’espace aérien européen. Si cette
dernière a nécessité l’étape de modélisation la plus complexe et la plus longue, toutes ces ap-
plications ont demandé une phase de modélisation importante. Puis a succédé à la modélisation
de ces problèmes, l’étape d’adaptation des méthodes de partitionnement ;
– enfin, des nombreuses évaluations sont présentées dans cette thèse. Celles-ci permettent de
comparer la performance des méthodes, notamment grâce à l’utilisation de bancs de tests clas-
siques ; d’évaluer l’adaptation des méthodes au partitionnement de graphe, en particulier pour
les métaheuristiques ; d’éprouver les modélisations des problèmes traités ; et de vérifier la per-
3formance des nouvelles méthodes proposées.
Ce document s’organise en fonction de ces quatre axes. Une première partie étudie l’état de l’art
du domaine du partitionnement de graphe et les innovations que nous avons apportées. La seconde
partie présente les applications de cette thèse et les évaluations qui en découlent.
Les applications du partitionnement
Le découpage de l’espace aérien européen
Dans les régions de l’espace aérien où le contrôle des aéronefs est assuré, l’espace aérien est
divisé en volumes limités placés sous la responsabilité des contrôleurs aériens. Ces volumes d’espace
sont appelés secteurs de contrôle. Chaque contrôleur est habilité sur un ensemble de secteurs appelé
zone de qualification. Les secteurs sont également regroupés en centres de contrôle qui englobent au
moins une zone de qualification. Dans le cadre du projet de ciel unique européen, la Commission
européenne a prévu la création de blocs fonctionnels d’espace aérien, en anglais Fonctional Airspace
Blocks (FAB). La création de ces blocs entre pays européens entraînera probablement un redécoupage
des centres actuels et a fortiori des zones de qualification.
Le problème du découpage de l’espace aérien s’appuie sur la configuration actuelle des secteurs de
contrôle et des routes aériennes. Le but de ce découpage est d’augmenter la sûreté comme la fluidité du
contrôle aérien. Afin de répondre aux exigences de la Commission européenne concernant la création
des blocs fonctionnels, ce redécoupage doit aussi pouvoir faire abstraction des frontières nationales.
Notre étude consiste à former des centres de contrôle et des zones de qualification à partir de la
connaissance des flux d’avions entre les secteurs. La première application du redécoupage concerne
le ciel aérien français, mais est étendue au projet du FAB d’Europe centrale qui regroupe 6 pays eu-
ropéens : l’Allemagne, les Pays-Bas, la Belgique, le Luxembourg, la Suisse et la France. Afin d’avoir
une vue globale de ce qu’un redécoupage de l’espace pourrait apporter en Europe, le partitionnement
d’une région plus grande a aussi été étudié.
La core area est la région européenne ayant la plus forte densité de trafic. Celle-ci regroupe les
espaces aériens de 11 pays : l’Espagne, l’Italie, la Suisse, l’Autriche, l’Allemagne, la Belgique, le
Luxembourg, les Pays-Bas, le Danemark, la France et le Royaume-Uni. Cette région est constituée de
638 secteurs de contrôle, rassemblés en 31 centres et 50 zones de qualification. La partition du ciel
à créer concerne donc un graphe de taille moyenne, mais pour un nombre de parties déjà significatif,
compte tenu de cette taille. Ce redécoupage nécessite donc des outils de partitionnement de graphe
performants.
Les données européennes qui sont en notre possession sont souvent incomplètes et possèdent de
nombreuses incohérences. Ainsi, malgré tous nos efforts pour les rendre cohérentes, les données qui
sont à la base de notre étude sont loin d’être parfaites. Cependant, les résultats présentés dans cette
thèse concernant le redécoupage de l’espace aérien sont là pour évaluer la performance des algo-
rithmes utilisés, et non pas pour proposer une solution directement applicable à l’échelle européenne.
Le problème du découpage de l’espace aérien qui est présenté dans cette thèse n’a encore jamais
été étudié dans le Laboratoire d’optimisation globale. Le problème qui s’en rapproche le plus est celui
de la sectorisation de l’espace, réalisé par Daniel Delahaye [DEL95]. Le problème de sectorisation
consiste à découper l’espace en secteurs de contrôles. C’est un problème différent de notre sujet, car
dans ce dernier les secteurs de contrôle ne sont pas modifiés, mais pris tels quels et répartis dans
les zones de qualifications. Cependant, il pourrait certainement être très intéressant d’envisager de
conjuguer les deux travaux afin de tester de nouveaux découpages possibles. Une autre étude du
laboratoire, portant sur la construction de trajectoires 3D, réalisée par David Gianazza [GIA04], peut
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aussi être rapprochée de notre sujet. Dans une vision schématique, une première étude permettrait
de construire un réseau de route, une seconde de créer les secteurs correspondant à ce réseau, et la
dernière organiserait les zones de qualification en fonctions des résultats précédents.
Autres applications possibles
La conception de circuits intégrés électroniques
La conception de circuits intégrés électroniques est une tâche de plus en plus complexe, car le
nombre de composants de ces circuits augmente régulièrement. Le problème du partitionnement d’un
circuit intégré est de rassembler les différents éléments d’un circuit en sous-circuits, ou cellules, tels
que le nombre de connexions entre ceux-ci soit minimal. Chaque sous-circuit peut alors être réalisé
indépendamment, ce qui rend la conception et l’intégration du circuit plus rapide.
Ces cellules sont des modules qui remplissent des fonctions prédéfinies et qui possèdent des en-
trées et des sorties. Elles sont connectées entre elles au niveau de leurs entrées-sorties par un « réseau »
(net en anglais). Un circuit électronique est caractérisé par sa liste de cellules et sa liste de connexions
(netlist en anglais).
Un graphe peut être utilisé pour représenter un circuit électronique, bien que la modélisation de
ceux-ci sous forme d’hypergraphes soit plus courante [ALP95a, CON03]. Les cellules représentent les
sommets du graphe, et les connexions ses arêtes. Les applications du partitionnement de graphe à la
conception de circuits intégrés électroniques sont anciennes [KER70, WEI89].
La répartition de charge pour les machines parallèles
La répartition de charge pour les machines parallèles est un problème fondamental du calcul pa-
rallèle. Le but est de répartir correctement les charges de calcul entre les processeurs et de réduire
autant que possible la durée des communications entre les processeurs.
La répartition de charge entre processeurs peut être dynamique ou statique. La répartition statique
est utilisée pour répartir la charge de calcul à l’initialisation. La répartition dynamique répartit la
charge durant la phase de calcul par réajustement progressif. La répartition dynamique est utilisée en
plus de la répartition statique quand les variables du problème changent en cours d’exécution, ce qui
provoque une modification de la charge de calcul.
Un graphe non-orienté permet de modéliser la répartition de charge pour les machines parallèles.
Les sommets du graphe représentent des sous-blocs de calcul, souvent exécutés sur un unique proces-
seur, et les arêtes, la communication nécessaire au déroulement du programme parallèle.
Les problèmes d’ingénierie de grande taille, comme par exemple la résolution de systèmes liné-
aires ou la multiplication de matrices, nécessitent souvent l’utilisation d’une puissance de calcul bien
plus importante que celle que peut fournir un ordinateur classique. La résolution de tels problèmes
requiert un super-calculateur ou encore un cluster d’ordinateurs (« grappe » d’ordinateurs). Dans les
deux cas, un outil de répartition de charge est nécessaire.
La segmentation d’images
La segmentation d’images permet d’isoler les différents objets présents sur une image. Une image
se décompose en une matrice de pixels de couleurs ou de niveaux de gris. À partir de cette matrice
il est possible de créer un graphe de l’image dont les sommets représentent les pixels et les arêtes la
différence d’intensité lumineuse entre les pixels.
5À partir de cette modélisation, la segmentation d’images se transforme en partitionnement de
graphe. Cependant cette modélisation nécessite de trouver une fonction objectif pertinente à minimi-
ser. Celle-ci doit permettre une segmentation visuellement acceptable de l’image. La littérature sur
ce sujet est abondante [WEI99, SHI00, WAN03, FEL04, MAR04, BEN05], mais le partitionnement
de graphe est loin d’être la seule méthode pour résoudre le problème de la segmentation d’images
[SKA94].
La classification
Les outils de classification permettent de trier un ensemble d’objets afin de les regrouper selon
un critère de similitude. La classification nécessite de pouvoir comparer les objets deux à deux. Il est
donc possible de créer un graphe dont chaque objet est un sommet et chaque arête entre deux sommets
évalue la similitude entre eux.
Les problèmes de classification peuvent donc être adaptés au partitionnement de graphe. De
même, les méthodes de partitionnement de graphes peuvent être utilisées pour la classification
[ZHA01, DIN01a, DHI01, DHI05, DHI07]. Il existe cependant beaucoup d’autres techniques pour
résoudre les problèmes de classification [BER02].
Organisation du document
Ce document est découpé en deux grandes parties : la première décrit les méthodes de partition-
nement de graphe que nous avons utilisées et développées pendant cette thèse ; la seconde présente
les problèmes de partitionnement que nous avons cherché à résoudre, et les résultats que nous avons
obtenus en les résolvant.
Cette thèse est composée de sept chapitres qui se présentent comme suit :
Chapitre 1 : ce chapitre commence par quelques rappels de mathématiques et de théorie des graphes.
La description formelle du partitionnement de graphe et de ses objectifs est suivie des présenta-
tions des problèmes de partitionnement contraint et non contraint, ainsi que de certaines notions
générales relatives au partitionnement. Ce chapitre se termine sur la NP-difficulté des différents
problèmes de partitionnement présentés ;
Partie I : méthodes de partitionnement de graphe :
Chapitre 2 : plusieurs méthodes classiques sont présentés dans ce chapitre. En premier, sont
abordées les approches qui se sont montrées infructueuses pour le découpage aérien ; puis
sont décrites les méthodes d’expansion de région, la méthode spectrale, l’algorithme de
Kernighan-Lin et quelques unes de ses nombreuses améliorations, et la méthode multi-
niveaux. Enfin, deux nouveaux algorithmes sont introduits, l’un pour le partitionnement,
l’autre pour la répartition de charge,
Chapitre 3 : dans ce chapitre, trois métaheuristiques sont présentées, le recuit simulé, les al-
gorithmes de colonies de fourmis et les algorithmes évolutionnaires. Pour chacune d’elle,
l’adaptation que nous avons faite de celle-ci au partitionnement de graphe est décrite. Ce
chapitre se termine par un état de l’art des adaptations les plus performantes de métaheuris-
tiques pour le partitionnement de graphe contraint,
Chapitre 4 : la méthode de fusion-fission que nous avons développée y est présentée en quatre
étapes : rappels de physique nucléaire ; bases de la méthode de fusion-fission ; adaptation
au partitionnement non contraint ; adaptation au partitionnement contraint. Le chapitre se
termine par une discussion sur la généralisation de cette méthode ;
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Partie II : découpage de l’espace aérien et autres applications :
Chapitre 5 : ce chapitre présente la problématique du découpage de l’espace aérien européen,
modélise celle-ci sous la forme d’un problème de partitionnement non contraint, puis la
résout au moyen de différentes méthodes présentées dans la première partie, et notamment
de la fusion-fission,
Chapitre 6 : la méthode de fusion-fission est utilisée pour résoudre les problèmes de partition-
nement non contraint que sont la segmentation d’images et la classification de documents,
Chapitre 7 : la méthode de fusion-fission appliquée au partitionnement contraint est comparée
à de nombreuses autres méthodes sur des bancs de tests classiques du partitionnement
contraint.
Le lecteur principalement intéressé par l’application de notre thèse au trafic aérien pourra com-
mencer par lire les trois premières sections du chapitre 5 décrivant le problème du découpage de l’es-
pace aérien, poursuivre par la lecture du chapitre 1 sur la présentation théorique du partitionnement
de graphe, en omettant peut-être la dernière section sur la NP-difficulté du problème, puis continuer
par la lecture des trois premières sections du chapitre 4 sur la méthode de fusion-fission, en faisant le
lien, lorsque le texte le proposera, vers la méthode de percolation de la section 2.7.1. Il pourra alors
retourner à la fin du chapitre 5, dans la section 5.4 présentant les résultats de l’application des mé-
thodes de partitionnement au découpage de l’espace aérien. Enfin, s’il veut avoir un aperçu plus large
des méthodes utilisées et adaptées, il pourra lire le reste de cette thèse dans son ordre natif.
Chapitre 1
Introduction au problème du
partitionnement de graphe
De par l’étendue de ses applications, le partitionnement de graphe se décline en une multitudes
de problèmes. Cependant, nous pouvons les regrouper en deux grandes catégories. La nature d’un
problème du partitionnement de graphe est très différente selon que l’on cherche à obtenir des parties
de tailles très proches ou sans contraintes de taille. Cette constatation est la pierre angulaire de la
différentiation que nous faisons. Ainsi, nous étudierons deux problèmes : dans le cas où les parties
sont de tailles semblables, on parlera de partitionnement contraint ; dans le cas contraire, on parlera
de partitionnement non contraint.
Avant de donner une définition précise de ces deux problèmes, ce chapitre présente quelques
rappels de mathématiques (infra 1.1) et de théorie des graphes (infra 1.2) utilisés dans cette thèse. Ils
seront suivis d’une description formelle du partitionnement de graphe (infra 1.3) et de ses objectifs
(infra 1.4). Puis les deux problèmes de partitionnement seront présentés : le partitionnement contraint
(infra 1.5) et le partitionnement non contraint (infra 1.6). Une avant-dernière section étudiera la NP-
difficulté de ces problèmes de partitionnement (infra 1.8). La dernière section classera les différents
problèmes de partitionnement que nous étudierons en fonction de leur caractère contraint ou non
contraint (infra 1.9).
1.1 Notions mathématiques
Définition 1 (Cardinal d’un ensemble) Soit X un ensemble fini d’éléments. Le cardinal de l’en-
semble X est égal au nombre d’éléments de X , et on le note card(X).
En mathématiques, la partition d’un ensemble S d’objets se définit comme suit :
Définition 2 (Partition) Soit un ensemble S quelconque. Un ensemble P de sous-ensembles de S est
appelé une partition de S si :
1. Aucun élément de P n’est vide ;
2. L’union des éléments de P est égal à S ;
3. Les éléments de P sont deux à deux disjoints.
Les éléments de P sont appelés les parties de la partition P . Le cardinal de la partition P est alors le
nombre de parties de P .
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Comme nous l’avons vu, le problème du partitionnement de graphe fait partie des problèmes
d’optimisation combinatoire, qui est une branche des mathématiques discrètes.
Les mathématiques discrètes sont l’étude des structures mathématiques où la notion de continuité
est absente. Les objets étudiés en mathématiques discrètes sont des ensembles dénombrables. Dans le
cadre des mathématiques discrètes, un ensemble dénombrable peut aussi être appelé ensemble discret.
Nous pouvons maintenant donner une définition formelle de ce qu’est un problème d’optimisation
combinatoire :
Définition 3 (Problème d’optimisation combinatoire) Un problème d’optimisation combinatoire se
définit à partir d’un triplet (E, p, f) tel que :
– E est un ensemble discret appelé espace des solutions (aussi appelé espace de recherche) ;
– p est un prédicat sur E, i.e. une fonction de E dans {vrai, faux} ;
– f : E −→ R associe à tout élément x ∈ E un coût f(x). f est appelée fonction objectif ou
fonction de coût.
p permet de créer un ensemble Ea = {x ∈ E tel que P (x) est vrai}. L’ensemble Ea est appelé
l’ensemble des solutions admissibles du problème.
Il s’agit de trouver l’élément x˜ ∈ Ea qui minimise f :
f(x˜) = min
x∈Ea
f(x) .
Remarque : Le problème d’optimisation combinatoire consistant à chercher un élément maximum au
lieu d’un élément minimum est de même nature puisque :
max
x∈Ea
f(x) = − min
x∈Ea
(−f(x)) .
Les problèmes d’optimisation combinatoire sont en général très coûteux à résoudre de façon op-
timale. C’est en particulier le cas du partitionnement de graphe, dont nous verrons, grâce à la théorie
de la complexité, qu’il est NP-difficile (infra 1.8).
On peut décrire E comme l’ensemble des solutions du problème d’optimisation combinatoire que
l’on cherche à résoudre quand on ne tient pas compte des contraintes de ce problème. Par exemple,
le problème d’optimisation combinatoire, qui vise à trouver une partition des sommets d’un graphe
G = (S,A) en k parties de tailles égales (on choisit k diviseur de card(S)), aura pour ensemble de
solutions E l’ensemble des partitions de S dont le nombre de parties va de un au nombre d’éléments
de S, et dont les parties sont de tailles quelconques. Par contre, l’ensemble des solutions admissibles
du problème, Ea, doit tenir compte des contraintes de celui-ci. Ainsi, dans notre exemple, l’ensemble
Ea sera constitué des partitions de S en k parties de tailles égales.
Définition 4 (Optimum global, optimum local) Soit un problème d’optimisation combinatoire
(E, p, f) et Ea l’ensemble des solutions admissibles du problème induit par p. Soit x˜ ∈ Ea.
– si l’on peut prouver que ∀x ∈ Ea, f(x˜) ≤ f(x), alors on dira que x˜ est l’optimum (minimum)
global du problème ;
– s’il existe un ensemble V ⊂ Ea, contenant x˜, et au moins deux éléments, tel que ∀x ∈ V ,
f(x˜) ≤ f(x), alors on dira que x˜ est un optimum (minimum) local du problème.
L’espace des solutions E dispose d’une « topologie ». Connaître les caractéristiques de celle-ci
est très utile pour comprendre le but du fonctionnement des métaheuristiques (infra 3). Cette topolo-
gie résulte de la notion de proximité entre deux solutions, aussi appelées dans ce cas configurations.
La distance entre deux configurations représente le nombre minimum de modifications élémentaires
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FIG. 1.1 – Paysage énergétique dans le cadre continu d’une fonction de coût pour un espace des
solutions à une dimension.
nécessaires pour passer de l’une à l’autre. De plus, puisqu’à chaque configuration x est associée une
valeur f(x), l’espace des solutions est caractérisé par une courbe à plusieurs dimensions appelée
« paysage énergétique ». Dans ce paysage énergétique, les optima locaux ou globaux forment des
« puits énergétiques » autour d’eux. Avant de décrire une solution du problème comme étant un mini-
mum local, on vérifie en général que l’ensemble V est suffisamment « grand » par rapport à la taille
de Ea. La figure 1.1 représente l’équivalent en continu du paysage énergétique d’une fonction de coût
pour un espace des solutions à une dimension.
1.2 Graphes
Cette section rappelle quelques définitions de la théorie des graphes.
Définition 5 (Graphe) Soient S un ensemble de nS ∈ N∗ éléments et A un ensemble de nA ∈ N
couples d’éléments de S. On appelle graphe G le couple (S,A). Les éléments de S sont appelés
sommets du graphe et ceux de A, les arcs ou arêtes du graphe, suivant qu’ils sont orientés ou non.
Lorsqu’il existe une relation entre au moins trois sommets, on dit que ces sommets sont reliés par
une hyper-arête. Par extension, on ne parle plus de graphe, mais d’hypergraphe.
Définition 6 (Hypergraphe) Soient un ensemble S d’éléments et un ensemble A de sous-ensembles
non vides d’éléments de S. On appelle hypergraphe G le couple (S,A). Les éléments de A sont
appelés hyper-arêtes.
Lorsque les associations entre les sommets ne sont pas réciproques, par exemple si le sommet a
peut être en relation avec le sommet b, sans que le sommet b soit en relation avec a, on dit que les
arêtes du graphe sont orientées, et on les appelle alors arcs.
Définition 7 (Graphe orienté, non orienté) Soit un graphe G = (S,A). Si ∀(x, y) ∈ A, (y, x) ∈ A,
alors le graphe est dit non orienté et les éléments de A sont appelés arêtes du graphe. Dans ce cas,
on note indifféremment une arête : a ∈ A, (s, s′) ∈ A avec s et s′ dans S, ou encore (s′, s). Dans le
cas contraire, le graphe est dit orienté et les éléments de A sont appelés arcs du graphe.
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Définition 8 (Degré d’un sommet) Dans un graphe non orienté G = (S,A), le degré d’un sommet
s ∈ S est le nombre d’arêtes auxquelles ce sommet appartient :
deg(s) = card({(s, s′) ∈ A, s′ ∈ S}) .
Définition 9 (Boucle et arête multiple) Une arête est appelée une boucle si ses deux extrémités sont
identiques.
Si deux arêtes possèdent les mêmes extrémités, alors on dit que l’arête est multiple et que ces
deux arêtes sont parallèles. Dans ce cas, la multiplicité d’une arête est le nombre total de ses arêtes
parallèles, y compris elle-même.
Définition 10 (Graphe simple) Un graphe est dit simple s’il n’a ni boucle ni arête multiple.
Lorsque les associations entre les sommets sont quantifiées, on parle du poids des arêtes du graphe
et on dit que le graphe est valué.
Définition 11 (Graphe valué ou pondéré) Soit un graphe G = (S,A). On dit que le graphe est
valué (ou pondéré) si à chaque élément a de A est associé une valeur entière poids(a) ∈ N∗.
La valeur poids(a) est appelée le poids de a.
Par extension, on considère qu’un couple de sommets (s, s′) ∈ S2 tel que (s, s′) /∈ A possède un
poids nul : poids(s, s′) = 0 .
Le poids d’un sous-ensemble X d’éléments de A, est la somme des poids des éléments de X :
poids(X) =
∑
a∈X poids(a) .
De même, on associe parfois aux éléments s de S un entier strictement positif appelé le poids de
s et noté poids(s).
Remarque : Dans la théorie des graphes, le poids d’une arête ou d’un sommet peut être réel, mais
comme nous ne nous intéressons dans cette thèse qu’aux problèmes discrets à valeurs positives, nous
n’utiliserons donc que des poids entiers, strictement positifs.
Il faut faire attention à ne pas confondre le cardinal d’un ensemble de sommets (respectivement
d’arêtes) et le poids d’un ensemble de sommets (respectivement d’arêtes). Ceux-ci sont égaux si les
sommets (respectivement les arêtes) ne sont pas pondérés.
Dans le cas des graphes valués, on redéfinit le degré d’un sommet s ∈ S comme étant la somme
des poids des arêtes adjacentes à ce sommet. Ainsi :
deg(s) =
∑
(s,s′)∈A
poids(s, s′) .
À tout graphe non valué, on peut associer à chaque arête et à chaque sommet de ce graphe un
poids unitaire.
Pour tout graphe G = (S,A), on peut définir une bijection u : S → {1, . . . , n} qui à tout élément
de S associe un entier. La fonction u permet de numéroter les éléments de S. Pour plus de commodité
par la suite, à tout élément de l’ensemble des sommets S d’un graphe G, on associera un rang dans
S, et on confondra le sommet si de S avec son rang i dans S. Par exemple, pour tout (si, sj) ∈ A,
poids(si, sj) sera noté poids(i, j).
Pour un graphe quelconque, on peut définir une unique fonction poids : A → N qui à toute
arête de ce graphe associe son poids. Cette fonction poids peut être représentée sous la forme d’une
matrice. On définit la matrice d’adjacence d’un graphe G comme étant la matrice associant à chaque
arête de G son poids.
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Définition 12 (Matrices d’adjacence et des degrés) Soit un graphe simple G = (S,A).
La matrice MAdj de dimensions nS × ns, telle que ∀(i, j) ∈ {1, . . . , nS}2 :
(MAdj)ij =
{
0 si i = j
p(i, j) sinon
,
est appelée matrice d’adjacence du graphe G.
La matrice MDeg de dimensions nS × ns, telle que ∀(i, j) ∈ {1, . . . , nS}2 :
(MDeg)ij =
{
deg(i) =
∑nS
k=1 p(i, k) si i = j
0 sinon
,
est appelée matrice des degrés du graphe G.
Définition 13 (Matrice Laplacienne) Soit un graphe G = (S,A). La matrice
MLap = MDeg −MAdj
est appelée matrice Laplacienne (ou de Laplace) de G [MOH97].
Définition 14 (Adjacence) Soient un graphe G = (S,A) et une arête a = (s, s′) ∈ A. On dit que les
sommets s et s′ sont les sommets adjacents à l’arête a. De même, on dit que a est l’arête adjacente
aux sommets s et s′.
Définition 15 (Chemin dans un graphe) Soient un graphe G = (S,A), et deux sommets distincts
(s, s′) ∈ S2. S’il existe une suite d’arêtes (ou d’arcs correctement orientés dans le cas d’un graphe
orienté) permettant d’atteindre s′ à partir de s, alors on dit qu’il existe un chemin de s vers s′.
Définition 16 (Graphe connexe) Soit un graphe G = (S,A). On dit que ce graphe est connexe si,
quels que soient les sommets s et s′ de S, il existe un chemin de s vers s′.
Un appariement d’un graphe est un ensemble d’arêtes de ce graphe qui n’ont pas de sommets en
commun.
Définition 17 (Appariement) Soit un graphe G = (S,A). L’appariement M du graphe G est un
ensemble d’arêtes non-adjacentes deux à deux.
On dit que l’appariement est maximum lorsqu’il contient le plus grand nombre possible d’arêtes.
On dit que l’appariement M est maximal lorsque toute arête du graphe possède une intersection
non vide avec au moins une arête de M .
Remarque : Tout appariement maximal est aussi un appariement maximum. Soit un appariement
maximal M , si une arête quelconque de A qui n’est pas dans M est ajoutée à M , alors M n’est plus
un appariement de G. La réciproque n’est pas nécessairement exacte : soit un graphe linéaire de 4
sommets, l’appariement composé de l’arête formé des deux sommets centraux est maximal mais pas
maximum. Un graphe peut posséder plusieurs appariements maximal (et a fortiori plusieurs apparie-
ments maximum).
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1.3 Description formelle du problème du partitionnement de graphe
Avant de présenter ce qu’est le problème général du partitionnement de graphe, il nous faut définir
ce qu’est la partition d’un graphe. Comme nous l’avons vu (supra 1.2), un graphe est un couple formé
d’un ensemble de sommets et d’un ensemble d’arêtes. Il est donc possible de faire la partition, au sens
mathématique (supra 1.1), de l’ensemble des sommets comme de l’ensemble des arêtes. Cependant,
bien que certains problèmes cherchent à partitionner les arêtes d’un graphe [HOL81], on entend le
plus souvent par partition d’un graphe, la partition des sommets de ce graphe.
Définition 18 (Partition des sommets d’un graphe) Soient un graphe G = (S,A) et un ensemble
de k sous-ensembles de S, noté Pk = {S1, . . . , Sk}. On dit que Pk est une partition de G si :
– aucun sous-ensemble de S qui est élément de Pk n’est vide :
∀i ∈ {1, . . . , k}, Si 6= ∅ ;
– les sous-ensembles de S qui sont éléments de Pk sont disjoints deux à deux :
∀(i, j) ∈ {1, . . . , k}2, i 6= j, Si ∩ Sj = ∅ ;
– l’union de tous les éléments de Pk est S :
k⋃
i=1
Si = S .
Les éléments Si de Pk sont appelés les parties de la partition.
Le nombre k est appelé le cardinal de la partition, ou encore le nombre de parties de la partition.
La définition de la partition des sommets d’un graphe est peu restrictive sur la taille des parties.
Pour remédier à cette lacune et ainsi pouvoir mesurer la taille des parties d’une partition, la notion
de « balance » de partitionnement est introduite. Le terme balance est un néologisme de l’anglais
balance, qui signifie en français équilibre. Le mot balance a été retenu dans cette thèse pour les raisons
suivantes : il signifie la « mesure du poids », alors qu’équilibre désigne une « position stable ». Or si
la « stabilité » d’une partie est une notion obscure, le poids d’une partie a un sens concert (dans le cas
d’un graphe non pondéré c’est son cardinal). Ainsi, comme le terme partitionnement fait référence à la
création de parties, nous préférons parler de balance de partitionnement, et d’équilibre de la partition.
Définition 19 (Balance de partitionnement) Soient un graphe G = (S,A) et une partition Pk =
{S1, . . . , Sk} de ce graphe en k parties. Le poids moyen d’une partie Si de Pk est
poidsmoy =
⌈
poids(S)
k
⌉
,
où dxe ∈ R désigne le premier entier supérieur ou égal à x.
La balance bal(Pk) de la partition Pk est égale à la division du poids de la partie de poids maximal
de Pk par le poids moyen d’une partie :
bal(Pk) =
maxi poids(Si)
poidsmoy
.
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Ainsi, une partition dont la balance de partitionnement est unitaire a des parties de poids iden-
tiques, à une unité près.
Comme nous l’avons vu, le problème du partitionnement de graphe fait partie des problèmes
d’optimisation combinatoire ; il est donc naturel de l’introduire sous cette forme. Présenté simplement,
le problème général du partitionnement de graphe consiste à trouver une partition d’un graphe qui
satisfasse un prédicat p et qui minimise une fonction objectif f . Voici une définition plus formelle :
Définition 20 (Problème général du k-partitionnement de graphe) Soit un graphe G = (S,A).
Nous allons définir le triplet (E, p, f) caractérisant le problème général du k-partitionnement de
graphe :
– l’espace des solutions E est défini comme l’ensemble des partitions de S (ces partitions ont un
cardinal compris entre 1 et card(S) ;
– soit un entier k ≥ 2 et p′ un prédicat défini par P ∈ E, p′(P ) = vrai ⇐⇒ card(P ) = k. Le
prédicat p est défini sur E tel que p(P ) = vrai⇒ p′(P ) = vrai ;
– soit f : E −→ R une fonction objectif.
L’ensemble des solutions admissibles du problème est défini par :
Ea = {P ∈ E tel que p(P ) = vrai} .
Le problème général du partitionnement de graphe consiste à trouver la partition P˜k ∈ Ea qui mini-
mise f :
f(P˜k) = min
Pk∈Ea
f(Pk) .
Par définition d’un graphe, l’ensemble S est fini. Le nombre de partitions d’un ensemble à n
éléments est appelé le nombre de Bell relatif à n, et notéBn. C’est le nombre de relations d’équivalen-
ces distinctes sur un ensemble à n éléments. On pose B0 = 1. Le nombre de Bell vérifie la relation de
récurrence suivante :
Bn+1 =
n∑
k=0
CknBk ,
où Ckn =
n!
k!(n−k)! est le coefficient binomial de n et k, c-à-d le nombre de parties à k éléments d’un
ensemble de n éléments.
Le nombre de partitions en k parties d’un ensemble à n éléments est quant à lui appelé le nombre
de Stirling de seconde espèce. Ce nombre est noté Sn,k et vaut :
Sn,k =
k∑
i=0
(−1)i (k − i)
n
i! (k − i)! .
Il existe une relation entre le nombre de Bell et le nombre de Stirling de seconde espèce :
Bn =
n∑
i=1
Sn,i .
Ainsi, l’ensemble E est un ensemble fini. C’est donc bien un ensemble discret comme le veut la
définition d’un problème d’optimisation combinatoire (supra 1.1).
Le problème général du partitionnement de graphe se définit en fonction d’un couple prédicat,
fonction objectif : (p, f). Ainsi, le partitionnement de graphe peut se diviser en de nombreux sous-
problèmes, suivant la nature de p et de f . Cependant, ces problèmes peuvent se classer en 2 catégories
distinctes selon la nature du prédicat p (infra 1.5 et 1.6).
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1.4 Fonctions objectifs pour le partitionnement de graphe
Les différentes fonctions objectifs pour le partitionnement de graphe s’articulent toutes autour de
deux concepts : le coût de coupe entre les parties de la partition et le poids de ces parties.
Soit un graphe G = (S,A). Soient deux sous-ensembles Sa ⊆ S et Sb ⊆ S, on définit le coût de
coupe entre ces deux sous-ensembles par :
coupe(Sa, Sb) =
∑
u∈Sa,v∈Sb
poids(u, v) .
Dans le reste de cette section, on choisit une partition Pk = {S1, . . . , Sk} de S en k parties. Les
fonctions objectifs présentées seront définies par rapport à cette partition.
La plus simple des fonctions objectifs utilisée en partitionnement de graphe est appelée le coût de
coupe d’une partition, ou en anglais, cut. Elle cherche à minimiser la somme des poids des arêtes entre
les parties de la partition Pk. Elle est déjà utilisée par Brian Kernighan et Shen Lin dans [KER70] :
coupe(Pk) =
∑
i<j
coupe(Si, Sj)
=
1
2
k∑
i=1
coupe(Si, S − Si) .
La fonction objectif qui vise à minimiser pour chaque partie le rapport entre son coût de coupe
et son poids est appelée ratio de coupe, en anglais ratio cut. Elle est introduite par Yen-Chuen Wei et
Chung-Kuan Cheng dans [WEI89] :
ratio(Pk) =
k∑
i=1
coupe(Si, S − Si)
poids(Si)
.
Cependant, quand le terme ratio de coupe est utilisé, il faut être averti que d’autres fonctions objectifs
sont aussi appelées du même nom dans la littérature [WAN03].
La troisième et dernière fonction largement utilisée pour le partitionnement de graphe est appelée
coût normalisé, ou normalized cut en anglais. Cette fonction, qui est la plus récente, a été présentée
par Jianbo Chi et Jitendra Malik dans [SHI00]. Elle cherche à minimiser, pour chaque partie, le rapport
entre son coût de coupe et la somme du poids des arêtes adjacentes à au moins un de ses sommets.
Autrement dit, elle cherche à minimiser, pour chaque partie, le rapport entre la somme du poids des
arêtes adjacentes à exactement un de ses sommets et la somme du poids des arêtes adjacentes à au
moins un de ses sommets :
norm(Pk) =
k∑
i=1
coupe(Si, S − Si)
coupe(Si, S)
=
k∑
i=1
1− coupe(Si, Si)
coupe(Si, S)
.
La fonction de coût normalisé permet d’isoler les régions du graphe dont les sommets sont très liés
entre eux. Ses auteurs l’ont créée pour remplacer le ratio de coupe dans leur problème de segmentation
d’image.
Remarques :
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– dans le cas des graphes étudiés dans cette thèse qui sont pondérés par des poids strictement
positifs, toutes les fonctions objectifs présentées ci-dessus sont positives ;
– un certain nombre de graphes utilisés dans les problèmes de partitionnement ont comme poids
de chacun de leurs sommets, la somme des poids des arêtes adjacentes à ce sommet. Ce qui
veut dire que ∀i ∈ {1, . . . , k}, coupe(Si, S) = poids(Si), et donc que le ratio de coupe est égal
au coût normalisé pour une partition d’un tel graphe, i.e. ∀Pk ∈ E, ratio(Pk) = norm(Pk).
Toutes ces fonctions objectifs permettent de définir l’« énergie » d’une partie d’une partition. Le
terme d’énergie est utilisé en référence à la notion de paysage énergétique présenté en section 1.1.
Cette énergie correspond à la valeur apportée par la partition à la fonction objectif. Soit une partition
Pk = {S1, . . . , Sk} de S en k éléments. Dans le cas du coût de coupe, l’énergie d’une partie Si sera :
e´nergiecc(Si) = coupe(Si, S − Si) .
Dans le cas du ratio de coupe, l’énergie d’un partie Si sera :
e´nergierc(Si) =
coupe(Si, S − Si)
poids(Si)
.
Dans le cas de la coupe normalisée, l’énergie d’un partie Si sera :
e´nergiecn(Si) =
coupe(Si, S − Si)
coupe(Si, S)
.
1.5 Le partitionnement contraint
La littérature classique du partitionnement de graphe s’attache au problème du partitionnement
contraint. C’est ce problème que résolvent la plupart des outils de partitionnement de graphe tels que
Metis, Jostle, Chaco, Scotch ou Party, comme nous le verrons plus loin (infra A).
L’un des premiers papiers à présenter ce problème fût celui de Brian Kernighan et Shen Lin
[KER70]. C’est aussi ce problème qui sert le plus souvent à illustrer les nouvelles méthodes de parti-
tionnement de graphe. C’est le cas pour la méthode spectrale présentée par Alex Pothen, Horst Simon
et Kang-Pu Liou [POT90], ainsi que pour la méthode multi-niveaux introduite par Stephen Barnard et
Horst Simon [BAR93, BAR94].
Le partitionnement contraint sert, entre autres, comme nous l’avons vu précédemment, à résoudre
des problèmes d’ingénierie, de calcul haute performance, de résolution de systèmes linéaires, de
maillage, et dans certains cas, de conception de circuits intégrés. Cependant, certaines critiques ont été
formulées concernant l’utilisation de cette approche pour modéliser ces problèmes, c’est notamment
le cas dans [HEN98] .
Dans la littérature, le partitionnement de graphe contraint est appelé multi-way graph partitioning
[YAR00] ou k-way graph partitioning [KAR98d].
Le problème du partitionnement de graphe contraint consiste à trouver une partition en k parties
qui minimise une fonction objectif f et dont la balance de partitionnement soit unitaire, i.e. les parties
doivent avoir le même poids, à une unité près.
Or, si une partition Pk a des parties de même poids, alors son ratio de coupe (infra 1.4) devient
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égal à son coût de coupe, à une constante multiplicative près. En effet, dans ce cas :
ratio(Pk) =
k∑
i=1
coupe(Si, S − Si)
poids(Si)
=
k
poids(S)
k∑
i=1
coupe(Si, S − Si)
=
k
poids(S)
coupe(Pk) .
Ainsi, pour le problème du partitionnement de graphe contraint, minimiser le ratio de coupe est équi-
valent à minimiser le coût de coupe (remarque : si k n’est pas diviseur de poids(S), alors les deux
minimisations de ces fonctions restent cependant très proches).
De plus, dans le cas où est cherchée une partition Pk dont les parties ont le même poids, l’uti-
lisation du coût normalisé perd son sens. En effet, cette fonction de coût a été créée pour isoler des
autres régions celles dont les sommets sont très liés, ce qui va le plus souvent dans un sens contraire
à la recherche de parties de tailles égales. Cette fonction de coût n’est donc jamais utilisée dans les
problèmes de partitionnement contraint.
Ainsi, le seul réel objectif du partitionnement de graphe contraint est de minimiser le coût de
coupe des arêtes entre les parties du graphe. Ceci nous permet de donner sa définition :
Définition 21 (Partitionnement contraint) Soient un graphe G = (S,A), un nombre de parties k et
une balance de partitionnement maximale, balmax. Soit l’espace des solutions E, défini par le pro-
blème général du partitionnement de graphe. L’ensemble Ea des solutions admissibles du problème
est défini par :
Ea = {Pi ∈ E tel que card(Pi) = k et bal(Pi) ≤ balmax} .
Le problème du partitionnement contraint consiste à trouver x˜ ∈ Ea qui minimise la fonction de coût
de coupe :
coupe(x˜) = min
x∈Ea
coupe(x) .
Remarques :
– la balance de partitionnement maximale des problèmes de partitionnement contraint est souvent
très petite : balmax ∈ [1, 0; 1, 05] ;
– dans les problèmes de partitionnement contraint, une petite relaxation de la balance de parti-
tionnement est souvent acceptée, car il est connu qu’avec une valeur de la balance légèrement
supérieure à l’unité, peuvent être trouvées des partitions de coût de coupe bien inférieures, sans
que cela soit techniquement nuisible à la résolution du problème [SIM97].
1.6 Le partitionnement non contraint
Le problème du partitionnement non contraint est un problème un peu plus « exotique » que ce-
lui du partitionnement contraint. Nous utilisons le terme exotique car ce problème se dérive en de
nombreux problèmes très proches les uns des autres et dont la fonction objectif est régulièrement
améliorée, ou tout du moins changée. Si le premier but du partitionnement contraint consiste à trouver
une partition respectant une balance très restrictive, celui du partitionnement non contraint est de mi-
nimiser une fonction objectif. Alors que le second but du partitionnement contraint et la minimisation
de la fonction de coût, le partitionnement contraint n’en a en général pas.
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Le partitionnement non contraint est assez proche dans sa formulation du partitionnement de don-
nées ou clustering en anglais. Le problème du partitionnement de données est de regrouper des élé-
ments similaires dans des ensembles les plus distincts possibles. Pour comparer deux éléments, la
notion de distance entre eux est utilisée. Ce qui ramène le problème du partitionnement de données
à créer des sous-ensembles d’éléments les plus distants possibles les uns des autres. Or, on peut fa-
cilement fabriquer un graphe dont les sommets sont ces éléments et dont les arêtes ont pour poids
l’inverse de la distance entre deux éléments. Dans le cas où le nombre de parties cherchées est fixe, un
problème de partitionnement de données se ramène à un problème de partitionnement non contraint.
Il en résulte que de nombreux travaux ont cherché à résoudre des problèmes de partitionnement de
données à l’aide d’outils de partitionnement de graphe.
Le partitionnement non contraint est très utilisé pour la segmentation d’images [SHI98b, SHI98a,
PER98, MEI00, SHI00, GDA01, WAN01, MAR04, BEN05], mais aussi pour la classification de textes
[DHI01, ZHA01, DIN01a, ZHA04]. Dans le cas de la segmentation d’images, de nombreux articles
comparent différentes fonctions objectifs et proposent de nouvelles fonctions répondant à de nou-
veaux critères [SHI98b, SHI00, PER98, GDA01, WAN01, FEL04]. D’autres problèmes plus originaux,
comme le découpage de l’espace aérien (supra 5), sont aussi des problèmes de partitionnement non
contraint. Enfin, un certain nombre d’articles résolvent des problèmes de partitionnement de circuit
VLSI par une approche de partitionnement de graphe non contraint [HAG92b, RIE94, ALP95a]. Ce-
pendant, dans le cas des circuits VLSI, ceux-ci sont dans la majorité des cas considérés comme des
hypergraphes plutôt que des graphes [KER70].
Les fonctions objectifs que cherche à minimiser un problème de partitionnement non contraint
sont variées. La section 1.4 présente le ratio de coupe et le coût normalisé. Ces deux fonctions objec-
tifs, avec quelques variantes très proches, sont celles qui reviennent le plus souvent dans les problèmes
de partitionnement non contraint. Dans certains cas, et dans une certaine mesure, on peut considérer
pour le partitionnement non contraint que la contrainte sur la balance de partitionnement est inté-
grée à la fonction objectif. Ainsi, contrairement au cas contraint, la plupart des problèmes omettent
la contrainte sur la balance de partitionnement et n’énoncent que la fonction objectif à minimiser. La
contrainte sur la balance de la partition ne sera donc pas incluse dans la définition du partitionnement
non contraint, mais pourra être ajoutée par la suite :
Définition 22 (Partitionnement non contraint) Soient un graphe G = (S,A) et un nombre de par-
ties k. Soit l’espace des solutions E, défini par le problème général du partitionnement de graphe.
L’ensemble Ea des solutions admissibles du problème est défini par :
Ea = {Pi ∈ E tel que card(Pi) = k} .
Le problème du partitionnement contraint consiste à trouver x˜ ∈ Ea qui minimise une fonction de
coût f comme le coût normalisé ou le ratio de coupe :
f(x˜) = min
x∈Ea
f(x) .
Comme l’ensemble des solutions admissibles du problème dans le cas du partitionnement con-
traint est bien plus petit que dans le cas non contraint, trouver une partition qui satisfasse ce dernier
est plus facile que pour le premier. Dans ce dernier cas, un algorithme qui s’écarte de la balance
requise aura beaucoup de mal à retrouver un partition la vérifiant. Il est donc difficile de commencer
une recherche hors de l’espace des solutions admissibles dans le but d’y revenir par la suite. Ainsi, il
peut sembler plus simple de trouver une bonne solution avec une balance faible qu’une balance forte.
Cependant il n’en est rien, car s’il est plus facile de trouver une solution admissible dans le cas non
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contraint, c’est que l’espace admissible est plus grand, mais il n’est pas plus facile à explorer. De plus,
un minimum local dans le cas contraint n’est pas forcément proche d’un minimum local du cas non
contraint.
Dans une certaine mesure et dans le cas où une balance maximale est imposée, le partitionnement
non contraint peut être vu comme un problème d’optimisation multiobjectif consistant à minimiser une
des fonctions objectifs de la section 1.4 et à minimiser la balance de partitionnement [RUM02, GIL06,
SEL03, SEL06]. Pour pallier les lacunes des fonctions objectifs classiques (supra 1.4) et intégrer
d’autres objectifs pouvant être partiellement antagonistes, d’autres articles traitent du problème de
partitionnement de graphe comme un problème multiobjectif [SCH99].
Remarque : On peut transformer le problème du partitionnement de graphe non connexe en parti-
tionnements de graphes connexes par le mécanisme suivant : dans le cas d’un graphe non connexe, une
partition évidente de ce graphe est l’ensemble formé des différentes parties connexes du graphe. De
plus, une telle partition a un coût de coupe nul, ce qui entraîne que les différentes fonctions objectifs
classiques présentées plus haut (supra 1.4) prennent toutes une valeur nulle pour un tel graphe.
1.7 Généralités liées au partitionnement
1.7.1 Différences entre partitionnement contraint et non contraint
Nous avons présenté dans les sections précédentes deux problèmes : le partitionnement contraint
(supra 1.5) et le partitionnement non contraint (supra 1.6). Cependant, bien que ces deux problèmes
aient une formulation assez proche, les algorithmes utilisés pour les résoudre sont en général bien
différents, si ce n’est dans leurs principes, du moins dans leurs implémentations et leurs buts. En effet,
au risque de trop schématiser, ces deux problèmes diffèrent principalement dans leurs priorités :
– le partitionnement contraint a pour but premier de trouver des parties de poids identiques et
comme second but de diminuer le coût de coupe ;
– le partitionnement non contraint a pour but de minimiser le coût de coupe dans la limite
de parties dont la taille est inversement proportionnelle à ce coût de coupe. Le principe étant
d’éviter un déséquilibre trop grand des parties, sauf dans le cas où un coût de coupe est vraiment
extrêmement faible. Ainsi, le but premier du cas non contraint est de minimiser le coût de coupe,
et son second but est d’équilibrer les parties.
L’inversion de l’ordre des priorités entre ces deux problèmes entraîne qu’un algorithme permettant de
traiter un des deux problèmes va donner des résultats très médiocres dans le cas du second problème.
C’est ce que l’on a pu constater dans [BIC06b, BIC07].
Il faut noter l’absence d’article dans la littérature abordant ces deux problèmes de front et les
comparant exhaustivement. Cependant, les problèmes de partitionnement non contraint sont multiples
et des efforts ont été réalisés par Inderjit S. Dhillon pour les synthétiser [DHI04b, DHI07].
1.7.2 Affinage et répartition de charge d’une partition
Le problème du partitionnement est un problème d’optimisation combinatoire. Pour trouver une
solution minimisant la fonction objectif, un algorithme d’optimisation globale est souvent utilisé. Un
tel algorithme permet de trouver une solution dans un puit énergétique « profond ». Cependant, celle-ci
n’est pas toujours la solution d’énergie minimale de ce puits. Dans ce ca, un algorithme d’optimisation
locale va permettre de trouver une solution de coût inférieur. Un tel algorithme est appelé algorithme
d’affinage (le terme raffinage est aussi utilisé), et permet d’affiner une partition. De même, la partition
trouvée par l’algorithme d’optimisation globale peut ne pas respecter la balance de partitionnement.
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Dans ce cas, un algorithme de répartition de charge sera utilisé pour répartir les sommets de façon à
ce que la balance de partitionnement soit satisfaite.
Les algorithmes d’affinage et de répartition de charge ont en commun deux objectifs :
1. trouver une partition telle que la fonction objectif prend la valeur la plus faible possible ;
2. trouver une partition telle que la balance de partitionnement soit autant respectée que possible.
La différence entre ces deux méthodes vient de l’ordre des priorités entre ces deux objectifs. L’affinage
tient pour plus important de minimiser la fonction objectif, quand la répartition de charge aura comme
but premier de respecter la balance de partitionnement.
Ces deux objectifs sont en général antinomiques [SIM97]. Cependant leur conciliation est primor-
diale car à la base même du partitionnement. Ainsi, suivant que la partition obtenue respecte ou non la
balance de partitionnement, l’un ou l’autre des algorithmes est utilisé. Cependant, après avoir appli-
qué un algorithme de répartition de charge à une partition, celle-ci est en générale affinée. Différents
algorithmes d’affinage basés sur celui de Kernighan-Lin sont présentés en sections 2.4 et 2.5. Un algo-
rithme de répartition de charge est introduit en sous-section 2.5.4 et un autre est décrit en sous-section
2.7.2.
1.7.3 Technique de la bissection récursive
Algorithme 1 Algorithme récursif de bissection de graphe.
Procédure BISSECTIONREC(G = (S,A), k)
Pk = {S1, . . . , Sk} % Partition de G en k parties
Procédure ITÉRER(S′, k′, num)
si k′ > 1 alors
k′1 ← bk
′
2 c % entier le plus grand inférieur à k
′
2
k′2 ← k′ − k′1
S′1, S′2 ← bissection(S′, k
′
1
k′ ,
k′2
k′ )
ITÉRER(S′1, k′1, num)
ITÉRER(S′2, k′2, num+ k′1)
sinon % Plus de bissection à effectuer, la partie S′ est mise dans Pk
Snum ← S′
fin si
fin Procédure
Itérer(S, k, 1)
retourner Pk
fin Procédure
Beaucoup d’algorithmes de partitionnement ne s’intéressent qu’au cas de la bissection de graphes
[RON05, MAR05, MAR06, CHA07]. Lorsqu’il est possible d’ajuster précisément la balance de parti-
tionnement, la technique de la bissection récursive permet d’adapter ces algorithmes au k-partition-
nement. Cependant, lorsqu’il n’est pas possible de régler la balance de partitionnement, la technique
de la bissection récursive ne permet de faire que des 2i-partitionnements (i ∈ N).
L’algorithme 1 présente la méthode d’adaptation d’un algorithme, que l’on nommera bissection,
au k-partitionnement. L’algorithme 1 utilise une fonction récursive, ITÉRER, prenant en paramètres
la partie S′ du graphe à partitionner, le cardinal k′ de la partition de S′, ainsi que le rang num de la
première partie de la partition de S′ dans la partition finale Pk. La valeur prise par k′1 est l’entier le
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plus grand inférieur à k
′
2 , celle prise par k
′
2 correspond au reste du nombre de parties à trouver. La
fonction bissection doit trouver une bissection de S′ en deux parties S′1 et S′2 telles que :
poids(S′1) ≤
k′1
k′
poids(S′) et poids(S′2) ≤
k′2
k′
poids(S′) .
Pour que la partition finale respecte la balance de partitionnement, plusieurs solutions existent.
La plus simple consiste à chercher à chaque itération une bissection du graphe en 2 parties de tailles
égales. La partition trouvée sera alors parfaitement balancée, i.e. bal(Pk) = 1, 00. Lorsqu’un algo-
rithme d’affinage sera appliqué à la partition Pk, sa balance pourra alors évoluer. Une seconde solution
consiste à être très permissif sur la balance de partitionnement dès le départ, puis à la durcir en fonc-
tion de la taille des parties déjà obtenues. Cette solution est plus compliquée car il faut après chaque
bissection recalculer la balance maximale que devront respecter les bissections de chacune des deux
parties trouvées, afin qu’au final la partition respecte bien la balance demandée.
Malgré l’intérêt de pouvoir adapter les méthodes de bissection au k-partitionnement, il a été mon-
tré dans [SIM97] que l’algorithme récursif de bissection ne pouvait explorer certaines solutions du
problème. Celles-ci ne peuvent être trouvées qu’au moyen de méthodes de k-partitionnement direct,
d’où l’intérêt de ces dernières.
1.8 NP-difficulté des problèmes de partitionnement
1.8.1 Le cas du partitionnement contraint
Pour montrer qu’un problème d’optimisation est NP-difficile, il suffit de montrer que le problème
de décision associé est NP-complet. Or, le problème de décision associé au problème du partitionne-
ment de graphe contraint (supra 1.5) peut se formaliser de la façon suivante :
Problème de décision associé au problème du partitionnement de graphe contraint :
Instance du problème. Soit un graphe G = (S,A) pondéré sur ses sommets par ∀s ∈ S,
poids(s) ∈ N∗ et sur les arêtes par ∀a ∈ A, poids(a) ∈ N∗. Soient poidsmax ∈ N∗ et
coupemax ∈ N∗.
Question. Existe-t-il une partition Pk de S en k parties disjointes S1, . . . , Sk telle que pour toute
partie Si, ∑
s∈Si
poids(s) ≤ poidsmax
et telle que :
coupe(Pk) ≤ coupemax ?
Solution. Ce problème reste NP-complet pour poidsmax ≥ 3, même lorsque le poids des sommets
et des arêtes est unitaire. Il peut être résolu en temps polynomial quand poidsmax = 2.
Ce problème de décision, appelé graph partitioning, est traité dans [HYA73] et d’une manière
qui fait référence dans [GAR79]. Ainsi, le problème du partitionnement de graphe contraint est NP-
difficile.
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1.8.2 Le cas du partitionnement non contraint
Le problème du partitionnement de graphe non contraint est défini en section 1.6. Le but de cette
sous-section est de montrer que ce problème est NP-difficile pour les fonctions objectifs de coupe
normalisée et de ratio de coupe.
Pour montrer qu’un problème d’optimisation est NP-difficile, nous allons montrer que le problème
de décision associé, noté Π, est NP-complet. Pour montrer que Π est NP-complet, d’après [GAR79],
il suffit de suivre les étapes suivantes :
1. montrer que Π est dans NP ;
2. trouver un problème Π′ NP-complet proche de Π ;
3. réduire Π′ à Π : trouver un sous-problème de Π′ équivalent à Π.
NP-difficulté de la coupe normalisée
La NP-difficulté du problème d’optimisation du partitionnement de graphe non contraint pour la
coupe normalisée a été montrée dans [SHI00] par réduction au problème de partition. Le problème de
partition, NP-complet, s’énonce ainsi :
Problème de décision associé au problème de partition :
Instance du problème. Soient un ensemble S fini et une fonction de poids pour tous les éléments
s ∈ S : poids(s) ∈ N∗.
Question. Existe-t-il un sous-ensemble S′ ⊆ S tel que∑s∈S′ poids(s) = ∑s∈S−S′ poids(s) ?
La démonstration de la NP-difficulté du problème de partitionnement utilisant la coupe normalisée
repose sur la construction d’un graphe bien particulier. La propriété de ce graphe est qu’une bissec-
tion de ce graphe a une coupe normalisée suffisamment petite si et seulement si on peut trouver un
sous-ensemble de S dont la somme des poids est égale à la moitié du poids de S. Le problème d’exis-
tence de la coupe normalisée se ramène alors à celui de l’existence de la partition, ce qui achève la
démonstration.
NP-difficulté du ratio de coupe
Le problème Π d’existence associé au ratio de coupe peut se formaliser de la façon suivante :
Problème de décision associé au problème du ratio de coupe :
Instance du problème. Soit un grapheG = (S,A) pondéré sur les sommets par ∀s ∈ S, poids(s) ∈
N∗ et sur les arêtes par ∀a ∈ A, poids(a) ∈ N∗. Soit coupemax ∈ N∗.
Question. Existe-t-il une partition Pk de S en k sous-ensembles S1, . . . , Sk disjoints, non vides, telle
que ratio(Pk) ≤ coupemax ?
Pour montrer que Π est dans NP, il suffit de montrer que la vérification d’une solution au problème
Π s’effectue en un temps polynomial. Soit une solution Pk au problème Π. Vérifier que les ensembles
Si ∈ Pk sont disjoints et inférieurs à un poids maximal se fait en O(nS). Le calcul du ratio de coupe
se fait en parcourant les arêtes, i.e. en O(nA). Vérifier que chaque ensemble Si est non vide est une
opération en O(k). Ainsi, vérifier qu’une partition est solution de Π se fait en temps polynomial.
Il existe plusieurs méthodes permettant de prouver la NP-complétude d’un problème d’optimisa-
tion [GAR79]. La méthode la plus commune consiste à restreindre le problème de départ pour montrer
qu’un cas particulier de celui-ci est un problème NP-complet.
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Le problème de la coupe minimale dans des ensembles finis, intitulé minimum cut into bounded
sets dans [GAR79], est proche du problème Π. Il s’énonce ainsi :
Problème de décision associé au problème de la coupe minimale :
Instance du problème. Soit un graphe G = (S,A) pondéré sur les sommets par ∀s ∈ S,
poids(s) ∈ Z+ et sur les arêtes par ∀a ∈ A, poids(a) ∈ Z+. Soient s1 et s2 deux sommets
différents de S. Soient poidsmax ≤ poids(S) et coupemax deux entiers positifs.
Question. Existe-t-il une bissection P2 de S en deux sous-ensembles S1, S2 disjoints, vérifiant
s1 ∈ S1, s2 ∈ S2, poids(S1) ≤ poidsmax et poids(S2) ≤ poidsmax, telle que
coupe(S1, S2) ≤ coupemax ?
Montrons maintenant que Π est NP-complet :
Les ensembles S1 et S2 sont non vides et disjoints. De plus, leur poids est borné. Supposons que
poids(S1) ≥ poids(S2) .
Pour k = 2, le ratio de coupe devient :
ratio(S1, S2) =
coupe(S1, S2)
poids(S1)
+
coupe(S2, S1)
poids(S2)
.
Puisque S1 et S2 son non vides, poids(S2) ≥ 1, puis
0 <
1
poids(S1)
≤ 1
poids(S2)
≤ 1 ,
et donc
ratio(S1, S2) ≤ 2coupe(S1, S2)
poids(S2)
≤ 2coupe(S1, S2)
≤ 2coupemax .
Ainsi, Π est NP-complet.
Le problème d’optimisation du partitionnement de graphe non contraint pour le ratio de coupe est
donc NP-difficile.
1.9 Conclusion
Ce chapitre a commencé par rappeler quelques notions d’optimisation et de théorie des graphes
qui serviront dans cette thèse. Puis, le problème général du partitionnement de graphe et plusieurs
fonctions objectifs utilisables par ce problème ont été décrits. Comme ce problème se divise en deux
sous-problèmes, le partitionnement « contraint » et le partitionnement « non contraint », ceux-ci sont
présentés de manière formelle. Les notions d’affinage et de répartition de charge, liées au problème
général du partitionnement, ont été introduites, ainsi que la technique de la bissection récursive. Enfin,
la NP-difficulté des différentes formes de problèmes de partitionnement a été étudiée.
Le problème du partitionnement contraint est celui le plus étudié dans la littérature, il correspond
au problème de la répartition de charge dans les machines parallèles. C’est pour résoudre ce type de
problème que la plupart des méthodes de partitionnement ont été crées. Cependant, ce problème n’est
pas celui du découpage de l’espace aérien. Ce dernier correspond au problème du partitionnement non
contraint, qui est le plus souvent résolu grâce à des méthodes spectrales ; mais, comme nous allons le
voir, d’autres méthodes classiques de partitionnement peuvent aussi être adaptées au cas non contraint,
ainsi que des métaheuristiques.
Première partie
Méthodes de partitionnement de graphe
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Chapitre 2
Méthodes classiques de partitionnement
de graphe
Ce chapitre présente un état de l’art sur les méthodes de partitionnement de graphe. À la fin
de celui-ci, deux nouveaux algorithmes basés sur les méthodes classiques de partitionnement sont
introduits.
Ce chapitre commence par résumer les approches qui se sont montrées infructueuses pour le dé-
coupage aérien (infra 2.1). Puis sont décrites les méthodes d’expansion de région (infra 2.2) et la
méthode spectrale (infra 2.3). L’algorithme d’affinage de Kernighan-Lin (infra 2.4) et quelques unes
de ces nombreuses améliorations sont ensuite présentés (infra 2.5). L’état de l’art se termine sur la
présentation de la méthode multi-niveaux (infra 2.6). Enfin, l’avant-dernière section de ce chapitre in-
troduit deux nouveaux algorithmes, l’un pour le partitionnement, l’autre pour la répartition de charge
(infra 2.7). La dernière section de ce chapitre le conclura et parlera de méthodes de partitionnement
actuellement prisées (infra 2.8).
2.1 Approches infructueuses pour le découpage de l’espace aérien
Plusieurs méthodes déterministes ont été testées au début de cette thèse pour résoudre le problème
du partitionnement de graphe non contraint. Cette section présente celles dont l’application au problè-
me du découpage de l’espace aérien s’est révélée infructueuse.
2.1.1 Solution exacte
La première approche naturelle pour résoudre un problème d’optimisation est de parcourir de fa-
çon exhaustive l’espace de recherche des solutions admissibles, d’évaluer chacune de ces solutions et
de conserver celle(s) dont la valeur associée à la fonction objectif est minimale. Évaluer la pertinence
de cette première approche est une étape essentielle avant de se lancer dans l’utilisation de méthodes
combinatoires.
Cependant, comme le font remarquer Brian Kernighan et Shen Lin dans [KER70], la recherche
exhaustive de la ou les partition(s) de coût minimale est impossible, car l’espace de recherche est
beaucoup trop grand. En effet, la taille de celui-ci, c’est-à-dire le nombre de partitions de k parties
d’un ensemble à n éléments, est donné par le nombre de Stirling de seconde espèce (supra 1.3). Or
le nombre de Stirling de seconde espèce évolue de façon exponentielle par rapport à n. On comprend
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donc pourquoi le partitionnement de graphe fait partie des problèmes d’optimisation combinatoire, et
l’inutilité de la recherche exhaustive même pour des graphes de quelques dizaines de sommets.
2.1.2 Flux maximum - coupe minimum
Lester Ford et Delbert Fulkerson sont les créateurs éponymes d’un théorème et d’un algorithme
[FOR56]. Ceux-ci sont des outils classiques de résolution de problèmes de réseaux, et plus précisément
de problèmes de flux origines-destinations dans un réseau.
Théorème 1 (Flux maximum - coupe minimum) Soit un graphe orienté G = (S,A), dont les arcs
sont pondérés par un poids strictement positif. Le poids maximum du chemin entre deux sommets
distincts est égal au coût de coupe minimum d’une coupe séparant ces deux sommets.
Le principe de l’algorithme de Ford-Fulkerson est de trouver le flux maximum, i.e. le chemin de poids
maximum, entre deux sommets d’un graphe orienté. D’autres algorithmes basés sur les mêmes prin-
cipes ont été créés pour trouver une bissection de coupe minimale [NAG94, BRI05], comme l’algo-
rithme Simple Min-Cut de Mechthlid Stoer et Frank Wagner [STO97]. Cependant, plusieurs problèmes
se posent à leurs adaptations au partitionnement de graphe :
– ces algorithmes n’ont pas de mécanismes pour contraindre la taille des parties de la bissection.
Or, comme les bissections trouvées par ces algorithmes sont le plus souvent de tailles très
différentes, l’utilisation des ces algorithmes pour le partitionnement de graphe contraint est en
pratique impossible ;
– les bissections trouvées ont comme particularité d’être de coût de coupe minimale entre deux
sommets distincts. Pour résoudre le problème du partitionnement non contraint, il suffit alors
d’appliquer un de ces algorithmes à chaque paire de sommets du graphe. Cela est en pratique
irréalisable de par la nature combinatoire d’une telle approche. Il faut donc itérer un certain
nombre de fois l’algorithme en sélectionnant aléatoirement un couple de sommets origine-
destination, et conserver la meilleure bissection trouvée. Or, la complexité de ces algorithmes de
flux maximal est élevée. En effet, à titre d’exemple, la complexité de l’algorithme Simple Min-
Cut est O(nSnA + n2Slog(nS)) (où nS = card(S) et nA = card(A)). Le temps d’exécution
d’un tel algorithme de bissection serait donc prohibitif, et son adaptation au k-partitionnement
encore davantage.
L’implémentation de l’algorithme Simple Min-Cut et son utilisation sur des parties restreintes du
problème de découpage de l’espace aérien européen (infra 5) nous ont montré que cette approche était
inutilisable, tant par la lenteur des algorithmes, que par la très mauvaise qualité des résultats obtenus.
2.1.3 Méthodes de classification
Le but des méthodes de classification est de construire une partition d’un ensemble d’objets dont
on connaît les distances deux à deux. La classification a pour hyponyme le partitionnement de don-
nées, qui se traduit en anglais par data clustering. La classification est une branche très importante de
l’informatique, et qui a de nombreuses applications. Les problèmes de classification sont très proches
de ceux du partitionnement de graphe.
Il existe de nombreuses méthodes de classification [JAI99, BER02] et quelques articles présentent
des rapprochements possibles entre classification et partitionnement de graphe [DHI04c, DHI07]. Les
techniques de classification les plus classiques sont :
– la méthode des centres mobiles [KAN02]. C’est une méthode itérative qui consiste à calculer
pour chaque partie de la partition son centre de gravité, puis à recréer une partition où chaque
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partie est constituée des éléments les plus proches de son centre de gravité. Cette méthode
rapide et très répandue requiert la notion de distance ;
– les méthodes hiérarchiques. Ces méthodes créent des arbres dont chaque niveau constitue une
partition. Elles reposent toutes sur le même principe : créer un ensemble de partitions répar-
ties hiérarchiquement en classes de moins en moins fines (i.e. en partitions possédant de moins
en moins de parties). Chaque nouvelle partition est obtenue par regroupements successifs de
parties de la partition directement précédente dans la hiérarchie. Il existe des méthodes hiérar-
chiques ascendantes ou descendantes. Dans le cas des méthodes ascendantes, les deux individus
les plus proches sont regroupés pour former un sommet de l’arbre et ainsi de suite, jusqu’à ce
qu’il n’y ait plus qu’un seul individu.
Les méthodes de classification reposent sur la connaissance d’une fonction de distance, ou au
minimum d’une fonction de dissimilitude, entre tous les couples d’éléments de l’ensemble à classer.
Cependant, il n’existe pas de relation de distance immédiate entre tous les éléments d’un graphe
quelconque. Si une relation de distance peut être créée, elle est en général très coûteuse à mettre en
place, particulièrement pour les graphes non connexes. Ainsi, les méthodes de classification pour le
partitionnement de graphe sont en général inutilisables.
Cependant, dans une certaine mesure, les méthodes hiérarchiques ascendantes pourraient être uti-
lisées sans avoir la connaissance de la distance entre chaque individu. Dans ce cas, elles fonction-
neraient de proche en proche à partir des distances connues entre éléments voisins. Dans une telle
adaptation, chaque élément serait un sommet du graphe, et la distance entre voisins serait le coût as-
socié à l’arête liant ce sommet à un autre sommet. En réalité, de telles approches par voisinage de
sommets existent déjà pour le partitionnement de graphe, ce sont les méthodes d’expansion de région
(infra 2.2).
2.1.4 Autres approches
La méthode utilisant le nombre de Reynolds1 que nous avions développée a été adaptée au parti-
tionnement de graphe non contraint. Cette méthode est présentée dans [BIC04a, BIC05]. Cependant,
la lenteur de cette méthode et sa difficulté d’adaptation la rendent inutilisable telle quelle aux pro-
blèmes de partitionnements de graphe. Pour autant, la méthode reste dans sa structure valable et est
proche des méthodes d’expansion de régions. Elle nous a en particulier servi d’inspiration pour la
méthode de percolation (infra 2.7.1).
2.2 Les méthodes d’expansion de région
Les méthodes d’expansion de région, graph growing en anglais, sont des méthodes déterministes.
Elles sont très simples à mettre en œuvre et efficaces sur des problèmes de faibles tailles (plusieurs
dizaines de sommets). Leur inconvénient est qu’elles sont moins performantes sur des problèmes de
plus grandes tailles. Les qualités de ces méthodes font qu’elles sont utilisées de manière sous-jacente
par les méthodes multi-niveaux, pour créer des partitions à partir de graphes de tailles réduites.
Ces méthodes ne sont pas seulement utilisées dans un rôle de partitionnement, mais peuvent aussi
l’être dans un but d’affinage ou de répartition de charge d’une partition [MEY05, PEL07], notamment
grâce aux algorithmes de diffusion [HU98].
En tant que méthodes de partitionnement, les méthodes d’expansion de région suivent toutes le
même schéma directeur. Partant de plusieurs sommets du graphe qui constituent les prémisses des
1Le nombre de Reynolds permet de distinguer les écoulements laminaires des écoulements turbulents.
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parties de la partition, l’algorithme consiste à rassembler les sommets du graphe dans chacun de ces
ensembles par une méthode de propagation directe. C’est-à-dire, un sommet ne peut être ajouté à un
de ces ensembles que s’il est adjacent à au moins un des sommets de l’ensemble.
2.2.1 Graph growing Algorithm (GGP)
Le graph growing algorithm (GGP) a été introduit dans [KAR98a]. Cette méthode de bissection
de graphe peut être utilisée comme méthode de partitionnement par un algorithme multi-niveaux.
L’algorithme GGP consiste à créer de manière itérative un ensemble E rassemblant la moitié des
sommets du graphe en terme de poids. Cet ensemble E est initialisé en choisissant aléatoirement un
sommet dans le graphe. Pendant l’exécution de l’algorithme, les sommets du graphe sont répartis
en trois ensembles : l’ensemble E, l’ensemble des sommets adjacents à E, appelé frontière de E et
noté F , et l’ensemble des sommets restants, noté R. À chaque itération, les sommets adjacents au(x)
sommet(s) de l’ensemble E sont ajoutés à E. Le processus s’arrête lorsque E contient un ensemble
de sommets qui représente la moitié du poids total des sommets du graphe.
Si cette méthode est très simple à mettre en œuvre et très rapide en temps d’exécution, la qualité de
la partition obtenue dépend principalement du sommet de départ. Parce que, dans le cas de l’utilisation
par une méthode multi-niveaux, le nombre de sommets du graphe à partitionner est très petit (souvent
moins de 200), cet algorithme peut être exécuté plusieurs fois (une dizaine) avec un sommet de départ
toujours différent. La bissection de coût de coupe le plus bas sera alors choisie.
Enfin, la bissection obtenue peut-être avantageusement affinée par un algorithme de Kernighan-
Lin, afin de diminuer son coût de coupe.
2.2.2 Greedy graph growing Algorithm (GGGP)
L’algorithme GGP a été amélioré par ses auteurs dans [KAR98a] en y ajoutant la notion de gain de
coupe d’un sommet due à Kernighan-Lin [KER70]. Cette amélioration a donné naissance au greedy
graph growing algorithm (GGGP).
L’algorithme GGGP (cf algorithme 2) a la même structure itérative que l’algorithme GGP et
répartit aussi les sommets du graphes dans les trois ensembles E, F et R décrits précédemment, mais
il inclut différemment les sommets dans E. Comme dans l’algorithme de Kernighan-Lin (infra 2.4),
à chaque sommet s de F , est associé un gain qui correspond à la diminution du coût de coupe qui
résulterait de l’insertion de s dans E. Ainsi, les sommets de la frontière de la partition peuvent être
triés en fonction de leur gain.
Comme dans le cas de l’algorithme GGP, l’algorithme GGGP commence par initialiser l’ensemble
E en y introduisant un sommet tiré aléatoirement dans S. Les ensembles F et R peuvent alors être
initialisés à leur tour. Chaque itération de l’algorithme consiste à insérer dans E, le sommet de F
permettant de diminuer le plus le coût de coupe. Ce sommet, noté s, est le sommet de gain maximal
de F . Puis chaque sommet de R adjacent à s est déplacé vers F et son gain est calculé. De même,
chaque sommet de F adjacent à s voit son gain recalculé. L’itération suivante peut alors commencer.
L’algorithme se termine quand le poids total de E est égal à la moitié de celui de G.
Comme le font remarquer George Vipin Karypis et Kumar, afin de rendre l’algorithme plus rapide,
la structure de données Fiduccia-Mattheyses (infra 2.5.1) doit être utilisée. L’unique différence est
qu’au lieu de calculer le gain pour chaque sommet non bloqué, le gain n’est calculé que pour les
sommets de F .
Si l’algorithme GGGP est sensible au choix du sommet initial de E, il l’est moins que pour
GGP. Cependant, comme dans le cas de GGP, cet algorithme peut être lancé plusieurs fois (4 dans
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Algorithme 2 Algorithme d’expansion de région GGGP.
Procédure GGGP(G = (S,A))
Prendre au hasard une sommet s0 ∈ S
E → {s0}
F → {s ∈ R tel que (s, s0) ∈ A}
Calculer les gains de F
tant que poids(E) < 12poids(S) faire
Prendre le sommet si ∈ F de gain maximal
Déplacer si de F vers E
pour toute arête (s, si) dans A faire
si s ∈ F alors
mettre à jours le gain de s
sinon si s /∈ E alors
ajouter s à F
calculer le gain de s
fin si
fin pour
fin tant que
retourner E
fin Procédure
[KAR98a]) afin de diminuer l’importance du choix du sommet initial. Les auteurs considèrent que,
même dans ce cas, GGGP reste aussi rapide que GGP, tout en produisant des bissections de meilleure
qualité.
2.3 La méthode spectrale
2.3.1 Présentation
L’utilisation de la méthode spectrale pour résoudre les problèmes de partitionnement de graphe
est très ancienne. Les premiers articles proposant une telle approche sont dus à W. Donath et A. Hoff-
man [DON72, DON73]. La méthode spectrale a été beaucoup utilisée pour résoudre les problèmes de
partitionnement de graphe avant l’arrivée des méthodes multi-niveaux. Son importance était capitale
pour le partitionnement de graphe, à tel point que l’un des premiers articles proposant l’utilisation
d’une méthode multi-niveaux, n’utilise celle-ci que pour simplifier le calcul nécessaire à la méthode
spectrale [BAR93, BAR94]. Par la suite le rapport de force s’est inversé, et c’est la méthode spectrale
qui est devenue un des outils des méthodes multi-niveaux [HEN95b].
De nombreux articles présentent l’application de la méthode spectrale au partitionnement de
graphe, tant pour le problème du partitionnement contraint [HEN95b, BAR94, HEN93, POT90] que
pour celui du partitionnement non contraint [HAG92a, DIN01b, DHI04a, DHI04c].
Les résultats théoriques liés à la méthode spectrale appliquée au partitionnement de graphe sont
eux aussi nombreux. Ils permettent de fixer une limite inférieure au coût de coupe d’une partition
[DON73, BEZ99, ELS03], ou encore d’évaluer la qualité d’un séparateur2 du graphe [GUA98]. Dans
[ALO85], N. Alon et V. Milman prouvent que l’obtention d’une coupe grâce à la méthode spectrale a
2Un séparateur d’un graphe est un sous-ensemble de sommets dont la suppression rend le graphe non connexe.
30 CHAPITRE 2. MÉTHODES CLASSIQUES DE PARTITIONNEMENT DE GRAPHE
au pire un coût quadratique de celui de la partition optimale.
La méthode spectrale doit son nom au théorème spectral de l’algèbre linéaire. Ce théorème permet
d’affirmer la diagonalisation des matrices symétriques réelles. Il justifie également la décomposition
des matrices symétriques réelles en valeurs propres dans une base orthonormale de vecteurs propres.
Or, le problème du partitionnement de graphe peut, au prix de deux approximations (infra 2.3.5), être
ramené à la résolution d’un système numérique Mx = λx. Résoudre ce système numérique consiste
à trouver une base orthogonale de vecteurs propres de la matrice M .
2.3.2 Quelques résultats d’analyse numérique
Nous allons voir dans cette section comment le problème du partitionnement de graphe peut être
résolu en trouvant une famille de valeurs propres et une famille de vecteurs propres d’une matrice. Les
résultats présentés dans cette section ont fait l’objet de plusieurs publications, principalement dans le
cas de graphes non pondérés [POT90, HAG92a, HEN93]. Cependant, nous généraliserons ces concepts
pour les étendre aux cas des graphes valués, comme dans [MOH91, MOH97].
Avant de continuer, nous allons présenter quelques définitions d’analyse numérique qui nous ser-
viront dans cette section.
Définition 23 (Vecteur propre, valeur propre) Soit E un espace vectoriel sur un corps K. Soit u
un endomorphisme de E. Un vecteur x de E tel qu’il existe λ dans K tel que u(x) = λx est appelé
vecteur propre de u. Dans ce cas, λ est appelé valeur propre de u.
Si l’on se ramène à un endomorphisme sur les réels, et que M est la matrice de cet endomor-
phisme, alors on appelle vecteur propre de M tout vecteur x (i.e. matrice colonne) de réels qui vérifie
∃λ ∈ R,Mx = λx.
Définition 24 (Matrice semi-définie positive) Soit M une matrice symétrique réelle d’ordre n. Elle
est dite semi-définie positive si elle vérifie l’une des deux propriétés équivalentes suivantes :
1. pour toute matrice colonne non nulle x à n éléments réels, on a xTMx ≥ 0 ;
2. toutes les valeurs propres de M sont positives ou nulles.
Considérons la matrice Laplacienne d’un graphe G telle que définie en section 1.2 :
MLap = MDeg −MAdj .
On a la propriété suivante :
Propriété 1 La matrice Laplacienne MLap d’un graphe G non-orienté et positivement pondéré, est
semi-définie positive.
Preuve : Soit x un vecteur de taille n. On a pour tout i ∈ {1, . . . , n} :
(xTMLap)i = xideg(i)−
n∑
j=1
xjp(i, j)
= xi
n∑
j=1
p(i, j)−
n∑
j=1
xjp(i, j)
=
n∑
j=1
(xi − xj)p(i, j) .
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Puis,
xTMLapx =
n∑
i,j=1
(x2i − xixj)p(i, j) .
Or, le graphe est non-orienté, ∀(i, j) ∈ 1, . . . , n2, p(i, j) = p(j, i), d’où :
xTMLapx =
∑
(si,sj)∈A
(xi − xj)2p(i, j) . (2.1)
Puisque le graphe est positivement pondéré, MLap est semi-définie positive. 2
Considérons que l’on cherche à trouver une bissection de G en deux ensembles de sommets S1
et S2. Nous verrons dans la section suivante (infra 2.3.3) comment généraliser cette méthode au 2i-
partitionnement.
Soient un graphe G = (S,A) et x un vecteur de taille n tel que :
∀si ∈ S, xi =
{
1 if si ∈ V1 ,
−1 if si ∈ V2 .
Si l’on considère le coût de coupe entre S1 et S2 défini en section 1.5 :
coupe(S1, S2) =
∑
si∈S1,sj∈S2
p(si, sj)
=
1
2
∑
(si,sj)∈A
(xi − xj)2p(i, j) .
Si l’on utilise le résultat de l’équation (2.1), alors :
coupe(S1, S2) =
1
2
xTMLapx .
Ainsi, minimiser le coût de coupe d’une bissection revient à trouver un vecteur x qui minimise
xTMLapx.
Écrit autrement, ce problème consiste à résoudre le système linéaire :
MLapx = λx (2.2)
en trouvant le plus petit réel λ possible. Comme nous l’avons vu au début de cette section, cela revient
à trouver une valeur propre minimale de la matrice Laplacienne MLap du graphe G, ainsi que le
vecteur propre correspondant.
2.3.3 Trouver les valeurs propres de la matrice Laplacienne du graphe
Comme nous l’avons vu dans la section précédente (supra 2.3.2), chercher les vecteurs propres
de la matrice Laplacienne d’un graphe permet de résoudre un problème de partitionnement. Plusieurs
méthodes peuvent être utilisées pour trouver les vecteurs propres d’une matrice :
– l’algorithme itératif de Lanczos ;
– la méthode itérative du quotient de Rayleigh ;
– l’algorithme de la décomposition QR ;
– l’algorithme itératif de Jacobi.
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Toutes ces méthodes sont présentées dans [GOL96].
Parmi ces méthodes, c’est l’algorithme itératif de Lanczos qui est le plus souvent utilisé [POT90,
SIM91, HAG92a, HEN95b]. Cependant, la méthode itérative du quotient de Rayleigh est aussi utilisée
dans certains travaux [BAR94, HEN95c]. Dans [HEN95c] elle est même avantageusement couplée
avec une méthode multi-niveaux pour la rendre plus rapide.
D’après la propriété 1, la matrice Laplacienne d’un graphe est semi-définie positive, donc toutes
ses valeurs propres sont positives. Ainsi, elles peuvent être classées par ordre croissant : 0 ≤ λ1 ≤
λ2 ≤ · · · ≤ λn. Il existe un vecteur propre trivial : le vecteur unité (x = (1, . . . , 1)T ). Sa valeur
propre est λ = 0 ; on en déduit que λ1 = 0.
La première personne qui a étudié les propriétés de ces vecteurs et valeurs propres est Miroslav
Fiedler, qui a présenté ses résultats dans [FIE75]. C’est pourquoi cette famille de vecteurs propres est
souvent appelée la famille des vecteurs de Fiedler. Ainsi, le premier vecteur de Fiedler est le vecteur
unité. Le second vecteur de Fiedler correspond à la valeur propre non-nulle la plus petite de la famille
de valeurs propres. C’est le second vecteur de Fiedler qui va permettre de trouver une bissection du
graphe. En effet, si les valeurs de ce vecteur sont réelles, leur discrétisation vers {−1; 1} permet de
répartir les sommets du graphe dans les deux ensembles S1 et S2.
Considérons maintenant que l’on cherche une 2i-partition de G. Le résultat trouvé dans le cas de
la bissection d’un graphe se généralise facilement. En effet, les i+1 premiers vecteurs de la famille de
Fiedler de la matrice Laplacienne de G permettent de trouver une 2i-partition de G. Pour cela, il suffit
de discrétiser chaque vecteur de Fiedler vers {−1; 1}, puis de créer les bissections correspondantes.
Ce procédé sera étudié plus en détail dans les sous-sections suivantes (infra 2.3.5 et 2.3.6).
2.3.4 Borne inférieure pour le partitionnement de graphe contraint
L’étude des propriétés spectrales de la matrice d’adjacence du graphe a permis de trouver une
borne inférieure au coût de coupe d’une partition d’un graphe non pondéré. La démonstration en a été
faite par W. Donath et A. Hoffman dans [DON73].
Théorème 2 Soient G = (S,A) un graphe de poids unitaires et MAdj sa matrice d’adjacence.
Soit MD une matrice diagonale quelconque telle que tr(MD) =
∑
i(MD)ii = 2nA.
Soient m1 ≥ m2 ≥ · · · ≥ mk, k entiers positifs tels que
∑
imi = nS .
Soit Pk = {S1, . . . , Sk}, une partition de S en k parties telles que ∀i ∈ {1, . . . , k}, card(S1) = mi.
Si l’on note les valeurs propres de la matrice MD −MAdj par ordre de valeurs croissantes :
λ1 ≤ λ2 ≤ · · · ≤ λk ≤ · · · ≤ λnS , alors :
coupe(Pk) ≥ 12
k∑
i=1
card(Si)λi
Dans ce théorème, la matrice des degrés du graphe peut être utilisée à la place deMD. Les valeurs
propres utilisées sont alors les k plus petites valeurs propres de la matrice Laplacienne du graphe.
Dans le cas des partitions parfaitement équilibrées, Robert Elsässer, Thomas Lücking et Burkhard
Monien montrent dans [ELS03], que lorsque coupe(Pk) = 12
∑
i card(Si)λi, alors tous les sommets
du graphe sont adjacents à la coupe. La partition a dans ce cas un grand nombre de parties, assez
proche du nombre de sommets. Ils proposent une nouvelle borne inférieure pour les partitions n’en-
trant pas dans ce cadre.
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2.3.5 Méthodes spectrales pour le partitionnement contraint
Le problème du partitionnement contraint (supra 1.5) consiste à trouver une partition Pk en k
parties qui respecte une balance de partitionnement balmax et qui soit de coût de coupe minimum.
Les méthodes spectrales ont été utilisées dans de nombreux articles pour résoudre le problème du
partitionnement contraint [SIM91, HEN93, BAR94, ALP95b, HEN95b].
Dans les deux sous-sections précédentes (supra 2.3.2 et 2.3.3), nous avons vu que minimiser le
coût de coupe d’une bissection P2 = {S1, S2} était équivalent à trouver le second vecteur de Fiedler
de la matrice Laplacienne du graphe. Les autres p vecteurs de Fiedler peuvent être utilisés par ordre
croissant pour obtenir une 2p partition. Cependant, comme Bruce Hendrickson et Robert Leland le
font remarquer dans [HEN95b], ce procédé n’est pas extensible à l’infini. Seuls les trois premiers
vecteurs de Fiedler (sans compter celui de valeur propre nulle) apportent des résultats satisfaisants.
Nous allons maintenant expliquer pourquoi.
Soient G = (S,A) un graphe et MLap sa matrice Laplacienne. Résoudre le système (2.1) est une
approche linéaire pour résoudre le problème discret de la minimisation du coût de coupe. Il y a donc
deux différences majeures entre résoudre ce système linéaire et trouver une solution au problème du
partitionnement contraint :
– les valeurs du vecteur x dans l’équation (2.1) sont des valeurs réelles et non dans {−1; 1} ;
– la résolution du système linéaire (2.1) ne tient pas compte de la balance de la partition.
Ce sont les deux approximations que nous avions évoquées au début de cette section (supra 2.3.1).
Heureusement, ces deux inconvénients associés ensemble permettent de trouver une solution au
problème du partitionnement contraint. En effet, la discrétisation du vecteur de Fiedler, x, vers {−1; 1}
va permettre de respecter la balance de partitionnement balmax. Pour cela, il suffit de trier les compo-
santes de x par valeurs croissantes et de discrétiser la première moitié du vecteur vers−1 et la seconde
vers 1. L’indice i du vecteur correspondant à cette première moitié est choisi tel que : xi < 0 et cette
moitié a atteint le poids maximal autorisé par la balance ; ou xi > 0 et cette moitié a atteint le poids
minimal autorisé par la balance. Ainsi, une bissection du graphe respectant la balance a été trouvée.
Lorsque plusieurs vecteurs de Fiedler sont utilisés pour trouver un 2p-partitionnement, chaque
vecteur est discrétisé comme précédemment pour obtenir une bipartition du graphe, en respectant les
modifications imposées par les bissections précédentes au niveau de la balance de partitionnement.
Ces modifications étant de plus en plus difficiles à respecter, le nombre de vecteurs de Fiedler qui
peuvent être utilisés est limité.
Pour une présentation plus formelle et plus détaillée, le lecteur pourra consulter l’excellent article
de Bruce Hendrickson et Robert Leland [HEN95b].
Les procédés que nous venons de présenter ne permettent que de trouver des partitions en 2, 4 ou
8 parties. Afin de trouver une k-partition du graphe, avec k quelconque, la technique de bissection
récursive (supra 1.7.3) peut être utilisée.
La méthode spectrale est une approche globale pour le partitionnement. Il est donc utile d’appli-
quer à la partition trouvée un algorithme d’optimisation locale [HEN93]. Ils sont appelés algorithmes
d’affinage dans le cas du partitionnement de graphe (supra 1.7.2). Les algorithmes utilisés pour af-
finer les partitions trouvées par les méthodes spectrales sont le plus souvent de type Kernighan-Lin
(infra 2.4).
2.3.6 Méthodes spectrales pour le partitionnement non contraint
Le partitionnement non contraint nécessite la distinction de deux cas, suivant que l’on cherche à
minimiser l’une de ces deux fonctions objectifs :
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Le ratio de coupe
La minimisation du ratio de coupe par des méthodes spectrales a été proposée par [POT90, HAG92a,
DIN01b]. La première étape de ce processus de minimisation consiste, comme dans le cas contraint, à
résoudre un système linéaire. Cependant, le système linéaire (2.2) doit être adapté au ratio de coupe.
Le nouveau système linéaire à résoudre est :
MLapx = λMAdjx .
Une fois les vecteurs de Fiedler trouvés par les méthodes proposées en sous-section 2.3.3, il
faut les projeter sur la partition. C’est l’étape qui se différencie le plus du cas contraint. En effet, la
contrainte sur la balance de partitionnement n’existe plus. Soit x le second vecteur de Fiedler trouvé,
ses composantes sont dans [−1; 1]. Puisqu’il n’y a plus de balance de partitionnement à respecter, la
projection de x sur la bissection P2 = {S1, S2} est très simple : si la composante xi de x est négative,
le sommet si ira dans S1 ; dans le cas inverse, si xi > 0 alors si sera ajouté à S2.
La coupe normalisée
La coupe normalisée est très utilisée pour résoudre des problèmes de segmentation d’image. Dans
ce cas, ce problème est souvent résolu par une méthode spectrale [SHI98b, SHI98a, WEI99, SHI00,
BEN05]. Le processus de minimisation de la coupe normalisée est identique à un détail près de celui
du ratio de coupe que nous venons de présenter ; dans le cas de la coupe normalisée, le système linéaire
à résoudre est le suivant :
MLapx = λMDegx .
2.3.7 Problèmes et améliorations
L’un des inconvénients des méthodes spectrales est qu’elles utilisent des algorithmes de recherche
de vecteurs propres qui sont gourmands en temps de calcul, mais surtout en espace mémoire. Ce
défaut est rappelé dans [HEN95a] où Bruce Hendrickson et Robert Leland préconisent l’utilisation de
l’algorithme itératif de Lanczos pour les graphes de moins de 10 000 sommets, et l’utilisation de la
méthode itérative mêlant multi-niveaux (présenté infra 2.6) et quotient de Rayleigh pour les graphes
plus grands.
Nous avons évalué la quantité de mémoire utilisée et les temps de calcul nécessaires à l’algorithme
de Lanczos et à l’algorithme hybride multi niveaux-quotient de Rayleigh. Le tableau 2.1 présente ces
résultats. Ceux-ci ont été obtenus grâce à l’outil de partitionnement Chaco sur un ordinateur fonc-
tionnant avec le système d’exploitation GNU/Linux Debian, muni d’un processeur Intel Pentium IV
cadencé à 3GHz, disposant de 512Mo de mémoire vive. Ce tableau nous montre les limites de la
méthode de Lanczos, et plus généralement des méthodes spectrales non hybrides, tant en espace mé-
moire qu’en temps de calcul. En effet, pour les graphes testés, qui ont tous une taille de plus de 10 000
sommets, l’algorithme de Lanczos peut utiliser jusqu’à 360Mo de mémoire, contre au plus 44Mo pour
l’algorithme hybride. Le temps de calcul est lui aussi bien plus petit dans le cas de l’algorithme hy-
bride avec au plus 0,54 secondes de calcul contre au plus 4,75 secondes pour l’algorithme de Lanczos.
De plus, les coûts obtenus avec la méthode hybride nous montrent que cette méthode permet d’obtenir
des résultats de qualité au moins similaire à ceux de l’algorithme de Lanczos.
Le constat que nous venons de présenter explique pourquoi les méthodes multi-niveaux, qui per-
mettent de résoudre des problèmes de plus grande taille et plus rapidement, ont été si rapidement
utilisées.
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Graphes Lanczos Quotient de Rayleigh
Nom sommets arêtes coût temps(s) mém.(ko) coût temps(s) mém.(ko)
bcsstk32 44 609 985 046 7779 2,56 155 136 7647 0,41 27 644
t60k 60 005 89 440 186 1,11 164 624 171 0,20 16 512
wing 62 032 121 544 1324 1,20 136 200 1386 0,32 19 420
brack2 62 631 366 559 857 1,13 114 608 856 0,24 24 476
finan512 74 752 261 120 206 2,68 317 452 498 0,34 28 792
fe_tooth 78 136 452 591 4396 2,39 221 604 4372 0,3 30 104
fe_rotor 99 617 662 431 2420 4,75 360 504 2473 0,37 39 988
598a 110 971 741 934 2513 3,70 183 972 2528 0,54 44 012
fe_ocean 143 437 409 593 2222 2,32 300 688 659 0,43 41 588
TAB. 2.1 – Temps de calcul et mémoire utilisés par le programme Chaco en fonction de la méthode
spectrale choisie.
2.4 L’algorithme de Kernighan-Lin
2.4.1 Principe général
L’algorithme de Kernighan-Lin [KER70] permet d’affiner la bissection d’un graphe précédem-
ment obtenu. Il s’agit donc d’un algorithme d’optimisation locale. L’idée maîtresse de cet algorithme
est de trouver deux sous-ensembles de sommets de même taille, chacun dans une partie de la bissec-
tion, tels que leur échange diminue le coût de coupe de la bissection. Afin de trouver « une partition
localement optimale » [KER70], l’algorithme procède ainsi : partant d’une bissection existante, l’al-
gorithme échange successivement deux sous-ensembles de la bissection jusqu’à ce que plus aucun
sous-ensemble diminuant le coût de coupe ne puisse être trouvé. La dernière bissection obtenue est
donc la bissection de coût de coupe minimal trouvé par l’algorithme.
2.4.2 L’algorithme
Dans un premier temps, nous supposerons que nous cherchons une bissection parfaitement équili-
brée (i.e. de balance de partitionnement unitaire) et que tous les sommets sont de poids identiques.
Nous verrons ensuite comment adapter l’algorithme à des parties de tailles différentes.
Pour créer les deux sous-ensembles de la bissection à échanger, les auteurs introduisent deux
notions : le coût extérieur et le coût intérieur. Le coût intérieur I(s) d’un sommet s de la partie Si de
la bissection est défini comme la somme des poids des arcs adjacents à s dont le second sommet est
dans Si :
I(s) =
∑
s′∈Si
poids(s, s′) . (2.3)
Le coût extérieur E(s) d’un sommet s de Si se définit comme la somme des poids des arcs entre s et
les sommets n’appartenant pas à Si :
E(s) =
∑
s′∈S−Si
poids(s, s′) . (2.4)
Soit D(s) la différence entre le coût extérieur et le coût intérieur du sommet s :
D(s) = E(s)− I(s) . (2.5)
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Soient deux sommets appartenant chacun à une partie de la bissection, s1 ∈ S1 et s2 ∈ S2. Le gain de
l’échange, g, de s1 et s2 est :
g(s1, s2) = D(s1) +D(s2)− 2poids(s1, s2) . (2.6)
Pour chaque sommet s ∈ S, la différence entre le coût extérieur et le coût intérieur de s, D(s), est
calculée. Les valeurs D(s) sont réparties en deux ensembles D1 et D2 suivant l’appartenance de s à
l’une des deux parties.
L’algorithme de Kernighan-Lin, présenté par l’algorithme 3, est construit autour d’une boucle
itérative, appelé par les auteurs phase 1 optimization ou « passe », qui permet de chercher deux sous-
ensembles de la bissection à échanger. À chaque passe, la construction de ces deux sous-ensembles est
faite par itérations successives, en ajoutant à chaque itération un élément à chaque sous-ensemble. Soit
l’algorithme à l’itération o. L’algorithme commence par chercher deux sommets appartenant chacun à
une partie de la bissection (S1, S2), maximisant g (cf. équation (2.6)). Pour ce faire, chaque ensemble
D1 et D2 est trié :
D1 : D(s1, 1) ≥ D(s1, 2) ≥ · · · ≥ D(s1, n) ,
D2 : D(s2, 1) ≥ D(s2, 2) ≥ · · · ≥ D(s2, n) .
Une fois les ensembles triés, uniquement un petit nombre de couples de sommets va être considéré.
En effet, si deux couples (s1, i) et (s2, j) sont trouvés tels que D(s1, i) + D(s2, j) est inférieur ou
égal au gain maximum précédemment trouvé, alors il ne peut y avoir une autre paire de sommets
((s1, k), (s2, l)) avec k ≥ i et l ≥ j, de gain supérieur à ce gain maximum. Ainsi, deux sommets
so1 ∈ D1 et so2 ∈ D2 de gain go sont sélectionnés. Ils sont alors verrouillés, ce qui veut dire qu’ils
ne pourront plus être sélectionnés pendant le reste de cette passe. Les valeurs D(s) des ensembles
D1 et D2 sont recalculées pour les sommets non verrouillés en fonction de la nouvelle bissection
(S1 − {so1}, S2 − {so2}). Soient D′1 et D′2 les nouveaux ensembles :
D′1(s) = D1(s) + 2poids(s
o
1, x)− 2poids(so2, x), x ∈ S1 − {so1} ,
D′2(s) = D2(s) + 2poids(s
o
2, x)− 2poids(so1, x), x ∈ S2 − {so2} .
La procédure est alors itérée en partant de la bissection (S1 − {so1}, S2 − {so2}) et des ensembles D′1
et D′2. L’itération se termine lorsqu’il n’y a plus de sommet à échanger. Comme les parties de la
bissection sont de tailles égales, chaque partie est alors vide.
Le gain résultant de l’échange de l’ensemble des sommets {s11, . . . , si1} et {s12, . . . , si2} par la
passe est le suivant :
G(i) =
i∑
k=1
gk .
On peut noter qu’après la dernière itération, le gain total de l’échange est :
nS/2∑
k=1
gk = 0 .
À la fin de la passe, si le gain obtenu est strictement positif, alors les deux ensembles de sommets qui
maximisent G sont échangés.
L’algorithme de Kernighan-Lin procède par passes successives tant que celles-ci permettent de
trouver deux ensembles de sommets à échanger. La bissection finale a pour coût de coupe, le coût de
coupe initial moins la somme des gains obtenus par les différentes passes.
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Algorithme 3 Algorithme de Kernighan-Lin.
Procédure KL(G = (S,A),P2)
couˆt_coupe← coupe(P2)
répète « passe » % aussi appelé phase 1 optimization
Calculer D1 et D2
pour o = 1 à nS/2 faire
Choisir so1 et s
o
2 qui maximisent le gain g
E1(o)← so1, E2(o)← so2, G(o)← g
Verrouiller so1 et s
o
2
Mettre à jour D1 et D2
fin pour
Choisir o qui maximise G
si G(o) > 0 alors
couˆt_coupe← couˆt_coupe+G(o)
Échanger E1(o) et E2(o) dans P2
fin si
jusqu’à ce que G(o) > 0
retourner (P2, couˆt_coupe)
fin Procédure
2.4.3 Améliorations proposées par Brian Kernighan et Shen Lin
Pour trouver une bissection du graphe de coût de coupe encore inférieur, les auteurs conseillent
de répéter l’algorithme en l’initialisant avec différentes bissections. Ils proposent aussi une autre ap-
proche qui consiste à perturber la solution précédemment trouvée par l’algorithme en échangeant
aléatoirement quelques sommets de chaque partie. L’algorithme sera alors appliqué à cette nouvelle
bissection.
L’algorithme de Kernighan-Lin est d’autant plus rapide et performant que sa partition initiale est
de bonne qualité. En effet, si la partition initiale est de bonne qualité, alors le nombre d’itérations de
l’algorithme sera petit car il sera rapidement impossible de trouver des sous-ensembles à échanger. De
plus, l’optimisation étant locale, une diminution très importante du coût de coupe est peu probable.
Ainsi, pour avoir un coût de coupe minimal, il est préférable de partir d’une bissection de coût de
coupe faible. Le choix de la méthode qui génère la bissection initiale est donc très important. Les
auteurs ne préconisent pas de méthode spécifique pour créer la bissection initiale. Cependant, elle peut
être facilement générée par des algorithmes d’expansion de région (supra 2.2). C’est cette solution qui
est utilisée par certaines méthodes multi-niveaux, dont [KAR98a].
2.4.4 Complexité
La complexité de l’algorithme de Kernighan-Lin est son principal défaut. La création des coûts ex-
térieurs et des coûts intérieurs a pour complexitéO(n2A). Le temps mis pour trouver les deux sommets
à échanger lors d’une passe est enO(n2A log nA). La complexité de l’algorithme de Kernighan-Lin est
donc en O(n2A log nA). Nous verrons dans les sections suivantes d’autres algorithmes qui permettent
de diminuer cette complexité.
Cependant, pour accélérer la sélection des deux sommets à échanger, Brian Kernighan et Shen Lin
proposent de ne pas trier les listes D1 et D2, mais de chercher la valeur la plus importante de chacune
de ces deux listes et d’échanger les sommets correspondant à ces valeurs. Cette recherche étant linéaire
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(i.e. en O(nA)), la complexité de l’algorithme de Kernighan-Lin sera en O(n2S). L’inconvénient de
cette nouvelle recherche est qu’elle ne permet pas de trouver les deux sommets de gain maximal. En
effet, cette recherche ne tient pas compte du poids entre les deux sommets cherchés présents dans la
formule 2.6.
2.4.5 Parties de tailles différentes
Considérons le cas d’une bissection en une partie de n1 éléments et une autre de n2 éléments, avec
n1 < n2. Le problème est d’affiner la bissection pour en obtenir une qui possédera des parties d’au
moins n1 sommets et d’au plus n2 sommets. Brian Kernighan et Shen Lin proposent une adaptation de
leur algorithme pour un tel problème. Le nombre de paires de sommets qui seront échangées à chaque
passe est réduit à n1. À la partie de taille n1, n2 − n1 sommets « virtuels » sont ajoutés. Ces sommets
virtuels ont un poids égal aux autres sommets, mais ne sont reliés par aucun arc aux autres sommets.
Le coût, comme le gain de transfert d’un de ces sommets d’une partie à l’autre est donc nul. Après
que l’algorithme de Kernighan-Lin ait été appliqué, les sommets virtuels sont retirés de la bissection
affinée. La bissection obtenue a deux parties d’au moins n1 sommets et au plus n2 sommets.
2.4.6 Sommets de poids différents
Jusqu’à présent, seuls des sommets de même poids ont été considérés. Pour supprimer cette res-
triction, les auteurs proposent de remplacer chaque sommet de poids p > 1 par p sommets de poids
unitaires connectés entre eux. Le problème de cette approche est qu’elle agrandit fortement la taille
du problème et que certains sommets risquent d’être divisés entre les deux parties. Cette solution n’est
donc pas viable pour la plupart des problèmes.
2.5 Améliorations de l’algorithme de Kernighan-Lin
De nombreuses améliorations de l’algorithme de Kernighan-Lin ont été proposées. Cet algorithme
ayant été créé pour la bissection de circuits VLSI et ceux-ci étant souvent modélisés avec des hyper-
graphes, de nombreuses améliorations concernent les hypergraphes [FID82, KRI84, SAN89, HAG97,
ZHA02, PAP07]. Cependant, on doit à l’un de ces articles, [FID82], l’implémentation systématique-
ment utilisée pour diminuer la complexité de cet algorithme, tant dans le cas du partitionnement de
graphe que d’hypergraphe. Nous verrons dans une première section (infra 2.5.1) cette implémentation.
Dans le cas précis du partitionnement de graphe, et indépendamment des articles sur les méthodes
multi-niveaux, seuls quelques articles présentent des améliorations de l’algorithme de Kernighan-
Lin [BUI89, DUT93, PEL96, RAN01]. Cependant, les articles présentant les méthodes multi-niveaux
proposent souvent un nouvel algorithme d’affinage (cf infra 2.6.2) de type Kernighan-Lin dans le cas
de la bissection [KAR98a] ou du k-partitionnement [HEN95c, WAL97, KAR98d, KAR98c, WAL00a].
2.5.1 L’implémentation de Fiduccia-Mattheyses
Dans [FID82], C. Fiduccia et R. Mattheyses proposent un algorithme d’affinage basé sur l’al-
gorithme de Kernighan-Lin, mais pour le partitionnement d’hypergraphes. S’intéressant toujours à
un problème de bissection, ils réutilisent la notion de gain introduite dans [KER70] et présentée en
section 2.4. L’intérêt majeur de cet article est la description de leur structure de données servant à
maintenir à jour les gains des sommets.
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FIG. 2.1 – Implémentation du tableau de gain de Fiduccia-Mattheyses. Tableau des sommets pointant
sur des doubles listes chaînées liées au gain du sommet correspondant.
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Le gain d’un sommet représente la diminution du coût de coupe engendrée par le déplacement de
ce sommet vers l’autre partie de la bissection. Formellement, le gain g(s) d’un sommet s est égal à la
différence entre le coût extérieur et le coût intérieur du sommet. Suivant la formule (2.5), g(s) = D(s).
La structure de données qui permet de maintenir à jour le gain des sommets est présentée figure
2.1. Cette structure de données consiste à maintenir pour chaque partie de la bissection un tableau
trié des gains des sommets. Une liste doublement chaînée est associée à chacune des cases du tableau
de gains. Cette liste doublement chaînée contient les sommets de gain correspondant au rang de la
liste dans le tableau de gains. Enfin, chaque case du tableau des sommets pointe vers son sommet,
celui-ci appartenant à une des listes doublement chaînées. Ainsi, l’accès à un sommet se fait en temps
constant, et son déplacement d’un gain vers un autre gain lors de la mise à jour des gains se fait aussi
en temps constant.
Algorithme 4 Algorithme de Fiduccia-Mattheyses adapté au partitionnement de graphe.
Procédure FM(G = (S,A), P2, balmax) %P2 : bissection de G ; balmax : balance max de P2
couˆt_coupe← coupe(P2)
répète « passe » % aussi appelé phase 1 optimization
Créer les deux tableaux de gains
pour i = 1 à nS faire
Choisir s ∈ S non verrouillé et de gain maximal, respectant après déplacement balmax
pour tout sommet non verrouillé s′ adjacent à s faire
Mettre à jour le tableau de gain pour s′
fin pour
Verrouiller s
fin pour
Choisir i qui maximise le gain G
si G(i) > 0 alors
Modifier la bissection P2 en fonction de i.
couˆt_coupe← couˆt_coupe+G(i)
fin si
jusqu’à ce que G(i) > 0
retourner (P2, couˆt_coupe)
fin Procédure
L’algorithme 4 présente l’adaptation de l’algorithme de Fiduccia-Mattheyses au partitionnement
de graphe.
L’initialisation du gain pour chaque sommet a pour complexité O(nA). De même, la mise à jour
du gain des sommets étant constant, chaque passe de l’algorithme de Kernighan-Lin se fait en O(nA).
Ainsi, la complexité générale de l’algorithme est linéaire par rapport à la taille de A, ce qui est une
grande amélioration par rapport à celle de l’algorithme de Kernighan-Lin, qui était en O(n2A log nA).
2.5.2 Adaptation au k-partitionnement
L’algorithme de Kernighan-Lin utilisant l’implémentation de Fiduccia-Mattheyses est efficace et
rapide, mais il est prévu pour affiner une bissection. Cependant, dans de nombreux cas la partition à
affiner a un nombre k > 2 et pas toujours pair de parties. Il est donc utile d’avoir une version efficace
de cet algorithme pour le k-partitionnement direct.
Une des premières adaptations de l’algorithme de Kernighan-Lin au k-partitionnement de graphe
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est due à Laura Sanchis et est décrite dans [SAN89, SAN93]. Cependant, cette adaptation a été faite
dans le cadre du partitionnement d’hypergraphes.
Une adaptation de cet algorithme au k-partitionnement est présentée dans [HEN95c] par Bruce
Hendrickson et Robert Leland. Cependant, cette adaptation est coûteuse en espace et en temps. En ef-
fet, elle utilise k(k−1) tableaux de gains de l’implémentation de Fiduccia-Mattheyses (supra 2.5.1) et
a une complexité en O(knA) à comparer avec la complexité de l’algorithme de Fiduccia-Mattheyses,
qui est en O(nA). Ainsi, cette adaptation n’est utilisable que dans le cas où k est petit.
Pour pallier à ces inconvénients, George Karypis et Vipin Kumar proposent une autre approche
dans [KAR98d]. Celle-ci utilise toujours le principe de gain et l’implémentation de Fiducci-Matthey-
ses, mais a une complexité indépendante de nombre de parties de la partition cherchée. Dans leur
algorithme, seul un tableau de gains est utilisé. Cependant, de l’aveu même des auteurs, si leur mé-
thode d’affinage est plus rapide, elle est aussi moins efficace que celle de Bruce Hendrickson et Robert
Leland. La section 2.5.3 présente cette méthode de manière plus détaillée.
2.5.3 Global Kernighan-Lin refinement
L’algorithme d’affinage Global Kernighan-Lin refinement (GKLR) présenté dans [KAR98d] uti-
lise la même structure de données qui permet de maintenir à jour le gain des sommets que celle de
l’implémentation de Fiduccia-Mattheyses (supra 2.4.2), à la différence qu’un seul tableau de gain est
utilisé. Comme tous les algorithmes du type de celui de Kernighan-Lin, cet algorithme est itératif et
chaque itération est appelée une « passe » (supra 2.4.2). Chaque passe consiste à déplacer un ensemble
de sommets vers d’autres parties afin de diminuer le coût de coupe de la partition.
L’algorithme 5 décrit le processus d’affinage du GKLR. Au début d’une passe, le gain de chaque
sommet est calculé selon la formule (2.5), mais en ne considérant que deux parties à la fois : celle
du sommet et une autre partie adjacente à ce sommet. Dans cet algorithme, le gain d’un sommet est
le gain maximum de tous les gains calculés entre ce sommet et les parties adjacentes à ce sommet.
Si ce gain est positif, il est conservé, sinon le sommet est verrouillé. Les auteurs ont fait le choix de
ne conserver que les sommets dont le gain est positif au début d’une passe, car cela a pour avantage
de réduire sensiblement le temps d’une passe. Cependant, cela a aussi pour inconvénient de ne pas
pouvoir atteindre certains minima locaux.
La structure de données de Fiduccia-Mattheyses étant constituée des sommets échangeables et de
leurs gains correspondants, une itération sur les sommets non verrouillés commence. Chacune de ces
itérations commence par la sélection du premier sommet de la liste doublement chaînée de gain le plus
important. Soit s ce sommet ; l’algorithme va choisir la partie adjacente à la partie de s qui maximise
le gain de s tout en respectant la balance de partitionnement. Ainsi, le sommet s peut être déplacé vers
une partie de gain non maximal, et ne correspondant donc pas au gain du tableau des gains. Une fois
le sommet s déplacé vers sa nouvelle partie, celui-ci est verrouillé et les gains des sommets adjacents
non verrouillés sont mis à jour. À la fin de l’itération, le sommet s est verrouillé. L’itération sur les
sommets non verrouillés continue tant qu’il existe des sommets non verrouillés ou qu’un nombre
prédéfini, dep, de déplacements successifs de sommets n’a pas conduit à au moins une amélioration
du coût de coupe. Pendant l’itération, les gains sont mis à jour et peuvent devenir strictement négatifs.
Ainsi, le gain de la partition peut être diminué.
Une fois cette itération terminée, l’ensemble des sommets, s’il existe, ayant permis de décroître
le plus le coût de coupe est déplacé vers les parties correspondantes. Le déplacement de ces sommets
termine la passe.
L’itération sur les passes s’achève lorsqu’un nombre prédéfini de passes a été exécuté ou lors-
qu’une passe n’a pas fait décroître le coût de coupe de la partition.
42 CHAPITRE 2. MÉTHODES CLASSIQUES DE PARTITIONNEMENT DE GRAPHE
Algorithme 5 Algorithme d’affinage Global Kernighan-Lin refinement.
Procédure GKLR(G = (S,A), Pk, balmax) %Pk : partition de G ; balmax : balance max de Pk
répète « passe »
Créer le tableau de gains et l’ensemble des sommets non verrouillés Sv
tant que Sv 6= ∅ ou le gain d’un déplacement n’a pas été négatif dep fois de suite faire
Choisir le sommet s de plus grand gain
pour toute partie Si ∈ Pk − {Sj , s ∈ Sj} telle que Si ∪ {s} respecte balmax faire
Calculer le gain de l’ajout de s à Si
fin pour
Choisir la partie Si ∈ Pk de gain g maximal par rapport au sommet s
Enregistrer le déplacement de s vers Si et le gain g correspondant
pour sommet non verrouillé s′ adjacent à s faire
Mettre à jour le tableau de gain pour s′
fin pour
Verrouiller s
fin tant que
Choisir l’ensemble des sommets à déplacer qui maximise le gain g
si g > 0 alors
Modifier la partition Pk en fonction de l’ensemble des sommets à déplacer
fin si
jusqu’à ce que g > 0 ou un nombre prédéfini de passes est atteint
retourner Pk
fin Procédure
L’un des inconvénients majeurs de cet algorithme d’affinage est qu’il a du mal à affiner correcte-
ment des partitions qui ne respectent pas déjà la balance de partitionnement. Cet algorithme est sou-
vent utilisé par les méthodes multi-niveaux (supra 2.6). Or l’étape de partitionnement des méthodes
multi-niveaux ne produit pas toujours une partition respectant la balance de partitionnement.
2.5.4 Algorithme d’affinage de Walshaw-Cross
L’algorithme d’affinage de Walshaw-Cross est présenté dans [WAL00a]. Il s’inspire de nom-
breuses méthodes différentes. L’algorithme est basé sur l’idée de gain de Kernighan-Lin, et utilise
l’implémentation de Fiduccia-Mattheyses pour maintenir les gains à jour. La partie d’affinage pro-
prement dite de cet algorithme est proche de l’algorithme GKLR [KAR98d] (supra 2.5.3). Comme
dans celui-ci, les sommets sont déplacés un à un et un seul tableau de gain est nécessaire. Cependant,
les auteurs ayant remarqué que l’algorithme GKLR ne pouvait rétablir la balance des partitions mal
balancées, ils ont utilisé un algorithme de répartition de charge pour équilibrer les parties entre elles.
Celui-ci est basé sur une méthode de diffusion décrite dans [HU98]. Cet algorithme ne permet pas de
respecter une contrainte de partitionnement, mais a pour but de rééquilibrer parfaitement la partition.
Il permet de déterminer quel poids transférer entre les parties du graphe, alors que l’algorithme de
type GKLR utilisé après détermine quels sommets transférer.
Les méthodes de diffusion minimisent la norme Euclidienne du poids transféré entre les parties.
L’idée sous-jacente de ces méthodes est de trouver quel poids transférer entre des parties adjacentes
pour équilibrer la partition. Le transfert de poids ne concerne que les parties adjacentes, ceci afin
d’éviter d’augmenter le coût de coupe de la partition. Pour ce faire, l’algorithme de diffusion décrit
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dans [HU98] cherche pour une partition Pk = {S1, . . . , Sk}, à résoudre le système linéaire :
MLapx = b ,
où b est un vecteur de taille k = Card(Pk) tel que chacune de ces composantes soit :
bi = poids(Si)− 1
k
poids(S) ,
et où MLap est la matrice Laplacienne de la partition Pk prise comme un nouveau graphe, avec :
(MLap)ij =

poids(Si) si i = j ,
−1 si i 6= j et si Si adjacent à Sj ,
0 sinon .
Le poids à transférer entre les parties Si et Sj est alors donné par la différence xi − xj . Il est utile de
remarquer que ce poids à transférer est orienté, c’est-à-dire que le poids à transférer entre Sj et Si est
l’opposé du poids à transférer entre Si et Sj . Pour résoudre ce système linéaire, les auteurs utilisent
l’algorithme itératif du gradient conjugué. Celui-ci est facilement initialisable, puisque l’on connaît le
premier vecteur propre de MLap (supra 2.3.2), qui est unitaire.
Les auteurs de [HU98] supposent que le graphe est connexe, mais dans le cas contraire, ils pro-
posent d’utiliser l’algorithme présenté dans [SON94] pour recréer ces flux de poids à transférer.
Une fois que l’algorithme de diffusion a trouvé les flux de poids à transférer, un algorithme de
type GKLR est utilisé mais avec plusieurs variantes :
– au départ, seuls les sommets sur la frontière de la partition sont rangés dans le tableau des gains.
Puis, au fur et à mesure de l’itération, lorsqu’un sommet se retrouve sur la nouvelle frontière,
il est ajouté au tableau des gains. Inversement, un sommet n’étant plus sur la frontière est retiré
de la liste des gains ;
– le tableau de gains utilisé est trié par gain puis par poids, et chaque combinaison gain/poids est
liée à une double liste chaînée. Si le gain est positif, alors les sommets sont ordonnés par ordre
de poids croissant, sinon, ils sont ordonnés par poids décroissant. En effet, il est préférable de
transférer 3 sommets de poids 1 et de gain 1 qu’un sommet de poids 3 et de gain 1. Inversement,
il est préférable de déplacer un sommet de poids 3 et de gain -1 que 3 sommets de poids 1 et de
gain -1 ;
– un déplacement de sommet ne tient pas compte du gain. Si le poids de la partie ajouté à celui
du sommet, respecte la balance de partitionnement, alors le déplacement est accepté, sinon, si
le déplacement du sommet réduit le flux de poids à transférer, alors il est aussi accepté ;
– à la fin de chaque itération, et non à la fin de chaque passe, la nouvelle partition affinée Pr
est comparée à la meilleure partition P précédemment obtenue et est sauvegardée à la place
de cette dernière si elle remplit une des conditions suivantes : P ne respecte pas la balance de
partitionnement et bal(Pr) < bal(P ) ; ou coupe(Pr) < coupe(P ) ; ou coupe(Pr) = coupe(P )
et bal(Pr) < bal(P ) ;
– les sommets adjacents à plusieurs parties peuvent être sélectionnés plusieurs fois. Supposons
un sommet adjacent à Si et Sj tel que ses gains soient respectivement gi > gj . Le sommet est
initialement placé dans le tableau des gains au rang gi. Si le déplacement de ce sommet vers
Si n’est pas accepté, alors le sommet est déplacé au rang gj , puis lorsque ce sommet sera de
nouveau sélectionné, il sera testé pour un déplacement vers Si puis vers Sj . Si aucun des deux
déplacements n’est accepté, alors le sommet sera verrouillé et il sera supprimé du tableau de
gains.
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L’idée de n’utiliser dans un premier temps que les sommets aux frontières au lieu de tous les
sommets a été introduite dans [HEN95c], puis plus précisément dans [WAL95]. Cette idée est exten-
sible au cas des sommets à une certaine distance de la frontière, avec pour distance la notion de plus
court chemin entre deux sommets. Une autre extension serait de limiter le parcours de l’algorithme de
Kernighan-Lin à ces seuls sommets. En effet, dans le cas des algorithmes multi-niveaux, la partition à
affiner est globalement de bonne qualité comme cela est rappelé dans [KAR95]. La partition affinée a
donc de grandes chances d’être très proche de la partition originale. Ainsi, cela diminuerait le temps
d’exécution de l’algorithme. De plus, cette technique permettrait de conserver la structure « globale-
ment bonne » de la partition (c’est-à-dire dans un puits énergétique), pendant l’étape d’affinage et de
projection de l’algorithme multi-niveaux. En effet, un affinage trop poussé de la partition alors que
celle-ci n’est pas encore projetée sur le graphe d’origine, risque de la faire sortir du puits énergétique
vers une solution localement meilleure à ce niveau de projection, mais globalement moins bonne pour
sa projection sur le graphe d’origine.
2.6 La méthode multi-niveaux
2.6.1 Introduction
La méthode multi-niveaux, multilevel en anglais, dérive des méthodes multi-grid utilisées en phy-
sique depuis les années 1970. Cette méthode a été parallèlement utilisée pour la première fois par
Stephen Barnard et Horst Simon [BAR93] et par Thang Bui et Curt Jones [BUI93]. Cependant, c’est
grâce aux travaux de Bruce Hendrickson et Robert Leland [HEN95c] et de George Karypis et Vi-
pin Kumar [KAR95] que la méthode multi-niveaux est devenue populaire pour le partitionnement de
graphe.
Parce que la méthode multi-niveaux est très performante pour résoudre des problèmes de parti-
tionnement de graphe, elle a progressivement remplacé l’utilisation des méthodes spectrales dans la
seconde moitié des années 1990.
Jusqu’au début des années 2000, l’application de la méthode multi-niveaux à l’optimisation com-
binatoire est restée cantonnée aux problèmes de partitionnement de graphe et plus précisément de
partitionnement contraint. C’est principalement à Chris Walshaw que l’on doit l’adaptation de cette
méthode à d’autres problèmes d’optimisation combinatoire [WAL04], comme le problème du voya-
geur de commerce [WAL01b, WAL02b], de la coloration de graphe [WAL01a], de la représentation
graphique de graphes [WAL03] ou de la tournée de véhicules [ROD05].
Des algorithmes hybrides réunissant méthodes multi-niveaux et métaheuristiques sont apparus
très rapidement. L’un des premiers travaux proposant une telle approche est dû à Charles Alpert, Jen-
Hsin Hagen et Andrew Kahng [ALP96b]. Leur algorithme est basé sur une méthode évolutionnaire
qui utilise un algorithme multi-niveaux.
Dans le domaine du partitionnement de graphe, ce sont les méthodes hybrides qui permettent
de trouver les partitions de coûts minimaux. Ainsi, les partitions de coûts minimaux de la Graph
Partitioning Archive de Chris Walshaw (présentée en section A.3), ont été pour la plupart trouvées
par deux méthodes hybrides. La première est une recherche locale itérative (ILS) sur un algorithme
multi-niveaux [WAL04] et la seconde un algorithme génétique modifiant la pondération du graphe en
fonction des partitions trouvées par un algorithme multi-niveaux [SOP04a].
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2.6.2 Principe de la méthode multi-niveaux
La méthode multi-niveaux est actuellement la méthode la plus utilisée pour résoudre des problè-
mes de partitionnement de graphe contraint. La littérature concernant cette méthode est abondante.
Initialement, cette méthode a été créée pour accélérer les outils de partitionnement de graphe existants
[BAR93]. Cependant, elle a vite été reconnue comme étant une méthode très efficace et qui apportait
une vision plus globale du graphe [KAR98a] que les méthodes d’expansion de région ou d’affinage
classiques. Ainsi, la méthode multi-niveaux s’est imposée comme une stratégie « globale » utilisant
des algorithmes locaux de partitionnement de graphe.
La méthode multi-niveaux cherche à répondre à une question simple : comment créer rapidement
une partition d’un graphe G de grande taille, sachant qu’il est très coûteux de s’occuper de chaque
sommet un par un ? La réponse naturelle à cette question est de regrouper les sommets ensemble
pour s’occuper de groupes de sommets plutôt que de sommets indépendants. C’est cette idée qui est à
l’origine de la méthode multi-niveaux.
La méthode multi-niveaux se décompose en trois phases bien distinctes qui agissent chacune sur
le graphe G.
– Contraction : la phase de contraction est de nature itérative. À chaque itération, les sommets
du graphe résultant de l’itération précédente sont regroupés pour former un graphe similaire,
mais dont le nombre de sommets est plus petit que le précédent. Ainsi, une famille de graphes
{G1, . . . , Gn}, avec G1 = G est créée, telle que pour chaque graphe Gi+1, chacun de ses som-
mets représente un groupe de sommets du graphe Gi précédent. Le processus s’arrête lorsque
le graphe est suffisamment petit ou lorsque le nouveau graphe engendré a une taille trop proche
du graphe précédent.
– Partitionnement : le but de cette étape est de créer une partition Pnk du graphe Gn. Pour cela,
le grapheGn résultant de l’étape de contraction peut être partitionné en utilisant une heuristique
de partitionnement comme par exemple une méthode d’expansion de région.
– Affinage : l’étape d’affinage consiste à projeter le découpage de la partition Pnk sur le graphe
initial G. Cependant, projeter directement Pnk sur G produit souvent un découpage de qualité
médiocre, car localement peu optimal. Pour résoudre ce problème, une famille de partitions
{P 1k , . . . , Pnk } est créée dont chaque élément P ik correspond au partitionnement de P i+1k pro-
jeté sur Gi. Pour améliorer localement la partition finale, chaque partition intermédiaire P ik est
affinée en utilisant un algorithme local d’affinage de type Kernighan-Lin ou helpful sets. La par-
tition finale Pk = P 1k conjugue alors les propriétés d’être globalement et localement de bonne
qualité.
Le schéma de la méthode multi-niveaux est présenté en figure 2.2. Les trois phases de la méthode
y sont décrites. L’étape de contraction de la méthode multi-niveaux va permettre d’obtenir un aperçu
global du graphe. Ainsi, même si la phase de partitionnement utilise un algorithme local de parti-
tionnement, la partition résultante sera globalement de bonne qualité pour le graphe d’origine, mais
certainement localement mauvaise. La phase d’affinage va permettre de l’améliorer localement, tout
en conservant la structure globalement bonne de la partition.
L’algorithme 6 présente l’application de la méthode multi-niveaux au partitionnement de graphe.
Cet algorithme reste très général, et son efficacité dépend fortement des méthodes utilisées par les
fonctions « contraction », « partitionner » et « affinage ». De nombreuses méthodes sont utilisées pour
réaliser ces trois fonctions. L’énumération de ces différentes méthodes est l’objet des trois prochaines
sections.
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FIG. 2.2 – Les trois phases de l’algorithme multi-niveaux.
Algorithme 6 Algorithme multi-niveaux pour le partitionnement de graphe.
Procédure MULTILEVEL(G,k)
G1 = G
i = 1
répète
i← i+ 1
Gi = contraction(Gi−1)
jusqu’à ce que contraction faible ou Gi+1 suffisamment petit
P ik = partitionner(Gi,k)
pour j = i− 1 à 1 faire
Pk = projection(P
j+1
k ,Gj)
P jk = affinage(Pk)
fin pour
retourner P 1k
fin Procédure
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2.6.3 Contraction
L’étape de contraction est une étape fondamentale du processus multi-niveaux. En effet, si le re-
groupement de sommets est de mauvaise qualité, quelle que soit la qualité de l’outil de partitionnement
utilisé, la partition résultante sera de mauvaise qualité.
Comme nous l’avons vu dans la section précédente, pendant la phase de contraction, une famille
de graphes {G1, . . . , Gn}, avec G1 = G, est créée. Cette contraction peut être faite de différentes
manières, comme nous allons le voir.
D’une manière générale, la phase de contraction consiste à regrouper un ensemble de sommets du
graphe Gi pour former un unique sommet dans le graphe Gi+1. Si l’on note s le sommet résultat dans
Gi+1, alors le sous-ensemble de sommets de Gi qui l’engendrent est noté Ssi . Pour pouvoir respecter
l’équilibrage des partitions entre les différents graphes Gj , le poids du sommet s ∈ Gi+1 sera égal
à la somme des poids des sommets de Ssi . Les arêtes du graphe Gi+1 seront créées afin de préserver
les informations de connectivité entre les graphes, mais aussi afin de préserver le coût de coupe entre
les parties des partitions correspondant aux différents graphes Gj . Ainsi, le poids de l’arête (s1, s2)
sera égal à la somme des poids des arêtes liant Ss1i à S
s2
i . Ainsi, le coût de coupe et balance de
partitionnement d’une même partition seront préservés entre les différents graphes Gj .
L’objectif principal du partitionnement de graphe étant de minimiser le coût de coupe entre les
parties, l’approche la plus intuitive pour agréger les sommets consiste à regrouper ensemble les som-
mets liés par les arêtes dont le poids est maximal. Ainsi, les arêtes de poids faible devraient avoir
le plus de chances d’être coupées lors de l’étape de partitionnement. Deux possibilités se présentent
quant à la taille des ensembles Ssi créés : si chaque ensemble S
s
i possède au plus deux sommets, alors
on parlera de matching ; si le nombre de sommets de ces ensembles peut être supérieur à 2, alors on
parlera de clustering.
La contraction par clustering a été utilisée pour le partitionnement relaxé de circuits VLSI dans
[HAG92b]. Elle est particulièrement appréciée dans le cas du partitionnement relaxé, car le poids des
arêtes intérieures à chaque partie cherche à être maximisé, comme c’est le cas pour le coût normalisé
ainsi que pour le ratio de coût. Au contraire, dans le cas du partitionnement de graphe contraint, le
matching est plus souvent utilisé.
La technique de contraction par matching consiste à trouver un appariement maximal (supra 1.2)
de chaque graphe Gj et à regrouper les paires de sommets de l’appariement [BUI93, HEN95c].
Un appariement maximum pourrait contenir plus d’arêtes, cependant il mettrait trop de temps à
être calculé par rapport au gain obtenu [KAR98a]. Parce qu’un appariement maximal est utilisé, le
nombre de sommets de Gi+1 ne peut pas être inférieur à la moitié de celui de Gi. Ainsi, il faudra
au moins O(log(nS/n′)) contractions pour obtenir un graphe de n′ sommets. Cependant, en fonc-
tion de la connectivité des sommets de Gi, l’appariement maximal peut être beaucoup plus petit que
card(Si)/2. Dans ce cas, le rapport des tailles des ensembles de sommets entre les deux graphes,
card(Si)/card(Si+1), peut être bien inférieur à deux. Dans le cas où la diminution de taille entre
deux graphes deviendrait trop petite, ce processus de contraction est stoppé. Cependant le dernier
graphe contracté, Gn, possède en général peu de sommets par rapport au graphe initial.
L’algorithme le plus simple pour créer un appariement maximal est un algorithme itératif aléatoire.
A chaque itération, une arête est prise au hasard dans le graphe Gi = (Si, Ai) et en est retirée, ainsi
que toutes ses arêtes adjacentes. Le sommet formé de la réunion des deux sommets de l’arête choisie
est ajouté à Gi+1, ainsi que les arêtes correspondantes à celles retirées de Gi. La complexité d’un tel
algorithme est en O(card(Ai)).
L’algorithme 7 présente la méthode de contraction introduite dans [HEN95c] pour le logiciel
Chaco. Son principe est de prendre de manière aléatoire une arête (s1, s2) du graphe Gi, d’agré-
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ger ses deux sommets pour former un sommet du nouveau graphe Gi+1, puis de supprimer dans Gi
chaque arête adjacente à s1 et à s2 pour créer les arêtes correspondantes dans Gi+1. Il en résulte un
appariement maximal du graphe. La complexité de cet algorithme est en O(card(Ai)).
Algorithme 7 Version étendue de l’algorithme de contraction de sommets de Hendrickson-Leland.
Procédure CONTRACTION(Gi = (Si, Ai))
A← Ai
Ai+1 ← Ai
Si+1 ← Si
tant que A 6= ∅ faire
Choisir au hasard une arête (s1, s2) dans A
Supprimer l’arête (s1, s2) de A et de Ai+1
Supprimer s1 et s2 de Si+1
Ajouter le nouveau sommet s = {s1, s2} à SI+1
poids(s) = poids(s1) + poids(s2)
pour tout (s1, u) ∈ A faire
si (s2, u) ∈ A alors
poids(s1, u)← poids(s1, u) + poids(s2, u)
Supprimer (s2, u) de Ai+1
fin si
fin pour
fin tant que
retourner Gi+1 = (Si+1, Ai+1)
fin Procédure
Une autre méthode de contraction, basée sur la recherche d’un appariement maximal, mais uti-
lisant les poids des arêtes du graphe, est présentée dans [KAR98a]. Elle est utilisée dans l’outil de
partitionnement Metis. Les auteurs ont appelé cette méthode « Heavy Edge Matching » (HEM). Le
but de celle-ci est de trouver un appariement maximal du graphe qui minimise le coût de coupe. Pour
Gi = (Si, Ai), si l’on note Mi l’appariement de Gi qui permet de créer Gi+1, alors la somme des
poids des arêtes de Gi+1 sera égale à celle de Gi+1 moins la somme des poids des arêtes de Mi :
p(Ai+1) = p(Ai)− p(Mi) .
Or, plus le poids des arêtes du graphe est faible, plus le coût de coupe est petit [KAR95]. Ainsi, il est
intéressant de trouver un appariement maximal dont les arêtes sont de poids maximum. La méthode
HEM consiste à sélectionner aléatoirement un sommet parmi les sommets restants du graphe Gi,
puis à sélectionner l’arête adjacente de poids maximal. Les deux sommets de cette arête forment
un nouveau sommet de Gi+1. Il faut ajouter ensuite les arêtes adjacentes à ces deux sommets dans
Ai+1. L’algorithme 8 présente le pseudo-code correspondant. La complexité de cet algorithme est en
O(card(Ai)). La méthode HEM est utilisée par d’autres outils de partitionnement de graphe comme
Scotch ou Jostle. Bien qu’étant présente dans la bibliothèque Metis, la méthode HEM n’y est pas
utilisée par défaut. C’est une version légèrement différente, nommée Sorted Heavy Edge Matching
(SHEM) qui est utilisée [KAR98b]. La méthode SHEM trie les sommets en fonction de leurs degrés
(supra 1.2) avant d’appliquer la méthode HEM sur cette liste triée.
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Algorithme 8 Algorithme de contraction de sommets HEM.
Procédure CONTRACTIONHEM(Gi = (Si, Ai))
S ← Si
Ai+1 ← Ai
Si+1 ← Si
tant que S 6= ∅ faire
Tirer au hasard une sommet s1 ∈ Si
Prendre l’arête (s1, s2) ∈ Ai de poids maximal
Supprimer s1 et s2 de S
Ajouter le nouveau sommet s = {s1, s2} à Si+1
poids(s) = poids(s1) + poids(s2)
pour tout arête (s1, u) dans A faire
si (s2, u) ∈ A alors
poids(s1, u)← poids(s1, u) + poids(s2, u)
Supprimer (s2, u) de Ai+1
fin si
fin pour
fin tant que
retourner Gi+1 = (Si+1, Ai+1)
fin Procédure
2.6.4 Partitionnement
La phase de partitionnement de la méthode multi-niveaux a pour but de trouver une partition du
graphe contracté. Celle-ci sera la partition initiale de la phase d’affinage.
La solution la plus simple pour créer la partition initiale du graphe contracté est de contracter
le graphe jusqu’à ce que son nombre de sommets soit égal à K, c’est-à-dire au nombre de parties
de la partition cherchée. Ainsi, le graphe contracté constitue en lui-même la partition initiale. Cette
approche est celle de plusieurs travaux : [GUP97, WAL00b, WAL00a].
Il existe plusieurs inconvénients à cette approche. Le principal inconvénient est que la phase
d’agrégation produit un graphe dont les sommets sont pour la plupart de poids très différents [WAL00a].
L’étape d’affinage devra donc être très performante pour rétablir la balance de partitionnement de la
partition initiale. Pour contrer ce problème, M. Walshaw dans [WAL00b] propose une méthode de
contraction qui permet d’obtenir des sommets de tailles similaires, alors que M. Gupta dans [GUP97]
propose de successivement désagréger puis agréger les sommets pour rétablir la balance de partition-
nement. Un autre inconvénient, qui rejoint souvent le premier, apparaît lorsque le graphe G n’est pas
connexe. Dans ce cas, la phase de contraction peut soit aboutir à une partition très mal répartie, soit
à un nombre de sommets plus grand que le cardinal de la partition cherchée. Cependant, malgré les
limites que nous venons d’énoncer, cette approche a montré son efficacité [WAL00a].
La plupart des algorithmes multi-niveaux utilisent une méthode de partitionnement de graphe déjà
éprouvée pour créer la partition initiale. Nous pouvons regrouper ces méthodes en trois catégories :
– les méthodes spectrales, présentées en section 2.3 ;
– les méthodes de contraction, présentées en section 2.2 ;
– les méthodes gloutonnes.
Les méthodes gloutonnes sont en général peu utilisées pour résoudre des problèmes combina-
toires, sauf de très faible taille, car elle ont un temps d’exécution prohibitif. Cependant, une méthode
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gloutonne est utilisée dans [RON05], et comme les résultats obtenus par l’algorithme multi-niveaux
de cet article sont assez bons, il nous a semblé important d’évoquer l’existence de cette approche.
Celle-ci consiste à calculer le coût de coupe de chaque bissection du graphe contracté respectant la
balance de partitionnement, et à sélectionner la bissection de coût minimal. Cependant, cette méthode
est par nature extrêmement coûteuse et donc peu conseillée même si le graphe contracté est très petit
(20 sommets dans [RON05], correspondant à 524 287 bissections au total).
La méthode de partitionnement peut soit créer une bissection, soit créer une partition en k parties.
Dans ce dernier cas, on dira que l’on fait du k-partitionnement direct. Cette approche est utilisée dans
de nombreux travaux [BAÑ03, WAL00a, KAR98d, HEN95b]. Cependant, de nombreux algorithmes
de partitionnement et d’affinage ont été créés pour la bissection de graphe [ALP97, KAR98a, RON05].
Dans ce cas, pour obtenir une partition en k parties, il faut recourir à la technique de la bissection
récursive (supra 1.7.3). Le choix entre k-partitionnement et bissection récursive se pose pour les
phases de partitionnement et d’affinage, mais pas pour la phase de contraction, à la fin de laquelle
aucune partition n’est réalisée.
2.6.5 Affinage
La phase d’affinage de la méthode multi-niveaux consiste à projeter sur le graphe initial la partition
du graphe contracté trouvée pendant la phase de partitionnement. Cette phase serait triviale si une
projection directe de la partition du graphe contracté sur le graphe initial conduisait à une partition
localement optimale. Cependant, comme George Karypis et Vipin Kumar le constatent dans [KAR95],
une partition localement optimale d’un graphe contracté Gi+1 à partir de Gi n’est pas forcément aussi
bonne pour le graphe Gi.
Des algorithmes d’affinage sont donc utilisés pour améliorer localement le coût de coupe de la
partition. Concrètement, puisque la phase de contraction a construit une famille de graphes contrac-
tés {G1, . . . , Gn}, la phase d’affinage va consister à récursivement projeter la partition d’un graphe
contracté Gi+1 sur son père, Gi, puis à appliquer sur cette partition un algorithme d’affinage. Ainsi,
une famille de partitions {P 1k , . . . , Pnk } est créée, dont chaque élément P ik correspond au partition-
nement de P i+1k projeté sur Gi. L’itération se termine lorsque la partition P
2
k projetée sur le graphe
initial G1 est affinée. La partition P 1k résultante associe alors une configuration globalement bonne et
un découpage localement performant.
De nombreuses méthodes d’affinage existent. Cependant, tous les algorithmes d’affinage ont en
commun deux particularités : leur recherche doit être locale, et doit partir d’une partition existante.
Beaucoup de ces méthodes sont basées sur l’algorithme de Kernighan-Lin [KER70]. Cependant,
d’autres méthodes existent, comme la méthode des « ensembles utiles », en anglais Helpful-Sets, pré-
sentée dans [DIE95, DIE96, SCH03, MON04]. Le recuit simulé (infra 3.2) a aussi été utilisé comme
méthode d’affinage dans [MAR96, DIE96, BAÑ03]. Récemment, de nouvelles méthodes d’affinage
basées sur les méthodes de diffusion ont vu le jour [PEL07] (supra 2.7.1).
Comme le précisent Bruce Hendrickson et Robert Leland dans [HEN95b], l’algorithme d’affinage
utilisé par les méthodes multi-niveaux doit être rapide et efficace. Or l’algorithme de Kernighan-Lin
présenté en section 2.4, réunit ces deux critères. De plus, l’algorithme de Kernighan-Lin est d’autant
plus efficace que la partition initiale qu’il doit affiner est de bonne qualité, ce qui est le cas pour les
méthodes multi-niveaux.
Pour améliorer la rapidité de l’algorithme de Kernighan-Lin, l’implémentation décrite par C. Fi-
duccia et R. Mattheyses dans [FID82] est systématiquement utilisée. Cette implémentation est décrite
en sous-section 2.5.1.
Cependant, ces deux méthodes ont été créées pour la bissection de graphe. L’adaptation de ces
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méthodes au k-partitionnement est présentée section 2.5. Nous avons utilisé comme méthodes d’affi-
nage en plus de celle présentée par C. Fiduccia et R. Mattheyses [FID82], celle de Bruce Hendrickson
et Robert Leland [HEN95b], l’algorithme GKLR de George Karypis et Vipin Kumar [KAR98d], ainsi
que la méthode de Walshaw et Cross [WAL00a].
2.7 Nouveaux algorithmes issus des méthodes classiques
Cette section présente deux algorithmes que nous avons développés en nous inspirant des mé-
thodes classiques de partitionnement de graphe.
2.7.1 La percolation
Dans cette sous-section, la méthode de percolation va être adaptée au k-partitionnement de graphe.
Cette méthode a été conçue pour résoudre le problème du découpage de l’espace aérien, dans le but
de servir d’initialisation à différentes métaheuristiques (infra 3). Par la suite elle a aussi servi comme
méthode locale de bissection à l’algorithme de fusion-fission pour le partitionnement non contraint
(infra 4.3). Les principes d’écoulement d’un fluide sont utilisés par d’autres méthodes pour l’affinage
de partitions ou la répartition de charge [DIE98, MEY05, MEY06, PEL07].
Au sens littéral, la percolation est l’écoulement d’un fluide à travers un solide poreux, tel qu’un
filtre. Par exemple, la boisson du café est extraite des graines de café moulues par le processus de
percolation. Ce sont les mathématiciens S.R. Broadbent et J.M. Hammersley qui ont introduit le terme
de percolation dans [BRO57]. La percolation est un processus de propagation aléatoire d’un fluide à
travers un milieu. Le modèle de percolation se définit par le mouvement déterministe d’un fluide à
travers un milieu dont la structure est aléatoire. L’aléa ne se trouve pas dans le mouvement du fluide
mais dans le milieu à travers lequel il évolue [PAJ01].
La percolation fonctionne par écoulement d’un fluide de proche en proche : le fluide part d’un
endroit initial pour se répandre aux alentours. Adapté au k-partitionnement, le fluide devra se répandre
à travers les mailles du graphe en s’écoulant à partir de k sommets initiaux. Ces k sommets constituent
les prémisses des k parties de la partition finale. Afin de bien distinguer les parties les unes des autres,
de chaque sommet initial s’écoulera un fluide de couleur différente. En se répandant de proche en
proche à travers le graphe, le fluide passe sur des sommets et leur apporte sa couleur. L’intensité du
fluide diminue proportionnellement à la distance parcourue depuis le sommet initial, et inversement
proportionnellement à la somme du poids des arêtes du chemin parcouru. Le processus se complexifie
quand les fluides se rejoignent. Les fluides ne sont pas mélangeables, c’est-à-dire qu’un fluide ne peut
pas pénétrer l’espace d’un autre fluide, il ne peut que le repousser pour récupérer des sommets. Sur
un sommet en compétition entre plusieurs fluides, le fluide d’intensité la plus grande l’emporte.
Plus formellement, soient G = (S,A) un graphe et Pk = {S1, . . . , Sk} un ensemble de k en-
sembles vides Si qui deviendra la partition du graphe. L’algorithme 9 présente la méthode décrite
ci-après. La partition est initialisée en incorporant un sommet s∗i différent dans chacune de ces k
parties. Puis un sommet connexe à une partie sera ajouté à celle-ci en fonction d’un critère de choix
déterministe reposant sur le chemin déjà parcouru par le fluide et le maximum du poids entre ce som-
met et chacun des sommets de cette partie. Ainsi, entre le sommet initial et un sommet de la même
partie, le flux est égal à la somme du poids des arêtes traversées pondérée par leur distance respective
52 CHAPITRE 2. MÉTHODES CLASSIQUES DE PARTITIONNEMENT DE GRAPHE
Algorithme 9 Algorithme de percolation.
Procédure PERCOLATION(G = (S,A), {s∗1, . . . , s∗k})
Svisite´s ← {s∗1, . . . , s∗k}
Pk ← {S1 = {s∗1}, . . . , Sk = {s∗1}}
bool← vrai
mem est initialisé comme étant un tableau de valeurs nulles
tant que Svisite´s 6= S ou bool faire
bool← faux
pour i = 1 à k faire % Boucle sur les parties
pour tout s ∈ Si faire % Boucle sur les sommets de la partie Si
pour tout s′ adjacent à s faire % Boucle sur les sommets adjacents du sommets s
flux← poids(s, s′) + mem(s′)2
si flux > mem(s) alors % Le flux est plus fort avec la partie de s′
mem(s)← flux
si s′ ∈ Svisite´s alors % s′ était déjà dans une partie
déplacer s′ vers Si
bool← vrai
sinon
ajouter s′ à Svisite´s
fin si
fin si
fin pour
fin pour
fin pour
fin tant que
retourner Pk
fin Procédure
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en nombre d’arêtes : soit C(s, s∗i ) le chemin de s vers s
∗
i ,
C(s, s∗i ) = {areˆte ∈ A ayant permis d’aller de s∗i à s} ,
et flux(s, Si) =
∑
areˆte∈C(s,s∗i )
poids(areˆte)
2card(C(s,s∗i ))−1
.
Dans la formule précédente, la division par 2card(C(s,s
∗
i )) permet de tenir compte de l’éloignement
entre s et s∗i . À chaque sommet s appartenant déjà à une partie, est associé le flux le plus important
étant arrivé jusqu’à lui dans le tableau mem.
Cette méthode procède par incorporation successive des sommets dans les parties. A chaque ité-
ration, tous les sommets d’une partie se voient appliquer cette méthode, ainsi un sommet appartenant
déjà à une partie peut malgré tout changer de partie. L’itération s’arrête lorsque tous les sommets sont
répartis dans les différentes parties et qu’aucun déplacement de sommet vers une autre partie n’est
possible.
Dans cet algorithme, lors de la boucle sur les sommets de Si, seul compte le poids du flux le
plus fort qui atteint s et pas les contributions des arêtes adjacentes à s. Pour un graphe pondéré avec
des valeurs peu différentes, cela pourrait être un handicap. Cependant, dans le cas du problème de
découpage de l’espace aérien, le graphe est construit autour des flux d’avions les plus importants (de
poids largement supérieur aux autres) et ce sont donc eux qu’il ne faut pas couper.
La complexité de l’algorithme au niveau de la boucle sur les parties est en O(nA). Cependant,
cette boucle va être itérée de nombreuses fois et ce nombre d’itérations dépend de la structure du
graphe. Le nombre d’itérations est infini si le graphe n’est pas connexe. Cet algorithme permet de
créer une partition dont les parties sont connexes, et qui minimise la fonction de coupe normalisée
(supra 1.4). En effet, la partition créée maximise le poids des flux à l’intérieur de chaque partie, tout
en minimisant les flux entre parties.
2.7.2 Algorithme de répartition de charge
Les différentes améliorations de l’algorithme de Kernighan-Lin que nous venons de voir sont
toutes des méthodes d’affinage. Cependant, il nous est apparu lors de nos différents tests utilisant des
méthodes multi-niveaux, ou la fusion-fission (infra 4), que les partitions engendrées ne respectaient
pas la balance de partitionnement, et dans certain cas de beaucoup, si bien que les algorithmes d’af-
finages n’arrivaient pas à trouver une partition la respectant. C’est à cette occasion que nous nous
sommes intéressés aux algorithmes de répartition de charge.
Un tel algorithme est utilisé par la méthode d’affinage de Walshaw-Cross (supra 2.5.4). Les al-
gorithmes de répartition de charge utilisent souvent des mécanismes de diffusion [SCH97, HU98,
SCH01, PEL07]. Notre algorithme utilise la notion de gain introduite par Brian Kernighan et Shen Lin
(supra 2.4). Pour limiter le temps d’exécution de l’algorithme, seuls les secteurs appartenant à la fron-
tière de la partition peuvent être déplacés. De même, pour accélérer l’algorithme, l’implémentation de
Fiduccia-Mattheyses est utilisée (supra 2.5.1).
Notre méthode repose sur les principes issus de l’exemple suivant qui pourrait en fait être un « jeu »
de patience. Le dispositif de cet exemple est présenté figure 2.3, et illustre les principes régissant le
problème de la répartition de charge dans un graphe. Soit un plan carré posé horizontalement et dont
le centre est axé sur une rotule à doigt3 dont les deux axes sont AC et BD. Au milieu de chacun
3Parmi les liaisons simples en mécanique, la rotule à doigt se différencie de la rotule car elle possède un degré de liberté
de moins. C’est-à-dire, elle permet des rotations autour de deux axes de l’espace, alors que la rotule en permet trois.
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C
B
A
D
FIG. 2.3 – Exemple illustrant les principes régissant le problème de la répartition de charge dans un
graphe.
des côtés de ce plan sont disposées des boîtes contenant des billes, notées A, B, C et D. Chacune de
ces boîtes est reliée aux deux boîtes de ses cotés perpendiculaires par des tubes. Les billes peuvent
circuler dans ces tubes. Au début du jeu, le plan est penché sur le coté C. Le but du jeu est d’arriver à
faire tenir le plan horizontalement.
Pour pouvoir réaliser cet objectif, il faut que chaque boîte contienne la même quantité de billes.
Les règles sont les suivantes : seule une bille peut être déplacée à la fois, et toujours en empruntant
un tube ; il y a 4 ∗ moyen billes ; le plan s’affaisse du coté de la boîte contenant max + 2 billes
(max >= moyen), et lorsque cela se produit, les jeu est à recommencer. Au début du jeu, il n’y a pas
de billes dans C, et plus de moyen billes dans B et D. Pour réussir à mettre le plan à l’horizontal, il
suffit de déplacer progressivement et parallèlement les billes de A vers C en les faisant transiter par
B et D. Ce qui veut dire qu’il faut faire remonter la pente aux billes et qu’elles vont passer par des
boîtes contenant plus que le nombre moyen de billes. Il faut aussi faire en sorte que les billes de B et
D ne tombent pas dans A.
Tous ces problèmes sont transposables à ceux du partitionnement de graphe. Si une partie est trop
grosse, c’est en général qu’elle a attiré à elle trop de sommets et qu’elle peut donc avoir tendance à
en attirer encore plus. Un algorithme de répartition de charge va donc probablement devoir faire des
déplacements préjudiciables au coût de coupe de la partition. De plus, si une partie trop grosse est
entourée de parties plus petites, mais elles aussi trop grosses, il faut qu’elle déplace certains de ses
sommets vers ces parties sans pour autant qu’elle ne devienne moins grosse que les autres, ce qui
risquerait de déséquilibrer encore plus la partition. Enfin, une fois que cette partie trop grosse a été
délestée de ses sommets, il ne faut pas qu’elle puisse accepter de nouveaux sommets, ceci dans le but
de ne pas tourner en rond. Cependant, si entre-temps elle est passée sous le seuil fixé par la balance
de partitionnement, elle pourra de nouveau accepter des sommets. Toutes ces conditions nécessitent
l’utilisation d’un mécanisme fin de blocage des parties qui les empêchent de reprendre des sommets.
C’est le principe des vases communiquants.
L’algorithme 10 présente notre méthode de répartition de charge. Comme la majorité des méthodes
basées sur la notion de gain de l’algorithme de Kernighan-Lin, ce mécanisme de répartition de charge
s’articule autour d’une boucle externe effectuant plusieurs « passes ». Le nombre de passages dans
cette boucle est limité à passesmax. Chacun de ces passages se fait en deux étapes :
– la première étape consiste à créer un tableau de gains pour chaque partie dont le poids dépasse
la balance autorisée ; ce poids à ne pas dépasser est noté poids_max. Chaque sommet adjacent
à une de ces parties est ajouté dans ce tableau de gains. Soit un sommet s adjacent à la partie Sj
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Algorithme 10 Algorithme de répartition de charge.
Procédure REPCHARGE(G = (S,A), Pk, balmax, passesmax)
nb_passes← 0
répète passe
nb_passes← nb_passes+ 1
poids_max← balmax ∗ poids(S)k % poids maximal d’une partie
Créer k tableaux de gains
pour toute partie Si ∈ Pk telle que poids(Si) > poids_max faire
pour toutes les arêtes (s, s′) ∈ A telles que s ∈ Si et s′ /∈ Si faire
gain← gain du déplacement de s vers la partie de s′
Ajouter gain au tableau de gains de la partie de s′
fin pour
fin pour
Débloquer toutes les parties
tant que bal(Pk) > balmax faire % boucle sur la taille des parties
pour toute partie Si ∈ Pk non bloquée faire
Choisir le sommet s′ de plus grand gain
si gain s′ > gain s alors
s← s′ et Sdestination ← Si
fin si
fin pour
si s est vide, i.e. aucun sommet s′ n’a été trouvé alors
Sortir de la boucle sur la taille des parties
fin si
Sorigine ← partie de s
si poids(Sorigine) > poids_max et poids(Sorigine) > poids(Sdestination) alors
poids_dest← poids(Sdestination)
Déplacer le sommet s de Sorigine vers Sdestination
si poids_dest ≤ poids_max et poids(Sdestination) > poids_max alors
Bloquer la partie Sdestination
fin si
si poids(Sorigine) ≤ poids_max alors
Débloquer la partie Sorigine
fin si
fin si
Supprimer s de tous les tableaux de gains existants
fin tant que
jusqu’à ce que bal(Pk) ≤ balmax ou aucune partie n’a changé de poids ou nb_passe ≥
passesmax
retourner Pk
fin Procédure
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qui ne respecte pas la balance de partitionnement. On note Si la partie de s. Le gain correspon-
dant au déplacement de s dans Sj est ajouté au tableau de gains de Sj . Ainsi, seuls les sommets
sur la frontière de la partition peuvent faire partie d’un tableau de gains. Une fois les tableaux de
gains créés, toutes les parties sont débloquées. Une partie sera par la suite bloquée dans le cas
où, étant trop grosse, elle perd un sommet et respecte alors la balance. Ce mécanisme permet
d’éviter de sélectionner pour le déplacement d’un sommet, une partie déjà trop grosse.
– la seconde étape a pour but de diminuer la taille de toutes les parties trop grosses existantes ou
amenées à l’être. Pour cela elle utilise une boucle interne qui ne se termine que dans deux cas :
la partition respecte la balance ou les tableaux de gains des parties non bloquées sont vides.
Cette boucle interne se décompose elle-même en plusieurs étapes :
– dans un premier temps, un sommet est sélectionné dans le but d’un déplacement vers une
partie non bloquée. Ce sommet est choisi comme étant celui de gain le plus grand parmi les
tableaux de gains des parties non bloquées. Comme nous l’avons dit, si aucun sommet n’a pu
être choisi, la boucle interne se termine. Le sommet sélectionné est noté s, la partie à laquelle
il appartient Sorigine est la partie pour laquelle son gain a été choisi Sdestination ;
– dans le cas où le poids de Sorigine est supérieur à la fois au poids maximum et au poids de
Sdestination, alors une série de mises à jour commence :
– le sommet est réellement déplacé de Sorigine vers Sdestination et le poids des parties est
recalculé ;
– si la partie Sdestination devient trop grosse à cause de l’ajout du sommet s, alors elle est
bloquée afin qu’elle ne puisse plus accueillir d’autres sommets ;
– si le poids de Sorigine est inférieur au poids maximum poids_max, alors la partie Sorigine
est débloquée (cependant, elle n’était pas obligatoirement bloquée). Elle est débloquée afin
qu’à une prochaine itération, elle puisse servir de vase communiquant entre les partitions.
– enfin, le sommet s est supprimé de tous les tableaux de gains afin qu’il ne puisse plus être
déplacé. Cette opération a pour but d’éviter de déplacer loin de leur partie d’origine des
sommets possédant peu d’arêtes ou de trop faibles poids.
Le fait de n’utiliser pour la répartition de charge que des sommets à la frontière de la partition
a pour inconvénient de fortement pénaliser le coût de coupe dans le cas où la balance de partition-
nement est beaucoup trop grande. Cependant, cela permet aussi de réduire le temps d’exécution de
l’algorithme. De plus, l’utilisation d’une méthode d’affinage permet par la suite de régler cet incon-
vénient.
2.8 Conclusion
Ce chapitre a débuté par l’énumération de quelques méthodes qui se sont révélées infructueuses
pour le problème du découpage de l’espace aérien : solution exacte, flux maximum, classification. Puis
deux techniques de partitionnement ont été étudiées, l’expansion de région et la méthode spectrale.
L’étude de celles-ci est suivie par la présentation d’algorithmes d’affinage des partitions ; ainsi, ont
été décrits l’algorithme de Kernighan-Lin et plusieurs de ses perfectionnements. La méthode multi-
niveaux, qui peut utiliser à la fois les méthodes de partitionnement et d’affinage précédemment décrits,
a alors pu être présentée. Enfin, ce chapitre se termine par l’introduction de deux nouveaux algo-
rithmes que nous avons conçu. Le premier algorithme, qui a pour objet le partitionnement de graphe,
est basé sur la mécanique des fluides et la percolation. Le second, qui est un algorithme de répartition
de charge, est basé sur la notion de gain de Kernighan-Lin.
Actuellement, les outils de partitionnement les plus efficaces utilisent tous la méthode multi-
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niveaux. Cependant, cette méthode dépend étroitement des performances des algorithmes d’affinage
et de partitionnement qu’elle utilise ; l’étude de ceux-ci est donc essentielle. Si la méthode multi-
niveaux est depuis quelques années beaucoup plus utilisée que la méthode spectrale, cette dernière
continue a être utilisée pour résoudre les problèmes de partitionnement non contraints.
Récemment, de nouvelle méthodes basées sur des analogies avec les flux de liquides, comme la
diffusion ou la percolation, ont vu le jour. L’algorithme de partitionnement que nous avons proposé
est basé sur l’un des ces mécanismes, la percolation. D’autre part, ayant constaté l’importance de la
répartition de charge dans les problèmes de partitionnement de graphe, nous avons cherché un nouvel
algorithme répondant à ce problème. L’algorithme de répartition que nous avons introduit utilise la
notion de gain, largement utilisée, de Kernighan-Lin. Le nouvel algorithme de partitionnement intro-
duit sera utilisé pour le problème du découpage aérien et celui de répartition de charge, pour les bancs
de tests du partitionnement contraint.

Chapitre 3
Différentes métaheuristiques appliquées
au partitionnement de graphe
Ce chapitre a pour objet de présenter, d’une part, les différentes adaptations que nous avons faites,
de trois métaheuristiques classiques, pour les problèmes du partitionnement de graphe contraint et non
contraint, d’autre part, les adaptations actuellement les plus performantes de métaheuristiques pour le
partitionnement.
La première section de ce chapitre présentera d’une manière générale ce que sont les métaheuristi-
ques (infra 3.1). Les trois sections qui suivront étudieront chacune, dans un premier temps, une mé-
taheuristique particulière, puis dans un second temps, l’adaptation que nous proposons de celle-ci au
partitionnement de graphe. Nous proposerons ainsi des adaptations du recuit simulé (infra 3.2), des
algorithmes de colonies de fourmis (infra 3.3) et des algorithmes évolutionnaires (infra 3.4), aux pro-
blèmes du partitionnement de graphe. La cinquième section de ce chapitre énumérera les adaptations
actuellement les plus performantes de métaheuristiques pour le partitionnement de graphe contraint
(infra 3.5). Enfin, la dernière section récapitulera le travail présenté (infra 3.6).
3.1 Introduction générale sur les métaheuristiques
Les métaheuristiques sont apparues dans les années 1980 pour résoudre des problèmes d’optimi-
sation difficile [DRÉ03]. Ces méthodes ont en commun certaines caractéristiques :
– leur nature stochastique leur permet d’explorer plus facilement un espace des solutions de très
grande taille ;
– le calcul du gradient de la fonction objectif n’est pas nécessaire à ces méthodes ;
– elles sont inspirées par des analogies avec la nature ;
– un réglage long de leurs paramètres est souvent nécessaire pour obtenir des résultats perfor-
mants ;
– elles sont coûteuses en temps de calcul.
Le principe de base d’une métaheuristique est de parcourir l’espace des solutions à la recherche
de son minimum global en utilisant des mécanismes lui permettant de s’extraire des minima locaux
du paysage énergétique. L’un des atouts majeurs des métaheuristiques est leur facilité d’adaptation à
de nouvelles fonctions objectifs.
Lorsque le problème d’optimisation possède peu de contraintes, la fonction objectif utilisée par
les métaheuristiques est souvent celle du problème. Cependant, quand le problème possède plusieurs
contraintes ou que certaines sont non linéaires, la fonction objectif doit prendre en compte la violation
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des contraintes en pénalisant les solutions les enfreignant. Une autre façon, de plus en plus populaire,
de résoudre ce type de problème est d’utiliser une approche multiobjectif.
Les métaheuristiques peuvent être classées en deux grandes familles [DRÉ03], celles de voisinage
et celles à base de population. Les métaheuristiques de voisinage ont en commun d’avoir un méca-
nisme d’acceptation de solutions dégradées leur permettant de s’extraire des minima locaux. Celles à
base de population disposent d’un mécanisme collectif pour se sortir des minima locaux.
Ce chapitre présente trois métaheuristiques classiques, une de voisinage, le recuit simulé (in-
fra 3.2), et deux à base de population, les algorithmes de colonies de fourmis (infra 3.3) et les algo-
rithmes évolutionnaires (infra 3.4).
La méthode multi-niveaux reste encore presque exclusivement appliquée au partitionnement. Pour-
tant des travaux ont montré qu’elle pouvait être utilisée à la façon d’une métaheuristique sur d’autres
problèmes [WAL04], comme le problème du voyageur de commerce [WAL01b, WAL02b] ou celui du
coloriage de graphe [WAL01a]. Cependant, comme nous le verrons (infra 3.5), les adaptations les plus
performantes de métaheuristiques au problème du partitionnement de graphe contraint sont souvent
des méthodes hybrides utilisant une métaheuristique classique avec un algorithme multi-niveaux.
3.2 Le recuit simulé
Le recuit simulé est une métaheuristique s’inspirant de la métallurgie créée au début des années
1980. C’est une méthode bien éprouvée. Elle a été présentée pour la première fois par S. Kirkpatrick,
C. Gelatt et M. Vecchi dans [KIR83].
Cette section est divisée en deux sous-sections. La première (3.2.1) présente la méthode du recuit
simulé. La seconde (3.2.2) décrit nos deux adaptations de cette méthode au problème du partitionne-
ment de graphe non contraint.
3.2.1 Description de l’algorithme du recuit simulé
La métaheuristique du recuit simulé s’inspire de la technique expérimentale du recuit utilisée en
métallurgie. Celle-ci permet d’obtenir un état stable, ou d’énergie minimale, du métal. Cet état est
obtenu quand le matériau a trouvé une structure cristalline. Alors que la technique bien connue de la
trempe fige le matériau dans un état méta stable, la technique du recuit permet d’éviter au matériau
d’être dans un état méta stable caractérisant un minimum local d’énergie.
Pour éviter au matériau de rester bloqué dans un état méta stable, la technique du recuit consiste à
porter le matériau à haute température, puis à abaisser lentement celle-ci. En informatique, la méthode
du recuit simulé transpose cette technique à la résolution d’un problème d’optimisation. Ainsi, la tem-
pérature, paramètre essentiel du recuit physique, est directement utilisée dans la méthode du recuit
simulé comme paramètre de contrôle. De même, par analogie avec le processus physique, l’énergie
du système devient la fonction de coût à minimiser. Pour simuler l’évolution thermodynamique du
système, le recuit simulé utilise l’algorithme de Metropolis [MET53]. Ce dernier s’appuie sur la dis-
tribution de Boltzmann utilisée en physique pour déterminer la distribution des particules en fonction
de leur niveau d’énergie.
L’algorithme du recuit simulé est décrit dans de nombreux ouvrages [SIA89, DRÉ03]. Son principe
est simple : partant d’un état initial quelconque, aussi appelé configuration initiale, un nouvel état est
créé à partir de l’état précédent par une modification élémentaire de cet état. Il est accepté si son
énergie est plus faible, sinon il est accepté avec une certaine probabilité. Ce schéma est réitéré en
remplaçant l’état initial par l’état accepté tant qu’un »équilibre thermodynamique« n’est pas atteint.
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Lorsque cet équilibre est atteint, la température est diminuée. Puis les équilibres thermodynamiques
sont renouvelés tant que le système n’est pas figé. Il existe différentes variantes de cette méthode
[ING89].
Cette méthode permet donc d’accepter un état dégradé par rapport à l’état précédent. Cette parti-
cularité, commune à toutes les métaheuristiques, permet d’explorer une plus grande partie de l’espace
des solutions et d’éviter les minima locaux.
Algorithme 11 Algorithme du recuit simulé.
Procédure RECUITGÉNÉRIQUE(einit, Tmax, Tmin)
T ← Tmax
e← einit
e∗ ← einit
tant que T > Tmin faire % Boucle de décroissance de la température
répète % Boucle de stabilisation
e′ ← modification élémentaire de e
∆e← e´nergie(e′)− e´nergie(e)
si ∆e ≤ 0 alors % Règle d’acceptation de Metropolis
e← e′
sinon si proba_Boltzmann(∆e) > nombre aléatoire x ∈ [0; 1] alors
e← e′
fin si
si e´nergie(e∗) > e´nergie(e) alors
e∗ ← e
fin si
jusqu’à ce que le système soit figé
T ← abaisser(T )
fin tant que
retourner e∗
fin Procédure
L’algorithme 11 présente la méthode du recuit simulé pour la minimisation d’un problème d’opti-
misation combinatoire (supra 1.1) de fonction objectif e´nergie et d’espace des solutions E. L’algo-
rithme prend trois arguments : l’état initial, einit, la température initiale du système, Tmax, ainsi que
sa température finale, tmin, qui est la température du système figé. L’état initial einit peut être choisi
aléatoirement dans l’espace des solutions, ou être le résultat d’une autre heuristique. Cette dernière
solution n’apporte pas toujours un gain de rapidité et d’efficacité, surtout si l’heuristique a trouvé un
minimum local duquel le recuit aura du mal à sortir.
L’algorithme du recuit simulé s’articule autour de deux boucles. La première est la boucle de
décroissance de la température qui, lorsque le système est figé, décroît la température pour simuler le
recuit. La seconde est la boucle de stabilisation qui itère tant que le système n’est pas figé. Les causes
de stabilisation du système sont très variées selon les algorithmes de recuit simulé. Dans de nombreux
cas, le système est dit figé lorsqu’un nombre prédéfini de modifications élémentaires consécutives a
été rejeté par la règle d’acceptation de Metropolis.
La première boucle fait intervenir la boucle de stabilisation, ainsi que la fonction abaisser, char-
gée de diminuer la température. De nombreuses lois de décroissance de la température peuvent être
imaginées. Après en avoir testé plusieurs pour notre problème de découpage de l’espace aérien, la loi
de décroissance linéaire, qui est la plus répandue et aussi la plus simple, est apparue comme étant le
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choix le plus judicieux. Ainsi :
abaisser(T ) = TfactT avec Tfact < 1 .
Le paramètre Tfact est le plus souvent compris entre 0, 9 et 0, 99.
La boucle de stabilisation crée un nouvel état par modification élémentaire du précédent, puis lui
applique la règle d’acceptation de Metropolis. La fonction proba_Boltzmann : R −→ [0; 1] peut en
théorie représenter n’importe quelle densité de probabilité d’une loi de probabilité. Cependant, pour
rester fidèle aux origines de la méthode et par simplicité de calcul, le facteur de Boltzmann diminué
de la constante de Boltzmann est presque toujours utilisé pour cette fonction :
proba_Boltzmann(∆e) = e−
∆e
T .
Ainsi, lorsque la différence d’énergie est positive, plus celle-ci sera faible, plus grande seront les
chances que le nouvel état soit accepté. La température joue aussi un rôle important dans cette proba-
bilité d’acceptation. Plus elle sera élevée, et plus les chances de garder le nouvel état le seront aussi.
Le meilleur état trouvé par l’algorithme est conservé et successivement mis à jour par la boucle
de stabilisation. C’est cet état qui est retourné quand la première boucle, et donc le recuit, s’achèvent.
Pour que l’algorithme du recuit simulé soit efficace, il faut qu’une modification élémentaire de e
créé un état e′ très proche de e. Dans ce but, la modification élémentaire de e doit être locale et unique.
Dans le cas où le nouvel élément e′ serait trop éloigné de e dans l’espace des solutions, alors le recuit
se comporterait simplement comme un algorithme de recherche aléatoire.
3.2.2 Notre adaptation du recuit simulé au partitionnement de graphe
Dans la littérature, le recuit simulé a aussi bien été utilisé comme outil de partitionnement de
graphe [JOH89, WIL91] que comme outil d’affinage d’une partition [MAR96, DIE96, BAÑ03, GIL06].
Cependant, notre adpatation du recuit simulé a été réalisé exclusivement pour le partitionnement de
graphe et pas pour l’affinage.
Nous avons réalisé deux adaptations de la méthode du recuit simulé. Ces deux adaptations ré-
solvent le problème du partitionnement non contraint (supra 1.6), afin de pouvoir être utilisées pour
le découpage de l’espace aérien européen.
Première adaptation
Nous avons décrit notre première adaptation du recuit simulé au partitionnement non contraint
dans [BIC04b]. Dans cet article, l’algorithme est directement décrit pour résoudre le problème de
découpage de l’espace aérien. Dans ce paragraphe, il sera présenté comme un algorithme pour le
partitionnement non contraint en k parties.
L’algorithme 12 présente cette adaptation. Très fidèle à la méthode générale du recuit simulé, cette
implémentation est cependant originale en un point : la modification élémentaire d’un état diffère
selon la température du système. Une modification élémentaire d’une partition est facile à trouver : il
suffit de déplacer un sommet vers une autre partie. Lorsque la température est élevée (T > Tseuil),
le recuit est utilisé pour s’éloigner des minima locaux et l’entropie du système doit être grande. Dans
ce cas, le sommet sera déplacé vers la partie de plus basse énergie (supra 1.4) de la partition, ceci
afin de ne pas trop déséquilibrer la partition tout en conservant le caractère très aléatoire du recuit à
haute température. En revanche, lorsque la température est basse (T ≤ Tseuil), peu de mouvements
sont acceptés. Comme un mouvement faisant perdre la connexité des parties n’a aucune chance d’être
accepté, la nouvelle partie du sommet sera choisie parmi les parties connexes à celle du sommet.
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Algorithme 12 Première adaptation du recuit simulé.
Procédure RECUIT1(Pk, Tmax, Tmin, Tseuil, min_e´tats_refuse´s)
T ← Tmax
P ∗k ← Pk
tant que T > Tmin faire % Boucle de décroissance de la température
répète % Boucle de stabilisation
si T < Tseuil alors
P ′k ← modif1(Pk)
sinon
P ′k ← modif2(Pk)
fin si
∆e← e´nergie(P ′k)− e´nergie(Pk)
si (∆e ≤ 0) ou (proba_Boltzmann(∆e) > nombre aléatoire x ∈ [0; 1]) alors
Pk ← P ′k
si e´nergie(P ∗k ) > e´nergie(Pk) alors
P ∗k ← Pk
fin si
sinon
nb_e´tats_refuse´s← 1 + nb_e´tats_refuse´s
fin si
jusqu’à ce que nb_e´tats_refuse´s ≥ min_e´tats_refuse´s
T ← abaisser(T )
fin tant que
retourner P ∗k
fin Procédure
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La partition initiale nécessaire au recuit est faite soit de manière aléatoire, soit grâce à la méthode
de percolation décrite section 2.7.1. Les fonctions proba_Boltzmann et abaisser de l’algorithme
12 sont décrites dans la sous-section précédente (supra 3.2.1). La fonction e´nergie est la fonction
objectif à minimiser.
Les paramètres de cet algorithme sont les suivants :
– les températures maximale et minimale du recuit : Tmax et Tmin ;
– le facteur de la fonction de décroissance de la température : Tfact ;
– la température seuil qui permet de savoir si la température est basse ou élevée : Tseuil ;
– le nombre minimal d’états refusés avant de considérer que l’état est figé :min_e´tats_refuse´s.
Seconde adaptation
Nous avons présenté cette seconde adaptation de la métaheuristique du recuit simulé au problème
du partitionnement de graphe non contraint dans [BIC07]. Cette adaptation est basée sur l’article de
David Johnson, Cecilia Aragon, Lyle McGeoch et Catherine Schevon, [JOH89]. Celui-ci présente une
adaptation du recuit simulé à la bissection de graphe. Dans le but de respecter la contrainte sur la
balance de partitionnement, la fonction de coût utilisée dans cet article est la suivante :
f(S1, S2) = coupe(S1, S2) + α (poids(S1)− poids(S2))2 , (3.1)
où S1 et S2 sont les deux parties de la bissection, coupe est définie section 1.4, et α est une constante.
C’est cette dernière qui est chargée de pénaliser la partition lorsque celle-ci ne respecte plus la balance
de partitionnement.
Dans notre adaptation au partitionnement non contraint, nous avons remplacé dans la fonction
objectif 3.1, le coût de coupe par le ratio de coupe. De plus, puisque nous cherchons une partition en k
parties, Pk = {S1, . . . , Sk}, et non pas une bissection, la différence de poids entre les deux parties de
l’équation 3.1 a été remplacée par la différence entre le poids maximal et le poids minimal des parties
de la partition. Ainsi, nous avons utilisé la fonction de coût suivante :
ratioα(Pk) = ratio(Pk) + α
(
max
i∈{1,...k}
poids(Si)− min
i∈{1,...k}
poids(Si)
)
. (3.2)
L’algorithme 13 présente la seconde adaptation du recuit simulé au partitionnement non contraint
inspirée par [JOH89]. Si la structure de cet algorithme reste la même que celle de l’algorithme 11,
plusieurs détails changent :
– la boucle de décroissance de la température ne s’arrête pas quand la température a atteint une
valeur seuil, mais lorsque compteur_arreˆt = 5. Ce compteur d’arrêt permet de simuler le re-
froidissement « extrême » du processus à partir duquel plus aucun nouveau minimum d’énergie
ne peut être atteint ;
– le nombre d’itérations de la boucle de stabilisation est fixé à un nombre de grande taille :
mult_taille ∗ card(S) où mult_taille ∈ [2−2; 210] ;
– une nouvelle partition est créée en déplaçant un sommet sélectionné aléatoirement vers une
autre partie de la partition, elle aussi choisie aléatoirement ;
– le nombre de nouvelles partitions acceptées pendant une boucle de stabilisation est enregistré
dans nb_mouvements. Ce dernier permet avec min_pourcent d’évaluer si le système est
froid, et dans ce cas d’incrémenter compteur_arreˆt. Compte tenu de la taille de mult_taille ∗
card(S), min_pourcent sera pris dans [10−4; 10−1].
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Algorithme 13 Seconde adaptation du recuit simulé.
Procédure RECUIT2(G = (S,A), k, Tmax, mult_taille, min_pourcent)
Pk ← partition aléatoire de G en k parties
T ← Tmax
compteur_arreˆt← 0
tant que compteur_arreˆt < 5 faire % Boucle de décroissance de la température
nb_mouvements← 0
pour i = 1 à mult_taille ∗ card(S) faire % Boucle de stabilisation
P ′k ← déplacement d’un sommet de Pk vers une autre partie
∆e← ratioα(P ′k)− ratioα(Pk)
si (∆e ≤ 0) ou (proba_Boltzmann(∆e) > nombre aléatoire x ∈ [0; 1]) alors
Pk ← P ′k
compteur_arreˆt← 0
nb_mouvements← nb_mouvements+ 1
fin si
fin pour
T ← abaisser(T )
si nb_mouvements < min_pourcent ∗mult_taille ∗ card(S) alors
compteur_arreˆt← compteur_arreˆt+ 1
fin si
fin tant que
retourner Pk
fin Procédure
Dans [JOH89], le recuit simulé semble donner des résultats comparables à ceux de l’algorithme de
Kernighan-Lin (supra 2.4). Cependant, son adaptation au partitionnement en k parties est problémati-
que. Pour que le recuit fonctionne, il faut trouver un déplacement élémentaire efficace entre deux
solutions admissibles. Le déplacement élémentaire consistant à déplacer un sommet entre deux parties
présente plusieurs inconvénients. Après quelques itérations, la balance de partitionnement n’est plus
respectée. Cependant, une fonction de coût trop restrictive sur la balance ne permet pas de trouver des
partitions de bonne qualité. Si pour prévenir l’inconvénient précédent le choix des déplacements est
restreint, cela bloque tellement le processus du recuit qu’il devient inefficace.
Les paramètres de cet algorithme sont les suivants :
– la température maximale du recuit : Tmax ;
– le facteur de la fonction de décroissance de la température : Tfact ;
– le paramètre du nombre d’itérations de la boucle de stabilisation : mult_taille ;
– pour évaluer si le système est froid, on utilise min_pourcent ;
– le facteur permettant de faire respecter la contrainte de partitionnement : α.
3.3 Les algorithmes de colonies de fourmis
Dans cette section, nous introduirons d’abord brièvement le principe des algorithmes de colonies
de fourmis, puis nous présenterons notre adaptation de ces algorithmes au problème du partitionne-
ment de graphe non contraint.
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FIG. 3.1 – Un exemple de la stratégie des colonies de fourmis, le contournement d’obstacles. a) Le
schéma initial avec les distances, 32 fourmis arrivent en D et en B. Pas de phéromone, les fourmis
choisissent une direction de manière aléatoire. b) À t=1, évaporation de la phéromone, arrivée en B
des fourmis venant de C. c) Les fourmis sont allées majoritairement dans la plus courte branche.
3.3.1 Introduction aux algorithmes de colonies de fourmis
L’idée de s’inspirer des colonies de fourmis pour résoudre un problème d’optimisation combina-
toire est due à A. Colorni, M. Dorigo et V. Maniezzo [COL92]. L’optimisation par colonies de fourmis,
[DOR99b, DOR99a, DOR02, DOR05] s’inspire du comportement des fourmis lorsque celles-ci sont à
la recherche de nourriture. Une fourmi en se déplaçant pose de la phéromone, substance olfactive et
volatile, sur son chemin. Les fourmis se dirigent de manière probabiliste en tenant compte de la quan-
tité de phéromone qui est autour d’elles et qui a été précédemment déposée par les autres membres de
la colonie. Plus la quantité de phéromone indiquant un chemin est grand, plus la fourmi a tendance à
suivre ce chemin. Cependant, comme la phéromone s’évapore progressivement, le choix probabiliste
que prend une fourmi pour choisir son chemin évolue continuellement. Dans la suite de cette section,
nous désignerons par qp l’unité de mesure d’une quantité de phéromone « unitaire ».
Les algorithmes de colonies de fourmis s’inspirent de la capacité collective qu’ont les fourmis
de résoudre certains problèmes, qu’elles ne pourraient pas résoudre individuellement étant donné
leurs capacités limitées. Grâce à l’utilisation qu’elles font de leurs phéromones, les fourmis peuvent
collectivement trouver le plus court chemin entre deux points. Ce mécanisme de choix entre chemins
est illustré par l’exemple de la figure 3.1.
À T=0, 32 fourmis sont en D et 32 autres en B. Le choix du chemin à suivre entre H et C est
complètement aléatoire puisqu’il n’y a encore aucune phéromone sur ce chemin. Chaque groupe de
fourmis se divise donc en deux parties égales qui déposent chacune 16 qp sur leur chemin. À T=1, 32
nouvelles fourmis se présentent en D et 32 autres en B. Mais pendant ce temps, les 16 fourmis parties
de D en passant par C sont arrivées en B, de même les 16 autres parties de B en passant par C sont en
D. Il y a donc 16 + 162 = 24 qp qui indiquent le chemin en passant par C. Ces
16
2 = 8 qp sont dues à
l’évaporation. De l’autre côté, les 16 fourmis parties de D et les 16 autres parties de B se retrouvent
en H. Il n’y a donc que 162 = 8 qp qui indiquent en D comme en B le chemin passant par H. Puisque
le chemin passant par C est signalé par 26 qp et celui passant par D, par 8 qp, les nouvelles fourmis
vont majoritairement choisir le chemin passant par C. C’est ce qui se passe à T=2. Dans cet exemple,
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quand la phéromone s’évapore, la quantité de phéromone est divisée par deux. Cependant, ce schéma
de décroissance peut être différent.
Les colonies de fourmis sont basées sur deux concepts fondamentaux [DRÉ03] :
– la stigmergie : c’est la possibilité d’échanger des informations par le biais de modifications
de l’environnement. C’est donc une forme de communication entre les individus d’un groupe.
C’est entre autres par ce biais que les fourmis communiquent entre elles, notamment grâce aux
phéromones ;
– l’auto-organisation de la population. Les fourmis prennent des décisions localement et ne sont
pas soumises à des ordres hiérarchiques. L’auto-organisation de la population permet à celle-ci
de trouver une solution vers laquelle elle n’a pas été orientée. Grâce à cette vision très locale
de l’environnement, les algorithmes de colonies de fourmis sont très robustes (ils sont toujours
performants, même en cas de défaillance de certains individus) et flexibles (une colonie peut
s’adapter à un nouvel environnement).
Algorithme 14 Algorithme générique de l’optimisation par colonies de fourmis.
Procédure COLONIESDEFOURMISGÉNÉRIQUE
répète % Boucle externe
construction d’une solution par déplacement des fourmis
évaporation de la phéromone
affinage de la solution % étape optionnelle
jusqu’à ce que critère d’arrêt
retourner Pk
fin Procédure
L’algorithme 14 présente de manière générique la méthode d’optimisation par colonies de fourmis
[DOR02]. Les auteurs précisent que la planification et la synchronisation des trois étapes de la boucle
externe sont à la discrétion de la personne qui implémentera leur méthode.
3.3.2 Notre adaptation des colonies de fourmis au partitionnement non contraint
Cette sous-section a pour objet de présenter l’adaptation de la méthode d’optimisation par colonies
de fourmis au problème du partitionnement non contraint (supra 1.6). Nous avons choisi pour cette
adaptation une approche peu classique, qui consiste à mettre en concurrence plusieurs colonies.
Soit un graphe G = (S,A), ce graphe représente le territoire sur lequel peuvent évoluer les
fourmis. Sur ce territoire est réparti de la nourriture. Les colonies sont en concurrence pour récupérer
cette nourriture, ou plus exactement pour s’accaparer des régions de ce territoire possédant de la
nourriture. Le but de chaque colonie est de créer une région riche en nourriture et dans laquelle les
fourmis des autres colonies ne peuvent venir. Les correspondances entre le graphe et le territoire sur
lequel évoluent les fourmis sont les suivantes :
– de nombreux champs composent le territoire. Chacun de ces champs possède une quantité de
nourriture donnée ;
– à chaque arête du graphe correspond un champ, et la quantité de nourriture sur celui-ci est égale
au poids de cette arête ;
– un sommet représente le carrefour entre plusieurs chemins menant aux champs ;
– les fourmis peuvent traverser les champs, mais s’arrêtent dans les carrefours ;
– les fourmis sont pacifistes, elles ne se combattent pas ;
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FIG. 3.2 – Illustration de l’adaptation des colonies de fourmis au partage de territoire sur un graphe.
– une fourmi choisit sa direction en tenant compte de la phéromone déposée sur les chemins
entourant le carrefour sur lequel elle se trouve ;
– quand une fourmi se déplace, elle dépose la même quantité de phéromones sur les chemins qui
sont à l’entrée et à la sortie du champ ;
– un carrefour appartient à une colonie lorsque la somme des quantité de phéromone signalant les
chemins l’entourant dépasse celle de chacune des autres colonies ;
– si les deux carrefours menant à un champ appartiennent à une même colonie, alors on considère
que celle-ci possède le champ ;
– la région possédée par une colonie est constituée de l’ensemble des carrefours appartenant à
cette colonie.
La figure 3.2 illustre cette approche. Sur celle-ci, des fourmis de deux colonies, la colonie « rouge »
(fourmis tournées vers la droite) et la colonie « bleue » (fourmis tournées vers la gauches), sont en
compétition. Le graphe, formé des sommet de A à F , est recouvert de champs sur ses arêtes. Au
centre de chacun des champs est notée sa réserve de nourriture. La quantité de phéromone déposée par
les fourmis de chaque colonie est inscrite sur les chemins menant aux champs, dans les « couleurs »
respectives des colonies (à la différence de la colonie bleu, la quantité de phéromone de la colonie
rouge est souligné d’un trait). Ainsi, le chemin AC possède 10 qp bleues et 2 qp rouges, à l’entrée
comme à la sortie du champ. Les noms des sommets de la colonie rouge sont souligné, pas ceux de la
colonie bleu. L’exemple du sommet D rappelle qu’une fourmi peut être sur un sommet que sa colonie
ne possède pas. En effet, le sommet D appartient à la colonie bleue car la quantité de phéromone du
carrefour vaut 10 pour la colonie bleue, mais 8 pour la colonie rouge. De même, l’exemple du sommet
C nous montre que des fourmis de plusieurs colonies différentes peuvent être au même carrefour.
L’évaporation progressive de la phéromone permet à certains chemins de posséder de la phéromone
d’une colonie qui ne possède aucun des carrefours auquel il aboutit.
Les régions possédées par les différentes colonies forment naturellement une partition du graphe.
En effet, puisque chaque sommet du graphe appartient à une colonie, le graphe est partitionné en
autant de parties qu’il y a de colonies. Ainsi, pour obtenir une k-partition du graphe, il suffit d’utiliser
k colonies. La coupe de la partition sera constituée des champs bordés par des carrefours de colonies
différentes.
Avant de choisir un chemin, les fourmis tiennent compte de la quantité de phéromone déposé sur
celui-ci, en utilisant le même mécanisme que celui de l’exemple de la figure 3.1, à un détail près.
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En effet, dans le cas où une fourmi arrive à un carrefour possédant un chemin sans phéromone de
sa colonie, elle n’a aucune chance de l’emprunter. Pour pallier à cet inconvénient, une quantité de
phéromone fictive est ajouté pour chaque chemin, lors du calcul des probabilités.
Algorithme 15 Colonies de fourmis en compétition pour le partitionnement de graphe non contraint.
Procédure COLONIESDEFOURMIS(G = (S,A), k)
Pk ← initialisation de la partition en k parties
répète % Boucle externe
pour tout colonie de fourmis ci faire
pour tout fourmi f ij de la colonie ci faire
choisir un chemin partant du carrefour où se trouve la fourmi f ij
f ij dépose une quantité de phéromone égale à celle de nourriture du champ
si au moins un sommet change de partie à cause de la quantité de phéromone alors
P ′k ← mettre à jour la partition en fonction des sommets déplacés
si f(P ′k) < f(Pk) ou h(P
′
k|Pk) > random(1) alors
conserver le nouveau déplacement
Pk ← P ′k
sinon
rejeter le déplacement et considérer que la fourmi f ij est restée immobile
fin si
fin si
fin pour
fin pour
évaporation de la phéromone
jusqu’à ce que critère d’arrêt
retourner Pk
fin Procédure
L’algorithme 15 présente le fonctionnement de cette adaptation des colonies de fourmis au par-
titionnement non contraint. La première étape de celui-ci consiste à créer une partition initiale en k
parties du graphe. C’est à partir de cette partition que les fourmis seront disposées par colonies sur
le graphe. Comme une colonie est très peu efficace lorsque les fourmis qui la constituent sont disper-
sées, il est préférable que cette première partition crée des parties connexes. Pour cela, nous utilisons
l’algorithme de percolation présenté en section 2.7.1.
Une fois la partition Pk initialisée avec le résultat trouvé par la méthode de percolation, l’algo-
rithme itère autour d’une boucle externe dont le critère d’arrêt est le nombre d’itérations. Cette boucle
externe a pour but de déplacer les colonies les unes après les autres, et dans chaque colonie, fourmi
après fourmi. Ainsi, dans la boucle externe deux boucles sont imbriquées. La première itère sur chaque
colonie, la seconde, à l’intérieur de la première, itère sur chaque fourmi. Le déplacement d’une fourmi
se fait en plusieurs étapes :
– choix d’un chemin. Avant de se déplacer, une fourmi est à un carrefour. La première étape
de ce déplacement consiste donc à choisir un des chemins partant de ce carrefour. Comme
nous l’avons vu, ce choix se fait de manière probabiliste en tenant compte de la quantité de
phéromone posée sur ces chemins, mais aussi d’une quantité de phéromone fictive nbf pour
n’écarter a priori aucun chemin ;
– traversée du champ. Une fois le chemin choisi, la fourmi l’emprunte pour arriver sur le champ.
La nature du champ lui donne l’indication de la nourriture qui est dessus, c’est-à-dire le poids
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de l’arête sous-jacente. La fourmi dépose alors à l’entrée et à la sortie du champ une quantité
de phéromone égale à cette quantité de nourriture. Puis la fourmi s’arrête au carrefour situé à la
sortie du champ ;
– déplacement de sommets. Une nouvelle quantité de phéromone ayant été posées, l’appar-
tenance des carrefours, i.e. des sommets, d’origine et de destination de la fourmi peut avoir
changé. Deux situations se présentent alors :
– aucun déplacement de sommet n’a eu lieu. Le déplacement de la fourmi est alors terminé, Pk
est inchangé et le déplacement d’une nouvelle fourmi peut commencer ;
– sinon, le changement de partie d’un ou des deux sommets est répercuté dans P ′k, partition
identique à Pk sauf en ce qui concerne ces deux sommets. Le coût des partitions P ′k et Pk est
calculé puis comparé, et dans le cas où le coût de P ′k est inférieur à celui de Pk, ou dans le
cas où la partition P ′k est acceptée avec une probabilité de Boltzmann, alors le déplacement
de la fourmi est accepté et Pk reçoit P ′k. Dans le cas contraire, le déplacement est rejeté et
la fourmi est renvoyée à son carrefour d’origine en supprimant la quantité de phéromone
déposée.
La fonction de probabilité de Boltzmann utilisée est la suivante :
h(P ′k|Pk) = exp−
f(P ′k)−f(Pk)
T ,
où T est une constante qui permet d’ajuster cette fonction.
Une fois les déplacements des fourmis des différentes colonies effectués, la phéromone s’évapore.
C’est la dernière étape de la boucle externe. La quantité de phéromone qui s’évapore est fonction du
temps depuis laquelle elle a été posée, mais aussi d’un paramètre tmax qui limite la « durée de vie »
d’une phéromone. Nous devons faire remarquer que le choix d’un chemin par une fourmi ne tient pas
compte de la quantité de phéromone placées au même « tour » (même itération de la boucle externe),
mais seulement de la quantité de phéromone placée aux tours précédents. Cependant, le déplace-
ment d’un sommet entre deux parties tient compte de toutes les quantités de phéromone présentent, y
compris celles placées précédemment pendant le même tour. La quantité de phéromone posée sur un
chemin se calcule ainsi :
phe´romones(A→ B) =
tmax∑
t=1
1
t
∗ pose(t) ,
où pose(t) est la quantité de phéromones déposées il y a t tours.
Les variables qui sont utiles à notre implémentation de l’optimisation par colonies de fourmis sont
les suivantes :
– le nombre k de colonies ;
– le nombre de fourmis par colonies ;
– tmax qui fixe la « durée de vie » d’une phéromone ;
– une constante T qui permet d’ajuster la fonction de probabilité de Boltzmann ;
– une quantité de phéromones fictives nbf qui permet de n’exclure aucun chemin lors du choix
d’une destination.
Pour conclure sur les colonies de fourmis, nous pouvons dire que notre adaptation est une méthode
hybride entre colonies de fourmis et recuit simulé, puisque nous utilisons la règle d’acceptation de
Metropolis (fonction de probabilité de Boltzmann) entre chaque déplacement de fourmis.
3.4. LES ALGORITHMES ÉVOLUTIONNAIRES 71
3.4 Les algorithmes évolutionnaires
Les algorithmes évolutionnaires forment une famille de métaheuristiques « distribuées », c’est-à-
dire basées sur une population [DRÉ03]. Ces algorithmes ont comme point commun de s’inspirer du
principe de sélection naturelle de Charles Darwin. La théorie de la sélection naturelle s’applique aux
individus d’une population et repose sur trois principes :
– la variation : les individus diffèrent les uns des autres ;
– l’adaptation : les individus les mieux adaptés à leur environnement vivent plus longtemps et
procréent plus ;
– l’hérédité : les caractéristiques des individus sont héréditaires.
Le principe de la sélection naturelle est le suivant : puisque tous les individus sont différents et que
certains, mieux adaptés, vont plus procréer, les caractéristiques avantageuses de ces derniers seront
héritées par les générations suivantes et, avec le temps, deviendront dominantes dans la population.
Les algorithmes évolutionnaires sont apparus dès la fin des années 1950 [FRA57, HOL62, FOG66].
À l’origine, trois approches des algorithmes évolutionnaires ont émergé indépendamment. Les algo-
rithmes génétiques sont certainement l’approche la plus connue, notamment grâce à l’ouvrage de
référence de David Goldberg [GOL89]. Les algorithmes génétiques respectent le shéma d’un algo-
rithme évbolutionnaire avec une particularité : lors des étapes d’évaluation, une solution du problème
est entièrement construite à partir du génotype d’un unique individu (celui-ci est souvent une chaine de
symboles binaires). Cependant, d’autres branches existent comme la programmation évolutionnaire,
qui s’intéresse aux liens comportementaux entre des objets parents et leurs héritiers, en utilisant les
mécanismes de sélection et de mutation, ou comme les stratégies d’évolution qui sont une méthode
d’optimisation de paramètres variant continûment. Les chercheurs de ces différentes « écoles » ont
combiné ces différentes approches dans une branche unique, les algorithmes évolutionnaires.
Dans une première sous-section nous étudierons les algorithmes évolutionnaires, puis, dans une
seconde sous-section, nous introduirons les adaptations de ces algorithmes que nous avons faites pour
les problèmes du partitionnement de graphe contraint et non contraint.
3.4.1 Principe des algorithmes évolutionnaires
Comme dans le cas des autres métaheuristiques, les algorithmes évolutionnaires sont utilisés pour
résoudre des problèmes d’optimisation combinatoire (supra 1.1). De par leur origine, tout un vocabu-
laire issu de la biologie est utilisé pour décrire ces méthodes. Considérant un problème d’optimisation
combinatoire, une population est un ensemble de points de l’espace des solutions, chacun de ces
points est appelé individu. Un individu est constitué d’un patrimoine génétique qui le caractérise et
le différencie des autres individus ; concrètement les gènes sont les blocs élémentaires caractérisant
une solution. La fonction objectif évalue l’adaptation d’un individu à son environnement et est donc
appelée fonction d’adaptation ou fitness. Les algorithmes évolutionnaires ont pour but de maximiser
la fonction d’adaptation. Dans le cas d’une fonction objectif à minimiser, en supposant qu’elle est
positive, l’inverse de cette fonction peut être utilisée comme fonction d’adaptation.
Algorithme
L’algorithme 16 présente de manière générique les étapes d’un algorithme évolutionnaire. Dans
un tel algorithme, la population évolue de manière itérative. Les grandes étapes de cette évolution sont
les suivantes :
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1. une population initiale de nb_individus est créée. De cette population dériveront toutes les fu-
tures générations. Il est donc préférable qu’elle couvre une large partie de l’espace des solutions
du problème ; c’est pourquoi elle est souvent créée de manière aléatoire ;
2. une boucle itérative permet de faire évoluer la population en générations successives avec l’aide
de trois principes :
– l’adaptation d’un individu qui correspond à la valeur relative de la fonction objectif entre
cet individu et les autres ;
– la sélection des individus de la population en deux étapes. Premièrement est opéré la sélec-
tion des futurs parents, c’est-à-dire ceux qui vont se reproduire. Celà ne veut pas dire que
les autres membres de la population vont disparaître, car cette disparition est l’objet de la se-
conde sélection. Cette première étape est assurée par l’opérateur de sélection. Secondement,
la sélection de la population qui sera présente à la prochaine itération. Cette sélection est
assurée par l’opérateur de remplacement ;
– la diversification de la population. C’est ce qui va permettre d’explorer l’espace des solu-
tions. Les parents sélectionnés ont deux possibilités pour engendrer des enfants : le croise-
ment et la mutation. Les individus créés seront les enfants de cette itération.
3. un critère d’arrêt qui met fin à la recherche. Il peut être fonction du nombre de générations, de
l’adaptation du meilleur individu ou encore du temps passé.
Algorithme 16 Algorithme évolutionnaire.
Procédure ALGOÉVO(population_initiale, nb_croisements, nb_mutations)
population← population_initiale
nb_individus← card(population)
évaluation de l’adaptation des nb_individus éléments de population
nb_enfants← nb_croisements+ nb_mutations
répète
parents← sélection d’individus de population pour la reproduction
enfants← ∅
pour i = 1 à nb_croisements faire
enfant← croisement de plusieurs individus de parents
évaluation de l’adaptation de enfant
enfants← {enfant} ∪ enfants
fin pour
pour i = 1 à nb_mutations faire
enfant← mutation d’un individu de parents
évaluation de l’adaptation de enfant
enfants← {enfant} ∪ enfants
fin pour
population← remplacement par nb_individus venant de enfants et parents
jusqu’à ce que Critère d’arrêt
retourner individu le mieux adapté de population
fin Procédure
3.4. LES ALGORITHMES ÉVOLUTIONNAIRES 73
   
   


  
  

 
  
  


   
   


  
   
   



   
   

 
  
  


  
   
   



   
   


   
   


Parents Enfants
FIG. 3.3 – Illustration du travail d’un opérateur de croisement. Les gènes sont représentés par des
carrés.
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FIG. 3.4 – Illustration du travail d’un opérateur de mutation. Les gènes sont représentés par des carrés.
Opérateurs de diversification
La diversification va permettre à l’algorithme d’explorer l’espace des solutions à la recherche
du ou des optima globaux. Cette étape consiste à créer de nouvelles solutions (les enfants), à partir
des solutions présentes au début de l’itération et sélectionnées à l’étape précédente (les parents). Les
algorithmes évolutionnaires se sont inspirés des méthodes de reproduction du vivant pour créer des
opérateurs de diversification. Le croisement joue le rôle de la reproduction sexuée et la mutation celui
de la reproduction asexuée :
– le croisement nécessite plusieurs parents, en général deux, pour produire plusieurs enfants, en
général autant que de parents. Ce opérateur combine les gènes (blocs élémentaires caractérisant
une solution) des parents pour créer les enfants. L’idée sous-jacente est qu’il va être possible de
remplacer quelques gènes « pauvres » d’un parent par les gènes correspondants plus « riches »
d’un autre parent. Cet opérateur n’est donc pas nécessairement aléatoire. Une illustration d’un
opérateur standard de croisement est présentée figure 3.4.1 ;
– la mutation consiste à modifier localement un ou plusieurs éléments de la population. C’est un
opérateur très simple mais essentiel au fonctionnement des algorithmes évolutionnaires, car il
assure la diversification de la population. Dans certaines implémentations, seul cet opérateur est
utilisé [FOG66]. Une façon simple de créer une mutation est de modifier aléatoirement un ou
plusieurs gènes d’un individu en respectant les contraintes du problème. Une illustration d’un
opérateur standard de mutation est présentée figure 3.4.1.
L’opérateur de mutation est souvent plus utilisé pour explorer l’espace des solutions et l’opérateur
de croisement pour atteindre les optima locaux. Ainsi, lorsque la mutation est suffisamment aléatoire,
les croisements peuvent être plus déterministes. Les opérateurs de croisement et de mutation sont
délicats à régler. Trop simple et/ou pas assez nombreuse la mutation va s’enfermer dans un optimum
local ; trop compliquée et/ou trop nombreuse elle va empêcher la convergence de l’algorithme. De
plus, en fonction de la convergence de l’algorithme, une diversification adaptée peut être utile. Dans
le but de minimiser ces différents problèmes, des opérateurs adaptatifs peuvent être utilisés [EIB99,
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YAN02].
Sélection des individus
D’une manière générale, la capacité d’un individu à être sélectionné, que ce soit pour la reproduc-
tion ou le remplacement, dépend de son adaptation. L’opérateur de sélection comme de remplacement
est chargé de déterminer le nombre de sélections de chaque individu en fonction de son adaptation.
Les individus les mieux adaptés se reproduisent plus souvent et remplacent les moins bons. Ainsi,
les copies du meilleur individu vont envahir la population à partir d’un certain temps appelé temps
de domination. Plus ce temps sera court, plus la pression sélective sera élevée. Dans un tel cas, il y a
un fort risque de convergence prématurée vers un optimum local. En effet, un super-individu envahira
la population et l’exploration de l’espace de recherche deviendra alors locale, centrée sur lui. Dans
le cas contraire, i.e. pression sélective trop faible, l’algorithme ne convergera pas. Les individus se
répandront dans l’espace des solutions sans progresser.
La pression sélective, très importante dans le cas des algorithmes évolutionnaires est principale-
ment déterminée par les opérateurs de sélection et de remplacement.
Opérateurs de sélection
L’opérateur de sélection a pour mission de choisir dans la population présente les futurs parents
nécessaires à l’étape de remplacement. Plusieurs opérateurs de sélection existent :
– sélection par tournoi : une loi de probabilité uniforme est utilisée pour sélectionner des couples
d’individus dans la population. Dans chaque couple sélectionné, les deux individus « com-
battent » l’un contre l’autre. Lors de chaque combat, l’individu le mieux adapté l’emporte avec
une probabilité dans ]0, 5; 1], qui est un paramètre de la méthode permettant le réglage de la
pression sélective. Dans ce type de sélection, un super individu sera sélectionné plusieurs fois
et prendra la place de plusieurs parents ;
– sélection par roulette : c’est une méthode proportionnelle. Son nom vient de l’analogie avec
le tirage aléatoire des roulettes de casino. À chaque individu i est associée une probabilité
d’être choisi proportionnelle à son adaptation f(i) : pi =
f(i)∑
j f(j)
. Puis nb_parents tirages
aléatoires dans [0; 1] permettent de sélectionner les futurs parents. La variance de ce processus
est élevée. Dans le pire cas, il est possible qu’aucun individu bien adapté ne soit sélectionné.
Ce phénomène, appelé biais de sélection, peut être limité avec une population nombreuse. Une
variante appelée sélection par échantillonnage stochastique universel [DRÉ03] permet elle aussi
de réduire ce biais ;
– reste stochastique sans remplacement : elle associe sélection par roulette et sélection détermi-
niste. Un nombre minimal de représentants de chaque individu parmi les futurs parents est
déterminé par avance en fonction de l’adaptation de l’individu, puis la population est complétée
par tirages aléatoires :
– le nombre minimal de représentants d’un individu i est donné par la partie entière : b f(i)∑
j f(j)
c ;
– le reste des parents est complété grâce à la sélection par roulette où la valeur d’adaptation de
chaque individu est remplacée par : f(i)← f(i)− b f(i)∑
j f(j)
c.
Opérateurs de remplacement
L’opérateur de remplacement a pour rôle d’assurer la prolifération des meilleurs individus au
détriment des plus mauvais. Au cours de cette étape, la probabilité de survie de chaque individu doit
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donc correspondre à son adaptation. Plusieurs opérateurs de remplacement existent :
– le remplacement par génération consiste à ne conserver que les enfants dans la génération
suivante. Dans ce cas, nb_enfants = nb_individus. Les algorithmes génétiques d’origine
utilisent ce remplacement ;
– le remplacement des stratégies d’évolution est une sélection déterministe des nb_individus
meilleurs individus parmi l’ensemble des enfants ou parmi l’ensemble des parents et des en-
fants. Dans ce cas, le nombre d’enfants est plus grand que celui d’individus de la population ;
– l’élitisme consiste à conserver au moins un individu possédant la meilleure adaptation. Cet
opérateur est couplé avec un autre opérateur qui sélectionne le reste de la population. L’élitisme
peut améliorer grandement les performances d’un algorithme évolutionnaire, comme être très
néfaste [DE 93] car induisant un pression sélective trop grande.
Il faut distinguer l’opérateur de sélection de celui de remplacement. L’opérateur de sélection est
chargé de sélectionner les parents parmi la population, alors que l’opérateur de remplacement déter-
mine la nouvelle population à partir des enfants et des parents.
Paramétrage
Les algorithmes évolutionnaires possèdent un nombre important de paramètres. Du réglage de
ceux-ci, découlent la rapidité et la qualité de la convergence. Ces paramètres sont souvent difficiles à
régler. Ils sont énumérés ci-après :
– la taille de la population, nb_individus, est un paramètre important de l’optimisation. Plus elle
sera grande, plus la probabilité de convergence de l’algorithme sera élevée. Cependant, plus il
y aura d’individus, plus l’algorithme sera lent car la complexité de l’algorithme est directement
proportionnelle à cette taille ;
– lors de l’étape de diversification, nb_mutations individus subissent une mutation ;
– nb_croisements détermine le nombre de croisements effectués à chaque itération ;
– le ou les paramètres liés au critère d’arrêt de l’algorithme ;
– d’autres paramètres potentiels, comme la probabilité de la sélection par tournoi ou encore pour
l’élitisme le nombre d’individus conservés entre les générations.
Convergence et améliorations classiques
Des études sur la convergence des algorithmes évolutionnaires ont été menées. Les premières se
sont limitées au cas du codage binaire des gènes des individus [GOL89] et permettent de mieux com-
prendre les effets de certains opérateurs de sélection, de croisement et de mutation. D’autres études ont
été réalisées dans le cas du codage réel [CER94]. Elles permettent de montrer que la convergence peut
être obtenue sans l’opérateur de croisement (ce qui revient à une sorte de recuit simulé en parallèle),
et aussi d’établir le comportement asymptotique des ces algorithmes.
Plusieurs méthodes maintenant classiques permettent d’améliorer la rapidité et l’efficacité des
algorithmes évolutionnaires :
– la mise à l’échelle, ou scaling en anglais : elle s’applique à la fonction d’adaptation dans le
cas où les techniques de sélection peuvent être biaisées par les solutions trouvées. La figure
3.5 illustre en se plaçant dans le cas continu les deux problèmes qui peuvent se poser. Dans
la figure de gauche, l’individu i possède une valeur d’adaptation très élevée comparée aux
autres individus et l’algorithme risque de converger vers cet optimum local. Dans la figure de
droite, aucun optimum ne se détâche et il serait intéressant de « grossir » artificiellement la zone
entourée. La mise à l’échelle joue sur la modification de la valeur d’adaptation des individus ;
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FIG. 3.5 – Exemples pour lesquels la mise à l’échelle peut s’avérer utile.
– répartition, ou sharing en anglais : elle a pour objectif de forcer la population à se répartir
dans différentes régions de l’espace des solutions grâce à une notion de distance. Son utilisation
est particulièrement recommandée dans le cas des fonctions objectifs possédant de nombreux
optima locaux. Une amélioration importante de cette méthode est la répartition par région ou
par clusters qui répartit les individus dans des régions de proximité ;
– l’optimisation locale : les algorithmes évolutionnaires permettent de trouver dans des espaces
de grande dimension des solutions faisant partie d’un ou de plusieurs puits énergétiques (su-
pra 1.1). Cependant ces solutions ne sont pas forcément le ou les minima globaux de ces puits.
Atteindre ces minima nécessite l’utilisation d’algorithmes d’optimisation locale. Un algorithme
d’optimisation local peut être utilisé une fois l’algorithme évolutionnaire fini ou pendant l’étape
de diversification, avec un recuit-simulé par exemple.
Pour plus de détails sur ces méthodes, se référer à [DUR04, GOT04].
3.4.2 Nos adaptations des algorithmes évolutionnaires au partitionnement de graphe
Il existe déja et depuis longtemps, plusieurs adaptations des algorithmes évolutionnaires au par-
titionnement de graphe [TAL91, ALP96c, MAI94]. Le partitionnement de graphe est difficilement
parallélisable, cependant, le parallélisme structurel de la programmation évolutionnaire permet ac-
tuellement de créer avec succès des partitions avec un algorithme multi-niveaux parallèle [CHE06].
Plusieurs adaptations des algorithmes évolutionnaires au partitionnement de graphe ont été réali-
sées au cours de cette thèse. Cependant toutes ces adaptations ont donné des résultats peu performants
en comparaison de ceux obtenus avec les autres méthodes comme le multi-niveaux (supra 2.6), le
recuit simulé (supra 3.2) ou les algorithmes de colonies de fourmis (supra 3.3).
Adaptation générique d’un algorithme évolutionnaire au partitionnement de graphe
Ce paragraphe présente une approche générique de l’adaptation d’un algorithme évolutionnaire au
partitionnement de graphe. Dans le cas du partitionnement de graphe, les individus d’un algorithme
évolutionnaire sont des partitions du graphe et la population une famille de partitions.
Comme nous l’avons vu dans la sous-section précédente (supra 3.4.1), et au vu de l’algorithme
16, les algorithmes évolutionnaires utilisent 5 opérateurs essentiels suivants :
– la fonction d’adaptation ;
– l’opérateur de sélection ;
– l’opérateur de remplacement ;
– l’opérateur de croisement ;
– l’opérateur de mutation.
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Dans le cadre de l’adaptation au partitionnement de graphe, on peut considérer que ces fonctions
peuvent être facilement réalisées, mis à part l’opérateur de croisement. En effet, un opérateur de
croisement nécessite souvent de pouvoir comparer deux gènes, or il est difficile de comparer deux
partitions, et plus précisément de comparer deux parties de partitions différentes. Ce problème est
amplifié quand k augmente.
Le problème du partitionnement de graphe, qu’il soit contraint ou non, est un problème de minimi-
sation d’une fonction objectif (supra 1). Or, les différentes fonctions objectifs pour le partitionnement
de graphe sont toutes positives si elles sont appliquées à une partition d’un graphe connexe. Dans le
cas des graphes non connexes, on peut supposer que les partitions triviales de ces graphes, constituées
des différentes parties connexes, ou regroupements de telles parties ne sont pas incluses dans les so-
lutions admissibles du problème (commencer par une vérification, si besoin est). Ainsi, puisque les
différentes fonctions objectifs sont positives, leurs inverses le sont aussi et le problème de minimisa-
tion devient un problème de maximisation. La fonction d’adaptation peut alors être égale à l’inverse
de la fonction objectif.
En considérant l’inverse de la fonction objectif comme fonction d’adaptation, les différents opéra-
teurs de sélection comme de remplacement présentés plus haut peuvent être utilisés. L’opérateur de
sélection utilisé est le reste stochastique sans remplacement. L’opérateur de remplacement utilise l’éli-
tisme et le remplacement des stratégies d’évolution. Le critère d’arrêt est a priori indépendant du pro-
blème traité, à savoir le partitionnement, et est choisi comme étant un temps maximum d’exécution.
Les paragraphes suivants présentent nos différentes adaptations des opérateurs de croisement et
de mutation, au partitionnement de graphe, puisque les opérateurs de sélection, de remplacement et la
fonction d’adaptation ont déjà été choisis.
Première adaptation au partitionnement de graphe non contraint
Dans ce paragraphe, nous présentons la première adaptation des algorithmes évolutionnaires au
partitionnement de graphe non contraint.
L’opérateur de croisement de cette adaptation est basé sur l’échange de parties entre différentes
partitions. En effet, une partition se définit entièrement par ses parties. Les parties d’une partition
peuvent donc constituer les gènes d’une partition. La difficulté rencontrée est d’obtenir un croisement
performant des ces gènes.
Cet opérateur de croisement a initialement été réalisé par Jean-Marc Alliot (directeur du Labora-
toire d’optimisation globale dans lequel c’est passé cette thèse) et est implémenté dans l’algorithme
évolutionnaire de [RUL03]. Dans cette approche, une partie est définie de manière déterministe par
un algorithme d’expansion de région utilisant un mécanisme d’agrégation par voisinage (de type ex-
pansion de région, supra 2.2). Cet algorithme permet de créer une k-partition à partir d’un ensemble
de k sommets du graphe. Chaque individu de la population va être caractérisé par l’ensemble des k
sommets permettant de définir la partition correspondante, c’est-à-dire qu’un gène se définit par un
sommet.
Cet opérateur de croisement engendre deux enfants à partir de deux parents. Les enfants sont
constitués à partir du parcours simultané des gènes des parents. Pour autant, les gènes ne sont pas
ordonnés avant ce parcours, i.e. lorsque deux gènes sont sélectionnés, un pour chaque parent, les
parties correspondantes peuvent ne contenir aucun sommet en commun. Lors du parcours des gènes
permettant de constituer le premier enfant, est retenu de chaque couple de gènes, le gène dont la partie
correspondante possède le coût de coupe le moins élevé (supra 1.4). Pour le second enfant, est retenu
un gène au hasard parmi chaque couple de gènes.
L’opérateur de mutation consiste à remplacer un des gènes s choisi de manière aléatoire, par un
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sommet sélectionné aléatoirement dans l’ensemble des sommets S − {s}. Le sommet s sélectionné
devient le sommet initial d’où part la percolation qui définit cette partie. Après que s ait été choisi, k
percolations sont effectuées à partir des sommets-gènes, pour définir la partition retournée par l’opé-
rateur de mutation.
Cependant, le problème de cette première approche est qu’elle ne permet pas d’explorer la totalité
de l’espace des solutions. En effet, elle utilise une méthode d’expansion de région déterministe pour
constituer les parties d’une partition.
Seconde adaptation au partitionnement de graphe non contraint
Dans cette seconde adaptation, nous avons utilisé un opérateur de croisement très classique. Il
est entre autres présenté dans [TAL91, MAI94, MAN96, ALA99, APE02]. Dans cette adaptation, un
individu, c’est-à-dire une partition, est défini par des gènes qui représentent l’appartenance d’un som-
met du graphe à une partie de la partition. Cet opérateur est une application directe de l’opérateur de
croisement illustré par la figure 3.4.1. Deux enfants sont créés à partir de deux parents par échange
de deux ensembles de gènes. Deux sommets s1 et s2 sont sélectionnés aléatoirement dans le graphe,
le premier enfant hérite des gènes du second parent compris entre les sommets s1 et s2 et du premier
parent pour le reste. Pour le second enfant, c’est l’inverse, il hérite des gènes du premier parent entre
les sommets s1 et s2.
L’opérateur de mutation peut être choisi simplement comme dans le cas du recuit simulé (su-
pra 3.2). En effet, une variation élémentaire d’une partition consiste à déplacer un sommet d’une
partie de la partition vers une autre. Cela revient à considérer que pour un individu, c’est-à-dire une
partition, chaque gène représente l’appartenance d’un sommet du graphe à une partie de la partition.
Un opérateur de mutation basé sur ce principe est très facile à mettre en œuvre. Une mutation peut
consister à déplacer une quantité fixe de sommets entre les parties. Chacun des sommets qui va être
déplacé est choisi aléatoirement, et sa partie de destination est tirée au hasard.
Un opérateur de mutation adaptatif peut aussi être mis en place. Un tel opérateur permettrait de
diminuer progressivement le nombre de déplacements de sommets de l’opérateur de mutation que
nous venons de décrire, en fonction de l’avancement de l’algorithme.
Nous avons implémenté un algorithme évolutionnaire avec ce second opérateur de croisement et
cet opérateur de mutation. Puis nous avons appliqué cet algorithme au problème du découpage de
l’espace aérien européen (infra 5). Cependant, les résultats trouvés par cet algorithme étant significa-
tivement moins bons que ceux trouvés avec la version de Jean-Marc Alliot, nous avons rapidement
cherché une autre approche pour l’adaptation des algorithmes évolutionnaires au partitionnement de
graphe. Nos efforts se sont alors concentrés sur le partitionnement de graphe contraint, qui est l’ob-
jet de la plupart des publications présentant des méthodes évolutionnaires pour le partitionnement
de graphe. Après les mauvais résultats trouvés par cette seconde adaptation, nous voulions pouvoir
comparer plus facilement notre approche avec ces travaux, afin de valider notre travail.
Adaptation au partitionnement contraint
Dans notre adaptation des algorithmes évolutionnaires au partitionnement de graphe contraint,
nous avons choisi comme structure génétique que chaque gène d’un individu (un individu est toujours
une partition) représenterait l’appartenance d’un sommet du graphe à une partie de la partition. C’est la
structure que nous avions utilisée pour décrire l’opérateur de mutation de notre première adaptation.
Comme nous l’avions fait remarquer, si avec une telle représentation du génome, un opérateur de
mutation est facile à définir, un opérateur de croisement est plus compliqué à mettre en place.
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En effet, pour définir un opérateur de croisement entre deux partitions P1 et P2, il faut connaître
les similitudes de découpage entre ces deux partitions. De manière plus précise, il faut reconnaître les
liens de correspondance entre les parties des deux partitions, c’est-à-dire hiérarchiser les parties d’une
partition par degré de similitudes avec les parties de l’autre partition. Nous avons créé un algorithme
qui permet de hiérarchiser le degré de similitudes des parties de deux partitions entre elles. On appelle
degré de similitude, le nombre de sommets appartenant aux deux parties des deux partitions. Il suffit
alors de classer puis de sélectionner les couples de parties par degrés de similitude décroissants, pour
obtenir une partition commune des deux partitions. Cette partition commune ne couvre cependant
pas tous les graphes, il existe donc un ensemble de sommets appartenant à des parties différentes
dans les deux partitions. C’est à partir de cet ensemble de sommets que va s’effectuer l’opération de
croisement.
Le principe de l’opération de croisement est simple : créer un enfant dont la partition sera basée
sur la partition commune aux deux parents. Tous les sommets de la liste des sommets appartenant à
des parties différentes des deux partitions parentes sont affectés aux différentes parties de la partition
enfant. L’affectation consiste à insérer chaque sommet dans l’une des deux parties choisie aléatoire-
ment auquel il appartenait dans les partitions parentes. Cependant, dans le but de respecter la balance
de partitionnement, quand au moins l’une des deux parties en question est pleine dans la partition
enfant, une partie choisie au hasard parmi les parties non encore remplies est sélectionnée.
Dans le cas des graphes de grandes tailles, un mécanisme multi-niveaux (supra 2.6) est utilisé
pour rendre le croisement plus rapide. L’algorithme de contraction utilisé pour regrouper les sommets
entre eux est l’algorithme Heavy Edge Matching [KAR98b] (supra 2.6.3). Une fois les sommets agré-
gés, leur partie d’appartenance correspond à la partie à laquelle le plus grand nombre de sommets
appartient. Une fois que l’appartenance de chaque nouveau sommet est établie, le degré de similitude
entre chaque partie est calculé, puis l’opérateur de croisement est utilisé pour engendrer une nouvelle
partition du graphe des sommets agrégés. Cette partition est alors directement reprojetée sur le graphe
d’origine. Afin de gagner de la rapidité, aucune opération d’affinage lors de la projection sur le graphe
d’origine n’est réalisée. Cependant ce choix que nous avions fait nous paraît plus discutable aujour-
d’hui, et il serait certainement intéressant de comparer cette version de l’opération de croisement avec
une version utilisant un algorithme d’affinage.
En plus de cet opérateur de croisement, nous avons utilisé deux opérateurs de mutation différents.
Le premier opérateur de mutation est celui défini dans le premier paragraphe de cette section, et qui
consiste à déplacer un nombre fixe de sommets choisis aléatoirement vers des parties sélectionnées
aléatoirement. Cet opérateur de mutation fait beaucoup intervenir l’aléatoire dans son fonctionnement.
Le second opérateur de mutation est construit sur le même principe que le premier, mais en diminuant
cette part de hasard. En effet, dans cet opérateur, seuls les sommets à la frontière de plusieurs parties
peuvent être sélectionnés. Puis, lorsqu’un de ces sommets est aléatoirement choisi, il est échangé
avec un des sommets pris au hasard dans l’ensemble des sommets adjacents, et d’une autre partie que
celui-ci.
Le tableau 3.1 présente une comparaison des coûts de coupe des partitions trouvées par notre algo-
rithme évolutionnaire et le logiciel pMetis (supra A.1). Ces résultats montrent que si notre adaptation
trouve des solutions de qualité acceptable pour la bissection, elles sont très rapidement mauvaises
quand le nombre de parties augmente. Ce problème nous a dissuadés de continuer plus loin avec cet
algorithme.
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Graphe k Algo. évo. pMetis
add20 2 723 725
add20 4 1809 1292
add20 8 2640 1907
add20 16 3223 2504
data 2 252 218
data 4 1129 480
data 8 2307 842
data 16 3566 1370
TAB. 3.1 – Partitions obtenues par notre adaptation de l’algorithme évolutionnaire au partitionnement
contraint.
3.5 Métaheuristiques hybrides pour le partitionnement contraint
Cette section propose un état de l’art des adaptations existantes de métaheuristiques pour le parti-
tionnement de graphe contraint.
3.5.1 Présentation
Les métaheuristiques sont des méthodes qui permettent de trouver de très bon résultats si elles
utilisent ou sont associées à des heuristiques performantes et adaptées à leur problème. Pour le parti-
tionnement de graphe, la méthode la plus performante semble sans conteste la méthode multi-niveaux,
car elle associe rapidité et qualité des partitions trouvées. De nombreuses métaheuristiques ont été uti-
lisées pour résoudre le problème du partitionnement de graphe, et parmi elles, les plus performantes
sont souvent des méthodes hybrides entre une métaheuristique « classique » et une méthode multi-
niveaux.
Cette section ne se veut pas exhaustive, mais propose au lecteur un certain nombre de méthodes
hybrides performantes pour le partitionnement de graphe contraint.
Les métaheuristiques listées ci-dessous ont été sélectionnées car leurs résultats présentés sur le site
de Chris Walshaw (supra A.3, infra annexe A.4) sont très bons en comparaison des autres méthodes :
– ILS et multi-niveaux. Cette première méthode hybride est à la fois très facile à mettre en
place et performante. Elle combine une recherche itérative locale (ILS) avec un algorithme
multi-niveaux. Ces dernières utilisent souvent des composantes aléatoires, que ce soit pour la
contraction des sommets entre eux, ou l’affinage des partitions. Ainsi, changer la graine géné-
rant ces nombres aléatoires, permet de trouver une partition différente à partir du même graphe.
Or, comme les outils de partitionnement classiques (supra A) sont sujets à des variations de
coûts de coupe importantes, il est intéressant de sélectionner la meilleure des partitions trou-
vées après plusieurs itérations de ces logiciels. L’algorithme le plus simple à utiliser est la re-
cherche itérative locale [LOR02] dont l’élément de perturbation est le changement de graine du
générateur aléatoire, et dont la recherche locale utilise une méthode multi-niveaux de partition-
nement. Une telle méthode hybride est entre autres utilisée dans [TOU99, LAN04a, WAL04].
Nous l’avons aussi utilisée pour des tests comparatifs (infra 7) ;
– PROBE, expansion de région et algorithme de Kernighan-Lin. La méthode PROBE, ou Pop-
ulation Reinforced Optmization Based Exploration en anglais, est présentée comme une nou-
velle métaheuristique dans [BAR04, CHA07]. Basée sur une population d’individus, PROBE
est inspirée des algorithmes génétiques. Cette nouvelle méthode est appliquée dans [CHA07]
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au partitionnement de graphe contraint. Pour cela, elle utilise comme heuristique un algorithme
d’expansion de région et comme méthode d’affinage un algorithme de type Kernighan-Lin. Les
résultats obtenus par cette nouvelle approche sont très prometteurs, c’est pourquoi il nous a
semblé important de l’insérer parmi les méthodes les plus performantes ;
– Jostle-évolutionnaire. L’algorithme évolutionnaire hybride de Alan Soper, Chris Walshaw et
M. Cross est à la fois la méthode qui peut revendiquer le plus grand nombre de partitions
présentes dans les bancs de tests du site de Chris Walshaw, et le temps d’exécution le plus long
avec dans certains cas plus d’une semaine de calcul. Cette méthode est à la fois originale et
intéressante, car permettant de trouver actuellement les meilleures partitions pour de nombreux
graphes, c’est pourquoi nous l’avons décrite dans la sous-section suivante (infra 3.5.2).
Bien que le site de Chris Walshaw recense de nombreux outils de partitionnement, sa liste n’est
pas exhaustive et d’autres outils méritent notre attention :
– l’algorithme multi-niveaux présenté dans [BAT99] utilise une méthode de recherche tabou lors
des phases de partitionnement et d’affinage. Cette technique permet une plus grande homogé-
néité des coûts de coupes des partitions trouvées qu’avec une méthode multi-niveaux classique.
C’est l’une des rares méthodes hybrides pour le partitionnement de graphe à utiliser une méta-
heuristique de voisinage, et aussi à présenter une méthode multi-niveaux utilisant une métaheu-
ristique et non l’inverse ;
– l’algorithme hybride multi-niveaux/méthode évolutionnaire présentée dans [ALP96a] est l’une
des premières approche hybrides rassemblant une métaheuristique et un algorithme multi-ni-
veaux ;
– les méthodes spectrales ont elles aussi été hybridées avec des métaheuristiques, et plus particu-
lièrement des algorithmes évolutionnaires [MAR05, MAR06] ;
– trois méthodes basées sur les algorithmes de colonies de fourmis ont retenu notre attention par
les résultats qu’elles obtenaient :
– la plus ancienne est présentée dans [LAN99]. Cette méthode, assez compliquée à mettre en
place, utilise une méthode multi-niveaux dont l’étape de partitionnement est assurée par un
algorithme évolutionnaire lui-même administrant plusieurs colonies de fourmis ;
– la méthode dont nous venons de parler a été reprise et améliorée dans [ROB04, KOR04]. Les
résultats présentés dans ces articles montrent que cette méthode fait probablement partie des
meilleures adaptations des métaheuristiques au problème du partitionnement de graphe ;
– l’algorithme présenté dans [COM06] se base uniquement sur un algorithme de colonies de
fourmis. Ce n’est donc pas une méthode hybride, cependant, elle trouve, pour les graphes de
petites tailles (quelques centaines de sommets), des partitions de coût de coupe très faibles.
Pour les graphes de plus grande taille, une hybridation de cette méthode avec le multi-niveaux
serait certainement intéressante.
3.5.2 Algorithme évolutionnaire multi-niveaux de Soper-Walshaw-Cross
L’algorithme évolutionnaire hybride de Alan Soper, Chris Walshaw et M. Cross surnommé Jostle-
évolutionnaire, car l’algorithme évolutionnaire utilise la bibliothèque Jostle, est décrit dans [SOP00,
SOP04b]. D’après les résultats publiés, ainsi que ceux des archives sur le partitionnement de graphe
de Chris Walshaw (infra annexe A.4), cet algorithme est actuellement l’un des plus performants pour
le partitionnement de graphe contraint. Il faut préciser que cette méthode n’est décrite que pour des
graphes non pondérés.
Contrairement aux approches classiques des algorithmes évolutionnaires pour le partitionnement
de graphe (supra 3.4), les individus de cet algorithme sont des variantes du graphe initial G = (S,A).
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Les différents individus, c’est-à-dire les graphes, ne se distinguent pas par leurs structures, mais par la
pondération de leurs arêtes. Cependant, l’objectif recherché reste celui du partitionnement de graphe
contraint (supra 1.5), à savoir trouver une partition du graphe initial G en k parties minimisant le coût
de coupe et respectant une balance de partitionnement bal_max. La qualité d’un individu doit donc
être égale à celle d’une partition trouvée de manière déterministe à partir du graphe correspondant.
Pour cela, les auteurs utilisent l’outil Jostle (supra A.1).
Remarque : bien que l’algorithme de Jostle soit stochastique, l’utilisation d’une même graine pour
le générateur aléatoire lors de plusieurs exécutions de cet algorithme sur une même machine permet
de toujours trouver la même partition du graphe, si ce dernier est toujours présenté de façon identique.
Ainsi, l’évaluation d’un individu de la population coûte cher, même si un outil comme Jostle est
rapide. Si l’on ajoute que les métaheuristiques ont généralement un temps d’exécution plus lent que les
méthodes locales, il est facile de comprendre, avant même d’avoir présenté les opérateurs utilisés par
la méthode évolutionnaire, que cet algorithme sera très lent. Son temps d’exécution est de plusieurs
jours, mais peut atteindre plusieurs semaines [WAL04].
L’idée sous-jacente à cette méthode est de guider le choix de l’algorithme de partitionnement
de Jostle. Pour cela, un biais positif est ajouté aux sommets du graphe en fonction de leur position
dans la partition trouvée par Jostle. Le biais d’un sommet s est noté biais(s). Le poids d’une arête
(s1, s2) ∈ A est alors égal à poids(s1, s2) = 1 + biais(s1) + biais(s2). La valeur 1 représente le
poids unitaire de l’arête. Le poids des sommets du graphe n’est pas modifié par le biais des sommets,
car cela affecterait la balance de partitionnement. Cependant, l’application d’un biais sur le poids des
arêtes du graphe va avoir pour effet de modifier la coupe de la partition trouvée par Jostle. En effet,
cette coupe aura tendance à emprunter les arêtes dont le poids aura été abaissé par rapport au graphe
initial au détriment des arêtes dont le poids aura été élevé.
Ainsi, la pondération des arêtes des graphes évolue dans les réels et non plus parmi les entiers,
comme c’est le cas dans le reste de cette thèse. Cependant, le logiciel Jostle, comme toutes les mé-
thodes multi-niveaux ou d’affinage, n’utilise habituellement que des pondérations entières. Ainsi, le
logiciel Jostle a dû être modifié pour accepter les nombres réels. L’une des principales difficultés ré-
side dans l’adaptation des tableaux de gains de l’implémentation de Fiduccia-Mattheyses (supra 2.5.1)
au cas réel. En effet, à chaque gain, qui est une valeur entière, correspond une case du tableau. Les
valeurs réelles des gains vont être discrétisées afin de pouvoir continuer à utiliser le tableau de gains.
Soit un entier n, un réel x ∈ [x− 0, 5;x+ 05] sera rangé dans le tableau de gain à la case de gain n.
Les opérateurs de croisement et de mutation consistent à faire évoluer le biais des sommets.
L’opérateur de croisement prend au moins deux parents pour créer un enfant. Les sommets qui
sont à la frontière de la coupe des partitions de tous les parents se voient appliquer un biais tiré avec
une probabilité uniforme dans [0; 0, 01]. Un sommet à la frontière de la coupe d’une partition est
un sommet faisant partie d’au moins une arête coupée par la partition trouvée par Jostle. Les autres
sommets se voient affecter un biais d’une valeur de 0, 1 ajoutée à un nombre aléatoire choisi dans
[0; 0, 01]. Les auteurs semblent avoir trouvé ces valeurs de manière empirique. La figure 3.6 illustre cet
opérateur de croisement dans le cas de deux parents : 3.6(a) et 3.6(b). Le graphe enfant est représenté
figure 3.6(c). Dans celui-ci, les sommets entourés sont les sommets de biais le plus faible. Ces deux
sommets grisés sont problématiques. En effet ceux-ci peuvent fausser le calcul de Jostle pour obtenir
la partition de coût le plus faible, 3.6(d). Ils représentent la limite de cet opérateur de croisement.
L’opérateur de mutation consiste à déterminer pour la partition d’un individu, l’ensemble des
sommets qui sont une distance d’au plus deux sommets d’une arête coupée par cette partition. C’est-
à-dire, pour qu’un sommet appartienne à cet ensemble de voisinage, il faut au moins qu’il soit dans le
voisinage d’un sommet lui-même dans le voisinage d’un sommet appartenant à une arête coupée par
la partition. Puis, à chaque sommet de cet ensemble de voisinage, est associé un biais tiré avec une
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FIG. 3.6 – Illustration de l’opérateur de croisement de l’algorithme Jostle-évolutionnaire : 3.6(a) et
3.6(b) sont les 4-partitions trouvées par Jostle des deux graphes parents ; le graphe 3.6(c) est l’enfant
créé, ses sommets entourés sont ceux dont le biais sera le plus petit ; le graphe 3.6(d) représente la
meilleure partition possible.
probabilité uniforme dans [0; 0, 01]. Aux autres sommets du graphe est appliqué un biais de valeur
2, 0 auquel s’ajoute un tirage dans [0; 0, 01].
3.6 Conclusion
Ce chapitre a débuté par une section d’introduction sur les métaheuristiques, puis a continué dans
les sections suivantes, par la présentation de trois métaheuristiques classiques. Chacune de ces sec-
tions est divisée en deux parties, la première étudiant la métaheuristique, la seconde décrivant notre
adaptation de celle-ci au problème du partitionnement de graphe. Ainsi, nos deux adaptations du re-
cuit simulé au partitionnement de graphe non contraint ont été présentées, puis notre adaptation des
algorithmes de colonies de fourmis au problème du partitionnement non contraint a été introduit, enfin
nos trois adaptations des algorithmes évolutionnaires au partitionnement de graphe contraint et non
contraint ont été décrites. Ce chapitre s’est terminé par l’énumération des adaptations, issues de la
littérature, les plus performantes de métaheuristiques pour le problème du partitionnement de graphe
contraint.
Parmi les adaptations de ces trois métaheuristiques, la plus facile a été celle du recuit simulé.
En effet, une modification élémentaire d’une partition est facile à mettre en œuvre, il suffit pour
cela de déplacer des sommets de parties. La difficulté a été plus importante pour les adaptations des
algorithmes évolutionnaires, principalement à cause de l’opérateur de croisement. Ce dernier c’est
révélé compliqué à mettre en œuvre, car il repose sur la comparaison entre deux individus, or il est
coûteux de comparer deux partitions. Enfin, l’adaptation qui a nécessité le plus de changements par
rapport à la méthode initiale, a été celle des algorithmes de colonies de fourmis. Dans ce dernier
cas, nous avons proposé un algorithme mettant en compétition plusieurs colonies pour le partage du
graphe.

Chapitre 4
Élaboration d’une nouvelle
métaheuristique : la méthode de
fusion-fission
À l’origine, la méthode de fusion-fission a été créée spécialement pour résoudre le problème
du découpage de l’espace aérien européen (infra 5). Ce problème, qui est l’application principale
de cette thèse, est un problème de partitionnement non contraint. La création d’une nouvelle méthode
pour la résolution du partitionnement de graphe non contraint est apparue intéressante après avoir testé
différentes techniques classiques de partitionnement de graphe (supra 2 et 2.6) et plusieurs métaheuri-
ques sur ce problème (supra 3).
La méthode de fusion-fission présentée dans ce chapitre est la contribution majeure de cette thèse.
Cette méthode a été baptisée fusion-fission car le modèle qui a servi de base à son élaboration est celui
de la physique nucléaire et plus particulièrement des fusions et fissions d’atomes.
La section 4.1 introduira les notions de physique nucléaire utilisées par la fusion-fission. La sec-
tion 4.2 présentera les bases de la fusion-fission et les caractéristiques principales de la méthode. Puis,
les sections 4.3 et 4.4 présenteront respectivement l’application de cette méthode aux problèmes du
partitionnement non contraint puis contraint. Comme nous le verrons, ces deux problèmes de parti-
tionnement étant différents, les deux algorithmes de fusion-fission les résolvant sont différents, tout
en gardant en commun les caractéristiques présentées en section 4.2. La section 4.5 sera l’objet d’une
discussion sur les perspective futures de la fusion-fission. Enfin, la section 4.6 conclura la présentation
de cette nouvelle méthode.
4.1 Quelques notions de physique nucléaire
Le but de cette section est d’exposer de manière simplifiée les notions de physique nucléaire qui
nous ont servi à élaborer le modèle de fusion-fission. Nous ne prétendons en aucun cas être spécialistes
en physique nucléaire. Le livre du professeur Daniel Blanc sur la physique nucléaire [BLA03] et le
site Internet1 de David Calvet, permettent, pour ceux qui le souhaiteraient, d’aborder ce domaine de
manière simple et claire.
L’atome est la plus petite partie d’un corps pur. Il est formé d’électrons et de nucléons. Les nu-
cléons forment le noyau atomique et les électrons gravitent autour. Il existe deux sortes de nucléons,
1 « Voyage au cœur de la matière... », http ://voyage.in2p3.fr/index.html .
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FIG. 4.1 – Diagramme de stabilité des noyaux en fonction de N et de Z. Carrés noirs : noyaux stables.
les protons de charge positive et les neutrons de charge neutre. Un atome contient donc trois sortes de
particules : des électrons de charge négative, des protons et des neutrons. Le noyau atomique se situe
au centre de l’atome, il est mille fois plus petit que ce dernier, mais contient presque la totalité de sa
masse. La cohésion du noyau atomique est assurée par l’interaction forte, qui attire les nucléons entre
eux et empêche ainsi les protons de se repousser.
Les atomes sont classés en fonction de leur nombre atomique Z dans le tableau périodique des
éléments. Z est égal au nombre d’électrons, lui-même égal au nombre de protons d’un atome. Les
isotopes sont des atomes qui ont le même nombre de protons Z, mais un nombre de neutrons N
différent. A est le nombre de masse, c’est le nombre de nucléons. Un isotope est dit stable si son
noyau n’est pas radioactif, sinon il est dit instable. Les isotopes stables sont représentés en noir dans
la figure 4.1. Il y a aussi des valeurs « magiques » de N et de Z pour lesquelles la stabilité du noyau
est maximale. Le symbole du noyau est AZM où M est le symbole de l’élément. Précisons deux autres
notations : un neutron seul s’écrit 10n, et un proton seul,
1
1p.
À l’heure actuelle, nous connaissons quatre interactions. Elles interviennent dans tous les phéno-
mènes de l’univers. La gravitation est l’interaction la moins intense, c’est une force attractive entre
plusieurs corps qui dépend de leur masse. L’interaction électromagnétique est une force répulsive ou
attractive qui agit sur des éléments possédant une charge électrique. L’interaction faible agit sur toutes
les particules. L’interaction forte est une force de cohésion attractive très intense entre les quarks2.
Certains atomes ont un noyau instable qui émet des rayonnements. On dit alors que ces atomes
sont radioactifs. La radioactivité est la désintégration spontanée des noyaux. Ce phénomène est tout à
fait naturel. Les interactions fortes, faibles et électromagnétiques sont à l’origine de différentes formes
de radioactivité, les radio-activités alpha, bêta et gamma.
Lors de la fission d’un atome, son noyau se scinde en deux fragments, en même temps que sont
éjectés plusieurs neutrons. Les deux atomes restants sont en général radio-actifs, ce qui veut dire dans
le cas de la radio-activité alpha que chacun de ces atomes va se stabiliser en se séparant de deux
protons et deux neutrons. Dans le cas de la radio-activité gamma, chaque atome va libérer de l’énergie
sous la forme d’un photon. Dans le cas de la radio-activité bêta, dans chaque atome, un neutron va se
transformer en proton ou inversement.
Un atome peut fissionner soit de manière spontanée si son noyau est trop lourd, soit parce qu’il
a été heurté par un neutron. Ainsi, les neutrons émis lors de la fission peuvent engendrer d’autres
fissions, ce qui se traduit par une réaction en chaîne. C’est ce processus qui est utilisé dans les réacteurs
2En particulier, les nucléons sont constitués de trois quarks.
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nucléaires, car la fission s’accompagne de libération d’énergie. Cependant, ce processus ne devient
important que lorsque l’on est en présence de noyaux lourds, i.e. lorsque ces noyaux comportent un
grand nombre de nucléons. Exemple de fission : l’uranium 235 sous l’impact d’un neutron d’énergie
suffisante se transforme en uranium 236 hautement instable, qui se scinde :
235
92 U +
1
0 n→ 14256 Ba+9236 Kr + 210n
235
92 U +
1
0 n→ 13454 Xe+9038 Sr + 310n
La fusion de deux atomes apparaît lorsque les noyaux de ces deux atomes sont suffisamment
proches l’un de l’autre pour fusionner, c’est-à-dire pour former un unique noyau. Pour fusionner, les
atomes doivent être dans un milieu très chaud appelé plasma thermique. Ils auront alors des vitesses
suffisamment élevées pour pouvoir fusionner avant d’être séparés par la force électromagnétique ré-
pulsive. Cette répulsion qui empêche habituellement les noyaux de fusionner, est due aux charges
électriques positives des noyaux. Quand aucun état stable n’existe, il n’est pas toujours possible de
provoquer la fusion de deux noyaux. Par exemple, deux atomes d’hélium stables ou deux atomes de
fer stables ne peuvent pas fusionner ensemble. Mais voici quelques exemples de réactions de fusion
existantes :
2
1H+
3
1H → 42He +10 n
2
1H+
2
1H → 32He +10 n
2
1H+
2
1H → 31H +11 p
Nous pouvons voir, à travers cet exemple, que deux configurations identiques d’atomes peuvent en-
gendrer des réactions de fusion différentes. La fusion de noyaux légers dégage d’énormes quanti-
tés d’énergie provenant de l’attraction entre les nucléons due à l’interaction forte. Lorsque de petits
noyaux fusionnent, le noyau résultant se retrouve dans un état instable et doit revenir à un état stable
d’énergie plus faible, en éjectant une ou plusieurs particules. C’est ce que nous avons pu constater
avec les exemples de fusions d’hydrogène ci-dessus. Ainsi, les produits de la réaction de fusion ne
sont pas radioactifs, et ce sont des éléments stables.
La masse d’un atome est inférieure à la somme des masses de ses nucléons isolés. Cette différence
de masse correspond à la quantité d’énergie qu’il faudrait fournir au noyau pour le dissocier en ses
constituants séparés. On appelle cette quantité l’énergie de liaison du noyau. La figure 4.2 donne la
variation de l’énergie moyenne de liaison par nucléon en fonction du nombre de masse A. Cette courbe
est appelée courbe d’Aston. On remarque sur cette figure que l’atome de fer est de stabilité maximale.
4.2 Les bases de la fusion-fission
Comme dans le cas de nombreuses métaheuristiques (supra 3), la fusion-fission s’inspire du
monde réel. Plus particulièrement, la fusion-fission repose sur les notions de physique nucléaire pré-
sentées dans la section précédente (supra 4.1).
D’une manière générale, les métaheuristiques peuvent être considérées comme des entités propres,
qui évoluent dans des mondes spécialement forgés à leur intention. Les métaheuristiques répondent
uniquement aux propriétés des ces mondes et ceux-ci n’existent que pour elles. Chacun de ces mondes
est basé sur plusieurs observations du monde réel. Ainsi, les algorithmes évolutionnaires reposent sur
les observations de Darwin et sur son modèle d’évolution, mais ne tiennent pas compte de l’arrivée de
prédateurs ou d’une maladie. Les colonies de fourmis sont basées sur l’observation du comportement
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FIG. 4.2 – Courbe d’Aston. Présente, pour chaque atome, son énergie moyenne de liaison par nucléon.
collectif de celles-ci, hors interactions avec les menaces animales ou climatiques. De même, le recuit
simulé est basé sur l’évolution de la structure du métal sans tenir compte du façonnage du forgeron
sur celui-ci.
De plus, ces mondes sont limités pour pouvoir s’adapter facilement à une programmation informa-
tique. Ainsi, de nombreuses propriétés du monde réel ne sont pas présentes dans les métaheuristiques,
du moins dans leurs formes classiques. Par exemple, les algorithmes évolutionnaires n’incorporent
pas la notion d’âge et de vieillissement des individus. Il n’y a pas de cycle de reproduction des four-
mis dans les algorithmes du même nom, ni d’agrandissement de leur territoire. Le refroidissement du
métal lors d’un recuit est uniforme sur tout le matériau, et ce quelle que soit la courbe de décroissance
de celui-ci.
Ces mondes intègrent des propriétés exacerbées du monde réel, ou même certaines n’existant pas.
Dans le cas des algorithmes évolutionnaires, il n’existe pas dans le monde réel de populations où
un individu vit des centaines de fois plus longtemps que l’espérance de vie de la population, tout en
continuant à se reproduire beaucoup plus que le reste de la population. Les fourmis ont une longévité
et une endurance infinie. Dans un recuit simulé, la température décroît dans tout le matériau en suivant
parfaitement une courbe de température, ce qui semble physiquement irréaliste.
Nous allons maintenant créer un nouvel univers imaginatif dans lequel évoluera la méthode de
fusion-fission, en y incorporant des limites et des lois. Cependant, comme dans les cas des autres
métaheuristiques, celles-ci ne seront pas toujours en corrélation avec celles du monde réel. Il nous a
semblé que la manière la plus simple de créer un nouvel univers était de partir du « big bang », point
zéro du temps tel que nous le percevons. Dès lors, faisons table rase de tout ce qui existe et tâchons
de recréer un monde pour notre problème en partant du big bang.
Tout d’abord, rappelons que nous cherchons à résoudre un problème d’optimisation combinatoire
Π avec un espace de solutions E et un espace de solutions admissibles EA dans lequel on cherche à
minimiser une fonction objectif f . Chaque solution du problème est entièrement caractérisée par un
ensemble de n paramètres élémentaires : {p1, . . . , pn}. L’objectif de toute méthode d’optimisation est
de trouver un paramétrage définissant un individu minimisant le plus possible f . Ainsi, comme toutes
les autres méthodes d’optimisation, la fusion-fission va faire évoluer progressivement ces paramètres,
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à travers leur valeur, leur organisation, etc.
Revenons au Big Bang. Celui-ci représente l’état initial de notre optimisation. Dans notre proces-
sus d’optimisation, il s’agit d’une solution prise au hasard dans l’espace des solutions admissibles.
Cette première solution est donc supposée chaotique. Considérons chacun des paramètres de cette
solution comme étant un nucléon. L’univers ainsi créé est de petite taille comparé au notre puisque,
dans la majorité des problèmes, il va comporter moins d’un million de nucléons, i.e. le nombre de
paramètres permettant de définir une solution admissible du problème d’optimisation est inférieur à
un million.
Juste après le Big Bang, l’univers est très dense, et les nucléons fusionnent pour créer des atomes.
Puis certains atomes récemment formés vont être détruits par des nucléons libres, ou encore des
atomes instables vont naturellement se diviser. Toutes ces fusions et fissions peuvent libérer des
nucléons qui vont eux-mêmes provoquer d’autres fusions ou fissions. Comme nous l’avons vu, les
atomes précédant le fer dans le tableau périodique des éléments, libèrent de l’énergie en fusionnant
et ceux le succédant en libèrent par la fission. L’état chaotique fait qu’il va aussi y avoir fission de
petits atomes et fusion de gros atomes. Ce processus ne prend pas en compte la création de molé-
cules, c’est-à-dire d’assemblages d’atomes. L’optimum de l’organisation atomique est atteint lorsque
l’univers possède un maximum d’atomes de fer.
Durant le processus de fusion et de fission des atomes, plusieurs paliers vont être successivement
franchis avant d’arriver à une configuration optimale possédant un maximum d’atomes de fer. Si ces
paliers ne sont pas correctement franchis, la configuration optimale aura très peu de chances d’être
trouvée. Les paliers correspondent aux configurations où la grande majorité des atomes comportent
un certain nombre de nucléons. Ainsi, le premier palier correspondant à l’état initial est celui où tous
les atomes sont des atomes d’hydrogène (ils ne possèdent qu’un seul nucléon). Puis les paliers se
succèdent, hélium, lithium, béryllium, etc, jusqu’au fer. On peut aussi imaginer que ces paliers ne se
succèdent pas linéairement et de façon croissante, et qu’un palier de niveau supérieur puisse retomber
après plusieurs fissions à un palier inférieur.
Pour reprendre l’approche empruntée au début de cette section, le monde que nous considérons
est celui d’un nuage de nucléons. Celui-ci est soumis à une température et une pression très fortes, ce
qui fait que les nucléons vont avoir de grandes chances d’entrer en collision. C’est la fusion de ces
nucléons entre eux, puis des atomes résultants, qui va permettre d’atteindre l’équilibre du système.
Ce dernier est atteint lorsque tous les atomes du nuage sont du fer. La fission est utilisée afin de faire
éclater les atomes trop gros, ou encore ceux déséquilibrés (dont les caractéristiques ne respectent pas
les contraintes du problème). Les limites de ce monde imaginaire sont la taille du problème, qui va
directement influencer le nombre de nucléons. Nous supposerons que température et pression seront
toujours suffisamment élevées pour permettre un grand nombre de fusions comme de fissions, ce ne
seront pas des paramètres déterminants du système. Des lois peuvent être créées et un processus d’ap-
prentissage peut être utilisé pour les faire évoluer. Ces lois régulent les mécanismes de fusion comme
de fission. Elles peuvent déterminer des actions obligatoires (par exemple, la fission d’un atome trop
gros), des actions comportant une partie probabiliste (l’éjection de nucléons et leur nombre) ou encore
des actions interdites (comme la fission d’un atome trop petit).
Les métaheuristiques sont en générales conçues autour de deux tâches classiques : l’intensification
et la diversification. L’intensification permet de « descendre » vers un optimum local du problème,
c’est-à-dire, dans un puits énergétique, alors que la diversification permet à l’algorithme de s’extraire
du puits énergétique pour en chercher un nouveau plus profond. Dans la méthode de fusion-fission,
on peut considérer que la tâche d’intensification est en grande partie remplie par la fusion, alors que
celle de diversification est exécutée par la fission. La fusion a pour but de rassembler les paramètres
entre eux, en écartant les paramètres trop « éloignés ». Son but est donc de créer une solution plus fine
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du problème en s’aidant des paramètres les plus prometteurs. À l’inverse, la fission va disperser les
paramètres. Une nouvelle disposition de ceux-ci va être créée dans le but de chercher à explorer un
autre espace de solutions.
Malgré nos efforts, il est encore difficile de décrire précisément une métaheuristique de fusion-
fission. En effet, cette méthode n’en est encore qu’à ses prémisses, et son adaptation à différents
problèmes d’optimisation combinatoire est encore très pauvre. Cependant, si cela peut paraître une
lacune, c’est aussi une richesse, car cette méthode a encore de multiples horizons pour évoluer et nous
connaissons par l’exemple des algorithmes évolutionnaire, la grande variété des évolutions possibles
d’une métaheuristique.
4.3 Application au partitionnement non contraint
L’application de la méthode de fusion-fission au partitionnement non contraint (supra 1.6) a été
la première application de la fusion-fission. Cette application a fait l’objet de plusieurs publications
[BIC04b, BIC06a, BIC07].
Entre ces différentes publications, l’algorithme de fusion-fission a évolué. La version actuelle
de cet algorithme est présentée dans [BIC07]. Cependant, il nous a paru intéressant de mentionner
certaines adaptations utilisées précédemment.
4.3.1 Mise en place de la méthode
Pour résoudre le problème de partitionnement non contraint, nous avons cherché une méthode
proche d’une métaheuristique permettant de regrouper des sommets dans les parties d’une partition.
Dans le processus de fusion-fission présenté précédemment (supra 4.2), les parties d’une partition sont
comparées à des atomes, les sommets du graphe à des nucléons et une partition à une configuration
d’un palier de la fusion-fission. Soit k le nombre de parties recherchées. Alors que les méthodes
classiques comme le recuit simulé agissent en déplaçant les sommets du graphe dans un nombre fixe
de parties, le but de la fusion-fission est de pouvoir déplacer un nombre quelconque de sommets vers
un nombre de parties non fixe. En effet, dans certains cas, une partition d’énergie significativement
plus basse peut être trouvée pour un nombre de parties différent de celui recherché.
Nous avons vu précédemment, en section 4.1, que la fusion comme la fission font interagir les
atomes entre eux et plus particulièrement les nucléons entre eux. Le cœur des atomes est composé de
nucléons, donc en faisant abstraction des électrons gravitant autour du noyau, on peut considérer que
les atomes sont seulement des ensembles de nucléons. Pour simplifier encore le modèle, nous pouvons
ne pas tenir compte de la différence entre neutrons et protons dans les réactions, seule leur qualité de
nucléons va nous intéresser.
La température joue un rôle important dans les mécanismes de fusion-fission. Lorsque la tempéra-
ture diminue, l’état des particules devient plus stable, et l’on pourrait imaginer que les atomes conver-
gent vers un état où leur énergie de liaison est maximale, c’est-à-dire vers l’atome de fer comme le
montre la figure 4.2. À l’inverse, lorsque la température augmente, les atomes peuvent devenir très
gros, ou très petits, selon qu’un processus de fusion ou de fission en chaîne a commencé.
Les réactions de fusion et de fission obéissent à des règles bien précises, mais facilement généra-
lisables. Lors d’une fusion, deux atomes peuvent s’assembler en libérant ou non un petit nombre de
nucléons. Ces nucléons une fois libérés viennent se rattacher à d’autres atomes dont certains peuvent
ainsi devenir radioactifs. Lors d’une fission, un atome se scinde en deux parties en pouvant libérer
ou non un petit nombre de nucléons. Si leur énergie est suffisante, ces nucléons peuvent à leur tour
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engendrer la fission d’autres atomes voisins, et ainsi engendrer une fission en chaîne. Sinon, ils se
rattachent à d’autres atomes par fusion. Ces procédures de fusion et de fission sont modélisées en
formulant des règles auxquelles elles doivent obéir.
Dans la nature, les atomes de fer possèdent l’énergie moyenne de liaison par nucléon la plus
forte. Nous allons considérer, dans notre modèle, qu’un état possédant k atomes correspond à l’état
où l’énergie moyenne de liaison par nucléon est la plus forte. En effet, puisque le nombre de sommets
d’un graphe est fixe et qu’ainsi le nombre de nucléons l’est aussi, seul le nombre d’atomes peut
permettre de faire varier le nombre de nucléons par atomes.
L’état de plus basse énergie est conservé pendant l’optimisation afin de comparer l’état courant
avec celui-ci. C’est ce meilleur état atteint qui sera renvoyé à la fin de l’optimisation. La fusion-fission,
de par sa nature, va changer le nombre d’atomes des différents états. Pourtant, c’est une partition
en k parties d’énergie minimale qui est recherchée. La méthode de fusion-fission va chercher une
telle partition en faisant varier le nombre de parties autour de k. Ainsi, l’un des avantages de la
fusion-fission est qu’elle va donner des résultats satisfaisants pour des partitions de nombres de parties
différents.
Cependant, la fonction de coût doit pénaliser les configurations d’états dans lesquelles le nombre
d’atomes est éloigné du nombre k. La fonction de coût doit imiter la courbe inverse de la figure 4.2, car
l’on cherche à minimiser l’énergie et non à la maximiser comme c’est le cas de l’énergie de liaison.
Pour adapter la fonction de coût, il suffit de la multiplier par une fonction proportionnelle à l’écart
entre le nombre d’atomes d’un état et k.
Nous distinguons deux étapes dans notre méthode. La première étape, l’initialisation, va partir
d’un état qui n’est pas solution du problème. Dans cet état ne sont présents que les nucléons, et pas
encore les atomes. Cette initialisation a pour but de créer un état ne laissant plus aucun nucléon seul,
et d’énergie inférieure à une énergie seuil. L’initialisation est suivie de l’optimisation proprement dite.
Celle-ci partira de l’ensemble d’atomes issu de l’initialisation et fera évoluer l’état vers un état de plus
basse énergie. Pour cela, l’état de départ de l’optimisation sera considéré comme un plasma thermique
à très haute température. La température descendra progressivement, en même temps que se réalise-
ront les fusions et fissions entre atomes. Quand la température sera trop basse, l’étape d’optimisation
sera réitérée à partir du meilleur état précédemment trouvé.
Mais avant de décrire ces deux étapes, nous devons expliquer le mécanisme de règle dont nous
avons parlé précédemment et qui sera utilisé par chacune de ces étapes.
4.3.2 Le mécanisme de règle
Le mécanisme de règle présenté dans cette sous-section a été construit de manière empirique. Il
en résulte que ce n’est pas le seul mécanisme qui puisse fonctionner avec notre méthode. Nous avons
créé ce mécanisme car il nous semblait à la fois être proche du modèle de fusion-fission nucléaire que
nous cherchons à imiter, et bien adapté à notre problème.
Le mécanisme de règles sert à décrire les fusions et les fissions, et en particulier renvoie le nombre
de nucléons éjectés par elles. Dans le mécanisme de règle, les réactions sont classées différemment
selon que ce sont des fissions ou des fusions. Dans le cas d’une fission, une règle différente est utili-
sée en fonction du nombre de nucléons présents dans l’atome. Pour une fusion, la règle est indexée
par les nombres de nucléons des deux atomes en présence. Les règles sont des tableaux de listes de
probabilités. Pour chacune de ces listes, la somme des probabilités vaut un. Chaque probabilité est
strictement comprise entre zéro et un. Chaque probabilité de la liste correspond au nombre de nu-
cléons indépendants qui vont apparaître en plus de l’atome fusionné ou des deux nouveaux atomes
résultant de la fission. De plus, ces règles possèdent un mécanisme d’apprentissage. Lorsqu’une des
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règle 0 règle 1 règle 2 règle 3 règle 4
Card(Vi)
0, 9Nbm 1, 3Nbm0, 7Nbm 1, 1Nbm
FIG. 4.3 – Une règle est choisie en fonction du nombre de sommets de la partie et du nombre moyen
de sommets dans une partie, Nbm =
Card(S)
k .
probabilités d’une règle s’est révélée satisfaisante, par exemple si le nouvel état atteint grâce à elle est
moins énergétique, cette probabilité est augmentée au détriment des autres probabilités de cette règle.
La règle sera alors « acceptée positivement ». A l’inverse, si cette probabilité ne s’est pas montrée
satisfaisante, elle sera pénalisée au profit des autres probabilités de cette règle. La règle sera alors
« acceptée négativement ». Il faut cependant que toutes les probabilités soient strictement positives,
pour toujours laisser la possibilité d’avoir un nombre de nucléons différents.
Prenons un exemple. Soit la règle permettant la séparation d’au plus trois nucléons :{
fusion : {pu0; pu1; pu2; pu3} ,
fission : {pi0; pi1; pi2; pi3} .
Nous avons ∀i, 0 < pi < 1 et
∑
i pi = 1. Dans cette règle, la probabilité qu’une fusion ne se sépare
d’aucun nucléon est pu0, et pi0 lors d’une fission. Et la probabilité de se séparer de trois nucléons
est pu3 pour une fusion et de pi3 pour une fission. Dans le cas où une fusion est réalisée et rejette un
nucléon, et où l’état obtenu est de plus basse énergie que le précédent, la nouvelle règle pour la fusion
sera :{
pu0 − pas_de_re`gle3 ; pu1 + pas_de_re`gle; pu2 −
pas_de_re`gle
3
; pu3 − pas_de_re`gle3
}
,
avec pas_de_re`gle un paramètre de variation de la règle pour que celle-ci apprenne au fur et à mesure.
Dans le cas où l’énergie serait supérieure, la nouvelle règle pour la fusion serait le même ensemble
que précédemment en remplaçant les additions par des soustractions et inversement. Pour la fission,
le même mécanisme de mise à jour de la liste est utilisé.
Une variante de ce mécanisme de règle est présenté dans [BIC07]. Dans celle-ci, à chaque pro-
babilité de fusion pu est associé un pourcentage des nucléons dont la partie devra se séparer. Ce
pourcentage est contenu dans le tableau pnucl_e´jecte´s. Il en est de même pour les probabilités de
fission. Supposons qu’à la probabilité pu2 est associé le pourcentage cu2. Alors, lorsque pu2 sera sé-
lectionné, cu2 pour cent des nucléons de la partie seront séparés d’elle pour être intégrés ailleurs. De
plus, pour la fusion comme pour la fission, les règles sont regroupées en cinq listes de probabilités. La
première règle est sélectionnée quand la partie a un nombre de sommets moins de 0, 7 fois le nombre
de sommets moyens d’une partie, la seconde quand elle a un nombre de sommets entre 0, 7 et 0, 9 fois
le nombre de sommets moyens d’une partie, et ainsi de suite comme le présente la figure 4.3. Cette
astuce permet de réduire le nombre total de règles à 10, et ainsi d’avoir un mécanisme d’apprentissage
plus rapide.
4.3.3 Fonction d’adaptation de la fonction de coût
Comme nous l’avons vu dans la sous-section 4.3.1, le nombre de parties de la partition varie au
cours de l’optimisation. Or les fonctions de coût (supra 1.4) ont une valeur qui dépend intrinsèquement
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de ce nombre de parties. Pour ces fonctions objectifs, la partition de coût le plus faible est celle
qui ne comporte qu’une partie, c’est-à-dire que la partition est égale au graphe. Or, sans adaptation
de la fonction de coût, notre algorithme converge rapidement vers ce minimum. Pour éviter cette
convergence il suffit d’utiliser une fonction de correction modifiant la valeur de la fonction objectif.
La fonction d’adaptation doit être neutre pour les partitions dont le nombre de parties est proche
de k, mais doit être très pénalisante lorsque ce nombre s’éloigne trop de k. La fonction de correction
suivante a été trouvée de façon empirique pour le problème du découpage de l’espace aérien européen
(infra 5) :
correction(partition) =
(
k − card(partition)
3
)3
+ 1 .
La fonction de correction doit être adaptée au problème que l’on cherche à résoudre, c’est pourquoi
pour une adaptation à un autre problème, il pourrait être utile de modifier celle-ci.
Ainsi, si l’on désigne par f la fonction objectif à minimiser, la fonction de coût adaptée pour la
fusion-fission devient :
e´nergie(partition) = f(partition) ∗ correction(partition) .
4.3.4 Le processus d’initialisation
Le processus d’initialisation peut être vu comme une version simplifiée du processus d’optimi-
sation. L’initialisation démarre sur un état Einit (i.e. une partition initiale) constituée uniquement de
Card(S) nucléons indépendants, chacun dans un atome. Prenons un état Ei de la matière à l’étape
i du processus d’initialisation. À partir de cet état, un atome ou un nucléon est tiré au hasard. Une
fonction de probabilité détermine la probabilité qu’il y ait fusion ou fission (infra 4.3.6). À partir de
ce choix, une fusion ou une fission va être réalisée :
– si c’est une fusion (infra 4.3.7), un atome va être sélectionné en fonction de critères énergétiques
et de distance au premier atome. Nous entendons par distance la somme des poids des arêtes
entre deux atomes. La règle de fusion correspondant à la somme du nombre de nucléons des
deux atomes est alors sélectionnée, puis la fusion est réalisée. Elle peut libérer des nucléons qui
sont alors fusionnés avec d’autres atomes ou nucléons ;
– si c’est une fission (infra 4.3.8), la règle correspondant au nombre de nucléons de l’atome est
utilisée. En accord avec la règle correspondante, des nucléons peuvent être éjectés. Dans le
cas de l’initialisation, nous considérons que leur énergie est trop faible pour engendrer d’autres
fissions. Ces nucléons vont donc fusionner avec d’autres atomes.
Dans ces deux cas, le nombre d’atomes va avoir changé, et l’état suivant est obtenu. Puis, ce proces-
sus d’initialisation est réitéré jusqu’à ce qu’un état ne possédant plus de nucléon isolé, un nombre
d’atomes proche de k, et étant d’énergie inférieure à une énergie d’initialisation seuil, soit trouvé.
L’initialisation se rapproche d’un mécanisme de fusion en chaîne, contrôlé par la possibilité de fis-
sion lorsque des atomes deviennent disproportionnés par rapport aux autres atomes. L’algorithme 17
présente le pseudo-code de la méthode d’initialisation.
4.3.5 Le processus d’optimisation
Le fonctionnement du processus d’optimisation reprend, en le complétant, celui de l’initialisa-
tion. Il part de la partition trouvée par l’algorithme d’initialisation. Comme dans le cas de l’initiali-
sation (supra 4.3.4), l’optimisation se fait par itérations successives de transformations d’une parti-
tion. L’algorithme 18 présente le pseudo-code de ces processus. L’algorithme s’articule autour d’une
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Algorithme 17 Initialisation de l’adaptation de la fusion-fission au partitionnement non contraint.
Procédure INITIALISATIONFUSIONFISSION(G = (S,A), règles)
état← partition de S en Card(S) parties
tant que non fin_initialisation(état) faire
atome← choix de l’atome initial en fonction des règles
si choix_init(atome, état) = fusion alors
(état, règles, liste_nucléons)← FUSION(atome, état, règles) ;
sinon
(état, règles, liste_nucléons)← FISSION(atome, état, règles) ;
fin si
pour tout nucléon ∈ liste_nucléons faire
(état, règles)← FUSION(nucléon, état, règles) ;
fin pour
fin tant que
retourner (état, règles) ;
fin Procédure
boucle principale qui s’arrête lorsqu’une condition d’arrêt (par exemple un temps de calcul minimum)
est satisfaite. Avant le début de cette boucle, la structure des règles (supra 4.3.2) est initialisée pour
la fusion comme pour la fission. Chaque passe dans la boucle principale commence par récupérer la
meilleure partition précédemment obtenue pour l’utiliser en tant que partition courante. Une seconde
boucle commence alors. Elle sera nommée boucle intérieure. Elle possède un nombre d’itérations fixe,
nombre_de_passes. À chaque passage dans la boucle intérieure, une partie de la partition courante est
sélectionnée aléatoirement. Une fonction de choix (infra 4.3.6) détermine alors s’il faut appliquer à
cette partie une fusion (infra 4.3.7) ou une fission (infra 4.3.8). Puis, après que la partie ait été fu-
sionnée avec une autre partie, ou qu’elle ait été divisée, la règle qui a permis la fusion ou la fission
est mise à jour. Si la partition trouvée est de meilleure qualité, alors la meilleure partition trouvée est
mise à jour. Alors, la boucle intérieure, puis, la boucle principale, peuvent itérer.
4.3.6 Fonctions de choix entre fusion et fission
Nous utilisons deux fonctions de choix pour déterminer si un atome partie (un atome est une
partie de la partition) subira une fission ou une fusion. La première fonction concerne le processus
d’initialisation, et la seconde, le processus d’optimisation proprement dit.
De nombreuses fonctions de choix ont été testées pour déterminer si une partie d’une partition
devait subir une fusion ou une fission. Nous n’en détaillerons que deux dans cette sous-section. Bien
d’autres fonctions pevent être utilisées à la place de celles que nous présentons. Cependant, parmi
toutes celles que nous avons développées, ces deux fonctions sont celles qui nous ont semblé les plus
efficaces.
Fonction de choix pour l’initialisation
La fonction de probabilité pour l’initialisation utilise deux valeurs communes à toute implémenta-
tion de la méthode de fusion-fission, le nombre d’atomes de l’état courant et le nombre de nucléons
de l’atome partie. Si le nombre de nucléons d’un atome est grand proportionnellement au nombre
d’atomes, nous voulons qu’il y ait une fission ; si ce nombre est petit, qu’il y ait une fusion ; et si ce
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Algorithme 18 Adaptation de la fusion-fission au partitionnement non contraint.
Procédure FUSIONFISSIONNONCONTRAINT(G = (S,A), partition_initiale)
règles← initialisation des règles
meilleure_partition← partition_initiale
tant que non condition_d’arrêt faire
partition← meilleure_partition ;
pour température = 1 à nombre_de_passes faire
partie← choix aléatoire d’une partie de partition
si choix_fusion(partie, partition, température) alors
partition← FUSION(partie, partition, règles) ;
sinon
partition← FISSION(partie, partition, règles) ;
fin si
règles gets mise à jour des règles
si énergie(partition) < énergie(meilleure_partition) alors
meilleure_partition← partition ;
fin si
fin pour
fin tant que
fin Procédure
nombre est médian, que les probabilités soient égales. Pour cela nous avons construit une fonction
h : [−1; 1]2 → R qui répond à cette problématique :
h(x, y) =
expγ(x+y)−1
expγ(x+y) +1
.
Cette fonction possède des points d’inflexion pour h(x,−x) = 0, ∀x. Le paramètre γ régule la
pente de la courbe autour de ses points d’inflexion. Nous avons choisi cette fonction car elle permet
une diminution rapide, puis progressive, des probabilités à partir de ses points d’inflexions (cf figure
4.5), et inversement au dessus de ceux-ci.
Cependant, cette fonction n’est pas une fonction de probabilité, puisque Img(h) 6= [0; 1]. Nous
avons donc construit une fonction tz : Img(h)→ [0; 1], telle que :
tz(z) =
z + h (tx(nb_tot_nucle´ons), ty(nb_tot_nucle´ons))
2 h (tx(nb_tot_nucle´ons), ty(nb_tot_nucle´ons))
.
Pour les points d’inflexion, les probabilités sont égales puisque ∀x, h(x,−x) = 12 . De plus, lorsque
le nombre d’atomes est négligeable devant celui des nucléons de partie, tz(h(x, y)) −→ 1, et lorsque
le nombre de nucléons de partie est négligeable devant celui d’atomes, tz(h(x, y)) −→ 0.
Nous connaissons le nombre maximal d’atomes pour l’initialisation, qui est égal au nombre de
nucléons,Card(S), et le nombre final d’atomes k que l’on veut obtenir. Le nombre minimal d’atomes
est égal à 1. De même, nous connaissons le nombre maximal de nucléons par atome, et le nombre
moyen de nucléons par atome :
Nbm =
Card(S)
k
.
Le nombre minimal de nucléons dans un atome est 1. Pour pouvoir utiliser la fonction h, nous
devons créer deux fonctions adaptant le nombre d’atomes pour tx, et le nombre de nucléons pour ty,
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au domaine de définition de h. Ces fonctions doivent respecter les contraintes suivantes : tx(k) = 0
et ty(Nbm) = 0 afin que h(tx(k), ty(Nbm)) = 12 , tx(Card(S)) = ty(Card(S)) = 1 et tx(1) =
ty(1) = −1 pour ne pas sortir du domaine de définition de h. La figure 4.4 représente ces fonctions.
Soit
t(x, v) =
log
(
(Card(S)− 2v + 1)x+ v2 − Card(S))− log ((v − 1)(Card(S)− v))
log(Card(S)− v)− log(v − 1) .
Nous posons pour une partition P : tx(x) = −t(x,Card(P )) et ty(y) = t(x, n).
Pour finir, nous avons défini la fonction de probabilité choix_atome_init représentée figure 4.5 :
choix_atome_init(x, y) = tz (h (tx(x), ty(y))) .
Fonction de choix entre fusion et fission
Pour le processus d’optimisation, nous avons voulu une fonction de choix très simple et qui soit
facilement généralisable. Nous avons donc abandonné les courbes avec points d’inflexion, et nous
nous sommes concentrés sur un seul argument, le nombre de nucléons de l’atome. Nous avons laissé
de côté le nombre d’atomes. Pourtant, durant l’optimisation, le nombre d’atomes devra osciller autour
4.3. APPLICATION AU PARTITIONNEMENT NON CONTRAINT 97
0
0.2
0.4
0.6
0.8
1
22
26
16
24
20
18
0Nombre de sommets de la partie
Probabilité de fission
10
30
5040
20
choix(x, y)
Température
FIG. 4.6 – Courbe de la fonction de choix entre fusion et fission : choix.
de k. Mais ce n’est pas à la fonction de choix d’influer directement sur le nombre d’atomes, mais à la
fonction de coût.
Nous avons défini la fonction de probabilité choix présentée figure 4.6 par :
choix(partie) =

1 si Card(partie) > Nbm + 12α(T ) ,
0 si Card(partie) < Nbm − 12α(T ) ,
α(T ) ∗ (Card(partie)−Nbm) + 12 sinon ,
où la fonction alpha dépend de la température T et des températures maximales (Tmax) et minimales
(Tmin) du plasma. Cette fonction alpha s’écrit :
α(T ) = p
nombre_de_passes− T
nombre_de_passes
+ q ,
avec p et q deux paramètres.
La fonction choix est une simple droite de pente α(T ) entre Nbm − 12α(T ) et n + 12α(T ) , et telle
que choix(Nbm) = 12 . Ainsi, il y a autant de chance d’avoir une fusion ou une fission lorsque le
nombre de nucléons de l’atome partie est égal au nombre moyen de nucléons. Le choix entre fusion
et fission est probabiliste : soit un réel r ∈ [0; 1] tiré aléatoirement, s’il est plus grand que la valeur
choix(partie), alors il y aura fusion, sinon il y aura fission. Cependant, quand le nombre de nucléons
de partie est trop grand, Card(partie) > Nbm + 12α(T ) , il y a toujours fission, et quand il est trop
petit, Card(partie) < Nbm + 12α(T ) , il y a toujours fusion.
La température est utilisée pour réguler le processus comme elle le fait lors d’une réaction nu-
cléaire. Plus chaud est le plasma, plus grande est la probabilité d’avoir une fusion ou une fission. Le
poids de la partie peut être utilisé à la place de son cardinal, mais l’utilisation du cardinal de la partie
permet de contrôler la balance du nombre de sommets de la partition.
4.3.7 Fusion
L’algorithme de fusion a pour rôle d’agréger deux parties ensemble au sein d’une partition. L’algo-
rithme 19 présente son pseudo-code. La fusion prend en paramètres une première partie sélectionnée
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aléatoirement au début de la boucle intérieure de l’algorithme de fusion-fission, ainsi que la partition
courante et la règle de fusion. La première étape de la fusion consiste à sélectionner, parmi les voisins3
de la première partie, la partie la plus fortement connectée à celle-ci. Cette nouvelle partie sera la
seconde partie de la fusion. La sélection de cette seconde partie se fait de telle manière que :
coupe(premie`re_partie, seconde_partie) = max
partie∈partition
coupe(premie`re_partie, partie) .
Puis les deux parties sont agrégées pour ne former plus qu’un seul ensemble de sommets dans une
nouvelle partie. En accord avec les règles de fusion, un certain nombre de sommets sont sélectionnés
pour être séparés de la nouvelle partie, comme cela a été décrit en sous-section 4.3.2. Les sommets
qui sont le moins liés à la nouvelle partie sont sélectionnés en premier pour être incorporés à cette
liste de sommets. Puis, chaque sommet de cette liste est ajouté à la partie de la partition à laquelle il
est le plus fortement connecté, c’est-à-dire qui vérifie :
coupe({sommet}, partie_connecte´) = max
partie∈partition
coupe({sommet}, partie) .
Enfin, la partition est mise à jour en tenant compte du changement de partie du sommet.
Algorithme 19 Fusion entre deux parties d’une partition.
Procédure FUSION(première_partie, partition, règles)
seconde_partie← choix d’une partie voisine de première_partie dans la partition
nouv_partie← agrégation de première_partie avec second_partie
liste_des_sommets← sommets éjectés de nouv_partie en fonction des règles
partition← remplace dans la partition première_partie et seconde_partie par nouv_partie
pour tout sommet ∈ liste_des_sommets faire
partie_connectée← partie la plus fortement connectée au sommet de la partition
partie_connectée← ajout de sommet dans partie_connectée
partition← remplace partie_connectée dans la partition
fin pour
fin Procédure
4.3.8 Fission
La fission a pour but de diviser une partie de la partition en deux nouvelles parties. L’algorithme 20
décrit le processus utilisé pour réaliser la fission. La première étape de la fission consiste à sélectionner
une liste de sommets qui seront séparés de la partie lors de la fission. Cette liste est construite en accord
avec la règle comme décrit en sous-section 4.3.2, en sélectionnant en premier les sommets les moins
fortement liés à la partie, comme dans le cas de la fusion. Puis, la partie est séparée en deux parties
avec l’aide d’un algorithme de bissection de graphe. Plusieurs algorithmes différents peuvent être
utilisés, comme des algorithmes d’expansion de région (supra 2.2) ou des algorithmes multi-niveaux
(supra 2.6). Nous avons pu constater que pour les problèmes de moins d’un millier de sommets,
l’algorithme de percolation (supra 2.7.1) que nous avons développé était plus performant avec la
fusion-fission que les logiciels de partitionnement standards comme pMetis ou Chaco (supra A.1),
ces derniers ayant dans notre cas pour défaut de trouver des bissections trop bien balancées.
3Le voisin d’une partie est une des autres parties de la partition liées à cette première partie par une ou plusieurs arêtes.
4.3. APPLICATION AU PARTITIONNEMENT NON CONTRAINT 99
Après que la bissection de la partie ait été réalisée, la partition est mise à jour en remplaçant la
partie initiale par les deux parties engendrées. Puis, à chaque sommet de la liste de sommets retirés de
la partie initiale, est appliqué la procédure suivante :
– la partie de la partition possédant l’énergie de partie (supra 1.4) la plus élevée est sélectionnée,
elle sera appelée max_énergie_partie ;
– l’énergie de max_énergie_partie est comparée à une énergie seuil qui est égale à l’énergie
moyenne d’une partie de la partition multipliée par une constante fission_chaßˆne, avec comme
énergie moyenne d’une partie :
1
k
e´nergie(partition) ;
– si l’énergie de max_énergie_partie est supérieure à l’énergie seuil, alors il y a réaction en
chaîne et la partie max_énergie_partie augmentée du sommet est divisée en deux parties. Ces
deux nouvelles parties vont alors remplacer max_énergie_partie dans la partition ;
– dans le cas où l’énergie de max_énergie_partie est inférieure à l’énergie seuil, le sommet est
ajouté à la partie avec laquelle il est le plus lié et la partition est mise à jour, comme dans le
cas de la fusion.
Le paramètre fission_chaîne permet de contrôler la fréquence d’occurrence d’une fission en chaîne.
Algorithme 20 Fission d’une partie d’une partition.
Procédure FISSION(partie, partition, règles)
liste_des_sommets← sommets éjectés de partie en fonction des règles
(première_partie, seconde_partie)← bissection de partie
partition← remplace partie par première_partie et seconde_partie dans la partition
pour tout sommet ∈ liste_des_sommets faire
max_énergie_partie← partie de plus forte énergie de la partition
énergie_seuil← fission_chaîne * énergie moyenne d’une partie de partition
si énergie de max_énergie_partie > énergie_seuil alors
max_énergie_partie← ajout de sommet à max_énergie_partie
(première_partie, seconde_partie)← bissection de max_énergie_partie
partition← remplace max_énergie_partie par première_partie et seconde_partie
sinon
partie_connectée← partie la plus fortement connectée au sommet de la partition
partie_connectée← ajout de sommet dans partie_connectée
partition← remplace partie_connectée dans la partition
fin si
fin pour
fin Procédure
4.3.9 Paramètres
Nous présentons dans cette sous-section la liste des paramètres utilisés par notre adaptation de la
fusion-fission au partitionnement non contraint :
– le nombre de parties de la partition cherchée : k ;
– deux règles pour la fusion, rfusion, et la fission, rfission, ainsi que pas_de_re`gle comme
paramètre d’apprentissage de la règle ;
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– l’initialisation se termine lorsqu’elle a trouvé un état de coût inférieur à couˆt_min ;
– pour la fonction de choix : p et q ;
– dans le mécanisme de fission : fission_chaßˆne ;
– le nombre de passes : nombre_de_passes.
Le réglage des paramètres est en réalité moins compliqué que peut le faire croire leurs nombres. Le
nombre de parties, k, est un paramètre inhérent du problème à résoudre. L’énergie maximale d’initiali-
sation, couˆt_min, dépend elle aussi du problème. Cependant, plusieurs essais peuvent être nécessaires
afin de calibrer ce paramètre. Néanmoins ce paramètre peut être omis (ou initialisé à une valeur très
grande), et dans ce cas, l’initialisation se terminera lorsqu’une partition de cardinal proche de k sera
trouvée. Dans le cas du découpage de l’espace aérien, des solutions en moyenne presque aussi bonnes
que celles où couˆt_min avait été utilisé, ont été trouvées.
Dans la pratique, il nous a semblé peu utile de changer les paramètres réglant le mécanisme de
règles, à savoir rfusion, rfission, pas_de_re`gle et fission_chaßˆne. Le mécanisme de règles ayant
pour avantage de s’ajuster automatiquement, son réglage devient donc moins crucial. Nous avons réglé
le paramètre rfusion afin qu’en général seuls les nucléons les moins liés au nouvel atome soient
éjectés, et rfission, afin que peu de nucléons soient éjectés des deux atomes créés. Le paramètre
pas_de_re`gle ne dois pas être trop élevé afin de garder une certaine « inertie » de la règle afin qu’elle
soit utile, mais pas trop petit non plus, afin que les modifications de la règle soient pris en compte.
Enfin, le paramètre fission_chaßˆne doit être suffisamment élevé (≥ 1, 5) pour qu’il n’y ait pas trop
souvent de fission en chaîne, ce qui entraînerait trop de diversification.
Les paramètres p et q doivent résulter d’un équilibre avec le paramètre nombre_de_passes. Ce-
pendant, il est préférable de fixer rapidement ces deux premiers paramètres afin de ne faire varier que
nombre_de_passes. Nous avons remarqué que ce dernier devait augmenter avec la taille du problème
et la valeur de k.
Ainsi, les paramètres à fixer rapidement et ne nécessitant pas de nombreux réglages sont les sui-
vants : rfusion, rfission, pas_de_re`gle , fission_chaßˆne, p et q. Les paramètres de réglages plus
fin de l’algorithme sont donc : k, nombre_de_passes, couˆt_min. Comme nous pouvons le constater,
il ne reste assez rapidement que deux paramètres à régler pour utiliser cet algorithme sur différentes
instances du problème.
4.4 Application au partitionnement contraint
4.4.1 Présentation
Nous avons cherché à utiliser la méthode de fusion-fission dans le cadre du partitionnement
contraint afin d’évaluer cette méthode sur des bancs de tests classiques. Les principaux bancs de tests
dans le cas non contraint sont ceux de la segmentation d’image. Or, il est assez difficile d’effectuer des
comparaisons avec des segmentations d’images déjà trouvées, car une « bonne » segmentation s’éva-
lue souvent plus visuellement que grâce à une fonction de coût. D’un autre côté, le partitionnement
contraint dispose d’un nombre très important de graphes de tests et de logiciels de partitionnement
disponibles, mais aussi, grâce au site de Chris Walshaw (infra annexe A.4), de nombreux graphes de
tests auxquels sont associés des partitions.
Avant de chercher à réadapter la méthode de fusion-fission au partitionnement contraint, nous
avons modifié l’adaptation qui avait été faite pour le partitionnement contraint, présenté dans la sec-
tion précédente, afin de prendre en compte les spécificités du cas contraint. Cependant, les résultats
obtenus avec l’algorithme ainsi modifié étaient très insatisfaisants. En effet, les partitions trouvées
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ne respectaient presque jamais la balance de partitionnement et les quelques fois où elles y arrivaient,
leurs coûts de coupe étaient bien supérieurs à ceux trouvés par les méthodes multi-niveaux (supra 2.6).
Ce constat ne doit pas étonner le lecteur. En effet, si, en premier abord, le partitionnement contraint
semble très proche du cas non contraint, les buts recherchés sont ordonnés différemment (supra 1.7.1),
ce qui différencie sensiblement les problèmes. L’absence d’article dans la littérature présentant les
différences entre ces deux problèmes est une lacune qui peut faire croire qu’ils sont identiques.
L’adaptation directe des métaheuristiques au partitionnement contraint donne souvent des résultats
médiocres en comparaison de ceux des méthodes multi-niveaux. En revanche, les méthodes hybrides,
métaheuristiques et multi-niveaux, donnent de très bon résultats, en terme de qualité de coupe des par-
titions trouvées, malgré un temps d’exécution plus long [SOP04b, KOR04]. Après ces constatations,
nous avons pensé introduire une méthode multi-niveaux dans le processus de fusion-fission puisqu’il
paraissait que c’était une méthode indispensable actuellement au partitionnement de graphe, comme
les méthodes d’affinage de type Kernighan-Lin le sont aussi devenus il y a une décennie. Notre adap-
tation de la fusion-fission au cas contraint comporte donc une méthode multi-niveaux et une méthode
d’affinage de type Kernighan-Lin.
Après avoir appliqué notre méthode de fusion-fission au découpage de l’espace aérien (infra 5),
nous avons voulu la comparer à d’autres méthodes de partitionnement. Or, la plus grande partie des
méthodes de partitionnement sont uniquement adaptées au cas contraint (supra A). Nous avons donc
voulu adapter notre méthode au partitionnement de graphe contraint. Pour bâtir un nouvel algorithme
de fusion-fission adapté à ce nouveau problème, nous nous sommes réappropriés les principes de la
fusion-fission énoncés en section 4.2 et les notions de physique nucléaire présentées en section 4.1.
Dans la perspective d’avoir un nombre de parties toujours changeant, le fait de respecter une
balance de partitionnement est une contrainte très forte. Il a fallu trouver un mécanisme permettant
d’inclure cette contrainte dans le mécanisme de fusion-fission. Dans l’adaptation de la fusion-fission
au partitionnement non contraint, deux phénomènes font que la partition finale ne respecte plus la
balance de partitionnement :
– dans le cas de la fission, la bissection d’une partie de la partition déséquilibre celle-ci ;
– dans le cas de la fusion, l’agrégation de deux parties de la partition la déséquilibre.
Afin de pallier ces problèmes, nous avons choisi une technique simple qui consiste à appliquer la
fission simultanément à toutes les parties de la partition, puis à utiliser la fusion sur toutes les parties
ainsi créées. Cette technique simplifie le mécanisme utilisé dans le cas non contraint. En effet, il n’est
plus utile de choisir une partie aléatoirement à chaque itération, ni de déterminer si cette partie va
subir une fusion ou une fission. Toutes les parties de la partition sont affectées simultanément, dans le
cas de la fission comme dans celui de la fusion. Cependant, pour garder l’esprit initial de la méthode
de fusion-fission consistant à avoir un nombre de parties fluctuant, il a fallu introduire un mécanisme
permettant de choisir, à chaque étape, quel nombre de parties la nouvelle partition devra avoir.
Le mécanisme de règles a lui aussi évolué. Ce dernier visait à éjecter les sommets peu liés à la
partie. Bien que ce mécanisme eut pu être réutilisé tel quel, les algorithmes d’affinage habituels (de
type Kernighan-Lin supra 2) effectuent déjà ce travail. Dans un souci de simplification de la méthode,
nous avons choisi de ne pas utiliser le mécanisme de règle en plus d’un algorithme d’affinage.
4.4.2 Algorithme
Dans la sous-section précédente, nous avons vu les grandes lignes de l’adaptation de la fusion-
fission au partitionnement contraint. Cette sous-section va présenter cette adaptation en détail.
L’algorithme 21 présente l’adaptation de la méthode de fusion-fission au partitionnement contraint.
Cet algorithme est composé d’une partie d’initialisation et d’une boucle itérative appelée boucle sur
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le nombre de parties :
– l’initialisation de l’algorithme se fait en deux étapes :
– dans un premier temps est créée une séquence d’entiers qui servira dans la boucle sur le
nombre de parties, à donner le nombre de parties de la partition à créer. En effet, le nombre
de parties des partitions trouvées par la boucle sur le nombre de parties évoluant à chaque
itération, il faut connaître au début de chacune de ces itérations quel sera le nombre de par-
ties de la nouvelle partition à créer. Nous avons délibérément choisi de créer la liste de ces
nombres de parties au début de l’algorithme, bien que d’autres solutions soient envisageables.
Un nombre n d’itérations de la boucle sur le nombre de parties est donné en argument de l’al-
gorithme, et celui-ci s’arrêtera lorsque ce nombre sera atteint. La création de cette séquence
de nombre de parties est l’objet de la sous-section 4.4.4 ;
– dans un second temps, une partition initiale en k parties est créée. Plusieurs choix quant à la
méthode de partitionnement sont possibles. Cependant, comme nous l’avons indiqué dans la
sous-section précédente, dans un souci de performance, nous avons tenu à utiliser une mé-
thode multi-niveaux. Cette méthode étant utilisée dans la boucle sur le nombre de parties, il
est facile de l’utiliser pour créer la partition initiale. Comme cette solution est rapide et perfor-
mante, c’est celle qui a été choisie. Comme nous pourrons le voir plus loin (infra 4.4.3), c’est
l’algorithme multi-niveaux pMetis qui a été choisi comme outil de partitionnement. La par-
tition du graphe initiale en k parties trouvée par l’outil de partitionnement (partitionneur,
pMetis) est enregistrée dans P k. P k permet de sauvegarder la partition la plus performante
trouvée pendant la boucle sur le nombre de parties alors que P est la partition courante dans
cette boucle ;
– succède à l’initialisation la boucle sur le nombre de parties. Cette boucle effectue n itérations,
chacune se décomposant en six étapes :
– la première étape d’une itération de la boucle consiste à déterminer le nombre de parties que
devra avoir la nouvelle partition qui sera créée par cette itération. Ce nombre de parties est ki
à l’itération i et a été déterminé par la séquence des nombres de parties. La partition courante
P possède quant à elle ki−1 parties ;
– la seconde étape est celle de la fission. Comme nous l’avions dit dans la sous-section pré-
cédente (infra 4.4.1), l’étape de fission consiste à diviser chaque partie de la partition courante
P en plusieurs parties. Afin de respecter autant que possible la balance de partitionnement et
dans la perspective où la fusion va créer une partition à partir des parties créées par la fission,
chaque partie de la partition P va être divisée en ki nouvelles parties. En effet, après la fission,
l’ensemble des parties de la partition P contiendra ki−1 ∗ ki parties, ce qui permettra, lors de
l’étape de fusion, de créer plus facilement une partition de ki parties. Pour ce faire, chacune
des ki−1 parties de P est segmentée en ki parties par l’outil de partitionnement ;
– la troisième étape consiste à préparer l’étape de fusion. Pour cela, un graphe temporaireG′ est
créé tel que chaque sommet du graphe soit une des ki−1 ∗ki parties de l’ensemble des parties
de P . Les arêtes de ce graphe ont pour poids la somme du poids des arêtes reliant deux parties
et les sommets ont pour poids la somme du poids des sommets constituant chaque partie ;
– la quatrième étape est celle de fusion. Elle a pour but de créer une partition en ki parties
à partir du graphe G′ qui vient d’être construit. Cette partition est créée à l’aide de l’outil
de partitionnement. Elle doit être de coût de coupe le plus bas possible, tout en respectant,
avec une certaine tolérance, la balance de partitionnement. En effet, nous avons constaté
qu’avec l’étape d’affinage qui suivait, le coût de coupe était légèrement plus important que
la balance à cette étape. Une fois la partition en ki parties créée à partir du graphe G′, il
faut projeter cette partition sur le graphe initial G. Cette projection est triviale, puisque l’on
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connaît l’appartenance de chaque sommet de S à une des parties de l’ensemble des parties
de P . Enfin, la partition courante P peut être mise à jour ;
– la cinquième étape est celle d’affinage de la partition courante P . L’affinage remplace l’étape
d’éjection des nucléons de l’atome présente dans le modèle de fusion-fission. Cependant,
l’affinage fonctionne comme le système de règles utilisé dans le cas non contraint dans la
mesure où il permet aux sommets peu liés aux parties de s’en séparer. L’un des avantages
de l’affinage sur le système de règle que nous avions modélisé est qu’il est plus classique,
l’inconvénient est qu’il ne possède aucun mécanisme d’apprentissage. Le choix de l’outil
d’affinage est présenté en sous-section 4.4.5. Il nous est apparu après de nombreux essais que
l’étape d’affinage était plus utile pour trouver la meilleure partition P k que pour être utilisée
comme partition courante. En effet, ne pas utiliser la partition affinée comme partition cou-
rante permettait à l’algorithme d’explorer plus de minima locaux que dans le cas contraire.
Cette constatation, à première vue contre-intuitive, nous a poussé à utiliser la partition non
affinée au détriment de celle affinée lors de l’itération suivante ;
– la sixième et dernière étape permet de mettre à jour la partition la plus performante P k. Le
remplacement de P k par P ′ n’a lieu que si card(P ′) = k et si la partition affinée à un coût de
coupe moindre que P k tout en respectant la balance de partitionnement imposée. Cependant,
les meilleures partitions possédant un nombre de parties différent de k, peuvent aussi être
sauvegardées. Cela nous a permis de confirmer le fait que de bonnes partitions en k′ parties
permettaient de trouver de bonnes partitions en k parties.
Algorithme 21 Adaptation de la fusion-fission au partitionnement contraint.
Procédure FUSIONFISSIONCONTRAINT(G = (S,A), k, n, partitionneur)
% Début de l’étape 1 de l’initialisation
Créer une séquence aléatoire de n entiers suivant une loi binomiale centrée en k : {k1, . . . , kn}
k0 ← k
% Début de l’étape 2 de l’initialisation
P k ← partitionneur(S, k)
P ← P k = {P1, . . . , Pk}
pour tout ki ∈ {k1, . . . , kn} faire % Boucle sur le nombre de parties, étape 1
pour j = 1 à ki−1 faire % Étape 2
Partitionner la partie Pj ∈ P en ki nouvelles parties avec partitionneur(Pj , ki)
ensemble_parties← ajouter les ki nouvelles parties crées
fin pour % Début de l’étape 3
Créer un graphe G′ = (S′, A′) où chaque sommet est une des parties de ensemble_parties
P = {P1, . . . , Pki} ← partitionneur(S′, ki) % Étape 4
P ′ ← affinage de P % Étape 5
si ki = k et coupe(P ′) < coupe(P k) alors % Étape 6
P k ← P ′
fin si
fin pour
retourner P k
fin Procédure
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4.4.3 Choix de l’algorithme multi-niveaux
Le choix de la méthode multi-niveaux à utiliser ne fut pas simple. Nous avons testé plusieurs
possibilités :
– nous avons écrit un algorithme multi-niveaux de bissection récursif (supra 1.7.3) de graphe.
Cependant, nous nous sommes rendus compte que notre algorithme était beaucoup moins opti-
misé que les logiciels existants tant pour le temps de calcul nécessaire que pour la performance
obtenue. Nous avons donc arrêté rapidement cet essai pour adapter une bibliothèque classique ;
– nous avons utilisé l’algorithme multi-niveaux de la bibliothèque Chaco. Cette solution ne nous
a pas satisfaits, car l’algorithme était trop strict au niveau de la balance de partitionnement de
partitions qu’il cherchait. Or, lors du partitionnement du graphe G′, il est préférable d’obtenir
une partition possédant un coût de coupe petit mais une balance de partitionnement élevée que
l’inverse, car la balance peut plus facilement être récupérée par les algorithmes d’affinage que
le coût de coupe ;
– les algorithmes pMetis et kMetis de la bibliothèque Metis ont été adaptés. L’algorithme pMetis
produisait des partitions ayant une balance de partitionnement trop déséquilibrée. Ainsi, les ré-
sultats obtenus avec pMetis n’étaient pas bons car les algorithmes d’affinage n’arrivaient pas à
faire suffisamment descendre la balance de partitionnement des partitions trouvées par pMetis.
Cependant, l’algorithme pMetis a très bien fonctionné. Il permet de trouver des partitions per-
formantes en terme de coût de coupe, avec une balance de partitionnement pouvant être lâche
sans cependant être toujours trop grande. C’est cet algorithme qui est utilisé comme méthode
multi-niveaux pour cette adaptation de la fusion-fission au cas contraint ;
– nous aurions pu utiliser l’algorithme multi-niveaux de la bibliothèque Jostle, l’une des dernières
bibliothèques faciles à utiliser et dont le code source est disponible. Malheureusement, par
manque de temps nous ne l’avons pas fait, ce serait pourtant à essayer car c’est la bibliothèque
la plus flexible que nous connaissons et l’on pourrait donc l’adapter plus finement que les autres.
4.4.4 Création de la séquence des nombres de parties
La variation des nombres de parties des partitions pendant l’itération de l’algorithme est inspirée
de la variation du nombre d’atomes lors des processus de fusion et de fission nucléaire. À nombre
de nucléons constant, la variation du nombre d’atomes entraîne une variation du type de ces atomes,
le but étant de créer principalement des atomes de fer. Pour autant, si le nombre de nucléons permet
d’obtenir théoriquement k atomes de fer, un état possédant k atomes peut ne posséder aucun atome
de fer. Ce n’est que la réorganisation successive des nucléons entre eux qui permet d’obtenir k atomes
de fer.
Pour créer la séquence des nombres de parties, nous nous sommes inspirés de la courbe d’Aston
(supra figure 4.2). Localement, autour de l’atome de fer, la courbe a la forme d’une petite colline
aplatie, ce qui veut dire que le atomes proches du fer possèdent aussi une énergie de liaison forte. Afin
d’imiter la courbe d’Aston et par souci de simplicité, pour choisir les nombres de parties, nous avons
utilisé une distribution binomiale centrée en k (le nombre de parties cherchées par l’algorithme) et de
variance élevée afin de garder sa forme aplatie.
La loi de probabilité binomiale s’écrit :
pb(kb) = Ckbnb p
kb
b (1− pb)nb−kb .
Son espérance est nbpb et sa variance nbpb(1 − pb). La loi binomiale possède une propriété que
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nous allons utiliser :
nb∑
k=0
pb(k) = 1 .
Dans le cadre des nombres de parties qui nous intéressent, à savoir les puissances de 2 allant de
2 à 64, nous avons choisi nb = k + 16 et pb = knb afin que la courbe soit suffisamment plate et les
nombres de parties suffisamment différents. Le nombre nb correspond au nombre maximal de parties
qu’une partition pourra posséder pendant l’optimisation.
La première étape de la création de la séquence des nombres de parties est de calculer pour chaque
nombre de parties potentiel sa probabilité d’apparition. Les nombres de parties potentiels sont ceux
entre nb− k et nb + k. Or, comme la somme des probabilités d’une loi binomiale vaut 1, pour obtenir
n itérations de la boucle sur le nombre d’itérations, chacune de ces probabilités est multipliée par n.
Ces nombres sont ensuite tronqués à leur valeur entière inférieure. Nous obtenons alors le nombre
d’apparitions de chaque nombre de parties k′ ∈ {nb − k, . . . , nb + k} dans la boucle : dn ∗ pb(k′)e.
Cependant, du fait de la troncature de ces valeurs, leur somme est strictement inférieure à n. La
différence entre leur somme et n est ajoutée au nombre d’occurrences du nombre de parties k. Ainsi,
chaque nombre d’occurrences no(k′) du nombre de parties k′ ∈ {nb − k, . . . , nb + k} vaut :
Si k′ 6= k, alors no(k′) = dn ∗ pb(k′)e ,
sinon, no(k) = n−
nb+k∑
k′=nb−k,k′ 6=k
dn ∗ pb(k′)e .
La seconde étape consiste à créer une séquence de nombres de parties k′ ∈ {nb − k, . . . , nb + k}
telle que chacun de ces nombres de parties k′ apparaisse exactement no(k′) fois dans la séquence.
La séquence subit alors une permutation aléatoire pour mélanger les nombres de parties. Cette étape
achève la création de la séquence des nombres de parties.
4.4.5 Choix de l’algorithme d’affinage
Il existe un grand nombre d’algorithmes d’affinage pour le partitionnement de graphe (supra 2.5).
En choisir un en particulier s’est donc révélé complexe. Pour en choisir un pertinent, nous avons établi
quelques critères de sélection :
– la partie d’affinage dans le processus d’optimisation multi-niveaux occupe la plus grande par-
tie du temps de l’optimisation. Fort de cette expérience, et afin de ralentir le moins possible
l’algorithme de fusion-fission, l’algorithme d’affinage choisi doit être rapide ;
– l’algorithme d’affinage doit pouvoir s’adapter à plusieurs balances de partitionnement différen-
tes ;
– bien entendu, comme le but est de trouver une partition de coût de coupe minimal, l’algorithme
d’affinage doit être efficace.
Ces trois critères nous ont poussés à choisir un algorithme d’affinage de type Kernighan-Lin utili-
sant l’implémentation de Fidducia-Mattheyses pour plus de rapidité. L’un des algorithmes d’affinage
de ce type les plus rapides est l’algorithme Global Kernighan-Lin refinement (GKLR, supra 2.5.3).
C’est lui que nous avons choisi comme méthode d’affinage.
L’étape d’affinage est la dernière étape avant la mise à jour de la partition la plus performante
P k. De plus, cette étape n’influence pas la partition courante de la boucle sur le nombre de parties.
Dans le but de trouver des partitions pour les bancs de tests, plutôt que de lancer plusieurs fois l’algo-
rithme pour des balances de partitionnement différentes, nous avons choisi d’appliquer plusieurs fois
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l’algorithme d’affinage à la même partition avec des balances de partitionnement différentes. Il faut
dans ce cas utiliser autant de partitions les plus performantes trouvées qu’il y a de balances imposées.
La partition la plus performante est mise à jour en fonction de la balance de partitionnement de la
partition affinée.
4.4.6 Améliorations apportées à l’algorithme
De nombreuses modifications ont été apportées à l’algorithme de fusion-fission pour le partition-
nement contraint. Par rapport à la première version de l’algorithme, certaines modifications comme
l’utilisation d’une loi de probabilité binomiale ou l’affinage des partitions trouvées ont déjà été présen-
tées ci-dessus en même temps que l’algorithme. Cependant, d’autres modifications intéressantes ont
été apportées depuis :
– diminution du nombre d’affinages ;
– modification de l’algorithme d’affinage ;
– utilisation d’un algorithme de répartition de charge (load balancing en anglais) ;
– adaptation de la séquence des nombres de parties au cas où le carré du nombre maximal de
parties d’une partition est de la même taille que le nombre de sommets ;
– modification de la séquence des nombres de parties.
Diminution du nombre d’affinages
Nous sommes restés très longtemps attachés au principe de minimiser le coût de coupe de toutes
les partitions trouvées durant la boucle sur le nombre de parties. Cette persistance est en partie due à
l’importance dans le processus de fusion-fission de l’éjection de certain nucléons, qui est, dans notre
adaptation, associée à la phase d’affinage. Cependant, seule la partition non affinée est utilisée à l’ité-
ration suivante par cette même boucle. Ainsi, si la partition cherchée est, comme dans la majorité des
cas, uniquement une partition en k parties, alors il est inutile d’affiner les partitions dont le nombre de
parties est différent de k. Adopter une telle stratégie ne change en rien la performance de l’algorithme,
mais l’accélère avantageusement. En effet, comme nous l’avons vu, la phase d’affinage est l’une des
plus consommatrices en temps de calcul.
Utilisation de l’algorithme d’affinage de Walshaw-Cross
L’algorithme d’affinage GKLR utilisé par l’adaptation de la fusion-fission s’est révélé très perfor-
mant lorsque le nombre de parties de la partition était peu élevé (k = 2 ou 4). Cependant, pour des
nombres de parties plus élevés (k = 16 ou 32), l’algorithme d’affinage GKLR avait beaucoup de diffi-
culté à trouver des partitions respectant la balance de partitionnement. Il faut ajouter à la décharge de
l’algorithme GKLR qu’il n’est pas conçu pour faire de la répartition de charge, et que la balance des
partitions courantes dans la boucle sur le nombre de parties est en moyenne légèrement plus élevée
pour un nombre de parties grand que pour un nombre de parties petit.
Nous avons donc cherché à pallier les insuffisances de l’algorithme GKLR par l’utilisation d’un
autre algorithme d’affinage. Celui-ci, en plus de répondre aux exigences sur l’algorithme d’affinage
présenté en sous-section 4.4.5, doit pouvoir dans tous les cas retourner une partition respectant la ba-
lance de partitionnement, quitte à ce que son coût de coupe diminue fortement. Or l’algorithme d’af-
finage de Walshaw-Cross (supra 2.5.4) utilise une méthode de répartition de charge afin d’équilibrer
la partition. De plus, son algorithme d’affinage est rapide puisque qu’il est basé sur l’implémentation
de Fiduccia-Mattheyses. Nous avons créé une version de l’algorithme de fusion-fission qui utilisait la
méthode d’affinage de Walshaw-Cross à la place de l’algorithme GKLR.
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Utilisation d’un algorithme de répartition de charge en complément de l’algorithme GKLR
L’utilisation de l’algorithme d’affinage de Walshaw-Cross présenté ci-dessus par la fusion-fission
a donné de bons résultats. Cependant, cette technique d’affinage est assez compliquée à mettre en
œuvre, car elle utilise plusieurs méthodes différentes. Nous avons voulu créer une méthode plus simple
et uniquement basée sur le principe de gain de Kernighan-Lin. Nous espérions aussi trouver une
méthode un peu plus rapide. Or, puisque nous disposions d’un bon algorithme d’affinage, à savoir
l’algorithme GKLR, il nous suffisait de trouver un algorithme de répartition de charge. Nous avons
donc créé l’algorithme de répartition de charge qui est présenté en section 2.7.2.
Comme nous l’avons dit, cet algorithme de répartition de charge est utilisé en complément de
l’algorithme GKLR. Cependant, durant les itérations de la boucle sur le nombre de parties, certaines
partitions courantes respectent déjà la balance de partitionnement. Dans ce cas, il est inutile de leur
appliquer l’algorithme de répartition de charge avant l’algorithme GKLR. D’autre part, dans certains
cas, l’algorithme de répartition de charge trouve une partition de coût de coupe inférieure à celle de
l’algorithme GKLR ou encore l’algorithme GKLR trouve une partition ne respectant pas la balance
de partitionnement. Dans ces deux cas, la partition la plus performante P k est mise à jour par compa-
raison avec la partition trouvée par l’algorithme de répartition de charge.
Adaptation de la séquence des nombres de parties au cas où le carré du nombre maximal de
parties d’une partition est de la même taille que le nombre de sommets
Nous avons vu dans la sous-section 4.4.4 comment la séquence des nombres de parties Seq était
créée. Notre adaptation de la fusion-fission commence par partitionner chaque partie de la partition
courante avant d’agréger les parties ainsi formées entre elles pour créer une nouvelle partition. Suppo-
sons que la partition courante est P = {P1, . . . , Pk} et que le nombre de parties de la future partition
soit k′. Chaque partie Pi ∈ P devra être partitionnée en k′ parties. Cependant, cela pose un problème
si k′ > card(Pi), puisqu’il n’y aura pas assez de sommets à partitionner.
Pour contrer cet inconvénient, lorsque le nombre de parties k, le nombre de parties maximal nb et
le nombre de sommets nb_sommets vérifient :
(k + 16)2 = n2b > 90% ∗ nb_sommets ,
alors entre chaque partition respectant la séquence Seq, est créée une partition dont le nombre de
parties suit une autre séquence que Seq. Cette nouvelle séquence Seq′ est toujours basée sur une loi
de probabilité binomiale, mais celle-ci est centrée en un nombre de parties kpetit tel que :
kpetit = 90% ∗ card(S)
k
.
Pour le reste, cette seconde séquence Seq′ est construite de la même façon que la séquence S.
Le choix du pourcentage 90% est empirique. Dans nos essais, il correspond à la limite haute du
domaine des valeurs utilisables. En utilisant le pourcentage 70%, nous n’avons jamais rencontré le
cas où k′ > card(Pi), alors que ce cas apparaît de temps en temps avec 90%. Cependant, notre
algorithme est assez robuste pour supporter ce problème. Dans ce cas, le graphe engendré comporte
moins de sommets, mais cela n’handicape pas la création d’une nouvelle partition en k′ parties. Nous
conseillons donc de choisir ce pourcentage entre 70% et 90%, car au-delà, ce problème apparaît trop
fréquemment et nuit à la performance de l’algorithme, et en dessous, cette adaptation est inutile.
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Modification de la séquence des nombres de parties
Plutôt que de choisir comme critère d’arrêt d’un algorithme itératif son nombre d’itérations, il peut
être intéressant de le limiter dans son temps d’exécution. Dans ce cas, la création d’une séquence des
nombres de parties dont la longueur valait le nombre d’itérations, n’est plus adaptée. Nous avons donc
utilisé une astuce pour permettre à l’algorithme de s’arrêter après un temps d’exécution prédéfini. Une
séquence des nombres de parties de longueur égale au nombre de sommets du graphe est créée. Puis
à chaque itération de la boucle sur le nombre de parties, un nombre de parties est choisi aléatoirement
dans cette séquence.
D’autre part, nous avons constaté que, lorsque k était grand, le nombre de parties k était peu
présent dans la séquence, ce qui entraînait de moins bonnes performances de l’algorithme que dans le
cas où k était petit. Pour régler ce problème, bien qu’elle fausse un peu l’utilisation de la distribution
binomiale dans le cas de la probabilité d’occurrence de k, la solution suivante fut adoptée : lorsque
la boucle sur le nombre de parties a itéré nb_iter_sans_k fois sans créer une partition de k parties,
alors la prochaine itération devra créer une partition de k parties.
4.4.7 Autres améliorations possibles de l’algorithme
Nous présentons dans cette sous-section quelques voies simples permettant d’améliorer la rapidité
et/ou l’efficacité de notre adaptation de la fusion-fission. Nous n’avons pas encore eu le temps de les
tester, c’est pourquoi nous les présentons séparément.
Ne créer que des k-partitions
La variation du nombre de parties des partitions pendant l’algorithme de fusion-fission a pour ori-
gine la variation du nombre d’atomes lors des processus de fusion et de fission nucléaire. Cependant,
nous avons pu observer qu’une intensification du nombre d’occurrences des partitions en k parties
dans la séquence des nombres de parties permettait de trouver plus rapidement de bon résultats. Nous
pensons donc qu’en vue de créer un algorithme plus rapide, il pourrait être intéressant de ne créer que
des k-partitions à partir de fissions en des nombres d’éléments différents.
Ainsi, une suite u de nombres pourrait être créée telle que la fission de toutes les parties d’une
k-partition en ui éléments produise au total entre 40 et 200 éléments. En effet, un graphe contenant
entre 40 et 200 sommets est très facilement et rapidement partitionnable. La suite u devrait être courte
pour que l’algorithme de fusion-fission soit rapide.
Une implémentation parallèle simple
Une implémentation en parallèle très simple de l’algorithme de fusion-fission permettrait d’accé-
lérer considérablement sa vitesse. Comme nous l’avons vu dans la sous-section sur le choix de l’algo-
rithme d’affinage (supra 4.4.5), l’algorithme d’affinage monopolise un temps considérable de l’exécu-
tion du programme. Or, la partition affinée résultante n’est pas utilisée à l’itération suivante de la
boucle sur le nombre de parties. Il serait donc facile de confier les tâches d’affinage et de mise à jour
de la meilleure partition trouvée à un autre processeur. Avec la popularisation des noyaux double-
cœur, cette amélioration ne va monopoliser qu’un ordinateur de bureau comme précédemment, mais
en apportant plus de rapidité.
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4.5 Perspectives futures
Aucune adaptation de la méthode de fusion-fission à d’autres problèmes d’optimisation combina-
toire n’a été réalisée. Nous aurions pu le faire, mais nous avons préféré adapter la fusion-fission au
partitionnement contraint. En effet, après avoir utilisé des outils de partitionnement classiques, et joué
avec leurs paramètres pour obtenir des solutions performantes au problème du découpage de l’espace
aérien, nous voulions adapter la méthode de fusion-fission au problème pour lequel ces outils avaient
été conçus. Une fois l’adaptation réalisée, nous voulions pouvoir comparer de manière objective notre
méthode avec ces outils classiques. Mais c’est aussi parce qu’une adaptation à un autre problème que
celui du partitionnement de graphe nous éloignait trop de notre sujet de thèse que nous ne l’avons pas
faite.
Cependant, il serait intéressant de généraliser la méthode de fusion-fission pour en faire une mé-
taheuristique. Dans certain de nos articles [BIC04b, BIC06a] nous l’avons déjà présenté comme une
métaheuristique, cependant, nous avons conscience que son adaptation à d’autres problèmes que celui
du partitionnement de graphe reste difficile.
La méthode de fusion-fission a été conçue pour résoudre un problème de partitionnement de
graphe. Cependant, elle résout ce problème différemment de l’approche classique. En effet, elle per-
met de trouver des partitions de cardinaux différents, quand les méthodes classiques ne s’intéressent
uniquement qu’à un nombre de parties. Nous avons tout de suite été intéressés par la possibilité de
trouver en une exécution des découpages de l’espace aérien européen en un nombre de parties diffé-
rentes, car ce paramètre n’était pas précis. Notre méthode a donc été construite autour de ce problème :
trouver plusieurs partitions de cardinaux différents en une exécution. C’est à ce moment là que nous
est venue l’idée de l’analogie avec les réactions nucléaires de fusion et de fission. En effet, l’analogie
avec la création d’une partition par étapes successives était directe, et le mécanisme de fusion-fission
occasionnait un changement inhérent du cardinal de la partition cherchée.
L’adaptation de la fusion-fission à d’autres problèmes combinatoires fait partie de nos projets fu-
turs de recherche. Mais pour s’y attaquer, il nous faut commencer à répondre à quelques questions.
L’une d’elles est de savoir quelle est la différence entre la fusion-fission et les autres métaheuristiques.
La méthode multi-niveaux a été récemment adaptée à d’autres problèmes d’optimisation combina-
toire [WAL04], pourtant cette adaptation semble ne pas avoir été suivie. La méthode de fusion-fission
serait-elle trop liée au partitionnement de graphe pour être vraiment utilisée à la résolution d’autres
problèmes ?
Nous pouvons cependant commencer à proposer quelques pistes pour une future adaptation. Il
nous semble qu’une des originalités de cette méthode est qu’elle trouve des partitions performantes
pour plusieurs nombres de parties différents. Or, dans le problème général du partitionnement de
graphe (supra 1.3), le cardinal d’une partition fait partie des contraintes du problème, c’est même à
ce niveau la seule contrainte du problème. Partant de ce constat, nous pouvons dire qu’une adaptation
de la fusion-fission devra sûrement dans son processus de résolution du problème faire varier de
manière locale la ou les contraintes du problème. D’autre part, la méthode procède par fusion des
caractéristiques internes de l’individu optimisé, et par division et réévaluation de ces caractéristiques.
Cependant, ces pistes sont pour l’instant trop vagues pour permettre une généralisation précise de
la méthode.
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4.6 Conclusion
Nous avons présenté dans ce chapitre une nouvelle méthode d’optimisation combinatoire pour
le partitionnement de graphe, la méthode de fusion-fission. Celle-ci est la principale contribution de
cette thèse. Ce chapitre a commencé par introduire quelques notions de physique nucléaire sur les-
quelles la méthode de fusion-fission repose. Puis les bases de la fusion-fission ont été décrites. Ces
bases reprennent les mécanismes physiques fondamentaux de la fusion et de la fission entre atomes.
L’idée de base de la méthode est de simuler des fusions et des fissions entre nucléons, ceux-ci étant les
paramètres élémentaires du problème d’optimisation. Après cette description, ont été présentées les
deux applications de la fusion-fission aux problèmes du partitionnement de graphe non contraint, puis
contraint. Ces présentations sont largement détaillées afin de pouvoir en saisir toutes les nuances. En-
fin, ont été proposées des indications sur les perspectives futures la fusion-fission, la plus ambitieuse
étant d’en faire une métaheuristique à part entière, c’est-à-dire applicable à tout problème d’optimisa-
tion.
Comme nous le verrons, la méthode de fusion-fission a été utilisée pour résoudre les problèmes du
découpage de l’espace aérien, de la segmentation d’image et de la classification de documents. Elle a
aussi permis de trouver de nouvelles solutions sur les bancs de tests classiques du partitionnement de
graphe contraint.
Deuxième partie
Découpage de l’espace aérien et autres
applications
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Chapitre 5
Application des méthodes de
partitionnement de graphe au découpage
de l’espace aérien européen
L’étude du découpage de l’espace aérien européen est le sujet à la base de cette thèse. Si celle-ci a
évolué progressivement vers des aspects plus théoriques du partitionnement de graphe, le découpage
de l’espace aérien reste l’application principale des méthodes qu’elle étudie.
Dans une première section nous allons présenter au lecteur néophyte les notions relatives à la
structure de l’espace aérien dont nous nous servirons par la suite (infra 5.1). Puis, dans une seconde
section nous présenterons le problème posé par le redécoupage de l’espace aérien actuel (infra 5.2).
La troisième section aura pour objet la modélisation du problème et l’adaptation des algorithmes
de partitionnement à ce problème (infra 5.3). La quatrième partie présentera les résultats obtenus
(infra 5.4). Enfin, la dernière partie fera la synthèse du travail présenté et proposera de nouvelles
directions afin de rendre les résultats de cette étude plus opérationnels (supra 5.5).
5.1 Structure de l’espace aérien
Le but de cette section est de présenter au lecteur néophyte l’organisation de l’espace aérien tel
qu’il existe en Europe, mais aussi dans le reste du monde.
La façon la plus intuitive pour présenter cette organisation est de commencer par décrire les dif-
férents types de trajets que peuvent emprunter les avions. Une fois que cette description sera achevée,
la présentation de la structure de contrôle permettant aux avions de naviguer en sécurité, sera plus
compréhensible.
5.1.1 Le réseau de routes aériennes
Il existe deux modes de vol différents lorsque l’on souhaite effectuer un trajet en avion : le vol
à vue, en anglais Visual Flight Rules (VFR), et le vol aux instruments, en anglais Instruments Flight
Rules (IFR). Le vol aux instruments nécessite une qualification supplémentaire par rapport au vol à
vue. De plus, pour qu’un aéronef puisse voler aux instruments, il doit être doté d’équipements spéci-
fiques supplémentaires (principalement de radionavigation). La quasi totalité des vols commerciaux
volent aux instruments.
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FIG. 5.1 – Réseau des principales routes aériennes en Europe.
Un aéronef volant aux instruments voulant aller d’un aérodrome à un autre suit un parcours seg-
menté dont les points d’intersection correspondent à des balises de navigation. Ce parcours segmenté
suivi par l’aéronef est appelé route aérienne. Les balises de navigation sont aussi appelées points de
report ou waypoints en anglais. Ces points de report sont soit des balises de radionavigation physi-
quement implantées au sol, soit des points de report « fictifs ». Le pilote se repére par rapport à ces
balises grâce aux moyens de radionavigation embarqués, chaque balise au sol émettant un signal sur
une fréquence lui étant propre. Historiquement, les points de report correspondaient à des balises de
radionavigation physiquement implantées au sol. Pour des raisons de visibilité, ces balises étaient sou-
vent placées en fonction du relief, ce qui donnait aux routes un aspect parfois tortueux. L’amélioration
des moyens de communication embarqués a permis le développement d’un second type de points de
report. Ceux-ci sont fictifs dans la mesure où ils ne correspondent à aucun équipement physique au
sol.
Sur la figure 5.1 est dessiné le réseau des grandes routes aériennes en Europe. Sur cette figure,
chaque triangle représente l’une des 50 balises les plus contraignantes d’Europe, c’est-à-dire qui dévie
le plus grand nombre d’avions par rapport à une trajectoire directe. L’épaisseur des traits représente
la densité du trafic entre les balises : plus ce trait est épais, et plus le nombre d’aéronefs passant entre
ces balises est élevé.
Pour aider les pilotes dans leur navigation, la plupart des appareils permettant le vol aux ins-
truments sont équipés d’un système de gestion de vol appelé en anglais Flight Management System
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(FMS). Ce système de gestion de vol est le calculateur principal des aéronefs modernes. Il centralise
l’ensemble des informations sur l’aéronef, assure la navigation des appareils en fonction des moyens
de repérage disponibles, permet d’optimiser vitesses et niveaux de croisière en fonction de paramètres
météorologiques et économiques, et peut envoyer au pilote automatique et aux régulations moteurs
toutes les informations nécessaires à l’exécution du plan de vol (nous expliquerons ce terme un peu
plus loin).
Afin d’augmenter la sûreté, d’autres systèmes de positionnement que les balises de navigation sont
utilisés dans de nombreux avions, comme le système de géolocalisation par satellite GPS (de l’anglais
Global Positioning System). La possibilité de pouvoir définir des points de report quelconques a permis
de rendre les routes aériennes mieux adaptées aux besoins du trafic aérien. Cependant, il n’est pas
possible de définir une route à travers n’importe quelle partie de l’espace aérien. Il faut éviter les
zones d’espaces réservées, notamment aux militaires et respecter les contraintes environnementales.
Pour connaître la route suivie par un aéronef, il est essentiel d’avoir son altitude. À partir d’une
altitude de transition qui se situe souvent à 5000 pieds au dessus du niveau du terrain, on ne parle
plus d’altitude, mais de niveau de vol. Le niveau de vol, en anglais fleight level et d’acronyme FL, est
exprimé en centaines de pieds. C’est une surface isobare liée à une pression de référence (1013,2 hPa)
et séparée des autres niveaux de vol par un intervalle de pression. Par exemple, un aéronef volant au
niveau de vol FL300 est à une altitude de 30 000 pieds, soit environ 9 150 mètres.
Lors d’un vol aux instruments, un pilote doit suivre une route aérienne passant par des balises
standards. Dans ce cas, le pilote doit déposer un plan de vol avant de partir, celui-ci comporte toutes
les indications du chemin qu’il va suivre, depuis son aérodrome de départ jusqu’à son aérodrome
d’arrivée. Le plan de vol contient entre autres les informations suivantes :
– les aérodromes d’arrivée et de départ ;
– l’heure de départ ;
– la route aérienne prévue.
Si les pilotes volant aux instruments sont obligés de déposer un plan de vol, il est recommandé
aux pilotes de vol à vue de le faire lorsqu’ils s’éloignent de leur aérodrome de départ, bien que ce ne
soit pas obligatoire pour eux, sauf dans de rares cas.
Les informations fournies par le plan de vol sont utilisées par les autorités de régulation aérienne
pour assurer une bonne gestion des flux de trafic et informer les contrôleurs aériens de l’arrivée des
aéronefs. Les pilotes peuvent librement choisir la route qu’ils veulent suivre, bien que dans le cas de
l’aviation civile commerciale la décision vienne en général des compagnies elles-mêmes. La quasi
totalité des vols commerciaux déposent un plan de vol.
5.1.2 Le rôle du contrôleur aérien et la sectorisation de l’espace aérien
Selon la zone d’espace dans laquelle vole un aéronef, les services qui lui sont rendus ne sont pas
identiques. L’OACI1 a créé sept catégories (nommées de A à G) de volumes d’espaces aériens, selon
les services rendus par l’organisme de contrôle (service de contrôle, service d’information de vol et
service d’alerte) et le type de vols pouvant traverser ces espaces [DGA07]. Par exemple, un volume
de classe A est réservé aux vols aux instruments et le service de contrôle rendu concerne la séparation
des aéronefs. D’un autre côté, dans un volume de classe E, des vols aux instruments contrôlés et des
vols à vue non contrôlés se côtoient.
Malgré la diversité des zones d’espace, la grande majorité de l’espace aérien européen qui se situe
au dessus de 5000 pieds est contrôlée. De plus, toutes les zones entourant les grands aéroports le sont
1Organisation de l’Aviation Civile Internationale, établie par la convention de Chicago de 1944 relative à l’aviation civile
internationale.
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aussi. Assurer le contrôle de tous ces espaces nécessite un grand nombre de contrôleurs aériens, sans
compter que beaucoup d’espaces non contrôlés disposent de services d’informations de vol nécessitant
aussi des contrôleurs.
La définition officielle du contrôle du trafic aérien est la suivante :
Le but premier du contrôle du trafic aérien est d’assurer la sécurité du trafic et donc d’éviter les
abordages2 entre aéronefs opérant dans le système, puis d’optimiser les flux de trafic.
Le contrôle aérien se divise en trois catégories :
– le contrôle au sol correspond au contrôle des aéronefs sur une partie des plates-formes aéro-
portuaires, ce sujet est bien présenté dans [GOT04] ;
– le contrôle d’approche s’occupe des zones entourant les plates-formes aéroportuaires. Le but
de ce contrôle est d’organiser la descente des aéronefs en vue de leur atterrissage, ainsi que leur
montée, après leur décollage ;
– le contrôle en route représente la face la moins visible du contrôle aérien. Cependant, c’est
aussi la phase de contrôle de loin la plus longue pour un vol commercial, et qui nécessite le plus
grand nombre de contrôleurs. Le contrôle en route consiste à amener les aéronefs depuis la sortie
de la zone de contrôle d’approche vers leurs altitudes de croisière, puis à les faire évoluer le plus
conformément possible par rapport à leurs plans de vol vers leurs aérodromes de destination où
ils seront de nouveau confiés, après une phase de descente, au contrôle d’approche.
Afin d’éviter les abordages, chacun de ces contrôles agit sur la séparation des aéronefs. Il existe des
normes de séparation horizontales et verticales dépendant, entre autres, de l’endroit où sont contrôlés
les aéronefs, ainsi que des types d’aéronefs à séparer. Dans chacune de ces catégories de contrôle, le
contrôleur aérien est chargé de faire respecter ces normes entre les aéronefs, et pour cela il peut leur
donner de nouvelles trajectoires.
Le contrôle en route ne se fait pas dans les tours de contrôle des aéroports. Il est effectué par
des contrôleurs regroupés en centres de contrôle en route. À titre d’exemple, il existe cinq centres
de contrôle en route en France répartis dans les villes suivantes : Aix-en-Provence, Bordeaux, Brest,
Paris et Reims. Le tableau 5.1 présente la liste des centres de contrôle de plusieurs pays européens.
Les contrôleurs aériens du contrôle en route surveillent un espace limité, appelé secteur de contrôle
en route. Par la suite, nous utiliserons l’abréviation secteur pour désigner un secteur de contrôle en
route. Ces secteurs sont caractérisés par leurs niveaux de vol et leurs frontières, ces dernières pouvant
changer à chaque niveau de vol. La figure 5.2 représente la projection d’un des secteurs de l’espace
aérien français, au dessus de Marseille. Ce secteur nommé LFMM1 est localisé entre les niveaux de
vol FL195 et FL305. Il existe un secteur, LFMM2, situé au dessus de lui, et un secteur, LFMML, en
dessous.
La taille des secteurs est adaptée au trafic que le contrôleur sera amené à surveiller. En effet,
la charge de contrôle que peut subir un humain est limitée. Le seuil au delà duquel la charge de
contrôle est trop importante relève souvent du cas par cas, en fonction des routes empruntées par
l’avion. Cependant, un seuil « classique » limite à 30 le nombre d’avions par heure dans un secteur,
avec un pic de 15 avions pendant au maximum 10 minutes. Cette contrainte explique entre autres les
différences de tailles entre les secteurs et leurs formes.
Le trafic aérien étant très variable au cours de la journée, pour s’adapter à celui-ci, la taille des
secteurs change. Il existe donc des regroupements de secteurs aux périodes creuses (pendant la nuit),
et des périodes où les secteurs sont de petites tailles pour répondre à la demande de trafic. Ainsi, on
fait la distinction entre secteur élémentaire et secteur regroupé, ce dernier constituant le regroupement
de plusieurs secteurs élémentaires. Le tableau 5.1 recense le nombre de secteurs élémentaires présents
2Il y a abordage entre deux aéronefs lorsque ceux-ci rentrent en contact quand ils volent.
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Secteur
LFMM1
de contrôle
FIG. 5.2 – Projection du secteur de contrôle LFMM1, au niveau de vol FL300, en France, au dessus
de Marseille.
Zone de
qualification
d’Aix 2
FIG. 5.3 – Projection de la seconde zone de qualification d’Aix en Provence au niveau de vol FL300.
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dans différents centres de contrôle en Europe. Dans cette étude, nous ne nous intéresserons qu’aux
secteurs élémentaires, qui sont les « briques élémentaires » à la base du contrôle aérien.
Pour effectuer le contrôle d’un secteur, le contrôleur doit obtenir une qualification. Un contrôleur
n’est pas formé pour le contrôle d’un unique secteur, mais pour pouvoir prendre en charge différents
secteurs de manière alternative. L’ensemble des secteurs sur lesquels il est habilité à travailler est
appelé zone de qualification. La figure 5.3 représente la seconde zone de qualification du centre de
contrôle en route d’Aix en Provence. Il est facile de comprendre que les zones de qualification sont
intimement liées aux centres de contrôle en route. En effet, il n’est pas en pratique possible de former
un contrôleur sur des secteurs contrôlés à des endroits totalement différents. Ainsi, il peut y avoir
une ou plusieurs zones de qualification par centre de contrôle. À titre d’exemple, la France possède
7 zones de qualification, 2 à Aix-en-Provence et Paris et une à Bordeaux, Brest, Paris et Reims. Le
tableau 5.1 présente la liste des zones de qualification des pays de la core area européenne (définie
ci-dessous), plus l’Irlande.
La core area est définie comme la région du ciel aérien européen de plus forte densité de tra-
fic. Cette notion est souvent utilisée par Eurocontrol dans ses exemples, mais sans jamais définir les
pays ou centres de contrôle qu’elle contient. Confronté à ce problème pendant notre stage de master
recherche, nous avons voulu définir avec une approche scientifique quelle région du ciel européen
pouvait être la core area. L’étude que nous avons réalisée est présentée dans [BIC04a, BIC05]. Après
avoir utilisé une méthode s’inspirant de la mécanique des fluides et utilisant les nombres de Reynolds,
nous avons trouvé un ensemble de pays qui concentrait la plus forte densité de trafic en Europe :
l’Espagne, l’Italie, la Suisse, l’Autriche, l’Allemagne, la Belgique, le Luxembourg, les Pays-Bas, le
Danemark, la France et le Royaume-Uni.
Pour des raisons pratiques, le contrôle en route différencie l’espace supérieur de l’espace infé-
rieur. Dans la réglementation du Parlement européen, « le niveau de division entre les espaces aériens
supérieur et inférieur est fixé au niveau de vol 285 » (8 687m) [RÈG04c]. Cependant, de manière opé-
rationnelle, on situe l’espace supérieur au dessus du niveau de vol FL195 (5 944m) et l’espace inférieur
en dessous. Cette différentiation opérationnelle est basée sur le niveau de vol de croisière des avions
commerciaux. En effet, celui-ci se situe au dessus du niveau de vol FL195. Or quand les avions ne
sont pas en vol de croisière, ils sont en phases de montée ou de descente. Le contrôle qui en résulte et
les problèmes qui y sont liés sont donc différents. Malgré l’intérêt de la différenciation opérationnelle,
nous utiliserons par la suite la différenciation introduite par la réglementation européenne.
Le lecteur pourra aller voir en annexe B une présentation plus approfondie du travail des contrô-
leurs aériens, ainsi qu’une présentation sur la régulation actuelle du trafic aérien. Cependant, cette
lecture n’est pas utile à la compréhension du reste de cette thèse.
Pays (Code OACI) Nb. de centres Nb. de zones Nb. de secteurs
Centre Code centre
Eurocontrol3 1 centre 3 zones 20 secteurs
Maastricht EDYY 3 20
Royaume-Uni (EG) 3 centres 9 zones 71 secteurs
Manchester EGCC 2 8
Écosse EGPX 1 18
Londre EGTT 6 45
Fin du tableau à la page suivante.
3Eurocontrol est l’organisation européenne pour la sécurité de la navigation aérienne.
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Pays (Code OACI) Nb. de centres Nb. de zones Nb. de secteurs
Centre Code centre
Belgique (EB) 1 centre 1 zone 7 secteurs
Bruxelles EBB 1 7
Allemagne (ED) 6 centres 11 zones 103 secteurs
Berlin EDBB 1 15
Francfort EDFF 4 19
Düsseldorf EDLL 3 10
Munich EDMM 1 20
Karlsruhe EDUU 1 27
Bremen EDWW 1 12
Pays-Bas (EH) 1 centre 2 zones 10 secteurs
Amsterdam EHAA 2 10
Irlande (EI) 2 centres 2 zones 44 secteurs
Dublin EIDW 1 2
Shannon EISN 1 42
Danemark (EK) 1 centre 2 zones 14 secteurs
Copenhague EKDK 2 14
Luxembourg (EL) 0 centres 0 zones 0 secteurs
Espagne (LE) 4 centres 5 zones 75 secteurs
Barcelone LECB 1 21
Madrid LECM 2 26
Palma LECP 1 7
Séville LECS 1 21
France (LF) 5 centres 7 zones 139 secteurs
Bordeaux LFBB 1 31
Reims LFEE 1 13
Paris LFFA 2 38
Aix LFMA 2 36
Brest LFRR 1 21
Italie (LI) 4 centres 5 zones 117 secteurs
Brindisi LIBB 1 13
Milan LIMM 1 17
Padoue LIPP 1 37
Rome LIRR 2 50
Autriche (LO) 1 centre 1 zone 17 secteurs
Vienne LOVV 1 17
Suisse (LS) 2 centres 2 zones 21 secteurs
Genève LSAG 1 11
Zurich LSAZ 1 10
Total : 31 centres 50 zones 638 secteurs
TAB. 5.1: Répartitions des secteurs, zones et centres de contrôle en
juin 2005 dans les 11 pays de la core area européenne, et l’Irlande.
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5.2 Le problème du découpage de l’espace aérien
Comme nous l’avons vu dans la section précédente (supra 5.1), l’espace aérien est divisé en zones
de qualification faisant elles-mêmes partie de centres de contrôle en route. Il existe donc déjà ac-
tuellement plusieurs découpages de l’espace aérien en Europe, selon que l’on parle du découpage en
secteurs, en zones ou en centres. Le tableau 5.1 de la section précédente donne quelques caractéris-
tiques des ces différents découpages.
L’étude du découpage de l’espace aérien européen qui nous a été demandée ne concerne pas le
redécoupage des secteurs de contrôle. Plusieurs travaux ont déjà été réalisés sur ce sujet [DEL95,
DAC04]. Cependant, toute la partie théorique sur le partitionnement de graphe des chapitres 2 à 4
pourrait certainement être avantageusement adaptée à ce problème.
L’étude qui nous a été demandée concerne la réorganisation des ensembles de secteurs de contrôle
en zones de qualification, dans la vision de ce que sera le ciel aérien européen de demain, c’est-à-dire
avec la création de blocs d’espaces fonctionnels voulue par la Commission européenne. Nous verrons
dans la sous-section suivante en quoi consiste la création de ces blocs d’espaces fonctionnels.
Les secteurs de contrôle concernés par notre étude sont ceux des zones de qualification, il s’agit
donc des secteurs des espaces supérieurs et inférieurs des centres de contrôle en route. À partir des
zones de qualification qui seront proposées, il sera dans une autre étude possible de créer les centres
de contrôle en route correspondant, ceux-ci étant des regroupements d’une ou plusieurs zones de
qualification.
5.2.1 La création de blocs d’espace aérien fonctionnels en Europe
La création de blocs d’espace aérien fonctionnels (en anglais, functional airspace block ou FAB)
en Europe s’inscrit dans le cadre du projet de Ciel unique européen. La Commission européenne
a adopté le 10 octobre 2001 un ensemble de mesures sur la gestion du trafic aérien dans le but de
pouvoir élaborer le cadre réglementaire du ciel unique européen fin 2004. L’objectif du ciel unique
européen est de mettre fin à la fragmentation de l’espace aérien de l’Union européenne et de créer
un espace sans frontières, sûr et efficace. Il a résulté de ces travaux un règlement cadre [RÈG04a] et
trois règlements associés [RÈG04b, RÈG04c, RÈG04d]. Ces règlements prévoient la création de blocs
d’espace aérien fonctionnels (Fonctional airspace block en anglais) dans l’espace aérien supérieur,
au dessus de l’Union européenne. Dans le règlement cadre, un bloc d’espace aérien fonctionnel (qui
sera noté par la suite bloc fonctionnel) est défini comme : « un bloc d’espace aérien fondé sur des
besoins opérationnels, traduisant la nécessité d’assurer une gestion plus intégrée de l’espace aérien,
indépendamment des frontières existantes. »
Les règlements insistent sur le fait que la reconfiguration de l’espace aérien devra être fondée
sur des besoins opérationnels, indépendamment des frontières existantes. D’autre part, les principes
généraux liés à la création des blocs fonctionnels devront être élaborés par les prestataires de service
de la navigation aérienne des différents États membres en concertation avec Eurocontrol et sur la base
de ses conseils techniques. La création et la modification des blocs fonctionnels sont quant à eux du
ressort des États membres concernés. Le règlement prévoit que les blocs fonctionnels devront être mis
en place d’ici 2009.
Concernant la reconfiguration de l’espace aérien supérieur (au dessus du FL285) en blocs fonc-
tionnels, deux conditions nécessaires à leurs créations touchent plus particulièrement notre application
au découpage de l’espace aérien :
– les blocs fonctionnels « permettent une utilisation optimale de l’espace aérien, compte tenu des
courants de trafic aérien ». La gestion des courants de trafic aérien a pour « but de contribuer à
5.2. LE PROBLÈME DU DÉCOUPAGE DE L’ESPACE AÉRIEN 121
un écoulement en toute sécurité, ordonné et rapide du trafic aérien » ;
– les blocs fonctionnels « sont justifiés par la valeur ajoutée globale qu’ils apportent ».
Afin d’établir les principes généraux liés à la création de blocs fonctionnels, des séminaires ont été
organisés par Eurocontrol en invitant les différents prestataires de service de la navigation aérienne de
l’Union européenne, dont la DSNA4 fait partie. Ainsi, trois réunions de consultation ont eu lieu entre
2004 et début 2005. Nous avons pu participer à la dernière d’entre elles au tout début de cette thèse.
Chacune de ces réunions avait pour but la validation du travail réalisé par différentes équipes sur les
problèmes liés à la création et au fonctionnement de blocs fonctionnels. Un rapport consultatif pour
la Commission européenne résume le travail accompli et concrétisé par ces séminaires [EUR05].
Il a été retenu pendant ces séminaires que les blocs d’espace fonctionnels devaient [EUR05] :
– être dessinés sur la base de besoins opérationnels ;
– créer un espace de navigation plus cohérent ;
– ne pas tenir compte des frontières nationales.
Les blocs d’espace fonctionnels doivent être dessinés pour optimiser les flots de trafic aérien. Mais il
a aussi été admis que la création de blocs d’espace fonctionnels était un processus complexe et très
long.
Dans [RÈG04c], il est précisé que les blocs fonctionnels doivent respecter sept critères :
1. les FAB sont étayés par un dossier de sécurité ;
2. ils permettent une utilisation optimale de l’espace aérien, compte tenu des courants de trafic
aérien ;
3. ils sont justifiés par la valeur ajoutée globale qu’ils apportent, y compris l’utilisation optimale
des ressources techniques et humaines, sur la base d’analyses coût/efficacité ;
4. ils assurent un transfert fluide et souple de la responsabilité du contrôle de la circulation aérienne
entre les unités des services de la circulation aérienne ;
5. ils assurent la compatibilité entre les configurations des espaces aériens supérieur et inférieur ;
6. ils respectent les conditions découlant des accords régionaux conclus au sein de l’OACI, et
7. ils respectent les accords régionaux qui existent à la date d’entrée en vigueur du présent règle-
ment [. . .]
Ces critères sont soumis à interprétation. Nous présentons dans ce document la nôtre, mais d’autres in-
terprétations peuvent être intéressantes. Nous avons essayé de modéliser ces critères le mieux possible
afin de les prendre en compte. Cependant, ces critères sont soit trop généraux pour être parfaitement
modélisés (comme les critères 2, 3, 4 et 5), soit tout simplement non modélisables dans le cadre de
notre problème (c’est le cas des critères 1, 6 et 7).
Des structures similaires aux blocs fonctionnels existent déjà en Europe. C’est par exemple le cas
de la zone d’espace aérien contrôlée par le centre de contrôle d’Eurocontrol à Maastricht. Ce centre
est chargé du contrôle de l’espace aérien supérieur du Bénélux et du nord-ouest de l’Allemagne depuis
1972. C’est aussi le cas depuis 1997 dans l’est de l’Europe avec la création du Central European Air
Traffic Services qui regroupe les espaces aériens de l’Autriche, la Hongrie, la République Tchèque, la
Slovaquie, la Slovénie, la Croatie, la Serbie et le nord-est de l’Italie.
La structure officielle et multi-nationale des blocs fonctionnels va pouvoir faciliter et généraliser la
démarche de création de zones de contrôle communes comme à Maastricht ou dans l’est de l’Europe,
et assurer leur pérennisation.
4Direction des services de la navigation aérienne, organisme commanditaire de cette thèse.
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Cette étude a pris en compte tous les secteurs des centres de contrôle en routes, qu’ils soient dans
les espaces supérieur ou inférieur. Bien que la réglementation ne prévoie pour l’instant la création des
blocs fonctionnels que dans l’espace supérieur, nous avons pris ce parti pour trois raisons :
– peu de zones de qualification actuelles sont découpées en fonction du niveau de vol FL285, et
changer de zone de qualification au FL285 peut être néfaste pour la fluidité du trafic ;
– cette étude n’ayant pas pour but de proposer une solution opérationnelle immédiate, comme
« qui peut le plus, peut le moins », il nous a semblé plus judicieux de chercher à résoudre le
problème de plus grande taille ;
– le règlement [RÈG04c] prévoit aussi dans son article 10 la possibilité d’étendre les blocs fonc-
tionnels aux espaces inférieurs. Or, il semble que cette possibilité soit celle envisagée par la
plupart des prestataires de services de la navigation aériennes des états européens. Dans ce
cas, d’après le règlement, les blocs fonctionnels engloberaient tous les secteurs des centres de
contrôle en routes, sans distinctions.
5.2.2 La création d’un bloc fonctionnel en Europe centrale
Une étude de faisabilité est en cours concernant la création d’un bloc fonctionnel au cœur de l’Eu-
rope : le FAB d’Europe centrale. Six États se sont associés pour ce projet : l’Allemagne, la Belgique,
la France, le Luxembourg, les Pays-Bas et la Suisse. Cette étude fait suite au rapprochement entre les
projets de blocs fonctionnels de la France et de la Suisse, ainsi que de l’Allemagne et du Bénélux. Ces
deux projets de blocs fonctionnels avaient été préparés entre 2005 et 2006.
Le but du FAB d’Europe centrale est de mettre en place un bloc fonctionnel englobant l’espace
aérien supérieur et inférieur de ces six États, ainsi que des solutions communes axées sur la perfor-
mance et indépendantes des frontières nationales [FAB07]. La zone couverte par ce bloc fonctionnel
est l’une des plus denses au monde en terme de trafic et se caractérise par des routes aériennes civiles
et militaires étroitement imbriquées.
Les maîtres mots de ce projet sont « continuité opérationnelle » et « augmentation de la capa-
cité ». L’étude de faisabilité devra se terminer en 2008 afin de respecter la date de création des blocs
fonctionnels prévue pour 2009. Les avantages attendus de tels blocs fonctionnels sont les suivants :
– l’absorption intégrale de la croissance escomptée du trafic ;
– l’utilisation optimale de l’espace aérien suivant les flux de trafic ;
– l’exploitation optimale des ressources humaines et techniques ;
– une parfaite compatibilité entre les espaces aériens inférieur et supérieur ;
– un niveau de service économiquement performant ;
– une coopération civile-militaire renforcée.
La démarche entamée par la création du FAB d’Europe centrale pourrait inclure une refonte de
l’espace aérien civil et militaire indépendamment des frontières nationales. Plus généralement, toute
création de blocs fonctionnels est susceptible de s’accompagner d’un redécoupage de l’espace aérien
sans tenir compte des frontières nationales. Comme dans le cas de la sous-section précédente, les
secteurs concernés par ce redécoupage sont ceux des centres de contrôle en routes des différents pays
concernés.
5.3 Modélisation du problème
Cette thèse a pour objet d’aider techniquement à la réalisation du redécoupage de l’espace aérien
dans le cadre de la création de blocs fonctionnels, en proposant des outils informatiques de redécou-
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page. Or, comme nous l’avons vu dans la sous-section précédente, les blocs fonctionnels doivent être
créés dans un but d’utilisation optimale de l’espace aérien suivant les flux de trafic et d’exploitation
optimale des ressources humaines et techniques. Pour répondre à ces impératifs, il faut s’intéresser à
la charge de contrôle d’un contrôleur dans un secteur.
5.3.1 Charge de contrôle dans un secteur
Un secteur est contrôlé par une paire de contrôleurs qui assurent la sécurité des vols qui y transitent
en séparant les aéronefs entre eux selon les normes en vigueur. Plus le nombre d’avions dans un
secteur est important, plus la charge de contrôle induite augmente, et ce de façon non linéaire. Il
existe une limite au delà de laquelle le contrôleur ne peut plus accepter de nouveaux avions et oblige
ceux-ci à passer par des secteurs voisins moins chargés. On dit alors que le secteur est saturé. Cet
état critique doit être évité car il provoque un phénomène cumulatif de surcharge sur les secteurs
amont pouvant remonter jusqu’aux aéroports de départ. Après une enquête auprès des contrôleurs
[DEL95, ALL96], on remarque que la charge de travail dans un secteur dépend de critères quantitatifs
et qualitatifs. Ces derniers regroupent essentiellement les facteurs humains dont le principal est le
stress. Bien évidemment, comme tous les contrôleurs ne réagissent pas de la même manière à une
situation de trafic complexe, il est difficile de fournir un modèle mathématique de stress applicable
aux contrôleurs. L’enquête a cependant permis de relever les critères quantitatifs suivants :
– la charge de conflit : deux avions sont dit en conflit lorsque la distance qui les sépare risque
de devenir inférieure à la norme de séparation en vigueur entre ces deux catégories d’avions.
Lorsque deux avions sont en conflit, le contrôleur peut modifier la route de ceux-ci, ou encore
leurs niveaux de vol, afin d’assurer le respect de la norme de séparation ;
– la charge de coordination : dans un même secteur, tous les avions communiquent avec le
contrôleur sur la même fréquence. Lorsqu’un avion change de secteur, le contrôleur qui l’avait
en charge opère un transfert de contrôle et l’avion doit changer de fréquence. Au préalable, le
transfert doit avoir été accepté par le contrôleur qui reçoit l’avion. Une négociation entre les
deux contrôleurs, celui qui reçoit et celui qui transmet, a lieu pour s’assurer que l’avion peut
être accepté et définir les modalités de transfert comme le niveau de vol, le cap, etc. Chaque
transfert nécessite un travail relativement important de la part des contrôleurs. De plus, c’est
une opération au cours de laquelle des incompréhensions ou des erreurs peuvent se produire
causant des pertes accidentelles de séparation. Dans un réseau de transport sectorisé, la charge
de coordination est proportionnelle aux flux coupés par les frontières des secteurs ;
– la charge de monitoring : dans un secteur, les avions qui ne sont pas en conflit ou en transfert
nécessitent une surveillance de la part du contrôleur. En effet, celui-ci vérifie le bon déroulement
des plans de vol sur l’image radar et essaie de déterminer les risques potentiels de conflits futurs
induits par ces avions. Le monitoring est la tâche de fond du contrôleur mais qui représente une
source importante de stress pour celui-ci. Cette charge est directement liée au nombre d’avions
dans le secteur.
Il existe d’autres charges de contrôle facilement quantifiables [TUA76], mais leur impact sur l’en-
semble de la charge de contrôle d’un secteur est négligeable par rapport aux trois précédentes.
5.3.2 Un objectif : minimiser la charge de travail des contrôleurs
Il est connu que la coordination est bien plus simple et efficace entre secteurs d’une même zone de
qualification qu’entre zones différentes [HAL05]. Il y a plusieurs causes à cela. La première est qu’un
contrôleur qui transmet un avion vers un secteur de sa zone de qualification, connaît parfaitement ce
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dernier et notamment les procédures et habitudes le concernant. En effet, il est régulièrement amené
à contrôler ce secteur. D’autre part, le contrôleur qui recevra l’avion se situe souvent dans la même
pièce que le premier, ce qui peut notablement faciliter les échanges en cas de problème. Les autres fac-
teurs sont nombreux, comme l’absence de problème linguistique (ce qui peut arriver entre deux pays
limitrophes), un système de communication beaucoup plus fiable (la distance, comme les différences
d’opérateurs de communication, rendent celle-ci moins sûre), la connaissance des deux contrôleurs
et l’habitude de travailler ensemble, etc. Ainsi, la charge de coordination subie par un contrôleur est
moins importante dans le cas des deux secteurs d’une même zone de qualification que dans le cas de
deux secteurs de zones différentes.
De ce que nous venons d’expliciter, il apparaît deux objectifs permettant de diminuer la charge de
coordination des contrôleurs :
1. minimiser la charge de coordination entre secteurs de zones de qualification différentes. Pour
cela, la solution la plus efficace est sans conteste de minimiser le nombre d’aéronefs passant
entre les différentes zones de qualification ;
2. maximiser le nombre d’aéronefs entre secteurs d’une même zone. La coordination étant beau-
coup plus simple et efficace entre secteurs d’une même zone, cela devrait permettre aux contrô-
leurs de prendre en charge plus d’avions. En effet, pour un nombre de coordinations constant,
plus de coordinations entre secteurs d’une même zone diminue la charge de coordinaiton, ce
qui permet potentiellement de prendre en charge plus d’avions.
Ainsi, s’il semble possible de minimiser la charge de coordination des contrôleurs par un redécou-
page des zones de qualification, il paraît impossible de minimiser les charges de conflit et de moni-
toring. Cependant, la diminution du nombre d’aéronefs passant entres les zones de qualification et
l’augmentation de ce nombre entre secteurs d’une même zone fait que les coordinations sont mieux
réalisées. En effet, si l’on tient compte du fait que le contrôleur du secteur de départ connaît bien les
procédures et habitudes du secteur d’arrivée et qu’il a une visualisation sur son écran radar d’une par-
tie du secteur d’arrivée, l’avion sera acheminé vers le second secteur de façon à minimiser la charge
de conflit du contrôleur du secteur d’arrivée. Ainsi, la minimisation de la charge de coordination se
répercute sur la minimisation de la charge de conflit.
Quant à la charge de monitoring, il ne semble pas qu’elle soit réellement affectée par une di-
minution de la charge de coordination. En effet, la diminution de cette dernière n’a pas pour objet de
diminuer le nombre d’avions surveillés dans le secteur, seul critère qui affecte la charge de monitoring.
5.3.3 Deux contraintes : la taille des zones de qualification et celle des centres de
contrôle
Plusieurs discussions avec quelques contrôleurs aériens français ont permis de situer le nombre op-
timal de secteurs par zones de qualification entre 22 et 28 secteurs. Les chiffres ainsi avancés sont sub-
jectifs et mériteraient une étude approfondie pour être validés. Cependant, ces chiffres nous semblent
importants car ils viennent de professionnels du secteur.
Le nombre moyen de secteurs par centre de contrôle est actuellement de 9 pour les 38 pays
membres d’Eurocontrol5. Ce nombre est de 37 aux États-Unis. Des études ont été réalisées qui
5Les 38 pays membres d’Eurocontrol sont en mai 2007 : l’Albanie, l’Allemagne, l’Arménie, l’Autriche, la Belgique,
la Bosnie Herzégovie, la Bulgarie, la Croatie, Chypre, la République Chèque, le Danemark, l’Espagne, la Finlande, la
France, la Grèce, la Hongrie, l’Irlande, l’Italie, la Lithuanie, le Luxembourg, la Macédoine, Malte, la Moldavie, Monaco,
le Monténégro, la Norvège, les Pays-Bas, la Pologne, le Portugal, la Roumanie, le Royaume-Uni, la Serbie, la Slovaquie, la
Slovénie, la Suède, la Suisse, la Turquie et l’Ukraine.
5.3. MODÉLISATION DU PROBLÈME 125
Coût opérationnel
Coût initial annualisé
Équipement
Bâtiment
Développement
Maintenance
4
3
2
0
1
10 15 20 25 30
Nombre de secteurs
Contrôleurs
(million d’euros)
par secteur
d’un centre
Management
Coût annuel
FIG. 5.4 – Variation du coût par secteur en fonction de la taille du centre [EUR06a].
pointent du doigt ces divergences [EUR06a, EUR06b]. Dans un but d’optimisation des coûts, elles
préconisent la création de centres de contrôle avec un nombre optimal de 25 secteurs par centre. Selon
ces mêmes études, ce nombre ne devrait pas dépasser 50 à 60 secteurs pour un même centre, seuil
au-delà duquel les économies d’échelle sont rattrapées par des coûts liés à la taille du centre. La fi-
gure 5.4 représente la variation du coût par secteur en fonction de la taille du centre. En adoptant une
configuration de 25 secteurs par centre, les économies prévues par rapport au système actuel sont de
l’ordre de 20% pour les coûts d’exploitation et de 25% pour les coûts d’investissement.
Dans la mesure où la création des blocs fonctionnels prévue par la commission doit être basée
sur une analyse coût/efficacité [RÈG04c] (supra 5.2), nous considérons que la taille de 25 secteurs
sans dépasser 50 secteurs, est une contrainte forte de notre problème. Nous ferons passer en priorité
les recommandations d’Eurocontrol devant celles que nous avons reçues des quelques contrôleurs que
nous connaissons, car ces dernières sont beaucoup plus discutables sur leurs fondements scientifiques
que l’analyse faite par Eurocontrol.
Cependant, il est remarquable de constater les similitudes sur le nombre de secteurs par zone de
qualification proposés par ces contrôleurs aériens et ceux par centres résultant d’analyses économi-
ques. Nous retiendrons donc qu’une zone de qualification doit de préférence comporter 25 secteurs et
ainsi correspondre à un centre mais que, cependant, en accord avec les recommandations d’Eurocon-
trol, ce chiffre offre une forte tolérance.
Ainsi, il apparaît qu’une bonne configuration de l’espace aérien consiste à avoir des centres de
contrôle possédant de préférence une zone de qualification d’environ 25 secteurs. Et il faut que la
taille d’un centre ne dépasse pas 50 secteurs. Comme un centre de contrôl contient en au moins une
zone de qualification, chaque zone de qualification ne devra pas posséder plus de 50 secteurs.
Un autre critère important est la charge de contrôle de chaque zone. Une zone de qualification
peut accueillir plus de secteurs si le nombre moyen d’avions par secteur n’est pas élevé. D’un autre
côté, si ce nombre moyen d’avions est élevé, la zone de qualification devra être de taille réduite.
En effet, lorsque le nombre d’avions augmente, le nombre de routes et/ou de procédures à connaître
augmente aussi. Dans ces cas-là, les contrôleurs doivent contrôler plus souvent chaque secteur pour
rester efficaces sur ceux-ci, ce qui veut dire, à charge de travail égale, qu’ils en connaîtront moins.
Ainsi, il est très important de garder un certain équilibre entre les différentes zones au niveau du
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nombre d’avions traversant chacune d’entre elles. De plus, un déséquilibre trop important de charge
de contrôle entre les zones constituerait un préjudice pour les contrôleurs de la zone la plus chargée.
Maintenant que l’on connaît les objectifs et les contraintes liés à la minimisation de la charge de
travail des contrôleurs, il nous faut analyser et traiter les données dont nous disposons afin de pouvoir
les utiliser.
5.3.4 Analyse et traitement des données du trafic aérien européen
Comme nous l’avons vu au début de ce chapitre (supra 5.1), les pilotes IFR (vol aux instruments)
doivent déposer un plan de vol avant leur départ. En Europe, les plans de vol ont un traitement centra-
lisé qui dépend d’Eurocontrol (infra annexe B). Nous avons pu récupérer auprès d’Eurocontrol trois
journées de trafic de juin 2005 (les vendredi 17 et 24 juin, ainsi que le lundi 20 juin) et une centaine
de jours répartis entre juillet 2001 et septembre 2002. Ces dernières données sont un peu anciennes et
moins représentatives du trafic actuel que celles de 2005 qui font suite aux attentats du 11 septembre
2001. Nous utiliserons donc autant que possible les données de 2005, et particulièrement celle du ven-
dredi 17 juin, même si cette « pénurie » de données ne nous permet pas des conclusions aussi précises
qu’avec les données d’une année entière de trafic. Cependant, comme nous l’avons déjà précisé, notre
but est simplement de fournir des outils permettant une redécoupage à partir de données actuelles.
Les données de plan de vol sont fournies par journée UTC6 dans des fichiers récapitulant les nu-
méros de vol et les horaires de passage des avions dans les secteurs traversés avec les noms de ces
derniers. Les données plan de vol sont fournies avec un descriptif des coordonnées en trois dimen-
sions de chaque secteur. Ces coordonnées, parfois inexactes ou incomplètes, nous ont permis, après
traitement, de créer des cartes des secteurs et des zones de qualification aux dates correspondantes.
Le but de l’analyse des plans de vol européens est d’obtenir une base de données quotidienne des
flux d’avions entre les différents secteurs européens. Ainsi, pour chaque secteur en Europe, on connaît
le nombre d’aéronefs ayant déposé un plan de vol qui l’ont traversé, ainsi que les flux entre ce secteur
et chacun de ses voisins.
Les données de plan de vol fournies par Eurocontrol ont dû être longuement traitées avant d’être
utilisées. Ce document n’a pas pour objet de détailler les étapes de ce traitement de données, cepen-
dant, nous devons souligner quelques grosses incohérences auxquelles notre programme de traitement
de données a dû faire face. Le problème le plus fréquemment rencontré concerne la désignation des
secteurs. En effet, de nombreux secteurs présents dans les plans de vol n’apparaissent pas dans la
nomenclature des secteurs associée. Un autre problème récurrent concerne la validité des horaires
inscrits. Ainsi, certains vols « remontent le temps » par endroits.
Un premier outil de traitement des plans de vol a été réalisé pendant mon stage de master recherche
[BIC04a]. Cet outil a été complètement refait au début de cette thèse, en partie pour accueillir les
données de 2005 qui avaient changé de format, en partie pour améliorer l’efficacité et la rapidité de
ce programme. Cependant, les concepts généraux liés au traitement de données décrits dans [BIC04a]
restent toujours valables.
Il nous faut préciser que la base de données des flux d’avions entre les différents secteurs ne
contient pas uniquement des flux entre secteurs. En effet, certains flux n’ont pas pour origine ou desti-
nation un secteur connu. C’est le cas des aéronefs venant de décoller d’un aérodrome, ou encore celui
d’un aéronef atterrissant. C’est aussi le cas des aéronefs sortant de la zone couverte par le descrip-
tif des secteurs de la base de données d’Eurocontrol. Ainsi, un aéronef se rendant au Canada sortira
6UTC est l’acronyme de United Time Coordinated ou en français temps universel coordonné. C’est une échelle de temps
internationale.
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d’Europe, mais sera quand même comptabilisé dans un flux sortant du dernier secteur européen qu’il
aura traversé.
5.3.5 Graphe du trafic aérien européen et adaptation au partitionnement
La base de données quotidienne des flux d’avions entre les différents secteurs européens obtenue
grâce à l’analyse des plans de vol européens, permet de créer un graphe du trafic aérien européen. Pour
cela, il faut considérer chaque secteur de contrôle comme étant un sommet de ce graphe. De plus, à
chaque flux entre deux secteurs est associée une arête du graphe entre les sommets correspondants,
qui a pour poids le nombre d’avions de ce flux. Comme nous l’avons vu à la fin de la sous-section
précédente, certains flux ne correspondent pas à des flux entre secteurs. Nous avons choisi de prendre
en compte ces flux dans le poids d’un sommet. Ainsi, le poids d’un sommet correspond à la somme du
nombre d’aéronefs de tous les flux liés au secteur correspondant à ce sommet. Ceci veut donc dire que
le poids d’un sommet n’est pas égal à la somme des poids des arêtes liées à ce sommet. Pour autant,
le poids de ce sommet a une signification bien concrète, car il correspond au nombre de tâches de
coordination effectuées dans le secteur correspondant pendant une journée. De même, le poids d’une
arête correspond au nombre de tâches de coordination effectuées par les contrôleurs du secteur de
départ ou par ceux du secteur d’arrivée. Ainsi, la base de données des plans de vol permet la création
d’un graphe. Le problème du redécoupage de l’espace aérien européen devient donc un problème de
partitionnement de graphe.
Nous avons vu que la minimisation de la charge de travail des contrôleurs consistait à minimiser
la charge de coordination entre les zones de qualification et à maximiser cette charge entre secteurs
d’une même zone. Dans l’adaptation au partitionnement de graphe, la fonction de coût (supra 1.4) qui
semble le plus correspondre à cet objectif est la coupe normalisée. Cependant, dans la mesure où le
poids d’un sommet n’est pas égal à la somme des poids des arêtes liées à ce sommet, mais correspond
au nombre de tâches de coordination effectuées dans le secteur, il est préférable d’utiliser comme
fonction objectif le ratio de coupe plutôt que la coupe normalisée. C’est donc le ratio de coupe qui
sera utilisé comme fonction objectif du découpage de l’espace aérien dans cette étude.
Nous considérerons que le poids d’une zone de qualification est égual à la somme des poids des
secteurs, i.e. des sommets, la constituant.
Les contraintes de notre problème sont liées à la taille et au poids des zones de qualification. Il
s’agit de contraintes sur l’équilibre de la partition. Comme nous l’avons vu, une zone de qualification
doit posséder en moyenne 25 secteurs et au maximum 50 secteurs. Nous n’avons pas trouvé de textes
concernant la variation de poids des zones de qualification. Cependant, dans la mesure où le poids
d’une zone de qualification est un des critère permettant d’évaluer sa difficulté de contrôle, il nous a
semblé important de limiter la balance de partitionnement sur le poids des zones de qualification à 2, 0.
Cette « grande » valeure a été volontairement choisie, car le poids d’une zone est loin d’être le seul
indicateur de la difficulté de contrôl, cependant à partir du double du nombre de coordinations dans
une zone, il nous a semblé que cet indicateur devenait vraiment pertinant. D’une manière plus pratique,
nous proposerons toujours des partitions de l’espace possédant une balance de partitionnement, soit
proche de celle du découpage actuel, si celle-ci est inférieure à 2, 0, soit inférieure à 2, 0, dans le cas
contraire.
Le choix d’une fonction de coût ne tenant pas compte de facteurs économiques (le ratio de coupe),
signifie que nous cherchons à maximiser la sûreté et la fluidité du trafic. Mais le choix de tenir compte
dans nos contraintes d’analyses économiques (les contraintes de tailles sont celles d’Eurocontrol,
cf. supra 5.3.3) prouve que nous ne négligeons pas non plus cet aspect. Nous gardons cependant à
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FIG. 5.5 – Comparaisons entre métaheuristiques, fusion-fission et Chaco.
l’esprit que, pour d’autres acteurs du monde de l’ATM7, les objectifs et contraintes que nous venons
de présenter sont différents. C’est pourquoi nos algorithmes ont été conçus pour pouvoir facilement
s’adapter à d’autres fonctions objectifs et contraintes.
Maintenant que nous possédons un graphe des flux aériens en Europe et que les objectifs et
contraintes de notre problème sont clairement définis, nous pouvons appliquer nos algorithmes à ce
problème.
5.4 Résultats
Cette section présente et compare les résultats obtenus par les différents algorithmes de partition-
nement de graphe non contraint que nous avons étudiés. Dans une première sous-section, les diffé-
rentes métaheuristiques seront comparées entre elles (infra 5.4.1), puis la méthode de fusion-fission
sera comparée avec des outils de partitionnement classiques (infra 5.4.2). Ces deux premières sous-
sections permettront de trouver la méthode la plus performante pour notre problème. Nous pourrons
alors présenter les découpages de l’espace aérien français (infra 5.4.3), du FAB d’Europe centrale
(infra 5.4.4) et de la core area (infra 5.4.5), obtenus avec cette méthode, à savoir la fusion-fission.
Les résultats présentés dans cette section ont tous été obtenus avec un ordinateur fonctionnant
avec le système d’exploitation GNU/Linux Debian, muni d’un processeur Intel Pentium IV cadencé à
3GHz, disposant de 512Mo de mémoire vive.
5.4.1 Comparaison avec les métaheuristiques
Cette sous-section a pour but de comparer les différentes applications des métaheuristiques que
nous avons étudiées, sur le problème du découpage de l’espace aérien.
7ATM est l’acronyme de Air traffic management.
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La figure 5.5 [BIC06a] présente une comparaison en fonction du temps, de la qualité des partitions
trouvées par cinq méthodes : l’adaptation de la fusion-fission pour le partitionnement non contraint
(infra 4.3), l’algorithme de colonies de fourmis (supra 3.3.2), la première adaptation du recuit simulé
(infra 3.2.2), et les méthodes spectrales et multi-niveaux du logiciel Chaco (supra A.1). Les partitions
qui ont été trouvées concernent le trafic de la journée du 8 février 2002 et concernent un découpage
de la core area (supra 5.1.2) en 32 parties. Ce découpage n’a été créé que dans le but de comparer les
méthodes entre elles. En effet, le logiciel Chaco ne permet que de trouver des partitions en 2n parties
(n entier).
Sur cette figure, les résultats du logiciel Chaco, qui ont pris chacun moins d’une seconde de
temps de calcul, sont présents sous la forme de deux barres horizontales et représentent une forme
de « palier » à partir duquel l’utilisation de métaheuristiques commence à prendre un sens. En plus
des méthodes spectrales et multi-niveaux, le logiciel Chaco propose de nombreuses façons de parti-
tionner un graphe. Nous avons testé de manière exhaustive toutes les façons possibles dans le cas des
méthodes spectrales comme dans le cas de la méthode multi-niveaux, avant de sélectionner les deux
plus performantes. La méthode spectrale qui a donné la meilleure partition utilise la méthode itérative
du quotient de Rayleigh avec un k-partitionnement direct en octasection et la méthode d’affinage de
Chaco. Et c’est la méthode spectrale de bissection directe avec affinage, qui a produit la meilleure
partition pour le multi-niveaux.
Nous pouvons observer que l’algorithme de colonies de fourmis part avec un coût très petit. Ceci
s’explique du fait qu’il est initialisé avec la méthode de percolation. De plus, afin d’optimiser le
résultat obtenu avec la méthode de percolation, nous avons utilisé un recuit simulé pour optimiser
le placement des sommets initiaux de la percolation. Le résultat obtenu est que la partition trouvée
avec la méthode de percolation-recuit simulé, a un coût légèrement supérieur à celui de Chaco multi-
niveaux. Et la méthode des colonies de fourmis trouve extrêmement vite une partition de coût inférieur
à celui trouvé par Chaco multi-niveaux puis, après 10 secondes de calcul, à celui de Chaco spectral.
Cependant, si la méthode des colonies de fourmis a besoin d’être initialisée avec une méthode comme
la percolation (supra 3.3), ce n’est pas le cas du recuit, ni de la fusion-fission. Dans le cas du recuit,
nous avons observé que l’algorithme mettait un certain temps à sortir de l’optimum local trouvé par
la percolation et se déplaçait vers une région différente, ce qui rendait cette initialisation plus lente
qu’une initialisation aléatoire et sans gain de performance. Nous avons aussi trouvé que la fusion-
fission était beaucoup mieux initialisée par son propre processus d’initialisation (supra 4.3) que par
un autre processus, qu’il soit aléatoire ou basé sur la percolation.
Nous pouvons observer à partir de la figure 5.5 que la méthode d’initialisation de la fusion-fission
engendre une partition de coût élevé. Cependant, c’est à ce prix que se fait la descente assez rapide
de la fusion-fission, qui passe successivement sous toutes les autres courbes. De même, l’initialisation
aléatoire du recuit simulé le lance avec un peu de retard, cependant cela lui permet aussi d’avoir une
forte progression et de trouver un partition de coût comparable avec celui des colonies de fourmis.
Nous devons noter que les métaheuristiques atteignent un palier à partir de 40 minutes de calcul et
la fusion-fission au bout d’1 heure 30. Cependant nous avons voulu voir si la fusion-fission franchis-
sait ce palier, et une bonne heure après le début de celui-ci, l’algorithme a réussi à trouver d’autres
solutions de coût plus bas.
Concernant le paramétrage des algorithmes, nous avons utilisé pour :
– le recuit simulé : Tmax = 2, Tmin = 0, Tseuil = 1, min_e´tats_refuse´s = 2 ;
– les colonies de fourmis : 12 fourmis par colonie, T = 0, 01, tmax = 6, nbf = 10 ;
– la fusion-fission : rfusion = rfission = {0, 85; 0, 10; 0, 04; 0, 01}, pas_de_re`gle = 0.001,
couˆt_min = 100, p = 0, 5, q = 0, 8, fission_chaiˆne = 1, 5, nombre_de_passes = 5.
Le paramétrage de ces algorithmes c’est fait empiriquement. Comme nous l’avons précisé plus haut
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Algorithmes Mcut Nb. secteurs max Balance de partitionnement
Algorithme évolutionnaire 56,47 99 3,86
Colonies de fourmis 54,84 75 1,44
Fusion-fission 53,90 69 2,19
TAB. 5.2 – Comparaison entre algorithme évolutionnaire, algorithme de colonies de fourmis et fusion-
fission pour un découpage de la core area en 24 parties.
(supra 4.3.9), les paramètres rfusion, rfission, pas_de_re`gle , fission_chaiˆne, p et q de la fusion-
fission ont été rapidement fixés, avant de faire varier plus finement nombre_de_passes et couˆt_min.
Dans le tableau 5.2, sont présentés les résultats de partitions obtenues avec la première adaptation
de l’algorithme évolutionnaire au partitionnement non contraint (supra 3.4.2), ainsi qu’avec les co-
lonies de fourmis et la fusion-fission. Les partitions trouvées concernent toujours le découpage de la
core area européenne du 8 février 2002, mais en 24 parties.
Les résultats obtenus avec l’algorithme évolutionnaire sont, comme nous l’avions souligné lors
de sa présentation, loin d’être satisfaisants, comparés à ceux des colonies de fourmis ou de la fusion-
fission. Si le découpage trouvé par les colonies de fourmis a une très bonne balance, le nombre de
secteurs de la zone la plus grande est bien trop grand. Cependant, le nombre de secteurs de la plus
grande zone trouvée par la fusion-fission est lui aussi encore trop important, alors que la balance de
partitionnement est un peu trop grande. Nous avons corrigé par la suite ces dérives de la fusion-fission.
Cependant, sur cet exemple, c’est encore la fusion-fission qui trouve la partition de coût le plus faible,
suivie des colonies de fourmis et de l’algorithme évolutionnaire.
Le même paramétrage des algorithmes que précédemment a été utilisé, avec cependant :
couˆt_min = 70 et nombre_de_passes = 10 .
La fonction de coût Mcut utilisée pour ces comparaisons (cf figure 5.5 et tableau 5.2) est légère-
ment différente du ratio de coupe (supra 1.4). En utilisant les même notations qui ont servi à définir
le ratio de coupe, alors :
Mcut(Pk) =
k∑
i=1
2 ∗ coupe(Si, S − Si)
2 ∗ poids(Si)− coupe(Si, S − Si) .
Le facteur 2 devant coupe(Si, S − Si) et poids(Si) s’explique par la nature particulière de notre pro-
blème : quand un aéronef passe d’un secteur à un autre, il y a une charge de coordination pour chaque
contrôleur des deux secteurs, c’est-à-dire deux charges de coordination. Cela explique le facteur 2 au
numérateur. Au dénominateur, seul compte le nombre de charges de coordinations dans la zone de
qualification, ainsi la coupe avec les zones extérieures sera comptée une fois et non zéro, c’est pour-
quoi le facteur deux ne s’applique qu’à poids(Si). Nous avons gardé cette approche jusqu’au moment
où nous nous sommes mis à comparer nos algorithmes avec plusieurs outils de partitionnement clas-
siques. En effet, ceux-ci n’utilisant pas exactement les mêmes fonctions de coût que nous, nous nous
sommes résolus à adopter précisément leurs fonctions pour rendre les comparaisons plus claires et
plus vraies. Nous avons donc arrêté de multiplier le poids des arêtes par deux, car cela n’avait plus de
sens dans le cas du partitionnement de graphe « classique ».
Ainsi, dans [BIC07], nous avons comparé les différentes méthodes avec une approche « clas-
sique », c’est-à-dire sans multiplier le poids des arêtes par deux.
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Algorithmes FF SA scotch graclus jostle pmetis kmetis
ratio 5,85 6,04 6,11 6,25 6,29 6,88 7,40
Nombre de sommets max 45,0 57,5 45,0 45,25 45,5 47,0 43,75
Balance 1,87 1,92 1,72 1,75 1,37 1,13 1,03
Temps de calcul 121s 122s 1s 1s 1s 1s 1s
Distance avec FF - 3,2% 4,3% 6,4% 7,0% 15,0% 20,9%
Écart type de ratio 0,331 0,250 0,184 0,233 0,337 0,123 0,260
TAB. 5.3 – Résultats moyens pour 100 permutations du graphe de trafic aérien de la journée du 17
juin 2005.
5.4.2 Comparaison avec des outils « classiques » de partitionnement
Après avoir constaté que la méthode de fusion-fission trouvait des partitions de coût un peu plus
faible que celles trouvées par les trois autres métaheuristiques, nous avons voulu comparer de manière
plus approfondie la fusion-fission et les outils « classiques » de partitionnement de graphe. Cette étude
a été publiée dans [BIC07]. Elle compare les différents algorithmes sur la fonction objectif du ratio de
coupe. Si dans [BIC07] cette fonction est celle de la coupe normalisée, c’est parce que nous considé-
rions des sommets « fictifs » (c’est-à-dire n’intervenant pas dans la partition) possédant une arête avec
d’autres secteurs pour représenter les flux de décollage et d’atterrissage des avions, ainsi que vers le
reste du ciel aérien européen. Dans notre représentation actuelle du graphe, nous ne considérons plus
de secteur fictif, ni les arêtes qui les liaient, mais avons ajouté le poids de ces arêtes dans le poids des
sommets adjacents, comme nous l’avons expliqué (supra 5.3.5). Ainsi, la coupe normalisée utilisée
sur notre ancienne approche du graphe de l’espace aérien européen est équivalente au ratio de coupe
d’un graphe tel qu’il est présenté dans cette thèse.
Nous avons utilisé, dans cette nouvelle comparaison, la seconde adaptation du recuit simulé au
partitionnement de graphe (supra 3.2.2). Comme nous l’avons fait remarqué dans la sous-section
précédente (supra 5.4.1), la fusion-fission ne prend pas assez en compte la différence de taille entre
les parties d’une partition. Afin de mieux prendre en compte la différence de taille entre les parties de
la partition, nous avons utilisé la fonction objectif suivante :
f(P ) = ratio(P ) + α ∗
(
max
Pi∈P
poids(Pi)− min
Pi∈P
poids(Pi)
)
,
où la partition P vaut P = {P1, . . . , Pk}. Il s’agit donc de la même fonction objectif que pour le
recuit simulé.
Les outils de partitionnement classiques comportent une partie aléatoire non négligeable. Ainsi,
la qualité des partitions trouvées par ces outils est assez variable. Afin d’avoir une comparaison plus
objective entre les différentes méthodes, les résultats présentés dans cette sous-section ont été obtenus
pour 100 permutations des indices des sommets du graphe de trafic aérien de la journée du 17 juin
2005. Chaque permutation est en fait équivalente à changer la graine de la fonction de génération des
nombres aléatoires des outils de partitionnement.
Pour avoir un éventail large des outils de partitionnement, nous en avons sélectionné cinq : pMetis
et kMetis, Jostle, Scotch et Graclus. Ces quatre premiers outils cherchent à minimiser le coût de coupe
quand le dernier minimise la coupe normalisée (supra A). Cependant, l’outil Scotch peut être en partie
adapté à notre problème, car il possède une balance de partitionnement fortement adaptable. Il en est
de même, mais dans une moindre mesure, pour l’outil Jostle. Enfin, comme dans le graphe de trafic
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FIG. 5.6 – Écart et moyenne des ratios de coupe trouvés par les différents algorithmes pour 100
permutations du graphe d’origine.
aérien, la somme des poids des arêtes adjacentes à chaque sommet est proche de son poids, il est peu
différent de minimiser la coupe normalisée et de minimiser le ratio de coupe.
Le tableau 5.4.2 compare la moyenne des résultats obtenus par les différentes méthodes pour
100 permutations du graphe de trafic aérien. La figure 5.6 présente la moyenne des ratios de coupe
trouvés, ainsi que les valeurs maximales et minimales des ces valeurs. L’écart-type des ratios de coupe
est inscrit en bas du tableau 5.4.2. La figure 5.7 résume valeurs moyennes et écarts des balances de
partitionnement, ainsi que les valeurs moyennes et écarts des nombres de sommets maximaux des
partitions trouvées. De ces différents résultats, nous proposons plusieurs observations concernant :
– le ratio de coupe : dans le tableau 5.4.2, les outils de partitionnement sont ordonnés par ordre
croissant de leur valeur moyenne de ratio de coupe trouvé. La fusion-fission se trouve en pre-
mière position, suivie du recuit simulé, puis des méthodes multi-niveaux avec, à leur tête, le
logiciel Scotch. Ne vient qu’après le logiciel Graclus, alors que l’on aurait pu s’attendre à ce
qu’il soit l’un des premiers, au vu de sa fonction objectif. Ce dernier est au coude à coude avec
le logiciel Jostle, puis apparaissent les deux outils de Metis en queue de peloton. La figure 5.6
confirme ce classement avec une surprise : la volatilité de la qualité des partitions trouvées par
Jostle. Quant à la volatilité de la qualité des partitions trouvées par la fusion-fission et le re-
cuit simulé, elle vient en partie du fait que ces deux algorithmes ont été stoppés tôt dans leur
processus d’optimisation (2 minutes) ;
– le nombre maximal de secteurs : tous les algorithmes trouvent des partitions qui, en moyenne,
respectent cet écart type, sauf le recuit simulé qui en est loin. Cependant, en durcissant le para-
mètre α plus que ce que nous avons fait, les solutions sont extrêmement mauvaises. La figure
5.7 nous montre que toutes les méthodes ont trouvé au moins une partition dont le nombre
de secteurs maximal était supérieur à 50, à l’exception de la fusion-fission qui atteint sans la
dépasser cette limite ;
– la balance de partitionnement : les moyennes des balances décrites dans le tableau 5.4.2 res-
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trouvés par les différents algorithmes pour 100 permutations du graphe d’origine.
pectent toutes la balance de partitionnement de 2, 0. Cependant, dans quelques cas, les méthodes
de fusion-fission, du recuit simulé, Scotch et Graclus trouvent des partitions ne respectant pas
cette balance (cf figure 5.7). Il faut faire remarquer que se sont les mêmes outils qui permettent
de trouver les ratios de coupe les plus petits et les balances les plus grandes. Cela permet de
confirmer que ces deux caractéristiques sont bien liées comme nous l’avions dit plus tôt (su-
pra 1.5) ;
– le temps de calcul : c’est sans surprise que l’on constate que le recuit et la fusion-fission ont
un temps de calcul beaucoup plus élevés que celui des outils classiques, d’autant plus que ces
derniers ont été largement optimisés au niveau de leur rapidité. Le temps maximal d’exécution
de ces deux algorithmes a été limité dans le but de pouvoir les lancer une centaine de fois,
mais aussi afin d’avoir des temps d’exécution encore « rapides ». De plus, nous avons constaté
qu’en programmant de façon basique les algorithmes de pMetis [KAR98a], on obtenait des
temps de calcul de l’ordre de quelques minutes, bien loin de ceux de ces outils très optimisés et
bien paramétrés. Pour donner un exemple, quand l’algorithme de Kernighan-Lin n’est pas bien
paramétré, le nombre de passes peut être inutilement élevé, ainsi que le nombre d’exécutions
de cet algorithme.
L’algorithme de fusion-fission a la particularité de pouvoir trouver plusieurs partitions de bonne
qualité de nombres de parties différents en une seule exécution. La figure 5.8 compare l’exécution
d’une instance de l’algorithme de fusion-fission pour k = 26, avec 13 instances de chaque outil Scotch
ou Graclus, pour k ∈ {18, . . . , 31}. Les courbes représentent le pourcentage du ratio de coupe de
chaque outil en fonction du ratio de coupe trouvé par Graclus. Pour 7 nombres de parties, l’algorithme
de fusion-fission trouve des partitions dont le ratio de coupe est plus petit que celui du logiciel Scotch
(pour k ∈ {22, . . . , 28}). Et pour 9 nombres de parties, l’algorithme de fusion-fission trouve des
partitions dont le ratio de coupe est plus petit que celui du logiciel Graclus (pour k ∈ {21, . . . , 29}).
Paramétrage des algorithmes :
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FIG. 5.8 – Comparaison entre les résultats : d’une exécution de l’algorithme de fusion-fission pour
k = 26, de 13 exécutions de l’outil Scotch pour k ∈ {18, . . . , 31}, et de 13 exécutions de l’outil
Graclus pour k ∈ {18, . . . , 31}. Le ratio de coupe des partitions trouvées par ces différentes méthodes
est présenté en pourcentage de celui trouvé par l’outil Graclus.
– fusion-fission : rfusion = {0, 5; 0, 2; 0, 2; 0, 07; 0, 03; 0, 01},
rfission = {0, 8; 0, 15; 0, 05; 0, 0}, pnucl_e´jecte´s = {0, 0; 0, 01; 0, 02; 0, 03; 0, 04; 0, 05},
pas_de_re`gle = 0.001, fission_chaiˆne = 1, 7, p = 0, 2, q = 0, 3, couˆt_min = 14,
nombre_de_passes = 42, α = 76 ∗ 10−6 ;
– recuit simulé : Tmax = 0, 011, Tfact = 0, 95, mult_taille = 15, min_pourcent = 0, 01,
α = 16 ∗ 10−6 ;
– Scotch : avec les notations du manuel [PEL06], nous utilisons la stratégie suivante :
MULTI = m{asc = FM, low = h{pass = 10}FM, type = h, vert = 80, rat = 0.7}
avec FM = f{move = 80, pass = −1, bal = 0.1}. Ce qui correspond à l’utilisation d’une
méthode multi-niveaux avec pour méthode d’affinage celle de Fiduccia-Mattheyses. La balance
de partitionnement recherchée est 1, 2, ce qui correspond dans la librairie Scotch à bal = 0.1 ;
– Graclus : un niveau de recherche locale de 4 a été choisi ;
– Jostle : nous avons utilisé comme balance 1, 37, ce qui correspond après une recherche exhaus-
tive au ratio de coupe le plus bas ;
– Metis : aucun paramétrage particulier n’a été fait pour pMetis et kMetis.
Les valeurs des paramètres de la fusion-fission et du recuit simulé ont été obtenus de manière empi-
rique. Dans le cas de la fusion-fission, nous avons procédé comme décrit à la sous-section 4.3.9. Ce-
pendant, aux deux paramètres nombre_de_passes et couˆt_min à régler précisément, vient s’ajouter
un paramètre particulier spécifique au découpage aérien, le paramètre α. Les paramètres des outils de
partitionnement ont été choisis en tenant compte de la documentation de ces outils.
Les différents résultats que nous venons de voir montrent que la méthode de fusion-fission est
la plus efficace pour trouver un redécoupage de l’espace aérien européen. C’est pourquoi, dans les
sections suivantes, nous présenterons toujours des résultats obtenus avec cette méthode.
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Les essais qui viennent d’être présentés ont servi à paramétrer les algorithmes. Dans les sections
suivantes, nous emploierons la méthode de fusion-fission et comparerons ses résultats avec ceux des
outils Scotch et Graclus. Si l’outil Graclus ne nécessite pour tout paramètre que le graphe et le nombre
de parties de la partition, l’algorithme de fusion-fission en utilise beaucoup, même si comme nous
l’avons vu (supra 4.3.9), il n’est pas nécessaire de régler précisément la plupart de ces paramètres.
Les paramètres suivant de l’algorithme de fusion-fission ont été utilisés dans tous les tests relatifs au
découpage de l’espace aérien qui vont suivre :
– rfusion = {0, 5; 0, 2; 0, 2; 0, 07; 0, 03; 0, 01} ;
– rfission = {0, 8; 0, 15; 0, 05; 0, 0} ;
– pnucl_e´jecte´s = {0, 0; 0, 01; 0, 02; 0, 03; 0, 04; 0, 05} ;
– pas_de_re`gle = 0.001 ;
– p = 0, 2, q = 0, 3 ;
– fission_chaiˆne = 1, 7.
Ces paramètres fixés, il en reste trois qui vont pouvoir être ajustés :
– α : il est essentiel, car il permet de régler la balance de partitionnement ;
– couˆt_min : de lui dépend la fin de l’étape d’initialisation ;
– nombre_de_passes.
Le paramètre couˆt_min n’est pas un paramètre qui se règle finement. Nous l’utilisons de telle manière
que l’algorithme d’initialisation ait un temps d’exécution le plus court possible, et à ce titre la valeur
de couˆt_min est toujours beaucoup plus grande que la valeur du ratio de coupe de la partition finale
trouvée. Enfin, le paramètre nombre_de_passes peut être ajusté ; cependant, la valeur de 42 utilisée
dans cette sous-section donne en général de bonnes partitions.
Nous avons gardé par la suite le même paramétrage de l’outil Scotch que celui utilisé dans cette
sous-section, c’est-à-dire :
MULTI = m{asc = FM, low = h{pass = 10}FM, type = h, vert = 80, rat = 0.7} ,
avec
FM = f{move = 80, pass = −1, bal = bal} .
Le seul paramètre qui sera changé va être la balance de partitionnement bal.
Dans les sous-sections qui vont suivre, les résultats proposés seront à chaque fois le fruit de plu-
sieurs tests pour la fusion-fission comme pour l’outil Scotch. Pour le paramétrage de la fusion-fission,
nous conseillons de commencer par régler le paramètre α influençant la balance de partitionnement,
puis d’ajuster couˆt_min et en dernier, de modifier nombre_de_passes. Concernant le paramètre α,
il faut éviter de lui donner une valeur trop grande pour obtenir une balance plus faible. En effet, plus
le temps d’exécution de notre algorithme est élevé, plus la partition trouvée a une petite balance. Dans
une certaine mesure, nous pouvons dire que notre algorithme procède en deux temps : pendant le
premier temps, il explore l’espace de recherche jusqu’à trouver un large « puits » de solutions, qu’il
explore dans un second temps, en diminuant en parallèle la balance de partitionnement et le ratio de
coupe. Or, dans la première étape, si le paramètre α est plus permissif, alors l’exploration aura plus
de chances d’arriver dans une région de solutions de bonnes qualités.
5.4.3 Découpage de l’espace aérien français
Le premier problème de découpage que nous avons étudié concerne le ciel aérien français. En
comparaison avec les autres pays européens (cf tableau 5.1), on constate que les centres français
possèdent des tailles assez proches des recommandations d’Eurocontrol. La France est découpée en
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Algorithmes ratio coupe Balance Max secteurs Min secteurs
Centres, le 17/6/2005 0,870 6 442 1,15 38 13
Fusion-fission 0,579 4 472 1,37 39 12
Scotch 0,711 5 003 1,41 33 23
Graclus 0,611 4 759 1,47 45 12
TAB. 5.4 – Résultats du découpage de l’espace aérien français en 5 parties.
139 secteurs de contrôle en route. Si l’on suit précisément les recommandations d’Eurocontrol, et en
considérant qu’un nombre de secteurs par centre un peu plus grand est préférable en terme de coût
financier, à un nombre plus petit (cf figure 5.4), alors la France devrait comporter 5 centres de contrôle
en route avec un zone de qualification dans chaque centre. Comme nous l’avons vu, la France possède
déjà 5 centres de contrôle en route, mais 7 zones de qualification. Nous proposerons donc dans cette
sous-section une étude des découpages en 5 et 7 parties, i.e. zones de qualification, de l’espace aérien
français.
Les résultats présentés dans cette sous-section ont été réalisés à partir des plans de vols de la
journée du 17 juin 2005.
Quelques caractéristiques du découpage du ciel aérien français en centres de contrôle sont énumé-
rées au début du tableau 5.4. La suite de ce tableau regroupe les résultats du partitionnement effectué
par la fusion-fission, et les outils Scotch et Graclus. C’est la fusion-fission qui permet de trouver la
partition à la fois de ratio de coupe, de coût de coupe et de balance la plus faible. Le nombre maximum
de secteurs trouvé par Scotch est plus petit, cependant tous les résultats trouvés respectent pleinement
les recommandations d’Eurocontrol. En considérant le ratio de coupe et le coût de coupe, on observe
que le découpage actuel en centres de contrôle est relativement bon, bien que pouvant être amélioré,
au vu des critères que nous avons établi pour le découpage en zones de qualification. Cependant, en
comparant les coûts de coupe entre le découpage existant et celui trouvé par la fusion-fission, alors
on s’aperçoit que près de 2 000 passages d’avions entre centres pourraient être évités en une journée.
L’analyse du nombre de secteurs minimum des parties de la partition permet de connaître la taille
minimale que pourrait avoir une zone de qualification. Comme nous l’avons vu, si un centre de petite
taille est proportionnellement plus coûteux qu’un centre plus grand (supra 5.3.3), cela est moins vrai
pour les zones de qualification, puisque plusieurs d’entre elles peuvent être regroupées dans un même
centre.
Dans la mesure où la France compte actuellement 7 zones de qualification et afin de présenter
une comparaison objective des résultats obtenus avec nos algorithmes, nous présentons aussi un dé-
coupage en 7 parties du ciel aérien français. Le tableau 5.5 présente quelques caractéristiques du
découpage réel, et les résultats obtenus par la méthode de fusion-fission et les outils Scotch et Gra-
clus. Le découpage réel en zones de qualification a une balance plus élevée que celle du découpage en
centres, ce qui pourrait indiquer que les centres sont plus équilibrés en terme de charge de trafic que
les zones de qualification en France. La partition en 7 parties trouvée par la fusion-fission est la plus
performante sur les 4 critères proposés. Celle-ci a une balance très faible, ce qui permet d’avoir des
zones dont la difficulté de contrôle est « semblable ». Ces zones de qualification comportent au plus
26 secteurs, ce qui est au dessous de la recommandation de 28 secteurs que nous avaient proposée
quelques contrôleurs.
La figure 5.9 présente en parallèle une série de découpages de l’espace aérien français vue en
coupe aux niveaux de vol FL200 et FL400. Le découpage réel français en 5 centres de contrôle (figures
5.9(a) et 5.9(e)) se situe tout à gauche. Il est suivi de la partition trouvée par la fusion-fission en 5
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Algorithmes ratio coupe Balance Max secteurs Min secteurs
Zones, le 17/6/2005 1,65 8 419 1,53 31 13
Fusion-fission 1,08 5 853 1,15 26 12
Scotch 1,14 6 030 1,66 37 12
Graclus 1,47 7 576 1,40 28 10
TAB. 5.5 – Résultats du découpage de l’espace aérien français en 7 parties.
parties (figures 5.9(b) et 5.9(f)). La représentation de zones de qualification réelles lui succède (figures
5.9(c) et 5.9(g)). Enfin, le découpage en 7 parties trouvée par la fusion-fission termine cette succession
(figures 5.9(d) et 5.9(h)).
Ces figures ont été présentées à la file afin de pouvoir constater les similitudes entre le découpage
trouvé par les fusion-fission en 7 parties et celui en 5 parties. En effet, au FL200, les deux parties du
centre de la France sur la figure 5.9(c) ne font plus qu’une partie sur la figure 5.9(a). Et au FL400,
les parties du centre et de l’est (figure 5.9(g)) sont elles aussi regroupées en une partie unique (figure
5.9(e)). Dans le premier cas, seul un secteur diffère, dans le second, quatre. Ce constat inattendu,
renforcé par la balance et le nombre maximal de secteurs trouvés par la fusion-fission, conforte les
paramètres actuels du découpage français en 5 centres de contrôle et 7 zones de qualification.
Plusieurs remarques apparaissent concernant les découpages trouvés par la fusion-fission en com-
paraison de ceux existant :
– la partie s’occupant des arrivées venant de l’Atlantique ne fait toujours qu’un bloc, sur tous les
niveaux de vol ;
– la traversée nord sud de la France aux niveaux supérieurs (à partir de FL285) a une forme bien
différente des niveaux inférieurs (FL100-285) ;
– la région sud-est est délesté des plusieurs secteurs et ainsi, n’occupe plus qu’une seule partie,
au lieu de deux zones de qualification ;
– l’approche de Paris est très marquée dans les niveaux inférieurs, et prend la forme d’une
« étoile », mais l’est beaucoup moins dans les niveaux supérieurs, ce qui correspond au sur-
vol de Paris à très haute altitude ;
– le nord-est, très dense en terme de trafic est coupée en deux, une partie orientée vers l’Alle-
magne et l’autre vers la Belgique. Cette dernière est reliée au sud de la France dans les niveaux
supérieurs, par un « couloir » aérien.
5.4.4 Découpage de l’espace aérien du bloc fonctionnel d’Europe centrale
Le projet de découpage de l’Europe centrale consiste à rassembler 6 pays européens (supra 5.2.2) :
l’Allemagne, la Belgique, la France, le Luxembourg, les Pays-Bas et la Suisse. Ces six pays possèdent
actuellement 16 centres de contrôle en route et 26 zones de qualification, pour un total de 300 secteurs.
En appliquant les recommandations d’Eurocontrol, le FAB d’Europe centrale devrait posséder 12
centres de contrôle. Nous proposerons dans cette sous-section trois découpages de l’espac aérien du
bloc fonctionnale d’Europe centrale, le premier en 12 parties, le second en 16 parties et le troisième en
26 parties, chacun d’eux pouvant représenter un découpage en zones de qualification du FAB d’Europe
centrale.
Le tableau 5.6 récapitule les valeurs caractéristiques des découpages existants ou créés de l’espace
aérien du FAB d’Europe centrale. Ce tableau se divise en trois parties :
– la première partie de ce tableau propose plusieurs découpages en 12 parties. Le résultat trouvé
par la fusion-fission possède le ratio de coupe et le coût de coupe le plus intéressant, en étant
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Algorithmes ratio coupe Balance Max & min secteurs
Découpage en 12 parties
Fusion-fission 2,25 18 633 1,27 35 17
Scotch 2,43 19 231 1,26 32 16
Graclus 2,68 21 288 1,38 38 14
Paramètres
Scotch : bal = 0, 05
Fusion-fission : couˆt_min = 14, nombre_de_passes = 12, α = 8 ∗ 10−5
Découpage en 16 parties
Centres, le 17/6/2005 4,36 24 875 1,91 38 7
Fusion-fission 3,55 21 674 1,28 26 15
Scotch 3,82 23 094 1,20 29 14
Graclus 4,03 24 524 1,42 28 12
Paramètres
Scotch : bal = 0, 05
Fusion-fission : couˆt_min = 12, nombre_de_passes = 56, α = 10−4
Découpage en 26 parties
Zones, le 17/6/2005 9,35 29 669 3,11 31 3
Fusion-fission 6,97 26 393 1,55 20 6
Scotch 7,44 27 785 1,64 18 7
Graclus 8,00 30 152 1,75 18 4
Paramètres
Scotch : bal = 0, 12
Fusion-fission : couˆt_min = 12, nombre_de_passes = 56, α = 10−4
TAB. 5.6 – Résultats du découpage de l’espace aérien du FAB d’Europe centrale en 12, 16, et 26
parties
(a) Découpage en 12 parties trouvé par la fusion-fission
au FL200.
(b) Découpage en 12 parties trouvé par la fusion-fission
au FL400.
FIG. 5.10 – Découpage en 12 parties de l’espace aérien du FAB d’Europe centrale, obtenu par l’algo-
rithme de fusion-fission.
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à égalité avec l’outil Scotch pour la balance de partitionnement. Ce dernier a un nombre maxi-
mum de secteurs un peu moins élevé, mais ce nombre est bien inférieur dans les trois cas aux
limites proposées par Eurocontrol. Enfin, avec un nombre minimal de 17 secteurs, la fusion-
fission donne là aussi le résultat le plus intéressant. La partition la plus intéressante semble
donc être celle de la fusion-fission ;
– la seconde partie de ce tableau compare le découpage réel en 16 centres de contrôle du 17 juin
2005, aux partitions trouvées par les trois autres méthodes en 16 parties. Les coûts et ratio de
coupe du découpage réel sont très proches de ceux de la partition trouvée par l’outil Graclus.
Ainsi, une première impression pourrait laisser penser que le découpage réel nécessite peu
d’améliorations. Cependant, la balance de la partition de Graclus est bien inférieure à celle du
découpage réelle. Or, la diminution de la balance d’une partition va de pair avec l’augmentation
de son ratio de coupe. Concernant le reste des résultats, c’est la partition trouvée par la fusion-
fission qui est la plus performante, avec cependant une balance de partitionnement légèrement
supérieure à celle de la partition trouvée par Scotch ;
– la troisième et dernière partie de ce tableau présente les caractéristiques du découpage réel en
26 zones de qualification et des partitions trouvées par les trois méthodes de partitionnement en
26 parties. La balance de partitionnement du découpage réel est si élevée que l’on peut supposer
que les zones de qualification de ces 6 pays sont de difficultés de contrôle inégales. Dans ce cas
encore, c’est l’algorithme de fusion-fission qui permet de trouver la partition de ratio, de coût
et de balance les plus faibles. Cependant, les nombres de secteurs maximaux et minimaux sont
pour toutes les partitions trouvées très petits comparés aux recommandations que nous avons
eues des contrôleurs ; ceci est dû au très grand nombre de zones de qualification actuelles de
ces 6 pays.
La figure 5.10 illustre le découpage trouvé par la méthode de fusion-fission de l’espace aérien du
FAB d’Europe centrale en 12 parties. En mettant côte à côte ces résultats avec le découpage actuel
en 12 centres de contrôle (figure 5.11(a)), plusieurs similitudes apparaissent : aux niveaux de vol in-
férieurs, les parties de la partition situées à l’ouest, au sud-ouest et au sud de la France se retrouvent
dans les deux figures, ainsi que la partie de l’est de l’Allemagne ; toujours au niveau de vol moyen,
certaines parties de la partition trouvée avec la fusion-fission semblent être le regroupement de deux
centres existants : Pays-Bas, Allemagne du nord-ouest, et Suisse de l’est, France de l’est ; aux ni-
veaux de vol supérieurs (après FL285), les correspondances entre centres et parties sont plus nettes
au-dessus de l’Allemagne et du Bénélux, avec pour le centre du Bénélux (qui est en fait celui d’Euro-
control) une division en deux partie dans le découpage de la fusion-fission. On peut noter aux niveaux
supérieurs que le découpage de la fusion-fission fait apparaître en Belgique une partie très marquée
sur ses frontières, alors même que ce pays se trouve en plein milieu du découpage. Le découpage
que nous étudions est basé sur des secteurs qui ont eux-mêmes été créés sur la base de frontières
nationales et ainsi, tout redécoupage basé sur ces secteurs sera obligatoirement biaisé par la forme de
ces secteurs. De même, ce redécoupage est basé sur les routes aériennes existantes. Pour être le plus
performant possible, un redécoupage nécessiterait la modification de ces routes aériennes, ainsi que
de la géographie de ces secteurs.
Si nous revenons au découpage de l’espace aérien français en 26 parties trouvé par la méthode de
fusion-fission (figures 5.9(d) et 5.9(h)), alors on constate que celui-ci est très similaire, pour la France,
au découpage en 12 parties du FAB d’Europe centrale trouvé par la même méthode (figures 5.10(a)
et 5.10(b)). Aux niveaux de vol inférieurs, la seule partie qui diffère est celle du nord qui est divisé en
deux et déborde vers le sud, sur la figure 5.10(a). Aux niveaux de vol supérieurs, cette même partie du
nord de la France sur la figure 5.9(h) est divisée en deux dans la figure 5.10(b), une partie allant vers
le centre Suisse-est et l’autre vers le centre France-centre.
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(a) Centres de contrôle (16) au FL200. (b) Découpage en 16 parties trouvé par la fusion-fission
au FL200.
(c) Centres de contrôle au FL400. (d) Découpage en 16 parties trouvé par la fusion-fission
au FL400.
FIG. 5.11 – Représentation des 16 centres de contrôle de l’espace aérien du FAB d’Europe centrale,
et découpage en 16 parties calculé par la fusion-fission.
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(a) Zones de qualification (26) au FL200. (b) Découpage en 26 parties trouvé par la fusion-fission
au FL200.
(c) Zones de qualification (26) au FL400. (d) Découpage en 26 parties trouvé par la fusion-fission
au FL400.
FIG. 5.12 – Représentation des 26 zones de qualification du FAB d’Europe centrale, et découpage en
26 parties calculé par la fusion-fission.
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La figure 5.11 rassemble le découpage réel en 16 centres de contrôle du FAB d’Europe centrale
avec la partition en 16 parties trouvée par la fusion-fission sur le même espace aérien. Aux niveaux
inférieurs, les similitudes des découpages trouvés par la fusion-fission son fortes entre le découpage
trouvé pour la France (figure 5.9(d)) et celui trouvé pour le FAB d’Europe centrale, en observant que la
France (figure 5.11(b)). Dans ces deux résultats, Paris est au centre d’une étoile formée par dans un cas
par les centres de contrôle français, dans l’autre par les parties françaises de la partition. La ressem-
blance est toujours très forte dans le cas des niveaux de vol supérieurs (figures 5.9(h) et 5.11(d)). Cette
observation est un point positif pour la fusion-fission, qui permet de trouver des solutions homogènes,
alors quand la complexité augmente.
Par contre, si l’on compare le découpage réel en centres de contrôle du FAB d’Europe centrale et
la partition en 16 parties trouvé par la fusion-fission, alors, on constate que ces deux découpage sont
bien différents. Les plus grandes ressemblances que nous pouvons observer concernent les parties
France-ouest et France-Sud, pour tous les niveaux de vol. Il est intéressant de constater qu’aux niveaux
de vol inférieurs, les parties allemandes trouvées par la fusion-fission semblent entourer Francfort
comme c’est le cas pour Paris en France. Plusieurs « axes » apparaissent dans ce découpage : Francfort-
Paris, Bruxelles-Paris, Genève-Paris, Francfort-Zurich et Francfort-Munich. Si ces axes ressortent du
découpage aux niveaux de vol inférieurs, ce n’est plus le cas aux niveaux de vol supérieurs. On peut
aussi remarquer que dans les niveaux de vol supérieurs, le découpage suit plus les frontières étatiques
que dans les niveaux de vol inférieurs.
La figure 5.12 présente le découpage réel des pays du FAB d’Europe centrale en zones de qualifi-
cation. Avec 26 zones de qualification, la moyenne du nombre de secteurs par zones qui vaut 12, est
très faible. Il n’est donc pas étonnant que le découpage trouvé par la fusion-fission (figures 5.12(b)
et 5.12(d)) contienne un grand nombre de parties différentes. Cependant, la constatation qui s’impose
dans cette partition est que le nombre de parties présentes aux niveaux inférieurs est bien plus impor-
tant que celui des niveaux supérieurs. Cela correspond à la nature des trafics aux différentes altitudes
de vol. En effet, les niveaux de vol inférieurs sont au contact des régions d’approches des grands aéro-
ports et leur but est de faire monter ou descendre les avions. Dans ces niveaux de vol, les parties vont
donc avoir tendance à être très hautes, mais à avoir une base de superficie réduite. Alors que dans le
cas des niveaux de vol supérieurs, les avions sont tous en altitude de croisière, ce qui va avoir pour
répercussion d’augmenter les superficies des parties, mais aussi de les aplatir. Ceci explique pourquoi
nous allons trouver plus facilement des parties structurées autour d’axes de trafic aux abords ou entre
grands aéroports, dans les niveaux de vols inférieurs, et des parties plus étendues aux niveaux de vol
supérieurs.
5.4.5 Découpage de l’espace aérien de la core area européenne
Nous avons vu (supra 5.1.2) que la core area est la région de plus forte densité de trafic du ciel
européen. Dans l’étude réalisée pour la définir [BIC05], elle est composée des 11 pays suivants :
l’Espagne, l’Italie, la Suisse, l’Autriche, l’Allemagne, la Belgique, le Luxembourg, les Pays-Bas, le
Danemark, la France et le Royaume-Uni. Dans cette section, nous nous intéresserons au redécoupage
de la core area. Il nous a aussi été demandé d’ajouter à cette étude l’Irlande. Ainsi, nous désignerons
par core area dans cette section, en plus des pays qui la composent, l’Irlande.
La core area était constituée en juin 2005 de 31 centres de contrôle et de 50 zones de qualification
pour un total de 638 secteurs (supra 5.1.2). En suivant les recommandations d’Eurocontrol concernant
la tailles des centres de contrôle, alors ceux-ci devraient être au nombre de 25. Nous proposons dans
cette sous-section des découpages de la core area en 25, 31 et 50 parties, chacun de ces découpage
pouvant être assimilé à un découpage en autant de zones de qualifications.
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Algorithmes ratio coupe Balance Max & min secteurs
Découpage en 25 parties
Fusion-fission 5,28 40 725 1,35 41 13
Scotch 5,67 42 596 1,38 39 13
Graclus 6,26 48 040 1,46 36 12
Paramètres
Scotch : bal = 0, 11
Fusion-fission : couˆt_min = 20, nombre_de_passes = 56, α = 0, 00024
Découpage en 31 parties
Centres, le 17/6/2005 8,82 48 465 3,29 50 2
Fusion-fission 7,43 47 574 1,38 34 1
Scotch 7,69 45 700 1,58 42 7
Graclus 8,24 51 797 1,48 31 6
FF 29 parties 7,08 46 900 1,29 34 13
Paramètres
Scotch : bal = 0, 06
Fusion-fission : couˆt_min = 22, nombre_de_passes = 56, α = 0, 00026
Découpage en 50 parties
Zones, le 17/6/2005 20,74 75 371 3,11 42 2
Fusion-fission 14,40 56 824 1,73 23 1
Scotch 15,49 58 678 1,74 31 4
Graclus 17,18 65 245 1,71 25 6
Paramètres
Scotch : bal = 0, 07
Fusion-fission : couˆt_min = 26, nombre_de_passes = 56, α = 0, 00026
TAB. 5.7 – Résultats du découpage de la core area européenne en 25, 31 et 50 parties.
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Le tableau 5.7 synthétise tous les résultats du découpage de la core area en 25, 31 et 51 parties,
ainsi que les données du découpage actuel. Ce tableau se décompose en trois parties :
– la première partie concerne le découpage de la core area en 25 parties. La partition trouvée
par le logiciel Graclus possède des caractéristiques beaucoup moins intéressantes que celles
trouvées par la fusion-fission et par Scotch. Pour une balance de partitionnement légèrement
inférieure, la partition trouvée par la fusion-fission a un ratio et un coût de coupe plus bas
que ceux de la partition trouvée par le logiciel Scotch. Le nombre de secteurs maximum de
cette dernière est légèrement inférieur à celui de la première, mais les deux sont largement au-
dessous des recommandations d’Eurocontrol. Quant à leurs nombres de secteurs minimum, ils
sont égaux ;
– la première ligne de la seconde partie de ce tableau évalue les caractéristiques du découpage
actuel de la core area en centres de contrôle. Suivent les partitions en 31 parties trouvées par
la fusion-fission, et par les logiciels Scotch et Graclus. Le ratio de coupe de la partition trouvée
par la fusion-fission est inférieur aux autres partitions, et sa balance est beaucoup moins élevée.
Cependant, pour la première fois (c’est la seule), un coût de coupe inférieur à celui de la fusion-
fission a été trouvé. C’est le logiciel Scotch, qui a pour but de minimiser le coût de coupe, qui a
trouvé celui-ci. Cependant cela c’est fait au détriment du nombre maximal de secteurs dans une
partie, qui vaut 42 dans le cas de Scotch, mais 23 pour la fusion-fission et 25 pour Graclus. En-
fin, le nombre du minimum de secteurs, 1, de la partition trouvée par la fusion-fission s’explique
par les caractéristiques particulières de ce secteur qui a un coût de coupe très petit (peu d’avions
de ce secteur vont dans un autre secteur) et un poids très grand (beaucoup d’avions passent dans
ce secteur en provenance et/ou à destination de zones d’espace hors de notre champ d’étude).
Ainsi, ce secteur a un ratio de coupe si faible que l’intégrer dans une autre partie ferait beaucoup
augmenter le ratio de coupe de la partition. Cependant, une partie, i.e. une zone de qualifica-
tion, d’un seul secteur n’a aucun sens réel, cela montre les limites de l’utilisation du ratio de
coupe. La seconde partie la plus petite contient elle 11 secteurs, soit bien plus que dans le cas
des partitions de Scotch et Graclus. Grâce à la particularité qu’a la fusion-fission de trouver des
partitions de cardinaux différents en une seule exécution, nous pouvons vérifier si les partitions
de cardinaux inférieurs à 31 possèdent aussi une partie d’un seul élément. C’est le cas pour la
partition en 30 parties, mais pas pour celle en 29 parties. Comme cette dernière possède des ca-
ractéristiques intéressantes, elle est incluse après les résultats de Graclus. Il faut souligner que
le découpage actuel en centres a un coût de coupe proche de ceux trouvés par la fusion-fission
ou Scotch, et même meilleur que celui trouvé par Graclus. Cependant, cela est dû à une balance
de partitionnement extrêmement élevée ;
– la première ligne de la dernière partie du tableau présente les caractéristiques du découpage
de la core area en zones de qualifications, puis suivent les découpages trouvés par la fusion-
fission, Scotch et Graclus en 50 parties. Pour des balances de partitionnement très proches, c’est
la fusion-fission qui trouve la partition de ratio et de coût de coupe les plus petits. C’est aussi
cette partition qui a le nombre maximum de secteurs dans une partie le plus faible. Cependant,
nous retrouvons là encore une partie ne possédant qu’un seul secteur. Il s’agit du même secteur
que celui de la partition en 31 parties. Dans ce cas, il faut attendre une partition en 45 parties
pour que ce secteur ne soit plus isolé.
La figure 5.13 présente les découpages en 25 parties trouvés par la fusion-fission (à gauche, images
5.13(a) et 5.13(c)) et l’outil Scotch (à droite, images 5.13(b) et 5.13(d)). Quelques commentaires s’im-
posent concernant les espaces blancs présents sur ces figures au niveau de vol FL200. Ceux entourant
l’Angleterre, sur la mer baltique et la Manche sont dus au fait que ces régions sont des zones d’es-
pace d’information et non de contrôle au sens donné par l’OACI (supra 5.1.2). Ceux au-dessus de
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(a) Découpage en 25 parties trouvé par la fusion-fission
au FL200.
(b) Découpage en 25 parties trouvé par Scotch au FL200.
(c) Découpage en 25 parties trouvé par la fusion-fission
au FL400.
(d) Découpage en 25 parties trouvé par Scotch au FL400.
FIG. 5.13 – Résultat pour le découpage en 25 parties de l’espace aérien de la core area.
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(a) Zones de qualification (50) au FL200. (b) Découpage en 50 parties trouvé par la fusion-fission
au FL200.
(c) Zones de qualification au FL400. (d) Découpage en 50 parties trouvé par la fusion-fission
au FL400.
FIG. 5.15 – Représentation des 50 zones de qualification de la core area et du découpage en 50 parties
de celle-ci trouvé par la fusion-fission.
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l’Espagne et de l’Italie correspondent aux emplacements des secteurs de contrôle des approches des
grands aéroports espagnols et italiens, et ne font donc pas partie de centres de contrôle.
Les découpages trouvés par la fusion-fission et Scotch ont plusieurs points communs. Les parties
en Allemagne, au Danemark, du sud-ouest de la France ou du sud de l’Espagne se ressemblent. Les
parties dans l’ouest de la figure sont dans les deux cas orientés vers l’océan Atlantique et donc vers
les flux venant de l’Amérique.
La figure 5.13 présente trois découpages : le découpage réel en 31 centres de contrôles (images
5.14(a) et 5.14(d)), et les partitions trouvées par la fusion-fission en 31 (images 5.14(b) et 5.14(e))
et 29 parties (images 5.14(c) et 5.14(f)). Ces deux dernieres se ressemblent beaucoup. La différence
principale qui peut être faite est que celle en 29 parties contient des parties fusionnées par rapport à
celle en 31 parties. Les partitions trouvées par la fusion-fission présentent à l’ouest des parties orientés
par les flux venant de l’Amérique. Au sud, nous pouvons observer une partie orientée par les flux entre
la France et l’Afrique du Nord, alors qu’il est aussi le prolongement d’une partie allant vers l’Italie. Le
nord du Royaume-Uni forme une grande partie isolée qui ressemble au centres de contrôle existant, et
un peu plus à l’est, le Danemark et les Pays-Bas sont dans une partie commune aux niveaux supérieurs
(au-dessus du FL285). On remarque encore que Paris et Francfort sont, aux niveaux inférieurs (avant
le FL285), aux carrefours de nombreuses parties. Le découpage réel est quand à lui assez différent de
celui trouvé par la fusion-fission.
La figure 5.15 rassemble le découpage réel en 50 zones de qualification (images 5.15(b) et 5.15(d))
et celui trouvé par la fusion-fission (images 5.15(b) et 5.15(d)) en 50 parties. Ce dernier découpage
semble un peu désordonné. En effet, minimiser le ratio de coupe pour un nombre de parties aussi
important ne fait plus apparaître des parties aussi ordonnées que précédemment, dans le sens vertical
comme horizontal, car les flux locaux deviennent plus importants que les flux globaux (ce commen-
taire est aussi valable pour le coût de coupe). Cependant, un certain nombre de commentaires faits
pour le découpage en 31 parties restent valable pour celui-ci. À l’ouest, les parties sont orientées vers
l’océan Atlantique. Les parties vers le sud sont orientées est-ouest, et celles juste au-dessus, nord-sud.
Aux niveaux inférieurs, Paris et Francfort sont les points de convergence de plusieurs parties.
Les découpages trouvés pour un grand nombre de parties nous montrent que, dans ceux-ci, le
découpage se fait en fonction des flux locaux et non plus en fonction de flux globaux, d’où l’apparente
incohérence de certaines parties trouvées. Au contraire, le découpage en un nombre de parties plus
restreint respecte beaucoup plus ces flux globaux.
5.5 Conclusion
Ce chapitre présente les résultats concernant l’application principale de cette thèse, le problème
du découpage de l’espace aérien européen en zones de qualification. Après avoir présenté la structure
de l’espace aérien avec ses réseaux de route, le rôle du contrôleur et la sectorisation de l’espace,
le problème du découpage de l’espace aérien en Europe a été expliqué. Celui-ci s’inscrit dans le
projet de création de blocs fonctionnels d’espace en Europe. Puis nous avons détaillé le processus
de modélisation de ce problème vers celui du partitionnement de graphe non contraint. Ce processus
passe par la compréhension de la notion de charge de contrôle d’un contrôleur, par la description des
objectifs et contraintes de notre problème, par l’analyse et le traitement des données de trafic et enfin
par la création du graphe du trafic aérien.
Une fois le problème du découpage de l’espace aérien décortiqué et analysé, une série de résultats
a été proposé. Les premiers résultats présentés ont eu pour but de sélectionner les outils de parti-
tionnement les plus adaptés pour le découpage de l’espace aérien. Ainsi, ont été retenus, parmi les
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métaheuristiques, la méthode de fusion-fission, et parmi les outils multi-niveaux, les outils Scotch et
Graclus. Puis trois séries de découpages sont proposés. La première série concerne l’espace aérien
français en 5 et 7 zones de qualification. La seconde concerne le FAB d’Europe centrale et 12, 16 et
26 zones de qualification. La troisième concerne la core area en 25, 31 et 50 zones de qualification.
Chacun de ces découpages est proposé en fonction du nombre actuel de zones de qualification, de
centres de contrôle, mais aussi des recommandations d’Eurocontrol.
Le but de cette étude n’est pas de proposer un découpage directement opérationnel de l’espace aé-
rien européen en zones de qualification, mais de proposer des outils pour permettre un tel découpage.
Dans la perspective d’obtenir des résultats opérationnels, il serait important de réaliser un étude de
terrain concernant les difficultés de contrôle dans chaque secteur.
Les découpages proposés dépendent de la forme des secteurs, en particulier, ceux-ci ont été des-
sinés en fonction des frontières nationales. Un redécoupage plus performant devrait être basé sur un
nouveau découpage de l’espace en secteurs de contrôle. De même, le redécoupage proposé est basé
sur les routes aériennes existantes. Une modification de ces routes aériennes permettrait d’obtenir un
redécoupage plus pertinent au niveau opérationnel.
Chapitre 6
Application de la méthode de
fusion-fission à d’autres problèmes de
partitionnement non contraints
Ce chapitre étudie l’application de la méthode de fusion-fission à deux problèmes de partitionne-
ment non contraints : la segmentation d’image (infra 6.1) et la classification de documents (infra 6.2).
Cette étude a pour but de comparer les performances de la fusion-fission par rapport aux méthodes
de la littérature, sur d’autres problèmes de partitionnement non contraint que celui du découpage
de l’espace aérien. Ainsi, afin de permettre une comparaison objective, les modélisations présentées
dans la littératures sont utilisées en l’état. Le but de cette étude n’est pas de proposer de nouvelles
modélisations, ni de modifier celles utilisées, mais de vérifier la performance de la fusion-fission en
comparant tels quels ses résultats avec ceux de la littérature.
6.1 La segmentation d’images
6.1.1 Présentation du problème
Le but de la segmentation d’images est d’isoler des régions homogènes du reste de l’image, en
s’assurant qu’elles sont bien différentes les unes des autres. Le but est donc à la fois de découper
l’image en des parties homogènes, mais aussi de rassembler les parties les plus homogènes entre
elles. Ces deux objectifs sont complémentaires et utiles afin d’obtenir une représentation visuelle
satisfaisante de chaque partie de l’image segmentée. L’une des finalités de la segmentation d’images
est la reconnaissance de formes, d’objets ou de personnes.
Cependant, la question du choix du critère de segmentation permettant d’obtenir la « meilleure
partition » de l’image reste ouverte. De nombreux critères ont été proposés. Nous avons choisi le
critère de la coupe normalisée ou normalized cut en anglais [SHI00, SHI98b]. Ce critère est largement
utilisé dans la littérature [BEN05, MAR04, SHE03, WEI99]. Il est à la fois simple et performant, et il
permet d’identifier des zones homogènes qui peuvent être de superficies variables, et peu connectées
entre elles.
Pour segmenter une image, un premier traitement consiste à convertir cette image en une matrice
de pixels. Différentes caractéristiques de l’image peuvent être utilisées pour créer cette matrice : la
luminance (intensité lumineuse), les différences de couleurs, la texture, ou encore une combinaison
de ces caractéristiques. Nous n’étudierons les images que par la luminance, ce qui nous permet de ne
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FIG. 6.1 – Conversion d’un pixel en un sommet d’un graphe.
nous intéresser qu’aux images en niveaux de gris.
De manière plus formelle, le graphe G = (V,E) d’une image est construit en considérant chaque
pixel comme un sommet du graphe. Une arête du graphe relie deux sommets si la distance séparant
les deux pixels respectifs est inférieure à une distance minimale. Chaque arête ainsi constituée entre
un sommet i et un sommet j, est pondérée par un poids :
poids(i, j) = exp
−‖X(i)−X(j)‖22
σX ∗ exp
−‖I(i)−I(j)‖22
σI ,
avec ‖ X(i)−X(j) ‖2 la norme euclidienne de la distance entre les pixels i et j, et ‖ I(i)− I(j) ‖2
la norme pondérée entre 0 et 1 de la différence d’intensité lumineuse entre les pixels i et j.
La figure 6.1 illustre notre conversion d’un pixel en un sommet d’un graphe. Le gris utilisé a une
différence normalisée d’intensité de 0, 4 avec le noir et de 0, 6 avec le blanc. Dans cette représentation
et pour toutes les figures que nous avons segmentées, nous avons utilisé σX = 2 et σI = 0, 1.
Une étude montre que le nombre de régions différentes isolées dans une image par un humain
varie fortement en fonction des personnes à qui l’on demande de faire cette segmentation, comme le
montre [MAR01]. Ainsi, il n’existe pas a priori de nombre k pour lequel il faut segmenter une image
particulière.
6.1.2 Application de la méthode de fusion-fission
Le domaine de la segmentation d’images est très actif depuis de nombreuses années, et de nom-
breuses méthodes ont été développées [FOR03] : la segmentation basée sur les régions, avec les centres
mobiles (en anglais k-means), la décomposition/agrégation (ou split and merge), la croissance de ré-
gion (ou region growing) ; la segmentation basée sur les contours (edge-based techniques) ; ou les
approches globales comme les histogrammes. Ainsi, des méthodes très générales comme les méta-
heuristiques peuvent être appliquées à ce problème.
Cette section a pour but d’appliquer la méthode de fusion-fission à la segmentation d’image. Nous
avons vu qu’une image pouvait être transformée en graphe, et que ce graphe pouvait alors être parti-
tionné en utilisant la fonction de coût normalisée. Puisqu’une image segmentée possède des régions
dont les tailles n’ont aucune raison d’être identiques, le problème de la segmentation d’images peut
être résolu en utilisant des méthodes pour le partitionnement non contraint (supra 1.6).
Nous avons donc utilisé la méthode de fusion-fission appliquée au partitionnement non contraint
pour résoudre le problème de la segmentation d’image. Or, le nombre de partitions créé par la fusion-
fission varie au cours du processus d’optimisation. Cette particularité de la méthode de fusion-fission
la rend intéressante dans le cas de la segmentation d’images puisque, comme nous l’avons vu, le
nombre de parties à créer est en général relatif. Pouvoir choisir après une exécution de l’algorithme
entre plusieurs images segmentées peut être appréciable.
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(a) Damier origi-
nal
(b) 9 parties (c) 6 parties
(d) 7 parties (e) 8 parties (f) 10 parties
FIG. 6.2 – Damier de 9 cases à partitionner en 9 parties, ainsi que les autres partitions trouvées pendant
la même exécution de l’algorithme de fusion-fission.
Le but de cette application à la segmentation d’images n’est pas de chercher à trouver des images
« mieux » segmentées que celles proposées dans les articles de la littérature, ni de faire une comparai-
son poussée avec les techniques existantes, mais plutôt de montrer que l’algorithme de fusion-fission
peut être utilisé dans le cas de la segmentation d’image. Nous n’avons pas cherché à optimiser notre
algorithme pour la segmentation d’image. De même, le paramétrage de la transformation d’une image
en un graphe est assez délicat. Cependant, les transformations que nous avons utilisées sont basiques.
Une étude plus poussée sur cette adaptation pourrait être réalisée plus tard.
6.1.3 Tests
Notre premier essai de segmentation d’images a été sur un damier. Il avait pour but de savoir si
la méthode de fusion-fission pouvait être adaptée à la segmentation d’image, et dans le cas où cela
s’avérait possible, de paramétrer l’algorithme. La figure 6.2 représente le découpage d’un damier de
9 cases obtenu après une exécution de notre méthode. Le découpage en 9 parties de ce damier étant
parfait, ce premier essai s’est révélé concluant, bien que l’exemple soit très simple. Nous pouvons
aussi observer que les découpages en 7 et 8 parties sont eux aussi bons. Le découpage du damier en
10 parties montre, comme on peut s’y attendre, que 8 cases sont bien segmentées et que la 9e est
découpée 2 deux parties par un trait droit (dans notre adaptation d’un image en un graphe, une coupe
droite possède un coût de coupe plus petit entre deux parties qu’une coupe diagonale).
Après ce premier essai concluant, nous avons cherché à segmenter d’autres images plus com-
plexes. Pour cela, nous avons choisi quatre photographies en niveaux de gris issues d’une base de
données d’images de l’université de Berkeley, qui est disponible à l’adresse :
www.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/ .
Cette base de données possède des images en couleur comme en niveaux de gris, et à chaque
image sont associées plusieurs segmentations. Celles-ci ont été réalisées grâce à un logiciel de dessin,
par des étudiants de Berkeley. En considérant ces segmentations, on remarque que, pour une même
image, elles possèdent un nombre de parties différent. Pour illustrer les découpages réalisés par la
fusion-fission, nous les comparerons tous avec une de ces segmentations.
La première photographie découpée par l’algorithme de fusion-fission est celle d’une tête d’au-
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(a) Photographie
originale
(b) Découpage
fait à la main
(c) 4 parties (d) 5 parties (e) 6 parties
FIG. 6.3 – Segmentation de la photographie d’une tête d’autruche par l’algorithme de fusion-fission.
truche (figure 6.3(a)). Une des segmentations proposées dans la base de données de Berkeley est pré-
sentée figure 6.3(b). Nous proposons plusieurs découpages trouvés simultanément par l’algorithme
de fusion-fission : figures 6.3(c) à 6.3(e). Le fond de cette image est flou et comporte un dégradé
progressif, ce qui explique qu’il forme un bloc assez homogène, particulièrement sur la figure 6.3(c).
Sur la photographie, le cou de l’autruche semble ne pas avoir de discontinuité jusqu’au bec de l’au-
truche. Mais l’algorithme de fusion-fission le découpe toujours en deux parties. La tête de l’autruche
est séparée de son cou dans les partitions trouvées par notre algorithme, cependant la segmentation de
référence (image 6.3(b)) ne le fait pas. Ce qui est le plus surprenant à première vue est que les yeux de
l’autruche sont inclus dans le fond de l’image dans les figures 6.3(c) à 6.3(e). Cependant, en regardant
l’image d’origine, on s’aperçoit que les yeux de l’autruche sont d’un niveau de gris beaucoup plus
proche du fond de l’image que de celui de la tête de l’autruche, ce qui explique le résultat trouvé
par notre algorithme. Pour autant, cela souligne l’imperfection de l’approche que nous avons eue qui
consiste à créer le graphe en se basant uniquement sur la luminance de ses pixels.
Paramétrage de la fusion-fission pour la segmentation de la figure 6.3(a) :
– rfusion = rfission = {0, 85; 0, 10; 0, 04; 0, 01} ;
– pas_de_re`gle = 0.002 et fission_chaiˆne = 1, 7 ;
– p = 0, 5, q = 0, 8 ;
– couˆt_min = 15 et nombre_de_passes = 32.
Ce paramétrage a été obtenu empiriquement en suivant les réglages présentés en sous-section 4.3.9.
Par la suite, seuls ces deux derniers paramètres seront modifiés. Nous pouvons faire remarquer que
plusieurs paramètres sont identiques à ceux utilisés pour le découpage de l’espace aérien présenté en
section 5.4.1 : rfusion, rfission, p et q.
La seconde et la troisième photographies segmentées représentent respectivement un avion valant
dans un ciel chargé de nuages (figure 6.4(a)) et un bosquet entouré d’un champ (figure 6.5(a)). Ces
deux images comportent typiquement deux parties : dans le premier cas, un avion et le fond nuageux
comme le découpage manuel le souligne (figure 6.4(b)) ; dans le second cas, un bosquet et les champs
l’entourant, bien que le découpage manuel délimite aussi les champs alentours, ce qui nous semble
être un découpage beaucoup plus subjectif (figure 6.5(b)). La fusion-fission a, dans les deux cas, assez
bien isolé à la fois l’avion (figure 6.4(c)) et le bosquet (figure 6.5(c)). Le découpage de l’avion fait
même apparaître les deux moteurs, la dérive et le gouvernail. Quant à la découpe du bosquet, elle fait
bien apparaître les débordements de certains arbres sur les champs. Ces deux segmentations sont les
plus réussies parmi celles que nous avons obtenues.
La photographie aérienne a servi d’illustration à d’autres techniques de segmentation. Cette pho-
tographie est segmentée en utilisant l’algorithme generalized belief propagation (GBP) dans [SHE03].
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(a) Photographie originale (b) Découpage fait à la main (c) Fusion-fission en 2 parties
(d) GBP coupe normalisée (e) Découpe spectrale
FIG. 6.4 – Segmentation de la photographie d’un avion dans le ciel.
(a) Photographie originale (b) Découpage fait à la main (c) Fusion-fission en 2 parties
FIG. 6.5 – Segmentation de la photographie d’un bosquet entouré de champs.
Cet algorithme permet la minimisation de deux critères au choix : la coupe normalisée ou le « coût
typique » (typical cut). La figure 6.4(d) représente le résultat trouvé par l’algorithme GBP utilisant
la coupe normalisée. Sur cette figure, l’avion est à peine discernable. En comparaison, le découpage
trouvé par la fusion-fission (figure 6.4(c)) semble bien meilleur. Nous devons cependant souligner que
dans cet article, l’algorithme GBP trouve un découpage beaucoup plus réussi en minimisant le coût
typique. Dans [YU03], la photographie de cet avion a été segmentée en utilisant un méthode spectrale.
Le résultat de cette segmentation (figure 6.4(e)) s’il est moins précis que celui de la fusion-fission car
il comporte un plus grand nombre de parties, permet néanmoins d’isoler l’avion du paysage nuageux.
Nous avons testé aussi une photographie beaucoup plus complexe, celle d’un palmier (figure
6.6(a)). Le découpage réalisé à la main représente clairement le palmier en premier plan avec le sable
en bas, surmonté de la mer, puis de la colline, elle-même dépassée par les nuages, puis un ciel clair. Le
résultat obtenu par l’algorithme de fusion-fission est beaucoup moins clair (figure 6.6(c)). Le palmier
se devine, mais c’est tout, la mer est constitué de 4 blocs qui se mélangent avec le palmier. Cependant
la coupure entre la mer et la plage est nette, ainsi qu’entre la mer et la colline. Si une partie des nuages
est distincte du ciel clair, le reste est mélangé à celui-ci. Le découpage de cette photographie montre
la limite actuelle de notre adaptation.
De même que pour la photographie de l’avion, la photographie de ce palmier a été segmentée
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(a) Photographie origi-
nale
(b) Découpage fait à la
main
(c) Fusion-fission en 10
parties
(d) GBP avec la coupe
normalisée
(e) GBP avec le coût
typique
FIG. 6.6 – Segmentation de la photographie d’un palmier.
par l’algorithme GBP. La figure 6.6(d) montre le résultat de cet algorithme. Cette fois-ci, les deux
segmentations semblent être de qualité équivalente. Mais, cela veut aussi dire que ni l’une ni l’autre
n’est satisfaisante. Si l’on en juge par le résultat obtenu de la segmentation utilisant le coût typique
(figure 6.6(e)), alors on peut se demander si l’on ne devrait pas changer de modèle et adapter la
fusion-fission à cette fonction de coût typique qui semble, à première vue, bien meilleure.
Le paramétrage de la fusion-fission pour la segmentation des figures 6.4(a) et 6.6(a) est le sui-
vant : couˆt_min = 24 et nombre_de_passes = 30, et pour la figure 6.5(a) : couˆt_min = 15 et
nombre_de_passes = 24. Le temps d’exécution de l’algorithme de fusion-fission est de 5 minutes à
chaque fois.
6.2 La classification de documents
6.2.1 Présentation
Le but de la classification de documents est de regrouper par catégories des textes mélangés dans
une même base de données. L’approche classique utilisée pour résoudre ce problèmes se décompose
en deux étapes : la première consiste à analyser chaque document pour en extraire son vocabulaire
significatif, et la seconde trie les documents à partir des similitudes de vocabulaire utilisées dans
ceux-ci.La méthode de classification utilisée dans cette section est celle décrite par Inderjit Dhillon
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dans
[DHI01]. Dans celui-ci, il présente une méthode permettant de classer en parallèle les documents et
leurs mots. Pour cela, une matrice M de correspondance documents-mots est créée. Un élément Mij
de cette matrice signifie que le mot de rang i est présent Mij fois dans le document j. D’une manière
générale, un très grand nombre de mots est utilisé, même pour un ensemble de documents de petite
taille. Cependant, seul un faible pourcentage de ces mots est utilisé par chaque document, ce qui rend
la matrice M très creuse. Dans [DHI01], le pourcentage de valeurs nulles de cette matrice est évalué
à 99%.
On distingue la classification supervisée (en anglais classification), dont les catégories sont con-
nues a priori, de la classification non supervisée (en anglais clustering), dont les catégories sont
fondées sur la structure propre de la « proximité » des objets. Nous ne nous intéresserons dans cette
section qu’à la classification supervisée de documents.
De nombreuses méthodes de classification existent pour résoudre ce problème [JAI99] : la clas-
sification hiérarchique, les centres mobiles, les méthodes d’agrégation, la méthode des plus proches
voisins, fuzzy clusetring, etc. La méthode utilisée dans [DHI01] est basée sur le partitionnement de
graphe. Plus précisément, le but est de trouver une partition de coût minimale d’un graphe biparti1.
6.2.2 Modélisation
Un graphe biparti peut se noter G = (Sd, Sm, A) où Sd est le premier ensemble de sommets,
l’ensemble des documents dans notre cas, Sm le second ensemble de sommets qui sera pour nous
l’ensemble des mots, et A l’ensemble des arêtes reliant les sommets de Sd à ceux de Sm. Soient deux
sommets s ∈ Sd et s′ ∈ Sm, si le nombre s′ apparaît dans le document s, alors l’arête (s, s′) est
incluse dans A et poids(s, s′) représente le nombre d’occurrences de s′ dans s.
Trouver une partition d’un graphe biparti revient à regrouper dans les mêmes parties des sommets
des deux ensembles Sd et Sm. Le but de cette classification de documents va être de partitionner
le graphe biparti réalisé après la lecture de l’ensemble des documents présentés, en cherchant à mi-
nimiser les liens entre différentes parties. Les parties trouvées seront constituées des associations
mots-documents les plus fortes, ce qui permettra donc de classer les documents comme les mots.
Cependant, la taille des parties recherchées n’est pas connue à l’avance. Ce problème n’est donc pas
celui du partitionnement de graphe contraint, mais celui du cas non contraint (supra 1.6).
La question soulevée par cette adaptation du problème du partitionnement de graphe est celle de
la fonction objectif à utiliser. En effet, comment savoir si la fonction objectif utilisée va permettre
de trouver une classification « parfaite » des documents. S’il est difficile de créer une telle fonction
objectif, il est possible d’invalider une fonction proposée. Pour cela, il suffit de se procurer plusieurs
bases de données de documents de sujets très différents, de les mélanger entre elles, puis de les trier en
utilisant la fonction objectif proposée, puis de vérifier si une valeur plus petite de celle-ci par rapport
à la classification d’origine ne peut être trouvée.
Dans [JAI99], Inderjit Dhillon propose de se servir de la fonction de coupe normalisée (supra 1.4)
pour résoudre ce problème de classification. Le but de notre expérimentation est de vérifier si cette
fonction objectif est valable pour ce problème.
6.2.3 Extraction des mots d’un document et analyse lexicale
Nous avons récupéré trois ensembles de documents utilisés dans [JAI99] :
1Un graphe biparti est un graphe dont toutes les arêtes relient uniquement deux ensembles distincts de sommets, i.e.
deux sommets du même ensemble ne peuvent pas être reliés par une arête.
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Jeux de données Nb. de documents Nb. de mots Nb. d’arêtes du graphe
MedCran 2,433 10,683 129,601
MedCisi 2,493 11,616 118,304
MedCranCisi 3,893 13,192 192,857
TAB. 6.1 – Tailles de graphes créés à partir de différents jeux de données.
Algorithme partie Medline Cranfield coupe normalisée balance
Classification d’origine
S0 1033 0 0,3037 1,22
S1 0 1400
Fusion-fission
S0 1019 0 0,3030 1,30
S1 14 1400
Graclus
S0 765 0 0,3706 1,43
S1 268 1400
TAB. 6.2 – Résultats de la bissection du problème MedCran.
Medline : 1033 résumés médicaux ;
Cranfield : 1400 résumés de documents aéronautiques ;
Cisi : 1460 résumés de recherche documentaire.
Cette base de données est disponible à l’adresse suivante : ftp://ftp.cs.cornell.edu/pub/smart .
Afin de pouvoir créer le graphe biparti documents-mots, l’extraction des mots de ces documents
doit être réalisée. Celle-ci se déroule en trois étapes :
1. les mots sont extraits des différents documents à partir de l’analyse des différents séparateurs
lexicaux comme les espaces blancs ou les signes de ponctuation ;
2. les « mots vides », ou stop words en anglais, sont supprimés de la liste de mots précédemment
extraits. Les mots vides sont des mots de liaison (aussi appelés connecteurs logiques), ou des
mots tellement courants que leur utilisation n’apporte pas de signification supplémentaire au
texte. Nous avons téléchargé et utilisé la liste de mots vides disponibles à la même adresse que
celle des bases de données ;
3. enfin, nous avons extrait le lexème2 de chaque mot de la liste de « mots pleins » restant. Cette
étape a été réalisée grâce à l’utilisation d’un logiciel prévu à cet effet et basé sur le Porter
stemming algorithm [POR80]. Ce logiciel est disponible à l’adresse :
http://tartarus.org/ martin/PorterStemmer/ .
À partir de la liste de mots (ou plus exactement de lexèmes) trouvée, nous avons pu construire les
graphes qui serviront aux classifications présentées dans la section suivante. Les caractéristiques de
ces graphes sont décrites dans le tableau 6.1.
6.2.4 Résultats
Nous avons créé quatre jeux de données à partir des trois ensembles de documents de la sous-
section précédente. Les trois premiers sont les trois paires possibles de la combinaison de ces en-
sembles de documents, nous les noterons : MedCran, MedCisi et CranCisi. Le dernier, nommé Med-
CranCisi, est constitué du mélange des trois ensembles de documents.
2Un lexème est une unité minimale de signification appartenant au lexique.
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Algorithme partie Medline Cisi coupe normalisée balance
Classification d’origine
S0 1033 0 0,3402 1,04
S1 0 1460
Fusion-fission
S0 988 4 0,3346 1,15
S1 45 1456
Graclus
S0 825 40 0,3474 1,21
S1 208 1420
TAB. 6.3 – Résultats de la bissection du problème MedCisi.
Algorithme partie Medline Cranfield Cisi coupe normalisée balance
Classification d’origine
S0 1033 0 0 0,7586 1,31
S1 0 1400 0
S2 0 0 1460
Fusion-fission
S0 903 0 4 0,7499 1,22
S1 7 1385 8
S2 123 13 1448
Graclus
S0 874 0 0 0,7602 1,27
S1 18 1384 9
S2 141 14 1451
TAB. 6.4 – Résultats de la 3-partition du problème MedCranCisi.
Les 3 ensembles de documents, Medline, Cranfield et Cisi, sont approximativement de même
taille. Ainsi, la classification d’origine des jeux de données, qui consiste à créer une partition de
ceux-ci dans laquelle chaque partie est égale à un ensemble de documents, possède une balance de
partitionnement assez petite. Les tableaux 6.2, 6.3 et 6.4 présentent respectivement la classification
d’origine des jeux de données MedCran, MedCisi et MedCranCisi. Comme les balances de parti-
tionnement d’origine ne dépassent pas 1, 31, et parce que les graphes engendrés par ces différents
jeux de données sont de grandes tailles (cf tableau 6.1), nous avons choisi d’utiliser l’algorithme de
fusion-fission appliqué au partitionnement de graphe contraint (supra 4.4).
Nous avons appliqué sur chaque jeu de données l’algorithme de fusion-fission ainsi que l’outil
de partitionnement Graclus (supra A). Ce dernier a été choisi car il permet de minimiser la coupe
normalisée. En plus, nous avons comparé les résultats trouvés par l’outil Graclus avec ceux du lo-
giciel pMetis. Le tableau 6.5 présente ces résultats, et permet de vérifier que ceux de Graclus sont
effectivement plus performants, et que ce logiciel est utile pour résoudre ce problème.
Le tableau 6.2 compare les partitions du jeu de test MedCran, trouvées par les différentes méthodes
de partitionnement. Nous pouvons constater que si l’outil Graclus n’a pu trouver une partition de
coupe normalisée proche de celle de la classification d’origine, l’algorithme de fusion-fission a trouvé
une partition de coupe normalisée inférieure. De plus, c’est au bout de seulement 7 secondes de calcul
que la première partition de coupe normalisée plus petite que celle du classement d’origine, a été
trouvée.
Le paramétrage de l’algorithme de fusion-fission a été le même pour tous les résultats présen-
tés dans cette section : une balance de partitionnement maximale imposée de 2, 00, et un nombre
d’itérations n = 2000.
Les tableaux 6.3 et 6.4 présentent les résultats obtenus pour les jeux de tests MedCisi et Med-
CranCisi. Dans les deux cas, l’outil Graclus trouve des partitions dont la coupe normalisée, si elle est
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MedCran MedCisi MedCranCisi
pMetis 0.4729 0.3863 1.1635
Graclus 0.3706 0.3474 0.7602
TAB. 6.5 – Comparaison des coupes normalisées trouvées par les outils pMetis et Graclus.
proche de celle de la classification d’origine, est cependant plus grande que celle-ci. Mais ces deux
tableaux montrent aussi que l’algorithme de fusion-fission permet à chaque fois de trouver des par-
titions dont la coupe normalisée est inférieure à celle de la classification d’origine. Cette première
constatation nous indique que l’utilisation de la coupe normalisée comme fonction objectif n’est pas
optimale.
Les tableaux 6.2, 6.3 et 6.4 présentent aussi la répartition des documents des partitions trouvées
en les comparant avec le classement d’origine. Dans le cas de la fusion-fission, cette répartition est
peu différente pour le jeu de données MedCran, mais la différence s’accentue pour MedCisi et devient
forte dans le cas de MedCranCisi. Cette seconde constatation, ajoutée à la première, nous permet de
dire que l’utilisation de la coupe normalisée pour la classification de documents n’est pas optimale.
6.3 Conclusion
Ce chapitre présente deux applications de la méthode de fusion-fission à des problèmes d’op-
timisation combinatoire modélisables sous forme de problèmes de partitionnement de graphes non
contraints. Le premier problème étudié est celui de la segmentation d’image. L’image est modélisée
sous la forme d’un graphe, puis partitionnée en fonction du coût de coupe normalisé. La seconde ap-
plication est celle de la classification de documents. Un graphe est créé en fonction de l’adéquation
du vocabulaire présent dans les différents documents.
Ces deux applications ont été réalisées afin d’étudier les performances de la méthode de fusion-
fission sur d’autres problèmes que ceux du découpage de l’espace aérien. Afin que cette étude soit
aussi objective que possible, nous sommes restés fidèles aux modélisations sous formes de partition-
nement de graphes de ces deux problèmes, tels qu’ils sont proposés dans la littérature. Nous n’avons
donc pas cherché à améliorer ces modélisations.
Dans le domaine de la segmentation d’image, il existe d’autres modélisations de ce problème dont
les résultats sont plus intéressants que ceux de la modélisation que nous avons utilisée, mais qui ne
font pas appel au partitionnement de graphe. Cependant, notre étude montre qu’avec la modélisa-
tion utilisée, la fusion-fission permet de trouver des résultats au moins aussi bons que ceux d’autres
méthodes de la littérature.
D’autre part, notre étude à aussi permis de montrer, dans le cas de la classification de documents,
les faiblesses de la modélisation du problème sous forme de partitionnement de graphe telle qu’elle est
présentée dans la littérature. Ainsi, l’utilisation de la coupe normalisée pour modéliser la classification
de document n’est pas optimale. Il reste cependant à trouver une fonction objectif plus performante.
Chapitre 7
Application de la méthode de
fusion-fission au partitionnement
contraint
L’application de la méthode de fusion-fission au problème du découpage de l’espace aérien eu-
ropéen a donné de bon résultats comparativement à d’autres méthodes de partitionnement (supra 5).
Cependant, ce problème de trafic aérien, qui est un problème de partitionnement non contraint, est
assez différent de celui du partitionnement contraint, que cherchent à résoudre les outils et méthodes
de partitionnement classiques. La comparaison entre les résultats trouvés par la fusion-fission et ceux
trouvés par ces méthodes est donc biaisée pour deux raisons : les contraintes ne sont pas du même
ordre et les fonctions objectif sont différentes.
Fort de ce constat, nous avons voulu adapter la méthode de fusion-fission au problème pour le-
quel ces outils et méthodes de partitionnement ont été conçues, et non plus l’inverse. Le but de cette
adaptation de la fusion-fission au partitionnement de graphe contraint est de pouvoir comparer plus
objectivement les résultats des différentes méthodes sur le problème contraint. Nous avons aussi utilisé
la fusion-fission sur les bancs de tests classiques de partitionnement de graphe.
Ce chapitre présente les résultats obtenus par la méthode de fusion-fission en les comparant à
ceux des outils de l’état de l’art (supra A.1). Les graphes qui ont servi au partitionnement sont ceux
présents dans les archives du partitionnement de graphe (infra annexe A.4). Le tableau 7 récapitule
leurs caractéristiques.
Dans une première section, la robustesse de l’algorithme de fusion-fission pour le partitionnement
contraint va être comparée avec celle des outils multi-niveaux (supra 7.1). Puis, sont étudiés les gains
de performances obtenus par la fusion-fission par rapport à une itération des méthodes multi-niveaux
(supra 7.2). Dans une troisième section, sont comparés les résultats obtenus avec les différentes amé-
liorations apportées à l’algorithme de fusion-fission (supra 7.3). La quatrième section compare les
meilleurs partitions trouvées actuellement pour les bancs de tests avec ceux obtenus par la fusion-
fission (supra 7.4). Enfin, la dernière section conclue ce chapitre (supra 7.5).
7.1 Robustesse de la fusion-fission
Cette section présente les premiers résultats des bancs de tests trouvés par l’algorithme de fusion-
fission. Celui-ci utilise une séquence aléatoire de n entiers suivant une loi binomiale (supra 4.4).
Comme nous l’avons fait remarquer, cette première version ne permet pas de stopper l’algorithme
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Taille Degré
Nom du graphe card(S) card(A) min. max. moyenne
add20 2 395 7 462 1 123 6,23
data 2 851 15 093 3 17 10,59
3elt 4 720 13 722 3 9 5,81
uk 4 824 6 837 1 3 2,83
add32 4 960 9 462 1 31 3,82
bcsstk33 8 738 291 583 19 140 66,74
whitaker3 9 800 28 989 3 8 5,92
crack 10 240 30 380 3 9 5,93
wing_nodal 10 937 75 488 5 28 13,80
fe_4elt2 11 143 32 818 3 12 5,89
vibrobox 12 328 165 250 8 120 26,81
bcsstk29 13 992 302 748 4 70 43,27
4elt 15 606 45 878 3 10 5,88
fe_sphere 16 386 49 152 4 6 6,00
cti 16 840 48 232 3 6 5,73
memplus 17 758 54 196 1 573 6,10
cs4 22 499 43 858 2 4 3,90
bcsstk30 28 924 1 007 284 3 218 69,65
bcsstk31 35 588 572 914 1 188 32,20
bcsstk32 44 609 985 046 1 215 44,16
t60k 60 005 89 440 2 3 2,98
wing 62 032 121 544 2 4 3,92
brack2 62 631 366 559 3 32 11,71
finan512 74 752 261 120 2 54 6,99
fe_tooth 78 136 452 591 3 39 11,58
fe_rotor 99 617 662 431 5 125 13,30
598a 110 971 741 934 5 26 13,37
fe_ocean 143 437 409 593 1 6 5,71
144 144 649 1 074 393 4 26 14,86
wave 156 317 1 059 331 3 44 13,55
m14b 214 765 1 679 018 4 40 15,64
TAB. 7.1 – Caractéristiques des graphes du banc de tests utilisé.
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FIG. 7.1 – Coûts de coupe minimum, moyen et maximum des 20 bissections obtenues pour une
balance de partitionnement de 1,01, par la fusion-fission et les logiciels Jostle et pMetis
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FIG. 7.2 – Coûts de coupe minimum, moyen et maximum des 20 partitions en 4 parties obtenues pour
une balance de partitionnement de 1,01, par la fusion-fission et les logiciels Jostle et pMetis
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FIG. 7.3 – Coûts de coupe minimum, moyen et maximum des 20 partitions en 8 parties obtenues pour
une balance de partitionnement de 1,01, par la fusion-fission et les logiciels Jostle et pMetis
après un temps d’exécution fixe. Afin ne pas avoir un temps de calcul prohibitif, nous avons limité le
nombre d’itérations de la fusion-fission à n = 1000.
L’algorithme d’affinage utilisé est le Global Kernighan-Lin refinement (GKLR, supra 2.5.3). L’al-
gorithme de fusion-fission procède à quatre affinages à chaque itération de sa boucle interne (ou boucle
sur le nombre de parties), un pour chaque valeur de la balance de partitionnement des bancs de tests :
1,00 ; 1,01 ; 1,03 et 1,05. Cette adaptation de l’algorithme est spécialement conçue pour ceux-ci, car
elle permet de ne pas exécuter l’algorithme de fusion-fission pour chacune de ces balances de par-
titionnement. Cependant, comme le processus d’affinage est long, le répéter 4 fois de suite allonge
significativement la durée d’exécution de l’algorithme.
Les calculs présentés dans cette section et celles qui vont suivre ont été réalisés sur un ordinateur
fonctionnant avec le système d’exploitation GNU/Linux Debian, muni d’un processeur Intel Pentium
IV cadencé à 3GHz, disposant de 512Mo de mémoire vive.
Les figures 7.1 à 7.3 comparent les coûts de coupe trouvés par 20 exécutions de l’algorithme de
fusion-fission et des logiciels Jostle et pMetis. Afin de simuler le changement de graine de la fonction
de génération des nombres aléatoires des outils de partitionnement (les sources de Jostle ne sont pas
disponibles), les indices des sommets du graphe à partitionner on été permutés, sans que cela change
le graphe. Les coûts de coupe présentés sur ces figures sont les coûts de coupe minimum, moyen
et maximum de 20 partitions trouvées par chaque outil pour chaque graphe. Comme les coûts de
coupe des partitions trouvées sont très différents selon les graphes, les coûts de coupe des partitions
de chaque graphe ont été divisés par le coût de coupe moyen de pMetis. Ainsi, un résultat est d’autant
meilleur qu’il se situe en dessous de la ligne 0.
L’algorithme de fusion-fission est auto-suffisant dans le sens où il ne nécessite pas d’autre pa-
ramètre que le graphe, le nombre de parties de la partition cherchée et le nombre d’itérations de
l’algorithme.
Pour des partitions en 2 et 4 parties (figures 7.1 et 7.2), les résultats trouvés par la fusion-fission
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FIG. 7.4 – Comparaison entre les partitions trouvées après une exécution de la fusion-fission pour
k = 8 et celles trouvées par 16 exécutions (une par nombre de parties) de 30 minutes d’itérations
de pMetis. Les résultats sont présentés en fonction de la différence de coût de coupe entre la fusion-
fission et pMetis, en pourcentage du coût de coupe de pMetis. Les résultats en dessous de 0% montrent
que la fusion-fission a trouvé une meilleure partition que pMetis.
sont particulièrement bons. Non seulement les coûts de coupe moyens de la fusion-fission sont infé-
rieurs à ceux des deux logiciels, mais les écarts entre les coûts de coupe maximum et minimum sont
aussi beaucoup plus petits que ceux de ces deux logiciels. Cependant, les résultats de la fusion-fission
concernant les partitions en 8 parties (figure 7.3) sont plus proches de ceux de Jostle et pMetis. Nous
chercherons plus loin à expliquer pourquoi.
Au vu des résultats présentés dans cette section, la méthode de fusion-fission semble beaucoup
plus robuste1 que les logiciels Jostle et pMetis. Ces résultats montrent aussi que la fusion-fission
permet de trouver, pour la plupart des graphes, des partitions de coûts de coupe inférieurs à ceux de
ces deux logiciels, particulièrement pour des partitions en 2 et 4 parties.
Ces résultats confirment que les méthodes multi-niveaux sont peu robustes. Dans le but d’obtenir
de meilleurs résultats, une recherche itérative locale peut être utilisée autour d’une de ces méthodes
multi-niveaux. C’est ce que nous proposons dans la section suivante.
7.2 Gains de performance apportés par la fusion-fission
Dans la section précédente, nous avons vu que la méthode multi-niveaux était peu robuste. Bien
que cette méthode utilise des boucles itératives dans chacune de ses trois phases, elle est très rapide
et peut donc être utilisée au sein d’un algorithme de recherche itérative locale afin d’améliorer ses
1Nous définissons la robustesse d’un algorithme non déterministe, par sa capacité à trouver des résultats de coût proches
avec des graines de génération de nombres aléatoires différents.
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k = 2 k = 4 k = 8
Graphe Iter. pMetis FF1 Iter. pMetis FF1 Iter. pMetis FF1
add20 675 656 1204 1197 1753 1800
data 189 191 385 383 690 701
3elt 90 89 204 201 360 353
uk 20 19 44 44 89 97
add32 10 10 33 33 66 66
bcsstk33 10169 10097 22116 21662 35767 35063
whitaker3 127 126 383 383 674 683
crack 184 183 369 367 696 707
wing_nodal 1709 1704 3707 3628 5792 5747
fe_4elt2 130 130 349 349 624 630
vibrobox 10341 11429 19450 19418 25697 25604
bcsstk29 2843 2818 8514 8379 16013 14926
4elt 139 138 333 327 555 567
fe_sphere 386 386 794 791 1248 1256
cti 334 318 953 948 1794 1860
memplus 5953 5663 10073 9792 12357 12582
Graphe Iter. kMetis FF1 Iter. kMetis FF1 Iter. kMetis FF1
add20 663 647 1194 1189 1755 1800
data 192 190 383 381 664 690
3elt 87 87 199 199 347 343
uk 18 18 42 43 86 96
add32 10 10 33 33 66 66
bcsstk33 10198 10064 22165 21355 34968 34940
whitaker3 126 126 389 381 674 677
crack 184 182 375 366 707 704
wing_nodal 1688 1699 3630 3628 5582 5715
fe_4elt2 130 130 349 349 618 630
vibrobox 10368 11279 19241 19398 24915 25234
bcsstk29 2851 2818 8791 8237 16331 14868
4elt 138 137 324 327 552 558
fe_sphere 404 384 814 791 1254 1253
cti 331 318 998 934 1887 1818
memplus 5898 5574 10059 9710 12411 12439
TAB. 7.2 – Comparaison entre les coûts de coupe des partitions créées par la fusion-fission, et les
meilleurs résultats trouvés après 30 minutes d’itérations des logiciels pMetis, pour une balance de
1,01, et kMetis, pour une balance de 1,03.
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performances. C’est ce que nous avons fait dans cette section avec les logiciels pMetis et kMetis.
Ceux-ci ont été exécutés pendant 30 minutes en recevant, à chaque nouvelle itération, un graphe
dont les indices ont été permutés. Parmi les partitions trouvées pendant l’itération, celle respectant la
balance de partitionnement et de coût de coupe minimal est retournée. Si nous avons limité le temps
d’exécution à 30 minutes, c’est qu’au delà il n’y a pas d’amélioration du coût de coupe. En effet,
pendant ces 30 minutes, le logiciel est exécuté au moins une dizaine de milliers de fois, ce qui donne
déjà une borne inférieure assez fiable du coût de coupe atteignable par celui-ci.
Le tableau 7.2 présente les résultats obtenus grâce à cette méthode itérative sur les logiciels pMetis
et kMetis. Ils sont comparés avec les résultats de notre première implémentation de l’algorithme de
fusion-fission, déjà utilisée dans la section précédente, et notée FF1. Cependant, dans cette section
l’algorithme FF1 a été utilisé avec beaucoup plus de 1000 itérations. Le temps de calcul de la fusion-
fission dépend de ce nombre d’itérations et de la taille des graphes, mais pour les résultats présentés
dans ce tableau, nous avons réglé le nombre d’itérations pour que l’exécution dure entre 6 et 12 heures.
Nous avons volontairement diminué le nombre d’itérations de manière inversement proportionnelle à
la taille des graphes, afin de ne pas avoir des temps extrêmement longs.
La première partie de ce tableau présente les résultats de l’itération de pMetis avec ceux de FF1,
pour la balance de partitionnement native de pMetis : 1,01. FF1 utilise comme méthode de partition-
nement local le logiciel pMetis (supra 4.4). Ainsi, cette première partie du tableau permet d’évaluer
l’apport de la fusion-fission comme méthode globale utilisant une méthode « locale », en comparaison
avec le meilleur résultat que celle-ci peut obtenir toute seule. Les meilleurs coûts de coupe sont écrits
en gras, et lorsque deux coûts de coupe égaux ont été trouvés, ils sont écrits en italique. Nous pouvons
observer que les résultats de la fusion-fission sont meilleurs que ceux de pMetis pour des partitions
en 2 et 4 parties. Ils sont même tous au moins aussi bons dans ce dernier cas. Cependant, la situation
s’inverse pour k = 8, bien que FF1 ait encore trouvé un tiers de partitions de coût de coupe strictement
inférieur.
La second partie de ce tableau rassemble les coûts de coupe obtenus avec kMetis et FF1, pour
la balance native de kMetis : 1,03. Les résultats sont assez semblables à ceux de la comparaison
précédente, à savoir que FF1 obtient des résultats meilleurs que kMetis pour k = 2 et 4, mais des
résultats un peu moins bons pour k = 8.
Les différents tests que nous avons faits nous ont montré qu’à partir de k = 8, les résultats trouvés
avec la fusion-fission devenaient moins bons que pour k = 2 ou 4. Nous pensons que cela a pour
origine deux problèmes :
– le premier est l’utilisation d’un algorithme d’affinage sur une partition déjà mal équilibrée.
Nous avons constaté que plus le nombre k était grand, moins l’algorithme GKLR arrivait à
affiner correctement les partitions. Pour corriger ce problème, nous avons utilisé à la place de
cet algorithme la partie du code source du logiciel kMetis qui intégrait aussi une méthode de
répartition de charge. L’algorithme FF1 utilise cette partie de code source. Cependant, cette
modification n’était toujours pas satisfaisante, car, aussi surprenant que cela soit, la méthode de
répartition de charge accentuait régulièrement le déséquilibre des partitions au lieu de l’amé-
liorer dans le cas où k était grand. Nous avons donc testé d’autres méthodes, comme nous le
verrons dans les prochaines sections ;
– le second problème vient de l’algorithme de fusion-fission lui-même. Plus k est grand et plus
les partitions sont éclatées à chaque itération. En effet, au début d’une itération sur la partition
P où card(P ) = k′, cherchant à créer une k′′-partition, les parties de P sont divisées en k′′
morceaux. Le nombre total de ces morceaux est donc k′ ∗ k′′. Cela revient donc à créer une
partition en k′ ∗ k′′ parties, et cette opération donne de moins bons résultats quand k augmente.
Pour contrer ce problème, nous avons proposé une adaptation de la séquence des nombres de
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parties au cas où le carré du nombre maximal de parties d’une partition est de la même taille
que le nombre de sommets (supra 4.4.6). Cependant, le choix du pourcentage de la valeur du
nombre de sommets à prendre en compte a été empirique, et une valeur beaucoup plus faible
pourrait être employée à la place. Il s’agit d’une voie que nous n’avons pas encore explorée, et
qui pourrait permettre de résoudre ce défaut.
Nous devons aussi faire observer, concernant les résultats de cette section, que si les logiciels
pMetis et kMetis ont été utilisés au moins une dizaine de milliers de fois sur chaque graphe, FF1 n’a
été exécuté qu’une seule fois.
L’une des spécificités de la méthode de fusion-fission est son aptitude à trouver en une exécution
des partitions de cardinaux différents. La figure 7.4 permet d’évaluer la qualité des partitions trouvées
en une exécution de la fusion-fission, en les comparant aux partitions trouvées après 30 minutes d’ité-
rations de pMetis. Nous avons sélectionné deux graphes pour lesquels les résultats de la fusion-fission
sont très différents pour k = 8 : pour le premier, bcsstk29 , la fusion-fission a trouvé un coût de coupe
inférieur à celui de l’itération sur pMetis ; pour le second, crack , la fusion-fission a trouvé un coût
de coupe supérieur à celui de l’itération sur pMetis. Cette figure montre une assez grande stabilité
des coûts de coupes des partitions trouvées par la fusion-fission en comparaison de ceux trouvés par
l’itération sur pMetis, et ce, même pour des partitions de cardinaux distants de k = 8. Cependant, sur
l’extrémité droite de la figure, à partir des partitions en 14 ou 15 parties, les résultats trouvés par la
fusion-fission semblent se détériorer un peu, mais cela reste marginal. Cette figure montre qu’en une
exécution de la fusion-fission, celle-ci a permis de trouver des partitions de coût de coupe semblables
(à plus ou moins 3% près dans la majorité des cas), à ceux de l’itération sur pMetis. Cette particularité
de la fusion-fission peut servir dans le cas où un problème nécessite simultanément des partitions en
un nombre différent de parties. Cependant, ce genre de problème est assez rare.
7.3 Améliorations de l’algorithme de fusion-fission
Cette section a pour objet de comparer les différentes « améliorations » de l’algorithme de fusion-
fission proposées à la sous-section 4.4.6. Pour cela nous avons distingué différentes implémentations
de l’algorithme de fusion-fission :
– FF2 est l’implémentation qui est la plus proche de FF1 (d’où son nom). Afin de pouvoir être
utilisée pour chercher une partition dont le nombre de parties est grand (k > 16), elle utilise
l’adaptation de la séquence des nombres de parties au cas où le carré du nombre maximal de
parties d’une partition est de la même taille que le nombre de sommets. Son critère d’arrêt
est un temps d’exécution au lieu d’un nombre d’itérations comme c’est le cas pour FF1. Cette
implémentation va servir de base aux modifications des autres versions. Ainsi, ces dernières
posséderont les deux améliorations dont nous venons de parler. Il y a deux grandes différences
entre FF2 et les autres implémentations que nous allons voir : la première est l’utilisation de
pMetis comme algorithme de partitionnement ; la seconde concerne l’utilisation de l’algorithme
GKLR du logiciel kMetis comme méthode d’affinage de la partition ;
– FFraf se différencie de FF2 uniquement parce qu’il utilise en plus de l’algorithme d’affinage
GKLR la méthode de répartition de charge présentée en section 2.7.2 ;
– kFF utilise le logiciel de partitionnement kMetis à la place de pMetis. Il utilise cependant lui
aussi l’algorithme d’affinage GKLR ;
– kFFraf ajoute à l’implémentation de kFF la même méthode de répartition de charge que celle
utilisée par FFraf ;
– FFwc est basé sur l’implémentation de FF2 (elle utilise donc pMetis), mais utilise l’algorithme
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d’affinage et de répartition de charge de Walshaw-Cross.
Toutes ces implémentations sont auto-suffisantes. Il n’est pas nécessaire de les paramétrer d’une façon
spéciale pour les utiliser. Elles ne nécessitent que la connaissance du graphe, du nombre de parties de
la partition cherchée et du temps d’exécution minimum (l’algorithme cherche déjà des partitions pour
quatre balances de partitionnement différentes : 1,00 ; 1,01 ; 1,03 et 1,05).
Les tableaux 7.3 à 7.5 présentent les coûts de coupe de partitions trouvées par ces différentes
versions de l’algorithme de fusion-fission. Les résultats trouvés par FFwc sont placés séparément,
car ils ont été trouvés après 4 heures de calculs, alors que les autres implémentations n’ont bénéficié
« que » de 2 heures de calculs.
Mise à part le fait que FFwc ait eu deux fois plus de temps de calcul que les autres versions de
l’algorithme de fusion-fission, c’est de loin celle qui permet de trouver les coûts de coupe les plus bas.
Lorsque FFwc trouve un coût de coupe plus petit que ceux des 4 autres versions, celui-ci est écrit en
gras et en italique, et lorsqu’il est égal à la valeur la plus basse trouvée par les autres versions, il est
écrit en gras.
Si l’on ne considère pas les résultats de FFwc, alors nous pouvons faire les constats suivants :
– d’une manière générale, les implémentations qui utilisent pMetis sont plus performantes que
celles utilisant kMetis. Cependant, la différence diminue un peu quand la balance de partition-
nement augmente ;
– dans le cas de FF et FFraf, si l’algorithme de répartition de charge permet de trouver dans cer-
tains cas des partitions de coût de coupe plus bas que sans lui, son utilisation ralentit considéra-
blement l’algorithme de fusion-fission qui ne va pas donc pas avoir la possibilité d’explorer
l’espace de recherche aussi bien que sans cet algorithme. L’apport de cet algorithme de répar-
tition de charge est donc en demi-teinte : d’un côté de nouvelles solutions sont trouvées qui
n’avaient pu être envisagées avant à cause des défaillances de l’algorithme GKLR, d’un autre
côté, des solutions n’ont pu être atteintes dans le même temps de calcul à cause de la charge sup-
plémentaire que représentait cet algorithme. Ainsi, pour vraiment profiter de cette répartition
de charge, il faut accorder un temps de calcul supplémentaire à l’algorithme ;
– le logiciel kMetis est beaucoup moins stable que pMetis. En effet, il lui arrive de trouver des
partitions en un nombre de parties différent de celui qui lui a été demandé. Les partitions pour
lesquelles ce problème est survenu ont, à la place de leur coût de coupe : err, pour signaler ce
problème ;
– dans les tableaux 7.3 à 7.5, le résultat maxint indique qu’aucune partition n’a été trouvée par
l’algorithme de fusion-fission concerné pour cette balance et ce nombre de parties ;
– la différence entre les logiciels pMetis et kMetis réside principalement dans leur algorithme
d’affinage. Le premier ne peut affiner qu’une bissection, alors que le second peut affiner une
partition en un nombre de parties quelconque. Les moins bons résultats obtenus par kFF par
rapport à ceux de FF2 nous font nous demander si nous avons bien fait d’utiliser comme al-
gorithme d’affinage, GKLR. Cette impression est renforcée par les bons résultats obtenus par
FFwc.
7.4 Meilleurs résultats
Cette section compare les meilleurs résultats trouvés par nos différentes implémentations de l’al-
gorithme de fusion-fission, et les partitions des archives du partitionnement de graphe de Chris Wal-
shaw (infra annexe A.4). Comme nous l’avons dit, celle-ci regroupe les meilleurs partitions en k =
2, 4, 8, 16, 32 et 64 parties, trouvées par 20 outils de partitionnements, pour des balances de partition-
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Valeur de k Nb. occurrences < coupe_min Nb. occurrences ≤ coupe_min
2 5 (4%) 62 (50%)
4 56 (45%) 76 (61%)
8 33 (27%) 41 (33%)
16 12 (10%) 12 (10%)
32 10 (8%) 16 (13%)
64 20 (16%) 21 (17%)
TAB. 7.6 – Récapitulatif du nombre de fois où une implémentation de la fusion-fission a trouvé une
partition de qualité soit meilleure, soit au moins égale à celle des archives du partitionnement de
graphe.
Abréviation Logiciel
MRSB Bissection récursive spectrale et multi-niveaux [BAR94]
Ch2.0 Chaco utilisé avec sa méthode de bissection récursive multi-niveaux, version 2.0
(octobre 1995, supra A.1)
pM4.0 pMetis, version 4.0 (septembre 1998, supra A.1)
J2.2 Jostle, version 2.2 (mars 2000, supra A.1)
iJ Recherche itérative locale utilisant Jostle [WAL04]
JE Jostle évolutionnaire (supra 3.5.2)
GrPart Recherche itérative locale utilisant l’algorithme multi-niveaux d’Alexander Kozhu-
shkin
MLSAT Méthode multi-niveaux utilisant comme méthode d’affinage un algorithme hybride
de recuit simulé et de recherche tabou [BAÑ03]
AMG Algorithme de bissection utilisant l’algèbre MultiGrid [RON05]
MQI Méthode itérative de bissection utilisant pMetis et un algorithme de flux-maximum
[LAN04b]
SDP Approche semi-définie utilisant un algorithme de flux-maximum de Lang-Rao
mpM4.0 Recherche itérative locale utilisant pMetis
JKM Heuristique pour le partitionnement de graphe de Jan Kasper Martinsen et Xing Cai
GCSVD Algorithme évolutionnaire de Jacob Martin [MAR05]
Probe Méthode Probe de P. Chardaire, M. Barake, et G. McKeown [CHA07]
N/A Source inconnue (probablement Jostle évolutionnaire)
FF1 Première implémentation de l’algorithme de fusion-fission
FF2 Seconde implémentation de l’algorithme de fusion-fission, utilise pMetis et l’algo-
rithme GKLR du logiciel kMetis
FFraf Algorithme FF2 utilisant la répartition de charge présentée en section 2.7.2
kFF Algorithme FF2 utilisant kMetis au lieu de pMetis
kFFraf Algorithme kFF utilisant la répartition de charge présentée en section 2.7.2
FFwc Algorithme FF2 utilisant l’algorithme d’affinage et de répartition de charge de
Walshaw-Cross à la place de celui de kMetis
FF* désigne FF1, FF2, FFraf, kFF, kFFraf et FFwc
kFF* désigne kFF et kFFraf
FF*-kFF désigne toutes les implémentations de FF*, sauf kFF
TAB. 7.7 – Tableau de correspondance entre les acronymes et les noms des logiciels.
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nement de : 1,00 ; 1,01 ; 1,03 et 1,05.
Les tableaux 7.8 à 7.13 présentent ces comparaisons. Nous avons utilisé le même format de ta-
bleau que celui des archives du partitionnement de graphe, c’est-à-dire nous avons trié les résultats en
fonction de la balance de partitionnement, puis du nombre de parties de la partition. Chaque partition
de ces archives est décrite avec son coût de coupe et l’outil qui a permis de la trouver (le tableau 7.6
permet de faire la correspondance entre l’abréviation désignant un de ces outils et son nom). Chacune
d’elles fait face au meilleur coût de coupe obtenu par l’une des implémentations de la fusion-fission, et
à l’acronyme de celle-ci. Afin de condenser la présentation, nous avons utilisé les notations suivantes :
– FF* désigne toutes les implémentations de la fusion-fission ;
– kFF* désigne kFF et kFFraf ;
– FF*-kFF désigne toutes les implémentations sauf kFF et ainsi de suite.
Nous rappelons les différents temps d’exécution de ces implémentations :
– FF1 : de 6 à 12 heures ;
– FFwc : 4 heures ;
– FF2, FFraf, kFF et kFFraf : 2 heures.
L’algorithme de fusion-fission étant auto-suffisant, c’est le seul paramètre qui lui est nécessaire avec
le graphe et le nombre de parties de la partition (l’algorithme cherche des partitions répondant aux
quatre balances utilisées par ces archives).
Comme cinq des outils de partitionnement de ces archives sont des métaheuristiques appliquées au
partitionnement de graphe contraint (cf tableau 7.6), la comparaison que nous faisons dans cette sec-
tion se rapporte aussi à une comparaison entre la fusion-fission et plusieurs métaheuristiques. De plus,
quatre de ces outils sont aussi des implémentations itératives de méthodes multi-niveaux, à l’image de
celle décrite dans la section précédente (supra 7.3). Si certains des outils du tableau 7.6 ont des temps
de calcul particulièrement rapides, comme les logiciels pMetis, Jostle ou Chaco (au plus quelques
secondes), d’autres ont des temps de calcul plus longs que la fusion-fission, comme la méthode Jostle
évolutionnaire (jusqu’à plusieurs semaines [WAL04]). Comme on peut s’y attendre, ce sont les mé-
thodes dont le temps de calcul est le plus long qui permettent de trouver le plus de partitions de faible
coût : 271 pour Jostle évolutionnaire (JE) ; 255 pour iterated Jostle (iJ) ; 36 pour Chaco (Ch2.0) ; 14
pour pMetis (pM4.0) ; et 4 pour Jostle (J2.2).
Les deux dernières lignes des tableaux 7.8 à 7.13 récapitulent : sur la première ligne, le nombre de
fois où au moins une implémentation de la fusion-fission a permis de trouver une partition de coût de
coupe strictement inférieur à celui des archives ; sur la seconde ligne, le nombre de fois où au moins
une implémentation de la fusion-fission a permis de trouver une partition de coût de coupe inférieur
ou égal à celui des archives. En faisant le total de ces occurrences, nous constatons que 136 partitions
de coût de coupe inférieurs ont été trouvées, soit 18,3% du nombre total de partitions (744), et que
228 partitions de coût de coupe au moins égal ont été trouvées, soit 30,6% des partitions.
Le tableau 7.6 présente un récapitulatif des nombres de fois où une implémentation de la fusion-
fission a trouvé une partition de qualité soit meilleure, soit au moins égale à celle des archives. À
l’inverse des autres tableaux, ce récapitulatif est présenté en fonction du nombre de parties de la
partition cherchée et non de la balance de partitionnement. Il montre que le nombre de parties qui
réussit le plus à la fusion-fission est 4. Il nous permet aussi de remarquer que la fusion-fission trouve
plus de bonnes solutions pour des partitions en 64 parties qu’en 16 et 32 parties, ce qui peut nous faire
penser que l’adaptation de la séquence des nombres de parties au cas où k est grand fonctionne assez
bien. De plus, si l’on revient sur la remarque que nous avions faite concernant cette adaptation un peu
plus haut (supra 7.2) et qui préconisait d’utiliser celle-ci de manière moins restrictive, alors cela nous
ouvre des pistes prometteuses vers une amélioration de l’algorithme de fusion-fission.
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7.5 Conclusion
Ce chapitre a comparé de manière exhaustive les résultats trouvés par l’application de la méthode
de fusion-fission au partitionnement de graphe contraint avec ceux trouvés par les outils et méthodes
de la littérature. Pour celà, des bancs de tests classiques du partitionnement de graphe ont été utilisés.
Dans un premier temps, la robustesse de l’algorithme de fusion-fission a été testées ; elle s’est ré-
vélée plus élevée que celle des outils multi-niveaux. Dans un second temps ont été évalués les gains de
performance de l’algorithme de fusion-fission comparativement aux résultats obtenus après une itéra-
tion des outils multi-niveaux. Une troisième section a comparé les différentes améliorations apportées
à l’algorithme de fusion-fission. Il est apparu que l’implémentation utilisant la méthode d’affinage de
Walshaw-Cross était la plus performante. Enfin, la dernière section a présenté les meilleurs résultats
obtenus par les différentes implémentations de la fusion-fission et les a comparés avec les meilleures
partitions trouvées actuellement des archives sur le partitionnement de graphe.
Ce chapitre a montré les bons résultats obtenus par la méthode de fusion-fission sur le problème
du partitionnement contraint, en les comparant aux autres méthodes de la littératures. Il a prouvé
que si l’algorithme de fusion-fission était bien plus lent que les algorithmes multi-niveaux, il était au
moins aussi rapide que les métaheuristiques hybrides utilisant une méthode multi-niveaux ; de plus,
cet algorithme a permis de trouver un bon nombre de résultats meilleurs que ceux de ces méthodes
hybrides. De nombreuses partitions dont le coût de coupe n’avait jamais été atteint ont été trouvées
par cet algorithme. De nouvelles pistes de recherche concernant l’algorithme de fusion-fission sont
aussi proposées dans ce chapitre. Celles-ci pourraient permettre d’améliorer les performances de cet
algorithme dans le futur.

Conclusions et perspectives
Plusieurs méthodes et outils de partitionnement ont été présentés dans cette thèse, puis appliqués
au découpage de l’espace aérien européen, à des bancs de tests classiques ainsi qu’à la segmentation
d’images et à la classification de textes.
Méthodes
Avant de s’intéresser aux méthodes de partitionnement de graphe, et dans la perspective des ap-
plications que nous avons faites, nous avons proposé un classement regroupant en deux catégories les
différents problèmes de partitionnement de graphe :
– le problème du partitionnement de graphe contraint a pour objectif de trouver une partition
d’un graphe ayant un coût de coupe minimal sous la contrainte que cette partition doit respecter
une balance de partitionnement ainsi qu’un nombre de parties déterminé à l’avance ;
– le problème du partitionnement de graphe non contraint a pour objectif de minimiser une
fonction de coût comme la coupe normalisée ou le ratio de coupe et pour contrainte de trouver
une partition formée d’un nombre de parties déterminé à l’avance.
Alors que le problème de partitionnement des bancs de tests classiques fait partie de la catégorie
du partitionnement de graphe contraint, le problème du découpage de l’espace aérien est celui du
partitionnement de graphe non contraint. Les deux autres problèmes que nous avons abordés, à savoir
la segmentation d’image et la classification de documents, sont aussi des problèmes de partitionnement
de graphe non contraint.
Cette thèse a étudié de nombreuses méthodes de partitionnement de graphe, des plus classiques
comme l’expansion de région, la méthode spectrale ou l’approche multi-niveaux, jusqu’à une nouvelle
méthode, la fusion-fission, en passant par des métaheuristiques :
– les méthodes d’expansion de région présentées dans cette thèse sont mises en œuvre soit par les
méthodes multi-niveaux, comme c’est le cas des algorithmes graph growing (GGP) et greedy
graph growing (GGGP), soit par la fusion-fission, comme c’est le cas pour notre algorithme
basé sur la méthode de percolation ;
– nous avons décrit la méthode spectrale, qui est basée sur le calcul des vecteurs propres de la
matrice d’adjacence du graphe. Elle a été très utilisée dans le cas du partitionnement de graphe
contraint, mais est maintenant remplacée par la méthode multi-niveaux. Cependant, dans le cas
du partitionnement non contraint, elle sert encore souvent ;
– plusieurs méthodes d’affinage basées sur l’algorithme de Kernighan-Lin sont décrites, ainsi
que la notion de gain associée. Après avoir analysé cet algorithme, nous avons présenté l’implé-
mentation de Fiduccia-Mattheyses qui lui permet d’être plus rapide. Cet algorithme a été adapté
de la bissection au partitionnement en plusieurs parties grâce aux algorithmes global Kernighan-
Lin refinement (GKLR) et de Walshaw-Cross. Nous avons aussi utilisé cette notion de gain pour
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créer un nouvel algorithme de répartition de charge ;
– la méthode multi-niveaux, qui consiste à réduire la taille du graphe avant de le partitionner, a
été décortiquée afin d’en connaître tous ses mécanismes. Elle est actuellement la méthode la
plus rapide et la plus performante pour le partitionnement contraint des graphes de plus d’un
millier de sommets, mais son adaptation au cas non contraint est encore marginale. Parmi les
logiciels de référence, tous l’utilisent : Chaco, Metis, Scotch, Jostle ;
– la première méthode que nous avons utilisée pour résoudre le problème du découpage de l’es-
pace aérien a été un recuit simulé. Cette métaheuristique très classique a été décrite puis appli-
quée deux fois, de manière différente, à ce problème ;
– la métaheuristique des colonies de fourmis a elle aussi été adaptée au problème du découpage
de l’espace aérien. Cette adaptation met en concurrence plusieurs colonies pour le partage du
graphe ;
– les algorithmes évolutionnaires, très étudiés dans notre laboratoire, ont été utilisés pour résou-
dre le problème du partitionnement de graphe non contraint, mais aussi contraint ;
– enfin, nous avons présenté une nouvelle méthode basée sur une analogie avec le mécanisme
de fusion et de fission d’atomes en physique nucléaire ; nous l’avons nommée fusion-fission
en référence à ce processus. Cette méthode, qui est la principale innovation de la thèse, a été
appliquée avec succès au partitionnement de graphe contraint et non contraint.
Applications
Après avoir présenté ces différentes méthodes de partitionnement de graphe, nous les avons utili-
sées pour résoudre le problème du découpage de l’espace aérien européen en centres de contrôle et en
zones de qualification. Ce découpage est basé sur les flux de trafic actuel et le découpage existant en
secteurs de contrôle. Les données de trafic et de découpage nous ont été fournies par Eurocontrol ; leur
traitement, nécessairement long, a été rendu difficile par les problèmes de cohérence dans les données.
La comparaison des différentes méthodes de partitionnement non contraint sur ce problème a montré
que la fusion-fission permettait de trouver les meilleures partitions du ciel au regard de la fonction
objectif et des contraintes utilisées. Cette fonction objectif, le ratio de coupe, a été choisie afin de
minimiser la charge de coordination des contrôleurs et donc d’augmenter la sûreté du contrôle. Les
contraintes que nous avons utilisées proviennent des recommandations d’Eurocontrol sur la taille des
centres de contrôle. Cette fonction objectif et ces contraintes sont-elles les mieux adaptées au niveau
opérationnel pour optimiser le découpage de l’espace aérien ? Des recherches ultérieures en fourniront
peut-être d’autres, convenant d’avantage à cet important problème concret, que nous n’avons pas la
prétention d’avoir définitivement résolu. La méthode de fusion-fission peut facilement être adaptée à
une autre fonction objectif, ainsi qu’à d’autres contraintes, c’est là un de ses avantages.
Pour illustrer les résultats des méthodes de partitionnement de graphe, nous avons proposé trois
découpages de l’espace aérien en centres de contrôle et en zones de qualification :
– le premier découpage est celui de la France. Visuellement, les résultats trouvés ont une certaine
similarité avec le découpage existant, ce qui conforte celui-ci ;
– comme notre sujet se place dans le cadre de la création de blocs fonctionnels d’espace aérien
(FAB) prévue par la Commission européenne, nous avons aussi étudié un redécoupage du FAB
d’Europe centrale ;
– enfin, pour avoir une vue d’ensemble des régions de forte densité de trafic en Europe, nous
avons aussi présenté un redécoupage de la core area.
Afin de diversifier les applications de la méthode de fusion-fission, nous l’avons appliquée à la
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segmentation d’images et à la classification de documents.
Sur ce premier problème, la fusion-fission permet d’isoler assez nettement un objet sur une image
simple. Le résultat est visuellement bon en comparaison de la segmentation obtenue avec d’autres
méthodes utilisant la même fonction de coût. Cependant, pour des images plus complexes, l’approche
que nous avons utilisée montre ses limites. Une adaptation de la fusion-fission à une autre fonction de
coût serait certainement à envisager pour obtenir de meilleurs résultats.
L’application de la fusion-fission à la classification de documents a été faite en se basant sur un
modèle de classification existant. Les résultats obtenus par la fusion-fission montrent les limites de
ce modèle de classification. En effet, en appliquant la fusion-fission à une base de données de textes
de disciplines différentes, celle-ci trouve un classement de meilleure qualité que celui d’origine, fait
par discipline. Là encore, c’est la fonction de coût qui semble mal adaptée. Il serait donc intéressant
d’étudier et de proposer pour ce modèle d’autres fonctions de coût.
Enfin, dans le but d’évaluer la qualité de la méthode de fusion-fission, nous l’avons comparée aux
résultats des bancs de tests classiques du partitionnement de graphe contraint. Ceux-ci proviennent
des archives du partitionnement de graphe2 maintenues par Chris Walshaw. Cette base de données
de 34 graphes contient les partitions de coût de coupe les plus bas trouvées par 20 outils de parti-
tionnement. Dans presque un cinquième des tests, la fusion-fission a trouvé une partition de coût de
coupe strictement inférieur, et dans près du tiers des tests, une partition de coût de coupe au plus égale.
Cependant, ces résultats ont aussi permis de repérer quelques défauts de notre algorithme. Le premier
concerne son temps d’exécution qui est très long. En effet, ces résultats ont été obtenus après plusieurs
heures de calcul. Le second concerne la recherche de partitions de plus de 8 parties. Nous avons aussi
pu observer que la fusion-fission était plus robuste que les méthodes multi-niveaux et permettait de
trouver des partitions de meilleure qualité que celles-ci, même lorsque les résultats de ces dernières
étaient sélectionnés après plusieurs milliers d’exécutions.
Perspectives
Comme nous l’avons déjà souligné, la modélisation du problème de découpage aérien que nous
avons réalisée n’est pas définitive. En effet, d’autres paramètres comme la complexité du trafic, un
redécoupage des secteurs ou une nouvelle modélisation des routes aériennes pourraient être pris en
compte dans une étude plus vaste et plus complexe que cette thèse. Une telle étude, portant sur plus
de paramètres, et mise en œuvre par une équipe d’experts du domaine, serait la continuité logique
de cette thèse, et pourrait s’appuyer sur les méthodes et outils qui y sont présentés, principalement
la méthode de fusion-fission. Ainsi, les perspectives d’utilisation opérationnelle de ce travail ne se
situent pas à court terme, mais à moyen et long termes (au moins quelques années).
Les perspectives d’évolution de la méthode de fusion-fission sont nombreuses :
– l’adaptation de la fusion-fission à d’autres problèmes d’optimisation combinatoire est pour nous
une priorité. Si cette adaptation se révèle possible et intéressante, alors la fusion-fission pourra
être généralisée à la manière d’une métaheuristique. L’adaptation de la méthode multi-niveaux
à d’autres problèmes d’optimisation combinatoire nous donne quelques pistes sur une future
adaptation et nous permet d’espérer que celle-ci est possible ;
– d’autres évolutions de la méthode et de l’algorithme de fusion-fission sont possibles dans le
domaine du partitionnement de graphe :
– la rapidité de l’algorithme mériterait d’être améliorée ;
2The Graph Partitioning Archive est disponible à l’adresse : staffweb.cms.gre.ac.uk/ wc06/partition/
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– il faudrait résoudre le problème de la dégradation des performances lorsque le nombre de
parties augmente ;
– d’autres outils de partitionnement performants comme le logiciel Scotch pourraient être uti-
lisés par la fusion-fission ;
– cette méthode pourrait être adaptée au calcul parallèle.
– il serait possible d’appliquer la fusion-fission à des problèmes proches mais différents du par-
titionnement de graphe, comme nous avons commencé à le faire pour la segmentation d’image
et la classification de documents. Des travaux récents [DHI07] montrent la possible adaptation
de méthodes de partitionnement de graphe aux problèmes de partitionnement de données (data
clustering en anglais). En s’inspirant de ces travaux, de nouveaux champs d’application de la
fusion-fission sont envisageables.
Annexes
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Annexe A
Les principaux outils et bancs de tests
pour le partitionnement de graphe
Cette annexe présente des outils de partitionnement de référence, développés par différents labo-
ratoires à travers le monde. Cependant, cette énumération est loin d’être exhaustive. En dehors d’avoir
été conçu pour résoudre le problème du partitionnement de graphe, la caractéristique commune de ces
outils est qu’ils inclus tous un algorithme multi-niveaux. La description de ces outils est suivie par la
présentation de bancs de tests pour le partitionnement de graphe.
A.1 Les outils pour le partitionnement contraint
Les calculs d’ingénierie et principalement les opérations matricielles demandent toujours plus de
puissance et de rapidité. Pour répondre à ces besoins, des machines parallèles ou des clusters d’ordina-
teurs sont utilisés. Il faut alors distribuer la charge de calcul entre ces machines. Bon nombre d’outils
de partitionnement classiques ont été créés pour calculer la partition nécessaire à ces distributions. Le
problème de partitionnement sous-jacent est un problème de partitionnement contraint. La plupart des
outils présentés dans cette section servent dans ce contexte.
Dans cette section ont été sélectionnés les outils remplissant les quatre conditions suivantes :
– résoudre le problème du partitionnement contraint ;
– une grande notoriété ;
– la gratuité ;
– de bonnes performances.
Cinq bibliothèques ont ainsi été sélectionnées : Chaco, Metis, Scotch, Jostle, Party.
A.1.1 Chaco
La bibliothèque Chaco [HEN95a] a été écrite par Bruce Hendrickson et Robert Leland des Sandia
National Laboratories aux États-Unis. Elle est disponible à l’adresse :
www.cs.sandia.gov/ bahendr/chaco.html .
C’est la plus ancienne des bibliothèques présentées dans cette sous-section. Elle comporte un large
choix de techniques de résolution pour le partitionnement contraint :
– un algorithme spectral (supra 2.3) utilisant deux méthodes de résolution [POT90, HEN95b],
l’algorithme de Lanczos ou un algorithme associant la méthode itérative du quotient de Ray-
leigh et la méthode multi-niveaux.
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– un algorithme de Kernighan-Lin généralisé pour le k-partitionnement direct d’un graphe pon-
déré et utilisant l’implémentation de Fiduccia-Mattheyses. Cet algorithme est décrit dans [HEN95c] ;
– l’algorithme multi-niveaux de [HEN95c] ;
– un algorithme utilisant une méthode inertielle basée sur des informations géométriques venant
s’ajouter à la description du graphe [SIM91, WIL91].
Le code source de cette bibliothèque est disponible. Entièrement écrite en langage C, elle possède
une interface facile à utiliser. Les méthodes implémentées dans Chaco cherchent toutes à résoudre le
partitionnement de graphe contraint. Cette application est hautement paramétrable mais souffre d’un
inconvénient majeur : le cardinal de la partition cherchée doit être une puissance de deux. L’un des
paramètres les plus importants se nomme KL_IMBALANCE et permet de modifier la balance de
partitionnement de la partition cherchée.
A.1.2 Metis
La bibliothèque Metis [KAR98b] a été créé par George Karypis et Vipin Kumar de l’Université du
Minnesota aux États-Unis d’Amérique. Toutes les informations sur Metis sont disponibles à l’adresse :
glaros.dtc.umn.edu/gkhome/views/metis .
Metis est l’une des bibliothèques les plus utilisées pour le partitionnement de graphe. Dans cette
bibliothèque, deux logiciels vont nous intéresser : pMetis et kMetis. Le premier logiciel, pMetis, uti-
lise un algorithme multi-niveaux récursif de bissection décrit dans [KAR98a]. Le second logiciel,
kMetis, est implémenté avec un algorithme de k-partitionnement direct présenté dans [KAR98d]. Le
code de cette bibliothèque est entièrement disponible, bien que non libre. Elle est écrite en langage C
et possède une interface très accessible. Malheureusement, ces logiciels sont beaucoup moins paramé-
trables que le logiciel Chaco. À titre d’exemple, la balance de partitionnement n’est pas paramétrable.
Ainsi, pMetis cherche des partitions de balance 1, 01 et kMetis de balance 1, 03.
A.1.3 Scotch
La bibliothèque Scotch [PEL06] est maintenue par François Pellegrini de l’INRIAet de l’EN-
SEIRBen France. Cette bibliothèque , sa documentation et d’autres ressources autour de Scotch sont
disponibles à l’adresse : www.labri.fr/perso/pelegrin/scotch/ .
Scotch comporte un ensemble abondant de programmes autour du partitionnement de graphe pour
une utilisation en calcul numérique. Ainsi, Scotch fournit des outils d’affectation statique de tâche
(static mapping), de partitionnement et de réorganisation matricielle (matrix ordering). Sa fonction de
coût peut, en plus du coût de coupe, tenir compte de spécificités particulières du problème de partition-
nement [PEL96, HEN97]. L’outil de partitionnement de Scotch utilise un algorithme multi-niveaux
de bissection récursive avec une méthode d’affinage de type Kernighan-Lin décrite dans [PEL96].
Contrairement aux autres bibliothèques, qui utilisent comme format de graphe celui de Chaco, Scotch
utilise son propre format. Cependant un programme de Scotch permet de passer facilement d’un for-
mat à l’autre. La bibliothèque codée en langage C dispose de très nombreuses interfaces de program-
mation.
L’un des grands avantages de l’outil de partitionnement de Scotch est son polymorphisme. En
effet, dans celui-ci, la méthode de partitionnement peut être réglée précisément. De plus, il n’est pas
restrictif sur la balance de partitionnement à prendre en compte.
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A.1.4 Jostle
Le logiciel Jostle [WAL02a] a été écrit par Chris Walshaw de l’Université de Greenwich au Roy-
aume-Uni. La bibliothèque Jostle n’est plus disponible ; seul l’exécutable l’est. Les sources de celui-ci
ne sont pas disponibles non plus. Pour obtenir une copie du logiciel Jostle, il faut faire parvenir à M.
Walshaw un exemplaire signé de la licence. La documentation relative à cet exécutable et à sa licence
est disponible à l’adresse :
staffweb.cms.gre.ac.uk/ c.walshaw/jostle .
Jostle est un logiciel basé sur l’algorithme multi-niveaux décrit dans [WAL00a]. Les possibilités
d’utilisation de Jostle sont réduites du fait qu’il ne possède pas d’interface de programmation. Cepen-
dant, il est assez paramétrable : le cardinal de la partition cherchée n’est pas réduit aux puissances de
deux comme Chaco ; sa balance de partitionnement est très ajustable, allant de 1, 00 à 1, 50 ; et son
algorithme d’affinage peut être utilisé indépendamment.
A.1.5 Party
La bibliothèque Party [PRE98] est due à Robert Preis de l’Université de Paderborn en Allemagne.
La page internet de la bibliothèque Party est accessible à l’adresse :
wwwcs.uni-paderborn.de/fachbereich/AG/monien/RESEARCH/PART/party.html .
La bibliothèque Party fournit un logiciel de partitionnement assez atypique. En effet, celui-ci
dispose nativement de huit méthodes de partitionnement, dont une optimale et deux d’expansion de
région. De plus, Party peut utiliser toutes les méthodes disponibles dans Chaco. Party dispose de deux
méthodes d’affinage :
– un algorithme type Kernighan-Lin utilisant l’implémentation de Fiduccia-Mattheyses ;
– un algorithme utilisant la méthode Helpful-Sets décrite dans [DIE95, SCH03, MON04].
Party permet aussi d’ajuster la balance de partitionnement.
A.2 Les outils pour le partitionnement non contraint
Les outils pour le partitionnement de graphe non contraint (supra 1.6) sont moins nombreux que
dans le cas contraint. De plus, ce sont souvent des outils de segmentation d’image qui utilisent la
notion de distance entre sommets, ce qui les rend inutilisables dans notre cas.
L’outil de segmentation d’image le plus connu est celui de Jianbo Shi et Jitendra Malik [SHI00].
Leur logiciel utilise une méthode spectrale décrite pour minimiser le coût de coupe normalisée.
A.2.1 Graclus
Le logiciel Graclus [DHI07, DHI04c, DHI04a] est une adaptation du logiciel pMetis au cas non
contraint. Cette adaptation a été réalisée par Inderjit Dhillon, Yuqiang Guan et Brian Kullis de l’uni-
versité du Texas. Le logiciel et les articles décrivant les méthodes utilisées par Graclus sont disponibles
à l’adresse :
www.cs.utexas.edu/users/dml/Software/graclus.html .
L’implémentation de Graclus est basée pour le partitionnement, sur l’algorithme multi-niveaux de
pMetis, et pour l’affinage, sur l’algorithme des centres mobiles (supra 2.1.3). Ce dernier algorithme est
habituellement utilisé pour regrouper des individus qui peuvent être représentés sous forme de points
de Rp muni d’une distance euclidienne. Cependant, Inderjit Dhillon, Yuqiang Guan et Brian Kulis
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proposent dans [DHI07] une notion de distance entre les sommets d’un graphe qui permet d’utiliser
cette méthode.
A.3 Performance des différents algorithmes multi-niveaux
Le site internet de Chris Walshaw, intitulé the graph partition archive, abrite une importante base
de données sur le partitionnement de graphe contraint. Il est consultable à l’adresse :
staffweb.cms.gre.ac.uk/ wc06/partition/ . Sa base de données comporte 34 graphes de différentes na-
tures et venant de source multiples. En juin 2007, 20 outils ou algorithmes de partitionnement de
graphe contraint y sont mis en compétition. Parmi ces outils, plusieurs ont déjà été présentés (su-
pra A.1) : Chaco, Metis et Jostle. Les meilleures partitions trouvées par ces outils sont disponibles sur
le site. Les différentes partitions cherchées ont pour cardinal 2, 4, 8, 16, 32 ou 64, et comme balance de
partitionnement 1, 00, 1, 01, 1, 03 ou 1, 05. Ainsi, ce ne sont pas moins de 34 ∗ 6 ∗ 4 = 816 partitions
qui sont consultables.
Ce site est plusieurs fois mentionné dans cette thèse car il représente, à notre connaissance, la plus
grande base de partitions disponible actuellement. La richesse des informations qui y sont contenues
permet de donner une première évaluation de la performance des algorithmes de partitionnement
contraint. La section qui suit présente une version de ce site datant du 1erjuin 2007.
A.4 Archives du partitionnement de graphe de Chris Walshaw
Cette section présente la version du 1erjuin 2007 des archives du partitionnement de graphe de
Chris Walshaw disponible à l’adresse : staffweb.cms.gre.ac.uk/ wc06/partition/ .
The Graph Partitioning Archive
Welcome to the University of Greenwich Graph Partitioning Archive. The archive consists of the
best partitions found to date for a range of graphs and its aim is to provide a benchmark against which
partitioning algorithms can be tested and as a resource for experimentation.
Partitions computed for the colouring test suite in [Wal04] are contained in a separate annexe.
The archive was initially set up as part of a research project into very high quality partitions and
authors wishing to refer to the partitioning archive should cite the paper [SWC04].
Problem definition
Let G = G(V,E) be an undirected graph of vertices V , with edges E. We assume that both
vertices and edges can be weighted and that |v| denotes the weight of a vertex v and similarly for
edges and sets of vertices and edges. However, it is often the case that vertices and edges are given
unit weights, |v| = 1 for all v in V and |e| = 1 for all e in E and indeed so far this is true for all of
the example graphs. A partition of the graph is a mapping of V into P disjoint subdomains S_p such
that the union of S_p = V . The weight of a subdomain is just the sum of the weights of the vertices
in the subdomain, |S_p| = sum|v| and the set of inter-subdomain or cut edges (i.e. edges cut by the
partition) is denoted by E_c.
The usual objective of graph partitioning is to find a partition which evenly balances the vertex
weight in each subdomain whilst minimising the total weight of cut edges or cut-weight, |E_c|. To
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evenly balance the vertex weight, the optimal subdomain weight is given by S_opt := ceil(|V |/P )
(where the ceiling function ceil(x) returns the smallest integer greater than x). The graph partitioning
problem can then be specified as : find a partition of G such that |E_c| is minimised subject to the
constraint that |S_p| <= S_opt.
In fact it has been noted for some time that partition quality can often be improved if a cer-
tain amount of imbalance is allowed, [ST97]. The imbalance is defined as the maximum subdomain
weight, S′ = max |S_p|, divided by the optimal, S_opt. If we allow x% imbalance then the partitio-
ning problem becomes : find a partition of G such that |E_c| is minimised subject to the constraint
that |S_p| <= S_opt.(100 + x)/100.
The graph partitioning problem arises in many applications such as VLSI circuit design, data
mining and parallel computing. In the latter case the subdomains are mapped to processors and the cut-
weight then approximates the total communication volume. However, there is some discussion about
whether this is the most appropriate metric for partitioning, e.g. [HK00], and indeed it is unlikely
that any one metric is appropriate. Currently in the archive, the quality of partitions is determined by
cut-weight, however, there is no reason why it should not be extended to incorporate partitions which
minimise different cost functions.
Submissions
The archive welcomes submissions of either partition files, graph files or both. Partition files will
be validated and added to the archive if they improve on a particular result. In this context improve-
ment is :
– having a lower cut-weight than the exisiting result whilst not exceeding the maximum subdo-
main weight ; or
– having the same cut-weight as an exisiting result but a smaller maximum subdomain weight ;
or
– being a new result.
File for submission should be made available on a web site or ftp site and a mail message indicating
their presence sent to c.walshaw@gre.ac.uk. If this is not possible the files may be mailed directly.
Submitted files should also include some indication of how the partition was derived which, if a public
domain software package, may be subject to verification. The archive reserves the right not to accepted
submitted files (either for reasons of disk space or for other unspecified reasons).
Archived partitions
The best partitions found to date are listed in 4 tables corresponding to 0% imbalance (perfect
balance), 1% imbalance, 3% imbalance and 5% imbalance. For each graph, partitions into 2, 4, 8, 16,
32 and 64 subdomains are given and have the format C (S’) [M] where C is the cut-weight, S’ is the
weight of the largest subdomain and M is the method/software that produced the partition. The cut-
weight also provides a link to the partition file. The format of the partition file is a list of |V | integers
p, with 0 <= p < P , and each denoting the subdomain to which the corresponding vertex has been
assigned (e.g. if the integer on line 200 is 0 then vertex number 200 is in subdomain 0).
Software
The software that produced the partitions is denoted as follows
Note that a certain amount of care needs to be taken with the attribution of a result to a particular
method. For example the finan512 graph with P = 4 is attributed to CHACO 2.0 although an equivalent
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Abbreviation Software Reference
Grdy Farhat’s Greedy algorithm (as implemented within JOSTLE) [Far88]
RCB Recursive Coordinate Bisection (as implemented within JOSTLE) [Sim91]
MRSB Barnard & Simon’s Multilevel Recursive Spectral Bisection [BS94]
Ch2.0 CHACO - multilevel Kernighan-Lin (recursive bisection) ; version 2.0 (October 1995) [HL95]
pM4.0 p-METIS - multilevel Kernighan-Lin (recursive bisection) ; available as part of METIS
version 4.0 (September 1998)
[KK98a]
kM4.0 k-METIS - multilevel Kernighan-Lin (k-way) ; available as part of METIS version 4.0
(September 1998)
[KK98b]
GTS Stephane Popinet’s multilevel implementation available as part of the GNU Triangulated
Surface Library
J2.2 JOSTLE - multilevel Kernighan-Lin (k-way) ; version 2.2 (March 2000) [WC00]
iJ iterated JOSTLE - iterated multilevel Kernighan-Lin (k-way) [Wal04]
JE JOSTLE Evolutionary - combined evolutionary/multilevel scheme [SWC04]
GrPart Alexander Kozhushkin’s implementation of iterative multilevel Kernighan-Lin
MLSATS MultiLevel refinated Mixed Simulated Annealing and Tabu Search [BGOM03]
AMG A bisection algorithm based on classical Algebraic MultiGrid from S. Wishko, A. Brandt
and D. Ron
MQI Max-flow Quotient-cut Improvement, a bisection algorithm from K. Lang & S. Rao,
which uses many multiple tries and improves an initial partition provided by METIS
[LR04]
SDP A semi-definite programming approach together with a max-flow algorithm from K.
Lang & S. Rao
mpM4.0 Multiple runs (6561) of a randomised version of p-Metis ; results provided by K. Lang
& S. Rao
AES ANTS, a multiagent algorithm, from Francesc Comellas & Emili Sapena [CS05]
JKM Some new matching heuristics from Jan Kasper Martinsen & Xing Cai
GCSVD Gene Correlation with Singular Value Decomposition from Jacob Martin [Mar05]
PROBE A PROBE based heuristic from P. Chardaire, M. Barake, and G. P. McKeown [CBM07]
N/A not available/recorded (probably JOSTLE Evolutionary)
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quality partition was also found by p-METIS, k-METIS, JOSTLE 2.2, JOSTLE Evolutionary and
iterated JOSTLE. Attribution is thus given to the earliest method which found it but does not imply
that an equivalent quality partition has not been found by a more recent method. The results were
added into the archive in the order shown in the table (which is approximately the order in which the
methods and software were developed).
Notes :
– CHACO was run using the multilevel KL method with recursive bisection and a coarsening
threshold of 200.
– JOSTLE was run with the imbalance threshold set to 0%, 1%, 3% (default) and 5% (i.e. 4
different tests for each graph and value of P).
– JOSTLE Evolutionary (JE) was run with the imbalance threshold set to 0% and 3% (i.e. 2
different tests for each graph and value of P). It was only tested in full on a subset of the graphs
(add20, 3elt, uk, add32, whitaker3, crack, wing_nodal, fe_4elt2, vibrobox, 4elt, fe_sphere, cti,
memplus, cs4, fe_pwt, bcsstk32, t60k, wing, brack2) although occasional JE attributions may
be found for other graphs.
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graph |V | |E| original source
add20 2395 7462 http ://www.cise.ufl.edu/research/sparse/matrices/Hamm/add20.html
data 2851 15093 http ://staffweb.cms.gre.ac.uk/ c.walshaw/partition/archive/data/data.graph
3elt 4720 13722 (ftp ://riacs.edu/pub/grids/3elt.grid.gz)
uk 4824 6837 http ://staffweb.cms.gre.ac.uk/ c.walshaw/partition/archive/uk/uk.graph
add32 4960 9462 http ://www.cise.ufl.edu/research/sparse/matrices/Hamm/add32.html
bcsstk33 8738 291583 http ://www.cise.ufl.edu/research/sparse/matrices/HB/bcsstk33.html
whitaker3 9800 28989 (ftp ://riacs.edu/pub/grids/whitaker3.grid.gz)
crack 10240 30380 wwwcs.uni-paderborn.de/fachbereich/AG/monien/RESEARCH/PART/GRAPHS/FEM2.tar
wing_nodal 10937 75488 http ://staffweb.cms.gre.ac.uk/ c.walshaw/partition/archive/wing_nodal/wing_nodal.graph
fe_4elt2 11143 32818 (ftp ://ftp.u-bordeaux.fr/pub/Local/Info/Software/Scotch/Graphs/fe_4elt2.src.gz
vibrobox 12328 165250 http ://www.cise.ufl.edu/research/sparse/matrices/Cote/vibrobox.html
bcsstk29 13992 302748 http ://www.cise.ufl.edu/research/sparse/matrices/HB/bcsstk29.html
4elt 15606 45878 (ftp ://riacs.edu/pub/grids/barth5.grid.gz)
fe_sphere 16386 49152 (ftp ://ftp.u-bordeaux.fr/pub/Local/Info/Software/Scotch/Graphs/fe_sphere.src.gz)
cti 16840 48232 http ://staffweb.cms.gre.ac.uk/ c.walshaw/partition/archive/cti/cti.graph
memplus 17758 54196 http ://www.cise.ufl.edu/research/sparse/matrices/Hamm/memplus.html
cs4 22499 43858 http ://staffweb.cms.gre.ac.uk/ c.walshaw/partition/archive/cs4/cs4.graph
bcsstk30 28924 1007284 http ://www.cise.ufl.edu/research/sparse/matrices/HB/bcsstk30.html
bcsstk31 35588 572914 http ://www.cise.ufl.edu/research/sparse/matrices/HB/bcsstk31.html
fe_pwt 36519 144794 (ftp ://ftp.u-bordeaux.fr/pub/Local/Info/Software/Scotch/Graphs/fe_pwt.src.gz)
bcsstk32 44609 985046 http ://www.cise.ufl.edu/research/sparse/matrices/HB/bcsstk32.html
fe_body 45087 163734 (ftp ://ftp.u-bordeaux.fr/pub/Local/Info/Software/Scotch/Graphs/fe_body.src.gz)
t60k 60005 89440 http ://staffweb.cms.gre.ac.uk/ c.walshaw/partition/archive/t60k/t60k.graph
wing 62032 121544 http ://staffweb.cms.gre.ac.uk/ c.walshaw/partition/archive/wing/wing.graph
brack2 62631 366559 (ftp ://riacs.edu/pub/grids/brack2.grid.gz)
finan512 74752 261120 http ://www.cise.ufl.edu/research/sparse/matrices/Mulvey/finan512.html
fe_tooth 78136 452591 (ftp ://ftp.u-bordeaux.fr/pub/Local/Info/Software/Scotch/Graphs/fe_tooth.src.gz)
fe_rotor 99617 662431 (ftp ://ftp.u-bordeaux.fr/pub/Local/Info/Software/Scotch/Graphs/fe_rotor.src.gz)
598a 110971 741934 (ftp ://ftp.cs.umn.edu/users/kumar/Graphs/598a.graph.gz)
fe_ocean 143437 409593 (ftp ://ftp.u-bordeaux.fr/pub/Local/Info/Software/Scotch/Graphs/fe_ocean.src.gz)
144 144649 1074393 (ftp ://ftp.cs.umn.edu/users/kumar/Graphs/144.graph.gz)
wave 156317 1059331 (ftp ://riacs.edu/pub/grids/wave.grid.gz)
m14b 214765 1679018 (ftp ://ftp.cs.umn.edu/users/kumar/Graphs/m14b.graph.gz)
auto 448695 3314611 (ftp ://ftp.cs.umn.edu/users/kumar/Graphs/auto.graph.gz)
ST97 H. D. Simon and S.-H. Teng. How Good is Recursive Bisection ? SIAM J. Sci. Comput.,
18(5) :1436-1445, 1997.
SWC04 A. J. Soper, C. Walshaw, and M. Cross. A Combined Evolutionary Search and Multilevel
Optimisation Approach to Graph Partitioning. J. Global Optimization, 29(2) :225-241, 2004.
Wal04 C. Walshaw. Multilevel Refinement for Combinatorial Optimisation Problems. Annals Oper.
Res., 131 :325-372, 2004.
WC00 C. Walshaw and M. Cross. Mesh Partitioning : a Multilevel Balancing and Refinement Algo-
rithm. SIAM J. Sci. Comput., 22(1) :63-80, 2000.
Test Graphs
The test graphs are taken from various sources and listed in the table below. Graphs for which the
original source is bracketted appear to be no longer available at that site. However all the graph files
are also available from this site converted into a standard format. This format is the same as used by
JOSTLE, CHACO & METIS and is described in the JOSTLE userguide.
A.4. ARCHIVES DU PARTITIONNEMENT DE GRAPHE DE CHRIS WALSHAW 199
gr
ap
h
2
4
8
16
32
64
ad
d2
0
59
6
(1
19
8)
[P
R
O
B
E
]
12
03
(5
99
)[
JE
]
17
58
(3
00
)[
iJ
]
22
16
(1
50
)[
iJ
]
27
65
(7
5)
[J
E
]
32
66
(3
8)
[J
E
]
da
ta
18
9
(1
42
6)
[P
R
O
B
E
]
42
9
(7
13
)[
iJ
]
72
8
(3
57
)[
iJ
]
12
45
(1
79
)[
C
h2
.0
]
20
04
(9
0)
[i
J]
30
16
(4
5)
[i
J]
3e
lt
90
(2
36
0)
[J
E
]
20
1
(1
18
0)
[J
E
]
34
9
(5
90
)[
JE
]
58
9
(2
95
)[
JE
]
97
2
(1
48
)[
JE
]
15
94
(7
4)
[i
J]
uk
20
(2
41
2)
[m
pM
4.
0]
44
(1
20
6)
[J
E
]
91
(6
03
)[
JE
]
16
2
(3
02
)[
JE
]
28
6
(1
51
)[
JE
]
45
6
(7
6)
[i
J]
ad
d3
2
11
(2
48
0)
[C
h2
.0
]
37
(1
24
0)
[p
M
4.
0]
75
(6
20
)[
JE
]
12
1
(3
10
)[
C
h2
.0
]
23
4
(1
55
)[
JE
]
72
0
(7
8)
[C
h2
.0
]
bc
ss
tk
33
10
17
1
(4
36
9)
[G
C
SV
D
]
21
95
6
(2
18
5)
[i
J]
35
08
8
(1
09
3)
[i
J]
56
97
3
(5
47
)[
iJ
]
80
09
9
(2
74
)[
iJ
]
10
95
85
(1
37
)[
iJ
]
w
hi
ta
ke
r3
12
7
(4
90
0)
[J
E
]
38
2
(2
45
0)
[J
E
]
66
4
(1
22
5)
[J
E
]
11
10
(6
13
)[
JE
]
17
19
(3
07
)[
JE
]
25
79
(1
54
)[
iJ
]
cr
ac
k
18
4
(5
12
0)
[J
E
]
36
8
(2
56
0)
[J
E
]
68
7
(1
28
0)
[J
E
]
11
24
(6
40
)[
JE
]
17
68
(3
20
)[
JE
]
26
96
(1
60
)[
iJ
]
w
in
g_
no
da
l
17
07
(5
46
9)
[J
E
]
35
81
(2
73
5)
[J
E
]
54
43
(1
36
8)
[J
E
]
84
22
(6
84
)[
JE
]
12
22
8
(3
42
)[
iJ
]
16
37
3
(1
71
)[
iJ
]
fe
_4
el
t2
13
0
(5
57
2)
[M
R
SB
]
34
9
(2
78
6)
[J
E
]
61
7
(1
39
3)
[J
E
]
10
28
(6
97
)[
JE
]
16
77
(3
49
)[
JE
]
25
37
(1
75
)[
iJ
]
vi
br
ob
ox
10
34
3
(6
16
4)
[J
E
]
19
24
5
(3
08
2)
[J
E
]
25
46
8
(1
54
1)
[i
J]
33
46
8
(7
71
)[
iJ
]
43
78
6
(3
86
)[
JE
]
51
10
1
(1
93
)[
JE
]
bc
ss
tk
29
28
43
(6
99
6)
[m
pM
4.
0]
87
86
(3
49
8)
[M
R
SB
]
16
83
2
(1
74
9)
[i
J]
24
70
6
(8
75
)[
iJ
]
38
53
5
(4
38
)[
iJ
]
61
25
2
(2
19
)[
iJ
]
4e
lt
13
9
(7
80
3)
[J
E
]
32
7
(3
90
2)
[J
E
]
55
6
(1
95
1)
[J
E
]
96
8
(9
76
)[
JE
]
16
06
(4
88
)[
JE
]
27
02
(2
44
)[
iJ
]
fe
_s
ph
er
e
38
6
(8
19
3)
[J
E
]
77
3
(4
09
7)
[N
/A
]
11
93
(2
04
9)
[J
E
]
17
50
(1
02
5)
[J
E
]
25
67
(5
13
)[
JE
]
36
63
(2
57
)[
JE
]
ct
i
33
4
(8
42
0)
[J
E
]
97
7
(4
21
0)
[J
E
]
18
12
(2
10
5)
[J
E
]
29
15
(1
05
3)
[J
E
]
44
60
(5
27
)[
iJ
]
62
77
(2
64
)[
iJ
]
m
em
pl
us
55
13
(8
87
9)
[P
R
O
B
E
]
97
54
(4
44
0)
[J
E
]
12
09
5
(2
22
0)
[i
J]
13
74
2
(1
11
0)
[J
E
]
14
83
0
(5
55
)[
iJ
]
17
44
6
(2
78
)[
JE
]
cs
4
37
2
(1
12
50
)[
JE
]
96
4
(5
62
5)
[J
E
]
14
96
(2
81
3)
[J
E
]
22
06
(1
40
7)
[J
E
]
31
10
(7
04
)[
iJ
]
42
23
(3
52
)[
iJ
]
bc
ss
tk
30
63
94
(1
44
62
)[
JE
]
16
65
2
(7
23
1)
[J
E
]
34
92
1
(3
61
6)
[J
E
]
72
00
7
(1
80
8)
[J
E
]
12
05
80
(9
04
)[
JE
]
18
48
55
(4
52
)[
JE
]
bc
ss
tk
31
27
62
(1
77
94
)[
PR
O
B
E
]
83
22
(8
89
7)
[i
J]
14
42
6
(4
44
9)
[p
M
4.
0]
25
49
1
(2
22
5)
[i
J]
39
44
0
(1
11
3)
[i
J]
63
99
8
(5
57
)[
iJ
]
fe
_p
w
t
34
0
(1
82
60
)[
G
rP
ar
t]
70
9
(9
13
0)
[J
E
]
14
65
(4
56
5)
[J
E
]
28
55
(2
28
3)
[J
E
]
58
48
(1
14
2)
[i
J]
84
95
(5
71
)[
iJ
]
bc
ss
tk
32
46
67
(2
23
05
)[
JE
]
10
57
8
(1
11
53
)[
JE
]
22
82
6
(5
57
7)
[J
E
]
40
27
5
(2
78
9)
[J
E
]
66
40
7
(1
39
5)
[J
E
]
10
28
20
(6
98
)[
JE
]
fe
_b
od
y
26
2
(2
25
44
)[
M
Q
I]
70
3
(1
12
72
)[
pM
4.
0]
13
15
(5
63
6)
[i
J]
21
17
(2
81
8)
[i
J]
34
32
(1
40
9)
[i
J]
55
88
(7
05
)[
iJ
]
t6
0k
80
(3
00
03
)[
JE
]
21
6
(1
50
02
)[
JE
]
48
0
(7
50
1)
[J
E
]
89
2
(3
75
1)
[i
J]
14
53
(1
87
6)
[i
J]
22
77
(9
38
)[
iJ
]
w
in
g
79
1
(3
10
16
)[
M
Q
I]
16
66
(1
55
08
)[
JE
]
25
89
(7
75
4)
[J
E
]
41
98
(3
87
7)
[J
E
]
61
04
(1
93
9)
[i
J]
82
03
(9
70
)[
iJ
]
br
ac
k2
73
1
(3
13
16
)[
JE
]
30
90
(1
56
58
)[
JE
]
72
69
(7
82
9)
[J
E
]
12
32
4
(3
91
5)
[J
E
]
18
42
1
(1
95
8)
[i
J]
27
88
1
(9
79
)[
iJ
]
fin
an
51
2
16
2
(3
73
76
)[
C
h2
.0
]
32
4
(1
86
88
)[
C
h2
.0
]
64
8
(9
34
4)
[C
h2
.0
]
12
96
(4
67
2)
[C
h2
.0
]
25
92
(2
33
6)
[C
h2
.0
]
11
19
2
(1
16
8)
[p
M
4.
0]
fe
_t
oo
th
38
50
(3
90
68
)[
m
pM
4.
0]
76
05
(1
95
34
)[
iJ
]
12
85
0
(9
76
7)
[i
J]
18
80
4
(4
88
4)
[i
J]
26
64
2
(2
44
2)
[i
J]
36
76
6
(1
22
1)
[i
J]
fe
_r
ot
or
20
98
(4
98
09
)[
PR
O
B
E
]
80
97
(2
49
05
)[
C
h2
.0
]
14
95
3
(1
24
53
)[
C
h2
.0
]
21
24
1
(6
22
7)
[i
J]
34
32
0
(3
11
4)
[i
J]
52
62
6
(1
55
7)
[p
M
4.
0]
59
8a
23
98
(5
54
86
)[
PR
O
B
E
]
83
79
(2
77
43
)[
C
h2
.0
]
17
22
3
(1
38
72
)[
C
h2
.0
]
28
15
2
(6
93
6)
[i
J]
42
08
8
(3
46
8)
[i
J]
59
70
8
(1
73
4)
[i
J]
fe
_o
ce
an
46
4
(7
17
19
)[
PR
O
B
E
]
19
23
(3
58
60
)[
JE
]
47
60
(1
79
30
)[
N
/A
]
86
22
(8
96
5)
[i
J]
14
27
7
(4
48
3)
[i
J]
22
30
1
(2
24
2)
[i
J]
14
4
64
90
(7
23
25
)[
PR
O
B
E
]
15
96
4
(3
61
63
)[
N
/A
]
27
75
1
(1
80
82
)[
N
/A
]
39
85
6
(9
04
1)
[N
/A
]
58
65
9
(4
52
1)
[i
J]
82
12
3
(2
26
1)
[i
J]
w
av
e
86
92
(7
81
59
)[
PR
O
B
E
]
18
77
4
(3
90
80
)[
iJ
]
32
20
4
(1
95
40
)[
iJ
]
47
27
7
(9
77
0)
[i
J]
66
89
1
(4
88
5)
[i
J]
91
78
4
(2
44
3)
[i
J]
m
14
b
38
36
(1
07
38
3)
[M
Q
I]
14
01
3
(5
36
92
)[
C
h2
.0
]
28
12
8
(2
68
46
)[
pM
4.
0]
45
36
2
(1
34
23
)[
iJ
]
68
46
8
(6
71
2)
[N
/A
]
10
39
46
(3
35
6)
[i
J]
au
to
10
11
7
(2
24
34
8)
[P
R
O
B
E
]
29
40
9
(1
12
17
4)
[i
J]
53
32
6
(5
60
87
)[
pM
4.
0]
83
74
8
(2
80
44
)[
iJ
]
13
12
36
(1
40
22
)[
iJ
]
18
29
34
(7
01
1)
[i
J]
TA
B
.A
.1
–
R
es
ul
ts
w
ith
up
to
0%
im
ba
la
nc
e,
S
_m
a
x
<
=
1.
00
∗S
_o
p
t
200 PRINCIPAUX OUTILS ET BANCS DE TESTS POUR LE PARTITIONNEMENT
gr
ap
h
2
4
8
16
32
64
ad
d2
0
59
4
(1
20
9)
[G
C
SV
D
]
12
03
(5
99
)[
JE
]
17
58
(3
00
)[
iJ
]
22
16
(1
50
)[
iJ
]
27
65
(7
5)
[J
E
]
32
66
(3
8)
[J
E
]
da
ta
18
8
(1
43
8)
[A
M
G
]
42
5
(7
17
)[
iJ
]
71
9
(3
58
)[
iJ
]
12
45
(1
79
)[
C
h2
.0
]
20
04
(9
0)
[i
J]
30
16
(4
5)
[i
J]
3e
lt
89
(2
38
2)
[G
rP
ar
t]
19
9
(1
18
6)
[J
E
]
34
9
(5
90
)[
JE
]
58
9
(2
95
)[
JE
]
97
2
(1
48
)[
JE
]
15
94
(7
4)
[i
J]
uk
19
(2
41
4)
[A
M
G
]
44
(1
20
6)
[J
E
]
86
(6
08
)[
JE
]
15
7
(3
05
)[
JE
]
28
5
(1
52
)[
iJ
]
45
6
(7
6)
[i
J]
ad
d3
2
10
(2
48
1)
[J
2.
2]
33
(1
24
1)
[J
E
]
69
(6
21
)[
JE
]
11
7
(3
11
)[
JE
]
21
2
(1
56
)[
JE
]
72
0
(7
8)
[C
h2
.0
]
bc
ss
tk
33
10
10
9
(4
40
7)
[G
rP
ar
t]
21
68
5
(2
20
3)
[i
J]
35
08
8
(1
09
3)
[i
J]
55
54
6
(5
51
)[
iJ
]
79
12
1
(2
75
)[
iJ
]
10
95
85
(1
37
)[
iJ
]
w
hi
ta
ke
r3
12
6
(4
90
8)
[J
E
]
38
0
(2
45
8)
[J
E
]
66
0
(1
23
1)
[J
E
]
11
10
(6
13
)[
JE
]
17
19
(3
07
)[
JE
]
25
79
(1
54
)[
iJ
]
cr
ac
k
18
3
(5
16
1)
[A
M
G
]
36
8
(2
56
0)
[J
E
]
67
8
(1
29
1)
[N
/A
]
11
24
(6
40
)[
JE
]
17
07
(3
23
)[
iJ
]
26
23
(1
61
)[
iJ
]
w
in
g_
no
da
l
16
96
(5
52
2)
[M
Q
I]
35
72
(2
74
7)
[J
E
]
54
43
(1
36
8)
[J
E
]
84
22
(6
84
)[
JE
]
12
22
8
(3
42
)[
iJ
]
16
22
1
(1
72
)[
iJ
]
fe
_4
el
t2
13
0
(5
57
2)
[M
R
SB
]
34
9
(2
78
6)
[J
E
]
61
1
(1
40
2)
[i
J]
10
28
(6
97
)[
JE
]
16
77
(3
49
)[
JE
]
25
37
(1
75
)[
iJ
]
vi
br
ob
ox
10
31
0
(6
18
4)
[J
E
]
19
24
5
(3
08
2)
[J
E
]
25
00
1
(1
55
6)
[i
J]
33
46
8
(7
71
)[
iJ
]
43
41
5
(3
88
)[
JE
]
50
84
9
(1
94
)[
JE
]
bc
ss
tk
29
28
18
(7
00
8)
[G
rP
ar
t]
87
86
(3
49
8)
[M
R
SB
]
16
50
5
(1
75
8)
[i
J]
24
70
6
(8
75
)[
iJ
]
37
81
0
(4
41
)[
iJ
]
60
79
5
(2
20
)[
iJ
]
4e
lt
13
8
(7
84
4)
[G
rP
ar
t]
32
7
(3
90
2)
[J
E
]
55
6
(1
95
1)
[J
E
]
96
1
(9
85
)[
iJ
]
16
06
(4
88
)[
JE
]
26
89
(2
46
)[
iJ
]
fe
_s
ph
er
e
38
6
(8
19
3)
[J
E
]
76
8
(4
09
8)
[N
/A
]
11
52
(2
06
0)
[J
E
]
17
30
(1
03
3)
[i
J]
25
65
(5
16
)[
iJ
]
36
63
(2
57
)[
JE
]
ct
i
31
8
(8
48
0)
[J
E
]
96
7
(4
24
7)
[N
/A
]
18
12
(2
10
5)
[J
E
]
29
15
(1
05
3)
[J
E
]
44
60
(5
27
)[
iJ
]
61
25
(2
65
)[
iJ
]
m
em
pl
us
54
92
(8
93
7)
[J
E
]
97
54
(4
44
0)
[J
E
]
11
93
9
(2
24
1)
[i
J]
13
74
2
(1
11
0)
[J
E
]
14
83
0
(5
55
)[
iJ
]
17
44
6
(2
78
)[
JE
]
cs
4
36
7
(1
13
51
)[
JE
]
94
0
(5
63
8)
[J
E
]
14
76
(2
84
0)
[N
/A
]
22
06
(1
40
7)
[J
E
]
31
10
(7
04
)[
iJ
]
42
23
(3
52
)[
iJ
]
bc
ss
tk
30
63
35
(1
46
03
)[
G
rP
ar
t]
16
62
2
(7
30
1)
[N
/A
]
34
60
4
(3
64
9)
[J
E
]
72
00
7
(1
80
8)
[J
E
]
12
04
68
(9
12
)[
iJ
]
18
04
70
(4
56
)[
iJ
]
bc
ss
tk
31
27
01
(1
79
65
)[
G
rP
ar
t]
78
79
(8
89
8)
[p
M
4.
0]
14
42
6
(4
44
9)
[p
M
4.
0]
25
49
1
(2
22
5)
[i
J]
39
44
0
(1
11
3)
[i
J]
63
62
6
(5
61
)[
iJ
]
fe
_p
w
t
34
0
(1
82
60
)[
G
rP
ar
t]
70
5
(9
13
9)
[J
E
]
14
42
(4
58
3)
[J
E
]
28
55
(2
28
3)
[J
E
]
57
79
(1
15
2)
[i
J]
84
54
(5
76
)[
iJ
]
bc
ss
tk
32
46
67
(2
23
05
)[
JE
]
10
57
8
(1
11
53
)[
JE
]
22
82
6
(5
57
7)
[J
E
]
39
68
2
(2
79
0)
[J
E
]
65
38
9
(1
40
7)
[i
J]
10
28
20
(6
98
)[
JE
]
fe
_b
od
y
26
2
(2
25
44
)[
M
Q
I]
70
3
(1
12
72
)[
pM
4.
0]
11
97
(5
63
7)
[p
M
4.
0]
19
81
(2
81
9)
[p
M
4.
0]
33
70
(1
42
3)
[i
J]
55
18
(7
11
)[
iJ
]
t6
0k
77
(3
02
99
)[
A
M
G
]
21
3
(1
50
27
)[
iJ
]
46
7
(7
53
4)
[N
/A
]
87
8
(3
78
3)
[N
/A
]
14
50
(1
89
2)
[i
J]
22
77
(9
38
)[
iJ
]
w
in
g
78
7
(3
12
78
)[
M
Q
I]
16
66
(1
55
08
)[
JE
]
25
89
(7
75
4)
[J
E
]
41
98
(3
87
7)
[J
E
]
60
74
(1
95
7)
[i
J]
81
61
(9
78
)[
iJ
]
br
ac
k2
70
8
(3
16
14
)[
G
rP
ar
t]
30
90
(1
56
58
)[
JE
]
72
69
(7
82
9)
[J
E
]
12
32
4
(3
91
5)
[J
E
]
18
42
1
(1
95
8)
[i
J]
27
88
1
(9
79
)[
iJ
]
fin
an
51
2
16
2
(3
73
76
)[
C
h2
.0
]
32
4
(1
86
88
)[
C
h2
.0
]
64
8
(9
34
4)
[C
h2
.0
]
12
96
(4
67
2)
[C
h2
.0
]
25
92
(2
33
6)
[C
h2
.0
]
11
19
2
(1
16
8)
[p
M
4.
0]
fe
_t
oo
th
38
23
(3
94
56
)[
SD
P]
74
35
(1
97
25
)[
iJ
]
12
85
0
(9
76
7)
[i
J]
18
43
5
(4
92
8)
[i
J]
26
64
2
(2
44
2)
[i
J]
36
48
7
(1
23
3)
[i
J]
fe
_r
ot
or
20
49
(5
03
05
)[
G
rP
ar
t]
80
97
(2
49
05
)[
C
h2
.0
]
14
02
8
(1
25
76
)[
iJ
]
20
77
3
(6
28
8)
[i
J]
33
68
6
(3
14
4)
[i
J]
50
91
2
(1
57
2)
[i
J]
59
8a
23
88
(5
58
56
)[
M
Q
I]
83
11
(2
79
85
)[
N
/A
]
16
59
4
(1
40
10
)[
iJ
]
27
34
4
(7
00
5)
[i
J]
41
12
4
(3
50
2)
[i
J]
59
15
2
(1
75
1)
[i
J]
fe
_o
ce
an
38
7
(7
24
25
)[
G
rP
ar
t]
19
11
(3
61
95
)[
N
/A
]
47
60
(1
79
30
)[
N
/A
]
85
07
(9
04
9)
[i
J]
13
76
7
(4
52
6)
[i
J]
21
85
4
(2
26
3)
[i
J]
14
4
64
79
(7
29
80
)[
M
Q
I]
15
34
5
(3
63
66
)[
N
/A
]
25
81
8
(1
82
01
)[
N
/A
]
39
85
6
(9
04
1)
[N
/A
]
58
65
9
(4
52
1)
[i
J]
81
14
5
(2
26
8)
[N
/A
]
w
av
e
86
82
(7
89
34
)[
M
Q
I]
18
05
8
(3
93
95
)[
iJ
]
32
20
4
(1
95
40
)[
iJ
]
46
90
3
(9
86
0)
[i
J]
65
92
6
(4
93
3)
[i
J]
91
30
4
(2
46
6)
[i
J]
m
14
b
38
26
(1
07
83
1)
[M
Q
I]
13
84
4
(5
39
71
)[
JK
M
]
28
12
8
(2
68
46
)[
pM
4.
0]
44
51
5
(1
34
33
)[
N
/A
]
68
46
8
(6
71
2)
[N
/A
]
10
19
80
(3
38
2)
[N
/A
]
au
to
10
04
2
(2
26
57
1)
[S
D
P]
29
15
8
(1
12
67
6)
[i
J]
53
15
8
(5
66
46
)[
iJ
]
82
90
1
(2
82
56
)[
iJ
]
13
08
18
(1
41
60
)[
iJ
]
18
28
90
(7
07
9)
[i
J]
TA
B
.A
.2
–
R
es
ul
ts
w
ith
up
to
1%
im
ba
la
nc
e,
S
_m
a
x
<
=
1.
01
∗S
_o
p
t
A.4. ARCHIVES DU PARTITIONNEMENT DE GRAPHE DE CHRIS WALSHAW 201
gr
ap
h
2
4
8
16
32
64
ad
d2
0
57
6
(1
23
3)
[G
C
SV
D
]
11
88
(6
16
)[
JE
]
17
20
(3
08
)[
iJ
]
22
16
(1
50
)[
iJ
]
27
58
(7
6)
[J
E
]
32
66
(3
8)
[J
E
]
da
ta
18
5
(1
46
5)
[A
M
G
]
38
3
(7
33
)[
iJ
]
70
8
(3
67
)[
iJ
]
11
95
(1
83
)[
C
h2
.0
]
19
70
(9
1)
[i
J]
29
11
(4
6)
[i
J]
3e
lt
87
(2
39
8)
[J
E
]
19
9
(1
18
6)
[J
E
]
33
6
(6
07
)[
JE
]
56
6
(3
03
)[
JE
]
95
8
(1
51
)[
N
/A
]
15
52
(7
5)
[N
/A
]
uk
18
(2
45
5)
[J
E
]
41
(1
22
8)
[J
E
]
82
(6
20
)[
JE
]
15
4
(3
08
)[
N
/A
]
26
5
(1
55
)[
N
/A
]
45
5
(7
7)
[i
J]
ad
d3
2
10
(2
48
1)
[J
2.
2]
33
(1
24
1)
[J
E
]
69
(6
21
)[
JE
]
11
7
(3
11
)[
JE
]
21
2
(1
56
)[
JE
]
62
4
(8
0)
[p
M
4.
0]
bc
ss
tk
33
10
06
4
(4
41
9)
[A
M
G
]
21
42
3
(2
25
0)
[i
J]
34
32
2
(1
12
4)
[i
J]
55
54
6
(5
51
)[
iJ
]
79
12
1
(2
75
)[
iJ
]
10
93
48
(1
40
)[
iJ
]
w
hi
ta
ke
r3
12
6
(4
90
8)
[J
E
]
38
0
(2
45
8)
[J
E
]
65
8
(1
26
1)
[J
E
]
10
92
(6
30
)[
JE
]
16
86
(3
15
)[
JE
]
25
35
(1
57
)[
JE
]
cr
ac
k
18
2
(5
22
4)
[A
M
G
]
36
0
(2
61
6)
[J
E
]
67
6
(1
30
9)
[J
E
]
10
82
(6
59
)[
JE
]
16
79
(3
29
)[
N
/A
]
25
92
(1
64
)[
JE
]
w
in
g_
no
da
l
16
80
(5
62
9)
[S
D
P]
35
66
(2
79
6)
[J
E
]
54
01
(1
40
7)
[J
E
]
83
16
(7
04
)[
JE
]
12
02
4
(3
52
)[
JE
]
16
22
1
(1
72
)[
iJ
]
fe
_4
el
t2
13
0
(5
57
2)
[M
R
SB
]
34
9
(2
78
6)
[J
E
]
60
3
(1
42
9)
[J
E
]
10
07
(7
17
)[
JE
]
16
51
(3
58
)[
JE
]
25
37
(1
75
)[
iJ
]
vi
br
ob
ox
10
31
0
(6
18
4)
[J
E
]
19
24
5
(3
08
2)
[J
E
]
24
87
4
(1
58
7)
[J
E
]
32
00
2
(7
93
)[
iJ
]
42
58
2
(3
96
)[
iJ
]
50
84
9
(1
94
)[
JE
]
bc
ss
tk
29
28
18
(7
00
8)
[G
rP
ar
t]
85
41
(3
60
0)
[J
2.
2]
16
50
5
(1
75
8)
[i
J]
24
70
6
(8
75
)[
iJ
]
37
81
0
(4
41
)[
iJ
]
58
45
2
(2
25
)[
iJ
]
4e
lt
13
7
(8
01
7)
[J
E
]
31
9
(3
96
6)
[N
/A
]
52
7
(2
00
9)
[N
/A
]
91
6
(1
00
4)
[J
E
]
15
37
(5
02
)[
JE
]
25
81
(2
51
)[
JE
]
fe
_s
ph
er
e
38
4
(8
28
9)
[J
E
]
76
6
(4
15
5)
[J
E
]
11
52
(2
06
0)
[J
E
]
17
06
(1
05
3)
[N
/A
]
24
77
(5
27
)[
JE
]
35
47
(2
63
)[
JE
]
ct
i
31
8
(8
48
0)
[J
E
]
91
7
(4
33
1)
[J
E
]
17
16
(2
16
0)
[J
E
]
27
78
(1
08
0)
[J
E
]
42
36
(5
42
)[
iJ
]
59
92
(2
71
)[
iJ
]
m
em
pl
us
54
07
(9
14
0)
[J
E
]
96
64
(4
54
2)
[J
E
]
11
93
9
(2
24
1)
[i
J]
13
55
9
(1
14
3)
[J
E
]
14
54
8
(5
71
)[
iJ
]
17
40
9
(2
85
)[
JE
]
cs
4
36
2
(1
15
86
)[
A
M
G
]
93
6
(5
70
4)
[J
E
]
14
72
(2
86
1)
[N
/A
]
21
26
(1
44
8)
[N
/A
]
31
10
(7
04
)[
iJ
]
41
96
(3
62
)[
iJ
]
bc
ss
tk
30
62
51
(1
46
79
)[
JE
]
16
61
7
(7
34
1)
[J
E
]
34
55
9
(3
66
6)
[J
E
]
70
76
8
(1
85
1)
[J
E
]
11
72
32
(9
30
)[
JE
]
17
85
78
(4
65
)[
JE
]
bc
ss
tk
31
26
76
(1
81
84
)[
M
L
SA
T
S]
78
79
(8
89
8)
[p
M
4.
0]
14
42
6
(4
44
9)
[p
M
4.
0]
25
16
0
(2
29
0)
[i
J]
38
57
2
(1
14
5)
[i
J]
61
06
6
(5
72
)[
iJ
]
fe
_p
w
t
34
0
(1
82
60
)[
G
rP
ar
t]
70
4
(9
36
5)
[J
E
]
14
36
(4
70
1)
[J
E
]
27
84
(2
33
8)
[J
E
]
56
06
(1
17
5)
[J
E
]
83
46
(5
87
)[
iJ
]
bc
ss
tk
32
46
67
(2
23
05
)[
JE
]
97
28
(1
12
86
)[
JE
]
21
30
7
(5
74
1)
[J
E
]
38
92
9
(2
86
4)
[J
E
]
64
30
2
(1
43
5)
[i
J]
96
16
8
(7
17
)[
iJ
]
fe
_b
od
y
26
2
(2
25
44
)[
M
Q
I]
70
3
(1
12
72
)[
pM
4.
0]
11
97
(5
63
7)
[p
M
4.
0]
19
81
(2
81
9)
[p
M
4.
0]
32
23
(1
45
1)
[i
J]
55
02
(7
25
)[
iJ
]
t6
0k
71
(3
07
95
)[
A
M
G
]
21
1
(1
52
19
)[
iJ
]
46
7
(7
53
4)
[N
/A
]
85
2
(3
86
2)
[N
/A
]
14
20
(1
92
2)
[i
J]
22
58
(9
58
)[
iJ
]
w
in
g
77
4
(3
18
24
)[
M
Q
I]
16
36
(1
58
15
)[
JE
]
25
51
(7
89
4)
[J
E
]
40
15
(3
96
6)
[J
E
]
60
28
(1
99
6)
[J
E
]
81
61
(9
78
)[
iJ
]
br
ac
k2
68
4
(3
21
68
)[
JE
]
28
64
(1
61
27
)[
JE
]
70
80
(8
05
7)
[J
E
]
11
95
8
(4
03
0)
[J
E
]
17
95
2
(2
01
5)
[J
E
]
27
34
5
(1
00
7)
[i
J]
fin
an
51
2
16
2
(3
73
76
)[
C
h2
.0
]
32
4
(1
86
88
)[
C
h2
.0
]
64
8
(9
34
4)
[C
h2
.0
]
12
96
(4
67
2)
[C
h2
.0
]
25
92
(2
33
6)
[C
h2
.0
]
10
82
1
(1
20
3)
[N
/A
]
fe
_t
oo
th
37
92
(4
02
10
)[
SD
P]
74
35
(1
97
25
)[
iJ
]
12
85
0
(9
76
7)
[i
J]
18
43
5
(4
92
8)
[i
J]
26
64
2
(2
44
2)
[i
J]
36
03
0
(1
25
7)
[i
J]
fe
_r
ot
or
19
65
(5
10
65
)[
SD
P]
80
97
(2
49
05
)[
C
h2
.0
]
14
02
8
(1
25
76
)[
iJ
]
20
77
3
(6
28
8)
[i
J]
33
68
6
(3
14
4)
[i
J]
47
97
2
(1
60
3)
[i
J]
59
8a
23
67
(5
67
05
)[
M
Q
I]
79
78
(2
85
20
)[
N
/A
]
16
03
1
(1
42
86
)[
N
/A
]
26
25
7
(7
14
3)
[N
/A
]
40
79
2
(3
57
1)
[N
/A
]
58
45
4
(1
78
4)
[i
J]
fe
_o
ce
an
31
1
(7
33
22
)[
G
rP
ar
t]
17
04
(3
68
02
)[
N
/A
]
40
19
(1
84
36
)[
N
/A
]
78
38
(9
22
3)
[N
/A
]
12
74
6
(4
61
6)
[N
/A
]
21
85
4
(2
26
3)
[i
J]
14
4
64
38
(7
42
81
)[
M
Q
I]
15
25
0
(3
70
37
)[
N
/A
]
25
61
1
(1
85
23
)[
N
/A
]
38
47
8
(9
31
1)
[N
/A
]
58
65
9
(4
52
1)
[i
J]
80
89
4
(2
28
7)
[N
/A
]
w
av
e
86
16
(8
03
06
)[
SD
P]
18
05
8
(3
93
95
)[
iJ
]
30
89
5
(2
00
87
)[
iJ
]
46
48
7
(1
00
56
)[
iJ
]
64
95
3
(5
02
7)
[i
J]
88
38
3
(2
51
5)
[i
J]
m
14
b
38
23
(1
08
87
9)
[M
Q
I]
13
84
4
(5
39
71
)[
JK
M
]
27
71
1
(2
74
31
)[
iJ
]
44
17
4
(1
37
85
)[
iJ
]
68
46
8
(6
71
2)
[N
/A
]
10
19
80
(3
38
2)
[N
/A
]
au
to
97
82
(2
30
27
5)
[S
D
P]
29
15
8
(1
12
67
6)
[i
J]
48
32
9
(5
77
12
)[
JK
M
]
82
90
1
(2
82
56
)[
iJ
]
13
03
10
(1
44
37
)[
iJ
]
18
05
62
(7
21
1)
[i
J]
TA
B
.A
.3
–
R
es
ul
ts
w
ith
up
to
3%
im
ba
la
nc
e,
S
_m
a
x
<
=
1.
03
∗S
_o
p
t
202 PRINCIPAUX OUTILS ET BANCS DE TESTS POUR LE PARTITIONNEMENT
gr
ap
h
2
4
8
16
32
64
ad
d2
0
55
0
(1
25
6)
[G
C
SV
D
]
11
84
(6
28
)[
iJ
]
17
05
(3
14
)[
iJ
]
21
86
(1
57
)[
M
L
SA
T
S]
27
58
(7
6)
[J
E
]
32
66
(3
8)
[J
E
]
da
ta
18
1
(1
49
7)
[S
D
P]
37
8
(7
46
)[
iJ
]
70
2
(3
74
)[
iJ
]
11
95
(1
83
)[
C
h2
.0
]
19
22
(9
3)
[i
J]
29
11
(4
6)
[i
J]
3e
lt
87
(2
39
8)
[J
E
]
19
9
(1
18
6)
[J
E
]
33
4
(6
17
)[
iJ
]
56
6
(3
03
)[
JE
]
95
8
(1
51
)[
N
/A
]
15
52
(7
5)
[N
/A
]
uk
18
(2
45
5)
[J
E
]
41
(1
22
8)
[J
E
]
82
(6
20
)[
JE
]
15
4
(3
08
)[
N
/A
]
26
5
(1
55
)[
N
/A
]
43
6
(7
9)
[i
J]
ad
d3
2
10
(2
48
1)
[J
2.
2]
33
(1
24
1)
[J
E
]
69
(6
21
)[
JE
]
11
7
(3
11
)[
JE
]
21
2
(1
56
)[
JE
]
62
4
(8
0)
[p
M
4.
0]
bc
ss
tk
33
99
14
(4
55
4)
[i
J]
21
22
9
(2
29
3)
[i
J]
34
11
7
(1
14
5)
[i
J]
55
54
6
(5
51
)[
iJ
]
78
82
1
(2
86
)[
iJ
]
10
82
49
(1
43
)[
iJ
]
w
hi
ta
ke
r3
12
6
(4
90
8)
[J
E
]
38
0
(2
45
8)
[J
E
]
65
8
(1
26
1)
[J
E
]
10
92
(6
30
)[
JE
]
16
86
(3
15
)[
JE
]
25
35
(1
57
)[
JE
]
cr
ac
k
18
2
(5
22
4)
[A
M
G
]
36
0
(2
61
6)
[J
E
]
67
6
(1
30
9)
[J
E
]
10
82
(6
59
)[
JE
]
16
79
(3
29
)[
N
/A
]
25
90
(1
68
)[
iJ
]
w
in
g_
no
da
l
16
68
(5
74
2)
[S
D
P]
35
66
(2
79
6)
[J
E
]
53
87
(1
42
9)
[M
L
SA
T
S]
83
16
(7
04
)[
JE
]
12
02
4
(3
52
)[
JE
]
16
10
2
(1
79
)[
iJ
]
fe
_4
el
t2
13
0
(5
57
2)
[M
R
SB
]
34
9
(2
78
6)
[J
E
]
59
7
(1
45
7)
[i
J]
10
07
(7
17
)[
JE
]
16
51
(3
58
)[
JE
]
25
16
(1
82
)[
iJ
]
vi
br
ob
ox
10
31
0
(6
18
4)
[J
E
]
19
24
5
(3
08
2)
[J
E
]
24
15
8
(1
60
3)
[i
J]
31
69
5
(8
09
)[
iJ
]
41
17
6
(4
04
)[
iJ
]
50
75
7
(2
02
)[
iJ
]
bc
ss
tk
29
28
18
(7
00
8)
[G
rP
ar
t]
80
88
(3
67
2)
[M
L
SA
T
S]
15
31
4
(1
83
6)
[M
L
SA
T
S]
24
70
6
(8
75
)[
iJ
]
36
73
1
(4
56
)[
iJ
]
58
10
8
(2
29
)[
iJ
]
4e
lt
13
7
(8
01
7)
[J
E
]
31
9
(3
96
6)
[N
/A
]
52
7
(2
00
9)
[N
/A
]
91
6
(1
00
4)
[J
E
]
15
37
(5
02
)[
JE
]
25
81
(2
51
)[
JE
]
fe
_s
ph
er
e
38
4
(8
28
9)
[J
E
]
76
6
(4
15
5)
[J
E
]
11
52
(2
06
0)
[J
E
]
16
92
(1
07
4)
[i
J]
24
77
(5
27
)[
JE
]
35
47
(2
63
)[
JE
]
ct
i
31
8
(8
48
0)
[J
E
]
91
7
(4
33
1)
[J
E
]
17
16
(2
16
0)
[J
E
]
27
78
(1
08
0)
[J
E
]
42
36
(5
42
)[
iJ
]
59
07
(2
76
)[
iJ
]
m
em
pl
us
53
53
(9
32
2)
[i
J]
94
27
(4
65
2)
[M
L
SA
T
S]
11
93
9
(2
24
1)
[i
J]
13
27
9
(1
16
5)
[i
J]
14
38
4
(5
82
)[
iJ
]
17
40
9
(2
85
)[
JE
]
cs
4
35
6
(1
17
94
)[
A
M
G
]
93
6
(5
70
4)
[J
E
]
14
72
(2
86
1)
[N
/A
]
21
26
(1
44
8)
[N
/A
]
30
80
(7
37
)[
iJ
]
41
96
(3
62
)[
iJ
]
bc
ss
tk
30
62
51
(1
46
79
)[
JE
]
16
61
7
(7
34
1)
[J
E
]
34
55
9
(3
66
6)
[J
E
]
70
76
8
(1
85
1)
[J
E
]
11
72
32
(9
30
)[
JE
]
17
73
79
(4
74
)[
iJ
]
bc
ss
tk
31
26
76
(1
81
84
)[
M
L
SA
T
S]
78
79
(8
89
8)
[p
M
4.
0]
13
56
1
(4
67
0)
[i
J]
24
17
9
(2
33
1)
[i
J]
38
57
2
(1
14
5)
[i
J]
60
44
6
(5
83
)[
iJ
]
fe
_p
w
t
34
0
(1
82
60
)[
G
rP
ar
t]
70
4
(9
36
5)
[J
E
]
14
36
(4
70
1)
[J
E
]
27
84
(2
33
8)
[J
E
]
56
06
(1
17
5)
[J
E
]
83
10
(5
99
)[
iJ
]
bc
ss
tk
32
46
67
(2
23
05
)[
JE
]
97
28
(1
12
86
)[
JE
]
21
30
7
(5
74
1)
[J
E
]
38
32
0
(2
92
3)
[i
J]
62
96
1
(1
46
3)
[i
J]
96
16
8
(7
17
)[
iJ
]
fe
_b
od
y
26
2
(2
25
44
)[
M
Q
I]
70
3
(1
12
72
)[
pM
4.
0]
11
45
(5
88
5)
[i
J]
18
33
(2
95
2)
[i
J]
32
23
(1
45
1)
[i
J]
52
19
(7
39
)[
iJ
]
t6
0k
65
(3
14
37
)[
SD
P]
21
1
(1
52
19
)[
iJ
]
46
7
(7
53
4)
[N
/A
]
85
2
(3
86
2)
[N
/A
]
14
20
(1
92
2)
[i
J]
22
21
(9
84
)[
iJ
]
w
in
g
77
0
(3
25
50
)[
M
Q
I]
16
36
(1
58
15
)[
JE
]
25
51
(7
89
4)
[J
E
]
40
15
(3
96
6)
[J
E
]
60
10
(2
03
1)
[i
J]
81
61
(9
78
)[
iJ
]
br
ac
k2
66
0
(3
26
00
)[
SD
P]
28
08
(1
64
39
)[
M
L
SA
T
S]
70
80
(8
05
7)
[J
E
]
11
95
8
(4
03
0)
[J
E
]
17
95
2
(2
01
5)
[J
E
]
26
94
4
(1
02
7)
[i
J]
fin
an
51
2
16
2
(3
73
76
)[
C
h2
.0
]
32
4
(1
86
88
)[
C
h2
.0
]
64
8
(9
34
4)
[C
h2
.0
]
12
96
(4
67
2)
[C
h2
.0
]
25
92
(2
33
6)
[C
h2
.0
]
10
82
1
(1
20
3)
[N
/A
]
fe
_t
oo
th
37
73
(4
05
67
)[
SD
P]
71
52
(2
04
05
)[
M
L
SA
T
S]
12
64
6
(1
00
71
)[
iJ
]
18
43
5
(4
92
8)
[i
J]
26
01
6
(2
56
3)
[M
L
SA
T
S]
36
03
0
(1
25
7)
[i
J]
fe
_r
ot
or
19
57
(5
17
83
)[
SD
P]
80
97
(2
49
05
)[
C
h2
.0
]
13
18
4
(1
29
99
)[
iJ
]
20
77
3
(6
28
8)
[i
J]
33
68
6
(3
14
4)
[i
J]
47
85
2
(1
63
3)
[i
J]
59
8a
23
36
(5
78
55
)[
M
Q
I]
79
78
(2
85
20
)[
N
/A
]
16
03
1
(1
42
86
)[
N
/A
]
26
25
7
(7
14
3)
[N
/A
]
40
17
9
(3
64
1)
[i
J]
58
30
7
(1
82
0)
[i
J]
fe
_o
ce
an
31
1
(7
33
22
)[
G
rP
ar
t]
17
04
(3
68
02
)[
N
/A
]
40
19
(1
84
36
)[
N
/A
]
78
38
(9
22
3)
[N
/A
]
12
74
6
(4
61
6)
[N
/A
]
21
78
4
(2
35
3)
[i
J]
14
4
63
62
(7
59
17
)[
SD
P]
15
25
0
(3
70
37
)[
N
/A
]
25
61
1
(1
85
23
)[
N
/A
]
38
47
8
(9
31
1)
[N
/A
]
58
14
2
(4
70
1)
[N
/A
]
80
44
5
(2
37
3)
[N
/A
]
w
av
e
85
63
(8
18
41
)[
M
Q
I]
18
05
8
(3
93
95
)[
iJ
]
30
58
3
(2
05
14
)[
M
L
SA
T
S]
44
62
5
(1
02
58
)[
M
L
SA
T
S]
63
72
5
(5
12
9)
[i
J]
88
38
3
(2
51
5)
[i
J]
m
14
b
38
02
(1
12
53
2)
[M
Q
I]
13
84
4
(5
39
71
)[
JK
M
]
27
71
1
(2
74
31
)[
iJ
]
44
17
4
(1
37
85
)[
iJ
]
68
46
8
(6
71
2)
[N
/A
]
10
13
85
(3
52
3)
[i
J]
au
to
94
50
(2
35
53
2)
[M
Q
I]
29
15
8
(1
12
67
6)
[i
J]
48
22
1
(5
88
85
)[
iJ
]
82
90
1
(2
82
56
)[
iJ
]
12
74
33
(1
47
22
)[
iJ
]
17
94
64
(7
36
0)
[i
J]
TA
B
.A
.4
–
R
es
ul
ts
w
ith
up
to
5%
im
ba
la
nc
e,
S
_m
a
x
<
=
1.
05
∗S
_o
p
t
Annexe B
Compléments sur le système de gestion
du trafic aérien
B.1 Les contrôleurs des centres de contrôle en route
Le contrôle en route est effectué par des contrôleurs regroupés en centres de contrôle. On distingue
5 centres de contrôle en route en France (Aix-en-Provence, Bordeaux, Brest, Paris et Reims), 36 en
Europe, chaque centre pouvant gérer une ou plusieurs zones de qualification1 (la France en compte 7).
La localisation géographique de ces centres n’a pas de signification particulière par rapport aux zones
qu’ils contrôlent (même si en France ces derniers sont plus ou moins situés au centre de leur zone
d’action) mais correspond plutôt aux différentes politiques d’aménagement du territoire. Il existe en-
core peu de centres communs à plusieurs pays. Le centre suisse contrôle deux secteurs frontaliers avec
la France, ceci grâce à un accord entre les deux pays. Il existe également deux centres « européens »,
c’est-à-dire gérés non plus par les pays dont ils contrôlent l’espace mais directement par l’agence
Eurocontrol, agence regroupant divers pays européens dont le but est de développer et coordonner les
différentes politiques de gestion de trafic aérien.
Les contrôleurs travaillent généralement par paires : un contrôleur organique et un contrôleur
tactique. Chaque paire travaille devant une station de contrôle. Un exemple représentant une position
occupée (ou armée) par deux contrôleurs est présenté figure B.1, la personne au premier plan étant le
contrôleur organique, la seconde, à l’arrière, le contrôleur tactique.
Le contrôleur organique est en charge de la gestion du trafic aérien à moyen terme. Pour cela
il dispose de bandes de progression ou, plus couramment, strips (originellement des bandelettes de
papier, parfois remplacées par un affichage électronique).
Les strips contiennent toutes les informations fondamentales concernant chaque vol passant dans
le secteur dont il a la charge (un strip par vol). Par exemple, le strip présenté figure B.2 renseigne le
contrôleur sur :
– L’identifiant du vol (AFR1715) et le type d’aéronef (A321),
– le niveau de vol d’entrée (FL310),
– le niveau de vol demandé (FL350),
– les aéroports de départ (LIMC, Milan) et d’arrivée (LFPG, Roissy-Charles de Gaulle),
– la fréquence radio de contact (132.1),
1Un contrôleur qualifié sur une zone géographique donnée ne peut pas contrôler sur une autre zone. Ainsi au sein d’un
même centre de contrôle, un contrôleur ne peut pas travailler sur n’importe quelle position.
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FIG. B.1 – Une position de contrôle.
– et enfin la route prévue dans le plan de vol et l’heure de passage prévue sur chaque point de
report (par exemple DIJ à 16h11, TRO à 16h23).
FIG. B.2 – Un strip électronique.
Les informations contenues dans les strips sont transmises au contrôleur tactique une dizaine de
minutes avant l’entrée de l’aéronef dans le secteur dont il a la charge. Avant cela le contrôleur orga-
nique est chargé de détecter tout conflit qui pourrait être induit par la future entrée d’un aéronef dans le
secteur qu’il contrôle. Le contrôleur organique doit également assurer la liaison avec le contrôleur du
secteur précédent et celui du secteur suivant afin d’assurer une bonne transmission des aéronefs. Cette
procédure, appelée coordination, est une des tâches majeures du contrôle. Il assure aussi la gestion
globale du flux dans le secteur et doit s’assurer que la tâche que devra effectuer le second contrôleur
ne sera pas trop lourde.
Le contrôleur tactique a, quant à lui, la responsabilité à court terme du trafic et notamment la
séparation des aéronefs entre eux. Pour cela, il doit maintenir en permanence une distance minimale
entre les aéronefs. Cette séparation est d’environ 5 Nm (1 Nm = 1 819 m) dans le plan horizontal et
1 000 ft (1 ft = 30 cm) dans le plan vertical. Lorsque ces deux normes sont simultanément violées, on
dit qu’il y a perte de séparation ou conflit. Pour faciliter le travail du contrôleur, les aéronefs volent,
comme nous l’avons vu, sur des routes aériennes et lorsqu’ils sont stables, c’est-à-dire lorsque les
aéronefs ne sont ni en montée, ni en descente, ils se fixent sur un niveau de vol « entier ». Ainsi un
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aéronef volera par exemple à 31 000 ft (niveau de vol FL310) mais pas à 31 700 ft. Les niveaux de
vol standards sont ainsi séparés de 1 000 ft (FL290, FL300, FL310). Pour maintenir ces différentes
séparations, le contrôleur tactique dispose d’une image radar lui montrant la direction de déplacement
des aéronefs, leur vitesse respective, leur niveau de vol, etc. Un exemple est présenté figure B.3.
Celle-ci ne montre qu’une partie de l’image complète que peut avoir un contrôleur. La partie gris clair
correspond au secteur dont les contrôleurs ont la charge, la partie gris foncé permettant de voir les
aéronefs entrer et sortir du secteur dont ils ont la charge. Il existe encore très peu d’aide à la détection
et à la résolution de conflits. Le seul système automatique actif de détection aujourd’hui, du point de
vue du contrôleur aérien, est le filet de sauvegarde, un dispositif qui se déclenche lorsque le risque de
collision est imminent.
FIG. B.3 – Exemple d’image radar
Pour assurer la séparation, le contrôleur tactique dispose de deux catégories de manœuvres : les
manœuvres en niveau et les manœuvres en cap. Les manœuvres en niveau se divisent elles-mêmes en
trois catégories. Le contrôleur peut demander au pilote de :
– stabiliser son aéronef en montée ou en descente avant de l’autoriser à poursuivre vers son niveau
initialement requis ;
– anticiper la descente lorsqu’il est proche de sa destination ;
– descendre2 d’un niveau de vol lorsqu’il est stable en croisière (cette manœuvre n’étant pas du
2Il est également possible de demander à un aéronef de monter d’un niveau mais ceci dépend des performances des
avions et n’est pas toujours possible.
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tout appréciée par les pilotes).
Les manœuvres en cap consistent simplement à modifier le cap d’un aéronef à gauche ou à droite,
puis à lui faire reprendre sa trajectoire en lui communiquant un nouveau cap vers une balise de son
plan de vol.
B.2 La régulation du trafic aérien
Nous avons vu précédemment que ce sont les pilotes qui choisissent leur plan de vol. Que se
passe-t-il alors si tous les aéronefs veulent passer au même endroit au même moment ? Géré par
des opérateurs humains, un secteur a une capacité limitée par la quantité d’aéronefs que peut gérer
un couple de contrôleurs, capacité très inférieure à la capacité intrinsèque du secteur offert par son
volume. Chaque secteur possède ainsi une capacité horaire dépendant du type de trafic (en route, en
approche), de l’emplacement géographique du secteur, de sa taille, etc. Si cette capacité est dépassée,
le contrôleur n’est plus à même de gérer tous les aéronefs et donc de garantir la sécurité des vols. Des
méthodes ont ainsi été mises en place pour éviter de telles situations. C’est la gestion des flux de trafic
(Air Traffic Flow Management ou ATFM).
La majorité des vols dépassant le cadre purement national (environ 15000 vols par jour sur les
25000 circulant en Europe lors d’une journée moyenne en 2005), la régulation du trafic doit se faire
au niveau européen plutôt que national. En effet, pour un vol venant du nord et atterrissant à Roissy-
Charles de Gaulle, il est parfois nécessaire d’appliquer des mesures de régulation alors que l’aéronef
est toujours pris en charge pas le contrôle belge ou britannique. En Europe, c’est l’agence Eurocontrol
qui est en charge de fournir les services ATFM à travers la CFMU (Central Flow Management Unit).
La figure B.4 présente de manière foncée les pays européens couverts par la CFMU.
FIG. B.4 – Pays collaborant au travers de la CFMU
Pour décoller d’un aéroport, la CFMU attribue aux aéronefs un créneau de décollage, c’est-à-dire
que ceux-ci doivent impérativement partir dans un laps de temps compris entre 5 minutes avant et
jusqu’à 10 minutes après l’heure officielle de décollage. Si un aéronef manque son créneau, il ne peut,
en règle générale, décoller et doit théoriquement en redemander un autre. En fonction des demandes
de régulation, la CFMU choisit de modifier l’heure de décollage de certains vols. Elle impose donc une
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heure de départ différente de celle prévue à l’origine (si un aéronef doit être décalé, le délai appliqué
est donné à la compagnie aérienne 24 heures à l’avance).
L’algorithme, nommé CASA (pour Computer Assisted Slot Allocation [CFM00]), utilisé par la
CFMU est très simple. Pour chaque zone régulée, il génère une liste de créneaux de passage. Ainsi,
si un secteur d’une capacité horaire de 30 aéronefs par heure se trouve régulé, CASA va générer une
liste de créneaux de passage espacés de deux minutes chacun (60 minutes divisées par la capacité) et
cela pour toute la durée de la régulation.
La liste ainsi générée va se remplir au fur et à mesure que les compagnies aériennes soumettent
leurs plans de vol à la CFMU. Si un aéronef « veut » passer dans un créneau déjà alloué à un autre
vol c’est l’aéronef qui aurait dû passer le premier en l’absence de régulation qui obtient le créneau.
L’autre aéronef est reclassé dans le créneau suivant. Si ce créneau est occupé alors le processus se
répète. Il peut donc se produire une réaction en chaîne. Un nouveau vol peut décaler de proche en
proche de nombreux autres.
Si un vol traverse plusieurs zones régulées, il se voit imposer le retard le plus important. Il sera
donc accepté avec ce retard dans toutes les zones. Le mécanisme employé ici par la CFMU n’est
pas très clair. Illustrons ce qui se passe sur un exemple simple. Soit un aéronef qui traverse deux
zones régulées. La première lui donne un retard de 10 minutes et la seconde un retard de 25 minutes.
L’aéronef partira avec 25 minutes de retard. Mais le premier secteur peut-il prendre l’aéronef sans
problème avec 25 minutes de retard au lieu de 10 ? Il n’existe pas de réponse officielle à ce problème.
Face aux problèmes d’incertitude sur les heures de passage et sur la capacité réelle des secteurs,
la CFMU apporte une réponse pragmatique et statistique. L’ensemble des acteurs du transport aérien
respecte les décisions prises et dans les faits les résultats sont acceptables. Toutefois, les fondements
théoriques pour justifier son fonctionnement sont quasiment inexistants.
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