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Abstract
The mammalian brain is the most capable and complex computing entity known
today. For many years there has been research focused on reproducing the brain’s
processing capabilities. An early example of this endeavor was the perceptron which
has become the core building block of neural network models in the deep learning era.
Deep learning has had tremendous success in well-defined tasks like object detection,
games like go and chess, and automatic speech recognition. In fact, some deep learning models can match and even outperform humans in specific situations. However, in
general, they require much more training, have higher power consumption, are more
susceptible to noise and adversarial perturbations, and have very different behavior
than their biological counterparts. In contrast, spiking neural network models take a
step closer to biology, and in some cases behave identically to measurements of real
neurons. Though there has been advancement, spiking neural networks are far from
reaching their full potential, in part because the full picture of their biological underpinnings is unclear. This work attempts to reduce that gap further by exploring a
bio-inspired configuration of spiking neurons coupled with a computational astrocyte
model. Astrocytes, initially thought to be passive support cells in the brain are now
known to actively participate in neural processing. They are believed to be critical for
some processes, such as neural synchronization, self-repair, and learning. The developed astrocyte model is geared towards synaptic plasticity and is shown to improve
upon existing local learning rules, as well as create a generalized approach to local
spike-timing-dependent plasticity. Beyond generalizing existing learning approaches,
the astrocyte is able to leverage temporal and spatial integration to improve convergence, and tolerance to noise. The astrocyte model is expanded to influence multiple
synapses and configured for a specific learning task. A single astrocyte paired with
a single leaky integrate and fire neuron is shown to converge on a solution in 2, 3,
and 4 synapse configurations. Beyond the more concrete improvements in plasticity,
iii

this work provides a foundation for exploring supervisory astrocyte-like elements in
spiking neural networks, and a framework to implement and extend many three-factor
learning rules. Overall, this work brings the field a bit closer to leveraging some of
the distinct advantages of biological neural networks.
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Chapter 1
Introduction

1.1

Motivation

The human brain exhibits may features that current approaches to machine learning
and intelligence are unable to mimic. Certainly, deep learning has achieved fantastic
results in a variety of specialized tasks, but this success comes with a cost. Increasingly higher parameters counts are needed to achieve improvements, and with each
parameter comes additional time and energy for training. Once trained, computing
a deep network’s decision in real-time requires specialized, power-hungry hardware.
The human brain on the other hand, exhibits a much higher level of connectivity,
is able to handle a wide variety of complex tasks, and has many advantages in the
context of learning, and tolerance to adversarial inputs. Where a deep learning model
requires many diverse examples to approach generalization, the human brain is able
to surpass this with only a few examples (Tsimenidis 2020). Even more impressive,
the brain can accomplish these feats with ≈ 20 Watts of power. At a high level, this
work explores spiking neural networks (SNNs) and astrocytes in an effort to explain,
and realized some of these features.
Beyond the high-level motivations, both SNN literature and research surrounding
computational astrocyte models have gaps. SNN are difficult to train, especially at a
network level. Overall, training is holding back SNN despite their rich dynamics and

2

Chapter 1. Introduction

advantages with time-series data (Amirhossein Tavanaeia 2019). Moving over to astrocytes, there is a clear role for them in computation, learning, and overall cognition
(Sara Mederos 2018). There are a handful of computational astrocyte models, but
in general they fail to clearly define a functional role. Works that do, don’t focus on
aspects that solve key problems in SNN (Manninen, Havela, and Linne 2019). This
leaves a clear need for an computational astrocyte model that focuses on extracting
key features from biology, and advances the functionality of SNN.

1.2

Thesis Objectives

The overarching goal of this thesis was to develop a bio-inspired astrocyte model, and
more broadly an astrocyte-neuron interaction model. This model was designed to be
computationally simple, scalable, and captures common themes within neuroscience
literature. To direct this research, the developed astrocyte model drove synaptic plasticity; First generalizing, then diverging from the widely used spike-timing dependent
plasticity (STDP) rule. Benefits of astrocyte-like control of synaptic plasticity were
demonstrated in the single synapse, single neuron configuration (1S1N) as well as select multi-synapse configurations. Inputs consisted of procedurally generated spiking
inputs, including Poisson rate-coded spike trains, spiking inputs representing Boolean
variables, and temporal inputs that followed specific patterns. To evaluate each experiment different intrinsic properties were observed, such as convergence/divergence
of weights, speed of convergence, stable points across a parameter space, and lastly
performance on any task driven experiments. Statistical analysis of various intermediate signals were used to gain insight.
More specific objectives.
1. Develop an astrocyte leaky integrate and fire (LIF)-neuron model based on
key bio-chemical pathways that are common in background literature. This

3
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astrocyte should respond internally to pre and post-synaptic spikes In a way
that can mimic STDP, but is more generalized and flexible.
2. Show, in the case of a single spiking neuron with one input, how the developed
astrocyte-LIF model can drive synaptic plasticity in a way that generalizes, and
extends STDP.
3. Extend the developed astrocyte-synapse Model to include coordination of plasticity rules across multiple synapses, and show how this coordination is critical
to a learning task.

4

Chapter 2
Background and Related Work

2.1

Spiking Neural Networks

SNN are a type of brain-inspired computing model. This class of artificial neural
network (ANN) is the most bio-realistic that is used in engineering applications.
They are an important topic in the machine learning field specifically, and have gained
interest in recent years. Perceptron type neurons are similar to spiking neurons, but
differ in a few key ways. Both types of neurons have some number of synapses,
on which inputs are received. These inputs are transformed based on per-synapse
parameters (generally multiplied by a synaptic weight), then summed together. This
is where the behavior diverges. Spiking neuron (SN) add to a leaky membrane voltage
with each input. If this membrane voltage satisfies an activation function (generally
a voltage threshold) then the SN fires, or generates an output spike. For perceptron
artificial neurons (ANs), there is still an activation function, and that function may
produce a spike-like output (1 or 0), but can output any real value. Similarly on the
input side, SNs receive spikes on their synapses, where ANs can receive any real value.
Another primary difference is related to time: A SN’s membrane voltage persists over
time, unlike AN’s, where there isn’t a per-neuron state maintained across inputs.
SNN, formed by connections between spiking neurons, are a bio-realistic type of
ANN. SN instead emit spikes, reminiscent of biological neuron’s action potentials.
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These spikes travel across a synapse, from one neuron to another, and are usually
multiplied by a weight along the way. In some cases, there are more complex dynamics
involved at the synapse, including delay, filtering, or the modeling of diffusion. At the
downstream neuron’s post-synaptic terminal, spikes arrive and are transformed into a
voltage wave, called a post-synaptic potential (PSP). PSPs are added over space and
time, and accumulate at the neuron downstream, in the form of membrane voltage,
or more generically a state variable. An activation function of this state variable
determines if and when a spiking neuron fires. Generally, once a certain threshold is
reached the post-synaptic neuron emits a voltage spike (fires). Since there are many
Spiking Neuron models, it is necessary to formalize what is considered a spiking
neuron. In general they process information from one or more inputs, and produce
a single spike-like output. The probability of firing is increased by excitatory inputs,
and decreased by inhibitory inputs. There is at least one internal state variable, and
depending on this variable output spikes are generated (Ponulak F 2011).
There are many potential models that fit the requirements of a spiking neuron.
In addition, some models are more often paired with other bio-inspired components
such as astrocytes (explored in this work). Relevant models are outlined below. These
models each balance bio-realism with computational efficiency, with some excelling
at both. Figure 2.1 shows where a number of models fall when measured by these
criteria (Izhikevich 2004). Specifically, the X-axis shows the number of floating point
operations per-second (FLOPS) are required to simulate the model in real-time. In
the Y-axis counts the number of cortical “features” out of a total of 22 that model is
able to reproduce.
1.0
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Figure 2.1: Comparison of spiking neuron models.

2.1.1

Leaky Integrate and Fire Neurons

Due to it’s simplicity and computational efficiency the most popular SN model explored in the literature is the LIF neuron. In this model there is a single state
variable represented by an internal voltage, which increases as spikes arrive at the
post-synaptic terminal of the neuron. Charge leaks from this internal reservoir over
time, lowering the voltage. Equation (2.1) defines the behavior of a generic LIF
model.

du
(t) = −τmem u(t) + (io + Σwj zj (t))
dt

(2.1)

In Equation (2.1), τ is the leaking time-constant, with io representing a constant
leak, independent of u. Σwj ij (t) is the increase in u at time t, given the presence
of a spike zj on synapse j, and the synaptic weight wj . Once the state variable u
(generally thought of as a voltage) reaches a certain threshold the neuron outputs
a spike. After this time the state variable is reset, and is held at that value for a
period known as the absolute refractory period. This mimics the high level behavior
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of biological neurons (Ponulak F 2011).

2.1.2

FitzHugh - Nagumo Model

The FitzHugh–Nagumo is a common SN model that was coupled with astrocytes in
a number of works (D. Postnov 2009; D. E. Postnov, Ryazanova, and Sosnovtseva
2007). It is based on the highly (computationally) complex Hodgkin-Huxley model,
with a variety of parameters fixed and others tuned to get different firing patterns.
The model consists of two main components, the synapse represented by wi , and the
post-synaptic neuron, with membrane voltage vi . If this membrane voltage exceeds a
threshold hs , then the neuron fires.

v3
dvi
= vi − i − wi
dt
3
dwi
= vi + Ii − Iapp
dt
dz
z
τs = (1 + tanh(Ss (vi − hs )))(1 − z) −
dt
ds
ϵ1

Isyn = (Ks − δGm )(z − z0 )

(2.2)
(2.3)
(2.4)
(2.5)

The specifics of this model aren’t relevant here only the separation of synapse and
neuron quantities wi and vi , and the associated implications. This neuron model,
and those that model current flow within a synapse were common candidates for
astrorcyte integration among the literature, and have strong ties to biology. (Pittà
and Brunel 2016; D. Postnov 2009; Wade et al. 2011).

2.1.3

Spiking Neural Network Topologies

SNN can take on a variety of topologies, similar to multi-layer perceptron (MLP)s.
These include feedforward, recurrent, or a hybrid of both. Within a standard feedforward network, lateral inhibition is often employed, resulting in a winner take all
8
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(WTA) configuration. In this case a layer of neurons has feed forward connections
from the previous layer, in addition to inhibitory connections within the layer. The
inhibitory connections from the first neuron to emit a spike to its neighbors, prevents
other neurons within that layer from firing in the near term (Ponulak F 2011).
One, more specific hybrid configuration is a Synfire chain, which is feedforward
between sub-populations of recurrent networks. Synfire chains are of particular interest, as they show a coordination within the spiking network. From input to output in
a feed-forward pattern, populations of neurons coordinate, passing along a ”packet”
of neuronal activity. It was observed in monkeys, that the precise timing of spikes
was correlated with behavior, and synfire activity was given as a possible explanation
(Aertsen 1996).

2.2

Coding Schemes

Spiking neural networks, receive and transmit spikes, rather than continuous values as
with other ANNs. These spikes are of a uniform shape and size, and are indistinguishable from one another. This led to important questions: how to encode real values
as inputs to SNN, and how is information passed within an SNN encoded. Generally,
coding schemes used are based on observations in biology (Ponulak F 2011).
Rate-based coding is based on some of the earliest observations of sensory neuron activity. As pressure on a tactile nerve was increased researchers observed an
increase in firing rate of that receptor neuron. This translated into rate-based coding
in artificial SNN (Ponulak F 2011). Rate-based coding couldn’t explain certain observations in biology however. Some responses were too fast for the neurons involved
to estimate the firing rate. In addition, dynamic responses have been observed in the
primary auditory cortex without a changing of firing rate, but instead, firing pattern
within a sub-population of neurons. More specifically, the relative timing of two or
more spikes can encode information. This is very advantageous, since a spike lasts
9

Chapter 2. Background and Related Work

≈ 10− 3s, but relative timing between spikes has a resolution of 10−8 s (Ponulak F
2011). This greatly increases the bandwidth of communication, and theoretical minimum latency. The general trend, is that any neurological system where processing
speed is especially important, will tend to rely on a spike timing based encoding for
information.
A variety of temporal coding schemes have been proposed, and investigated. Time
to first spike, as the name suggests, encodes information in the latency between stimulus and the first spike. This is accomplished by using a neuron model that has
an inhibitory feedback connection, suppressing additional spikes. rank-order coding
(ROC) represents information in the order of spikes within a population of neurons,
that each emit a single spike. This allows fast information processing, since the time
between spikes isn’t important, and can be very small. This scheme was proposed as
an explanation for ultra-fast processing in the primate visual cortex. With latency
coding, information is represented in the order of spikes, and the precise timing between spikes in a population of neurons. As with ROC, each neuron emits a single
spike. This encoding scheme is supported by evidence in biological networks, where
it has been observed that moving the timing of a single spike by 10ms can change
downstream activity (Ponulak F 2011).

2.2.1

Encoding Techniques

In general, data being presented to a SNN will take the form of real values. This is
true of images, sound, values from various integrated sensors, such as temperature or
acceleration. A method is needed that can convert these real values into a spike, or
spikes, as defined by a coding scheme.

10
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2.2.2

Poisson Encoding/Decoding

A very popular method of encoding real values into spikes, or just to generate random
spikes, is treating spikes as a Poisson process. In general, the rate parameter is either
random, or equal to the real value being encoded. There are two main approaches
for sampling spikes from a Poisson distribution. The first calculates the probability
of a spike in a given time-step P (k), with the value to be encoded as a firing rate.
The resulting probability is compared to the result of sampling a uniform distribution
sampled once for each discrete time step. If the uniformly random value is below the
Poisson probability a spike spikei is inserted, at time i. One potential issue with this,
relates to numeric precision. If the simulation time step is small in comparison with
the rate parameter, then the probability of an event may be quite small. Go small
enough, and the uniformly random number won’t have enough precision to ever dip
below the threshold. In this case no spikes would be produced.

λk e−λ
k!

(2.6)

P (1) = λe−λ

(2.7)

spikei = P (1) > Xi

(2.8)

P (k) =

(2.9)

The next, and more numerically stable method, is to use the exponential distribution, or Poisson waiting time to sample intervals between spikes. Interval times are
randomly sampled from the exponential distribution.
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x = rand(0, 1)

(2.10)

interval = λe−λx

(2.11)
(2.12)

interval is computed repeatedly until the desired length spike train has been constructed, with x being a uniformly distributed random variable. The second approach
outlined here is used in this work.
To determine how different operations process data within a SNN, it is useful to
be able to decode a spike train into real values. This involves finding the most likely
λ parameter for given spike train. Using maximum likelihood estimation this is found
to be the inverse of the sample mean, where N is the duration sampled, and xi is 0
or ) 1 if a spike occurred at time i.

λ=

N
Σxi

(2.13)

This decoding process produces an estimate of the firing rate, which improves
with sample size.

2.2.3

Temporal Coding

There are a variety of temporal coding schemes. The main distinction from a ratebased approach, is the reliance on precise spike timing to encode information. Beyond
a qualification of these methods, a precise definition (or definitions) need to be presented and used during simulation.
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2.2.3.1

Rank Order Coding

Information is encoded in the relative spike times within a population of neurons.
Encoding itself is fairly straight-forward. The real values that make up a single input
(such as an image) are transformed into a latency. This latency defines the time until
a spike is presented to a single synapse. Generally larger values are assigned a smaller
latency, and smaller values a larger one (Arnaud Delorme 2001). This procedure so
far makes no distinction between ROC and latency coding. If the time between spikes
were set to some fixed value, but spike order maintained then ROC would be satisfied
but not latency coding.
Some changes to the network itself have shown success when paired with ROC.
These include a progressive desensitization, similar to the biological concept of shunting inhibition. Equation (2.14) shows the activation of a neuron, given a modulation
factor α ∈ (0, 1) and a set of incoming connections ai . Subsequent spikes along a
given input connection have less and less of an effect on the overall activation of the
neuron (Arnaud Delorme 2001).

Activation(i) = Σj∈[1,m] αorder(ai ) Wj,i

(2.14)

Where i is the synapse, order(ai ) is the order of incoming spikes, and α is a
modulation factor.

2.3

SNN Learning Approaches

In biology, the changing of synaptic efficacy is referred to as synaptic plasticity, and
is considered to be one method that facilitates learning and memory. Changes in
plasticity can be quick, such as with pulse-paired facilitation (STDP-like learning) or
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more gradual, such as with long-term potentiation (Ponulak F 2011).

2.4

Spike-Timing Dependent Plasticity

One of the most widely used learning approaches employed in SNN is STDP, which
is an unsupervised approach and variation of Hebbian learning. Classic Hebbian
learning can be summed up by “if neurons fire together, they wire together” meaning
coincident firing is rewarded by increased synaptic strength. Rate-based Hebbian
learning strengthens a synapse in response to correlated firing, as shown by Figure
2.2. STDP (also depicted in that figure) is a spike-timing based variation, and looks
for causation. This means a connection is strengthened if a pre-synaptic, input spike
is followed by post-synaptic spike (downstream neuron fires), and weakened if a presynaptic spike follows post-synaptic spike.

Figure 2.2: Diagram showing STDP and rate-based hebbian learning ∆w response.

Equation (2.15) describes classic STDP (Amirhossein Tavanaeia 2019). τ in this
case is a decay constant, which sets up en effective time window for the learning rule.
If spikes occur further apart than this window, they have little or no effect on synaptic
weight.
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∆W =


|tpre −tpost |


Ae−
τ

tpre − tpost ≤ 0, A > 0


|t re−t ost|

Be p τ p

tpre − tpost > 0, B < 0

(2.15)

Swapping the conditions in Equation (2.15) leads to anti-STDP (aSTDP) where
correlated spikes result in reduced weight. This is useful in some learning rules extending STDP.

2.4.1

Properties of Classic STDP

Classic unsupervised STDP has seen some success in pattern recognition tasks, but
does fall short in certain areas. In general STDP converges to recognize repeating
spatio-temporal patterns, and complex patterns can be recognized by a single neuron (Amirhossein Tavanaeia 2019). STDP does have trouble converging in order to
differentiate similar (but distinct) inputs (Vigneron and Martinet 2020). STDP also
tends to drive weights to favor early spikes, using those early spikes as the main factor in pattern recognition. There has been extensive statistical analysis of STDP,
both due to it’s nature, and since it is known the brain performs Bayesian analysis of
sensory stimuli (Amirhossein Tavanaeia 2019). As part of this analysis it was shown
that STDP coupled with a WTA configuration of neurons, was able to implement the
Expectation-Maximization (EM) algorithm (Nessler, Pfeiffer, and Maass 2009). In
addition, it has been shown that classic STDP will generally drive weights to either
maximally inhibitory, or maximally excitatory (Robert Legenstein 2005).
MLP networks satisfy the universal approximation theorem, meaning they can
approximate any function between their inputs and outputs, arbitrarily well given
the right topology. SNN share this property, through their ability to approximate
perceptron neurons using rate-based coding. It isn’t clear yet whether SNN have
this property outside of this approximation, or using coding schemes other then rate15
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based coding (Robert Legenstein 2005). When considering STDP, this raises a similar
question: what subset of all the possible weight values can be learned using STDP,
or STDP-like rules? For a mapping to be learned, it must be stable. For STDP,
weights generally only become stable when their values reach an absolute maximum,
or absolute minimum. The question then becomes, can STDP learn all of the possible
permutations of max or min, across the weight values. Researches found that on
average, a supervised variant of STDP (with teaching signal to force output firing)
can converge to a desired weight distribution, if this distribution is bi-model (Robert
Legenstein 2005).

2.4.2

Weight Initialization

With STDP, weight initialization is an important step, which can impact SNN performance, and ability to learn. It is common practice to use a normal distribution to
initialize weights. There are some pitfalls to this approach. If the mean is too small,
some weights may result in “dead” synapses, which will never result in a neuron firing. Conversely choosing a variance that is too large, will result in some synapses (at
random) overpowering others, and overall poor convergence (Vigneron and Martinet
2020). Generally, the best approach is to have a mean weight value which allows
neurons to fire, with the variance being small, compared to the mean.

2.4.3

Reward-Modulated STDP

Recently, there has been some success with a supervised variant on STDP, known
as reward-modulated STDP (rSTDP). Using a deep convolutional approach, a SNN
was employed to solve the modified national institute of standards and technology
database (MNIST) digit recognition task (Mozafari et al. 2019). Early layers of the
network were trained in an unsupervised manor, with classic STDP. Later layers were
updated using rSTDP. That is, if the output was correct, STDP was applied. If not,

16

Chapter 2. Background and Related Work

aSTDP was applied. This learning approach has basis in biology, with the reward
modulation mimicking the activity Dopamine and Acetylcholine (ACh). As a proof
of concept, researchers applied their learning method to a shallow network, with a
single trainable layer. They used rank order coding, and at most one spike per neuron.
The output class is determined by which neuron in the output layer fires first, after
presenting the input. This architecture gave passable results, but wasn’t well suited
to multi-layer training.
For their deep architecture, shown in Figure 2.3 better results, an accuracy of
97.2% which is on par with the state-of-the-art was achieved (Mozafari et al. 2019).

Figure 2.3: Deep convolutional SNN architecture.

RSTDP improves classification on similar samples, and trains the network to
recognize discriminating features, instead of repeating ones.
2.4.4

ReSuMe

The ReSuMe learning rule is another variant of STDP, which is similar to the rSTDP
update rule, with some key differences (Mozafari et al. 2019). With ReSuMe, a single
neuron and set of synapses are initialized with random weight values. There is a
2nd similar neuron which implements the desired behavior. Inputs are provided to
17
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both neurons, and at each time step weights are updated according to the difference
between the teaching neuron, and neuron in training. The weight update can be
described by:

∆w = ∆WST DP (Sin , Sd ) + ∆WaST DP (Sin , So )

(2.16)

where ∆WST DP and ∆WaST DP are the weight changes associated with classic STDP
behavior, and anti- STDP behavior. In each term, the input spike is considered, but
first with Sd which is the desired output coming from the ideal neuron. Second, with
the actual output (Mozafari et al. 2019). Using this learning rules, it is possible to
converge, from an untrained neuron, to one of similar configuration with a desired
behavior (Ponulak and Kasinski 2010). The use of an additional synaptic input and
the specifics of Equation (2.16) creates a unique extension to classic STDP. Weights
can be updated without one of the down-stream neurons firing, and activity on a
third synapse is influencing plasticity. Beyond that, this is yet another learning rule,
that has shown success when introducing a third factor to STDP.

2.4.5

Promising Results With Coordinated STDP

Much of the success in training SNN with STDP relates back to some level of coordination, or supervision. Figure 2.4 shows the general form of a coordinated STDP
rule.
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Figure 2.4: LIF neuron with STDP learning and generic coordination signal.

A number of papers have shown promising results on benchmark recognition tasks,
including the MNIST written digit classification (Mozafari et al. 2019) and facial
recognition (Arnaud Delorme 2001). These papers, among others use hand-crafted
difference of gaussians (DoG) filters in early convolution layers. End-to-end trainable
SNN architectures, for image processing tasks appear to be lacking in literature.
A mixture of DoG filters, STDP, and rSTDP can achieve SOTA results on MNIST.
Though the network wasn’t e end-to-end trainable, it did have a neuron-based readout, requiring no external classifier (Mozafari et al. 2019).
An unsupervised, coordinated approach involving ROC showed that STDP can
be used to learn distinct features from ROC encoded images after DoG filtering.
3x3 DoG filters were used, followed by ROC encoding, and then 32 maps generated
using an 11x11 receptive field. Connections from DoG maps to LIF neurons are
organized in such a way to implement convolution, but still be trainable. If weights
are updated in one region, due to training, the weights are simultaneously updated
in the other regions. The key to the success of this approach was a type of inhibition
between feature maps. If a neuron fires within one map, the corresponding neuron
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is inhibited in the others. The goal was to force maps to learn unique features,
controlling plasticity through gating of neuron activity. Results were promising, and
activation of LIF neuron maps showed selectivity for image features such as blobs
and contours (Arnaud Delorme 2001).

2.5

Back Propagation in Spiking Neural Networks

Back-propagation is difficult to implement in SNN, as the spike function is not differentiable. There are some shortcuts proposed, such as using the membrane voltage
derivative instead of spike output. However applying backprop may not be the best
approach. The brain doesn’t (as far as is known) have a method of back-propagating
errors. It has been proposed to adapt the network architecture to allow rewards at
the output to affect all portions of the network. A hybrid reward-STDP approach
shows promising results (Amirhossein Tavanaeia 2019).

2.6

Introduction to Astrocytes

Astrocytes are a type of glial cell found in mammalian brains. Their structure and
function are still the topic of cutting edge research today. It is known that they
are vital for normal brain functions, including cognition and behavior (Sara Mederos
2018). In the human brain astrocytes are known to tightly wrap many synapses, as
well as dendrites and cell bodies. Since astrocytes engulf the synaptic cleft, they are
ideally placed to control extracellular neurotransmitter and ion concentrations. There
is substantial evidence that they regulate extracellular Potassium (K+ ) , which is required for propagation of action potentials through neuron bodies. Y aminobutyric
acid (GABA) transporters in astrocyte cell membranes serve to clean up neurotransmitters, and can help mitigate excitotoxicity. It should be noted that astrocytes do
not wrap, or even influence every synapse, and that their density varies widely de-
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pending on the region of the brain. More interesting, their morphology can change
throughout life, and in response to other bodily functions, such as food intake (Sara
Mederos 2018).
From a functional point of view, at a high level, astrocytes listen and respond
to activity at the synaptic clefts of multiple synapses. Activity on a given synapse
leads to a local response, in the astrocyte process that surrounds that synapse. Local
responses from many synapses contribute to a global cell-body response. This global
response may propagate to other astrocytes, and the responses from other astrocytes
may influence, or even trigger a global response of an astrocyte (Min, Santello, and
Nevian 2012). At a given synapse, astrocytes are sensitive to pre and post synaptic
potentials. They sense this activity via uptake of glutamate (Glu) released at the
presynaptic terminal and K+ ion uptake at the postsynaptic terminal. In the case
of inhibitory synaptic transmission, astrocytes take up and respond GABA. Depolarization via K+ at the post-synaptic terminal can be sensed as well, through the
voltage change, and uptake of K+ by an astrocyte. The astrocyte will then respond
with one or more glio-transmitters (GT). These include Glu, D-serine, adenosine triphosphate (ATP) or tumor necrosis factor alpha (TNFa). These GT have different
effects depending on where and when they are released.
• Glu: When released to the pre-synaptic neuron Glu generally results in an
increase in Probability of Release (PR). This equates to an increase in the
weight for a computational model. At the post-synaptic terminal, Glu release
results in depolarization, or a so called slow inward current (SIC) (Pittà and
Brunel 2016).
• D-Serine: this neurochemical gates the n-methyl-D-aspartate (NDMA) receptors, and subsequently gates long-term potentiation (LTP)/long-term depression (LTD) (Sara Mederos 2018).
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• ATP has a depressive effect, opposite to Glu, and can propagate beyond the
synaptic cleft (Sara Mederos 2018).
• TNFa results in an increase in the number of post-synaptic surface Glu receptors, and a decrease in GABA receptors (Chung, Allen, and Eroglu 2015).
GT release from an astrocyte is dependent on the integration of synaptic activity over 100s of milliseconds (for a local response) (Pittà and Brunel 2016) to 10s
of seconds for a whole cell response (Sara Mederos 2018). This integration is mediated by a variety of input pathways, some of which are more thoroughly understood
than others. These input pathways generally converge to provide an increase to intracellular Calcium (Ca2+ ) concentration, within an astrocyte; though there is some
debate surround Ca2+ signaling within astrocytes (Sara Mederos 2018). Initial results
of in-vitro experiments showed a slow Ca2+ response in astrocytes following intense
neuronal activity. This showed that while astrocytes were active, they could not exert
rapid or granular control over information flow at the synapse. More recent research
with more advanced methods has shown that there are synapse local Ca2+ responses
that are much quicker and respond to lower levels of activity (Araque et al. 2014).
The connection between local and cell level response is mediated by calcium-induced
calcium release (CICR). As local activity increases beyond a certain threshold, the
Ca2+ concentration causes exponential Ca2+ release from the endoplasmic reticulum
(ER). This CICR propagates like a wave, and can reach the main cell body, other
astrocyte processes, and even other astrocytes (Manninen, Havela, and Linne 2018).

2.7

High Level Roles for Astrocytes In Biology

There are a variety of theories of the functional role of astrocytes. Some of these are
speculation based on general themes of astrocyte behavior, and others are specific
and highly grounded in experimental data.
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Astrocytes have been shown to act as integrators of synaptic activity. Early studies discovered that astrocytes become active in response to intense neuronal firing.
Subsequent research has shown that this response, represented by Ca2+ concentration,
was highly complex in time (Araque et al. 2014). This complex global response which
happens on a seconds timescale is preceded by Ca2+ activity in astrocyte processes
local to synapses, and at regional levels between local and global. It is hypothesized
that these local Ca2+ increases (sometimes called “puffs” or “sparks”) integrate to
drive additional responses. In this way astrocytes can locally integrate neuronal activity temporally, on a 100s of milliseconds time-scale, then temporally and spatially
integrate on slower time-scales. There is evidence of this multi-level arrangement.
When looking at astrocyte metabotropic glutamate receptors (mGluRs) along a common astrocye process, there are clusters of receptors which form a local region. Each
of these regions is associated with synaptic terminals, and may integrate their activity at different spatial and temporal time-scales as their neighbors (Pittà, Volman,
et al. 2012). Furthermore, experiments with computational models have shown that
varying astrocyte modalities (as is the case in the brain) led to different patterns of
signal transmission. This could indicate that astrocytes in different areas of the brain
perform different functions (Pittà, Volman, et al. 2012).
A single astrocyte, through its many end-foot processes can influence many synapses
simultaneously. In the brain, astrocytes are physically distributed via a mechanism
called contact spacing, where their end-foot processes connect at the periphery of
an astrocyte’s domain (Pittà, Volman, et al. 2012). This spacing is not always uniform, some micro-domains are formed favoring a neuron signal pathway, with adjacent
astrocyte connections observed to be absent. One example is in the ferret visual cortex, where astrocytes (like neurons) form receptive fields on the visual input (Pittà,
Volman, et al. 2012). This finding lines up well with results in other works, where
astrocytes were used as working-memory units, forming receptive fields for visual
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information (Gordleeva et al. 2021).
Signals propagate in these astrocyte networks in a few different ways. One pathway, involves inositol triphosphate ( IP3 ) diffusion through astrocyte gap junctions.
Once across, sufficiently high levels of IP3 cause CICR, and in turn astrocyte waves.
Ca2+ may also diffuse across gap junctions in the same way. This propagation is
dubbed Ca2+ waves, due to the wave-like nature of the propagation. In addition to
the gap-junction mediated effects, ATP released from an astrocyte may diffuse extracellularly, and influence other astrocytes (Amiri, Montaseri, and Bahrami 2013).
The pre-synaptic Glu mediated astrocyte stimulation and response loop, is hypothesized as a mechanism for modulation of short term plasticity (Pittà, Volman,
et al. 2012). This loop is characterized by positive feedback, where Glu release from
the pre-synaptic neuron stimulates the astrocyte, and leads to additional Glu release.
If the PR at that synapse is low, then there should be sufficient neural resources to
support transmission, and the astrocyte is able to gain-up the response. If PR is
high, then the astrocyte response leads to short-term depression, as neural resources
are exhausted quickly.
Astrocytes have been shown to play a key role in the bio-chemical pathways that
lead to STDP at neuronal synapses, and can gate LTD and LTP via D-Serine release
(Manninen, Havela, and Linne 2019).
Both LTD and LTP are controlled by the NDMA receptor. Through gating factors
this receptor is able to respond to the co-incidence of pre and post-synaptic action
potentials. Figure 2.5 shows astrocyte involvement in this process. In the case of LTD,
when a post-synaptic depolarization is followed closely by pre-synaptic depolarization
a signaling pathway proceeds, leading to Glu release by the astroctye, which in turn
triggers NDMA receptors in the pre-synaptic neuron. The influx of Ca2+ leads to
a decrease in pre-synaptic neurotransmitter release probability. Beyond passively
participating in the normal STDP process, astrocytes may gate it’s activity, or reverse
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the polarity, implementing aSTDP (Min, Santello, and Nevian 2012). This is achieved
through GT release, such as D-serine, which provides a necessary gating factor for
NDMA receptors to open. Glu released by astrocytes in response to pre and postsynaptic activity may stretch or shift the nominal STDP curve in both experimental
results, and computational models (Pittà and Brunel 2016).
Astrocytes can modulate the concentration of their surface glu transporters, this
in turn modulates the level of glu spill-over, beyond the synapse. This increases
the excitability (depolarizing neurons partially towards firing) at the post-synaptic
terminal for a local region of synapses. Astrocytes may also respond to Glu activity
(as sensed by transporter uptake) by releasing more Glu, or by releasing ATP, based
on signaling frequency. Within the Hippocampus, it has been observed that GABA
release from a pre-synaptic neuron can be taken up by GABA transporters on an
astrocyte’s surface. This leads to an increase in Na+ / Ca2+ within the astrocyte,
and the eventual release of ATP. ATP acts as an inhibitor, down-regulating excitatory
transmission (Sara Mederos 2018).
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Figure 2.5: Astrocyte-mediated plasticity..

2.8

Biochemistry Inspires Computational Models of Various
Pathways

Over the last 30 years there have been experiments and studies surrounding the role of
astrocytes in the mammalian brain. This research has led to the identification of a variety of signaling pathways, along with some quantitative data. These new insights in
the neuroscience field, have led to a wave of computational models, which attempt to
either mimic neuron-astrocyte interactions, or extract some computational benefit by
a simplified, but still very bio-plausible model. The first clue to astrocyte involvement
in computation was the observation of Glu released from the pre-synaptic neuron, and
subsequent increase in Ca2+ concentration within astrocyte cell bodies and foot processes (Manninen, Havela, and Linne 2018). Around 2010, new experimental data
emerged from in-vivo studies, which furthered the functional understanding of astro-
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cyte signaling (Manninen, Havela, and Linne 2018). Some pathways are responsible
for modulating plasticity while other lead to transient changes in neuron dynamics. A
key step in developing a computational model, that captures the key features involved
in information processing, is understanding the biological pathways.

Figure 2.6: Common astrocyte-neuron pathways, and common pathways for internal Ca2+
signaling.

Figure 2.6 shows the possible signaling pathways at the tripartite synapse. Each
pathway has some underlying research into the behavior at that pathway, either in
vitro or in vivo. These experimental data have led to a variety of computational
models, which share a common theme but differ in complexity, level of bio-realism,
and computational efficiency.
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2.8.1

Neuron-Astrocyte Pathways - Presynaptic to Astrocyte

One of the first experimental observations of astrocytes was a transient increase in
Ca2+ in response to high levels of neuron activity. One of the main pathways mediating this response is the Pre-synatic Glu pathway. Excitatory cortical neurons release
Glu in response to input stimulus. Glu binds to the G-coupled mGluRs on the surface
of an astrocyte. This sets in motion a cascade involving the IP3 second messenger,
which ultimately leads to Ca2+ release in the astrocyte cytosol (Pittà, Volman, et al.
2012). IP3 induced Ca2+ release from the ER leads to a rapid breakdown of IP3 ,
creating a kind of local Ca2+ spike. This Ca2+ concentration can integrate within
the cell cytosol, but does degrade due to the activity of pumps at ER surface (Pittà,
Volman, et al. 2012).
To model this computationally, a three variable approach, which extended the
Li–Rinzel model (Li and Rinzel 1994) has been used (Pittà, Goldberg, et al. 2009).
In general Ca2+ concentration (when considering the IP3 mediated pre-synaptic pathway only) is dependant on two internal activities, and one external. Internally, there
is a Jleak factor, describing a differential based leak from the ER into the astrocyte
cytosol. To override this leak, and maintain the differential, sarco endoplasmic reticulum ATPase (SERCA): a cell membrane embedded pump requiring ATP pumps
move Ca2+ into the ER. This is noted by Jpump . Jchan accounts for the flux of Ca2+
from the ER into the cytoplasm due to IP3 levels, or CICR, depending on the Ca2+
concentration (Pittà, Goldberg, et al. 2009). In this case IP3 levels are a function of
Glu release from the pre-synaptic neuron. This model was extended to include the
GT release from the astrocyte in response to Ca2+ transients. In their work a spike of
GT is released (similar to a neuron) when Ca2+ concentration reaches some threshold.
It should be noted, that the IP3 /Ca2+ spiking response (IP3 → Ca2+ release → IP3
cleanup and Ca2+ cleanup) is independent of the GT release, meaning there can be
sub-threshold Ca2+ spikes) (Pittà and Brunel 2016).
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The above outlines the common theme for presynaptic astrocyte modulation. The
general form of the pathways outlined above was shared by many notable works, such
as those by Postnov and Wade (D. Postnov 2009; Wade et al. 2011).

2.8.2

Neuron-Astrocyte Pathways - Postsynaptic to Astrocyte

Another common pathway that is explored both in neuroscience and computationally
is the “fast” post-synaptic pathway (Abed, Ismail, and Aziz 2015). In this pathway,
the post-synaptic neuron fires, and subsequently releases K+ as part of the depolarization process, at the postsynaptic terminal. This K+ spillover is quickly shuttled into the astrocyte, and causes depolarization across the astrocyte’s membrane.
Voltage-gated channels on the ER then lead to Ca2+ release into the cytoplasm. It
is considered fast pathway, because the effect of K+ is direct, vs. the pre-synaptic
pathway involving a second messenger (Abed, Ismail, and Aziz 2015).
The post-synaptic pathway is modeled differently across reviewed literature. One
configuration used the Gerstner spiking response model (Gerstner 2001), and explored the Ca2+ response to a post-synaptic neuron using Equation (2.17). This
characterized the response to a single post-synaptic spike as a portion of an exponential function, similar to the PSP generated by a pre-synaptic spike (Abed, Ismail, and
Aziz 2015). Other works incorporated the Ca2+ response into a FitzHugh–Nagumo
neuron model, using Equation (2.18), where current was injected into the synapse,
subject to Equation (2.4) (D. E. Postnov, Ryazanova, and Sosnovtseva 2007).

P Smod =


−t−tk


αW + W e τs i

tki < t < tki + d



αW + W e−α(−t−tki )

otherwise

(2.17)

Where W is the sum of all synaptic weights tki is the time of the last spike on the
i-th synapse. α is a constant, and t is time.
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τc

dc
α(r + αw2 + βSm )
dt

(2.18)

Where τc is a time-constant, r controls the initial state, and αW 2 represents the
effect of post-synaptic depolarization on Ca2+ . W 2 is analogous to W 1 from Equation
(2.2), which defines the FitzHugh - Nagumo model.
Though the exact dynamics of the response are dependent on the specific neuron
model in use, the general form of the response is the same as outlined above.

2.8.3

Calcium, and Other Messenger Dynamics

Ca2+ , IP3 and K+ are the main substances involved in signaling pathways within the
astrocyte. Looking closely at both the neuroscience literature, and modeling efforts,
there are spikes and thresholds within these internal astrocyte concentrations. Neuroscience experiments involving monitoring of astrocyes revealed oscillations, which
are more intense and propagate further depending on Activity. These oscillations are
the consequence of non-linear negative feedback, leading to fast cleanup, and spikelike behavior (D. Postnov 2009). The second messenger IP3 has a similar behavior,
with a threshold and tanh (with decay factor) resulting in spike-like behavior (D.
Postnov 2009). This response was not limited to internal signals, with some models
considering spikes of GT (Wade et al. 2011).
The amplitude modulated and frequency modulated variants on the Jpump −Jchan −
Jleak model exhibit spiking and non-spiking Ca2+ dynamics depending on some choice
parameters (Pittà, Goldberg, et al. 2009; Wade et al. 2011). It is also well established
that the IP3 pathway operates on a slower time-scale, then more direct pathways such
as ATP or K+ (Abed, Ismail, and Aziz 2015; D. Postnov 2009).
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2.9

Evolution of Astrocyte Models

A very insightful review of astrocyte models from 1995 until about 2017 was used
to guide the investigation into existing computational astrocyte models (Manninen,
Havela, and Linne 2018). When the existing body of work was considered it was
possible to lean on functional similarities between Astrocyte models and identify four
distinct core neuron-astrocyte models, which emerged over the time-period considered
(Manninen, Havela, and Linne 2018).

2.9.1

Foundational Astrocyte Models

Grouping models by their features, it was shown in (Manninen, Havela, and Linne
2018) that only a few fundamental computational astrocyte models make up the
core of many published works. These groups were formed by Lin and Rinzel-like
models, DeYoung and Keizer, and Hofer. Lin-Rizel and DeYoung models share a
common high-level definition, with models consisting of three terms defining Ca2+
dynamics. Jpump to denote the flux of Ca2+ to maintain a gradient between astrocyte
cytoplasm, and ER, Jleak to denote a constant leak factor from ER to cytoplasm, and
Jchan to denote Ca2+ influx due to outside influence. Treating these as simultaneous
differential equations, overall Ca2+ response

dc
dt

can be defined, see Equation (2.19).

d[Ca2+ ]
= Jchan + Jleak − Jpump
dt

(2.19)
(2.20)

The Hofer model on the other hand, defines an astrocyte model in a more biorealisitc way, modeling internal chemical signaling using second-order differential
equations, and including messengers beyond just IP3 . There is also an empha-
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sis placed on astrocyte to astrocyte communication through gap junctions, which is
unique to this model. Overall Hofer-like models were the least prevalent in existing
literature (Manninen, Havela, and Linne 2018).

2.10

Astrocyte Mediated Effects in the Literature

2.10.1

Glio-Transmitter Release From Astrocyte

To signal back to neurons, astrocytes release various GT, which were outlined above.
In general, this release is dependent on the concentration of Ca2+ local to the synapse.
Input pathways converge with Ca2+ concentration, and then divergent effects are
observed via the release of multiple GT.
ATP release from astrocytes can travel within interstitial spaces and effect synaptic transmission at physically local synapses. This phenomenon of hetero-synaptic
suppression, which is mediated by Glu and ATP release is explored in (D. Postnov
2009). Experiments depend on an existing computational model, with some modifications to support ATP release. A synapse local to an astrocyte is potentiated in
the short term via Glu release. Over a longer time-scale, ATP is released from the
astrocyte and diffuses to a neighboring synapse, decreasing synaptic PR. This signaling can bypass both synaptic connections, and astrocyte gap junctions, effecting
physically local synapses and neurons.

2.10.2

Facilitation of LTP/LTD

Astrocytes are believed to facilitate, or even implement LTP/LTD in biological synapses.
Retrograde signals responsible for synaptic PR changes are picked up by astrocytes,
and result in the release of Glu and D-Serine, which act on pre-synaptic NMDA receptors. Activation of these receptors leads to long-lasting changes in synaptic strength
(Min, Santello, and Nevian 2012).
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2.11

Propagation of Astrocyte Signals Internally

Early research into astrocyte behavior showed cell-wide Ca2+ transients in response
to intense activity, which would in some cases propagate to neighboring cells. Around
2010, pharmacological tools became precise enough to discover smaller variations in
Ca2+ at astrocyte processes, in response to lower levels of neuronal activity (Manninen, Havela, and Linne 2018). These smaller variations are thought to be integrated,
and lead to a larger cell-level Ca2+ response, though there is not direct evidence of
this (Araque et al. 2014). In addition, the mechanism thought to trigger the switch
from local to global responses is Ca2+ -Induced Ca2+ release (CICR) which is the
mechanism responsible for spike-like behavior within astrocyes.
Astrocytes also form their own networks, separate from the connections of neurons.
Gap junctions between cells can pass various molecules including ions and secondary
messengers. Gap junctions are not evenly distributed, or random, meaning they
form meaningful connections between specific astrocytes. These networks appear to
form non-overlapping territories, where groups are interconnected, but distinct from
other groups (Sara Mederos 2018). Astrocytes don’t have long-reaching projections
like the axons of neurons, limiting Ca2+ propagation to a few µm (Höfer, Venance,
and Giaume 2002). The shapes of these networks are varied, and in the visual cortex
consist of between 2 and 10 astrocytes. In addition, Astrocyes are generally not found
un-coupled in the brain, further supporting the significance of astrocyte networks (D.
Postnov 2009). The specific molecules that generally diffuse across gap junctions are
IP3 and Ca2+ , with only IP3 being modeled in some cases (Pittà, Volman, et al.
2012). In any case the effect is generally described as excitable, regardless of the
molecule that diffuses (Gordleeva et al. 2021; Pittà, Volman, et al. 2012; D. Postnov
2009).
The functional role, and information processing implications of astrocyte networks
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isn’t yet well understood. There are a few consequences of astrocyte networks that
have been observed. First, these networks provide additional pathways for Ca2+ waves
to propagate, and in some cases form cycles, where astrocyte waves return to their
place of origin. In addition, under intense neural activity, ANs support far reaching synaptic modulation, through wide reaching Ca2+ wave propagation (D. Postnov
2009). There have been attempts at modeling astrocyte network, with variying degrees of complexity. A random procedural algorithm for generating a 2D bio-plausible
astrocyte network was able to show a high level of bio-realism, and mimic the behavior
of Ca2+ waves (D. Postnov 2009). The algorithm is as follows.
1. From the center of each astrocyte, produce a random number between m and
n of branches pointing outward in uniformly random directions.
2. If any branch either intersects another of the same astrocyte, or is closer to
another astrocyte than its ancestor (could be its astrocyte, or another branch),
then the branch is rejected, and another random branch is generated in an
attempt to take its place.
3. For any surviving branches generate a random number of next-level branches
between 1 and k.
4. repeat 2, 3 until a maximum branching level Nmax is reached.
Using the novel astrocyte connection algorithm developed, some important observations of astrocyte signaling were made in simulation (D. Postnov 2009). First,
low-levels of synaptic activity elicited a strictly local response. Increasing the level of
stimulation results in a Ca2+ wave, which spans many astrocytes, and propagates out
from its source. With sufficiently active neurons, the resulting Ca2+ wave is shown
to propagate out from an astrocyte, and then eventually return to its source. The
main goal here was to match experimental results outlined neuroscience research, and
there was minimal discussion as to a functional role.
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Using similar properties, astrocytes were shown to be capable of implementing
short-term memory, both by maintaining an internal state over time, and through
influence of neighboring astrocyte through gap junctions. Once memory is stored, it
was retrieved through presentation of a cue input (Gordleeva et al. 2021).

2.12

Theories on High-level Functions of Astrocytes Biology

It is important to speculate on some higher level functional roles of astrocytes, even
when the availability of concrete data isn’t sufficent to test these hypotheses. In general astrocytes can modulate synapse excitability through a variety of mechanisms,
and modulate synaptic plasticity through the release of Glu and D-serine. There is
evidence that astrocytes modulate LTP/LTD based on external inputs and internal
state, this could provide a mechanism for rSTDP (Min, Santello, and Nevian 2012). In
addition It has been shown that smaller learning rates coupled with STDP lead to better memory, when presented with test and challenge inputs (Amirhossein Tavanaeia
2012). Astrocytes modulate learning at a regional level, providing an opportunity for
one portion of the network to learn, while another retains what it learned previously.
In addition to regional gating (or more fine-grained modulation) of learning, astrocytes, through local differences in response (within the same cell) can bias a network
of spiking neurons to learn a particular function, or class of functions.
In addition to plasticity, Astroctes can modulate the synaptic tone, or basal level
of excitation. It has been suggested that this effect, coupled with inter-astrocyte
communication can ”activate” a region of a network, possibly choosing it as most
important for the given input. In essence, astrocytes would implement a context
switch (Gordleeva et al. 2021; Min, Santello, and Nevian 2012). Another result of
this regional excitation is synchronization. As astrocytes lower the threshold for
post-synaptic firing, pre-synaptic potentials that are disparate in time, or strength
can result in synchronized post-synaptic firing. This effect could be important in a
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variety of situations, but one of particular note is STDP. Since STDP is very sensitive
to relative spike timing, having synchronized inputs (and not penalizing an input for
being ever so slightly late) would result in better stability.
Given astrocyte’s level of connectedness with neurons, and the formation of astrocyte networks, there is a distinct opportunity for information transfer across long
distances without the need for supporting neural connections. It is thought that these
pathways underlie some of the coordinated activity between neural circuits from different brain regions. Some researchers even claim astrocytes for the basis of human
consciousness.
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The overarching goal of this thesis is to extend the bio-inspiration of spiking networks
by introducing an astrocyte-like element, and forming a tripartite synapse. This
astrocyte element will drive synaptic plasticity; first implementing, then extending
the widely used STDP rule. Benefits of astrocyte-like control of synaptic plasticity
will be demonstrated in the single synapse, single neuron configuration (1S1N) as
well as select multi-synapse configurations (i.e. 2S1N, 3S1N, etc...). Inputs mostly
consisted of procedurally generated spiking inputs, including Poisson rate-coded spike
trains, spiking inputs representing Boolean variables, and temporal inputs that follow
specific patterns. In general, for each experiment there will be some comparison
necessary between the astrocyte driven plasticity and classical STDP. To evaluate
each approach convergence/divergence of weights or speed of convergence may be
used. Statistical analysis of various intermediate signals, or the weights may be useful
as well, depending on the experiment. If it is difficult to compare an experiment to
classical STDP, it should instead be possible to compare to another astrocyte driven
experiment.

3.1

Datasets

No formal dataset is used in this research. Instead, inputs to spiking neurons and
spiking neural networks are simulated using rate-based and time-based spike-trains.
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These spike trains have specific patterns and are chosen based on the experiment at
hand. Some example pattern include.
1. Random Poisson spike train with a single rate parameter
2. Random Poisson spike train with a variable rate parameters
3. A bust of spikes which may be inserted into another spike train
4. Spikes representing Noise: Uniformly random, Gaussian, etc...
5. Specific temporal patterns either hand-picked, spatial, or driven by a boolean
function

3.2

Metrics

Few of the common metrics used in machine learning will be applicable for this
research. Instead results will be presented using comparisons between plasticity variants, where the methods in this research showed some improvement. In addition,
results may display features not previously observed. In that case novelty will be the
metric. Accuracy will likely still be applicable, especially with supervised variants of
the astrocyte plasticity model.
Two metrics will be used to monitor the network from a more application-independent
perspective. This will give insight into how different architectures are behaving at
a low level. The first is a per-neuron spike-trace. This will provide information
like average spike rate, and show any areas of the network with increased activity.
From this trace a higher-level insights can be made, such as counting the number of
poly-synchronous groups (Valenza et al. 2013).
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3.3

Software Components

SNN are very much in their infancy as far as software and community support. This
isn’t due to lack of options, many frameworks are capable of simulating SNNs. However, these frameworks aren’t as sophisticated, complete, error-free, or supported
when compared to deep learning frameworks. In addition, many of the more biorealistic frameworks can’t simulate networks at scale, such as NEST (Gewaltig and
Diesmann 2007). Recently, a few python libraries have emerged that are usable and
very close to complete solutions. The first is BindsNet (Hazan et al. 2018), which
has been referenced in a handful of papers. The original implementation included
an architecture that achieved SOTA results on MNIST classification. The second is
PySNN, it was written by a PhD student, and builds on-top of PyTorch. Many common Spiking Neuron Models are included out of the box, such as LIF, and the more
bio-inspired Izhikevich model. Another framework, somewhat newer is Norse. Unlike
others listed here, Norse is in active development. Similar to PySNN, Norse provides
a very clean interface and is built ontop of PyTorch. Specifically Norse leverages PyTorch’s torchscript interface, which allows Norse to claim (and in some cases defend)
that they have the most efficient library for simulation of SNN (Pehle and Pedersen
2021).
This research leveraged a modified version of Norse for all simulations.
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Development of an Astrocyte Model Sensitive to Spike
Timing

The first objective of this thesis, is to develop an astrocyte-LIF model that is capable
of responding to pre and post-synaptic spike timing, and explore how internal and
external configuration affects this response. These internal signals will eventually
be used to drive synaptic plasticity, and generalize STDP. That theme guided the
experiments in this chapter.
Though many details of chemical signaling within astrocytes are still unknown
(Manninen, Havela, and Linne 2018), there are common themes to what is known
both chemically, and from bio-inspired models. These themes have potential to greatly
improve upon existing STDP-like plasticity rules. At their core astrocytes behave as
master integrators of neural activity. They are capable of sensing activity across
many thousands of synapses simultaneously. Integrating that activity quickly at the
local level, and propagating signals to the entire cell body, integrating over a longer
time-scale. Applying this multi-level integration approach to synaptic plasticity leads
to many interesting questions and potential benefits beyond existing local learning
rules to explore.
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4.1

Spiking Neuron Model

This work makes use of a Leaky Integrate and Fire (LIF) neuron model. LIF neurons
are fairly simple computationally, relying on exponential functions and thresholds in
the functional definition. While not the most bio-realistic (see Figure 2.1), LIF neurons exhibit rich behavior with few parameters, and are easily extended. In addition,
LIF neurons are the most widely used in SNN literature (Ponulak F 2011). The goal
here, is to remain computationally simple, while still leveraging unique features found
in biology. This same approach used in the astrocyte model definition.
Equation (4.1), and (4.2) define the differential equations that govern neuron PSP
vsyn and membrane voltage vmem dynamics.

dvsyn = −vsyn (t)τsyn dt + zpre (t)w

(4.1)

dvmem = −τmem (vmem + vsyn )dt

(4.2)

Here, zpre represents the spiking activity on the synapse at time t and has a value
of either 0 or 1. w is the synaptic weight. τsyn and τmem are post-synaptic terminal
and membrane timing constants.
The LIF neuron fires according to Equation (4.3), where H is the Heaviside step
function, and thrmem is the vmem threshold that triggers firing.

zpost (t) = H(vmem (t) − thrmem )

(4.3)

After firing the neuron membrane potential is reset to vreset , which is generally a
negative voltage ≤ −thrmem , see Equation (4.4).
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vmem (t + 1) = vmem (t)(1 − zpost (t)) + zpost (t)vreset

(4.4)

Figure 4.6 depicts the LIF neuron described by equations above. Figures 4.1,
4.2, and 4.3 shows a sample of the LIF responses to random Poisson inputs with
various parameter values. Table 4.1 defines the baseline parameter values, with any
differences being outlined in the figures. In each figure, blue traces represent the PSP
voltage wave, while purple represents the membrane voltage.
Table 4.1: LIF neuron baseline parameters
Reset Voltage
-0.2 v

Membrane Threshold

Membrane Tau

Synaptic Tau

0.2 v

60 1/s

500 1/s

Figure 4.1: LIF Neuron response to poisson input. τmem = 60 and τsyn = 500.
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Figure 4.2: LIF Neuron response to poisson input. τmem = 30 and τsyn = 500.

Figure 4.3: LIF Neuron response to Poisson input. τmem = 60 and τsyn = 250.

Comparing Figures 4.1 and 4.2, the neuron seems more excitable with a higher
τmem . This is initially counter-intuitive, since a higher value would result in increased
decay, however this τmem also scales the effect of the PSP on membrane voltage (see
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Equation (4.2)). In addition, a larger decay factor results in decreased recovery time
for the neuron from reset. In contrast a lower value for τsyn causes the neuron to fire
more often with the same input, due to the PSP decaying more slowly.

4.2

Classic STDP

The proposed astrocyte model, in the single-synapse configuration aims to generalize
STDP, and offer some additional effects and features that are distinct from STDP. In
order to have a point of comparison, an STDP implementation was chosen to use in
this capacity. Equation (4.5) defines STDP in the context of this work (Song, Miller,
and Abbott 2000).

F (δt) =


|tpre −tpost |


Ae−
τ

tpre − tpost ≤ 0, A > 0

|tpre −tpost |


Ae−
τ

tpre − tpost > 0, B < 0

(4.5)

This equation is evaluated for various δt between −50ms and 50ms. The resulting
curve is outlined in Figure 4.4. This functional definition is not directly implemented
since there is not timeline of spikes to work with, instead, the exponential function is
approximated by integrating Equations (4.6,4.7, and 4.8) over time. Table 4.2 shows
the parameters used during simulation.
Table 4.2: Parameters for classic STDP
A

Tau

1

100 1/s
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Figure 4.4: Simulation of characteristic STDP equation.

δtracepre = −H(Zpre )(τ tracepre ) + AZpre

(4.6)

δtracepost = −H(Zpost )(τ tracepost ) + AZpost

(4.7)

F = H(Zpre )tracepost + H(Zpost )tracepre

(4.8)

Depending on the desired behavior, the H(Z∗ ) term may be dropped from the
update Equations, this is related to the spike associations outlined in Figure 4.17.
Figure 4.5 shows a sweep of spike pairs as before from −50ms to 50ms. This
figure matches Figure 4.4, showing that the implementation matches the theoretical
equations.
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Figure 4.5: Simulation of classic STDP implementation, equations 4.6 - 4.8.

4.3

Model Development

Astrocyte model development starts with a survey of current research, and understanding of the underlying biology of astrocyte mediated plasticity. Astrocyte models
in the literature range from computationally simple models, which are generally paired
with perceptron neurons to complex mathematical models, which aim to mimic the
calcium dynamics precisely. The latter models are generally paired with SNN. From
the neuroscience and engineering literature, it was possible to identify the common
input and output pathways for astrocyte-neuron interaction.
1. Pre-synaptic Glu =⇒ IP3 =⇒ Ca2+ pathway
2. Post-synaptic depolarization K+ =⇒ Ca2+ pathway
3. Ca2+ =⇒ D-serine release (more generally, plasticity modulation)

46

Chapter 4. Development of an Astrocyte Model Sensitive to Spike Timing

Figure 4.6: Astrocyte and neuron model diagram for an LIF neuron with one input.

Figure 4.6 outlines the developed astrocyte-LIF neuron model, as well as the
internal dynamics of the neuron. Some aspects of this model were left undefined
at first, and different configurations were explored experimentally. These gaps are
the function blocks in darker blue. The portions of the model which were consistent
throughout this work are described first, followed by a deeper dive into the remaining
functionality. The two input pathways, which drive the state values IP3 and K+
are described by Equations (4.9) and (4.10). It should be noted, that the astrocyte
response pathways are similar in form to an LIF neuron’s membrane voltage. This
decision is driven in part by a simplification on some bio-realistic models, but also
to demonstrate that key properties of astrocytes are dependent on the pathways and
relative time-constants, less then the specifics of Ca2+ , IP3 , or K+ dynamics.
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dip3 = dt (−IP3 )τip3 + αip3 zpre (t)

(4.9)

dk+ = dt (−K + )τk+ + αk+ zpost (t)

(4.10)

Where τip3/k+ represents a time constant for a given pathway, zpre is 1 if there is
a pre-synaptic spike at time t (0 otherwise), and zpost is 1 when the post-synaptic
neuron fires (0 otherwise). For all simulations (unless otherwise specified) dt = 0.001
or 1ms.
The Ca(IP3 , K+ ) and Dw(Ca2+ ) blocks define the behavior of the astrocyte at a
synapse local level, given input from the internal state values, which are representative
of external activity. In this chapter only the internal state of the astrocyte was
considered so Dw(Ca2+ ) is a No-Op. For many of the astrocyte model variations
explored in this chapter, a key property is stability of the response given a set of
weight values. Stability, in this case, refers to either a lack of Ca2+ response, or
sub-threshold Ca2+ response. This was an important property when considering a
learning bout, as stable points represent places that learning will converge.

4.4

Exploring Input Pathways Responses

In order to get some general guidelines for valid parameter ranges, it was necessary
to sweep various parameters, and explore the model’s response. The parameters used
during simulation are outlined in Table 4.3, with any deviations mentioned in the
graph.
Table 4.3: Common astrocyte input pathway parameters.
dt
0.001 s

Alpha IP3

Tau IP3

Alpha K+

Tau K+

1

100 1/s

1

100 1/s
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Figure 4.7: Model response to sweeping αip3 , and τip3/k+ .
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Figure 4.8: Model response to sweeping αip3 , and τip3/k+ .

The group of similar plots in Figures 4.7 and 4.8 depict astrocyte responses to a
common spike pattern, with different values for αip3 = αk+ . The curves in these plots
are scale multiples of each-other, showing that αip3/k+ does not effect timing, but
only the scale of the astrocyte response. The figures also indicate that small values
of τip3 = τk+ can lead to a response that diverges given constant input, such as with
τip3/k+ = 10.
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4.5

Signed Proportional Calcium Integration

To support a plasticity rule with STDP-like characteristics, an astrocyte model needs
to be sensitive to the relative spike timing of pre and post-synaptic spikes. One
approach to achieve this, is to specify a Ca(IP3 , K+ ) function that considers the
magnitude of input pathway state variables IP3 and K+ as well as which variable is
larger (the order). This gives a magnitude and sign to each update to the astrocyte
state variable Ca2+ . The value of Ca2+ will eventually leading to LTP or LTD when
explored in Chapter 5. This approach is outlined by Equations (4.14) and (4.15),
which define the change in Ca2+ .

Tdif f = IP3 − K +

(4.11)

dcadelta = (H(Tdif f − thrltp ) − H(−Tdif f − thrltd ))|IP3 K + |

(4.12)

dcadecay = −caτca dt

(4.13)

dca = dcadelta + dcadecay

(4.14)

Ca2+ = Ca2+ (1 − H(Ca2+ − thrca ))

(4.15)

Where H is the Heaviside step function, Tdif f is the difference between IP3 and
K+ traces at some time t. thrltp and thrltd determine the valid ranges of Tdif f for
an update to Ca2+ to occur. dcadelta describes the change in Ca2+ at a given time
from external influence, while dcadecay accounts for the leaking of Ca2+ . Note that
the threshold values determine the sign of dcadelta , and provide the ability to shift
the Ca2+ response, as shown in Figure 4.14. Increasing the distance between the
LTP and LTD thresholds also allow for varying degrees of tolerance to transient
activity that would otherwise lead to a response by the astrocyte. Simulations use
the baseline parameter values outlined in Table 4.4, with any variations or parameter
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sweeps outlined in graphs.
Table 4.4: Signed proportional astrocyte parameters.
dt
0.001 s

Alphas

Tau IP3

Tau K+ ¡P Threshold ¡D Threshold

1

100 1/s

100 1/s

0

0

Figure 4.9: Response of Ca2+ to poisson distributed spikes applied to pre and postsynaptic
pathways.

52

Chapter 4. Development of an Astrocyte Model Sensitive to Spike Timing

Figure 4.10: Response of Ca2+ to poisson distributed spikes applied to pre and postsynaptic pathways.

Figures 4.9 and 4.10 depict the response of Ca2+ for different values of τca and
different spiking events. In general, larger values of τca result in smaller deviations in
Ca2+ overall, due to the value decaying more quickly. With smaller τca more of the
previous activity is integrated into the value of Ca2+ and the response is more broad.
Expanding on the simpler timeline plots, Figure 4.11 shows the number of times
Ca2+ crosses a threshold of 2.5 for a given τca and r spiking rate for a Poisson spiketrain input. This graph can be used to tune either thrca or τca for a given application,
and gives an impression of the excitability of the model.
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Figure 4.11: Rate of astrocyte effect on synaptic weight given different input poisson spike
rates, and different values of τca .

4.5.1

Classic-STDP and Variants

Using the signed proportional Ca2+ response the astrocyte plasticity model is capable
of implementing classic STDP, along with several variations. Figure 4.12 shows the
model’s response to spike pairs with a variety of inter-spike-interval times (X-axis).
This is a typical STDP curve.
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Figure 4.12: Astrocyte and neuron model response to pulse pairs: baseline.

The model has additional parameters beyond what a traditional STDP rule would
have, and this offers flexibility. By providing asymmetric τip3 and τk+ the model can
be bias toward LTD/LTP. Figure 4.13 shows this effect for LTD.

Figure 4.13: Astrocyte-neuron model response to pulse pairs: LTD bias.

In addition, threshold parameters thrltp and thrltd can be used to shift activity
from the LTP to LTD region, or vise versa. Figure 4.14 shows this shifting behavior.
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Figure 4.14: Astrocyte-neuron model response to pulse pairs: LTD shift.

Additional figures can be found in Appendix 9.1.
One of the main features of this model is its ability to generalize STDP, and
capture a variety of variants that have been proposed and explored in the literature. Table 4.5 maps specific values of model parameters to the corresponding STDP
behavior. If that variant of STDP has a name from other research it is included.
Table 4.5: Model parameters associated with STDP variants.
STDP Variant

Name

αip3

τip3

αk+

τk+

τu

thrltp

thrltd

resetip3

resetk+

Triplet STDP
Classic
LTD Bias
LTP Bias
LTD Shift
LTP Shift
Anti-STDP

Triplet STDP

1
1
1
1
1
1
-1

100
100
100
30
100
100
100

1
1
1
1
1
1
-1

100
100
30
100
100
100
100

10000
10000
10000
10000
10000
10000
10000

0
0
0
0
0.5
-0.5
0

0
0
0
0
0.5
-0.5
0

Yes
No
No
No
No
No
No

Yes
No
No
No
No
No
No

4.5.2

Mirror STDP
Anti-STDP

Rate-based Response

When input spiking activity is sparse in time, the model behaves as outlined in Section
4.5.1 above. However, when more dense inputs are provided, the relationship between
IP3 and K+ shifts from temporal, to rate-based. In the sparse case, IP3 > K+ implies

56

Chapter 4. Development of an Astrocyte Model Sensitive to Spike Timing

that an incoming spike happened more recently then a post-synaptic spike. When
incoming spikes are dense in time, IP3 > K+ would imply more activity on the input
side (on average) than the output. What follows, is a rate-based internal response,
where Ca2+ responds to a difference in average activity, subject to time constants.
Equation (4.14) above describes Ca2+ behavior. Equation (4.15) outlines the reset of
behavior Ca2+ , the value reset to 0 when |Ca2+ | > thrca .
In Figure 4.15, the middle plot shows the internal response of an astrocyte to a
random Poisson input across different weight values. In this case, there is significant
response from the astrocyte for weight values of 2.0, with less of a response for 4.0.
This is due to a lower firing rate out of the LIF neuron compared to the input.
Intuitively there should be a weight value where the difference between pre and postsynaptic firing rate is smallest. For the upper graph w = 10.0 is close to that point,
with only two regions in the timeline with any activity.
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Figure 4.15: Astrocyte response timeline with random Poisson spike train input for various
synaptic weights.

Looking at the upper plot in Figure 4.15, the effect of thrltp = 1.75 and thrltd =
−1.75 can be seen. Those parameter values form a hysteresis band, where the astrocyte does not respond with increased Ca2+ for small deviations between IP3 and
K+ . This leads to an increased range of weight values resulting in stable behavior.
Sweeping synaptic weight in Figure 4.16 shows that weight values beyond w ≈ 3.0
result in no Ca2+ activity.

58

Chapter 4. Development of an Astrocyte Model Sensitive to Spike Timing

Figure 4.16: Astrocyte response to random Poisson spike train for various synaptic
weights.

While this effect with denser inputs is novel, and likely very useful in some cases,
the breakdown of sensitivity to spike-timing is not always a desirable property. There
may be some mitigations, involving tighter time constants τip3 and τk+ , but initial
simulations showed other issues with this. In the next section, a modified Ca(IP3
, K+ ) is introduced, which exhibits spike-timing sensitivity with sparse and dense
inputs.

4.6

Integrated Spike Timing Response

The previous signed proportional model outlined in Section 4.5 could exhibit sensitivity to spike timing. This was demonstrated in Figure 4.12, where the characteristic
STDP curve was reproduced by the astrocyte model. As shown in Section 4.5.2 the
sensitivity to spike timing only holds for sparse inputs.
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This Ca(IP3 , K+ ) function is define by Equation (4.18) and was found to be
sensitive to spike timing, regardless of input sparsity (or lack thereof). Looking closer
at the definition, resetip3 and resetk+ parameters determine if additional spikes are
added into the IP3 and K+ traces, or override them. These parameters, along with
the weight update behavior determine which groupings of spikes result in changes
to Ca2+ . Figure 4.17 outlines possible spike association behaviors, with the boxes
representing which spikes are grouped into a Ca2+ response. Green boxes represent
an increase in Ca2+ (which may eventually lead to LTP) and red a decrease (which
may lead to LTD).

K+ =




d

k+



K + + dk+

resetk+ = 1, zpre
otherwise

IP3 =




d

ip3



IP3 + dip3

resetip3 = 1, zpost

(4.16)

otherwise

Figure 4.17: A variety of spike associations supported by the neuron-astrocyte model.
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Tdelta = −αltd zpre K + + αltp zpost IP3

(4.17)

dca = −Ca2+ τca dt + Tdelta

(4.18)

In this case, zpost and zpre are pre and post-synaptic spikes that the astrocyte is
sensing on a single synapse. The αip3/k+ parameters are used to control the magnitude
of influence IP3 and K+ have on astrocyte Ca2+ . In addition αltd/ltp can override default LTP/LTD behavior, implementing anti-stdp, or biasing weight updates towards
LTP/LTD. Note also, that Equation (4.18) implies astrocyte Ca2+ will decay with
each time step, but only be influenced by IP3 and K+ when spikes occur, and not
continuously. If enough Ca2+ accumulates from coordinated spiking events, a threshold thrca is reached and Ca2+ reset. The baseline parameter values for simulation are
outlined in Table 4.6.
Table 4.6: Integrated spike timing astrocyte parameters
dt
0.001 s

α-s

τ IP3

τk+

thrca

1

100 1/s

100 1/s

2.5

The changes to Ca(IP3 , K+ ) introduced in this section did not diminish the
astrocyte’s ability to generalize STDP and variations. Figures that can be found in
Appendix 9.1.2 show the full set of STDP-like simulations for both astrocyte configurations in this chapter.
A common theme when discussing astrocytes and their functional roles is one of
time-scale. Spike can occur at any time-step, and last only a single time-step. When
pairing with classic STDP, learning can occur just as quickly, with influence from only
a single pair of spikes. This property of STDP, in some cases, leads to instability. As
a spike pattern is presented to a neuron, and that neuron fires, it is possible, and very
likely with some inputs, that STDP will associate spikes incorrectly. It is a hasty
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learning approach, and naturally can’t predict the future. An astrocyte plasticity
model is in a good position to mitigate this. Defining a threshold, thrca which gates
any external response by the astrocyte (namely a weight update) and leads to a more
patient learning process.
Figure 4.18 shows the behavior of the temporal integration model when a series
of spike impulses are presented to the network. Each successive pulse has an additional spike from the last and the resulting Ca2+ activity is depicted for a given
synaptic weight. This simulation exposes the averaging effect of the spike timing
model. With an impulse of 4 spikes, the neuron is driven enough to output a single
spike, this happens around 300ms. With 4 pre-synaptic spikes and 1 post-synaptic
spike, the astrocyte’s Ca2+ is increased, exceeding the threshold of 2.5. Subsequent
spike impulses have > 4 spikes, which leads to a drop in Ca2+ , due to anti-causal
pairing (transiently) of pre-synaptic spikes. Regardless of these transient drops, Ca2+
consistently exceeds thrca throughout the simulation.
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Figure 4.18: Astrocyte response to ramping impulse input: demonstrating pulse-pair
averaging feature.

Figure 4.19 graphs the number of times thrca is exceeded during a fixed length
simulation, for a few different values of thrca . For Ca2+ = 2.5, regions of the graph
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around 0.8 and 1.2 show weight values that result in a stable configuration, where all
Ca2+ activity is sub-threshold. Figure 4.20 shows a timeline of astrocyte activity for
three different weight values, and thrca = 2.5.

Figure 4.19: Aggregate astrocyte response to input from a single synapse, with various
synaptic weight and thrca .
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Figure 4.20: Timeline of astrocyte activity with input from a single synapse, given thrca =
2.5.

This concept of sub-threshold oscillations is important, as it provides a mechanism
for astrocyte-mediated plasticity to reach a convergence point given a set of inputs.
This convergence point is dependent on the input pattern in question, and the ∆Ca2+
vs ∆t curve characterizing the Ca2+ response. Considering Figure 4.20 and recalling
the shape of Figure 4.12: The three output spikes align with input spikes, which
maximizes ∆t between the output spikes, and neighboring presynaptic spikes in any
direction. This maximal spacing leads to a minimum Ca2+ response. Note that spikes
with ∆t = 0 do not elicit a Ca2+ response. Independent of the weight value Ca2+
remains sensitive to activity at a synapse. Changes in the input firing pattern may
result in Ca2+ oscillations exceeding the threshold once more, and trigger another
round of weight updates. In this way, astrocytes can converge on synaptic weight
values, but still support continuous learning.
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4.7

Summary

This chapter introduces a computationally simple and efficient astrocyte model. This
model was developed with inspiration from the many works outlined in Chapter 2,
and focuses on an astrocyte’s role in synaptic plasticity. These include neuroscience
works, which outline observed and theorized bio-chemical pathways. As well as works
which present highly realistic mathematical models of astrocyte behavior. For the astrocyte model developed in this work, an emphasis was placed on computational
efficiency, while maintaining the common pathways pulled from the body of background research. Compared to some of the more bio-realistic astrocyte models, a
relatively small number of parameters are used to define this model’s behavior.
The literature shows considerable diversity on the main functional role(s) of an
astrocyte, as well as how a given function is achieved chemically. In this work, with
synaptic plasticity as a main functional role, a framework for astrocyte local dynamics
was developed, and is outlined in Figure 4.6. Ca(IP3 , K+ ) and Dw(Ca2+ ) are generic
functional blocks which represent the gap in existing literature.
It is assumed the Ca2+ will drive synaptic plasticity, though the exact mechanism
isn’t explored in this chapter. With that in mind, two different approaches are considered for Ca2+ dynamics, both of which can reproduce the characteristic STDP curve
in their Ca2+ response, as well as common variation. It is discussed how this Ca2+
response could extend STDP as a learning rule, with a focus on temporal integration,
and patience in the learning process. The two variations on the developed astrocyte
model explored, parallel the differences between rate-based Hebbian learning, and
STDP. In both cases, it was shown that the astrocyte can integrate neural activity
over time, and that parameters can control the time-scale of any response.
Focusing on spike timing, one of the major drawbacks to STDP is its inherent
instability. It is well known that unchecked, STDP will drive synaptic weights to

66

Chapter 4. Development of an Astrocyte Model Sensitive to Spike Timing

either minimum or maximum limits (Robert Legenstein 2005). One of the key features
of astrocyte plasticity is an inherent stability at non-maximal weight values. This
stability was demonstrated in both configurations outlined above, which was exhibited
by minimal and sub-threshold Ca2+ activity. Further, with the flexibility offered,
surrounding the Ca2+ response, these weight convergence points can be parameterized
as well.
Overall, this objective introduces a framework for astrocyte-LIF Neuron computation, and explores two specific models geared towards synaptic plasticity. For each
of these models, synaptic weight values of an LIF neuron (coupled with an astrocyte)
are swept, and stable configurations are identified, which represent convergence points
in a potential learning rule.
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Chapter 5
Synaptic Plasticity Using the Astrocyte Model in A Single
Synapse Configuration

Astrocytes have suspected involvement in synaptic plasticity in both the long (Min,
Santello, and Nevian 2012) and short term (Pittà, Volman, et al. 2012). A variety of
bio-inspired astrocyte models have touched on short term plasticity, and suggested
modulation of classical Hebbian learning (Pittà and Brunel 2016). In addition to
the experimental evidence, astrocytes are well placed to control synaptic plasticity at
many levels. Drilling down to the level of the synapse, astrocytes monitor synaptic
activity chemically, and respond quickly with a variety of GT, some of which are
known to be critical for LTP/LTD (Min, Santello, and Nevian 2012). This fast local
activity, which takes the form of Ca2+ transients in astrocyte end-foot processes is
integrated into a cell-level response, and can travel to distant synapses.
The goal in Chapter 5 is to explore astrocyte mediated synaptic plasticity in
a single synapse configuration. This will close the loop with the experiments in
Chapter 4, by incorporating parameterized synaptic weight changes, directed by the
astrocyte. Focus was shifted from the astrocyte’s internal response, to the learning
process, progression of weight changes. Novel features of the full astrocyte plasticity
model were identified and the effect of parameters on these features explored.
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5.1

Calcium Threshold Triggered Weight Update

One key astrocyte property highlighted in Chapter 2 is the concept of temporal integration. Essentially, astrocytes integrate synaptic activity into a Ca2+ response, and
over time that Ca2+ response has an effect outside of the astrocyte. The process to
trigger that external response is thought in many works to be CICR. Once that Ca2+
concentration exceeds a threshold, there is a cascade of events resulting in both Ca2+
propagation to the cell body, and the release of GT into the synaptic cleft. This concept of temporal integration, with CICR as the mechanism fits well into the current
model, and was explored in this chapter as the mechanism that drives weight change.
In the context of this work’s astrocyte model, as Ca2+ values increase and exceed
a threshold thrca , a weight change will occur at the synapse, and the Ca2+ value is
degraded to zero, representing the re-uptake of Ca2+ observed with CICR in biology.
Tuning this threshold value led to some improvements for both weight convergence
given a set of inputs, and tolerance to overall noise in the system.

dw = w(αltp H(Ca2+ − thrca ) + αltd H(−Ca2+ − thrca ))

(5.1)

Equation (5.1) describes the baseline concept for weight change. αltp/ltd parameters serve as learning rates, and can be tuned based on the type of inputs or astrocyte
performance.

5.2

Synchronization of Firing Rate

While STDP, and spike-timing based learning is the main focus of this work, the
proportional difference astrocyte configuration outlined in Section 4.5.2 shows a novel
feature that has ties to neuroscience research. One of the possible functional roles
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of astrocytes in nature is synchronization of synaptic firing (see Chapter 2). This is
thought to support computation in the brain, and drive detectable patterns we call
brain waves. It is interesting then, that a variation on the astrocyte model in this
work, is able to exhibit synchronization on a smaller scale.
Again, closing the loop from Chapter 4, the astrocyte directs synaptic plasticity as
outlined by Equation (5.1). Simulation with a random Poisson spike train input, and
thrca = 0, showed that weight values increase from their starting point, and approach
a value where post-synaptic spikes (and firing rate) track pre-synaptic inputs.

Figure 5.1: Astrocyte response to random poisson input with rate-based plasticity rule.
thrltp = −thrltd = 0.8.

Figure 5.2 show the effect of tuning thrca , which requires a significant Ca2+ re-
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sponse before synaptic weights can change. The result was a more optimal convergence, which is stable, with inputs and outputs exhibiting a high degree of synchronization.

Figure 5.2: Astrocyte response to random poisson input with rate-based plasticity rule.
thrltp = −thrltd = 1.5.

5.3

Spike-Timing Integration Plasticity

One of the key features of the astrocyte model developed in chapter 4, and an overarching goal of this thesis was leveraging temporal integration to drive plasticity in
an STDP-like fashion. In Chapter 4 it was shown that the astrocyte model is capable
of implementing the classic STDP curve, common variations on STDP, and low-level
modulation of the STDP curve. This STDP-like response however, was not a plas71
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ticity response, but an internal Ca2+ response. Moving on to this chapter, that Ca2+
response was translated into a weight update. Given the definition of dw in Equation (5.2), weight updates can track the Ca2+ response, providing and an end-to-end
implementation of STDP by the astrocyte model. Equation (5.2) was then used as a
baseline during simulation, to compare with features of the spike-timing integration
approach.

dw = Ca2+ /thrca

(5.2)

Using a different definition for dw , Equation (5.3), along with consideration for the
general flexibility of the astrocyte model, what this work refers to as “spike-timing
integrated plasticity” was realized. As the name suggests, the astrocyte integrates
spike timing information in an STDP-like manor, but applying temporal integration
in translating the Ca2+ response to dw . This approach exhibits a few key differences
when compared to STDP. Firstly, weight updates are delayed, and only occur when
sufficiently many coincident spike occur to drive Ca2+ Ca2+ > thrca in a short time
window (dependent on time constant τca ). Any weight update will depend on a series
of causal or anti-causal spiking events. The need for multiple events led to increased
confidence in each weight change, and can filter out some transient spike associations
that don’t align with the longer-term behavior of the neuron. Furthermore, the
approach has support from existing neuroscience and engineering literature, with
Equation (5.3) and the reset behavior in Equation (5.4) being derived from CICR
and GT release.
To evaluate the astrocyte model in this configuration a series of spike impulses
were used. These were groups of regularly firing inputs in a 1010101 pattern, with
sufficient space between these groups for astrocyte and neuron states to settle. This
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input was chosen as a benchmark, and to represent a burst of spikes, which is common
in biological systems.

dw = H(Ca2+ − thrca )αltp + H(−Ca2+ − thrca )αltd

(5.3)

Ca2+ = Ca2+ (1 − H(Ca2+ − cathr ) + H(−ca − cathr ))

(5.4)

As discussed before a slight variation allows the astrocyte model to implement
classic STDP, outlined in Equation (5.2). In this case Ca2+ effects weight values and
is reset every time-step. Since the Ca2+ response was already shown to mimic classic
STDP in Chapter 4, Equation (5.2) will as well.

5.3.1

Impulse Response

Figure 5.3 depicts the astrocyte plasticity model with Cathr = 2.5, αltp = 1.05 and
αltd = 0.95. In contrast, Figure 5.4 shows the behavior of a classic STDP (implemented by the astrocyte) with the same inputs and time-constants. The inputs
themselves consist of successive spikes, with 1ms between each. These spikes form
groups with enough time between for neuron and astrocyte states to decay. Each
group has an additional spike compared to the last.
Comparing these graphs, it is clear that integrating behavior of the astrocyte
model effects the learning process significantly. Resulting in more stable behavior,
and increasing synaptic weight due to causal, correlated inputs. The key effect here
can be seen considering what happens when there are additional input spikes after
a post-synaptic spike. In these cases classic STDP would decrease the weight, while
the astrocyte integrates this event into Ca2+ . Those input spikes are eventually
associated with an additional down-stream spike, forming a causal relationship and
Ca2+ is increased. Overall this leads to LTP, with the potential LTD events being
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smoothed out.

Figure 5.3: Astrocyte response to successive spikes, displaying temporal pulse-pair integration.

74

Chapter 5. Synaptic Plasticity Using the Astrocyte Model in A Single Synapse
Configuration

Figure 5.4: Classic STDP response to successive spikes.

It is important to understand the situations under which the astrocyte model will
converge, and compare that to classic STDP. Figures 5.5 and 5.6 depict responses to
a similar series of spike impulses, but in this case each group of spikes is the same
length. There is a significant difference between the behaviors, with the astrocyte
model quickly converging, while classic STDP appears to make minimal progress
with learning, increasing, then decreasing the weight to approximately the same value.
Figure 5.7 shows the same simulation on a longer timescale, showing that the weight
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values diverge over time.

Figure 5.5: Astrocyte response to a series of fixed length spike impulse inputs showing
convergence.
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Figure 5.6: Classic STDP response to a series of fixed length spike impulse inputs.
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Figure 5.7: Classic STDP response to fixed length spikes showing divergent behavior.

The smoothing effect observed with the astrocyte plasticity model should work
just as well at smoothing out noise, as it does transient causal or anti-causal spike
pairings. Testing this, Figures 5.8 and 5.9 show the results of similar simulations,
with the addition of uniformly random noise in both cases. The probability specified,
is the probability that a noisy spike is received at the pre-synaptic terminal during
any single time-step. Observing the weight updates associated with the astrocyte
model, there isn’t a significant impact from the noise on the progression of weight
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modulation. In the case of classic STDP, weight values fluctuate even further, adding
to the already unstable behavior.

Figure 5.8: Classic STDP response to impulse inputs with uniformly random noise.
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Figure 5.9: Astrocyte response to impulse inputs with uniformly random noise.

In general, it has been shown that given this repeating (possibly ramping up)
spike impulse as an input, stable convergent weight progression was observed from the
astrocyte model. In contrast, classic STDP shows instability and lack of convergence.
This is only a single configuration however, and there are many parameters that could
be modified. An investigation into the following parameters helped determine if the
convergent/noisy behavior was a consistent feature, and what other behaviors of the
model were possible. The following parameters were modulated to help answer these
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questions.
• Initial weight
• Spike association
• Time constants
• dw factors, αltp and αltd
• Neuron threshold
Figure 5.10 shows a sweep of initial weight values, and demonstrates the effect on
weight convergence. In both cases, if weight values are sufficiently low, the general lack
of post-synaptic activity leads to little or no weight update. With higher initial weight
values the astrocyte model was able to converge as with previous simulations, while
the STDP diverged towards a weight value of zero. The astrocyte model converged
to a weight value as a function of the initial weight, specifically the next stable
configuration from Figure 4.19 that can be reached by LTP. This is a key property
of the weight update mechanics, in that the system seeks a stable configuration.
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Figure 5.10: Classic STDP and astrocyte response to initial weight.

Figure 5.11 shows the effect of varying the weight update factor αltp = αltd . In
general, a very low factor results in a lack of movement in the synaptic weight, whereas
a high weight factor leads to some stable regions being skipped over, but in each case
some stable configuration is found.
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Figure 5.11: Astrocyte response to different values for weight update factor.

Figure 5.12: Classic STDP response to different values for weight update factor.

Figure 5.12 shows the response of classic STDP to different αltp = αltd . In general
the response mimics the form of the astrocyte weight progression, but exhibits significant instability, and does not converge to a stable configuration. Figure 5.13 depicts
synaptic weight progression given different values for LIF neuron membrane voltage
threshold vth . This experiment, meant to rule out a potential avenue for increasing
stability of classic STDP further supports the unique stability offered by an astrocyte
plasticity approach.
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Figure 5.13: Classic STDP and astrocyte response to different LIF neuron voltage threshold values.

Figures 5.14 and 5.15 show various weight progressions across three different subplots, with the figures depicting astrocyte and classic STDP behavior respectively.
In general, modifying τ∗ parameters, whether τip3 , τk+ , or both leads to the synaptic
weight settling on the stable configuration around w = 1.1 instead of w = 0.81. In the
case of classic STDP, some modified τ∗ configurations lead to divergence to the maximum weight value (20), or exhibited similar instability to what has been observed
thus far.
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Figure 5.14: Astrocyte response to different values for τip3 and τk+ .

Figure 5.15: Classic STDP response to different values for τip3 and τk+ .

5.4

Summary

This Chapter builds upon the astrocyte LIF models from the previous chapter, adding
a plasticity step, which translates Ca2+ levels to a change in synaptic weight. In order
to implement STDP, Ca2+ concentration can be used directly as the dw term at each
time step. This was the baseline used for comparison with other variations on weight
update dynamics.
Temporal integration is explored next, by defining a simple threshold on Ca2+ to
drive plasticity. This means (in general) that multiple plasticity events must occur
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on a given synapse before any change in weight occurs. A variety of parameter
values are explored, in both the “spike timing” and “rate-based” astrocyte models.
Compared to classic STDP, the threshold approach exhibits convergence where classic
STDP diverges, or exhibits oscillation. A threshold update rule is able to consistently
drive synaptic weights into one of the astrocyte model’s stable configurations. In
addition, and learning and convergence are stable in the presence of random input
spikes following a uniform distribution.
The observed improvements over classic STDP were demonstrated across a variety
of parameter values, including varying τip3 , τk+ , LIF Vth , and the weight update
multiplier. In each case where learning did occur, the improvements over classic
STDP were observed.
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Chapter 6
Extension Astrocyte Model To Multi-Synapse Configurations

In biology, astrocytes are observed influencing many synapses, in general, hundreds
of synapse across a single digit number of neurons. This spatial integration is a
fundamental property of astrocytes, and the response to activity from these connected
synapses is observed as a cell-level Ca2+ response. Taking this concept and applying
it to the astrocyte model in this work, a coordinated approach to synaptic plasticity
is developed. This approach is employed in a learning task where a multi-synapse
view is critical.

6.1

Synaptic Coupling

This chapter introduces the concept of synaptic coupling. This is an intermediate
between the strictly local response that has been explored thus far, and the slower
(seconds timescale) cell-level responses directly observed in biology. With synaptic
coupling, there is a regional response to a hand-full of synapses. This response is fast
(unlike the cell-level Ca2+ responses), operating at the speed of the local responses
explored thus far. Some in the Computational and neuroscience communities believe
similar intermediate astrocyte responses occur in nature, but that researchers don’t
have the capabilities to observe them yet. In any case, synaptic coupling fits the
common theme of multi-level integration, and is shown to be critical in an example
learning task. Figure 6.1 shows the progression of the astrocyte model from exhibiting
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a strictly local responses, to support coupling. There are three major changes to the
model from previous iterations.
1. The Ca2+ response generated local to a synapse propagates up to the regional
level. This is consistent with the observation of CICR explored in Chapter 2.
2. At the regional level, there is some function implemented by the astrocyte,
which directs plasticity across any connected synapses.
3. At the regional level, two additional internal signals D-Serine and SERCA are
introduced. These can be though of as chemical signals which can propagate
from the regional level, down to a given synapse. They are responsible for
triggering a weight change locally, or causing degredataion/re-uptake of IP3 ,
K+ , and Ca2+ .

Figure 6.1: Astrocyte functional diagram for multi-synapse synaptic coupling.
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6.2

Synaptic AND Coupling

The function explored for multi-synapse astrocyte plasticity is logical AND. This
is implemented by a single astrocyte, influencing N synapses of a single LIF neuron
(1nNs1a). The expected behavior of an LIF neuron implementing AND can be defined
in terms of single spikes as shown in Figure 6.2.

Figure 6.2: Logical definition for AND Coupling.

In Figure 6.2 each of the blue or orange boxes represents a spike, either presynaptic, or post-synaptic. Figure 6.3 shows the difference between the local astrocyte
response, vs. the global response required to implement logical AND. Without any
context of the response from other synapses, a strictly local rule isn’t able to correctly
converge to an AND function. In most situations outlined, the regional control logic
will need to signal the correct response to one or more synapses.
To implement this, first the typical activity local to a synapse is considered,
see Figure 6.4. These Ca2+ responses propagate, and are readily available at the
global/regional level. Using the Ca2+ transients from each synapse, the global logic
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determines if weights should change on a given synapse, and if so, in what direction.
To communicate the proper response D-SER (which triggers a weight change at a
synapse) and SERCA , (which triggers messenger degradation and re-uptake) signals
are passed from the regional control level, to individual synapses.

Figure 6.3: Comparison of astrocyte response locally, and the desired and coupling response.
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Figure 6.4: Logical definition for AND coupling with Ca2+ signaling.

In essence, all spiking activity on N synapses (for the purpose of implementing
AND) fall into one of the following categories.
• AND - The neuron behaved correctly, this is either pre0 , pre1 , ..., pren

=⇒

posto or others− > ¬post0 : Reset synapse state, IP3 , K+ , and Ca2+ cleanup.
• Other-influence - This situation occurs when posto comes before all prei inputs.
This implies something happening outside the control of associated synapses. It
doesn’t make sense to change the weight in this case, as it is unknown why there
was a post0 spike. In addition, the LIF neuron may be in a refractory period,
and it wouldn’t make sense to try and update weights during that: Reset all
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synapses.
• Early-Spike - post0 occurs before some spiking inputs, but after others. This
would indicate one or more of the input synapses have weights that are too
high: LTD on synapses that received inputs.
• LPT - If input spikes arrive at pre0 , pre1 , ..., preN and there is no post-synaptic
spike post0 , this implies weight values are too low: trigger LTP on all synapses.
Equations (6.1) through (6.8) formalized the behavior outlined in Figure 6.4 and
the list above. In the context of this chapter, resetting of a synapse (in response to a
SERCA signal) means to reset all of the variables (Ca2+ , IP3 , K+ ) to zero, which
is analogous to the breakdown and re-uptake that occurs in biological astrocytes in
response to CICR.
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cailtp = cai > thrand

(6.1)

cailtd = cai < −thrand

(6.2)

caiip3 = cai > thrltp

(6.3)

i
caltp = ΣN
i=1 caltp

(6.4)

i
caltd = ΣN
i=1 caltd

(6.5)

i
caip3 = ΣN
i=1 caip3




−1.0, caltp > 0 ∧ caltp < N




dser = 1.0, caip3 > 0 ∧ caip3 < N






0.0, otherwise




1.0, caltp == N




serca = 1.0, caltp == 0 ∧ caltd > 0






0.0, otherwise

(6.6)

(6.7)

(6.8)

Where N is the total number of synapses for AND coupling, cai is the calcium
concentration of synapse i that has diffused from local to regional level. D-SER and
SERCA are the signals from regional to local level, gating plasticity and controlling
chemical re-uptake.
Which of these categories in Figure 6.2 a given set of inputs and response belongs
to, depends on some model parameters. Namely, the timing constants and thresholds
thrand and thrltp . Given a set of parameters, there is a deterministic window of time
spikes must fall into in order to be considered for a particular response. Outside
this window, from the perspective of the astrocyte, those spikes never happened.
This window is dependent on many parameters however, and possibly changes given
previous activity. Instead of solving for the exact point in time a spikes falls out of
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the time window, a lower bound is defined, δptp = 10ms. The astrocyte was tuned
to guarantee proper behavior if spikes fall within this window. This implies that the
time between the first pre-synaptic spike, to the first (possibly only) post-synaptic
spike must be no more than this value. With this timing constraint a variety of
pre-pre-post spiking events can be generated in a two-synapse configuration. This
experiment will remove the influence of synaptic weights and LIF neuron dynamics,
focusing solely on astrocyte response Ca2+ .
Figure 6.5 Shows the response of a single astrocyte to two pre-synaptic spiking
inputs, and single post-synaptic spiking outputs. Spikes can arrive in any order, or
not at all. If spikes do occur, they abide by the δptp = 10ms constraint. Though the
figure shows the spiking bouts continuous in time, the astrocyte’s internal state is
reset between each.
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Figure 6.5: Astrocyte with AND coupling response to two pre-synaptic spiking inputs,
and a single post-synaptic spike randomly generated.

For the limited number of examples in Figure 6.5, the astrocyte performs correct
computations. This can be observed by comparing the ground truth categorization of
inputs (bottom plot) with the D-SER and SERCA activity. For example: when the
categorization is “Early Spike”, D-SER is −1.0 for a single time-step, indicating LTD
on that synapse. Automating this comparison process, an error rate can be computed,
where each 10ms bout is labeled as a match, or mis-match. A more exhaustive search,
consisting of 10,000 10ms bouts, showed zero mis-matches from the expected result,
Equation (6.9) shows that 10,000 iterations should be sufficient to cover the entire
input space for two synapses. Figures 6.6 and 6.7 show the same success for three
and four synapses, which is supported by the 10k simulation test.
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 3
11
possible AND spikes =
= 1331
1

(6.9)

Equation (6.9) solves the counting problem “How many possible spiking configurations are” for three synapses and a 10ms (10 discrete 1ms time steps) window. The
11th possibility in this case, represents that a spike does not occur on a synapse.

Figure 6.6: Astrocyte with AND coupling response to three pre-synaptic spiking inputs,
and a single post-synaptic spike randomly generated.
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Figure 6.7: Astrocyte with AND coupling response to four pre-synaptic spiking inputs,
and a single post-synaptic spike randomly generated.

Though simulations thus far are a good indication of a performant astrocyte
model; Real-world applications will involve a set of continuous inputs, where astrocyte and neuron states are maintained, not reset every 10ms. A continuous simulation is explored next, with inputs generated by concatenating a number of 10ms
bouts in time, without any resetting of astrocyte or neuron state. In this configuration, there are some situations where the astrocyte does not respond as expected (a
mis-match from ground truth), in general this is due to a Ca2+ deviation from zero,
at the boundary where generated 10ms bouts are joined. These situations made up
≈ 14% of inputs, across 10,000 10ms bouts. Figure 6.8 shows some of the failure cases
encountered.
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Figure 6.8: Astrocyte with AND coupling response to a continuous timeline of two presynaptic spiking inputs, and a single post-synaptic spike randomly generated.

When considering n = 3 and n = 4 synapses with continuous randomly generated
spiking inputs, the error rate observed is consistent with that of n = 2. For n = 3
there are 283 mismatches out of 2000 10ms bouts (14.15 % error). For n = 4, there
are 416 mismatches out of 3000 (13.9 % error).
By default there are some cases present in the randomly generated spike train
that are impossible in the current configuration. Namely, cases where a post-synaptic
spike precedes all pre-synaptic spikes. This would be possible with influence from
other synapses outside of the AND-coupling domain, or through the introduction of
noise into the neuron model, but those cases aren’t considered here. With the removal
of such cases, the error rate increases to 23.3 % for 2 synapses, 22.0 % for 3 synapses,
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and 18.0 % for 4 synapses. The increased error rate indicates that they astrocyte
model benefits from sparsity in activity needing a response.
Initial simulations which have isolated the astrocyte and provided random inputs,
indicate that in a majority of cases, the astrocyte is capable of directing plasticity
correctly to implement an AND function. The D-SER and SERCA signaling reflects
the activity of the global AND logic, and the polarity of D-SER matches the desired
weight update. A fairly consistent error rate of between 14 % and 24 % is observed,
which is theorized to be low enough for proper convergence to implement AND.
Closing the loop fully, the weight update behavior outlined in Equation (6.10)
is implemented. With that addition, an astrocyte-LIF (1n2s1a) configuration was
simulated, given the same continuous inputs generated by concatenating 10ms bouts,
but only of pre-synaptic spikes for n = 2 synapses. Where before, post-synaptic
spikes were also randomly generated, now any post-synaptic activity is driven by an
LIF neuron with synaptic weights. The default synaptic weight is ≈ 0.7.

dwsyn = casyn lrltp if casyn > 0

(6.10)

dwsyn = casyn lrltd if casyn < 0

(6.11)
(6.12)
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Figure 6.9: Simulation of astrocyte/LIF network in the 1n2s1a configuration, with the
astrocyte directing synaptic plasticity.
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Figure 6.10: Weight change in the 2s1n1a configuration, with the astrocyte directing
synaptic plasticity.

Looking at Figure 6.9: Initially, synaptic weight values are too high, and the neuron fires in response to a single pre-synaptic spike. As expected, the astrocyte traces
show D-SER signals arriving at the offending synapses, triggering LTD. Completing
the link, and allowing Ca2+ to drive plasticity, showed weight updates corresponding
to the D-SER signals and Ca2+ concentration. As the simulation progresses, weight
values decrease, and the LIF neuron begins to fire in response to two pre-synaptic
spikes. There was a slight over-correction, and some LTP events occur, bringing the
weights back up. Eventually, the synaptic weights converge and offer a good approximation of an AND function over the inputs. Looking at the bottom plot, there are
two error rate traces, labeled +∆w and −∆w. These indicate example inputs where
the neuron responded incorrectly, and one or more synaptic weights needed to be
increased, or decreased respectively. Summing these two error rates give an overall
error rate.
Under the limited test conditions, Figure 6.9 demonstrates success for coordinated
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astrocyte plasticity. This convergence to an AND function needs further exploration.
Since the coordinated plasticity was developed to work with N synapses, it is important to evaluate other configurations besides n = 2.

Figure 6.11: Weight change in the 3s1n1a configuration, with the astrocyte directing
synaptic plasticity.
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Figure 6.12: Weight change in the 4s1n1a configuration, with the astrocyte directing
synaptic plasticity.

Figures 6.11 and 6.12 show the progression of learning in 3 and 4 synapse configurations respectively. In each case, the addition of a synapse beyond 2 results in
increased noise in the convergence, towards the end of simulation. Exploring this
convergence further, initial weight values of each synapse are uniformly distributed
from 0.0 to 2.0. Figures 6.14 and 6.13 show the results, which indicate the initial
weight value does have some effect on progression of learning, but overall convergence
was unaffected.
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Figure 6.13: Weight change in the 1n2s1a configuration, with random initial weight values
between 0.0 and 2.0.

Figure 6.14: Weight change in the 1n4s1a configuration, with random initial weight values
between 0.0 and 2.0.

The learning rule converges quite well in a 2 synapse configuration. With 3 and
104

Chapter 6. Extension Astrocyte Model To Multi-Synapse Configurations

4 synapses, there is convergence to a degree, but still a fair amount of noise in the
weight values. Looking at the mean error rate towards the end of simulation however,
it is upwards of 20%. In order to better explain what is going on, observe the two error
rates, in the lower plots of Figures 6.11 and 6.12. There is an oscillation, between
the majority of errors involving +∆W (weight values are too low) and −∆W (weight
values are too high). This indicates that optimal weight values are being under
and overshot repeatedly. This is a common problem in learning rules, and is not a
fundamental drawback. Additional discussion and next steps were outlined in chapter
8.

6.3

Summary

Though there is a lack of general consensus, much of the neuroscience literature suggests that astrocytes have a fast local response to synaptic activity, which is then
integrated to a cell-level response. Taking inspiration from this multi-level integration approach, the astrocyte model is extended. At the local level, IP3 , K+ , and
Ca2+ dynamics remain mostly the same compared to previous chapters. The Ca2+
signals are generated local to the synapse, but now, in addition they propagate up to
a regional level. At this multi-synapse, regional level Ca2+ responses from multiple
synapses are integrated and a response generated. This response then travels back
down via internal (to the astrocyte) chemical signals to one or more synapses, affecting local plasticity. The regional function explored in this chapter is logical AND. In
general, the astrocyte will drive weight values towards implementing the desired function, detecting behavior that is not in alignment and updating weights accordingly.
For these functions in particular, having a multi-synapse view of activity is critical. It
is shown that in most cases, the locally controlled plasticity explored in chapter two
would result in incorrect weight updates. With the regional logic mostly in control
of when, and in what direction weights move, local dynamics are responsible for the
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magnitude of a weight change. In this way, global and local dynamics work together
to implement a coordinated learning model.
With this approach, it was shown that convergence to implementation of an AND
function could be achieved with 2, 3, and 4 synapse configurations. Each consisting
of a single LIF neuron, single astrocyte. It was difficult to determine a common set of
parameters which gave optimal convergence across the different number of synapses,
but parameters were found that provided convergence in each case.
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Future Work

This work covers a broad range of topics, and explores work in fields that are still
largely in their infancy. Plasticity, while well-defined in some areas of machine learning, isn’t as clear-cut in spiking neural networks. Further, astrocyte-neuron interactions, aren’t well understood in the neuroscience community, and the mathematical
model representing them vary widely as a result. The goal of this work was to extract some useful features, given what is known about astrocyte-Neuron interactions,
using a simple model. This was achieved, but the path taken leaves many interesting
questions unanswered, and opens the door to future work.

7.1

Astrocyte Local Learning

Local learning in this work was limited to two different types of inputs, and the
astrocyte wasn’t evaluated against any particular learning objective with those input.
Some interesting properties were teased out, such as the tendency of the astrocyte to
change weights, seeking a state with low Ca2+ response to inputs. This is good, as
that low Ca2+ response configuration can be leveraged, to direct an astrocyte to a
particular goal. The threshold function Dw(Ca2+ ) is fairly simple, more complicated
functions should be explored here, to determine what temporal features an astrocyte
can learn.
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7.2

Multi Synapse Plasticity

This work just scratches the surface of what should be explored in a multi-synapse
configuration. One of the best next steps however, is to explore Ca2+ build-up at
the regional level, on a time-scale slower than that of local dynamics. This regional
Ca2+ would then determine when plasticity occurs, with the hypothesis being that
improvements in convergence would result, given the additional temporal integration.

7.3

Supervised Learning

Astrocytes offer an interesting opportunity to work in tandom with a supervisory
learning signal. In may cases, especially with a longer running task-based learning
objective, feedback from a supervisory signal is sparse in time. Astrocytes are in a
fantastic position to bridge this gap. They can maintain Ca2+ concentrations over
longer time-scales, and use their connections and internal states to direct plasticity
intelligently, given a global and non-specific learning signal.
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Conclusion

The main goal of this work was to identify key properties of astrocyte-neuron interactions in biology, that could be leveraged in a simplified computational model, when
paired with LIF neurons. This initial question led to the identification of a variety of
function roles, both concrete and theorized surrounding astrocytes in the neuroscience
literature. These include: working memory, modulation of synaptic plasticity, synchronization of neural firing, and long-range signaling across sub-networks of neurons.
In paralell, common chemical signaling pathways were teased from the same body of
research. The intersection of signaling pathways and functional role that best fit this
work was determined to be synapic plasticity, with a focus on multi-level integration,
across time and across synapses.
A computational astrocyte model was developed to implement classic STDP on
a single synapse, using simplified versions of common astrocyte chemical pathways.
Varying the parameters, it was shown that this astrocyte model could implement
common variations on STDP, as well as shift and bias the standard STDP weight
update curve. Mimicing the CICR behavior observed in astrocytes, a threshold was
defined and used to gate plasticity. This led to temporal integration of synaptic
plasticity. Using this model, weight updates were more stable when compared to
STDP for the test input, and showed convergence in a variety of configurations, where
STDP either oscillated or diverged. Exploring further, it was determined that the
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astrocyte model was driving weights to values that resulted in a lower Ca2+ response.
This feedback mechanism allowed for flexibility in weight convergence, and opened
the door for implementing additional learning rules based on temporal integration.
Astrocytes have not been observed influencing only a single synapse, and based on
existing literature, their computational roles and benefits come from having a multisynapse view. To mirror this in the developed computational model, the concept
of synaptic coupling is introduced. Instead of strictly local dynamics and weight
updates, Ca2+ local to a synapse is able to propagate to a regional level, where some
function is implemented across the participating synapses. At this regional level,
chemical signals are sent back to the local synapse level depending on the function and
synaptic activity. The function explored in this work specifically, was logical AND.
While simple, this function requires a multi-synapse view to correctly implement,
and can be scaled to an arbitrary number of synapses easily. Results showed that
an astrocyte can implement a robust learning rule capable of converging to weight
values that implement AND with 2 synapses. With 3 and 4 synapses, the astrocyte
still exhibits convergence, but is only able to roughly arrive at a solution.
This work lays the groundwork for an astrocyte-like approach to synaptic plasticity, providing a computationally simple, bio-inspired model. This model is shown to
generalize classic STDP, and can improve upon it in a variety of situations. Breaking
away from the strictly local paradigm, the astrocyte model demonstrates coordinated
plasticity in a learning task that would be otherwise impossible with a strictly local
view. Equally as important, this work offers an opportunity for organization and
coordination, when melding local and global learning signals.
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Appendices

9.1
9.1.1

Appendix A: Astrocyte Operating Mode Figures
Signed-Proportional Astrocyte STDP-Like Curves

Figure 9.1: Astrocyte-Neuron Model Response to Pulse Pairs: Baseline.
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Figure 9.2: Astrocyte-Neuron Model Response to Pulse Pairs: Anti-STDP.

Figure 9.3: Astrocyte-Neuron Model Response to Pulse Pairs: LTD Bias.

Figure 9.4: Astrocyte-Neuron Model Response to Pulse Pairs: LTD dt Shift.
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Figure 9.5: Astrocyte-Neuron Model Response to Pulse Pairs: LTP Bias.

Figure 9.6: Astrocyte-Neuron Model Response to Pulse Pairs: LTP dt Shift.
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9.1.2

Integrated Spike Timing Astrocyte STDP-Like Curves

Figure 9.7: Astrocyte-Neuron Model Response to Pulse Pairs: Baseline.

Figure 9.8: Astrocyte-Neuron Model Response to Pulse Pairs: Anti-STDP.
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Figure 9.9: Astrocyte-Neuron Model Response to Pulse Pairs: LTD Bias.

Figure 9.10: Astrocyte-Neuron Model Response to Pulse Pairs: LTD dt Shift.

Figure 9.11: Astrocyte-Neuron Model Response to Pulse Pairs: LTP Bias.
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Figure 9.12: Astrocyte-Neuron Model Response to Pulse Pairs: LTP dt Shift.
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