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Summary
While a traditional two-dimensional (2D) video is sufficient for describing details of the scene, 
three-dimensional (3D) video can provide more realistic representation of the same scene using 
depth information. With the rapid growth in video compression, communication network, and 
display technologies, it is believed that 3D video will play a significant role in the fields of media 
representation and communications in the near future. There are many methods available to 
provide audiences with 3D experience; however the simplest way to do so is based on the concept 
of stereopsis, in which two images of the same scene are employed to reproduce the real-world 
scene. In a modem 3D video transmission system, instead of transmitting two video data streams 
capturing by left and right cameras, left and right views are generated by utilising a monoscopic 
video (colour component) and associated per-pixel depth information (depth component).
In this thesis, efficient 3D video coding and transmission techniques for colour-plus-depth 3D 
video have been introduced to improve the performance of 3D video transmission over wireless 
networks. Both colour and depth components are coded and transmitted in the ways that the 
quality of 3D reproduction is maximised. To improve the coding efficiency in 3D video coding, 
special characteristics of depth video and motion correlation between colour and depth data 
components are taken into account. Finally, a novel rate control algorithm for colour-plus-depth 
3D representation is introduced by allocating bits to each data component according to then- 
relative complexity.
Key words: 3D video, Block matching (BM), Depth Image-Based Rendering (DIBR), joint source 
and channel coding (JSCC), motion compensation, motion estimation, rate control algorithm 
(RCA), stereoscopic video.
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Chapter 1. Introduction
Chapter 1
1 Introduction
1.1 P re a m b le
Due to significant progress in telecommunication technologies, recent communication networks 
are able to support the contribution of huge and sophisticated media formats. Even though 
conventional two-dimensional (2D) video provides good quality to viewers, it seems insufficient 
for some people. With motivation to provide viewers with more realistic vision than the 
traditional 2D video, a three-dimensional (3D) video technology has been introduced. The idea of 
stereo video was introduced in [1], [2] to provide viewers with 3D experience over 2D flat screen. 
The concept of stereo video is that two views are separately projected onto retina of left and right 
eyes. This process is similar to a process of human-eye perception. The basic representation of 
stereo video is known as a left-and-right-view representation obtained by using two cameras to 
capture the same scene at slightly different positions. For a compression purpose, instead of 
encoding left and right views separately, information size can be significantly reduced by 
encoding only left view and disparity information [3], which refers to the differences in left and 
right views.
Although the left-and-right-view representation can provide an excellent quality of 3D 
reproduction, it has been found difficult to adjust 3D effect to suit viewer preferences. Therefore, 
a more flexible 3D-representation technique has been introduced in [4]. This new 3D video 
representation is based on a monoscopic video (colour component) and associated per-pixel depth 
information (depth component). At a decoder, one or more virtual views can be synthesised by 
means of a so-called depth-image-based rendering (DIBR) technique [5]. The main advantages of 
this colour-plus-depth representation over the left-and-right-view representation are that its 3D 
reproduction can be easily adjusted to suit a wide range of 3D-display types and the final 3D 
perception can be adjusted to suit personal preferences of viewers. Moreover, in the field of 
telecommunications, especially wireless systems where bandwidth is scarce and increasingly 
expensive, the colour-plus-depth representation is preferable to the left-and-right-view 
representation. This is because the size of colour-plus-depth 3D video after compression can be 
much smaller than that of the two-colour streams needed for left-and-right-view [6], [7].
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1.2 M o tiv a tio n
The main advantage of 3D video compared to its 2D video counterpart is that it provides not only 
details of the scene, but also depth information. In the early age of 3D video, major applications 
of 3D video were constructed to support primarily entertainment purposes such as 3D computer- 
game and 3D cinema. Most of the available applications were stationary and non-real-time due to 
demands for large storage-capacity and special devices in order to playback and observe 3D 
effect. Nowadays, with a significant achievement in video compression, signal processing, very- 
large-scale integration (VLSI), and network technologies, therefore potentially the variety and 
sophistication of 3D video applications tend to be available.
Rather than being stationary and non-real-time, modem 3D video applications are more likely to 
be mobile and real-time. For example, teleoperator systems are applications to allow users to 
control objects in a real-time manner with a remote distance. The examples of this application 
type are teleoperation [8] and telerobotics [9], [10]. Teleoperation permits a doctor to perform 
medical operation in remote areas. This application enables human resource sharing and 
knowledge exchange among doctors around the globe. Moreover, the telerobotics allows users to 
remotely control robot arms or vehicles from distance to perform operations in dangerous areas. 
The examples of such applications are space exploration, underwater operation, and hazardous 
waste clean-up. In such applications, the real-world scene provided by the stereopsis-based 3D 
video allows users to control machine with perspectives of real environment, where the machines 
are located. More potential applications of real-time 3D video are 3D television (3D-TV), 3D 
video conferencing, and virtual collaboration systems.
Since colour and depth components are required in 3D reproduction process, a size of transmitted 
data of the colour-plus-depth 3D representation is larger than that of the traditional 2D video. 
Even though modern network technologies can provide large enough bandwidth for 3D video 
transmission applications, other main requirements such as transmission reliability and efficient 
3D video compression are necessary to guarantee the success in modern 3D video transmission 
applications. Taking into account special characteristics of 3D video content and correlations 
between colour and depth components, further research is needed to ensure that 3D video bit 
streams are encoded in an efficient manner.
1.3 O b je c tiv e s  a n d  S cope  o f  th e  T h es is
The main aim of this research is to improve compression and transmission efficiency in the 
colour-plus-depth 3D video transmission over wireless networks. Details of the research 
objectives are listed as follows:
2
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•  Investigate the influence of colour and depth components on final 3D video quality.
•  Design an efficient transmission scheme to improve the transmission reliability in the 
colour-plus-depth 3D video transmission over wireless networks.
• Identify characteristics of depth video and use them to improve coding efficiency in depth 
video coding.
• Identify the correlations between colour and depth components of the colour-plus-depth 
3D video and exploit them to increase coding gain for overall 3D video coding.
• Design a rate control algorithm to regulate the bit rate allocation to each data component.
1.4 S tr u c tu r e  o f  T h es is
The first chapter is about the objectives of the thesis. The contents of the remaining chapters are 
summarised as follows:
Contents of chapter 2: hi chapter 2, background knowledge about digital video representation, 
compression, and communications is given.
Contents of chapter 3: Chapter 3 introduces details of 3D video representation techniques which 
reproduce the real-world scene based on the concept of stereopsis. Advantages and disadvantages 
of colour-plus-depth 3D representation compared to traditional left-and-right-view 3D 
representation are summarised. Moreover, 3D-content creation and virtual views generation 
processes based on the concept of DIBR are explained. This chapter also provides details of 
modem 3D video transmission systems introduced by ATTEST project. Finally, a review of 3 0 -  
display types is given.
Contents of chapter 4: Chapter 4 focuses on joint source and channel coding (JSCC) algorithm 
for 3D video transmission. The JSCC algorithm is applied to improve the performance of 3D 
video transmission system over LDPC-WiMAX networks. According to channel conditions, the 
JSCC algorithm varies source bit rate and channel bit rate so that the total distortion (source 
distortion and channel distortion) is minimised.
Contents of chapter 5: Chapter 5 is about details of the proposed 3D video coding algorithms. 
Coding efficiency in 3D video coding is enhanced by exploiting special characteristics of the 
depth video and motion correlation between the colour- and depth components. Firstly, 3D block 
matching (3D-BM) algorithm is introduced to improve the performance of motion estimation in a 
depth video coding. Subsequently, 2D-3D BM selection algorithm is presented to improve the 
performance of 3D-BM at low bit rate coding. Moreover, the motion information of 3D video is
3
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reduced by sharing motion information between colour and depth components. Finally, motion 
information in depth video coding is reduced by the application of a flexible block structure.
Contents of chapter 6: In chapter 6 , a complexity-based rate control algorithm for the colour- 
plus-depth 3D representation is introduced. The proposed rate control algorithm allocates bit rate 
to each frame within the group of picture (GOP) according to their relative complexity which is 
compared to other frames in the same GOP. Moreover, the bit rate allocated to colour and depth 
components is determined according to their relative intra-complexity.
Contents of chapter 7: Chapter 7 contains the overall conclusions of the thesis and 
recommendations for future work.
1.5 S o u rc e  M a te r ia l
Throughout the work here, experiments were earned out using popular colour-plus-depth 3D 
video test sequences. Originally, all sequences are in a format of YUV 4:2:0. Two of test 
sequences, “Orbi” and “Interview”, were created to use in Advanced Three-dimensional 
Television System Technologies (ATTEST) project [11]. Their spatial resolution is 720 x 576 
pixels with temporal resolution of 25 fps. The other two are “Breakdancing” and “Ballet”. These 
two sequences are single views chosen from the multi-view data sets produced by Microsoft 
Research [12], having a spatial resolution of 1024 x 768 pixels with a frame rate of 15 fps. In 
comparison, the depth images of the ATTEST sequences have higher contrast, more details, and 
more accurate per-pixel depth values than those of the Microsoft sequences. The last test sequence 
is the “Room3D” [11]. This test sequence consists of two synthetic sequences (colour and depth). 
Its spatial resolution is 480 x 360 pixels with optional frame rate (normally set to 25 fps). The 
example frames of each sequence are shown in Figure 1-1.
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Frame 0 Frame 30 Frame 60
“Orbi”
Frame 0 Frame 30 Frame 60
“Interview”
5
Frame 0 Frame 30 
“Ballet”
Frame 60
Frame 0 Frame 30 Frame 60
“Breakdancing”
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Frame 0 Frame 30 Frame 60
“Room3D”
Figure 1-1: Examples of colour and depth frames taken from the 3D video test sequences.
Each sequence has different characteristics which can be summarised as follows. The “Orbi” 
represents the scenario that a camera slowly moves around stationary objects. For the “Interview” 
sequence, there are two persons (a man and woman), sitting next to each other. The positions o f a 
camera and background are fixed. Fast, but short activities happen when they are handshaking. 
The “Ballet” and the “Breakdancing” represent the scenarios that high motion activities occur as a 
woman (in the “Ballet”) and a man (in the “Breakdancing”) perform dancing. The positions of 
cameras and background are stationary in both sequences. For the last test sequence, “Room3D” 
is different from other sequences since it is a synthetic sequence. It represents the scenario that the 
camera moves into a room, and therefore, it has the largest depth change when it is compared to 
other test sequences.
1.6 O rig in a l A chievem ents
To improve the performance of colour-plus-depth 3D video compression and transmission 
systems, this thesis provides a number of novel contributions as summarised below:
• The influence of colour and depth components of the colour-plus-depth 3D video on final 
3D quality has been investigated. The experimental results suggest that, in all cases, the
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best 3D quality is obtained, if more bits are allocated to colour component than to depth 
component.
• The JSCC has been proposed for the colour-plus-depth 3D video transmission.
• The 3D-BM algorithm has been proposed to improve the performance of motion
estimation in depth video. Accurate motion estimation in depth video coding is achieved 
by predicting motion of depth objects in three directions: horizontal, vertical and depth 
directions.
• As the 3D-BM shows performance improvement only at high bit rate, the 2D-3D BM  
selection algorithm has been proposed to compromise performance between the 2D-BM 
and the 3D-BM.
• The motion sharing algorithm has been proposed. This can be achieved by reusing
motion vector obtaining from the colour component at the depth component. This novel 
algorithm provides better performance than separately encoded algorithm at low bit rate 
coding.
• A rate control algorithm for the colour-plus-depth 3D representation has been proposed. 
The number of bits allocated to colour and depth component is determined according to 
the relative complexity between both data component. The proposed rate control 
provides high 3D video quality whereas the quality variation is kept as near constant.
1.7 P u b lic a tio n s
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• B. Kamolrat, W.A.C. Fernando, M. Mrak, and A. Kondoz, "Joint source and channel 
coding for 3D video with depth image - based rendering," IEEE Trans, on Consumer 
Electronics, vol.54, no.2, pp.887-894, May 2008.
• B. Kamolrat, W.A.C. Fernando, M. Mrak, and A. Kondoz, "Flexible motion model with 
variable size blocks for depth frames coding in colour-depth based 3d video coding," 
Proc. IEEE International Conference on Multimedia & Expo (ICME 2008), pp. 573-576, 
June 2008.
• B. Kamolrat, W.A.C. Fernando, M. Mrak, "Rate controlling for colour and depth based 
3D video coding with flexible motion model," Proc. SPIE Applications of Digital Image 
Processing XXXI, vol. 7073, August 2008.
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• B. Kamolrat, W.A.C. Fernando, M. Mrak, "3D Motion estimation for depth information 
compression in 3D-TV applications," IET Electronics Letters, vol. 44, no. 21, pp. 1244- 
1245, October 2008.
•  B. Kamolrat, W.A.C. Fernando, M. Mrak, and A. Kondoz, "3D motion estimation for 
depth image coding in 3D video coding," IEEE Trans, on Consumer Electronics, vol.55, 
no.2, pp.824-830, May 2009.
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May 2009.
9
Chapter 2. Overview of Digital Video Compression and Transmission Systems
Chapter 2
2 Overview of Digital Video Compression and 
Transmission Systems
2.1 In tro d u c t io n
Due to significant progress in communication network technologies, signal processing, very- 
large-scale integration (VLSI), and video compressions, visual communications has become more 
feasible than ever. Several video coding standards and network technologies have been introduced 
in order to support video communication applications such as digital video broadcasting (DVB), 
video telephony, video conference, and video-on-demand. In this chapter, instead of focusing on 
any specific video coding standard or network technology, general knowledge about digital video 
representation and transmission is summarised.
2 .2  D ig ita l V ideo
In communication aspect, the main advantage of digital video compared to its analog video 
counterpart is that it exhibits a higher spectral efficiency [13]. Moreover, its digital format makes 
it suitable for a wide range of services such as electronic-mail (e-mail) and video message over 
mobile handset. In this section, for better understanding about digital video, fundamental 
knowledge about frame format, colour space, and representation of video in digital form is given.
2.2.1 Video Frame Format
A video sequence is represented by a set of continuous still images captured by a camera with a 
certain frame rate, normally indicated by frame per second [fps]. Spatial and temporal resolution 
of a video sequence can be varied depending on user preferences and available resources such as 
communication bandwidth and storage capacity. For example, in mobile videotelephony and 
videoconferencing that bandwidth is limited, small resolution of image is preferable. Bit rate can 
be reduced by decreasing a frame rate; however, with too low frame rate, the discontinuity of a
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video sequence becomes noticeable. A summary of common video frame format is given in Table 
2.1.
Table 2.1: Some com m on digital video frame formats.
Frame Format
Spatial Resolution 
(width x height)
Frame Rate 
[fps]
Frame Type
QCIF 176 x 144 30 Progressive
CIF 352 x 288 30 Progressive
SIF
352 x 240 30 Progressive
352 x 288 25 Progressive
ITU Rec. BT.601 720 x 480 30 Interlaced
(Standard Definition) 720 x 576 25 Interlaced
ITU Rec. BT.709 
(High Definition)
1280 x 720 
1920 x 1080 
1920 x 1080
24,25,30,50,60
25,30
24,25,30
Progressive
Interlaced
Progressive
where CIF stands for Common Intermediate Format and QCIF stands for Quarter Common 
Intermediate Format. SIF stands for Source Input Format.
For a progressive frame type, a frame is formed by a single scanning of a picture. For an 
interlaced frame type, a single video frame is broken into two interlaced fields and two 
consecutive frames are formed by alternate fields. Therefore, bit rate of the interlaced frame is 
reduced by half when compared to that of the progressive frame. Scanning fields in the 
progressive and interlaced frames are shown in Figure 2-1.
Field 1 Field 2
Progressive Frame
Figure 2-1: Progressive and interlaced frames.
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2.2.2 C olour Spaces
Created by a camera while capturing scenes, a colour signal consists of three components, which 
are called red, green and blue. Such a colour signal is the so-called RGB signal. However, most of 
coding and transmission standards transform the RGB signal into the YCbCr format as an 
intermediate step, where Y represents a luminance component. Cb and Cr represent chrominance 
components. According to the CCIR-601 recommendation [14], the RGB colour signal can be 
converted into the YCbCr colour format as shown in Eq. (2.1).
Y = 0.257R' + 0.504G' + 0.098R' + 16 
Cb = -0 .148J?/ -0 .2 9 1 G , + 0 .4395 ' + 128 (2.1)
C,. = 0 .4 3 9 /? '- 0 .3 6 8 G '- 0.071£' + 128
where R', G \ B' represent signal in R, G and B components, respectively.
2.2.3 F ram e  s tru c tu re
In block-based video coding, a video frame is divided into a group of blocks (GOB). Generally, 
QCIF and CIF formats consist of 9 and 18 GOBs, respectively. Each GOB is divided into 
macroblocks (MB). One MB consists of four blocks of the Y-component, one block of the Ch- 
component and another block of the Cr-component, where each block consists of 8 x 8 pixels of 
Y, Cb, or Cr component. A hierarchical structure of the QCIF frame format is illustrated in Figure
2-2.
A picture frame of 
QCIF-format J
(176 x 144) pixels
MB 1 MB 2 MB 11
MB 1 MB 2 MB 11
•
•
•
MB 1 MB 2 MB 11
GOB 1 
GOB 2
GOB 9
MB
(16x16)
pixels
1 2
3 4 +
5 +
4 Y-blocks 1 Cb-block 1 Cr-block
Figure 2-2: Block structure of the QCIF frame in block-based video coders.
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2.3 F u n d a m e n ta l  E le m e n ts  o f  a  V id eo  C o m m u n ic a tio n  S y stem
Fundamental elements of video communication system are shown in Figure 2-3. An original 
video is firstly compressed by a source encoder to reduce data rate. Subsequently, redundancy bits 
are added into a compressed data stream by a channel encoder to protect compressed data from 
channel noise. A binary sequence at the output of a channel encoder is mapped into signal 
waveforms by a digital modulator before passed to a communication channel. The communication 
channel can produce a number of effects such as attenuation, distortion, interference and noise. 
All these effects cause signal waveforms changed, leading to errors at a receiver. At the receiver 
side, a demodulator makes a decision on received signal waveforms, providing a data bit stream. 
An output bit stream from a demodulator is passed through a channel decoder for error checking. 
If the number of errors is less than the maximum number of errors that a channel decoder can 
correct, all errors are corrected. Finally, a video sequence is reconstructed by a source decoder. 
More details of each element are given in the following subsections.
Figure 2-3: Fundamental elements o f video communication systems.
2 .3 .1  V id e o  S o u r c e  C o d in g
Generally, video sequences show a significant correlation both among consecutive frames and 
within the frame itself. This correlation is known as redundancy. By exploiting redundancy in 
both time and space domains, original data can be significantly compressed without changing any 
original video content. This process is known as lossless compression. A video signal can be 
further compressed by applying the concept of lossy compression. Since video data type is
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different from text messages, unimportant information can be removed without significant impact 
on an original video.
In most modern video codecs such as MPEG-4 [15] and H.264/AVC [16], a compression process 
consists of three main operation types to reduce redundancy in a video signal: spatial redundancy 
reduction, temporal redundancy reduction, and redundancy reduction among data symbols or 
entropy coding.
2 .3 .1 .1  S p a tia l  R e d u n d a n c y  R e d u c tio n
This operation is to reduce redundancy among pixels within the same frame. The spatial 
redundancy is high if pixels within the frame introduce a high degree o f similarity, for example, 
an image of sea water. Popular and powerful methods for reducing spatial redundancy are 
transform coding techniques such as discrete cosine transform (DCT) [17], and wavelet transform 
(WT) [18]. The DCT has been applied in Joint Photographic Experts Group (JPEG) image 
compression [19], Motion JPEG (MJPEG), Moving Picture Experts Group (MPEG) video 
compression. Since the DCT is a block-based transform, it creates blocking artefact which refers 
to discontinuity in the image, normally occurring at low bit rate. Another type of transform coding 
is WT, which has been increasingly popular in recent years since it provides better performance 
than the DCT at low bit rate where blocking artefact is significant. The WT is now used in 
JPEG2000 [20].
For the transform coding, pixels within a picture are firstly mapped into a transform domain. In 
most of natural images, there is strong correlation among neighbouring pixels, and if they are 
transformed into a frequency domain, most of image energy is mainly located at the low 
frequency region. Therefore, only few transform coefficients can be used for presenting most of 
image energy. According to human visual system, it is found that human eyes are insensitive to 
coefficients at high frequency region. In the lossy video compression, significant compression 
gain can be achieved by removing insignificant transform coefficients (normally located at high 
frequency region), which contain small image energy.
2 .3 .1 .2  T e m p o ra l R e d u n d a n c y  R e d u c tio n
Without significant activity within the scene, a degree of similarity among consecutive frames is 
high. Temporal redundancy can be reduced by discarding the similarity between a current frame 
and a reference frame, hi the early days of video coding, temporal redundancy is simply removed 
by subtracting the current frame from the reference frame. For modern video codecs such as
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MPEG-4 and H.264, block-based motion compensation is used for reducing the temporal 
redundancy.
The motion compensation is an important part of inter-frame coding. To perform the motion 
compensation, the current frame is firstly broken into blocks. Motion estimation is then carried 
out to predict the motion of moving objects. This can be achieved by finding the best match of 
current blocks over the reference frame(s). The best match means the position that provides the 
smallest prediction error. The displacement of current blocks is represented by a motion vector 
(MV). Finally, the temporal redundancy is removed by subtracting the current frame from the 
motion compensated image. For the inter-frame coding, only motion vector and residuals after 
motion compensation are needed to be coded.
2 .3 .1 .3  R e d u n d a n c y  R e d u c tio n  a m o n g  D a ta  S ym b o ls  (E n tro p y  C o d in g )
Entropy coding is lossless data compression and is used for reducing redundancy among data 
symbols. The entropy coding is a variable-length code (VLC). A size o f codeword is assigned 
according to the probability of occurrence. Conceptually, short codeword is assigned to a symbol 
with high occurrence probability, and long codeword is assigned to a symbol with low occurrence 
probability. In the Morse code (introduced by Samuel Finley Breese Morse in the early 1840s), 
for example, the letters “A”, “E”, and “I” are represented by shorter codeword than the letter “Z”.
The popular entropy coding techniques, which are normally applied in most standard video 
codecs, are Huffman code and arithmetic code. To avoid a very long codeword, the so-called 
modified Huffman is used in the JPEG. Other types of Huffman code are two-dimensional and 
three-dimensional Huffman codes, which are used in H.261 [21] and H.263 [22], respectively. 
While Huffman code can achieve optimum performance only if the symbol occurrence probability 
is an integer power of 1/2 , the arithmetic coding represents each signal symbol by a fractional 
value n , where 0 < n  <  1, and therefore, in most situation the arithmetic coding provides better 
performance than Huffman code. The application of arithmetic coding is found in powerful 
codecs such as H.264/AVC.
2 .3 .2  C h a n n e l C o d in g
Channel coding is normally employed in most practical wireless communication networks to 
protect transmitted signals from channel errors, which include errors from channel noise and 
signal fading. The protection is achieved by adding redundancy bits into a stream of original 
information. Additional bits allow a channel decoder to detect or even correct errors. In the 
channel coding, there is a trade-off between degrees of protection and overhead bits. Under
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constrained bit rate, the more bits are allocated to channel coding, the fewer bits are left for source 
coding. Therefore, to maximise the performance of video communication systems, the degree of 
protection should be considered according to channel conditions.
In general, channel coding can be categorised into two main types: block codes and convolutional 
codes. The popular block codes are Reed-Solomon [23], Golay [24], Bose and Ray-Chaudhuri 
(BCH) [25], and Hamming codes. Those are called “block codes” because a fixed codeword 
length is the main characteristic, and an output is only considered on current input bits. The 
difference between block codes and convolutional codes is that an output of convolutional codes 
is determined not only by the present input bits but also by previous information bits. In both 
channel coding types, the codeword consists of systematic bits (information bits) and non- 
systematic bits (parity bits). If n denotes the length of codeword, and k denotes the length of 
information bits, the length of parity bits p  = n -  k. Such a code is called as an («, k) code, where 
the ratio ld n  is defined as a coding rate. The structure of codeword n is illustrated in Figure 2-4.
I n f o r m a t i o n  b i t s  ( k ) P a r i t y  b i t s  ( p )
Figure 2-4: Codeword structure.
2.3.3 D igital M odulation
Digital modulation is a method used for convoying a digital bit stream over an analog channel. 
The Characteristics of analog carrier signal are changed according to digital input symbols. 
Common digital modulation methods that are normally used in modern communication system 
are phase-shift keying (PSK), frequency-shift keying (FSK), amplitude-shift keying (ASK), and 
quadrature amplitude modulation (QAM).
2.4 C o n c lu sio n s
The basic concepts of video compression and transmission are given in this chapter. Video data 
sizes vary depending on spatial and temporal resolutions. Although high resolution in both spatial 
and temporal dimensions provides good video quality, this results in tremendous data size. To 
transmit video signal over communications especially wireless channel, which is considered as
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limited bandwidth, video compression is necessary. In general, video compression is achieved by 
two main processes: redundancy reduction and quantisation. Redundancy reduction techniques 
can be applied to reduce spatial and temporal redundancy as well as redundancy among data 
symbols. Quantisation is applied to filter out unimportant data. In video communication system, 
the number of bits allocated to source coding indicates how much details of an original video are 
maintained, while the number of bits allocated to channel coding indicates a degree of protection. 
If compressed video signals are transmitted over the channels, it is desirable to adjust a degree of 
protection according to channel conditions in order to maximise video quality received.
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Chapter 3
3 Three-Dimensional Video Communications
3.1 In tro d u c t io n
Consumer demand for more impressive perception of multimedia contents has become a major 
driving force governing today’s dynamics of consumer electronics market. Due to cost reduction, 
multimedia-enabled consumer electronic devices are in the reach of most of the global population, 
and therefore, they are no longer considered as luxurious devices. High demand for consumer 
electronic devices, in return, paves the way for technological innovations. Three-dimensional 
television (3D TV) has gained significant attention recently due to its potential to capture a large 
share of the consumer electronics market in the near future. In the long history of television, many 
new ‘dimensions’ have been added to the viewing experience. For example, black-and-white was 
replaced by colour; mono sound was superseded by stereo and -  later on -  surround sound. 
Despite all these new ‘dimensions’, we are still looking at a flat, 2D image on a screen while we 
live in a 3D world.
While 2D television has been well-established with digital TV, 3D television is only in an initial 
stage of development. A modem 3D-TV framework was introduced by Advanced Three- 
dimensional Television System Technologies (ATTEST) project as a promising technology for 
the future 3D TV [26]. Instead of representing stereo video using left and right views, a novel 
technique of data representation represents stereo video using a monoscopic video (colour 
component) and the associated per-pixel depth information (depth component) [4]. Colour 
component consists of three components - Y, U and V as in the traditional video applications 
whereas depth component has only one component. In the case of 8 bits/pixel, the depth value is 
an integer value between 0-255, where white colour indicates the nearest distance and black 
colour represents the farthest distance.
To support the colour-plus-depth 3D representation, several display types have been developed 
and currently available as prototypes. One of the most successful technologies is the 
autostereoscopic display [27]. The advantage of such technology is that viewers can experience
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3D effect without using any other special viewing gear. The current cost of such displays is still 
high, but it is expected to be much lower in the near future when it reaches the mass market.
The rest of this chapter is organised as follows. Section 3.2 presents the comparison between the 
left-and-right-view 3D representation and the colour-plus-depth 3D representation. Details of the 
colour-plus-depth 3D representation as well as virtual view generation processes are given in 
section 3.3. Moreover, the modem 3D video compression and transmission technologies are also 
summarised in this section. Finally, chapter conclusions are given in section 3.4.
3 .2  C o m p a r is o n  b e tw ee n  L e ft-a n d -R ig h t-V ie w  3D  R e p re s e n ta tio n  a n d  
C o lo u r-p lu s -D e p th  3D  R e p re s e n ta t io n
The colour-plus-depth 3D representation has been introduced as a promising technology for the 
future 3D video communications. Compared to the traditional left-and-right-view 3D 
representation, the colour-plus-depth has several advantages as follows [28]:
• Since virtual left and right views are generated at a receiver side based on received colour and 
depth components, the 3D reproduction can be simply adjusted to suit a wide rage of 
stereoscopic-display types such as stereoscopic video on conventional 2D screen or 
autostereoscopic displays.
• Users are allowed to adjust depth perception according to their preferences. This will be as 
simple as adjusting colour and contrast in conventional television systems.
• The colour-plus-depth 3D representation supports 3D post-processing. Depth appearance can 
be modified, for example, to make the 3D contents more exciting [29]. Moreover, it also 
allows an easy integration between synthetic 3D objects and real 3D video.
• Presenting high redundancy in both spatial and temporal dimensions, depth component, in 
most cases, can achieve much more compression gain compared to colour component [6].
Although the colour-plus-depth 3D representation introduces several advantages, it also has 
produced some weaknesses as follows:
• Since depth information stored in depth component presents the 3D structure of the real-world 
scene, distortion in depth component, either due to source compression or channel errors, can 
lead to significant quality drop in reconstructed virtual left and right views. This is because 
pixels of an original colour image are mapped into wrong positions.
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• A disocclusion is an inherent problem o f  the colour-plus-depth 3D representation. The 
disocclusion describes the phenomenon that areas, which are occluded in an original colour 
image, becom e visible in the virtual left or right view. This problem can be solved by using 
suitable “hole-filling" techniques [30]. The problem o f  disocclusion is illustrated in Figure
3-1.
•  The colour-plus-depth 3D  representation might not be able to handle some atmospheric 
effects properly such as fog, smoke or semi-transparent objects.
■1 1 *1 F
•
(a) An image captured from the original (b) An image captured from a virtual left view,
sequence. where disocclusion is obvious around the face.
Figure 3-1: Images captured from the original and virtual left-view of the “Interview” sequence to 
show the problem of occlusion.
3.3 S tereo  V ideo
Even though human brain can distinguish the depth o f  objects within a scene by using monocular 
cues such as relative size and motion parallax, a binocular cue from left and right eyes is the most 
effective tool used by human visual system  to perceive the 3D structure o f  a real-world scene. 
Such a binocular cue is known as stereopsis. Left and right eyes capture the same scene at slightly 
different angle (depending on distance between the two eyes). Two images later are fused into a 
single 3D image by the brain. If  the left view  is superimposed the right view , these two views 
almost overlap each other. Based on the concept o f  stereopsis, stereo video is introduced in order 
to represent a real-world scene over a 2D-flat screen. The two images from left and right views 
are called stereoscopic or stereo images. A sequence o f  stereoscopic images is called stereo video. 
The simple, popular technique to obtain stereo video is to capture the same scene by using two
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cameras located at slightly different positions. This technique is called  left-and-right-view  3D  
representation in this thesis. In Figure 3-2, an exam ple o f  left and right v iew s at the same scene is 
illustrated.
Original scene at the 
world coordinate
Left view from  Right view from
left camera right camera
Figure 3-2: A stereoscopic image pair captured by using left and right cameras.
3.3.1 3D Im age W arp ing
The technique that is used for projecting the 3D  point M at the world coordinate to the 2D  point o f  
the left and right v iew s at the cam era coordinate is known as 3D  im age warping [28]. Based on a 
pinhole camera m odel, a single point on the world coordinate is represented as M = [x , y ,  z ]  1 and 
its projections on left and right v iew s are represented as m, = [uh v/, 1] T and mr = [ur, v r, 1] T, 
respectively [311, [32], The relationship am ong M, ny and mr can be expressed as:
z lm l == k tRtM kftt  (3 .1 )
z r m r =  kr Rr M -  k r t r (3 .2)
where the subscript r and / indicate parameters o f  the left and right cam eras, respectively, z
denotes the scene depth in each camera. The 3 x 3  matrix k is the camera calibration matrix. The k
matrix contains the intrinsic parameters o f  specific camera, describing the shear together with
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scaling along coordinate axes as well as the affine coordinate of the principal point in the image. 
Matrix R  and t  contain the extrinsic parameters of the camera, which are used for aligning the 
world to camera coordinate. The 3 x 3  matrix R  expresses the rotation of the camera in terms of 
pan, till and roll along the axes x ,  y  and z -  The 3 x 1  vector t  expresses the translation from the 
world coordinate to the camera coordinate.
If the coordinate of the left camera equals the world coordinate, Eq. (3.1) is simplified as:
Z i m i  =  k t M  (3.3)
and
M  =  Z i k ^ m i  (3.4)
3.3.2 V irtua l View C reation  fo r C oIour-plus-D epth 3D R epresen tation
In the colour-plus-depth 3D representation, a single colour image is used for generating two 
virtual views (left and right views). The virtual view generation is based on the concept of depth 
image-based rendering (DIBR). The virtual left and right views appear as they are captured by 
two virtual cameras as shown in Figure 3-3.
Virtual left Original camera Virtual right
camera C| cw camera Cr
B
Figure 3-3: The depth perception according to the positions of mj and mr.
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The distance between virtual left and right cameras is denoted by B, which is normally set to the 
distance between human left and right eyes, between 2.5 to 3 inches. The intrinsic parameters of 
the virtual left and right cameras are the same as those of the original camera except for the 
horizontal shift h of the respective principle point [33]. Therefore the 3 x 3  matrix k of the virtual 
left and right cameras are
(3.5)
'0 0 ht+ridIIri? 0 0 0
.0 0 0.
and
0 0 hr
kr = k 4- 0 0 0
.0 0 0.
(3.6)
where k denotes the intrinsic parameters of the original camera. If a coordinate of the original 
camera equals the world coordinate, with regard to E.q. (3.3), the projection of the point M on the 
original camera coordinate m is expressed as:
zm  =  kM
and
M =  zmk - l
(3.7)
(3.8)
If the reference point is known, its projection on one or more virtual views can be calculated. 
Substituting Eq. (3.8) into Eq. (3.1), the equation can be rearranged as:
Ziini =  zkffiik m  — /qfy (3.9)
Since coordinate of the original camera equals the world coordinate, the rotation of the left virtual 
camera Ri = R = I. The term kff ii lW 1 in (3.9) can be simplified as:
kffiik 1 =  k fi  1 ^  /  + / + = /  +
0 0 hL 
0 0 0 
0 0 0J
(3.10)
According to Eq. (3.10), Eq. (3.9) can be rearranged as:
ZiTTLi =  z  \ m  +
h{ \
0 -  kitt (3.11)
-0- J
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Since there is only horizontal translation between original and virtual camera, z  =  Zi, the projection 
of M  on the virtual left view is calculated as:
nrii = m +
ft
0
L 0 J
i£i£i
z (3.12)
The same process is applied to Eq. (3.2) to find m r. The translation // and t r is half of B , and 
therefore,
t i = T  and tr = ~2  (3,13)
According to Eq. (3.12), virtual views can be generated if a reference image, depth information z ,  
horizontal shift h , intrinsic parameter k  and translation distance t  of the virtual camera are known.
3.3.3 3D C onten t C reation
Represented in the YUV format, colour and depth videos have the same temporal and spatial 
resolution. While a colour video uses all Y, U, and V components as in normal 2D video, a depth 
video employs only the Y component for storing the depth values, ignoring U and V-components. 
If a pixel is represented by 8 bits, the depth value can be any integer number between 0-255. The 
depth information can be obtained from several methods such as using a depth camera [34]-[37], 
depth extraction from a single image [38], 2D-to-3D conversion to extract depth information from 
already recorded 2D video [39]-[40] and depth extraction from multi-camera systems [41]-[44].
For a depth camera, infrared light is applied to measure a distance between a camera and objects, 
calculating from the time of flight of emitted and reflected pulsed signals. The concept of depth 
camera is shown in Figure 3-4.
Incident pulsed
Figure 3-4: The depth camera is used for measuring a distance between a camera and objects within 
the scene.
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According to Figure 3-4, if the time of flight of the pulsed signal, travelling from the camera until 
back to the camera, is T  seconds, and the pulsed signal travels with speed of V  m/s, the distance 
between the camera and objects is calculated as:
V • T
S  =  —  (3.14)
After obtaining the distance between a camera and objects, the depth information of all pixels 
within the frame is mapped into the depth matrix represented by 8 bits per pixel. The furthest and 
closest distances that the depth matrix can represent are called Z/ar and Z„ear, respectively. Zfar is 
represented by a pixel value of 0, and the Z near is represented by a pixel value of 255. If the real 
depth information is mapped into the depth matrix using a linear quantisation, this can be 
expressed as in Eq. (3.15).
z  - z f
Z  =  Z ' r + V - —  f—  (3.15)fa, (2 -1 )
where Z denotes the real distance between a camera and objects, v and n  denote the respective 
gray value and the number of bits used for representing the gray value, where v e  [0 ,..., (2 ” - 1)] . 
Examples of a colour image and a gray-scale image are shown in Figure 3-5.
255
-far
Colour Depth
Figure 3-5: The colour and respective depth images of the “Interview” sequence are represented in 
the 8-bits YUV-format. For a depth image, the distance between a camera and objects is mapped into 
the depth matrix to form a gray-scale image, where “255” represents the closest distance and “0” 
represents the furthest distance.
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3.3.4 3D Video C om pression an d  R econstruction
Without compression, depth and colour videos are represented by the same amount of bits. For 
example, a CIF YUV-4:2:0 video format has a spatial resolution of 352 x 288 pixels. If the frame 
rate is 25 frames per second and each pixel is represented by 8 bits, colour and depth videos 
require the same bit rate of (352 x 288 x 25 x 8) + (2 x 176 x 144 x 25 x 8) = 30412800 bits per 
second. In this case, bit rate of 3D video is twice of that of 2D video. However, since only Y- 
component is used for storing depth information, bit rate of depth video can be reduced by 
representing in a YUV-4:0:0 format. In this case, bit rate required for representing 3D video 
equals to (2 x 352 x 288 x 25 x 8) + (2 x 176 x 144 x 25 x 8) = 50688000 bits per second. 
Although colour and depth videos have the same spatial and temporal resolution, a colour video, 
in most cases, carries more information than a depth video. The amount of information containing 
in each component can be expressed in terms of frame-complexity. High frame-complexity 
contains large information, and low frame-complexity contains less information. According to
[26] and [45], under bit rate constraint, the quality of 3D reproduction is maximised if higher bit 
rate is allocated to colour component than to depth component. This is because of two reasons. 
Firstly, the quality of 3D reproduction is dominated by the quality of colour component. 
Secondly, depth component can achieve higher compression gain than colour component.
Since colour and depth components are used for representing the 3D structure of the same scene, 
there is a high degree of correlation between colour and depth components. Therefore, instead of 
compressing each component separately, further compression gain can be achieved if redundancy 
between these two components is exploited. More details about joint compression between colour 
and depth components are further discussed in chapter 5.
3.3.5 3D Video T ransm ission
With a significant progress in communication network technologies, real-time 3D video 
applications can be realised. The potential networks, for example, are digital video broadcast 
(DVB) systems, which are currently the digital 2D TV broadcast infrastructure in the Europe. The 
multimedia signals (audio-video) are transmitted via cable (DVB-C), satellite (DVB-S) or 
terrestrial (DVB-T). Since MPEG-2 video coding standard is applied to the DVB systems, a 
backward-compatibility 3D-TV system (introduced by ATTEST) uses MPEG-2 to code colour 
component and using more efficient codecs such as H.264, MPEG-4 to code depth component. To 
view 3D videos, users need a 3D-TV set-top box to receive both colour and depth components. 
Users, who do not have the 3D-TV set-top box, can still watch 2D video by receiving only colour 
component and ignoring depth component [6].
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The overview of 3D video transmission system based on colour and depth components is 
illustrated in Figure 3-6. The system can be separated into five main parts with regard to the 
functional purpose as: 1) 3D content; 2) 3D video compression and reconstruction; 3) 3D video 
transmission over communication networks; 4) virtual view creation (both left and right views); 5) 
3D display.
Figure 3-6: The overview of the colour-plus-depth 3D video communication systems.
3 .3 .6  3 D  D isp la y
According to the concept of stereopsis, the depth perception can be experienced if two slightly 
different images of the same scene are projected into retinas of the left and right eyes. Based on 
flat screen, 3D display types can be divided into two main categories: stereoscopic and 
autostereoscopic displays.
3.3 .6 .1  S te re o sco p ic  3 D -D isp lay
For this type of display, a normal 2D flat screen is used for displaying the 3D video, but special 
devices are required to convoy the left and right views to corresponding left and right eyes. For 
example, anaglyph glasses are required to view anaglyph images/videos. In this type of 
stereoscopic video, each picture is made up of two colour layers, normally red and cyan. The 
red/cyan glasses are employed to allow respective colour layer to go through, while stopping the 
other colour layer. The examples of an anaglyph image and glasses are shown in Figure 3-7.
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(a) anaglyph image [46] (b) anaglyph glasses (red/cyan)
Figure 3-7: Examples of an anaglyph image and glasses (red/cyan).
According to Figure 3-7, the red glass allows only the red colour layer to go though (left view), 
and the cyan glass allows only the cyan colour layer to go though (right view). Instead of using 
colour glasses [47], a polarised glasses [48] or shutter glasses [49] can be used by applying the 
similar concept.
3.3.6.2 A u tostereoscop ic  3D -D isplay
The main advantage of this display type over the normal stereoscopic display is that no special 
device is needed to perceive depth information. Since left and right images are projected to 
corresponding eyes directly, no colour component or image continuity is lost [50]. An array of 
microoptical elements is employed to project the left and right views to corresponding left and 
right eyes of a user. Some of this display types are able to serve multiple users at the same time. 
This can be achieved by allocating display panel to each viewer. The application of eye tracking 
allows users to move around without loosing visual contraction with the display.
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3.4  C o n c lu sio n s
Great achievement in key technologies such as data representation, data compression and 
communication networks leads to an increase in a demand on more impressive video perception. 
The stereoscopic video is a simple technique to provide viewers with 3D experience. Instead of 
capturing left and right views directly, the colour-plus-depth 3D representation generates virtual 
left and right views using colour image and the associated depth information. In this chapter, 
advantages and disadvantages of the colour-plus-depth 3D representation are summarised. 
Moreover, 3D video compression, transmission and display technologies are briefly mentioned.
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Chapter 4
4 Joint Source and Channel Coding (JSCC) 
for Colour-plus-Depth Three-Dimensional 
Video Transmission over Wireless Networks
4.1 In tro d u c t io n
W i t h  a  s i g n i f i c a n t  p r o g r e s s  i n  k e y  t e c h n o l o g i e s  s u c h  a s  d a t a  r e p r e s e n t a t i o n ,  v i d e o  c o m p r e s s i o n  
a n d  t r a n s m i s s i o n  n e t w o r k s ,  r e a l  t i m e  3 D  v i d e o  t r a n s m i s s i o n  a p p l i c a t i o n s  s u c h  a s  3 D  t e l e v i s i o n  
( 3 D - T V )  a n d  3 D  c o n f e r e n c e  b e c o m e  r e a l i s e d .  D u e  t o  s e v e r a l  a d v a n t a g e s  s u c h  a s  s m a l l  b i t  r a t e  
r e q u i r e m e n t  a n d  i t s  f l e x i b i l i t y  t o  d e m o n s t r a t e  3 D  e f f e c t  o v e r  a  f l a t  s c r e e n ,  t h e  c o l o u r - p l u s - d e p t h  
3 D  r e p r e s e n t a t i o n  h a s  b e c o m e  a  p r o m i s i n g  t e c h n o l o g y  f o r  t h e  f u t u r e  3 D - T V  s y s t e m s  [ 4 ] .  A s  
m e n t i o n e d  b e f o r e ,  a t  a  r e c e i v e r  s i d e ,  t w o  d a t a  c o m p o n e n t s :  c o l o u r  a n d  d e p t h ,  a r e  e m p l o y e d  t o  
g e n e r a t e  v i r t u a l  l e f t  a n d  r i g h t  v i e w s  b y  u s i n g  t h e  c o n c e p t  o f  t h e  d e p t h  i m a g e - b a s e d  r e n d e r i n g  
( D I B R )  t e c h n i q u e .  T h e  g e n e r a t e d  v i r t u a l  l e f t  a n d  r i g h t  i m a g e s  a r e  t h e n  p r o j e c t e d  i n t o  r e t in a s  o f  
t h e  r e s p e c t i v e  l e f t  a n d  r i g h t  e y e s .
A l t h o u g h  m o d e r n  w i r e l e s s  n e t w o r k  t e c h n o l o g i e s  s u c h  a s  W o r l d w i d e  I n t e r o p e r a b i l i t y  f o r  
M i c r o w a v e  A c c e s s  ( W i M A X )  [ 5 1 ] ,  [ 5 2 ] ,  p r o v i d e  l a r g e  e n o u g h  b a n d w i d t h  t o  s u p p o r t  a p p l i c a t i o n s  
o f  3 D  v i d e o s ,  a v a i l a b l e  b a n d w i d t h ,  i n  p r a c t i c a l ,  i s  l i m i t e d ,  a n d  t h e r e f o r e ,  i t  i s  n e e d e d  t o  b e  
m a n a g e d  i n  a n  e f f i c i e n t  m a n n e r .  I n  v i d e o  c o m m u n i c a t i o n s ,  d a t a  c o m p r e s s i o n  i s  c o n s i d e r e d  a s  a n  
i m p o r t a n t  t o o l  t o  r e d u c e  t h e  a m o u n t  o f  t r a n s m i t t e d  d a t a .  M o d e r n  v i d e o  c o d e c s  s u c h  a s  M P E G - 4
[ 1 5 ] ,  a n d  H . 2 6 4 / A V C  [ 1 6 ]  c a n  a c h i e v e  a  s i g n i f i c a n t  g a i n  o n  d a t a  c o m p r e s s i o n ;  h o w e v e r  h i g h l y  
c o m p r e s s e d  v i d e o  b i t - s t r e a m s  a r e  v e r y  s e n s i t i v e  t o  c h a n n e l  e r r o r s  d u e  t o  t h e  u s e  o f  p r e d i c t i v e  
c o d i n g  a n d  v a r i a b l e - l e n g t h  c o d i n g  ( V L C ) .  W i t h o u t  s u i t a b l e  e r r o r  p r o t e c t i o n ,  i n  t h e  w o r s t  c a s e ,  a  
s i n g l e  b i t  e r r o r  c a n  c a u s e  l o o s e  s y n c h r o n i s a t i o n  b e t w e e n  a n  e n c o d e r  a n d  a  d e c o d e r .  A s  a  r e s u l t ,  a l l  
r e c e i v e d  d a t a  a f t e r  t h i s  p o i n t  a r e  u s e l e s s  d e s p i t e  o f  c o r r e c t  r e c e p t i o n .  T o  p r o t e c t  v i d e o  d a t a  f r o m  
n o i s y  w i r e l e s s  c h a n n e l s ,  e r r o r  c o n t r o l  m e c h a n i s m s  a r e  n e c e s s a r y .  I n  g e n e r a l ,  e r r o r  c o n t r o l  
m e c h a n i s m s  c a n  b e  c a t e g o r i s e d  i n t o  f o u r  m a i n  t y p e s  a s  f o l l o w s :
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• Error resilient source coding: An encoded bit stream is modified to make it more robust to 
channel noise. Additional bits and/or additional processes are added at a source encoder to 
prevent error propagation along with the coded sequences and to improve the robustness of 
coded data against channel errors. The examples of the error resilient source coding 
techniques are data partitioning technique [53] and multiple descriptions [54].
• Automatic Repeat reQuest (ARQ): The ARQ technique is applied to ensure that all 
transmitted data are correctly received by a receiver. To achieve this, corrupted data are asked 
to be retransmitted at a receiver side by using the concepts of acknowledgment and timeout. 
The acknowledgement is a signal from the receiver to let the transmitter know that a data 
frame or packet is correctly received. Without receiving the acknowledgement from the 
receiver with in a certain period of time, it can be implied by the transmitter that the 
transmitted data frame or packet is incorrectly received or lost, and thus, it is requested to be 
retransmitted. Although the ARQ provides reliable data transmission, it causes long delay in 
poor channel conditions where a number of frames or packets are requested to be 
retransmitted. The time delay is even longer if the sender and receiver are located in long 
distance apart from each other.
• Forward error correction (FEC): Additional bits are added into information bits, allowing a
decoder to detect or even correct errors. This technique is common in most mass storage
devices to protect stored data from damage. In telecommunication systems, this is also known 
as a channel coding technique. The FEC can be categorised into two main types according to 
its coding concept: block coding and convolutional coding. Although bandwidth efficiency is 
reduced due to additional bits, the FEC technique is normally preferable to the ARQ in real­
time video applications such as video conference and videotelephony.
•  Error concealment: Error concealment refers to the post-processing techniques applied at a
decoder to mitigate distortion due to incorrectly received data. The error concealment
techniques are necessary in the situation that errors still remain after applying the FEC. The 
simple but effective error concealment technique is to replace corrupted parts of a current 
frame by respective parts of a previous correctly decoded frame. This technique is called 
inter-frame error concealment [55].
The aim of this Chapter is to improve the performance of 3D video transmission over wireless 
channels, which is always considered as bandwidth limited and error prone. Instead of applying 
individual scheme of error control mechanisms, more effective error protection method is 
introduced based on the concept of join source and channel coding (JSCC). Under bit rate 
constraint, the aim of the JSCC is to adjust the relative bit rate between source coding and channel
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coding according to channel conditions, so that end-to-end distortion is minimised. In video 
communication, distortion can be separated into two major types. The first type is the quantisation 
distortion introduced by a lossy source encoding and the second type is the distortion caused by 
channel errors. These types of distortion are simply called “source distortion” and “channel 
distortion”, denoted by D s and D c , respectively. The total distortion can be expressed as: D Totai ~  
D s + D c - The source distortion can be reduced by increasing source bit rate and the channel 
distortion can be reduced by increasing a degree of data protection, where a degree of data 
protection can be controlled by varying bit rate of channel coding.
The structure of this chapter is organised as follows. Section 4.2 is about work related to this 
research. Section 4.3 provides fundamental knowledge about the rate-distortion theory. The end- 
to-end distortion in wireless video transmission is analysed in section 4.4. Section 4.5 is about the 
fundamental concepts of the JSCC and section 4.6 provides details of the proposed JSCC. Section
4.7 analyses the influence of colour and depth components on the quality of reconstructed virtual 
left and right views. Section 4.8 evaluates the performance of the proposed JSCC. Finally, 
conclusions are given in section 4.9.
4 .2  R e la te d  W o rk
Wireless channel is always considered as error prone and bandwidth limited. The JSCC is an 
effective tool to handle such channel conditions. The examples of the JSCC methods developed 
for image transmissions are presented in [56]-[59]. Since video content is, in most cases, larger 
and more complex than images, the more complicated JSCC methods are needed. The JSCC is 
applied to a Global System for Mobile (GSM) [60] and to a 3G mobile system [61] to improve the 
system performance on mobile multimedia transmission. As the bandwidth of mobile handsets is 
limited, while the amount of data required by video are huge, the applications of the JSCC can 
improve transmission reliability and efficiency of the system. In [62], the JSCC is utilised for 
wireless video transmissions over Code Division Multiple Access (CDMA) networks. In this 
work, a compressed video bit stream is transmitted over multiple-channel of wireless CDMA 
networks. Each video source layer is protected by a product channel code structure, where row 
coding is a combination of a rate-compatible punctured convolutional (RCPC) and cyclic 
redundancy check (CRC). Reed-Solomon (RS) is applied for column coding. Therefore, this type 
of the JSCC can not only correct bit errors but also recover some loss packets. This JSCC 
effectively protects transmitted video over multipath fading channels.
In [63], authors introduce the JSCC techniques to minimise average distortion if channel 
conditions are known at a receiver side. The proposed JSCC methods are designed for three
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different scenarios. The first scenario is to find an optimal channel coding rate if a source coding 
rate is given. The second scenario is to find an optimal source coding rate if a channel coding rate 
is given. The last scenario is to iteratively search for optimal bit rate between source and channel 
coding. A channel-optimised vector quantisation (COVQ) is applied as source coding, and the 
RCPC is used as channel coding. The performance of object-based video communications is 
improved in [64] by employing joint operations between an error-resilience, so called data-hiding, 
and the JSCC. In [65], a hybrid error control technique is introduced. The proposed error control 
consists of two types of error control mechanisms: forward error correction (FEC) and 
retransmission. The concept of this hybrid error control technique is to optimise a trade-off 
between overhead bits due to an application of the FEC and the system delay due to an application 
of the ARQ to retransmit lost packets. The application of the JSCC is applied for video 
broadcasting over a WiMAX network in [66] to improve the performance of TV transmission 
over internet protocol (IP). In [67], the JSCC is introduced with a combination between scalable 
video coding (SVC) which is an extension of H.264/AVC and the low-density parity-check 
(LDPC) channel coding. The experimental results suggest that the LDPC provides high degree 
protection to any scalable setting of the SVC.
Even though many JSCC methods have been introduced to improve the performance of 2D video 
transmission, only few have been proposed for 3D video. An example of the JSCC for 3D video 
transmission application is introduced in [68]. It considers operation between H.264/AVC for 
source coding and a rate compatible punctured turbo codes (RCPT) for channel coding. Instead of 
considering only one source data stream as in the case of normal 2D videos, source coding has to 
deal with two data streams of left and right images. To protect compressed video data from 
channel errors, the concept of unequal error protection (UEP) is employed to assign a level of 
protection to each encoded data partition with regard to their decoding importance.
The JSCC method introduced in this thesis aims to improve the performance of 3D video based 
on the colour-plus-depth 3D representation over the WiMAX network. For source coding bit rate, 
there is a combination of bit rate of colour component and that of depth component. The relative 
bit rate between these two components is fixed in a manner that provides average good 
performance. The rest of available bit rate are assigned to channel coding. The end-to-end 
distortion is further reduced by employing error resilient source coding at a transmitter side and 
error concealment at a receiver side.
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4.3  C la ss ica l R a te -D is to r t io n  T h e o ry
The rate-distortion theory was introduced by Claude Shannon in [69]-[70], to explain the 
relationship between rate and distortion in lossy data compression and transmission. The term 
“rate” normally refers to the number of bits per data sample to be stored or transmitted and 
“distortion” refers to a degree of difference between original and reconstructed signals, usually 
evaluated by the mean squared error (MSE). The concept of lossy compression is that qualities of 
reconstructed signals vary according to available bit rate. Since qualities of video and sound 
signal types are evaluated by human perception, insignificant information can be removed from 
an original source without significant impact 011 the quality of reconstructed signals. The 
relationship between rate and distortion is given in Figure 4-1. The distortion decreases if the rate 
increases, and the distortion increases if the rate decreases.
Figure 4-1: Relationship between rate and distortion in lossy data compression.
The rate-distortion theory of Shannon concerns not only about source coding but also about data 
transmission over noisy channels. The solution of rate and distortion can be achieved by 
minimising the rate-distortion function as follow:
R ( D ) =  min I ( X ; Y )  (4 n(/>(,,!,,»er ©.i)
Where R is a source rate and D is an average source distortion. I ( X ; Y )  is an average mutual 
information between an original source ( X )  and a reconstructed one (T), defined as:
7(F ;X ) = t f ( y ) - t f ( r | X )  (4.2)
where H ( Y )  denotes the entropy of the output signal Y  and H ( Y \ X )  denotes the conditional entropy 
of the output signal ( Y )  given the input signal ( X ) .  P ( y j \ x i )  is the conditional probability, output y
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for a given input x , of the communication channel as shown in Figure 4-2, where x,E  X  and y;- E Y.
Figure 4-2: Conditional probability o f a memoryless channel.
The conditional probability (P ) metric of the memoryless channel model can be written as:
p U K ) p(y2 \xi) pOfeK) 
p(yx \x2) p ( y 2 1*2) ••• p ( y N \ x2) 
p ( y A xM) p ( y 2 Ife) — p ( y N \ x m )
(4.3)
The set of F in Eq. (4,1) is defined as follow:
E  =  { { P ( y j  I*,.)} subject to D({P(yy | +)}) < £>*} (4.4)
where D  denotes the distortion constraint. If X  and Y  are sets of discrete variables, the distortion 
D  can be expressed as:
M -1 N-\
D  =  Z  Z  d (*n y j ) p (x , ) P ( y j  | + )  (4.5)
1=0 j=0
Where d  is the distortion metric for input x f and output y7. M  and N  denotes the number of 
variables belonged to X  and Y, respectively.
In most practical video communication systems, the quality of transmitted video varies due to 
limited bandwidth. Therefore, the possible best video quality, under the rate constraint, can be 
achieved by the solution of the following minimisation problem:
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D ( R )  = min D ( X ; Y )  (4 6)
where the set of © is defined as:
®  =  { { P ( y j  1+)} subject to R ( { P ( y j  | +•)})< R *  (4.7)
where R* denotes the rate constraint.
For lossless channels, input signal (X )  is always identical to output signal (7). As shown in Figure
4-3, the conditional probability P (yj\x t) = 0 if i 4  j  and P ( y j \ x t)  = 1 if i = j .  In this case, the 
distortion D  can be rewritten as:
M -1W-1
D  = Y ,  d ( x t > y  j ) p ( x t ) for/=7 (4.8)
« = 0 y=0
According to Eq. (4.8), without presentation of channel errors, there is only distortion caused by 
source coding.
P(yj I Xi)
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Figure 4-3: Conditional probability of a lossless Channel (X = Y).
4 .4  E n d - to -E n d  D is to r tio n
Distortion in video communications can be categorised into two main types: source distortion and 
channel distortion. A popular method used for measuring distortion in video signals is a mean 
squared error (MSE). According to a basic video communication system shown in Figure 4-4, the 
source distortion refers to the MSE between the decoded frame from uncorrupted bit-stream at the 
transmitter X s and the original one X.  The channel distortion refers to the MSE between the 
decoded video frame at the receiver Y c and the transmitted frame X c .
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Channel 
Decoder
Video
Figure 4-4: Fundamental elements of video communication systems.
The end-to-end distortion means the distortion between an original signal X  and a reconstructed 
signal Y. To evaluate the end-to-end distortion, source and channel coding parameters are taken 
into account. The source coding parameters such as quantisation step-size indicates how much 
details of an original video are preserved (source distortion). Error resilience source coding 
indicates the robustness of transmitted signal to channel errors. The channel coding parameters 
indicate the degree of protection over transmission channels. Finally, the error concealment is 
applied at a decoder to minimise distortion of reconstructed images if errors remain after a 
channel decoder.
In wireless communications, channel distortion might be the result of packet loss and/or bit errors. 
The expected distortion, based on the consideration of the probability of packet loss p ,  can be 
expressed as:
E [ D k ] = (1 - P k ) .  E [ D R k  ] +  p k • E [ D Lli ] (4.9)
where p k denotes the loss probability of the k - th packet. E [ D R>k]  denotes the expected distortion if 
the Utli packet is correctly received. E [ D L k]  denotes the expected distortion if the Uth packet gets 
lost.
At the receiver side, error concealment techniques can be used to reduce the distortion if errors 
remain after the channel decoder. A simple but effective error concealment technique is to replace 
lost packets by respective packets from a previous reconstructed frame. If the error concealment is 
applied, the expected distortion can be calculated as:
I
Source
Output Decoder
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E [ D k ]  =  ( \ -  p k ) E [ D R k  ] + p t(1 -  p p) E [ D c t  ] + p k ] (4 .10)
where p p is the loss probability of the respective packet at the previous frame. E [ D Cik]  is the 
expected distortion after concealing errors if the respective packet at the previous frame is 
correctly received. E [ D 0ik]  is the expected distortion after concealing errors if  the respective 
packet at the previous frame is lost.
4.5  J o in t  S o u rc e  a n d  C h a n n e l C o d in g
According to Shannon’s separation theorem [69], source and channel coding can perform 
separately in optimality (in term of reliable transmission). However, this can be true only at very 
long block length, which produces tremendous complexity and delay. Therefore, this is not the 
case in most practical communication systems, where only specific amount of delay and 
complexity are allowed. To solve such a problem in video communication systems, the JSCC has 
been introduced to minimise average distortion under bit rate constraint. The basic concept of the 
JSCC is explained in Figure 4-5, where source bit rate R s  and channel bit rate R c  are varied so that 
the total distortion D T is minimised. Without the use of error resilient source coding and error 
concealment, the total distortion is expressed as D T = D s  +  D c , where D s  is the source distortion 
and D c  is the channel distortion. The total number of bits available, or budget, R r , is expressed as 
R t  = R s  +  R c ,  where R s  is the source bit rate and R c  is the channel bit rate.
( R s )
Figure 4-5: Relationship between rate and distortion over lossless and lossy channels for fixed bit 
budget (Rt ~Rs + Rc),
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In Figure 4-5, the relationship between rate and distortion over lossless and lossy channels is 
presented. Since the overall bit budget is fixed, the channel bit rate R c  decreases as the source bit 
rate R s  increases, hi case of the lossless channel, only the source coding causes distortion in the 
system, and therefore D r  = D s . The overall distortion D T reduces as R s  increases. The minimum 
distortion D 1  is obtained when all available bit rate is allocated to source coding, R s  -  R T -  R l . 
For the lossy channel, D T is the combination of D s  and D c . The minimum distortion D O  is 
obtained when R s  =  R O  and R c  = R t  -  8 0 .  Behaviour of the system can be separated into two 
parts. At the first part, D T decreases as R s  increases until R s  -  R O . At the second part, as R s  
exceeds the optimum source bit rate (R s  >  R O ) ,  D T increases as D c  increases due to increasing 
channel errors.
If S  is a set of source coding parameters, and C is a set of channel coding parameters, the 
optimisation between source coding rate and channel coding rate can be achieved as following 
minimisation solution:
m in D(s , c )  subject to R(s, c) <  R* (4.11){iS’G S , C€ C }
where D ( s ,  c ) is output distortion, if the source coding parameter s  and the channel parameter c  
are selected. R ( s ,  c ) is output rate, if the source coding parameter j and the channel parameter c  
are employed. R* is the rate constraint. Instead of solving the Eq. (4.11) directly, the Lagrangian 
optimisation algorithm is preferable to solve such a constrained problem. This can be explained 
as:
m in J ( s , c , A ) ~  m in { D( s , c )  + A- /?(.?,<:)}
{ s z S ,c e C }  {.veS.ceC}
where A, is the Lagrange multiplier, which is applied to ensure that the system operates at the same 
trade-off gradient between rate and distortion. J  is the Lagrange function cost, and the smallest J  
output indicates optimal coding conditions.
4.6 J o in t  S o u rc e  a n d  C h a n n e l C o d in g  fo r  th e  C o lo u r-p lu s -D e p th  3D  
V ideo
In this section, the JSCC is applied to improve the performance of colour-plus-depth 3D video 
transmission over wireless channels. The difference between the JSCC of 2D video and the JSCC 
of 3D video is that the traditional 2D video has only one source component while the 3D video 
consists of two source components: colour and depth. If R colour and R deplh denote the bit rate of
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colour and depth component, respectively, the total source bit rate is expressed as R s  = R coiour +  
Rdepth■ Therefore the total bit budget of this system is expressed as R tot„i = R s  +  R c ,  where R c  is the 
channel bit rate.
Figure 4-6: Fram ework o f the proposed JSCC.
A framework of the proposed JSCC is illustrated in Figure 4-6. Firstly, colour and depth videos 
are compressed by H.264/AVC source coding. The outputs from source encoders are then 
transmitted over wireless LDPC-WiMAX networks. At the receiver side, the received signal is 
detected and errors are corrected if possible. Corrected signals are passed to the H.264/AVC 
decoders for video reconstruction. Finally, virtual left and right views are created and displayed 
over a 3D display. Details of each part of the proposed JSCC technique are given as follows.
4.6.1 H.264/AVC Source C oding
H.264/AVC is a new video coding standard developed by the ITU-T Video Coding Experts Group 
(VCEG) together with the ISO/IEC Moving Picture Experts Group (MPEG). It can achieve 
almost twice coding gain compared to prior video coding standards like H.263. Bit rate and video 
quality of H.264/AVC are adjusted by selecting suitable quantization parameter (QP). The QP 
regulates strength quantization and its value is selected in a rate-distortion optimization process.
40
Chapter 4. Joint Source and Channel Coding (JSCC)
In order to meet specific bit rate requirements, the QP also has to be adjusted corresponding to the 
underlying video content [71]. Due to the use of prediction coding and variable length coded 
(VLC), highly compressed data of H.264/AVC is vulnerable to channel errors. In the worst case, 
one error bit can lead to the destruction of a whole frame because of desynchronisation between 
the encoder and the decoder. The errors can cause more problems if damaged frames are used as 
reference frames for the following frames. This can result in error propagation among successive 
frames. This phenomenon is known as error propagation.
4.6 .1 .1  S lice
To prevent error propagation through frames, the concept of slice is adopted in H.264/AVC. A  
frame is subdivided into several slices. Each slice consists of a group of macroblock (MB). Slice 
structure is shown in Figure 4-7. If errors occur within a slice, the current slice is dropped. 
Subsequently, the decoder will search for the starting point of the next slice and continue the 
decoding process. Therefore, in the noisy environment it is desirable to have as many slices as 
possible to minimise the impact of error propagation on the corrupted videos. However, each slice 
has a large overhead to indicate the starting point of each slice. More slices lead to more 
additional bits. To maximise the system performance, a trade-off between the system robustness 
to errors and the amount of overhead bits needs to be considered according to channel conditions.
Error detected/
Slice dropped
Header / Slice 1
Header I  Slice 2
Header Slice 3
Header Slice 4
i
Header Slice N
Figure 4-7: Slice structure for the H.264/AVC pictures.
4 .6 .1 .2  A  N e tw o rk  A b s tra c tio n  L a y e r  (N A L )
One of the design goals of H.264/AVC is to allow coded video to be integrated to all current 
protocol and multiplex architectures. The H.264/AVC consists of two conceptually different
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layers: Video Coding Layer (VCL) and Network Adaptation Layer (NAL) [72]. The VCL is 
designed to represent the content of the video data, whereas the NAL is responsible for packaging 
and conveying data in an appropriate manner to transmission channels. Encoded video data and 
parameter sets are sent from the VCL to the NAL and encapsulated into units called NAL units. 
The format of the NAL unit is shown in Figure 4-8.
NAL header RBSP Trailing bits
< -------------------------------  NAL UNIT   ►
Figure 4-8: NAL unit format.
One NAL unit consists of a 1-byte NAL header, a variable byte length Raw Byte Sequence 
Payload (RBSP) and a payload trailing bits. The NAL header indicates the type of the NAL unit. 
Compressed video data and parameter sets are stored in the RBSP. The payload trailing bits are 
used for adjusting the payload to become a multiple of bytes.
The interface between the VCL and the NAL is a slice layer. A slice is a group of MB that does 
not need any information from other slices to be encoded or decoded, hi video transmission, an 
order in which the NAL units have to be sent is constant. The first sent NAL unit is the Sequence 
Parameter Set (SPS) and followed by the Picture Parameter Set (PPS). Both SPS and PPS include 
parameters that set in an encoder configuration for all pictures in the video sequence, for example, 
entropy coding mode flag, number of reference index, weighted prediction flag, picture width in 
MB, picture height in MB and number of reference frames. The next NAL unit is the 
Instantaneous Decoder Refresh (IDR). After receiving this NAL unit type, all buffers are deleted. 
Following the IDR is the NAL unit type slice. Figure 4-9 shows the order of NAL units in the 
case that slice mode 0 is selected and no data partitioning is used. As the SPS and the PPS are 
used by all pictures, they are the most sensitive to errors following with IDR. The NAL unit type 
slice is the least sensitive to errors.
SPS PPS ID R SLIC E SLIC E
F igure  4-9: O rd e r  o f NAL unit.
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4 .6 .2  L D P C -W iM A X
High data rate and Quality of Service (QoS) provided by W i M A X  technology make it attractive to 
multimedia applications such as video telephony, and video broadcasting. IEEE W i M A X  802.16e 
standard [52], also referred as Wireless-MAN, is capable to support data rate up to 70 Mbps. It 
operation can be in non-line of sight (NLOS) mode, and the cover area is more than 30 km. If 
secured transmission is required, contents can be encrypted before transmitted. Compared to 
wired network counterparts such as fibre-coax of fibre-twisted pair, W i M A X  has much lower cost 
for construction, operation and maintenance. Therefore, it is suitable to provide broadband 
communications in areas that normal broadband networks are not available such as in rural areas.
The W i M A X  standard features Low-Density-Parity-Check (LDPC) codes as an optional channel 
coding scheme. L D P C  codes are linear block codes first introduced by Gallager in [73]. The 
advantage of the L D P C  codes is that they can approach the channel capacity over a very large 
code length. For example, for the code length of one million bits the performance of the L D P C  is 
only 0.0045 dB lower from the m a x i m u m  theoretical channel capacity defined by Shannon [74]. 
D u e  to its significant computational complexity, it had been recognised as an unpractical 
algorithm until it was reintroduced again in 1996 [75],
The L D P C  is defined by a (in x n) parity-check matrix H , where n denotes the length of packet 
output and m denotes the number of parity bits. The information bits are expressed as k  = n - m 
bits. The L D P C  in W i M A X  standard has six coding rates: 1/2, 2/3A, 2/3B, 3/4A, 3/4B, and 5/6, 
where 2/3A and 2/3B have the same coding rate but different parity-check matrix H. This concept 
also applies to 3/4A and 3/4B. There are 19 block sizes ranging from 576 to 2304 bits. The block 
size indicates the length of the output packet. The coding rate is used for indicating the ratio 
between input bits and output bits. For example, 1/2 coding rate means a single bit input giving 2 
bits for output. According to the IEEE P802.16e (draft) [76], the parity-check matrix H  is 
expanded from a generator base matrix H bm as shown in Appendix B.
4.7  T h e  Im p a c t  o f  C o lo u r  a n d  D e p th  C o m p o n e n ts  o n  th e  
R e c o n s tru c te d  V ir tu a l  L e f t  a n d  R ig h t V iew s
In this section, the influence of colour and depth components, in terms of bit rate and quality, on 
3 D  reproduction is analysed. The aim of this experiment is to find out the optimum relative-bit- 
rate between colour and depth components, so that the 3 D  quality of reconstructed bit streams is 
maximised. The details of this experiment are as follows. Both colour and depth components are 
encoded by H.264/AVC, reference software JM. 10 [77]. The test video sequences are the “Orbi”,
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“Interview”, “Ballet”, “Breakdancing” and “R o o m 3 D ”. The frame rate is 25 fps. The spatial 
resolution is in the CIF format (352 x 288 pixels). The size of group of picture (GOP) is 30 
frames, consisting only I and P-frame types, with the structure of I P P ... I. Bit rate of depth 
component R deplh vary from 10 - 90 %  of the total source bit rate R,otai in step of 10%. The rest of 
available bit rate is allocated to colour component, so Rcoiour = R,otai -  Rdepth-
In this experiment, R,otal ranges from 200 kbps up to 1 Mbps. Finally, the reconstructed colour and 
depth components are employed to synthesise the virtual left and right views by using the D I B R  
technique. P S N R s  of reconstructed virtual left-right views are calculated to evaluate the quality of 
3 D  reproduction. The average P S N R  of left and right views of the “Orbi” test sequence are shown 
in Figure 4-10, while the graphs in Figure 4-12 show average P S N R  of both views of the “Orbi”. 
The average P S N R  of left and right views of other test sequences are shown in Figure C-l 
(Appendix C), and average P S N R  of both views are shown in Figure C-2 (Appendix C).
Orbi Left-V iew
— * —  Rtotal = 200 kbps ' ' ' '
2 6 ------------------------------------------------- -------------------1-------------- 1--------------- 1_________ i________
10 20 30 40  50 60 70 80  90
(Rotepiri / Rfofa/) X 100% [%]
(a) Average PSNR of reconstructed virtual left view of the “Orbi”
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Orbi Right-View
(b) Average PSNR of reconstructed virtual right view of the “Orbi”
Figure 4-10: Decoding quality of reconstructed sequences for different coding conditions.
Based on the concept of stereopsis, two images are required for left and right eyes to reproduce 
the real-world scene. The colour-plus-depth 3 D  representation generates two virtual views by 
employing a colour and depth image. This process is known as depth image-based rendering 
(DIBR) technique. Conceptually, this process can be subdivided into two steps. Firstly, pixels of a 
colour image are transferred into the 3D-world coordinate, calculating from the respective depth 
values. Subsequently, these 3D-space points are projected into an image plane of virtual cameras. 
These two virtual images (left and right) appear as they are captured by real cameras located at 
slightly different positions.
As the colour and depth components are utilised for creating virtual left and right views, the 
quality of reconstructed 3 D  videos can be evaluated from the qualities of rendered left and right 
views. In this thesis, the quality of the 3 D  reproduction is objectively evaluated by measuring 
peak signal-to-noise ratio (PSNR) between the reconstructed left and right views to the original 
left and right views. Reconstructed left and right views refer to the left and right views that are 
generated from the reconstructed colour and depth components. The original left and right views 
refer the left and right views that are generated from the original colour and depth components. A  
framework of this objective evaluation is illustrated in Figure 4-11.
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Figure 4-11: Framework of the 3D-objective evaluation, where 3D quality is indicated by an average 
PSNR between reconstructed left and right views.
Note that, in this thesis, the term of “3 D  quality” refers to the quality of 3 D  video which is 
evaluated in terms of an average P S N R  of virtual left and right views.
O rb i
CD
(J)CL
3 0  4 0  5 0  6 0  70
(Rdepfh /  Rs) X 1 0 0 %  [%]
Figure 4-12: A verage decoding quality  o f reconstructed  v irtua l left and  righ t views.
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According to the results shown in Figure 4-12, in most cases the highest average PSNR between 
virtual left and right views is obtained if 20 % of the available source bit rate is allocated to depth 
component and the rest to colour component. This is because colour component contains more 
information than depth component, and therefore, higher bit rate is required to maximise the 3D 
quality under bit rate constraint conditions.
4 .8  P e r fo rm a n c e  E v a lu a tio n  o f  th e  P ro p o se d  J o in t  S o u rc e  a n d  C h a n n e l 
C o d in g
In this section, the performance of the proposed JSCC for 3D videos is evaluated. The total bit 
budget R t  is fixed to 2 Mbps. The relationship between total bit budget R T, source bit rate R s , and 
channel bit rate R c  is expressed as:
R t  ~  R s  +  R c  (4.13)
wheie R $  Rcolour + Rdeptlr
If the coding rates of colour and depth components are denoted as C co!our and C depth, respectively. 
The relationship of R T, R coiour and R dep,h is expressed as:
R  R
D  _ colour i depthK t ~ — + - ----  (4.14)
colour depth
According to the experimental results in the previous section, the best quality of 3D 
reconstruction, in most cases, is achieved, if 20 %  of the available bit budget is allocated to depth 
component and the rest (80 %) to colour component. Eq. (4.14) can be rewritten as:
n 0 .8-A, 0.2 - R ,
R T =  T T - ^  + 7 7 - ^  (4.15)
colour depth
Based on the framework shown in Figure 4-6, both colour and depth components are firstly 
compressed by H.264/AVC. The error resilience source coding is employed by dividing each 
video frame into 18 slices. The test sequences are in the CIF format (352 x 288 pixels). It means 
that one frame consists of 198 MBs and one slice consists of 11 MBs. Subsequently, encoded bit 
streams of colour and depth components are conveyed through the LDPC-WiMAX channel 
which has the characteristic of Rayleigh fading. The selected channel coding rates are 1/2, 2/3A, 
3/4A and 5/6. The colour and depth bit streams can be coded with the different coding rate. 
Therefore, there are 16 possible ways to code colour and depth bit streams. The WiMAX frame
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size is set to 1056 bits. The data stream is modulated with 64-QAM. At the receiver, the data 
stream is demodulated by log-MAP algorithm and decoded by sum-product decoding algorithm 
with maximum iteration set to 50. The performance of the simulated LDPC-WiMAX is shown in 
Figure 4-13.
Figure 4-13: LDPC-W iMAX 64-QAM , BER versus channel SNR performance over wireless channel 
which has the characteristics o f Rayleigh fading.
At the receiver side, it is assumed that all errors can be perfectly detected, and if errors remain 
within the slice after channel decoder, the whole slice is simply dropped. At a frame 
reconstruction, error concealment is applied by simply replacing dropped slices with respective 
slices of a previously reconstructed frame. In Figure 4-14, the experimental results of the “Orbi” 
sequence are expressed by average PSNR of reconstructed colour and depth components versus 
channel signal-to-noise ratio (SNR), where SNR is presented in terms of the energy per bit to 
noise power spectral density ratio (Eb/NO). In Figure 4-15, the average PSNRs of reconstructed 
virtual left and right views are plotted against the channel SNRs. The experimental results of other 
sequences are shown in Figure C-3 and Figure C-4 (Appendix C). The combination between the 
coding rate of the colour and that of the depth components results in the different degree of 
protection. This is represented by “X and Y \  where X  represents C colour and Y  represents C depth. For 
example, the code pair of " 1 / 2  and 2 / 3 "  means that the coding rate of the colour component is 1/2, 
and the coding rate of the depth component is 2/3.
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F igure 4-14: Average PSN R of reconstructed  colour and dep th  com ponents versus channel SNR.
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Figure 4-15: Average PSNR of reconstructed virtual left and right views versus channel SNR.
According to the experimental results shown in Figure 4-14 and
Figure 4-15, the system performance can be summarised as follows. The code pair of “1 / 2  and 
1 / 2 ” achieves the highest average PSNR at poor channel conditions (low SNR). This is because it 
has the highest level of protection compared to other code pairs. However, at good channel 
conditions (high SNR), redundancy due to high protection prevents the system from achieving the 
average PSNR as high as achieved by other code pairs. At error free channel conditions, in which 
no protection is needed, the code pair of “5 / 6  and 5/6” achieves the highest average PSNR. 
However, at low bit rate, it has the poorest performance result due to the lack of protection.
As mentioned before, the end-to-end distortion is the combination of source distortion and 
channel distortion. At poor channel conditions, channel distortion is significant compared to 
source distortion. Therefore, at this channel conditions high level of protection is desirable. At 
good channel conditions, channel distortion becomes insignificant since the number of incorrectly 
received data is small. To maximise the system performance at such channel conditions, most of 
the available bit budget should be allocated to the source coding.
The experimental results also suggest that average PSNR of reconstructed virtual left and right 
views strongly relies on the quality of colour component rather than the quality of depth 
component. The average PSNRs of the virtual left and right views are high as long as the average 
PSNR of colour component are high. In the case of “1 / 2  and 5/6”, for example, the depth video
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cannot be reconstructed until the SNR of 14 dB. Without depth information (for SNR range from 
10 dB to 14 dB), virtual left and right views can still be synthesised with the average PSNR about 
26 dB by setting all depth value to zero.
On the other hand, if poor quality of colour component is received, the average PSNRs of the 
reconstructed virtual left and right views are low, no matter how high the average PSNRs of depth 
component are. An example of this phenomenon appears in the case of “5 / 6  and 7/2” code pair. 
The average PSNRs of the reconstructed virtual left and right views are very low, or even not 
available at the SNR below 16 dB.
(b) decoded frames with coding setting of "1/2 and 5/6" at the SNR o f 11 dB, the depth image 
cannot be constructed due to lack of information, and therefore, all pixels are set to zero.
(c) decoded frames with coding setting of "5/6 and 1/2" at the SNR of 15 dB
Figure 4-16: The decoded 15-th frames of the “Orbi” sequence from different channel coding rates. 
From left to right, images are arranged as colour image, depth image, virtual-left view and virtual- 
right view, respectively.
According to received colour and depth images, visual quality of the reconstructed virtual left and 
right views of the “Orbi” is shown in Figure 4-16. In Figure 4-16 b), some details of the scene are 
preserved at the synthesised left and right views; even though depth information is not available
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preserved at the synthesised left and right views; even though depth information is not available 
(all depth value is set to 0). In this scenario, the pixels of the received colour image are projected 
to wrong positions over the image plane of the virtual left and right views. Although some details 
of the scene are preserved, the depth perception given by these two virtual views is incorrect. In 
Figure 4-16 c), with the high quality of the received depth image, the pixels of the colour image 
are projected to right position over the image plane of the virtual left and right views. However, 
due to the low quality of the received colour image, the quality of the reconstructed virtual left 
and right views is low.
The final experiment is to evaluate the system performance when the number of slices per frame 
is changed. In this experiment, the only one code pair of “ 1 / 2  and 1 / 2 ”  is used. The experiment is 
carried out in four scenarios. A frame is divided into 6 slices for the first scenario, 12 slices for the 
second scenario, 18 slices for the third scenario and 36 slices for the last scenario. The 
experimental results are given in Figure 4-17.
Orbi
DC
z
cn
Q_
Eb/No [dB ]
Figure 4-17: The performance of “7/2 and 7/2” when frame is spited into 3 6 ,1 8 ,1 2  and 6 slices.
According to Figure 4-17, the fourth scenario achieves the best performance at low SNRs. For 
example, at the SNR of 10 dB, it can achieve average PSNR about 0.9 dB higher than the third
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scenario, 3 dB higher than the second scenario, and 7 dB higher than the first scenario. The first 
scenario, on the other hand, achieves the highest average PSNR of 41.93 dB at error-free-channel 
conditions, whereas the average PSN R  achieved by the fourth scenario is only about 40.28 dB.
D ividing a fram e into several slices can reduce the problem  o f error propagation, and therefore, 
the system  robustness is im proved. H ow ever, there is a trade-off betw een system  robustness and a 
num ber o f overhead bits. T o m axim ise the system  perform ance, the num ber o f slices per fram e 
has to be determ ined, according to channel conditions. M ore slices are desirable for poor channel 
conditions whereas few er slices are desirable for good channel conditions.
4.9  C o n c lu sio n s
The aim  o f this chapter is to im prove the perform ance o f 3D video transm ission over wireless 
netw orks. A ccording to the experim ental results, the quality o f 3D reproduction is dom inated by 
the quality of colour com ponent. Encoded by the H .264/A V C, in m ost cases the best quality o f the 
synthesised left and right views is achieved, if  20 % o f available source bit rate is allocated to 
depth com ponent and the rest (80 %) to colour com ponent. Therefore, in the proposed 3D video 
transm ission, the bit rate allocated to colour and depth com ponents are fixed to 80 % and 20 % o f 
the available source bit rate, respectively. The degree of protection can be adjusted by changing 
the coding rate of both colour and depth com ponents. As colour com ponent is m ore im portant 
than depth com ponent, it requires higher protection at low bit rate. Finally, the problem  o f error 
propagation can be reduced by dividing a fram e into several slices. Since there is a trade-off 
betw een system  robustness and overhead bits, m ore slices are desirable for poor channel 
conditions and few er slices are desirable fo r good channel conditions.
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Chapter 5
5 Novel Motion Estimation Algorithms for 
Colour-plus-Depth Three-Dimensional Video 
Coding
5.1 In tro d u c t io n
Even though modem video compression and network technologies guarantee the transportation of 
high data consumption applications such as high-definition television (HD-TV), multi-view video 
and 3D-TV, transmission bandwidth, buffer, and storage capacity are always considered as 
important and expensive resources, which are needed to be managed in an efficient manner. 
Lossless video compression can reduce some amount of an original video data while maintaining 
all details of an original video. With application of lossy video compression, a size of an original 
video can be significantly reduced compared to its lossless compression counterpart. The great 
achievement of lossy compression is based on the fact that a quality of videos is evaluated by 
human perception. Signals that are less sensitive to human perception (normally located at a high 
frequency region in transform coding [17], [18]) can be removed without significant loss of an 
original video quality. Several video compression techniques have been proposed for 2D videos in 
recent years; however, only few techniques are about compression of 3D videos.
In this chapter, novel algorithms are introduced for improving the performance of the colour-plus- 
depth 3D video coding. The rest of this chapter is organised as follows. In section 5.2, several 3D 
video compression techniques are summarised. In section 5.3, a novel motion estimation 
algorithm is introduced to improve the performance of the motion estimation in depth videos. 
Instead of estimating the motion of objects only in horizontal and vertical directions as in 
traditional video codecs, the proposed three-dimensional block matching (3D-BM) estimates the 
motion of objects in three directions: horizontal, vertical and depth directions. The details and 
experimental results of the proposed 3D-BM are given in the subsections. In section 5.4, an 
adaptive motion estimation mode selection is introduced to improve the performance of 3D-BM. 
The algorithm details and performance evaluation are provided in the subsections. In section 5.5,
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a motion sharing algorithm is introduced in order to reduce the amount of motion information in 
3D video coding. Details and performance results of the proposed motion sharing technique are 
given in subsections. Finally, flexible block structures are applied in section 5.6 to assign block 
size according to the characteristics of motion in the areas.
5 .2  R e la te d  W o rk
Even though new communication technologies provide sufficient bit rate to support 3D video 
applications, bandwidth is scarce resource in wireless transmission due to error-prone channel 
characteristics and power limitations. Therefore additional techniques, apart from those applied in 
conventional video coding, are needed in order to further reduce the amount of transmitted data. 
Most of techniques proposed for bit rate reduction in 3D video coding mainly focus on the special 
characteristics of a depth video -  large smooth areas and sharp edges.
Considering specific properties of a depth video, the compression of 3D videos can be enhanced. 
In [78] it is found that sharp discontinuities in depth videos are sensitive to compression artifacts. 
Therefore, region-of-interest (ROI) coding implemented with JPEG2000 was introduced to 
improve subjective quality in depth image coding. The concept of total transmission bit rate 
reducing by decreasing a video resolution of depth video was introduced for low bit rate mobile 
applications in [79]. This technique is based on the observation that small distortions in depth 
videos do not have a significant impact on final 3D video quality. This observation leads to the 
use of lower resolution depth video for 3D video coding. Since full resolution is needed at the 
decoder, depth frames must be up-sampled before rendering. The technique is called Down- 
Sampling/Up-Sampling (DSUS). The DSUS is found to provide better performance than the 
coding of an original video resolution at low bit rate.
For the colour-plus-depth 3D video, colour component is used for representing details of a 3D 
scene, whereas depth component represents relative distance between objects and a camera. The 
idea of exploiting the correlation between these two components is introduced in [80], According 
to the fact that objects appearing in the colour video are the same objects appearing in the depth 
video. The motion vectors of both colour and depth components can be shared by reusing motion 
vectors (MV) of colour component at depth component. Consequently, only one motion 
information set is encoded for both data components. By sharing motion information between 
colour and depth components, it is found that a set of MVs obtaining from colour component do 
not perfectly predict the motion of objects in depth component. In [81], if the motion prediction 
error in depth component exceeds a given threshold, the motion vector obtaining from colour
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component is discarded. Subsequently, the motion search is performed again at the depth video to 
minimise prediction error.
5 .3  3D  M o tio n  E s tim a tio n  (3 D -M E ) fo r  D e p th  V id eo  C o d in g
In modem video coding standards such as MPEG-4 and the H.264/AVC, motion compensation is 
applied to exploit temporal redundancy between consecutive frames. The motion compensation 
performs in the direction of motion vector (MV), which is obtained after performing motion 
estimation. Since depth component stores depth information of the scene, its pixel values change 
if relative distance between objects and a camera changes. Therefore, the application of a 
conventional motion estimation algorithm, where block matching performs only in horizontal and 
vertical directions, is not optimal to predict object movements in a depth video.
In this section, a novel technique of block matching is introduced in order to achieve more 
accurate motion estimation in depth videos, leading to smaller residual left after motion 
compensation. The proposed block matching algorithm not only estimates object motions in 
vertical and horizontal directions as appearing in conventional video codecs but it also estimates 
the motion in the depth direction. The motion vectors indicating the motion of objects are 
represented by a three-dimensional (3D) vector ( x ,  y ,  z ) .
5 .3 .1  C o d in g -F r a m e  T y p e s  in  B a s ic  V id e o  C o d in g
In video compression as briefly revealed in chapter 2, the size of original video data can be 
significantly decreased, if data redundancy is reduced. Generally, there are three types of data 
redundancy that can he reduced in common 2D video: spatial redundancy, temporal redundancy 
and redundancy between data symbols. Spatial redundancy, referring to redundancy among pixels 
within a frame itself, is normally reduced by applying transform coding. Temporal redundancy, 
referring to redundancy between consecutive frames, is normally reduced by the application of 
motion compensation. Finally, redundancy between data symbols can be reduced by the 
application of entropy coding. In basic video coding, a coding-frame type can be categorised into 
two main types: intra-frame coding and inter-frame coding.
5 .3 .1 .1  In t r a - F r a m e  C o d in g
For intra-frame coding, a compression (either lossy or lossless-based technique) performs only 
within the current fame itself. The system diagram of transform-based intra-frame coding is 
shown in Figure 5-1.
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Figure 5-1: Block diagram of transform-based intra-frame coding.
According to Figure 5-1, an input frame is firstly transformed into the frequency domain by the 
transform encoder. Subsequently, for lossy compression, transform coefficients are quantised to 
remove insignificant coefficients. Finally, remaining coefficients are encoded by the entropy 
encoder to remove redundancy between data symbols.
5 .3 .1 .2  In te r - F ra m e  C o d in g
For inter-frame coding, a compression (either lossy or lossless-based technique) is performed 
relative to other frames in a video sequence. The system diagram of transform-based inter-frame 
coding is shown in Figure 5-2. The main concept of inter-frame coding is that only difference 
between a current and reference frames is coded. For static parts of an image sequence, where the 
current and reference frames are identical, the difference between these two frames becomes zero, 
and therefore nothing is needed to be coded. In most natural video sequences, changes between 
consecutive frames are mainly caused by the object movement. Thus the difference between 
consecutive frames can be reduced if motion of objects can be estimated accurately.
According to Figure 5-2, the motion of objects between the current frame and reference frame is 
estimated using the motion estimation. Even though several polygon region shapes have been 
introduced for the motion estimation [82]-[85], the popular frame region shapes are blocks, which 
are commonly used in modem video coding standards such as MPEG and H.264/AVC. This type 
of motion estimation is known as block matching (BM) algorithm. The encoder then applies the 
obtained motion information to the reference frame for prediction of the current frame. The 
produced prediction is called motion-compensated prediction (MCP) or a displaced-frame (DF). 
Subsequently, the prediction error or residual, which refers to the difference between the original 
current frame and the displaced-frame, is encoded by the transform encoder. For lossy video 
coding, transformed coefficients are quantised. Finally, quantised coefficients and motion 
information are encoded by the entropy encoder to remove redundancy among symbols.
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Figure 5-2: Block diagram o f a transform-based inter-frame coding.
5.3.2 2D Block-M atching (2D-BM) Algorithm
Block based motion compensation is simple to implement and provides reasonable results across a 
wide range of bit rate. The motion vectors of each block have to be encoded together with other 
components such as residual signals. In the conventional 2D block matching (2D-BM) algorithm, 
a frame is partitioned into blocks of M  x N  pixels (e.g. block of 16 x 16 pixels in the MPEG). 
Even though each block consists of luminance and chrominance blocks, the BM algorithm is 
commonly performed only on the luminance blocks to reduce computational complexity. For each 
block in the current frame, a search is performed in the reference frame over an area of the image 
that allows for the maximum translation the coder can use (search window). The BM algorithm 
assumes that all pixels within the block go through the same translational movement over the 
search window, which has size of (M + 2W X) x (N+2W y) pixels, where Wx and Wy are the 
maximum allowed motion displacement in horizontal and vertical directions, respectively. The 
search space of the 2D-BM algorithm is shown in Figure 5-3.
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Figure 5-3: Search space in x and y dimensions (2D search space).
5.3 .2 .1  M a tc h in g  C r i te r ia
A search is performed for each motion block o f a current frame to find the best match over a 
reference frame. The best match refers to displacement that provides the smallest distortion. There 
are several criteria that can be used for best-match evaluation such as mean-squared error (MSE),
1 M-\N-\
M S E f i , j )  =  — — -  ] T ^ ( / ( m ,  w )  -  g ( m  +  i , n  +  j ) ) 2 ( 5 . 1 )
M x N  „,=o„=o
mean absolute error (MAE),
|  M-lN-l
M A E f i J ) = ——— Y j T l f  11 + A  (5-2)
M x N  ,„=o„=o
sum o f squared error (SSE),
S S E ( i , j ) =  ^ ] T ( / ( m , H ) - g ( m  +  i >  +  j ) ) 2 (5.3)
M-lN-l
where — Vij. < i < Wx and — Wy < j < W y. The n) represents the current block o f M x N  
pixels at coordinates ( m ,  n )  and g ( m  + i, n  +  j ) represents the corresponding block in the reference 
frame at new coordinates. At the best match position o f i = A and j  = y, the motion vector MV(jc, y) 
represents the shift distance in horizontal and vertical directions of all pixels within the block. To 
find the best match using full search algorithm, (2W X + 1) x (2W Y + 1 )  evaluations o f the 
matching criterion are required.
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5 .3 .2 .2  B lock  S ize
In the block-based motion estimation, a size of motion blocks is an important parameter that is 
needed to be carefully considered. A small block provides more accurate motion estimation than a 
big block. Therefore it is desirable for video sequences that consist of highly complex motions. 
This can be referred to the situations that there are several motions occurring at the same time, 
and a large motion block is not suitable to estimate such motions. Since motion vector indicates 
motion of each block, a decrease in block size leads to an increase in the number of blocks per 
frame. As a result, more motion vectors are required to represent motion of blocks within a frame.
5 .3 .2 .3  M o tio n  E s tim a tio n  A c cu ra c y
With full-pixel accuracy, the block-based motion estimation, in some cases, does not provide 
accurate motion estimation, since the motion of objects does not fall into the sampling grid. 
Therefore, the motion prediction error can be significantly reduced by using motion vector with 
sub-pixel accuracy. To achieve this, the pixels at position of a non integer number can be 
calculated by using bi-linear interpolation from the neighbouring pixels. Several studies on sub­
pixel accuracy have been carried out as in [86]. Sub-pixel accuracy provides significant 
improvement in motion estimation at the expense of a considerable increase in computational 
complexity. For full search algorithm, the number of candidate blocks in the search window 
increase from (2WX + 1) x (2WY + 1) to (4WX + 1) x (4WY + 1) in the case of half-pixel accuracy. 
Therefore, to reduce computational complexity, a number of fast search algorithms have been 
proposed as in [87]. This can be achieved by only search for a subset of potential motion vectors 
to find the best match. The examples of search in pixel accuracy and sub-pixel accuracy are 
shown in Figure 5-4 with a block of 4 x 4 pixels.
o o o o o o o o o o o o o o o o o o
• • • •o • • • • o o o o o o o o o o o o o
• • • •o • • • • o o o • • • • o o o o o o
• • • •o • • • • o o o • • • • o o o o o o• • • •o • • • • o o o • • • • o o o o o o
o o o o o o o o • • • • o o o o o o
(a) A block of 4 x 4 at (b) MV (1, 1) at the (c) MV (-0.75,-0.5) at
the current frame. reference frame. the reference frame.
F igure 5-4: Exam ples of the BM algorithm  w ith pixel and  sub-pixel accuracy.
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5 .3 .3  3 D  B lo c k  M a tc h in g  (3 D -B M )
In the conventional 2D-BM, the search algorithm attempts to find the best match in only 
horizontal and vertical directions, while the pixel values of objects in depth component change 
corresponding to distance between objects and a camera. Therefore, the motion estimation in 
depth component can be further improved by predicting object motion in a depth direction. The 
search algorithm in the proposed 3D-BM is performed in three directions: horizontal (jc), vertical 
(y) and depth (z). For each block, motion vectors are represented by three-dimensional motion 
vectors MV(r, y ,  z ), where x ,  y ,  z  components represent the shift in horizontal, vertical and depth 
direction, respectively. The 3D search space for depth frames is shown in Figure 5-5.
Figure 5-5: Search spaces in ;c,y and z  dimensions
The search in horizontal (x) and vertical (y) directions is the same as the search algorithm used in 
the 2D-MB. The accuracy of motion estimation can be either pixel or sub-pixel accuracy. The 
search in depth direction can be achieved by varying all pixel values within the block 
simultaneously according to search step-size. Pixel values are increased for the search in direction 
toward a camera and decreased for the search in direction toward background. The search step- 
size can be any integer number, where large step-size is suitable for video sequences that have 
fast-depth changes, and small step-size for video sequences with slow-depth changes. The search 
in depth direction is performed within a depth-search window, where k min defines the search 
boundary toward background and k max defines the search boundary toward a camera. The best
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match in 3D space is the displacement in 3D domain that provides the smallest distortion. For the 
MSE criterion, the best match can be obtained by the minimum solution of Eq. (5.4).
 ^ M-1 AM k
M S E ( i , j ,  k ) = — —  X  Z Z ( / ( m»n) ”  #(m + n  + J  + /cf  (5-4)
M  ‘TV W)= 0  n=0 *=Ar„
For the MAE criterion, the best match can be obtained by the minimum solution of Eq.(5.5).
M-1AM knm 
' N  „,-Q ,,-Q k=k
For the SSE criterion, the best match can be obtained by the minimum solution of Eq.(5.6).
M - l N - l  knm
S S E ( i , j ,  k )  = J ] Z  Z ( / ( m»7Z) _ + z’>11 + ?) + <  (5.6)
m=0 /i=0 k=kn.:n
where the f i i n ,  n ) represents the current block of MxAf pixels at the coordinate (m, n )  and 
g ( m  +  i ,  n  +  j ) represents the corresponding block in the reference frame at new coordinates. The 
search window in the depth dimension is defined as k min < k < k mnx , where K  is the shifting 
distance in the depth direction. If the search step-size is set to 1, k min is set to -5 and k max is set to 5, 
k  E {-5,-4, ..., 0, ..., 4, 5}. Note that for k  =  0, the 3D search is identical to the 2D search. At the 
best match position of i  =  x ,  j  =  y  and k  = z , the motion vector MV(i, y ,  z )  represents the shifting 
distance in horizontal, vertical and depth directions of all pixels within the block.
z component represents the shift in depth dimension that corresponds to the pixel value. In the 
case of 8 bits per pixel, the depth value can be any integer number between 0-255, but a motion 
vector in z component must be an integer number between k min and k max. If f i x ,  y )  represents the 
depth value at the coordinate (x, y), the final depth value after motion compensation must be an 
integer number between 0-255, which is defined as 0 < J ( x ,  y) + z < 255.
5.3.4 P erfo rm ance  R esults of 2D-BM  an d  3D-BM
In this section, the performance of the proposed 3D-BM is evaluated. To compare the 
performance of the proposed 3D-BM to the traditional 2D-BM, both techniques are performed 
based on the same video coding set up. The group of picture (GOP) is set to 25 frames with the 
structure of IPPP...I. Each frame is portioned into blocks of n  x n  pixels to perform motion 
estimation. Bit rate and quality of the codec are regulated by using the Lagrangian optimization. 
The X  is applied to ensure that all parts of the system operated at the same trade-off gradient
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between rate and distortion. Therefore, bit rate and quality can be simply adjusted by varying the 
X , where low value of the X  results in low distortion (good quality) and high bit rate. On the other 
hand, high value of the X  results in high distortion (poor quality) and low bit rate. All motion 
vector components are encoded in a predictive way by using the values of neighbouring, already 
encoded vectors. The difference is encoded with a lossless entropy coder that uses variable length 
codes. Details of the codec are provided at Appendix A.
5 .3 .4 .1  A c c u ra c y  C o m p a r is o n  b e tw e e n  2D -B M  a n d  3 D -B M
In this subsection, the performance comparison between the traditional 2D-BM and the proposed 
3D-BM is presented. Details of the first experiment are summarised as follows. A frame is 
divided into blocks of 8 x 8 pixels. The motion estimations based on the 2D-BM and the 3D-BM 
are performed to find the best match for each block of the current frame. The experimental results 
at the “Room3D” are illustrated in Figure 5-6, in which the original depth image and the 
prediction signals obtained after performing the 2D-BM and the 3D-BM are presented. From the 
visual comparison of the predicted signals with the original frame, it is clear that the application 
of the proposed 3D-BM provides more accurate motion estimation than the 2D-BM.
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(b) Predicted signal from 2 D - B M
(c) Predicted signal from 3 D - B M  
Figure 5-6: Comparison of motion-predicted signals using the “R o o m 3 D ” sequence.
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Since it is a synthetic sequence generated from 3D-animation software, per-pixel depth 
information of the “Room3D” is always corrected. Moreover, the content of this sequence is 
simple and presents significant movement in the depth direction. Therefore, the superiority of the 
3D-BM over the 2D-BM is obvious. This is different from most of natural videos since the per- 
pixel depth information stored in depth component is not always correct. As a result, the 
performance gain of the 3D-BM compared the 2D-BM is not obvious. In Figure 5-7, the visual 
comparison between the performance of the 2D-BM and the 3D-BM is given for the 
“Breakdancing” sequence. To enhance the performance result, the selected area of the motion 
compensated signal (after performing 2D-BM and 3D-BM) are represented in Figure 5-7 b) and 
c). The selected area is a motion block with size of 16 x 16 pixels. It has large depth change 
compared to the reference frame. Black regions correspond to efficiently compensated areas. 
Brighter areas correspond to higher compensation errors. It can be observed that at the selected 
area, the 3D-BM provides better motion estimation than the 2D-BM.
b) detail from motion compensated 
frame of 2D-BM at the area with large 
depth change.
a) first P frame from test sequence “ Breakdancing” with selected area c) detail from motion compensated
with large depth change. frame of 3D-BM at the area with large
depth change.
Figure 5-7: A motion compensated frame of the “Breakdancing” after performing 2D-BM and 3D- 
BM.
5 .3 .4 .2  O v e ra ll  P e r fo rm a n c e  R esu lts  o f  2D -B M  a n d  3D -B M
In this subsection, an overall performance of the video coding based on the 3D-BM is evaluated 
with comparison to that of the video coding based on the 2D-BM. For a fair comparison, the same 
video coding techniques are used in both video codecs except motion estimation. The 3D video
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test sequences are “Orbi”, “Interview”, “Ballet”, “Breakdancing” and “Room3D” sequences. 
These sequences represent a variety of depth changes, motion activity and complexity. All 
sequences are represented in the CIF-format (352 x 288 pixels) with the frame-rate of 25 fps. 
Only the compression performance at depth component is reported since the new method does not 
influence the performance of compression of colour component. The results are presented in 
Figure 5-8, where the average PSNRs of the depth video are plotted against the average bit rate 
that includes intra coded frames.
Orbi
(a) The experimental result for the “Orbi” sequence.
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(b) The experimental result for the “Interview” sequence.
Ballet
(c) The experimental result for the “Ballet” sequence.
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Breakdancing
(d) The experimental result for the “Breakdancing” sequence.
R o o m
(e) The experimental result for the “R o o m 3 D ” sequence.
Figure 5-8: A n  overall performance comparison between 2 D - B M  and 3D-BM, presented by average 
P S N R  versus average bit rate.
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According to Figure 5-8, the experimental results are summarised as follows. In most of the test 
sequences except the “Room3D”, at high bit rate, the video coding based on the proposed 3D-BM 
achieves better results than the video coding based on the traditional 2D-BM. The performance 
gain is largest for the “Breakdancing” since it presents significant movement in the depth 
direction. In the case of the “Ballet” sequence, only small part, compared to a frame size, presents 
rapid depth change. As a result, the 3D-BM does not achieve performance gain as high as it can 
achieve from the “Breakdancing”. For the “Orbi” sequence, a camera slowly and smoothly moves 
around objects. Only small and slow depth-changes are taken place between the consecutive 
frames. Therefore, the video coding based on the 3D-BM does not provide significant 
performance gain over the video coding based 011 the 2D-BM at this sequence. For the 
“Interview”, only small activities happen when two persons perform handshaking. In this 
sequence, most of activities happen only in vertical and horizontal directions, and therefore the 
performance gain due to the application of the 3D-BM is small.
In the case of the “Room3D”, the performance of the 3D-BM is below that of the 2D-BM even at 
high bit rate. This is because the depth video of the “Room3D” is simple. The saving bits due to 
accurate motion estimation of the 3D-BM are smaller than extra bits required by motion vector in 
z-component. At low bit rate, in all test sequences, the application of the 3D-BM provides 
negative results. This is because at low bit rate the saving bits due to more accurate motion 
estimation of the 3D-BM are smaller than the additional bits due to an extra motion vector in the 
z-component of 3D-motion vector (a, y ,  z ) .
5 .3 .5  C o n c lu s io n s
In this section, a novel block matching algorithm is proposed in order to improve the performance 
of motion estimation in the depth video coding. Even though the proposed 3D-BM does not 
provide performance gain at low bit rate, it can achieve better performance gain over the 2D-BM 
at high bit rate. Significant performance gain is achieved at 3D video sequences that demonstrate 
significant movement in depth direction. Since the applications of 3D video such as 3D-TV are 
normally located at a high bit rate region, the proposed 3D-BM can be applied to most video 
sequences without producing negative coding gain. Although a 3D search adds computational 
complexity to an encoder, the decoding complexity remains almost equal to the complexity of the 
2D search since only simple additions are needed.
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5.4  A d a p tiv e  2D -3D  B M  S e lec tio n  fo r  D e p th  V id eo  C o d in g
Since depth information stored within depth component indicates a distance between objects and a 
camera, pixel values change if the relative distance changes. Therefore, it is not optimal to 
estimate the motion of objects in depth component by using the conventional two dimensional 
block matching (2D-BM). In section 5.3, the three-dimensional block-matching (3D-BM) was 
introduced as the technique to gain better motion estimation of objects in depth component. The 
3D-BM can achieve performance gain over the 2D-BM at high bit rate; however, at low bit rate, 
an overall performance of the 2D-BM exceeds that of the 3D-BM. This is because, at high bit 
rate, the amount of saving bits from small motion estimation error obtained from an application of 
the 3D-BM is greater than the amount of additional bits from extra motion vector in the z- 
component of the three dimensional motion vector (3D-MV), which is represented by MV(x, y, z). 
Moreover, at low bit rate there is an inverse result, since saving bits due to accurate motion 
estimation is overcome by extra bits due to additional motion vector component (z-component).
According to the experimental results from the previous section, the significant performance gain 
of the 3D-BM appears at 3D video sequences that have significant depth changes. However, in 
most of natural 3D sequences, only small parts within a frame present high motion in a depth 
direction. To reduce overhead bits due to the application of the 3D-BM at image parts with low 
depth change and low bit rate depth video coding, an optimisation algorithm is applied to select a 
mode of operation between the 2D-BM and the 3D-BM for each motion block. Details of the 
proposed adaptive 2D-3D BM selection algorithm are given in the following subsection.
5 .4 .1  A d a p t iv e  2 D -3 D  B M  S e le c t io n
The extension of search area in the depth direction provides more accurate motion estimation. 
However, as shown in the previous section, the application of the 3D-BM introduces extra bits 
needed for coding a motion vector of the z-component. Operated at a frame level, a good 
performance is achieved only at a high bit rate region where the saving bits due to small 
prediction error exceeds the extra bits due to an additional motion vector. At low bit rate where 
the motion bits become significant, the application of the 3D-BM gives negative results. 
Therefore, at low bit rate region, the application of 2D-BM is preferable to that of the 3D-BM.
Moreover, since the 3D-BM was developed to take advantage of object moving in the depth 
direction, it provides significant improvement on the video sequences that have high depth 
motion. In natural sequences, it often appears that only certain parts of the frame have motions in 
the depth direction. Therefore, the application of the 3D-BM at a frame level is not efficient. To
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improve the performance of motion compensation in 3D video coding, an adaptive 2D-3D BM 
selection is introduced. The aim of this proposed technique is to select the motion estimation 
mode for each motion block, according to video content. A framework of the proposed 2D-3D 
BM selection is illustrated in Figure 5-9.
Figure 5-9: Block-diagram of the proposed adaptive 2D-3D BM selection algorithm.
According the block diagram shown in Figure 5-9, the operational processes of the proposed 
adaptive 2D-3D BM selection can be separated into three main steps as follows:
Step 1: The current frame is divided into B  blocks of ( M  x AO pixels, 5, denotes the /'-th block 
within a frame, where i 6  {0, 1, 2 ..., B - 1}.
Step 2: The search of B { performances over the reference frame using the 3D-BM. A depth search 
window is defined as k min < k <  k m(LX, for k  =  0, the 3D-BM becomes identical to the 2D-BM as 
shown in Figure 5-10. If the sum of squared error (SSE) is used as matching criterion, the best 
match means the shift over 3D space (a, y ,  z ) that yields the smallest SSE.
A*-1AM k
S S E ( i , j , k ) = Y J Y J Y j ( / ( m ’ n ) ~  + L n  + j )  +  k ) 2 (5.7)
m=0 n=0 k=knin
According to Eq.(5.7), the best match for the 2D-BM is the shift in 2D-space (k = 0) that yields 
the smallest SSE.
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M-\ AM
SSE(i, 7,0) = <?(m + l'n + j ) + ° )’ <5-8)
m=0 ;i=0
where /(m, n) represents the current block of M  x N  pixels at the coordinates (m, n) and 
g ( m  +  i, n  + 7) represents the corresponding block in the reference frame at new coordinates. The 
search window in the depth dimension is defined as kmin < k <  kmax. K is the shifting distance in the 
depth direction. At the best match position of i = x ,  j  = y  and k = z , the motion vector MV(jc, y ,  z )  
represents the shifting distance in horizontal, vertical and depth directions of all pixels within the 
block.
k  <  lc  <  k  f^ mm —  a _  •+max
Figure 5-10: 2D and 3D search space.
Step 3: To determine either the 2 D - B M  or the 3 D - B M  is selected for block B h an optimisation 
algorithm based on the popular Lagrangian optimisation is employed.
'12D\iD ~ ^ 2D|3D +  ^  ' P 2D\3D (5.9)
where D  denotes distortion (SSE). A  is the Lagrange multiplier. R  is the total bits required for 
coding motion vector and block residual. Finally, the block matching mode either the 2 D - B M  or 
the 3D-BM, which provides smallest cost function 7, is selected for B t. The same process is 
applied for all blocks of the current frame.
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5 .4 .2  P e r fo r m a n c e  R e su lts  o f  2 D -B M , 3 D -B M  a n d  A d a p tiv e  2 D -3 D  B M
In this section, the performance of the 2D-BM, the 3D-BM and the proposed 2D-3D BM 
adaptation schemes are evaluated. For a fair comparison, the same video coding techniques are 
used except the motion estimation algorithm. The test sequences are “Orbi”, “Interview”, 
“Ballet”, “Breakdancing”, and “Room3D”. The spatial resolution of all test sequences is in the 
CIF-format (352 x 288 pixels). The group of picture (GOP) is 25 frames of the IPP...I structure. 
The frame rate is 25 fps. Each frame is partitioned into blocks of 16 x 16 pixels.
All motion estimation schemes perform in horizontal and vertical directions within the window 
size of 16 pixels (VP* = W Y =  16) from the original position of the block. Therefore, the search 
window in 2D space has size of (M + 2W X) x (N  + 2W Y) pixels, where Wx and W Y are the 
maximum allowed motion displacement in horizontal and vertical directions, respectively. For the 
3D-BM and the adaptive 2D-3D BM selection, the depth-search window is defined as 
kmi„ < k < k max, where kmin is set to -16 and kmax is set to 16. The search step-size in the depth 
direction is set to 1, thus k E {-16, -15, ..., 0, ..., 15, 16}. Instead of coding motion vectors in 
each block separately, the motion vector of the current block is coded in a predictive way to the 
already selected neighbouring blocks. The experiment results are shown in Figure 5-11.
Orbi
(a) The experimental result for the “Orbi” sequence.
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Interview
(b) The experimental result for the “Interview” sequence.
Ballet
(c) The experim ental resu lt fo r the “ Ballet” sequence.
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Breakdancing
(d) The experimental result for the “Breakdancing” sequence.
Room
(e) The experimental result for the “Room3D” sequence.
Figure 5-11: Perform ance com parison of 2D-BM , 3D-BM and  adaptive 2D-3D BM.
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For better understanding, the performance results are separately analysed within three different bit 
rate regions: low bit rate, middle bit rate and high bit rate. The boundaries for each bit rate region 
can be varied for different video sequences depending on their coding behaviour. The bit rate 
regions for each video test sequence are shown in Table 5.1, where B  denotes bit rate.
Table 5.1: Bit rate regions of each video test sequence.
Video Sequences Low bit rate [kbps]
Middle Bit rate 
[kbps]
High Bit rate 
[kbps]
Orbi B  <  180 180 < B  <500 500 < 5
Interview B  < 200 200 < B <  600 600 < B
Ballet B  < 200 200 < B < 400 400 < 5
Breakdancing B  <200 200 < B  <400 400 < 5
Room3D B  < 170 - 170 < B
At the low bit rate, the proposed adaptive 2D-3D BM provides better performance than the 3D- 
BM. This is because the adaptive motion estimation technique takes advantages of the 2D-BM at 
this bit rate region. Compared to the 2D-BM, it has slightly lower performance. This is because 
each block of the adaptive 2D-3D BM selection requires an extra bit index to indicate the block 
matching mode. Moreover, using the adaptive selection algorithm, one frame might consist of two 
block matching modes (2D-BM and 3D-BM). As a result, correlation of motion vector among 
neighbouring blocks is reduced. Since the motion vectors are encoded in a predictive way to the 
already encoded neighbouring blocks, low correlation among motion vectors leads more bits 
required for motion vector coding.
At the middle bit rate region, the proposed technique provides the best performance for most of 
the test sequences, except the “Room3D”. The improvement is obvious for the video sequences 
that contain high motion in the depth direction such as the “Breakdancing”. At this bit rate region, 
the motion bit rate becomes less significant compared to that at the low bit rate region. Therefore, 
the optimisation function in the proposed technique is likely to select the application of the 3D- 
BM for the areas that have high motion in the depth direction and select the application of the 2D- 
BM for low movement area in the depth direction. For the fist P-frame of the “Breakdancing”, at 
bit rate about 400 kbps the applications of the 2D-BM and the 3D-BM are adopted for the areas 
shown in Figure 5-12.
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|  3D-BM Q  2D-BM
(a) Colour image (b) Depth image
Figure 5-12: The areas of 2D-BM and 3D-BM for the “Breakdancing” sequence.
At the high bit rate region, saving bits from efficient motion prediction of the 3D-BM exceed 
additional bits used for motion vector in the z-component. Therefore, the application of 3D-BM is 
likely to be selected for all blocks of the proposed technique. As a result, the performance o f the 
proposed adaptive-selection technique is better than that of the 2D-BM and nearly to that of the 
3D-BM.
For the “Room3D”, since the depth video is simple, the saving bits from accurate motion 
estimation are smaller than the additional bits from motion vector in the depth direction. 
Therefore, the 2D-BM provides the best performance for all bit rate regions.
5.4.3 Conclusions
The adaptive 2D-3D motion selection scheme is introduced in this chapter to optimise depth video 
compression. The Lagrangian optimisation is applied to select a proper motion estimation mode 
under a block-by-block basis. At low bit rate, the 2D-BM mode is more likely to be selected to 
reduce the number of motion bits. At middle and high bit rate regions, the 3D-BM mode is more 
likely to be selected since its saving bits due to small prediction error overcome extra bits due to 
additional motion vector in the z-component of 3D-MV(x, y ,  z ) .  However, for the simple depth 
video such as the “Room3D”, the 2D-BM provides the best performance for all bit rate regions.
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5.5 3D  M o tio n  R e p re s e n ta t io n  a n d  S h a r in g
In the previous section, the adaptive 2D-3D BM selection is introduced to improve the 
performance of depth video coding. Since motion vectors (MV) obtaining from the 3D-BM 
consist of three components: x, y, and z. At low bit rate, additional bits required for coding the z- 
component exceeds saving bits due to small residual after motion compensation. Therefore, at low 
bit rate, the 2D-BM is preferable to the 3D-BM. However, at high bit rate, where saving bits due 
to more accurate motion estimation exceed additional bits required by the z-component, the 3D- 
BM provides better performance than the 2D-BM.
The proposed 2D-3D BM selection can improve coding efficiency in depth component. However, 
colour and depth components are still coded separately. According to the fact that colour and 
depth components are used for representing 3D structure of the same scene, both components 
correlate to each other. Thus, instead of coding these two components (colour and depth) 
separately, the data rate of 3D video can be further reduced by exploiting such correlation. In this 
section, the concept of sharing motion vector between colour and depth components is introduced. 
The motion vectors in horizontal and vertical directions obtained from colour component are 
reused in depth component. For depth component, only the motion estimation in the depth 
direction is performed to minimise the error. Therefore, instead of having five components of a 
motion vector as (x, y) for colour component and (x, y, z) for depth component, the proposed 
technique consists of only three components of a motion vector: (x, y) for colour component and 
(z) for depth component.
5.5.1 M otion  C o rre la tio n  betw een C olour an d  D epth  C om ponents
In this section, the correlation between colour and depth components is analysed. Colour 
component describes the details of the scene, while depth component describes distance between 
objects and a camera. According to the fact that most objects present continuity along their 
surface, and therefore object shapes appearing in the colour image are similar to those appearing 
in the depth image. This similarity between both colour and depth images is obvious as shown in 
Figure 5-13.
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Frame no. 1 Frame no. 15 Frame no.30
Figure 5-13: Examples of the colour and depth images of the “Interview” sequence to represent 
similarity between object shape of both video types.
According to Figure 5-13, there are two persons sitting next to each other. Since the background 
and the camera are stationary, only persons produce activities along the sequence. With visual 
observation, both videos seem to have the same movements, and therefore MVs in both sequences 
should be similar.
A simulation is carried out to find out about the MVs of both components at the same frame 
index. In this experiment, a frame is divided into blocks of 16 * 16 pixels to perform motion 
estimation based on the 2D-BM. The “Interview” sequence is used as the test sequence. The MVs 
obtaining after the motion estimation of the first P-frame of both components are shown in Figure 
5-14.
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(a) Colour component.
0 50 100 150 200 ^250 300
(b) Depth component.
Figure 5-14: MVs at the first P-frame of the “Interview”.
The MVs shown in Figure 5-14 are obtained after the motion estimation of the first P-frame 
(frame no. 1) of the “Interview” sequence by using the frame no. 0 (I-frame) as a reference frame. 
Since only small movements take place between these two frames, all MVs should be zero or near 
zero. This expectation is true for the colour component, where most of the MVs are close to zero. 
However, for the depth component, a number of large MVs appear at the background area. As 
appeared in the colour component, no motion is expected in such area since the position of the 
camera and background are fixed.
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In the process of motion estimation, the search is performed to find the best match over the 
reference frame, and the MV of each block is obtained from displacement in which the smallest 
distortion is given. The MVs, which obtain at the background area of the depth component, are 
the result from fluctuation in the depth values due to poor depth capturing processes. This 
fluctuation is called depth errors. The depth errors might not be noticeable by human eyes as 
shown in the “Interview”, since the variation in depth values is small. The better example of the 
depth error is shown in Figure 5-15.
(a) Frame no. 5 of the “Breakdancing”.
(b) Frame no. 6 of the “Breakdancing”.
F igure 5-15: Exam ples o f dep th  e r ro r  a re  highlighted in the square  boxes.
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In Figure 5-15, there are the examples of depth images of the ‘Ballet’ sequence. In this sequence, 
the depth-error is obvious in many areas. This depth-error causes undesirable MVs after motion 
estimation, and therefore extra bits are required to encode such MVs.
To evaluate an impact of the depth error on bit rate, the average bits used per frame for encoding 
MVs in the colour and depth components are shown in Table 5.2. The position of a camera and 
the background are stationary for the selected video test sequences, and therefore only object 
movement creates motions. Details of the experiment set-up are as follows. The spatial resolution 
of the test sequences is CIF, 352x288 pixels. A frame rate is 25 fps, and GOP is 25 frames with 
structure of IPPP...I. The motion estimation based on the 2D-BM performs at the single block 
size of 16x16 pixels. The colour and depth components are encoded with the same bit rate at 
about 300 kbps. The test sequences are the “Ballet”, “Breakdancing” and “Interview”.
Table 5.2: Average motion bits per frame used for encoding MVs at the colour and depth component.
Sequence
MVs Colour 
(bits/frame)
MVs Depth 
(bits/frame)
Average 
Colour (X )
Average 
Depth (X)
Ballet 2786.0 4388.1 14.66 37.71
Breakdancing 4103.5 4832.8 105.04 52.76
Interview 1750.5 2429.2 38.31 14.14
During the motion compensation, rate-distortion optimisation (R-D) algorithm at the encoder 
designates whether pixel or sub-pixel motion accuracy mode is applied. For small X  where good 
video quality is expected, sub-pixel motion estimation is more likely to be selected. According to 
Table 5.2, the depth component of the “Breakdancing” and “Interview” sequences are encoded 
with smaller X  than that of the colour component, and therefore more bits are required for 
encoding MVs in the depth component. In these two test sequences (“Breakdancing” and 
“Interview”), where the depth-error is not obvious, the average bits required for MVs of depth and 
colour components is not much different, with the ratios (depth/colour) of 1.17 and 1.38, 
respectively. In the case of the “Ballet” sequence, where the depth-error is significant, the motion- 
rate ratio between the depth and colour components is high at 1.57; although the depth component 
is encoded with larger X  compared to that of the colour component.
These experimental results can be summarised as follows. If the depth error is not obvious, the 
motion bit rate of the colour and depth component are not much different as appeared in the 
“Breakdancing” and “Interview. However, if the depth error is obvious as in the “Ballet”, there is 
a big difference between the motion bit rate of the colour and depth components. The colour and
82
Chapter 5. Novel Motion Estimation Algorithms for “Colour plus Depth ” 3D Video Coding
depth components have some degree of motion correlation, but the motion correlation between 
these two components relies significantly on the accuracy of depth values. As shown in Figure
5-14, the MVs belonging to foreground objects (two persons, chairs and a table) indicate high 
degree of motion correlation between the two components (small difference between MVs). 
However, at the background area, where depth error is high, the difference between the MVs of 
colour component and those of the depth component becomes significant.
5 .5 .2  M o tio n  S h a r in g  b e tw e e n  C o lo u r  a n d  d e p th  C o m p o n e n ts
In this section, a correlation between the colour and depth components is exploited. The motion 
vectors between these two data components are shared in order to reduce the amount of bits 
required for coding the motion information and to reduce computational complexity. This can be 
achieved if motion vector in (jc, y) components of colour component are reused in depth 
component. At depth component, only search in the depth direction is performed to minimise the 
prediction error. Therefore, only the motion vector in the z-component is encoded in depth 
component. If a frame is divided into N  blocks and B , denote the /-th block within a frame (/ = 1, 
2, ..., A -l), the proposed motion sharing method is illustrated in Figure 5-16.
Colour frame Depth frame
Figure 5-16: S haring  m otion vector between colour and  dep th  com ponent.
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5 .5 .3  E x p e r im e n ta l R e su lts  a n d  D is c u s s io n
In this subsection, the performance of the proposed motion sharing technique is evaluated. To 
summarise four different scenarios, the parts of the bit stream required to encode the 3D video 
sequences are shown in Figure 5-17, where M V C denotes the motion vector of colour component 
and M V D is the motion vector of depth component. “Colour” and “Depth” are the residual signals 
after motion compensation in colour and depth components, respectively.
Color MVc(*,y) + De pth MVd(*,jO
(a) C A S E  1: Colour and depth component separately encoded with 2D-BM.
Color MVc(*,j9 + Depth MVD(x,y, z )
(b) C A S E  2: Colour and depth component separately encoded with 2 D - B M  and 3D-BM, respectively.
Color MVC ( x , y ) + Depth
(c) C A S E  3: Sharing 2D M V s  between colour and depth component with 2 D - B M
Color MVc(*,y) + Depth MVd(z)
(d) C A S E  4: Sharing 2D M V s  between colour and depth component with 3 D - B M
Figure 5-17: Bit-stream structure for different encoding configurations.
For the first scenario, both colour and depth components are encoded separately by using the 
traditional 2D-BM. For the second scenario, colour component is encoded based on the 2D-BM 
while depth component is separately encoded using the 3D-BM. For the third scenario, the 
obtained motion vector MVc(x, y) from colour component is reused in depth component. 
Therefore only the residual is coded for depth component. For the last scenario, MVc(x, y) is 
reused in depth component. The search is further performed at depth component to find the
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displacement in depth direction. Therefore at depth component, only motion vector in the z- 
component and the residual are coded.
The test sequences are “Orbi”, “Interview”, “Ballet”, “Breakdancing”, and “Room3D”. The test 
sequence resolution is in CIF-format (352 x 288 pixels). The group of picture (GOP) is 25 frames 
of IPPP...I structure. Each frame is partitioned into blocks of 1 6 x 1 6  pixels. Since colour 
component is encoded by using the same coding parameters, its coding performance is the same 
for all scenarios as shown in Figure D -l (Appendix D).
Orbi
(a) The experimental result for the “Orbi” sequence.
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Interview
Bit rate [kbps]
(b) The experimental result for the “Interview” sequence.
Ballet
(c) The experimental result for the “Ballet” sequence.
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Breakdancing
(d) The experimental result for the “Breakdancing” sequence.
Bit rate [kbps]
(e) The experimental result for the “R o o m 3 D ” sequence.
Figure 5-18: Average P S N R  versus bit rate performance results of depth video coding in each video 
test sequence.
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The performance results for depth video coding are shown in Figure 5-18. The experimental 
results suggest that the motion sharing algorithms, CASE 3 and CASE 4, provide better 
performance than the separately coded algorithms, CASE 1 and CASE 2, at low bit rate. 
However, at high bit rate the separately coded algorithms, CASE 1 and CASE 2, achieve better 
performance than the motion sharing algorithms, CASE 3 and CASE 4, for all test sequences. 
This is because at high bit rate, the accurate motion estimation obtained from the separately coded 
algorithms can save more bits than the application of the motion sharing in CASE 3 and CASE 4. 
However, at low bit rate, where motion information becomes significant, the saving bits due to the 
application of motion sharing exceed the saving bits due to accurate motion estimation of the 
separately coded schemes.
Minimum bit rate that can be achieved by CASE 1 and CASE 2 are limited by the number of bits 
required by the motion vector. Therefore, the application of the motion sharing in CASE 3 and 
CASE 4 allows the depth video coding to perform at very low bit rate. Moreover, if the motion 
correlation between both data component is high and the depth error is low, the application of 
motion sharing can achieve very good results. In the “Room3D”, for example, CASE 3 and CASE 
4 can achieve the average PSNR of about 42 dB at the bit rate of about 55 kbps, where the 
average PSNR 35 dB is considered as good quality.
The performance comparison between CASE 3 and CASE 4 is concluded as follows. At the high 
bit rate coding, CASE 4 provides slightly better performance than CASE 3. The result is obvious 
for the “Room3D”. This is because the saving bits due to more accurate motion estimation in 
CASE 4 exceed the saving bits due to complete motion-sharing in CASE 3. However, because of 
the absence of motion vector, CASE 3 allows the depth video coding to perform at lower bit rate 
than CASE 4. If the motion correlation between colour and depth videos is high as appearing in 
the “Room3D”, CASE 3 provides an excellent performance for very low bit rate coding. 
According to Figure 5-18 j), CASE 3 achieves the average PSNR of 36 dB at the bit rate of about 
30 kbps.
5 .5 .4  C o n c lu s io n s
In this section, motion sharing algorithms are introduced to exploit a correlation between colour 
and depth components of the colour-plus-depth 3D representation. The experimental results 
suggest that the motion sharing algorithms can achieve better performance than the separately 
coded algorithms at low bit rate. The performance gain is clear for video sequences that have 
simple content and a motion correlation between both components is high. The motion sharing 
algorithms are suitable for very low bit rate coding, especially in CASE 3 where no motion bit is
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required. According to the results in chapter 4, the quality of 3D reproduction is dominated by the 
quality of a colour video. Therefore, for 3D transmission or compression under bit rate constraint, 
motion sharing algorithms can be applied to reduce bit rate of depth video coding, while 
increasing bit rate of colour video coding.
5.6 M o tio n  E s tim a tio n  w ith  V a r ia b le  S ize  B lo c k -M a tc h in g  (V SB M ) fo r  
D e p th  V id eo  C o d in g
As it is described before, motion compensation is used to remove temporal redundancy between 
successive frames of a video signal. Motion compensation is performed in the direction of motion 
vectors (MV), which are obtained during motion estimation of each frame region. Popular frame 
region shapes are blocks that are commonly used in standard video coding techniques. Moreover, 
handling of such shapes is easy to implement and provides reasonable results across a wide range 
of compression ranges.
Block matching algorithms, with regard to the block size, can be roughly categorised into two 
types: fixed size block-matching (FSBM) and variable size block- matching (VSBM). The FSBM 
algorithm is originally proposed in [88]. The main characteristic of the FSBM is that a frame is 
divided into evenly distributed fixed size blocks. Even though a fixed block size of 16 x 16 pixels 
is considered as a compromise between prediction quality and motion overhead by some video 
coding standards such as H.263 and MPEG-4, the idea of the VSBM was introduced to vary the 
block size in order to improve the performance of motion compensation. This is because, in 
general, block boundary does not coincide with motion boundaries of objects in video. It means 
that a block may contain regions that have more than one type of motions. In order to achieve 
accurate motion estimation, it is desirable to vary a block size corresponding to motions in the 
region. Conceptually, a small block is assigned to estimate motion in a complex-motion region, 
and a large block is assigned to estimate motion in a less complex-motion region. In the VSBM 
approach, there are three main types of data that have to be coded for each block within a frame: 
information required to represent a block structure, motion vectors, and residual after motion 
compensation. For the FSBM, since the block size is fixed, information to indicate a block 
structure is no needed.
According to special characteristics of depth video, which consist of large smooth areas as well as 
sharp edges, in this section, coding efficiency in depth video coding can be improved by applying 
the concept of variable size blocks.
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5.6.1 V ariab le  Size B lock-M atching (VSBM )
The VSBM have been proposed in order to improve the performance of the FSBM by varying the 
size of motion block according to video content. As a result, more accurate motion estimation in 
complex areas is achieved. In [89], the authors introduced the idea of top-down VSBM. Large 
blocks are repeatedly divided into small blocks. This can be achieved as the following step 
processes. Firstly, a threshold for motion estimation error is given. After performing motion 
estimation, if prediction error is above the threshold, the block is repeatedly divided into four 
small blocks. The process continues until maximum number of blocks or acceptable errors are 
obtained. In this technique, the smaller threshold provides the better performance since the 
original blocks are divided into several small blocks to achieve more accurate motion estimation. 
However, this achievement comes at the cost of significant computational complexity and a large 
number of motion information bits. In [90], the authors proposed the concept of bottom-up VSBM 
algorithm. Firstly, a frame is divided into small blocks (normally 4 x 4  pixels). The motion 
estimation is performed for all blocks. Subsequently, four small blocks are merged into one single 
block, if possible. The process repeats until no blocks can be merged. Even though the bottom-up 
VSBM algorithm achieves good performance, it introduces considerably computational 
complexity. This is because, at the early stage, the full search-based motion estimation is 
performed by all small blocks. If the bottom-up process starts with the block size of 4 x 4 pixels, 
in case of a CIF-format (352 x 288 pixels), one frame consists of 6336 blocks. By joining the 
concepts of both top-down and bottom-up algorithms together, the concept of mixed VSBM was 
proposed in [91]. Initially, a frame is divided into blocks of 8 x 8 pixels. If four neighbouring 
blocks have at least one motion vector in common, they are merged into one block. On the other 
hand, a block of 8 x 8 pixels is further divided, if necessary, to reduce motion estimation error in 
the areas with complex motions. The process continues until no block can be merged or split.
In most modern video codecs such as H.264/AVC and MPEG-4, the biggest block size used for 
estimation motion of objects within the scene is 16 x 16 pixels. This block size is found to be 
optimal for most colour video sequences. However, according to the fact that depth video is much 
less complex than a colour video, it is no longer optimal to limit the block size between 16x16 
pixels and 4 x 4  pixels as in the H.264/AVC. In this section, the application of binary partition 
tree (BPT)-based VSBM is applied to take advantage on the special characteristics of depth video, 
large smooth areas with shaip edges. Details of the H.264-based VSBM and the BPT-based 
VSBM are given in the following subsections.
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5.6 .1 .1  H .2 6 4 /A V C -B ased  V a r ia b le  S ize B lo c k -M a tc h in g
H.264/AVC is able to support block sizes of motion compensation ranging from 16 x 16 pixels to 
4 x 4  pixels. A large block size is more likely to be assigned to stationary scenes, uniform motion, 
and homogenous areas. On the other hand, a small block size is more likely to be assigned to 
complex motion and image detailed areas. The application of large block size results in a small 
number of bits for motion information, which consists of motion vector and information for block 
structure. Details of the H.264/AVC block structure are as follows [92]. An original macroblock 
(MB) with the size of 16 x 16 pixels can be spilt into blocks of 16 x 8 , 8 x 16, or 8 x 8 pixels as in 
Figure 5-19 a). For a block of 8x 8 pixels, it can be further divided into blocks of 8 x 4, 4 x 8 or 4 
x 4 pixels as shown in Figure 5-19 b).
1 6 x 1 6  pixels 1 6 x 8  pixels 8 x 1 6  pixels 8 x 8  pixels
1
1
2
1 2
1 2
3 4
(a) 1 MB of 16 x 16 pixels can be spilt into 2 blocks of 16 x 8 or 8 x 16 pixels, or 4 blocks of 8 x 8 
pixels.
8 x 8  pixels 8 x 4  pixels 4 x 8  pixels 4 x 4  pixels
1
1
2
1 2
3 4
(b) 1 block of 8 x 8 pixels can be spilt into 2 blocks of 8 x 4 or 4 x 8 pixels, or 4 blocks of 4 x 4 pixels.
Figure 5-19: Block structure of H.264/AVC.
5 .6 .1 .2  V a ria b le  S ize B lo c k -M a tc h in g  B ased  o n  a  B in a ry  P a r t i t io n  T re e  
A lg o rith m
A binary partition tree (BPT) algorithm was introduced in [93]. Different from H.264/AVC, the 
block structure of size is not predefined but is fully adaptable to the designed rate-distortion. This 
can be achieved by the following two-step processes: growing the tree and pruning the tree. The
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tree growing process describes frame partitioning (top-down approach). The entire picture is 
repeatedly split up to a target number of blocks N  which is defined as:
a-No-Nr
* = + +  ( 5 1 ° )
where N R denotes the number of rows in a frame, and N c  denotes the numbers of columns in a 
frame, a is a constant value which varies according to a coding frame type, normally set to 2 for 
P-frames and to 1 for B-frames. N P is a constant value, normally set to 256.
To split the blocks, all blocks in the frame are considered. The block that provides largest 
minimum motion estimation error is split by a vertical or horizontal line at the position that 
minimises the block motion compensation error. The vertical line is used, if the block width is 
bigger than the block height, and the horizontal line is used, if the block height is bigger than the 
block width. These two split blocks are added to the tree as children nodes of the partitioned 
block. The example of tree growing algorithm is illustrated in Figure 5-20.
Tree-
growing
iterations
Original frame and its partitioning
BPT and the energy 
of motion 
compensated frame
0
j p p r
©
E = 53.39
1 0
' M r
©
1
E = 51.77
1
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2 © ( S  ©
E = 42.37
3
A *
E = 38.02
Figure 5-20: Growing the tree to generate 4 blocks at the 4th frame of the “Interview” test sequence.
According to Figure 5-20, at iteration 0, a whole frame is set as a motion block. The motion 
estimation is carried out to minimise the motion prediction error, which is indicated by the energy 
of motion compensated frame or mean square error (MSE). At iteration 1, a frame is split into two 
blocks at the position that minimise the total motion prediction error. Note that since the frame 
width is larger than the frame height, the frame is divided by a vertical line. At iteration 2, since 
the block no. 2 has higher minimum motion prediction error than the block no. 3, it is divided by 
the horizontal line into block no 4 and block no. 5. At iteration 4, the block no. 4, after performing 
motion estimation, has the largest minimum motion prediction error, and therefore it is divided by 
the horizontal line into block no. 6 and block no. 7. The same process is repeated until target 
number of blocks N  is obtained.
On the other hand, the tree pruning process is applied to find the optimal partitioning (bottom-up 
approach). At the bottom up process, a pair of child blocks, which provide the smallest gain in 
motion compensation, are re-merged. The process is repeated until the number of blocks n within 
the frame minimises a Lagrangian cost function defined as:
J ( n )  =  D ( n )  +  A - R ( n )  (5.11)
where D  denotes image distortion, which is the motion prediction error. R  denotes the number of 
bits used for coding the n  blocks. A  denotes the Lagrange multiplier.
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5.6.2 Experimental Results and Discussion
In this subsection, experiments are carried out to evaluate the performance of the VSBM on depth 
video coding. The experiments consist of three scenarios. For the first scenario, the FSBM is 
employed for motion estimation. The H.264/AVC-based VSBM is employed in the second 
scenario, and the BPT-based VSBM is employed in the last scenario. In the first scenario, the 
FSBM is performed at a block size of 16 x 16 pixels. For a fair comparison, all scenarios are 
coded by the same codec as shown in the Appendix A. The test sequences are “Orbi”, 
“Interview”, “Ballet”, “Breakdancing”, and “Room3D”. All sequences are represented in the CIF- 
format (352 x 288 pixels) with the frame-rate of 25 fps. The size of group of picture (GOP) is 25 
frames, consisting only I and P-frame types, with the structure of I P P ... I.
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F igu re 5-21: The 3rd fram e o f  the “ O rb i”  -  colour and depth images- segm ented by the B PT-based  
V S B M  and the H .264/AVC-based V S B M .
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The examples of colour and depth images of the Orbi (P-frame), which are divided into variable 
size blocks by the BPT-based VSBM and the H.264-based VSBM approaches, are presented in 
Figure 5-21. To obtain the same PSNR at about 36 dB for the colour image, the image is 
segmented into 479 blocks by the BPT-based VSBM and 1017 blocks by the H.264-based VSBM. 
For the depth image, it is segmented into 49 blocks by the BPT-based VSBM and 524 blocks by 
the H.264-based VSBM in order to obtain image quality of about 39 dB. Considered in terms of 
bit rate, the bit rate required by the BPT-based VSBM for coding the colour image is about 
7.02 % lower than the bit rate required by the H.264-based VSBM. For the depth image, the bit 
rate required by the BPT-based VSBM for coding the depth image is about 36.46 % lower than 
the bit rate required by the H.264-based VSBM. This is because a typical depth image is smooth 
and its background occupies large portion of frame. With flexible block structure of the BPT- 
based VSBM, assignment of very large blocks to background area reduces the amount of motion 
information, which consists of bits required for block structure and bits required for motion 
vectors. On the other hand, assignment of smaller blocks on object edges is needed to obtain 
accurate motion prediction for those areas that change faster. As a result, a smaller number of 
blocks can be used in the BPT-based VSBM to provide better rate-distortion optimisation.
Since a block size of the H.264-based VSBM is varied between 4x4 to 16x16 pixels, the biggest 
block is limited to 16x16 pixels, and therefore the H.264-based VSBM can not take advantage on 
such special characteristics of a depth video. This reflects to the overall bit rate, which is larger 
than that of the BPT-based VSBM. Most importantly, it can be seen that the performance gain 
achieved by the BPT-based VSBM application is higher at depth video coding than the gain 
achieved from colour video coding. To evaluate the performance of the BPT-based VSBM in a 
wide range of bit rates, compared to that of the FSBM and the H.264-based VSBM, the rate- 
distortion results are shown in Figure 5-22.
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Orbi
(a ) O ve ra ll p erform ance at the “ O rb i”
Interview
(b) Overall performance at the “Interview”
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Ballet
(c) Overall performance at the “Ballet”
Breakdancing
Bit Rate [kbps]
(d) Overall performance at the “Breakdancing”
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Room3D
(e ) O vera ll perform ance at the “ R oom 3D ”
F igu re 5-22: A ve ra ge  P S N R  versus bit rate perform ance results o f  the F S B M  (16 x 16 pixels), 
H .264/AVC-based V S B M , and B PT-based  V S B M .
The experimental results shown in Figure 5-22 suggest that the BPT-based VSBM provides better 
performance than both the H.264-based VSBM and the FSBM for all bit rate regions. The 
performance gain is high at low bit rate regions, where motion information becomes significant. 
By reducing the number of bits for motion information, more bits are available for residual 
coding.
5.6.3 Conclusions
In this subsection, the concept of the VSBM is applied to improve the performance of depth video 
coding. The experimental results suggest that a flexible block structure of the BPT-based VSBM 
can take advantage on special characteristics of depth video -  large smooth areas and sharp edges. 
Very large blocks are assigned to areas with simplicity such as background in order to reduce the 
amount of motion information whereas small blocks are assigned to areas with complexity such as 
object edges to gain accurate motion estimation. Significant performance gain, compared to that 
of the FSBM and the H.264-based VSBM, is found at low bit rate. Even though the application of 
both top-down (growing the tree) and bottom-up (pruning the tree) approaches can improve the 
rate-distortion performance, it adds some computational complexity to the system.
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5.7 Overall Conclusions
In this chapter, several motion estimation algorithms have been introduced in order to improve the 
coding efficiency in colour-plus-depth 3D video. The proposed techniques can achieve some 
improvements in terms of compression efficiency at the cost of increasingly computational 
complexity at the encoder. However, it should be noticed that there is no additional computational 
complexity is added at the decoder side. To reduce the computational complexity, fast search 
algorithms can be applied to find the best match instead of the exhaustive search. Moreover, the 
proposed motion estimation algorithms provide large performance gains only at particular 
conditions. For example, the 3D-BM and 2D-3D BM selection algorithms provide good results 
for video sequences that have high motion in the depth direction. The motion sharing algorithms 
provide good performance for video sequences that have high motion correlation between colour 
and depth videos. Therefore, the sharing motion algorithms are suitable for synthetic video 
sequences where the accuracy of depth information and the motion correlation between colour 
and depth videos are high. Finally, the flexible block structure is suitable for both natural and 
synthetic depth videos since it can well exploit special characteristics of depth video, which 
generally consists of large smooth area with sharp edges.
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Chapter 6
6  C o m p l e x i t y - B a s e d  R a t e  C o n t r o l  A l g o r i t h m  
f o r  C o l o u r - p l u s - D e p t h  T h r e e - D i m e n s i o n a l  
V i d e o
6.1 Introduction
Video coding is an important tool to reduce the amount of original video data. Without video 
compression algorithms, large bandwidth is required for transmitting raw video data. For 
example, a 4CIF YUV-4:2:0 video format has a spatial resolution of 704 x 576 pixels. If the 
frame rate is 30 frames/second and a single pixel is represented by 8 bits, bandwidth required by 
this video sequence equals to (704 x 576 x 8 x 30) + 2 x (352 x 288 x 8 x 30) = 145981440 
bits/second. For modern video coding standards such as H.264/A VC and MPEG-4, significant 
data compression gain is achieved by two main processes: redundancy reduction and quantisation. 
The redundancy reduction can perform in both spatial and temporal dimensions as mentioned in 
the previous chapter. The quantisation is employed to regulate how much detail of encoding video 
is saved. In H.264, for example, the quantization parameter (QP) is used for adjusting the quality 
of coding video. More details are saved, if small QP is selected and fewer details are saved if 
higher QP is selected.
For a rate controlling purpose, a quality of compressed video can be kept near constant by using 
the same QP for a whole video sequence. However, as a complexity of video is not constant, fixed 
QP can lead to increase in bit rate significantly if video moves from simple frames to complex 
frames. On the other hand, a significant decline in bit rate is a result if video moves from complex 
frames to simple frames. Therefore, fixed QP is impractical for systems that have constant 
bandwidth. To compress video under bit rate constraint, QP has to be changed according to frame 
complexity. Conceptually, high QP is assigned to frames with high complexity and low QP is 
assigned to frames with low complexity.
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As mentioned above, video compression schemes can be roughly classified into two main types: 
constant bit rate (CBR) [94], [95] and variable bit rate (VBR) [96]-[99] compression, which is 
considered based on whether the output bit rate is variable or fixed. The advantage of video 
coding based on the VBR concept is that it can achieve near-constant video quality; however this 
can cause bit-rate fluctuation along video sequences. This type of video coding technique is 
normally suitable for the VBR communication channel. However, in most practical 
communication channel, the CBR communication channels are preferable to the VBR channel due 
to its simplicity to implement. At the network, it is convenient to multiplex several CBR channels 
into a common physical link.
To achieve constant bit rate of output, several rate control algorithms have been introduced. The 
main concept of rate control algorithm is that coding parameters are varied so that video quality is 
maximised subject to a given bit rate. For example, K source samples are represented as S = (S0, 
..., SK.]). Each source sample SK can be coded by a set of N  coding parameters represented as CK = 
0CK0, CK(N-i))‘ Let IK E CK, be the selected coding parameter to code SK. Therefore a set of
coding parameter for all samples in S is represented as /  = (I0, j). An optimisation algorithm
of an employed rate control scheme selects a set of coding parameter so that the distortion is 
minimised subject to a given bit rate constraint. This can be formulated as in Eq. (6.1).
min D (S ,I )  subject to R ( S ,I )  <  Rs (6.1)
where D(S,I) and R(S,I) are the total distortion and bit rate when the source samples S are coded 
by a set of coding parameter I. Rs is a given bit rate constraint.
Rate control algorithms can operate in different levels depending on designing purposes such as 
scene [100], [101], group of picture (GOP) [102], [103], frame [104], [105], slice [106], and 
macroblock (MB) level [107]. In general, rate control algorithms consist of two main processes. 
At the first step, target bit rate is assigned for a coding unit (e.g., frame, MB). In the second step, 
coding parameter is determined so that the Eq. (6.1) is satisfied.
To determine the target bit rate for each coding unit, most rate control algorithms employ either 
buffer status or content complexity. The examples of rate control algorithms that determine the 
target bit rate based on the buffer status are TMN8 [108], MPEG-4 Q2[109], [110], and the rate 
control algorithm for the Joint Video Team (JVT) [111]. The framework of this type of rate 
control algorithms is illustrated in Figure 6-1.
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F igu re  6-1: B lock  d iagram  o f  the rate con tro l a lgorithm  using the bu ffer  status to determ ine the 
ta rget b it rate fo r  a cod ing unit.
According to Figure 6-1, the rate controller receives feedback information from the buffer to 
evaluate the buffer status. This feedback information indicates the buffer occupancy. In general, 
the buffer occupancy is restrained to be within 20% to 80% of the buffer fullness. It is called 
buffer underflow, if the buffer occupancy is lower than 20% of the buffer fullness, and therefore
the coding parameter is adjusted to increase output bit rate. Coding parameters can refer to picture
size, picture type (I-frame, P-frame or B-frame), frame rate, and quantisation step-size. However, 
quantisation step-size is commonly considered as the main controlling parameter. Therefore, in 
the case of buffer underflow, the quantisation step-size is reduced so that more spatial detail of an 
encoding frame is saved. On the other hand, if the buffer occupancy is higher than 80% of the 
buffer fullness, this indicates buffer overflow, and therefore the quantisation step-size is increased 
to reduce the output bit rate. If the coding unit is a frame, the buffer occupancy for each frame 
index i can be calculated as follow:
m = l  b° ( . n  f o r i = 0  (6.2)
[  b 0 - 1 )  +  /} - r b for i >  0
where b0 represents the initial buffer occupancy. b(i) is the buffer occupancy after the /'-th frame is 
encoded. rh rb represent actual bits used for coding the z-th frame and channel rate in bit per 
frame, which can be calculated as:
where R is channel rate in bits/second and F is frame rate in frames/second.
In most natural video sequences, complexity of each frame within a same sequence is variable. 
Therefore, using buffer status to allocate the number of bits for each frame can cause significant
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quality variation among frames in coding sequences, which have high frame-complexity variation. 
To achieve smooth quality of output videos, another rate control algorithm operates based on 
complexity of video content. Conceptually, more bits are allocated to high complexity parts and 
fewer bits are allocated to low complexity parts.
Even though several rate control algorithms have been introduced for 2D video, only few has 
been dedicated for 3D video coding. For the colour-plus-depth 3D video, colour and depth 
components are employed to reproduce the real-world scene; however, information size of both 
components should not be equal in order to maximise the quality of 3D reproduction. As shown in 
chapter 4, the quality of the 3D reproduction is dominated by the quality of colour component and 
depth component can be compressed much more efficiently than colour component. Therefore, to 
achieve maximised perceptual quality, in general, more bits are allocated to colour component 
than to depth component. However, the problem of finding the optimal bit rate allocation between 
colour and depth components remains open.
In this chapter, a novel and adaptive rate control technique for 3D video is introduced. The 
number of bits allocated to each component is determined with respect to the complexity ratio 
between their luminance components (Y- component in YUV data format). A structure of the 
proposed rate control scheme consists of two main operational levels: a group of picture level 
(GOP-level) and a frame-level.
The rest of the chapter is organised as follows. In section 6.2, the related works in the research 
area are summarised. In section 6.3, details of the proposed rate control algorithm are given. The 
experiments have been carried out to evaluate the performance of the proposed rate control 
algorithm in section 6.4. The chapter conclusions are given in section 6.5.
6.2 Related Work
A rate control is considered as an important tool in video coding to regulate output bit rate to meet 
a given bit rate. Rate control algorithms can roughly be classified into two categories: the rate 
control algorithms based on buffer status and those based on scene-content complexity. As 
mentioned in the previous section, using buffer status to regulate output bit rate can cause 
significant variation in video quality. This is because the complexity of video changes along the 
sequence. In Figure 6-2 , the relationship between quantisation step-size and bit rate is illustrated.
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Quantisation step  size
(a) (b)
F igu re 6-2: Relationship betw een bit rate and quantisation step-size (a ) bit rate decreases as 
quantisation step-size increases (reducing qu a lity ) (b ) W ith  the same quantisation step-size, bit rate 
increases as fram e com plex ity  increases.
According to Figure 6-2, by using a fixed quantisation step-size output bit rate increases as video 
complexity increases. Therefore, to achieve constant bit rate for all frames in a video sequence, 
the quantisation step-size have to be varied according to the frame complexity. As a result the 
output quality is low at high complexity frames and high at low complexity frames. To deal with 
such a problem, another type of the rate control algorithm takes into account the video-content 
complexity. Conceptually, more bits are allocated to high complexity frames and fewer bits are 
allocated to low complexity frames.
In this chapter, a novel rate control algorithm is introduced for 3D video coding. This rate control 
algorithm calculates target bit rate for a coding unit based on relative complexity compared to 
neighbouring coding units. For better understanding about the proposed rate control algorithm, 
some related work to this research is summarised as follows. In [112], a frame-level rate control 
algorithm was introduced. The target bit rate for each frame is estimated based on prediction error 
of previously coded frames. High prediction error refers to high complexity, and therefore the 
target bit rate is high. This rate control algorithm is suitable for real-time application such as video 
conferencing since the target bit rate is estimated by using formulas that take into account the 
inter-frame dependencies. Therefore, the computational complexity is low. In [113], the 
complexity of video frame is an estimate of the encoding bit count of an entropy coding. High 
complexity frames contain large amount of information, whereas low complexity frames contain 
small amount of information. After obtaining frame complexity, the target bit rate of each frame is 
estimated. Finally, coding parameters are determined according to the obtained target bit rate.
In most video coding standards such as MPEG-2, H.263, MPEG-4, and H.264/AVC, the provided 
specifications are only about the bit-stream syntax and decoding process to enable
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interoperability. The encoding process including rate control algorithm are left open to allow 
flexible implementations. In [114], the Lagrangian optimisation technique is employed to select 
the coding mode in H.264/AVC. The optimisation is considered based on a rate-distortion 
function. The coding mode that provides smallest cost function is selected. A Lagrangian cost 
function (/) can be computed as:
J(I) = D(I)+A>R(I) (6.4)
where D(I), R(I) denoted the output distortion and bit rate when the coding parameter I is 
employed. X is the Lagrange multiplier.
For H.264/AVC, coding parameters of each macroblock (MB), can refer to coding modes (intra, 
inter or skip coding mode). For the intra coding mode, there are two classes of the intra coding 
modes, which are denoted as intra- 1 6 x 1 6  and intra- 4 x 4 .  For the inter coding mode, a MB can 
be partitioned into blocks with sizes of 16 x 16, 16 x 8, 8 x 16, and 8 x 8. If a block of 8 x 8 is 
selected, each 8 x 8  submacroblock can be further partitioned into blocks of 8 x 8, 8 x 4, 4 x 8, or 
4 x 4 .  The motion search can be switched among pixel, half-pixel and quarter-pixel precision.
In general, a simple but effective criterion to evaluate frame complexity in H.264 is mean absolute 
difference (MAD). This can be achieved after performing motion compensation. Large motion 
compensation error indicates a high complexity frame and low motion compensation error 
indicates a low complexity frame. In [115], the complexity estimation in H.264/AVC is improved 
by combining the PSNR-based complexity estimation to the existing MAD. With more accurate 
complexity estimation, the target bit rate is closed to the actual bit rate used by the encoder to 
code the input frames. As a result, the performance of the rate control algorithm is improved. In 
[116] and [117], the concepts of both buffer status and frame complexity-based schemes are used 
to improve the performance of the rate control algorithms in H.264/AVC.
Although many efficient rate control schemes have been proposed for 2D video, only few have 
been introduced for 3D video. In [118], the authors introduced a rate control technique to achieve 
near-constant qualities of 3D reproduction. The optimal PSNR of colour and depth components 
are searched at the beginning of each GOP. Subsequently, the X is used for maintaining the quality 
of both video sequences for the entire GOP. To maximise the quality of 3D video, it is important 
to study the influence of both colour and depth components upon the 3D reproduction. According 
to the results shown in chapter 4, for fixed bandwidth channels the best 3D video quality for an 
average 3D video sequence can be obtained, if 80 % of the available bandwidth is allocated to 
colour component and the rest (20 %) to depth component. This conclusion can be explained by
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two reasons. Firstly, depth component can be coded more efficiently than colour component. 
Secondly, the quality of final 3D video is dominated by the quality of colour component.
hi this chapter, a novel rate control scheme for 3D video is introduced. Instead of fixing the 
proportion of bit rate between colour and depth components, the bit rate allocated to each 
component are varied depending on the relative complexity between the two data components.
6.3 Adaptive Bits Allocation for Colour and Depth Components
Using buffer status to estimate target bit rate for the current frame can cause quality fluctuation in 
video. To solve such problems, the proposed rate control scheme allocates bits for a current 
frame, according to relative complexity compared to its neighbouring frames. The frame- 
complexity can be categorised into two types: inter-frame complexity and intra-frame complexity. 
The inter-frame complexity indicates a degree of difference among consecutive frames. For high 
inter-frame complexity, this can be interpreted that there are either high motion activities or 
objects move with high speed. The intra-frame complexity indicates the complexity of a video 
frame itself. Frames with high intra-frame complexity refer to the frames that contain high details 
or information.
The proposed rate control can be separated into two main levels according to their operational 
purposes: a GOP-level and a frame-level. At the GOP-level, the number of bits allocated to each 
frame is determined by referring to the relative complexity of frames within the same GOP. At the 
frame level, the number of bits allocated to colour and depth components are calculated by 
considering the relative intra-frame complexity between colour and depth images of the same 
frame index. The details of the proposed rate control are further given in the following sub­
sections.
6.3.1 Proposed Rate Control Algorithm at a GOP-Level
The rate control algorithm in this level is to ensure that nearly constant quality is achieved for a 
whole sequence. A complexity-based bit-allocation technique is applied to assign bits for each 
frame in the GOP. Conceptually, more bits are allocated to frames of higher complexity and fewer 
bits are allocated to frames of lower complexity. As the quality of 3D video is dominated by the 
quality of colour component, at this level the frame-bit allocation is calculated by taking into 
account only on the inter-frame complexity of colour component.
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A simple but effective method to evaluate frame complexity is MAD. If a frame is divided into B 
blocks of (M x N )  pixels, a sum of MAD of all blocks (SMAD) in a current frame is used for 
indicating a degree of difference between the current frame and the reference frame. The SMAD 
is obtained as:
B-l
S M A D  = J ]  m in
b = 0
1 M  -1  N
M x N
l j  H  f  IO n , n ) ~  g (m  + i , n  +  ; ) |
,„=o «=o
(6.5)
where j{m , n) represents the current block of (M x N )  pixels at coordinates (in, n) and 
g(m + i, n + j )  represents the coiTesponding block in the reference frame at new coordinates. 
Within the search area, all possible displacements (/, j )  are determined to find the smallest MAD.
If GOP consists of N  frames and i denotes the i-th frame in the GOP, the inter-frame complexity 
of the i-th frame is evaluated by the SMAD using a previous frame ((i-l)-th frame) as a reference 
frame, where 1 < / < A -l. For i = 0, it is the intra-coding frame (I-frame) of each GOP; therefore 
the inter-complexity cannot be calculated. After obtaining the inter-frame complexity (SMAD) of 
all inter-coding frames, the relative inter-frame complexity (SMADR) is then calculated to verify 
the relative inter-complexity among frames in the same GOP.
c TGtA rv SM AD1SMAD' =  —   (6.6)
where SMAD‘r denotes the relative inter-frame complexity of the i-th frame. SMAD refers to the
average SMAD of all inter-coding frames within the same GOP. After getting the SMADR, initial 
bit allocation for each frame is modified. The initial frame-bit allocation can be expressed as:
it i Pleft
in =  "7 (6.7)
left
where Ff denotes the initial frame-bit allocation of the /-th frame. Rieft is the bits left for encoding 
the remaining frames of the GOP and Fieft is the number of the remaining frames to be encoded at 
the GOP. The modified frame-bit allocation (Fmo) is then calculated as:
^L=f;,',x[(SM 4D<0.5)+0.5] (6.8)
According to Eq. (6.8), the modified frame-bit allocation F^0 is limited to ±50% of F[n to prevent 
severe change in the output quality.
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6.3.2 Proposed Rate Control Algorithm at a Frame-Level
All processes performing at the GOP-level are to ensure that smooth output video is achieved. 
Hence, consideration of the number of bit allocated to each frame is based on the relative 
complexity among frames within the GOP. The concept of complexity-based bit-allocation is also 
applied at the frame-level, but the bit allocation is considered according to the relative complexity 
between colour and depth components.
Since there is the motion correlation between colour and depth components, the number of bit 
used for coding MVs of each component is also correlated as explained in chapter 5. Only the 
factor that shows significant difference in bit rate used between these two components is the intra­
frame complexity. Therefore, the proposed rate control algorithm calculates the number of bit 
allocation to both components by taking only the relative intra-frame complexity into account.
The intra-frame complexity here is indicated by a sum of squared deviation (SSD); where squared 
deviation (SD) is the squared difference between a pixel value and the mean pixel value. This can 
be achieved by first subdividing an image into blocks of (MxN)  pixels and then calculating the 
SSD of each block. If an image is subdivided into B blocks, this can be written as:
SSD “ =  £  £ ( b \ M ) - / / ) (6. 9)
7=0 k=0
where SSDb is a sum of squared deviation o f the b-th block. Bb(j, k) and p b represent the b-th
block at coordinates (/', k) and the mean pixel value of the b-th block, respectively. The total SSD
of all blocks within the frame indicates the intra-complexity of each component. The relative 
intra-complexity between colour and depth components can be expressed as:
SSD i „
SSD'r = -------^  (6.10)onry V J
colour
where SSD'dcpth and SSD‘colour denote the total SSD of colour and depth images of the /-th frame, 
respectively. SSDR is the relative SSD between depth and colour components.
After obtaining the SSDR of each frame, bit allocation between colour and depth components is 
determined. The bit allocation to depth component can be calculated as:
b K v ,i, = fL x-SSD,r (6.11)
and the bit allocation to the colour component can be calculated as:
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B iL „ ,r = F Y [ \ - S S D ‘R](6.12)
It can be said that the number of bits allocated to each component is based on the contained 
information, where colour component in most cases contains more information than depth 
component.
6.4 Experimental Results and Discussion
This section is divided into two subsections. The first subsection is about details of the proposed 
3D video coding architecture. The second subsection is about performance results of the proposed 
rate control algorithm and discussion.
6.4.1 3D Video Coding Architecture
The proposed 3D video coding consists of two main components: intra-frame coding (I-frame) 
and inter-frame coding (P-frame). For the I-frame, any intra-coding technique can be used. In our 
experiment, H.264/AVC is applied because of its popularity and coding efficiency. The quality of 
such a video coding frame is controlled by the QP. The block-based motion compensation is 
applied to exploit temporal redundancy between consecutive frames. The motion vectors are 
encoded in a predictive way and the prediction error is encoded by an arithmetic entropy coding. 
Finally, the residual after motion compensation is encoded based on the Matching Pursuit 
algorithm [120]. Details of the codec are provided in Appendix A.
Bit rate and quality of the codec are regulated by using the Lagrangian optimization. The X is 
applied to ensure that all parts of the system operated at the same trade-off gradient between rate 
and distortion. Therefore, the bit rate and quality can be simply adjusted by varying the X, where 
low value of the X results in low distortion (good quality) and high bit rate. On the other hand, 
high value of the X results in high distortion (poor quality) and low bit rate. In order to reduce 
computational complexity instead of varying the X until target bits are met, the X of the current 
frame is estimated by referring to the target bits and actual bits used at a previous encoded frame. 
If the GOP consists of N frames and i denotes the i-th frame in the GOP, the X of the frame index i 
= 2, 3, ..., N - 1 can be calculated as:
A ' = A  (6-13)
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where Br and B, represent actual bits and the target bits, respectively, a is a constant used for 
adjusting a step-size of the adaptive X. In the simulation, a is default set to 2 because this value 
provides good trade-off between speed of bit rate adaptation and output quality fluctuation.
Since i = 0 is the I-frame of each GOP, the X cannot be calculated. The X is given for the first inter 
coding frame (i -  1 of the first GOP). For i = 1 of the following GOP, X of the last frame in the 
previous GOP is reused. To prevent significant bit rate and quality fluctuation, following 
algorithms have been added to the proposed rate control algorithm. X of the current frame is 
limited to ±35 % of X of the previous encoded frame. Moreover, if the available bit rate is too low, 
it is possible that the target bit rate B, can become negative. In this situation, X of the current frame 
has to be increased faster than normal by 50% of X of the previous encoded frame to reduce the 
number of bits allocated for the current frame. These additional algorithms can be expressed as in 
Eq. (6.14).
A1 =
(  1.50 • f i~ x i f  Bl <  0
0.65 • f i - 1 i f  a O ^ /S f ) -1 <  0.65 and B \>  0 (6.14)
1.35 • f i - 1 i f  c c ^ r i ) - 1 >  1.35 and Blt >  0
6.4.2 Performance Evaluation of the Proposed Complexity-Based Rate 
Control Algorithm
hi this sub-section, the performance of the proposed rate control algorithm is evaluated. The 
details of the experiment set-up are as follows. The resolution of the test sequences is CIF, 352 x 
288 pixels. A frame rate is 25 fps. GOP is set to 25 frames with structure of IPP...L The motion 
estimation performs at the single block size of 16 x 16 pixels. Test video sequences are the 
“Orbi”, “Interview”, “Ballet”, “Breakdancing”, and “Room3D”. The performance results of the 
proposed rate control are compared to those of the same codec with varying bit rate between the 
colour and depth components. With the same codec, the bit proportion of the depth to colour 
component has been varied from 10-90 % in steps of 10 %. Hence, there are 10 cases of bit 
allocation including the results for the proposed adaptive technique. Moreover, to compare the 
performance of the proposed rate control algorithm to H.264/AVC [77], two more scenarios are 
added. The first scenario from H.264/AVC is that half of available bits are allocated to colour 
component and the other half to depth component. The second scenario is that 80 % of the 
available bits are allocated to colour component and the rest to depth component. The test 
sequences are in all scenarios encoded with the same bit rate at 600 kbps.
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Figure 6-3 - Figure 6-7 present the quality o f colour and depth components for each frame in 
terms o f PSNR. “ 10-90” refers to the scenario that 10 % o f the available bits are allocated to 
colour component and the rest (90 %) to depth component. The performances o f the proposed rate 
control are indicated by ‘Adaptive’. Finally, the performances o f H.264/AVC are indicated as 
“A50-50” and “A80-20” for the first and second scenario, respectively.
Ballet colour
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F igu re 6-3: P S N R  versus fram e index perform ance fo r  the “ B a llet”  sequence.
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Breakdancing colour
30 35
Frame No.
(a) Colour component
Breakdancing depth
30 35
Frame No.
(b) Depth component
Figure 6-4: PSNR versus frame index performance for the “Breakdancing” sequence.
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Interview colour
15 20 25 30 35 40 45  50 55 60
Frame No.
(a) Colour component
Interview depth
30 35
Frame No.
(b) Depth component
Figure 6-5: PSNR versus frame index performance for the “Interview” sequence.
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Orbi colour
30 35
Frame No.
(a) Colour component
Orbi depth
30 35
Frame No.
(b) Depth component
Figure 6-6: PSNR versus frame index performance for the “Orbi” sequence.
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Room3D colour
30 35
Frame No.
(a) Colour component
Room3D depth
30 35
Frame No.
(b) Depth component
Figure 6-7: PSNR versus frame index performance for the “Room3D” sequence.
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Average PSNR of all frames of the colour and depth component is summarised in Table 6.1. One
of the main goals of the proposed rate control algorithm is to achieve smooth output quality. In 
this experiment, an average quality deviation is calculated to measure the smoothness of video 
output. The average video quality deviation V can be calculated as:
where PSNRj denotes PSNR of the i-th frame and p  denotes the mean PSNR. N denotes the 
number of all coded frames. The average quality deviation is the average of sum of absolute 
difference between the frame PSNR and the mean PSNR, p. The quality deviation of colour and 
depth components is summarised in Table 6.2. To evaluate the performance o f the proposed rate 
control algorithm, the actual bit rate and target bit rate for each frame of colour and depth 
components are shown in Figure 6-8.
According to Figure 6-8, in all test sequences except the “Ballet”, the proposed rate control 
allocates more bits to the colour component than to the depth component. As described in chapter 
5, the “Ballet” sequence has significant fluctuation in the depth values (depth errors). Therefore, 
when measuring the intra-complexity, the depth component has higher complexity compared to 
the colour component. As a result more bits are allocated to the depth component than to the 
colour component. According to quality deviation shown in Table 6.2, compared to H.264/AVC 
in both scenarios, the proposed rate control manages to keep the picture quality with smaller 
deviation.
2 N - 1
(6.15)
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Table 6.1: Average PSNR of colour and depth components.
Scenario
“Ballet” “Breakdancing” “Interview” “Orbi” “Room3D”
Colour
[dB]
Depth
[dB]
Colour
[dB]
Depth
[dB]
Colour
[dB]
Depth
[dB]
Colour
[dB]
Depth
[dB]
Colour
[dB]
Depth
[dB]
10-90 34.17 42.90 28.74 42.35 32.54 44.70 32.95 44.66 25.11 52.20
20-80 37.81 42.38 31.60 42.01 33.84 44.25 34.80 44.42 26.09 52.10
30-70 39.14 41.77 33.52 41.42 34.68 43.75 36.01 44.09 27.06 51.97
40-60 40.06 41.11 34.69 40.70 35.36 43.15 36.86 43.72 27.83 51.72
50-50 40.94 40.27 35.63 39.84 35.92 42.51 37.57 43.33 28.43 51.44
60-40 41.63 39.26 36.38 38.83 36.34 41.73 38.18 42.80 28.99 50.91
70-30 42.27 37.93 37.05 37.44 36.74 40.77 38.73 41.97 29.50 49.63
80-20 42.82 35.53 37.56 34.99 37.12 39.48 39.19 40.49 29.90 44.79
90-10 43.03 33.52 37.72 32.66 37.44 36.64 39.50 37.30 29.98 43.70
Adaptive 40.21 40.82 37.27 36.59 36.58 41.11 38.46 42.49 30.08 43.70
A50-50 41.20 42.61 36.71 42.53 35.16 43.83 37.63 43.61 28.35 51.02
A80-20 43.59 38.37 38.83 37.59 37.20 39.85 39.82 41.17 30.55 49.22
Table 6.2: Quality deviation at colour and depth components.
Scenario
“Ballet” “Breakdancing” “Interview” “Orbi” “Room3D”
Colour
[dB]
Depth
[dB]
Colour
[dB]
Depth
[dB]
Colour
[dB]
Depth
[dB]
Colour
[dB]
Depth
[dB]
Colour
[dB]
Depth
[dB]
10-90 0.81 0.70 1.27 0.94 1.66 1.04 1.04 0.45 2.59 0.62
20-80 0.60 0.69 0.98 0.92 1.27 1.02 0.74 0.40 2.49 0.62
30-70 0.54 0.69 0.79 0.89 1.00 1.08 0.66 0.37 2.13 0.62
40-60 0.63 0.66 0.66 0.86 0.89 1.04 0.58 0.35 1.85 0.63
50-50 0.74 0.66 0.59 0.86 0.82 1.03 0.56 0.32 1.65 0.64
60-40 0.81 0.65 0.48 0.90 0.71 0.96 0.57 0.28 1.46 0.60
70-30 0.88 0.63 0.42 0.99 0.72 1.06 0.57 0.17 1.33 0.52
80-20 0.92 0.70 0.38 1.46 0.68 1.14 0.64 0.15 1.23 1.14
90-10 0.93 1.50 0.41 5.04 0.67 0.97 0.66 2.19 1.29 13.72
Adaptive 0.54 0.54 0.30 0.56 0.64 0.80 0.56 0.32 1.13 1.44
A50-50 1.16 0.72 0.47 1.07 0.58 1.35 0.75 0.94 1.60 1.92
A80-20 1.34 0.58 0.41 1.02 0.59 0.95 0.80 0.66 1.43 2.04
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Ballet colour Ballet depth
(a ) “ B allet” : co lour and depth
Breakdancing colour Breakdancing depth
(b ) “ B reakdancing” : colour and depth
(c ) “ In te rv iew ” : co lour and depth
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Orbi colour Orbi depth
(d ) “ O rb i” : colour and depth
Room3D colour Room3D depth
(e ) “ R oom 3D ” : colour and depth 
F igu re 6-8: A ctua l bits and target bits fo r  each fram e index.
To evaluate the quality of 3D reproduction, average PSNRs of the reconstructed left and right 
views are provided in Table 6.3. The results suggest that high 3D video quality can be obtained by 
the proposed rate control scheme. Compared to H.264/AVC, the proposed rate control scheme can 
provide better 3D quality than the “A50-50”, but slightly lower than the “A80-20” in the 
“Breakdancing”, “Interview”, “Orbi”, and “Room3D” sequences. For the “Ballet” sequence, 
which presents a number of inaccurate depth information (depth errors), the 3D quality obtained 
from the proposed technique is lower than both “A50-50” and “A80-20”. This is because the 
proposed technique allocates bits to each component based on the relative intra-frame complexity. 
With the presentation of the depth errors, the sum of SSD of the depth image exceeds that of the 
colour image due to the high fluctuation among the depth values. As a result, more bits are 
assigned to the depth component than to the colour component. As revealed in chapter 4, the 
quality of final 3D effect is dominated by the quality of colour component, and therefore the
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average PSNR obtained from the proposed technique is even lower than the “A50-50” for the 
“Ballet” sequence.
T ab le  6.3: A v e ra g e  P S N R  o f  reconstructed virtua l le ft and righ t views.
Scenario
A ve ra g e  P S N R  [d B ]
B allet B reak . In ter. O rb i R oo m  3D
10-90 33.73 28.65 32.39 32.97 25.18
20-80 36.80 31.37 33.62 34.68 26.13
30-70 37.68 33.20 34.36 35.76 27.08
40-60 38.27 34.11 34.93 36.52 27.81
50-50 38.71 34.94 35.40 37.13 28.37
60-40 39.02 35.46 35.74 37.60 28.89
70-30 39.21 35.91 36.02 37.89 29.36
80-20 39.07 36.16 36.25 38.17 29.67
90-10 39.25 35.87 36.20 36.93 29.75
A d ap tive 38.34 36.31 35.92 37.82 29.80
A50-50 39.19 35.87 34.79 37.21 28.41
A80-20 40.15 37.36 36.33 38.86 30.28
T ab le  6.4: A v e ra g e  qua lity  devia tion  o f  reconstructed le ft and r igh t views.
Sequence
A d ap tive
[dB]
A50-50
[dB]
A80-20
[dB]
Ballet 0.43 0.85 1.0
B reakdancing 0.82 0.88 1.02
In te rv iew 0.41 0.55 0.55
O rb i 0.46 0.72 0.80
Room 3D 0.93 1.47 1.25
In Table 6.4, the 3D quality deviations obtained from the proposed rate control are compared with 
those obtained from the H.264/AVC in both scenarios. The experimental results show that the 
proposed rate control provides the smallest average quality deviation of all test sequences 
considered.
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6.4.3 Performance Evaluation of the Proposed Complexity-Based Rate 
Control Algorithm at GOP Sizes of 6,12, and 18 Frames
In this part, the performance of the proposed rate control algorithm at GOP sizes of 6, 12, and 18 
frames are considered. The quality of colour and depth components for each frame in terms of 
PSNR is presented in Appendix E (Figure E -l -  Figure E-5). The average PSNR of all frame of 
the colour and depth component is summarised in Table 6.5. The quality deviation of colour and 
depth components is provided in Table 6.6. To evaluate the performance of the proposed rate 
control algorithm, the actual bit rate and the target bit rate for each frame of colour and depth 
components are shown in Appendix E (Figure E-6 -  Figure E-10).
According to Table 6.5, the performance of all techniques improves when the GOP size is 
increased. This is because I frames are coded without using reference frames, and therefore the 
number of bits required for I frames is much higher than those required for P frames. By 
decreasing the number of I frames, a video sequence can be coded more efficiently. As shown in 
Table 6.6, the quality deviation of the proposed rate control is low for all sequences, compared to 
those of the H.264/AVC. However, in some occasions such as depth component of the 
“Breakdancing” at GOP size of 6 frames, the propose rate control provides larger quality 
deviation. At this coding condition, only small bit rate is allocated to the depth component. Since 
the QP value is fixed for all I frames, there is a large difference between PSNR of I frames and P 
frames. As a result, the quality deviation of the proposed rate control is high at this coding 
condition.
In Table 6.7, the average PSNR of the reconstructed left and right views for different GOP sizes 
are presented. The experimental results suggest that, compared to the H.264/AVC, the proposed 
rate control algorithm provides good 3D quality with small quality deviation.
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T ab le  6.5: A v e ra g e  P S N R  o f  co lour and depth com ponents at G O P  size o f  6 ,12 , and 18 fram es.
Sequence Scenario
GOP 6 GOP 12 GOP 18
C olou r
[dB]
D epth
[dB]
C olou r
[dB]
Depth
[dB]
C olou r
[dB]
D epth
[dB]
B allet
A d ap tive 39.76 40.42 40.07 40.72 40.41 40.72
A50-50 40.60 42.35 41.39 42.60 41.40 42.47
A80-20 42.68 37.76 42.97 38.31 43.23 42.47
Break.
A d ap tive 37.17 36.49 37.33 36.78 37.43 36.78
A50-50 36.25 42.32 36.60 42.40 36.73 42.53
A80-20 38.54 37.26 38.82 37.43 38.91 37.59
In te rv iew
A d ap tive 35.41 39.07 36.10 40.40 36.35 40.94
A50-50 32.56 42.69 34.36 43.11 35.63 43.49
A80-20 35.16 38.51 36.77 39.90 37.48 40.23
O rb i
A d ap tive 38.04 41.64 38.34 42.21 38.37 42.38
A50-50 36.94 43.38 37.86 43.49 38.08 43.53
A80-20 39.15 41.13 39.66 41.39 39.83 41.40
R oom 3D
A d ap tive 29.86 44.33 30.44 44.54 30.78 44.76
A50-50 27.87 49.83 28.30 50.13 28.83 50.71
A80-20 29.29 49.59 30.41 49.57 30.96 49.69
T ab le  6.6: Q uality  devia tion  o f  co lou r and depth com ponents a t G O P  size o f  6 ,12 , and 18 fram es.
Sequence Scenario
GOP 6 GOP 12 GOP 18
C olou r
[dB]
D epth
[dB]
C olou r
[dB]
Depth
[dB]
C o lou r
[dB]
Depth
[dB]
B a llet
A d ap tive 0.41 0.57 0.46 0.45 0.42 0.46
A50-50 0.62 0.87 0.70 0.68 0.69 0.71
A80-20 1.01 0.89 1.15 0.85 1.35 0.71
Break.
A d a p tive 0.70 1.89 0.65 1.22 0.47 0.90
A50-50 0.75 1.09 0.75 1.19 0.75 1.19
A80-20 0.67 1.13 0.57 1.25 0.53 1.29
In te rv iew
A d ap tive 0.68 0.88 0.74 0.88 0.76 0.86
A50-50 1.54 1.00 1.41 1.31 0.85 1.41
A80-20 1.16 1.48 0.83 1.04 0.81 0.95
O rb i
A d ap tive 0.50 0.27 0.46 0.32 0.58 0.28
A50-50 0.86 1.04 0.91 1.03 0.78 0.99
A80-20 0.90 0.53 0.83 0.51 0.82 0.35
R oom 3D
A d a p tive 2.72 0.65 1.93 0.99 1.57 1.16
A50-50 2.70 1.53 2.73 1.81 2.37 2.17
A80-20 2.48 1.30 1.44 1.28 1.40 1.31
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T ab le  6.7: A v e ra g e  P S N R  o f  reconstructed le ft and r igh t views at G O P  size o f  6 ,12 , and 18 fram es.
Sequence Scenario
G O P  6 
[dB]
G O P  12 
[dB]
G O P  18 
[dBJ
B allet
A d a p tive 38.00 38.27 38.29
A50-50 38.88 39.50 39.35
A80-20 39.48 39.82 40.54
Break.
A d a p tive 35.12 35.23 35.49
A50-50 35.50 35.90 35.96
A80-20 35.62 36.07 35.68
In terv iew
A d a p tive 34.76 35.43 35.68
A50-50 32.25 33.95 35.13
A80-20 34.47 35.89 36.48
O rb i
A d a p tive 37.38 37.60 37.72
A50-50 36.53 37.36 37.58
A80-20 38.32 38.77 38.90
R ooin3D
A d a p tive 29.01 29.81 29.98
A50-50 27.65 28.08 28.61
A80-20 29.01 30.12 30.65
T a b le  6.8: Q uality  devia tion  o f  average  reconstructed le ft and righ t views at G O P  size o f  6 ,12 , and 18 
fram es.
Sequence Scenario
G O P  6 
[dB]
G O P  12 
[dB]
G O P  18 
[dB]
B a llet
A d ap tive 0.36 0.41 0.31
A50-50 0.54 0.59 0.55
A80-20 0.62 0.68 0.90
Break.
A d ap tive 1.18 1.43 1.38
A50-50 0.97 0.91 0.94
A80-20 1.97 2.01 2.11
In te rv iew
A d ap tive 0.60 0.65 0.66
A50-50 1.39 1.26 0.71
A80-20 1.02 0.73 0.69
O rb i
A d ap tive 0.51 0.54 0.61
A50-50 0.78 0.81 0.73
A80-20 0.79 0.75 0.69
Rooin3D
A d ap tive 2.51 1.72 1.42
A50-50 2.44 2.53 2.12
A80-20 2.25 1.27 1.22
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6.5 Conclusions
In this chapter, a complexity-based rate control algorithm for the colour-plus-depth 3D video is 
introduced. Bit allocation between colour and depth components is determined according to their 
relative complexity. More bits are allocated to components with high complexity and fewer bits 
are allocated to components with low complexity, hi general, more bits are allocated to colour 
component than to depth component since the colour content has higher complexity (more 
information). However, with a presence of depth-errors during depth-capturing process, depth 
component might have higher complexity than colour component. As a result, more bits are 
assigned to depth component, and therefore fewer bits are left for colour component. Since the 3D 
quality is dominated by the quality of colour component, this leads to quality drop of the 3D 
reproduction. According to the experimental results, the proposed rate control scheme can achieve 
acceptable 3D quality under bit rate constraint. Compared to H.264/AVC, the proposed rate 
control algorithm can achieve good 3D quality with small quality deviation.
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Chapter 7
7  C o n c l u s i o n s
In this research, the main focus has been on the efficient 3D video coding and transmissions over 
wireless channels. Whereas traditional 2D video is sufficient for describing details of captured 
scenes, 3D video can provide more realistic representation of the same scene by using depth 
information. With the rapid growth in video compression, telecommunications and display 
technologies, it is believed that 3D video would play a significant role in the fields of media 
representation and communications in the near future. The simplest way to provide viewers with 
3D experience is a stereoscopic video. Although left-and-right-view representation provides an 
excellent quality of 3D reproduction, it has been found difficult to adjust the 3D effect to suit 
viewer preferences. Therefore, a more flexible 3D representation, called colour-plus-depth 3D 
representation, has been introduced. This new 3D video representation is based on a monoscopic 
video (colour component) and associated per-pixel depth information (depth component). At a 
decoder, one or more virtual views can be synthesised by means of a so-called depth-image-based 
rendering (DIBR) technique.
Main advantages of this colour-plus-depth representation over the left-and-right-view are that its 
3D reproduction can be easily adjusted to suit a wide range of 3D-display types and a final 3D 
perception can be adjusted to suit personal preferences of viewers. Moreover, in the field of 
telecommunications, especially wireless systems, where bandwidth is scarce and becoming 
increasingly expensive, the colour-plus-depth representation is preferable to the left-and-right- 
view representation. This is because the size of colour-plus-depth 3D video after compression can 
be much smaller than that of the two-colour streams, which are needed for the left-and-right-view 
representation.
Efficient 3D video coding and transmission are main concerns in this research, three main 
contributions of the research are summarised as follows:
1. The Joint Source and Channel Coding (JSCC) for the colour-plus-depth 3D video 
transmission.
2. Novel motion estimation algorithms for colour-plus-depth 3D video coding.
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3. The complexity-based rate control algorithm for the colour-plus-depth 3D video.
7.1 Joint Source and Channel Coding (JSCC) for Colour-plus-Depth 
3D Video Transmission
In chapter 4, the JSCC is introduced to improve the performance of 3D video transmission. The 
concept of the JSCC is that source coding rate and channel coding rate are varied so that the total 
distortion (source distortion plus channel distortion) is minimised. The JSCC in 2D video 
transmission is straightforward since only one source bit stream is required for video 
representation. In the case of the colour-plus-depth 3D representation, where colour and depth 
components are required to reproduce the 3D scene, source distortion refers to the distortion in 3D 
reproduction, hi this chapter, the impact o f colour and depth components on final 3D effect is 
analysed. The experimental results suggest that the 3D video quality relies significantly on the 
quality of colour component rather than depth component. Moreover, coded by the H.264/AVC, 
in most scenarios the best 3D quality is obtained if about 80% of the available bit rate is allocated 
to colour component and the rest (about 20%) to depth component.
Therefore, in the proposed JSCC algorithm, 80 % of the available source bit rate is allocated to 
colour component and the rest (20%) to depth component. The channel coding rate for each data 
component is varied according to channel conditions, where small coding rate (high protection) is 
desirable at poor channel conditions (low SNR) and high coding rate (low protection) is desirable 
at good channel conditions (high SNR).
7.2 Novel M otion Estimation Algorithms for CoIour-plus-Depth 3D 
Video Coding
In chapter 5, efficient motion estimation techniques have been introduced for 3D video coding. 
Since depth component represents the depth structure of the 3D scene, the motion estimation in 
depth video can be improved by performing the 3D-BM. As grey-scale values in the depth image 
represent the depth information of objects within the scene, the pixel value changes if objects 
move in the depth direction. The proposed 3D-BM is capable of predicting object motions in 
horizontal, vertical and depth directions, and therefore achieving more accurate motion estimation 
compared to the traditional 2D-BM. For the overall performance, the experimental results suggest 
that the proposed 3D-BM can achieve better performance than the 2D-BM at high bit rate, where 
the saving bits from an accurate motion estimation overcome the additional bits due to motion 
vector in the depth direction (z-component).
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Since the 3D-BM provides good results only at high bit rate regions, an adaptive 2D-3D BM 
selection algorithm is introduced in section 5.4. The Lagrangian optimisation algorithm is 
employed to determine the motion estimation mode at a block-level. According to the 
experimental results, the performance of the proposed adaptive 2D-3D BM selection is slightly 
lower than that of the 2D-BM at low bit rate due to an additional bit index and less correlation 
among motion vector of neighbouring blocks. At middle bit rate and high bit rate, the 
performance of the adaptive 2D-3D BM selection is closed to the performance achieved by the 
3D-BM.
In section 5.5, a correlation between colour and depth component is exploited to improve coding 
efficiency in the colour-plus-depth 3D video. Since colour and depth components are used for 
representing the 3D structure of the same scene, there is a motion correlation between both data 
components. A degree of motion correlation relies significantly on an accuracy of depth 
information. With poor depth capturing processes, inaccurate depth information is obtained. This 
inaccurate depth information is called “depth error” which can cause fluctuation in depth video, 
and subsequently, motion correlation between colour and depth components is reduced. 
According to the experimental results, the proposed sharing motion information techniques (both 
2D and 3D motion sharing techniques) can improve the performance of 3D video coding at low 
bit rate and very low bit rate regions, especially in video sequences, which present a high motion 
correlation between colour and depth components. Finally, the concept o f variable size block 
matching (VSBM) is applied to take advantage on special characteristics of depth video: large 
smooth areas with sharp edges. A flexible block structure of BPT-based VSBM provides large 
performance gain compared to the FSBM and the H.264/AVC-based VSBM at low bit rate where 
motion information has significant impact on the coding performance.
7.3 The Complexity-based Rate Control Algorithm for Colour-plus- 
Depth 3D Video
According to chapter 4, high-quality 3D video can be achieved if 80% of available source bit rate 
is allocated to colour component and the rest (20%) to depth component. This conclusion might 
be true for several sequences and conditions but not for all. In chapter 6, a novel rate control 
algorithm for the colour-plus-depth 3D representation is introduced. The proposed rate control 
algorithm operates at two levels: GOP-level and frame-level. The number of bits allocated to each 
frame in the GOP is determined, according to relative complexity among frames within the same 
GOP. At the same frame index, the number of bits allocated to each component (colour and 
depth) is determined according, to the relative complexity between colour and depth component.
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Suggested by the experimental results, the proposed rate control algorithm can achieve high 3D 
quality with smaller quality variation compared to the rate control algorithm of the H.264/AVC 
(JM).
7.4 Overall Conclusions
Without compression, the same amount of bits is required to represent colour and depth videos, 
and therefore, 3D video requires additional bit rate compared to its 2D video counterpart. With 
such large bit rate requirement, it is not practical to transmit raw 3D video content over 
communication channels. To reduce a size of raw 3D video, this can be achieved by reducing 
spatial resolution and/or frame rate; however this can lead to discontinuity in both spatial and 
temporal dimensions. Therefore, the best solution is to use video compression algorithms.
In this thesis, several compression algorithms have been introduced to improve coding efficiency 
in colour-plus-depth 3D video. However, highly compressed video is vulnerable to channel errors, 
which can cause significant quality drop at the reconstructed videos. To protect a transmitted bit 
stream from channel errors, channel coding is normally used in most practical communication 
systems. Since channel coding adds some parity bits into the data streams, an appropriate level of 
protection needs to be selected to maximise the performance of 3D video transmission systems. 
This can be achieved by providing feedback signal to inform the transmitter about channel 
conditions. Moreover, according to the experimental results shown in chapter 4, colour' video is 
more important than depth video, and therefore, it requires the higher level of protection at poor 
channel conditions to maximise the quality of 3D video.
Finally, since colour and depth videos are employed to reproduce the real-world scene, under bit 
rate constraint, the number of bits assigned to colour and depth videos should be in the manner 
that the quality of final 3D effect is maximised. In this thesis, the complexity-based rate control 
algorithm has been introduced to allocate bit rate for both colour and depth video based on the 
relative complexity.
7.5 Areas for Future Research
Based on the proposed algorithms in this thesis, possible areas for future research are summarised 
as follows:
• In the proposed JSCC algorithm, the bit rate of colour and depth component are fixed to 
80% and 20% of available source bit rate, respectively. To minimise 3D source distortion 
in all sequences and coding conditions, the proportion bit rate between colour depth
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components should vary according to relative complexity between the two data 
components.
• According to depth video analysis carried out in chapter 4, the study reveals that depth 
information stored in the depth component is not always accurate. This inaccurate depth 
information can cause motion detection at statistic parts in the scene such as background 
after performing motion estimation. This leads to more bits than actual need are required 
for coding the motion vectors. Moreover, this depth information error can reduce the 
motion correlation between the colour and depth components. As a result, the 
performance gain of the proposed motion sharing technique (in section 5.5) is reduced. 
Since it is difficult and expensive to obtain accurate depth information from natural 
sequences, future research for algorithms that are able to reduce or filter out such depth 
information error is strongly recommended.
• Representing 3D effect by the colour-plus-depth 3D representation, it is found that each 
region of depth image has different importance. Precisely, sharp discontinuities in depth 
and intensity require more accurate depth information than smooth areas such as 
background or object surface. Therefore, the performance o f 3D video coding can be 
improved by adopting the concept of region-of-interest (ROI), in which more bits are 
allocated to more important parts.
• hi this thesis, the 3D quality is evaluated by average PSNR between reconstructed left 
and right views. However, in real situations the 3D quality is indicated by human 
perception. For more accurate 3D quality evaluation, it is strongly recommended that the 
subjective-based quality evaluations or similar systems are employed.
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A p p e n d i x  A
An Overview of the Codec Structure
This codec is used for experiments in chapter 5 and 6 of this thesis. It was developed in [121] to 
analyse motion estimation and compensation behaviours of block-based video coding. The codec 
structure is illustrated in Figure A-2. Main elements of the codec are described in the remainder of 
this chapter.
A .l Frame Types and Structure
The original codec consists of three picture types: intra (I) frame, predicted (P) frame and bi- 
directionally predicted (B) frame. I and P frames are used as reference frames. B frames are 
predicted from future and past references frames. However, in this thesis, only I and P frame types 
are employed. The relationships and coding order of all frames in a group of picture (GOP) are 
illustrated in Figure A-l .
F igu re A - l :  The  fram e structure o f  a group o f  p icture (G O P ),  w here the arrow s indicate d irections o f  
fram e pred iction .
GOP
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• Intra-Frame Coding
At the intra coding frame type, frames are coded without reference to any other frames. 
Since the codec mainly concentrates on inter coding frames, the intra coding frames (I 
frames) are simply coded by H.264/AVC (JM. 9.5) [77]. The quality o f I frames is regulated 
by a given quantisation parameter (QP).
• Inter-Frame Coding
The concepts block-based motion estimation and compensation are employed to reduce 
temporal correlation between consecutive frames. Available block structures are fixed-size 
block (FSB) with size of 8 x 8 pixels and 16 x 16 pixels, H.264/AVC-based variable-size 
block (VSB), and binary partition free (BPT) based variable-size block (VSB). For the 
H.264/A VC-based VSB, the block size is varied between 4x4 to 16x16 pixels. The block 
structure of BPT-based VSB is not predefined, and therefore the block size can varied 
according the video content. Residual after motion compensation is coded by using the 
Matching Pursuit technique [120].
A.2 Entropy Coding
Entropy coding is utilised to reduce redundancy among signal symbols. In this codec, a Range 
Coder [122] is employed for the entropy coding.
A.3 Rate and Quality Control
The Lagrangian rate-distortion optimisation is employed to ensure that each coding component 
operates at the same rate-distortion trade off relationship. The Lagrange multiplier % is used to 
regulate the quality of all frame in the sequence except I frames. The output quality is improved 
by reducing the X value, and the output quality is reduced by increasing the X value.
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Figure A-2: Block diagram of the Encoder
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Appendix C
A p p e n d i x  C
Performance Results of the Proposed Joint Source and 
Channel Coding (JSCC)
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(b ) A ve ra ge  P S N R  o f  reconstructed v irtu a l r igh t v iew  o f  the “ In te rv iew ”
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R o o m 3 D  L eft-V iew
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Figure C-l: Decoding quality of reconstructed sequences for different coding conditions.
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Figure C-2: Average decoding quality of reconstructed virtual left and right views.
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(b) Results at depth component of the “Interview”, represented by average PSNR vs. Eb/N0
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(d) Results at depth component of the “Ballet”, represented by average PSNR vs. Eb/No
145
Appendix C
1/2 and 1/2
—B— 1/2 and 2/3
1/2 and 3/4
— — 1/2 and 5/6
----1— 2/3 and 1/2
— #— 2/3 and 2/3
—0 - 2/3 and 3/4
—v - 2/3 and 5/6
-  o 3/4 and 1/2
-  -D- 3/4 and 2/3
— x- 3/4 and 3/4
3/4 and 5/6
5/6 and 1/2
- 5/6 and 2/3
- - 0 - - 5/6 and 3/4
-  S7 5/6 and 5/6
m  35
ocz
CD 30  Q.
Breakdancing (Colour)
12 14 16
Eb/NO [dB]
(e ) Results at colour com ponent o f  the “ B reakdancing” , represented by average  P S N R  vs. Eb/N0
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(f) Results at depth component of the “Breakdancing”, represented by average PSNR vs. Ei>/No
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(g )  Results at colour com ponent o f  the “ R oom 3D ” , represented by average P S N R  vs. Eb/N0
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(h ) Results at depth com ponent o f  the “ R oom 3D ” , represented by average  P S N R  vs. Eb/N0 
F igu re C -3: A ve ra ge  P S N R  o f  reconstructed colour and depth com ponents versus channel SN R .
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(a ) Results at the “ In te rv iew ” , represented by average P S N R  o f  le ft-righ t views vs. Eb/N0.
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(b ) Results at the “ B a lle t” , represented by  average P S N R  o f  le ft-righ t views vs. Eb/N0.
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(c ) Results at the “ B reakdancing” , represented by average P S N R  o f  le ft-righ t views vs. Eb/N0.
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(d ) Results at the “ R oom 3D ” , represented by average P S N R  o f  le ft-righ t view s vs. Eb/N0. 
F igu re  C -4: A ve ra ge  P S N R  o f  reconstructed v irtu a l le ft and r igh t v iew s versus channel SN R .
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A p p e n d i x  D
Performance Results of the Proposed Motion Estimation 
Algorithms
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Appendix D
Orbi
Bit rate [kbps]
(a ) The  experim enta l result fo r  the “ O rb i”  sequence.
Interview
(b ) The  experim enta l result fo r  the “ In terv iew ”  sequence.
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Ballet
Bit rate [kbps]
(c ) The  experim enta l result fo r  the “ Ballet”  sequence.
Breakdancing
(d ) The  experim enta l result fo r  the “ B reakdancing”  sequence.
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(e ) The  experim enta l result fo r  the “ Room 3D ”  sequence.
F igu re D - l:  A ve ra ge  P S N R  versus bit rate perform ance results o f  colour v ideo  cod ing fo r  each video 
test sequence.
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A p p e n d i x  E
Performance Results of the Proposed Complexity-Based 
Rate Control Algorithm at GOP Sizes of 6, 12, and 18 
Frames
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Ballet Colour
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(a ) G O P  6: co lou r and depth
Ballet Colour Ballet Depth
(b ) G O P  12: co lou r and depth
Ballet Colour Ballet Depth
(c ) G O P  18: co lou r and depth
F igu re  E - l :  P S N R  perform ance fo r  each fram e o f  the “ Ballet”  colour and depth videos at G O P  size o f  
6 ,12 , and 18 frames.
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B r e a k d a n c in g  C o lo u r
4 1 ------------1--------  ,------------ ,------------ ,------------ ,------------ ,—
(a) G O P  6: colour and depth
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(b) G O P  12: colour and depth
B r e a k d a n c in g  C o lo u r B r e a k d a n c in g  D e p th
(c) G018: colour and depth
Figure E-2: P S N R  performance for each frame of the “Breakdancing” colour and depth videos al 
G O P  size of 6,12, and 18 frames.
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In terv iew  C o lo u r  In te ru e w  D e p th
(a) G O P  6: colour and depth
In terv iew  C o lo u r In terv iew  D e p th
(c) G O P  18: colour and depth 
Figure E-3: P S N R  performance for each frame of the “Interview” colour and depth videos at G O P  
size of 6,12, and 18 frames.
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O rbi D ep th
(a) G O P  6: colour and depth
O rbi D e p th
(b) G O P  12: colour and depth
O rbi D ep th
(c) GOP 18: colour and depth
Figure E-4: PSNR performance for each frame of the “Orbi” colour and depth videos at GOP size of
6 ,1 2 , and 18 frames.
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R o o m 3 D  C o lo u r R o o m 3 D  D e p th
(a) G O P  6: colour and depth
R o o m 3 D  C o lo u r
R o o m 3 D  D e p th
(b) G O P  12: colour and depth
(c) GOP 18: colour and depth
Figure E-5: PSNR performance for each frame of the “Room3D” colour and depth videos at GOP
size of 6 ,1 2 , and 18 frames.
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B a lle t d e p th
(a) G O P  6: colour and depth
B a lle t d e p th
(b) G O P  12: colour and depth
B a lle t d e p th
(c) GOP 18: colour and depth
Figure E-6: Actual bits and target bits for each frame index of the “Ballet” colour and depth videos at
GOP size of 6, 12, and 18 frames.
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B r e a k d a n c in g  c o lo u r
B r e a k d a n c in g  d e p th
(a) G O P  6: colour and depth
B r e a k d a n c in g  c o lo u r
B r e a k d a n c in g  d e p th
(b) G O P  12: colour and depth
B r e a k d a n c in g  c o lo u r
B r e a k d a n c in g  d e p th
(c) GOP 18: colour and depth
Figure E-7: Actual bits and target bits for each frame index of the “Breakdancing” colour and depth
videos at GOP size of 6 ,1 2 , and 18 frames.
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Figure E-8: Actual bits and target bits for each frame index of the “Interview” colour and depth
videos at GOP size o f 6 ,1 2 , and 18 frames.
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O rb i c o lo u r
(a) G O P  6: colour and depth
O rb i c o lo u r
(b) G O P  12: colour and depth
O rb i c o lo u r
(c) GOP 18: colour and depth
Figure E-9: Actual bits and target bits for each frame index of the “Orbi” colour and depth videos at
GOP size of 6 ,1 2 , and 18 frames.
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R o o m 3 D  c o lo u r
R o o m 3 D  d e p th
(a) G O P  6: colour and depth
R o o m 3 D  d e p th
(b) G O P  12: colour and depth
R o o m 3 D  d e p th
(c) GOP 18: colour and depth
Figure E-10: Actual bits and target bits for each frame index of the “Room3D” colour and depth
videos at GOP size o f 6 ,1 2 , and 18 frames.
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