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Boro., Pittsburgh, Pennsylvania 15235 
The paper describes a transformation that can be used to charac- 
terize patterns independent of their position. Examples of the appli- 
cation of the transform for the machine recognition of letters are 
discussed. The program succeeded in a recognition rate of 80-100% for 
letters having different position, distortions, inclination, rotation up 
to 15 ° and size variation up to 1:3 relative to a reference set of 10 
letters. Results with a program for the autonomous learning of new 
varieties of a pattern (using a learning matrix as an adaptive classi- 
tier) are given. When executed on a digital computer, this transform 
is 10-100 times faster than the fast Fourier transform (depending 
on the number of sampling points). 
LIST OF SYMBOLS 
---- Stored pattern vector (pattern class j) 
-- Euc l idean distance between vectors 
= Pat tern  vector  (pat tern  class i) 
= Component  j of pat tern  vector  i
= A selected pat tern  vector  
= Component  i of pat tern  vector  X 
= Component  i of t ransformed pat tern  vector  X after R trans-  
format ion steps, represented by  column (R) in the d iagrams 
= Component  (m) in group (n) of column (R) (for one dimen- 
sional t ransform) 
= E lement  in row ( i ) ,  column ( j )  of layer  (R) (for two dimen- 
sional t ransform) 
= 2 ~ = Dimension~l i ty  of pat tern  vector,  resp. number  of 
var iables in a column 
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W(1) = Complex factor, W(1)= exp~ -%1) 
P = Permutation operator, defined by Eq. C.2. 
1. INTRODUCTION 
Recent success in several areas of pattern recognition due to the appli- 
cation of Fourier transforms (performed either optically or digitally with 
the algorithm of the fast Fourier transform (Cooley and Tukey, 1965) 
led us to search for simpler (i.e., faster) algorithms for various pecial 
problems in the machine recognition of patterns. An algorithm has been 
developed that has been successfully used for the recognition of letters. 
When executed on a digital computer, this algorithm needs only a frac- 
tion of the computation time needed for the fast Fourier transform 
(FFT). In spite of its simplicity, this algorithm is practical for the 
machine recognition of letters and digits; it even seems to cope better 
with certain distortions that are characteristic of handprinted letters 
and digits (inclination, small rotation, etc.) than does the standard two- 
dimensional Fourier transform. 
2. DISCUSSION 
This section describes a new transform with invariance under cyclic 
permutation that can be used to characterize patterns independent of
their position in the pattern space. Several properties of the transform 
are discussed and a proof for the shift invariance is given (see Section 2.4 
and Appendix A). Its applicability for classifying varieties of hand- 
printed characters of various size, inclination, distortion, and small 
rotation is demonstrated. 
2.1 PROPERTIES I:~EQUIRED OF THE TRANSFOR~ 
One basic requirement in the machine recognition of patterns is She 
ability to operate on the input function (i.e., the pattern to be recog- 
nized) in such a manner that a characteristic output function is gener- 
ated that is independent of the position of the pattern in its (normally 
two-dimensional) pattern space. 
Such operation T should, therefore, transform functions f (x,  y) into, 
functions T{f} = g(u, v), defined over a certain range, with the follow- 
ing properties: 
If T{f} = g(u, v), and i f f (x + h, y + k) = fl(x, y), and T{fd = 
gi(u, v), then gl(u, v) = g(u, v).re(h, It) where either re(h, /c) -- 1 or 
Rece ~tor 
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re(h, k) is a function of modulus 1 so that 
I T{fl(x, y)} [ = I g(u, v) I = I T{f(x, y)} I. 
A transformation f particular interest having these properties i the 
Fourier transform; it has been widely used in pattern recognition since 
economic methods for its execution became available, such as optical 
methods, and the use of a fast algorithm for the machine calculation of 
the discrete Fourier transform: the fast Fourier transform. 
Besides hift invariance, the transform should have other properties. 
The transformed function g(u, v) should be immune to (a) a limited 
amount of noise and distortion of the input pattern, (b) a limited angle 
of rotation of the input pattern with respect to some reference axis, and 
(c) shearing of the input patterns (required for the recognition of hand- 
printed characters). The transform should also be able to classify pat- 
terns independent of their size. 
A new transformation which we have successfully used for the recog- 
nition of handprinted characters i denoted as "rapid transformation" 
or "R-transform". The R-transform fulfills the above requirements. 
2.2 THE I~ERCEPTOR 
The applicability of the R-transform for pattern recognition purposes 
has been tested with a computer simulation of a "pereeptor" as shown 
in Fig. 1. This perceptor consists of a "receptor", a preprocessor, and a 
classifier/memory system. In most of the experiments, the receptor had 
a resolution of 16 X 16 elements. The input patterns are written on 
1 cards with zeroes and ones. 
1 The transform is also applicable when the variables assume continuous values 
(patterns having grey values); however, no such patterns have been tested yet. 
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In the next stage, the preprocessor calculates the R-transform of the 
input pattern. The  result is a square matrix of order N ;  a part of these 
N 2 values is selected (in our examples it was N2/4 resp. N2/16, i.e., 64, 
resp. 16 out of 256 values) and passed for further processing to the 
classifier/memory s stem. 
The classifier/memory s stem is a computer simulation of the Stein- 
buch learning matrix, which calculates the Euclidean distance between 
the unknown "pattern vector" Z0 (i.e., a multidimensional vector having 
the selected matrix elements as its coordinates) and all stored pattern 
vectors W~ 1~=1 that represent the k pattern classes. 
The distance between Z0 and W~ is given by 
N-- I  N--1 N-- I  
Id0,1 = IZ0-  = + E 2 EZo, W,,j (1) 
j=o j=o j=o 
and a minimum evaluator selects that pattern vector W~ which has the 
smallest distance, fl0,m [, from Z0. The Z0 is then classified as belong- 
ing to pattern class m, represented by the pattern vector W~. 
In the operation mode of a "closed learning loop," the classified vector 
Z0 influences the stored representative ctor W~. When the learpJng 
loop is open, W~ remains unchanged. 
For evaluation of the pattern vector W~ that has minimum distance 
to Z0, it is unnecessary to calculate I d0,i t according to Eq. 1. Since 
Zod is a constant term in all d0,, [~=1, it is irrelevant for the evalua- 
tion of the minimum and can therefore be omitted. 
In the following examples, the maximum of the values 
Co,i [ = ZozWi,~ -- (1  W~,j , (2) 
~=~ \~'=o \2  ~'=o 
has been used for the classification, giving identical results with the 
minimum Euclidean distance (MED) classification. 
At--1 
The ~j=o Zo,j W~,¢ represents he scalar product of the pattern vec- 
tors Zo and W, or the cross correlation between the sets {Zo~o, Z°.~ 
• " ZO.N-1} and {Wi,0, Wi,1 " -  Wi,N-1} 
2.3 TI~E TRANSFORM 
2.3.1 Algor ithm A 
The principle of the transform for a one-dimensional rray of eight 
input variables, representing the components of an 3 dimensional pat- 
tern vector X, is shown in Fig. 2. 
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FIO. 2. Tree-graph of R-transform, Algorithm A, for 8 input variables 
For art array of N = 2 ~ input variables (numbered from 0 to N - 1), 
M transformation steps are required. 
In the first transformation step the input variables are divided into 
two groups, numbered from 0 to (N/2) - 1 and from N/2 to N - 1. 
The variables of the first transform column (1) are then calculated by 
N/2--1 
X~ ~) = X~ + X~+=i~ Jo 
Hi2-1 (3.1) 
xt  1) 
++,<l= = I X~ - x ,+, , i~  I I 
z=O 
In the second transformation step the two groups of the variables in 
column (1) are again divided into two subgroups each, giving the vari- 
ables of eolumn (2) by 
N14--I 
X~2> y(1) X(1) 
i=O 
N/4--1 
X(2) Z(1) v(1) i+N/4 = I i - -  ~,+~vf4 I I 
i=0 
NI4--1 
X(2) v(1) ~(1) 
~+NI2 = -~ i+:~12 - i -  -,~. i+aNl4 I 
i=O 
N/4--1 
x2&, l~ I <" <~) = Xi+arl2 --  Xi+3•14 [ I 
t=O 
(3.2) 
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FIG. 3. Tree-graph of R-transform, Algorithm B, for 8 input variables 
This procedure is repeated M( - -  log2 N) times. 
In general, the variables in any column (R) are calculated from the 
variables in the preceding column (R - 1) by 
s--1 t--1 
X(R) = X(R-1) v(~-1) [ ] • ~+2~ I ,~+2~ + ~,~+(~+1)~ [ 4.1 
v(R) X(R-1) X(~-I) -4~+(2~+1)~ = I ,~+2~ - -  ~+(~,+1)~] 4.2 
m=0 n =0 
with s = 2 M-R and t = 2 ~-1. 4.3 
These operations are illustrated in Fig. 2 for N = 8. The dotted arrows 
indicate subtraction, while the solid arrows indicate addition. The 
absolute value is then taken at each cell. 
2.8.2. Algorithm B 2 
A second algorithm, giving the same results 3 is shown in Fig. 3. 
The number of the transform steps required for N input variables 
X0 . . -  XN_I is again M = logs N. 
In every transform step the variables of the new column (R) are 
The tree graphs for algorithm A and B of the R-transform are identical with 
two (out of several possible) tree graphs for the execution of the Hadamard 
transform (Hadamard, 1893). The R-transform and the Hadamard transform dif- 
fer, however, in the arithmetic operations in the nodal points and in their general 
properties. 
• See Appendix O. 
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calculated from the variables of the preceding column (R -- 1) by 
X(R) X~-I) X(~-I) m2-1 I (5) 
~+~ = I -~ - ~+~/~[ ~=0 • 
The advantage of this algorithm is that the same operations are per- 
formed in every transform step. 
For two-dimensional patterns one can use either two one-dimensional 
transforms in sequence for x and y, or a two-dimensional transform as 
described in 2.3.3. 
If two one-dimensional transforms are used, either the rows or the 
columns of the input field will be "floating," depending on whether the 
transform in x or y is carried out first, i.e., if the transform in y is done 
first, the output remains unchanged not only when the whole pattern is 
shifted but also when a relative shift along single lines exists. 
This can be of advantage for the recognition of handwritten patterns 
that have a varying angle of inclination. 
2.3.3 Algorithm AA 
An algorithm for a two-dimensional transform on the basis of Algo- 
rithm A, however, with every transform column (R) replaced by a two 
dimensional transform layer (R), is given below. Instead of two vari- 
ables of every column (R), as in the one dimensional case, this algorithm 
uses four variables of every layer (R) for the calculation of every vari- 
able in the subsequent layer. Assume the variables of the input field 
(layer (0)) form the array 
"Z0,0 
I 
I 
I 
Xi,o 
I 
l 
I 
XN-I,O 
Xod " " " Xo ,~- I  
I I 
X~,i • • • Xi.N-1 
I t 
I I 
XN-I,j • • • X~-I,N-1 
The corresponding variables of the subsequent layers are again 
~(2)  denoted by X (-1-),,~ for the first transform layer, ~ ~.j for the second layer, 
etc. 
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The variables of the first transform layer a e then given by 
X(1) 
N/2--i 
I 
i,j=O 
N]2--1 
! 
~,j=O 
(1) (X,,j+N/2 3- X,+N/2,~+,w2) X~,i+~j: = [ (X~,~ 3- X~+~,/~,,) - 
N/2--1 
I 
h)~O 
N/2-1 
(1) " N2 
The variables of layer (2) are calculated by dividing the variables of 
layer (1) into subgroups of variables that are N/4  elements apart, in 
analogy to Eq. 2, and so forth, until M = log2N transformation steps 
have been executed. Algorithm AA for a two dimensional array of 
8 X 8 input variables is shown in Fig. 4. A similar two-dimensional 
transform can be derived on the basis of Algorithm B. 
0, i 
l,O 
Layer 0 Layer I Layer I I
FIG. 4. Two dimensional R-t ransform for field of 4 X 4 input  variables 
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2.4 PROPERTIES OF THE TRANSFORM 
2.4.1 Invariance 
2.4.1.1 Cyclic permutation The transform is invariant under cyclic 
permutation, i.e., T I f (Xo ,  X1 ,  X2 . . .  X i  . . .  XN_I)} = T{f (X~,  Xh+l,  
Xh+2 . . .  Xh+i -.- Xh+~_l} with h being any integer and X~+k ~- X~. 
The transformed ata field does not, therefore, depend on shifts of the 
input pattern in x (and y) (see Figs. 5a, b, and c). For a general proof, 
see Appendix A. 
2.4.1.2 Reflection The transform is invariant under reflection, 4 i.e. 
T{f (Xo ,  X l  , X2 . . .  X~ . . .  X~_~)} 
= T{f (XN_ I ,  X~¢_2, . . .  X~_i_I  . . .  X0)}. 
2.4.2 Periodicity of the Output Function 
The transform of a one-dimensional rray of N input variables is 
periodic over its basic interval if N/2  or more consecutive input variables 
are zero (Note: Since X~ ~ Xz¢+~ --+ X0 -= XN ; hence XN_I and X0 are 
consecutive variables.) If the input function contains Z variables that 
are zero, so that 2 M-1 > 2 K > N - Z > 2 K-I, then the transformed 
function is periodic over its basic interval with a frequency of 2 M-K. 
For two-dimensional patterns the output field is periodic in i and/or 
j if the linear dimension of the input pattern in i and/or j is smaller than 
half of the corresponding dimension of the whole input field. This is 
shown in Fig. 5. The frequencies are given by the above equation for 
one-dimensional arrays. 
Via this check of the periodicity of the output field, input patterns can 
be identified independently of powers of two in their size. This is done 
as follows: 
~v-(M) The value of the variable .xo,o is first compared with the variables 
X(M) ~(M)  V(M) ~r(M) and/or ~(M) 0,N/2, and ~/2 ,o  • The equality of ~o,o and 2~0,N/2 ~/2 ,o  is 
taken as a criterion that the periodicity (in i and/or j) is two or a power 
of two. 
v(M) 0,~/~ ann -tx/4,o • If these are different, Next, -~o.0 is compared with X ~M) . ~M)  
then a periodicity of two is assumed, and for the calculation of the cross 
correlation function every variable of one basic interval of the periodic 
field is then compared with every second variable of the unperiodic field. 
A corresponding procedure is used for higher periodicities. 
4 See Appendix B. 
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Note that the equivalence of the variables in the above tests is a 
necessary, but insufficient criterion for the periodicity, and that the 
periodicity is a necessary but insufficient criterion for the size of the 
input pattern. Degenerate cases do exist where the test fails, but these 
are highly improbable for input patterns uch as letters and digits. 
2.4.3 Applicability 
The transform is applicable for binary and for analog inputs. 
2.4.4 Input Variables 
The number of input variables must be a power of two N = _9 ~," only 
a fraction of the N output variables is, however, sufficient o charac- 
terize the input function. 
2.4.5 Binary Functions 
For binary inputs (Xi = ~) the N input variables can represent 2 ~v 
input patterns. The corresponding number of output patterns is found 
to be 
N 2 5 
(N-  3) logsN+~-- -~N+ 10 for N > 2. 
The number of input and output patterns for a one-dimensional 
array of N = 4, 8, 16, and 32 input variables i given in Table 1. 
Table 1 shows that for increasing N the number of possible input 
patterns increases much faster than the number of output patterns. 
2.4.6 Sensitivity 
The output function can be made immune to certain distortions; 
for example, when two one dimensional transforms are used in sequence 
for x and y, it is insensitive to inclination and small rotation of the 
TABLE 1 
INPUT AND OUTPUT PATTERNS FOR A ONE-DIMENSIONAL ARRAY 
Input Variables (N) Pos~bleinput at erns (2N) Possible output atterns 
4 16 6 
8 256 21 
16 65,536 86 
32 ~4.3X10 9 331 
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input pattern as long as the general shape of the pattern is conserved. 
This makes the transform especially suited for the recognition of hand- 
printed letters and digits, where it allows a correct classification, even in 
eases where the standard two dimensional Fourier transform fails. 
A two-dimensional transform that uses four variables for the calcula- 
tion of every new variable in the next layer (Algorithm AA) has the ad- 
vantage of relative insensitivity to changes in the linewidth; however, 
it does not cope as well with inclination and rotation as do two one- 
dimensional transforms. 
2.4.7 Limitations 
1. The transform cannot discriminate between mirror images (see 
2.4.1.2). This discrimination cam be performed, however, (e.g. between 
6 and 9) by utilizing additional information from one or two simple 
scans ill the visual field. 
2. The transform eannot be used to filter out details from complex 
images. 
3. The transformation is relatively sensitive to changes in the width 
of patterns that consist predominantly of two parallel lines such as H 
and U. This is, however, also the ease for the Fourier transform, since 
the spatial frequencies change drastically when the width of these letters 
is changed. In order to cope with this problem, we used two word lines 
in the learning matrix for the classification of these letters. 
2.4.8 Speed 
A main advantage of the transform in comparison with the fast 
Fourier transform is the short computation time, when executed on a 
digital computer. This is illustrated in Figs. 6 and 7. 
FR RT 
X(I) ×(D 
Xl2} (~U x(21 
X(D X(3) 
W(1)=exp(fi~ fiN) 
N=4 I=1,2,3,0 
FIG. 6. Comparison of R-transform and fast Fourier transform 
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In the case of the FFT, the variables are complex, whereas in the 
R-transform all the variables have real values. The FFT therefore re- 
quires twice as much storage capacity as the R-transform. 
In Fig. 6, the dotted line in the flow chart for the computation of the 
FFT indicate that the (complex) number that is shifted along this line 
must be multiplied by a complex factor W(1), where 1 is the number in 
the corresponding cell. 
For the calculation of every new variable, therefore, four multiplica- 
tions and four additions are necessary. When one assumes N25 additions 
per multiplication, 5 then the calculation of every variable needs approxi- 
mately 100 additions. In the case of the R-transform, the full drawn 
lines again indicate addition, while the dotted lines indicate subtraction. 
5 This,  of course, depends on the size of the numbers  to be mult ip l ied,  which in 
turn  depends on the accuracy to which the phase factors have to be calculated, 
i.e., on the size of the input  field. Our figure is based on an assumed accuracy of 
5 (decimal) s ignif icant figures. 
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The R-transform, therefore, ~meds only one addition (or subtractions) 
for the calculation of every variable (See Fig. 7). 
2.5 RESULTS 
Fig. 8 shows 10 standard patterns (the letters A, B, C, D, E, F, G, H, 
K, and M) that have been trained. The classification of distorted versions 
z x x ~ x x  z x x  x x < x x  < , x x : , ~ x  
x x x  ~x x x xx  
: :  x x x x x xx  < 
xx  xx  ~ xx  x z 
x z x x T x - x - ,  x x x 
x ~ x ~z  x x x x x x : :  
7 x x ~ x x x  ~ x z x xx  x 
x ~ x x z x xx  
xx  xx  x xx  x x xx  .< 
x ~ xx  x z x  z x x x  x x ~ x ~ x ~  
x x x y x  
x x x x x x ×  x x \ \ ~ x  x x x "~ x ~ 
x 
z ~ x x x ~ :  x 
× x x z  x x x x x x x \  x - :  x 
• x x x x  x x x x  < 
: x x x xx  
, x x ~ x xx  • 
: - x ,  ~ , -x  : :  x xx  
FJo. 8. Stored patterns 
"< : :  x x 
x ~ x x \  x 
× x ,~ x x x ~x  
\ 4- ~ \  • ' { , z  ~<xx x ~x  
A ""'~2608 ""J~2008 ~2068 2O80 
B 2428 1780 1824 1952 
C 2128 1840 1792 ""]I1~2432 
D 2324 1724 1832 2416 
E 2036 1860 1644 1992 
F 2208 1964 1856 2232 
G 2216 1876 1712 2288 
H 2036 1764 1572 !816 
K 2468 1908 1960 2424 
M 2336 1844 1752 1984 
assiflcation Letter A Letter A Letter A Letter C 
F~G. 9. Classification of distorted patterns 
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Fig.lO-Classification of distorted patterns 
FIG. 10. Further examples of distorted patterns correctly classified 
of these letters is shown in Figs. 9 and 10. The program succeeded in a 
correct classification. 6 
Figure 11 shows the process of autonomous learning of new varieties 
of a pattern. With only "knowledge" of the original version of a hand- 
printed "D", the program could not recognize the handwritten cursive 
"D" of Fig. 11. However, when several "D's" with increasing deviation 
were presented to the program, and correctly classified, then the program 
was able to recognize several varieties of that letter. Subsequent ests 
for the classification of other letters show that hese classifications were 
undisturbed by the "broadening" of the pattern class "D". 
Figure 12 shows the classification of 10 letters (A to M) that are of 
approximately half the size of the standard pattern set of Fig. 8. (For 
the classification of the small letters, the periodicity properties of the 
transform were used, as described in Section 2.4.) The small letters are 
considerably distorted in comparison with the large standard patterns, 
6 With a program using the fast Fourier transform, the rotated H of Fig. 10 
was not recognized; it was classified as an A. 
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FIG. 11. Illustration of autonomous learning behavior 
when they are magnified two times, since the magnification Mso causes a 
corresponding increase in the line width. 
In the first test run, when the small letters were directly matched with 
the standard pattern set of Fig. 8, 60 % of the small letters were correctly 
classified. However,  when the mean value of the transforms of full-size 
and half-size letters was stored as a representative, i00 % correct classifi- 
cation was achieved for both full-size and half-size letters of that set. 
This indicates that the transforms of full-size and half-size letters are 
sufficiently similar (when the rules of Section 2.4 are observed), so that 
they can be summed up in the same memory cells, i.e., they can be 
treated like var iat io~ of a certain letter of approximately the same size. 
Figure 12 shows the results of the classification of half-size letters in the 
second run. 
3. CONCLUSIONS 
The R-transform, when used in conjunction with a simple, minimum 
Euclidean distance classifier of the output vectors, has given a good 
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performance as a character-recognition algorithm. The principle of re- 
lating every input element o every other input element, inherent in the 
tree-graphs of Figs. 2 and 3, is here combined with a simplified and hence 
fast computation at each nodal point. The resulting gain in speed (by a 
factor of 10 or more) with respect to the fast Fourier transform is, of 
course, traded against the loss of phase information. This loss, however, 
seems not to impair the performance in the particular problem investi- 
gated. 
The simplicity of the RT computation has the added advantage of 
being well suited to its realization in a high-speed, special purpose corn- 
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puter. A further significant increase of speed could be expected from such 
a computer. 
The advantages and limitations of the R-transform with respect to 
other pattern-recognition tasks remain to be explored. At the present 
time it apears that it will be more useful in the high-speed processing 
of simple patterns then in the analysis of more complex patterns. 
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APPENDIX  A: PROOF OF  SHIFT  INVARIANCE FOR 
ALGORITHM A 
The  tree graph of Algorithm A consists of a co lumn of N = 2 M input 
variables, followed by 211 columns of operations, performed on pairs of 
the variables of the preceding column. 
For a given co lumn (R -- i) the operations for the calculation of the 
N variables in the next co lumn (R) are defined by  Eq. (4). F rom the 
tree graph Fig. 2 and from Eq. (4) it is evident that the operations in 
the columns follow symmetrical patterns, so that every co lumn (R > 0) 
can be divided into 2 R groups with 2 M-~ variables each. 
In the following proof for the shift invariance we shall use a shorthand 
notation for Eq. (4) which emphasizes this symmetry:  
X~n(R) X(R-1)  ~(R-1)  8-1 t--I ] A.L1 
X(R) _-- ~/(~-i) i i 
with 
s = 2 "~I-n, t = 2 R-i. A.1.3 
Equation A.1 is converted to the original notation of Eq. 4 when s times 
the second subscript is added to the first subscript of the variables in 
, Z(/~) (R) column (R) e.g. ~,2,+1 ~-~ X~+~2,+1)~, and 2s times the second sub- 
script added to the first subscript of the variables in column (R - 1), 
~((R--1) xr(R--1) 
e.g .  ~m,n  <--> ~'km+2ns  • 
In the new notation, the second subscript represents the group number 
within a column, as illustrated in Fig. 13 for M = 3. The variables in 
column (0) are defined as being cyclic with a period of N = 2 ~, so that 
- A .2  
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FIG. 13. Tree-graph of R-transform, Algorithm A, in group nogation (for 8 
input variables). 
We consider now a 2M-l-fold cyclic permutation of the variables in 
column (0), 
~(o)  ~(0)~M 1 
i,0 ~ 2~-i-{-z - ,0 
which corresponds to a shift of the input pattern by 2 ~-~ places, that is, 
to an interchange of the top and bottom halves of the variables of 
column (0). From Eqs. (3.1) and A.2 we obtain then for the variables 
in column (1) : 
y(,) ,/0) v(0) 
FM--I-- I 
v(0) v(0) ~ v(,) A.3.1 
and 
yC~) y ( o )  -~7(o) M i 1,0 -- Ii-{-2 - .0] 
"v(O) M 1 Z (0) M V'(1) "[ 2M-1-1 A.3.2 
-A-~-]-2 -- ,0 - -  i-}-2 ,0 ~ x ] ' i ' l  { /=0 
i.e. the variables in column (1) remain unchanged. 
By a similar argument we see that the variables in column (2) are 
invariant to a 2M-2-fo]d cyclic permutation of thevariables in column 
(0), and in genera], we state the following 
T~EOREM. The variable8 in any group (n) of a given column (R) are 
A NOVEL PATTERN RECOGNITION TRANSFORM 151 
cyclic with a period of 2 M-R and, therefore, invariant to a 2M-a-fold cyclic 
permutation of the variables in column (0), 
i.e. v(~) v(R) ~, ~ = y(R) [~R_~, ~m,n = Am-b2 - ,n -~,nj~=o A.4 
for ~,,,oV(°) = X(mO).2M_R o.
Proof. We assume the truth of the proposition for group (n) in 
column (R - 1), 
i .e. 
V(R-1)  (R - l )  X (R -1)  
- -  Zm+2M- - (R - -1 )  ,n m,n . . . .   = A.5 
for 
y(O) X(=°+)2~-('-l),o, 
and calculate the values of the variables in column (R) for a 2~-R-fold 
cyclic permutation of the variables in column (0), 
= 
From A.1 we obtain for the variables in group (2n) of column (R): 
yCR) V(~- I )  xr(R-1) I ~-1 
[ 
-r~-(R--1 ~ xa-(/a--1) I *-1 
---~ .z~m+2M--R n -O i- ~km+2M--R+l  n [ m= 0 
and with A.5 
~s-i  X (R) s--1 
I v(R-1) X(R-1) m=o = -~+2~-R, .  -k  ~, -  l = m,~.  m=0 A.6.1 
A similar argument shows the truth of the proposition for the variables 
in group (2n -k 1) of column (R): 
y(m v(R) 
m,2~+1 = ~ ~,~ +1 • A.6.2 
From the assumption that the theorem is true for R - 1 it follows, 
therefore, that it is also true for R, and since it is true for R = 1 it is 
true for all 1 _-< R =< M. 
X(~) For the last column (R = M) we obtain that the variables 0,~
remain unchanged if the input is shifted by 
8 = 2 M-M = 1 place 
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y(M) ~(M) 0,n --= ~ 0,n , 
y(O) (o) 
m,0 ~ Xm+l ,0 ,  
and, therefore, by any integer number of places. The invariance under 
cyclic permutation ofAlgorithm A is proven. 
APPENDIX B: INVARIANCE UNDER REFLECTION 
Another property of the transform is that it does not discriminate 
between mirror images (2.4.7.1). 
A formal proof of this property is as follows: 
~r(0) 2M--I "I7 (0) 
A mirror image of the input function -¢~,0 is defined by ~,0 
[m=0 
where 
y<O> ~(o) B.1 m,0 ~ ~2M-- l -m,0  * 
Using A1.1 we get for group (0) in column (1) 
]7(1) ~7(0) (0) 2M--1--1 
~,0 I ~,0 +Y I ,,=0 m+2M--1,0 ) 
and with Eq. A.2 and B.1 we obtain 
y<l) ~(0) vc0) 
m,0 ] -~- x~-2M--l--1 . . . .  0 ], ~2 M_l_m,0 
but 
xz-(O) ~ v (O)  ( I )  
, Z2M- l - l -m,O , [ ~2M--I--m,U ~ A-2M--I--I--m,0 [ = 
1 V -1 
s--1 ~(1) 2M--1 
hence, y(1) is the mirror image of A~,0 , with s = m,0 
A similar argument shows that the second group of column (1) 
Is-1 Is--1 ~7(1) xx(1) ~,1 is the mirror image of ~m,1 • 
m~l ra~0 
With an induction proof analogous to that used in Appendix A it 
can be st~own that in any column (R) each group is the mirror image of 
that group for the original input. 
In the penultimate column (M -- 1) the groups, finally, consist only 
of two variables where the operation of mirroring becomes equivalent 
to a unit shift. This, by previous argument, leaves the output invariant. 
A NOVEL PATTERN RECOGNITION TRANSFORM 153 
We have recent ly defined a general rule for all those permutat ions  of 
the input  which leave the output  invar iant .  This rule of course, includes 
the shift- and mirror- invar ianees a  special eases. We will discuss the 
rule and its impl icat ions for the pat tern-separat ion  capabi l i ty  of the 
transform in a subsequent paper.  
APPENDIX C: EQUIVALENCE OF ALGORITHM A AND B 
THEOREM. The variables in any column 1 <= R <= M of Algorithm A are 
idenlical to the variables of corresponding index in the same column R of 
Algorithm B if the permutation operator P, defined in Eq. (C.2) is applied 
R times to the indices of the variables X~ ~'A) in Eq. (4) 
, = .z~pR(1) , C.1 
with 
P ' ( i )  = i '2"  div 2 ~u -{- i '2 R rood 2 ~, C.2 
where "d iv"  a~d "rood" are arithmetic operators that respectively produce 
remainder. the integer quotient and the • 7 
Proof. Apply ing  the permutat ion  operator  pR to the indices of the 
var iables 
v(R,A) ~m+2~ C.3 
tr~=o n =0 
in column (R) of Eq. (4) with s = 2 M-"  and t = 2 R-~ we obta in  under  
considerat ion of the l imitat ions for m and n 
PR(2ns) = (2ns.2t) div (2st) = 2n 
P ' (m)  = (m.2t)  rood (2st) = 2rot, 
and 
and wi~h 
we obta in  
P ' (m -t- 2ns) = 2tin + 2n , 
m= 0 n=O ~ n =O 
K = t in+ n, C.3.1 
PR(m + 2ns) = 2K ~,-1. 
K~O 
C.4.1 
7 The effect of the operator P becomes more transparent when the index is 
written in binary notation (i) = (UM-1 , UM--2 "'- m) binary. The PR(i) is then 
PR(UM_I, VM--2,''- U0) = (UM--~--I),''" UO,''" UM-R). 
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A similar argument shows that the indices of the variables 
m+(2n+l) s 
m~0 r~O 
of Eq. (4) can be rewritten, after permutation, as 
P~[m + (2n -t- 1)s] = (2K -t- 1) , C.4.2 
m=0 n =0 Ig=0 
(R - 1)-fold application of the permutation operator to the indices of 
the variables in column (R - 1) of Eq. (4) yields 
p(R-~) (m + 2ns) = K , C.4.3 
m=0 n =0 IK=0 
and 
V P(R-~)[m + (2n + 1)s] = K + st . C.4.4 m=O n~l  K=O 
Comparing Eq. (4) with Eq. (5) under consideration of the Eqs. 
(C.4) shows that the permutation operator Eq. (C.2) transforms 
Algorithm A into Algorithm B. 
y(0)  ] 2M-1 
For any input set .~  the variables in any column (R) of 
I i=0 
Algorithm B assume, therefore, the same values as the permuted vari- 
ables in column (R) of Algorithm A. 
For the last column (R = M) we obtain from Eq. (C.2) 
P~(i) = i, 
i.e., the variables in the last column of both Algorithm A and B are 
identical for any given input set. 
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