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The adoption of Domain-Specific Languages (DSLs) is regarded as an approach to re-
duce the accidental complexity of software systems development. The availability of
sophisticated language workbenches facilitates the development of DSLs making them
increasingly more popular. This comes at the risk that a badly designed DSL can bring
more harm and decrease productivity, when compared to an existing alternative. In par-
ticular, a poorly designed DSL can be too hard to adopt by its domain users. As such,
Usability is one of the key characteristics to mitigate this risk as it has an important
impact on the achieved productivity of DSL users.
The current state of practice in Software Language Engineering (SLE) neglects the
Usability of DSLs. A pertinent research question in SLE is how to systematically engineer
Usability into DSLs. We argue that a timely systematic approach based on User Interface
experimental evaluation techniques should be used to assess the impact of DSLs during
their development process, while the cost of fixing the usability problems is relatively low
when compared to fixing them at the end of the development process. For that purpose,
the focus of this dissertation is to build a systematic approach that supports the iterative
development process of DSLs concerning the issue of their Usability evaluation, and
engages the DSL’s end users in the process.
To be effective, the systematic approach should be grounded on the information pro-
duced along the engineering process. Model-Driven Development (MDD) enables us
to explicitly capture the usability evaluation process by using models and establishing
traceability links among them.
We propose the Usability Software Engineering Modelling Environment (USE-ME) as
a conceptual framework for the usability evaluation of DSLs. We defined the evaluation
process in a step by step manner. We demonstrated the feasibility of the conceptual
framework building a USE-ME prototype to support it. USE-ME modelling instances
provide decision support when determining the usability of the DSL and opportunities
for its improvement. Finally, we conducted several case studies to illustrate the proposed
conceptual framework.
Keywords: Domain-Specific Languages, Software Language Engineering, Experimental




A adoção de linguagens específicas de domínio (DSLs) é considerada uma abordagem
para reduzir a complexidade acidental do desenvolvimento de sistemas de software. A
disponibilidade ferramentas recentes e sofisticadas de suporte ao desenvolvimento de
linguagens ("modelling workbenches") tem tornado as DSLs populares. No entanto, esta
popularidade tem colocado em evidência os riscos de uma DSL mal projetada. Uma DSL
mal concebida pode causar mais danos e reduzir a produtividade, em comparação com
alternativa existentes. De facto, uma DSL problematica pode ser muito difícil de adotar
pelos seus utilizadores. Como tal, a preocupação com a Usabilidade é uma das principais
características para mitigar esse risco, pois tem um impacto significativo na produtividade
alcançada dos utilizadores da DSL.
A prática corrente da Engenharia de Linguages ("Software Language Engineering -
SLE"), por se focar no desenho e implementação, negligencia a usabilidade de DSLs. Uma
questão de investigação relevante em engenharia de Linguagens é de como integrar de
forma sistemática no processo de engenharia da linguagem, a preocupação com a usa-
bilidade. Nós argumentamos que, uma abordagem sistemática atempada baseada em
técnicas de avaliação experimental da interface com o utilizador, deverá ser usada para
avaliar o impacto das DSLs durante seu processo de desenvolvimento. Pretende-se que
seja desenrolada enquanto o custo de corrigir os problemas de usabilidade é relativa-
mente baixo em comparação com o que poderá acontecer em fases tardias do processo de
desenvolvimento.
O foco desta dissertação é construir uma abordagem sistemática, que seja integrada
com o processo comum de desenvolvimento de DSLs e que se foque na questão da avalia-
ção de usabilidade envolvendo a todo o momento os utilizadores.
Para ser eficaz, a abordagem sistemática deve basear-se na informação produzida ao
longo do processo de engenharia. O desenvolvimento orientado a modelos ( "Model-
Driven Development - MDD") permite-nos capturar explicitamente toda a informação
relevante ao processo de avaliação usando modelos e estabelecendo links de rastreabili-
dade entre eles.
Nós propomos o Ambiente de Modelação de Engenharia de Software de Usabilidade
(USE-ME) como uma estrutura conceptual para a avaliação de usabilidade de DSLs. Nesta
ix
teses definimos, passo-a-passo, o processo de avaliação. Este trabalho demonstra a sua
viabilidade tendo-se desenvolvido um protótipo do USE-ME. As instâncias de modelo em
USE-ME, fornecem toda a informação necessária de suporte à decisão quanto à usabili-
dade da DSL, apontando para as oportunidades para a sua melhoria. Finalmente, iremos
discutir detalhadamente vários casos de estudo realizados num ambiente empresarial e
académico para ilustrar a metodologia proposta.
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1.1 Context and motivation
The increasing pace at which the software is adopted in daily tasks, including those of
users not necessarily proficient with computing, is pushing the need for rapid production
of a growing number of complex software applications. The degree of specialisation in
certain areas is pushing for the involvement of domain concepts in the software devel-
opment process, as complex software configuration tasks. A Domain-Specific Language
(DSL) is specialised in a particular application domain [148]. It can be defined as a user
empowerment tool to increase productivity in software systems development [12, 113].
It offers the expressiveness required to specify the software applications at a higher level
of abstraction, after which they can be automatically deployed or even simulated, with
notations closer to the end user. DSLs are designed to bridge the gap between the prob-
lem domain (essential concepts, domain knowledge, techniques, and paradigms) and the
solution domain (technical space, middleware, platforms and programming languages)
[204]. Bridging this gap is expected to increase language users’ productivity.
Practitioners often experience some practical difficulties when adopting DSLs [87].
During the language development, the importance of aligning the DSLs with the needs
of their end users seems to be underestimated [112, 202]. The necessity for assessing the
impact of introducing a DSL in a domain workflow has been discussed in the literature,
often with a focus on the business value that DSL can bring [113]. This business value
often translates into productivity gains resulting from the extent to which the domain
users can use the DSL in practice [204].
Although building and adopting DSLs may seem intuitive, we need to have means
to evaluate their impact. The measure of success has to be determined by assessing
the impact of using DSL, in a realistic context of use, by its target domain users [17].
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Investment into this assessment, commonly called usability evaluation, is justified by
a reduction in development costs and increased revenues for other software products,
brought by an improved effectiveness and efficiency by their end users [39, 139]. We
expect a similar effect by introducing this practice into DSL development.
The software industry does not often report investment on the assessment of DSLs
[76, 122]. Most of the reported DSL evaluations are performed only at final stages of a
development cycle when changes in the DSL have a significant impact on the budget. The
lack of systematic approaches, guidelines and comprehensive set of adequate tools may
explain this shortcoming in the current state of practice. We argue that this situation is
due to the perceived high costs of DSL evaluation, which lacks a consistent and computer-
aided integration of two different and demanding complementary software processes:
DSL development and usability engineering.
Software Language Engineering (SLE) is the application of a systematic, disciplined
and quantifiable approach to the development, usage, and maintenance of software lan-
guages [118]. Although the phases of the DSL life cycle are systematically defined [148],
we claim that this process lacks one crucial step, namely language evaluation [19]. Exist-
ing Experimental Software Engineering (ESE) techniques [32] combined with Usability
Engineering techniques [155] can be adopted to support the DSLs’ evaluations. Our goal
is to promote quality in use of DSLs by building up a conceptual framework that supports their
development process by leveraging usability as a first-class concern.
We can engineer DSLs to become more usable with a combination of both proactive
and reactive approaches. Current proactive approaches that can be used to improve DSL
usability, such as guidelines for developing visual notations [151], usability heuristics
[154], cognitive dimensions of notations [41, 88], or even quality assessment framework
for DSLs [110]. Reactive approaches are necessary as well [122]: DSLs should be tested
experimentally with users using systematic techniques to confirm the impact of design
decisions in a real context of use. In the early stages of this dissertation work, we high-
lighted the experimental approach [20], based on four DSL evaluation experiments that
are examples of best practices ([18, 116, 125, 152]). Recently, we can find more examples
of performing this kind of assessments in practice (e.g. [2, 68, 96, 106, 145]).
Usability concerns need to be addressed from the early stages of the DSL life cycle
so that practitioners can perform timely evaluations [51]. Rather than designing the
complete DSL before the implementation, abstractions should be evaluated iteratively
and incrementally, in the context of a development cycle [17]. Building a systematic
iterative usability evaluation approach is supposed to mitigate the risk of producing the
inappropriate solutions that often cannot be reused. This work is expected to enhance
the community’s awareness to the relevance of DSLs’ usability assessments to bridge the




Our research work tackled the following problems:
• Absence of a systematic approach for DSL usability evaluation. The current state
of the art does not report on existing systematic approaches for DSL evaluation. As
will be detailed in Chapter 3, this absence leads to several problems: lack of integra-
tion of DSLs with other software engineering processes, absence of the effectiveness
measures of DSL approaches, no proofs for applicability of DSL in targeted domain,
among others. Some researchers already highlighted this issue and are looking for
alternative approaches.
• Promoting usability concerns since an early stage of development of DSLs is per-
ceived as expensive. The lack of a systematic evaluation approach, the involvement
of domain experts rather than domain users in the development process, and the
diversity of domains, and therefore of domain users which the corresponding DSLs
are meant to support, are some of the main reasons that make the usability assess-
ment perceived as expensive and not reusable. For instance, due to this inability
to express best practices, most of the performed evaluation studies are not mature
enough (toy examples).
• Lack of Integrated Development Environment (IDE) support for the develop-
ment of DSLs with high Quality in Use. In order to support language engineers
with a systematic usability evaluation approach, it is necessary to provide an ap-
proach supported by adequate tools which can be integrated with existing IDE
support for DSL development.
The results of the preliminary systematic literature review of Gabriel et al. [76] and
more recently by the systematic mapping study of Kosar et al. [122], share a particular
concern regarded to the clear lack of DSL evaluation efforts reported in the research. In
particular, there is an urgent need for controlled experiments supporting these evalua-
tions to become more common. There is also documented evidence that the problems
tackled within this dissertation are real industry problems [111].
The impact of an evaluation process for DSLs is interesting from an industry point
of view. With many organisations developing their languages, or hiring companies to
develop such languages for them, our framework can aid them in conducting a usability
evaluations and reaching more usable languages.
The main challenges while addressing the problems identified in this dissertation
were:
1. Defining an appropriate experimental model for DSL evaluation. Most of the
existing evaluations are performed ad-hoc, not reporting enough details of the
experimental design or result analysis. This research work produced a general
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experimental evaluation model, tailored for DSLs’ experimental evaluation, and
instantiates it in several DSL’s evaluation examples [20] (Section 4.1).
2. Integrating the usability evaluation process with the DSL development. Both
the usability evaluation and DSL development process are complex and evolving.
Therefore, we discussed the quality criteria and proposed a development and eval-
uation process that can be used to achieve usable DSLs in a better way [17] (Section
4.2 and Chapter 7). By allowing significant changes to correct DSL deficiencies
along the development process instead of just evaluating at the end of it (when it
might be too late), the UCD was introduced, as it is claimed to reduce development
and support costs, and reduce staff cost for employers [14].
3. Applying the usability assessments to DSL development in industrial context
and for different domains. The DSLs are developed for different domains, each
of them having the users with a different background knowledge and necessity
to understand specific concepts. It was challenging to apply our approach in the
development of DSLs for different domains and industrial contexts. However, we
succeeded to apply our approach in the context of the following domains: High
Energy Physics (HEP) [18] (Section 9.1), model merge approach [15] (Section 9.5),
humanitarian campaign management [23] (Section 9.3) and low-cost robotics for
children (Section 9.4). In the case of the last two studies, we followed several
iterative cycles of development to observe the impact of our approach during a
long-term process.
4. Developing the conceptual framework and tool support. It was challenging to
capture the complexity of information and process and leverage it in a systematic
fashion, as presented in Chapter 5. We developed a tool support [27] (Chapter
6) which helps to use discovered knowledge, validate assumptions and provides
a possibility to automate. This knowledge is presented in a formal model which
captures only the meaningful information, helps with traceability and development
decisions.
1.3 Research questions
The objective of the research is to promote quality in use of DSLs by building up a conceptual
framework that supports their development process, leveraging usability as a first-class concern.
This will involve the integration and adaptation of the current evaluation methodologies,
their concepts, methods, tools, processes, and metrics.
As briefly presented in Section 1.2, the aim of our research consists in providing contri-
butions for the following major problems faced in the realm of DSL usability evaluation:
RP1: Absence of a systematic approach for the DSL usability evaluation.
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RP2: How to promote usability concerns since an early stage of development of DSLs.
RP3: Integration of systematic approach with existing IDE support for development of
DSLs built with high Quality in Use.
In particular, we address the following research questions:
RQ1: How to model the DSL usability evaluation?
RQ2: How to promote usability concerns from an early stage of development of the DSL?
RQ3: How to integrate the proposed systematic approach to build usability evaluation
in the development process of the DSL?
The RQ1 is related with RP1, RQ2 with RP2 and RQ3 is related with RP3. Each of
the above research questions is also related to the research hypotheses in the following
section.
1.4 Research approach
The motivation of this work is to provide a systematic methodological approach to
evaluate the usability of domain-specific languages during its development for appli-
cation domains targeting large end-user groups. The design science methodology [182,
206, 210] fosters the creation of artefacts that are driven to problem-solving projects.
Wieringa [209] regards design science projects as a set of nested regulative cycles that
solve practical (i.e. engineering) and knowledge (i.e. research) problems that are decom-
posed in subproblems. An engineering problem is defined as a "difference between the
way the world is experienced by the stakeholders and the way they would like it to be" and a
research problem is the "difference between the current knowledge of stakeholders about the
world and what they would like to know".
1.4.1 Addressing the engineering problem
We argue that, in general, one of the main goals of any DSL that is meant to be used by
humans is to improve the productivity of its user; Thus, we provide the Usability Software
Engineering Modelling Environment (USE-ME) framework [26] (Chapters 5 and 6) as a
solution to an engineering (i.e. practical) problem. The regulative cycle follows the five
tasks: problem investigation, solution design, design validation, solution implementation
and implementation evaluation (see Figure 1.1).
1.4.1.1 Problem investigation
The first step was to analyse the problem in detail during the ’Problem investigation’.
We started by focusing our attention onto stakeholders who have the need for a DSL, i.e.
Domain Users, and specify their goals regarding a development of the DSL (Chapter 2).
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Figure 1.1: Research Process Overview
To understand better the problem they are facing and their causes, we have analysed
the existing DSL development techniques and artefacts produced during a regulative
development cycle. The development of different DSLs followed in the context of the
FCT/UNL MSc courses on DSLs and the Domain Specific Modelling: Theory and Practice
(DSM-TP) summer school series 1. These activities gave us a practical experience in using
different modelling workbenches (EMF, TextEdit, Eugenia, MetaEdit, Kaos, ATL). We
reported our experience during the development of a Role-Playing Game (RPG) DSL
following the regulative development cycle [141] (Section 9.2, Annex II). Besides that,
we have performed an initial evaluation on the DSL named Physicist’s Easy Analysis
Tool (Pheasant) for the HEP domain [18] (Section 9.1, Annex I). This study helped us
understand the impact of the problem in the context where the DSL is meant to be used
by non-programmers in a sensitive context. Finally, we analysed existing evaluation
examples of DSLs and specified a generic experimental model [20] (Section 4.1). The
experimental model helped us understanding the criteria for stakeholders to consider the
problem as solved.
1.4.1.2 Solution design
The following step was to analyse available solutions and design new ones during ’Solu-
tion design’. It was necessary to research the domain to justify that none of the existing
solutions solves the problem [19]. As no satisfactory solution has been found, there was
room to propose a new one [17, 21] (Section 4.2, Appendix B). The usability of a language
needs to be evaluated through controlled experiments involving the language’s end users.
To be able to identify potential quality problems that will lead to user interaction and
experience problems, a suitable approach is to apply UCD practices during design and
development of the language. However, this practices makes it hard to control budget
and plan time and responsibilities accordingly. Therefore incremental, iterative process
should be applied, which enables tracking of design changes and validation of usability
metrics.




Once this design is completed, it is necessary to validate the solution during ’Design
Validation’ before its realisation. For that matter, the solution properties are assessed
according to the criteria defined in the problem investigation, characterising the context
of the target application and the coverage of the solution. If the solution has the desired
effect for stakeholders in their context, the solution can be finally implemented. For
that purpose, we have applied the approach in the two industrial cases of DSL develop-
ment, namely FlowSL [23] (Section 9.3, Annex III) and Visualino (Section 9.4, Annex IV).
FlowSL served an instantiation of usability evaluation into a DSL development guided
by agile management during three iteration cycles [13]. The second one, Visualino, was
followed along three development iterations and evaluated after each cycle. This case
study is a good representation of the DSL where the usability evaluation is mandatory
as the users are children, and the programmed behaviour is expected to run on a phys-
ical system i.e. an Arduino robot. Finally, we applied our approach in the case of DSE
Merge language [15] (Section 9.5, Annex V), which is to be used by the programmers.
This experience showed how the end users who are programmers could also benefit from
the usability approach. Also, in this familiar environment it was easier to set up a more
complex experiment and explore several possibilities for reusing it a virtual evaluation
environment.
1.4.1.4 Solution implementation
The next step was to perform the ’Solution implementation’, which defines the concepts
and activities which are mandatory for the application of the approach. The main con-
cepts supporting the modelling approach for usability evaluations are formally specified
as UML class diagrams. The flow of activities is described by UML activity diagrams. The
supporting conceptual framework described in Chapter 5 presents a generic systematic
approach specified in a formal model as a solution for the engineering problem addressed
in the scope of this thesis.
1.4.1.5 Implementation evaluation
Finally, the ’Implementation Evaluation’ was performed as follows:
• The specification of the USE-ME conceptual framework, using UML diagrams
which define the abstract syntax, was reviewed by a research group of NOVA-LINCS
during a presentation session followed by individual questionnaires.
• The feasibility of experimental models implementation was validated through the
implementation of the prototype tool and an instantiation of the evaluation models
for the Visualino case study (Section 9.4, Annex IV) in Chapter 6. This showed that
it was possible to model a performed usability assessment following the predefined
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steps. Afterwards, we performed a pilot empirical evaluation of the implemented
tool on four DSL development projects [28]. We have shown that it is feasible to
capture the relevant information for the evaluation and its use in the result analysis.
• The feasibility to integrate our approach with another language for supporting DSL
development, was validated on the case of USE-ME integration with the RDAL
requirements approach [25] (Section 9.6, Annex VI). This showed that it is feasible
to integrate USE-ME approach with existing approaches.
• Finally, we systematically obtain a community feedback about the feasibility and
usefulness of the conceptual framework proposed in the context of this thesis and
document its model using USE-ME approach (Chapter 8). A detailed interview was
run with people which used our approach both in early, or later phases of the DSL
development process. An evaluation survey was also conducted within the DSL
community.
1.4.2 Addressing the research problem
To address the knowledge (i.e. research) problem, the work has regularly been submitted
to international conferences for peer-reviewing after each milestone of results gathering
and discussion. During this research work, the obtained results were materialised into the
publications presented in Table 1.1. They are grouped in three respective areas of interest:
Systematic approach for the DSL usability evaluation, Thesis Proposal and Case Studies.
Publications reflect the obtained results, even if preliminary, to obtain the recognition of
the community about the relevance of the problem.
The research work on this topic led to peer-reviewed publications of approach in the
Computer Languages Systems and Structures (COMLAN) Journal [26], a book chapter
[20], at the conference on Pattern Languages and Programs (PLOP) 2012 [21], Multi-
Paradigm Modeling (MPM) at IEEE/Association for Computing Machinery (ACM) MOD-
ELS 2011 [17] and Portuguese National Symposium on Informatics (INFORUM) 2011
[19]. Performed case studies were published in the ACM Symposium On Applied Com-
puting (SAC) conference 2018 SLE conference 2017 [25] and workshop events, namely,
Model-Driven Development Processes and Practices (MD2P2) at IEEE/ACM MODELS
2014 [23], Domain-Specific Modeling (DSM) at SPLASH 2012 [141], 2012), and Evalu-
ation and Usability of Programming Languages and Tools (PLATEAU) at SPLASH 2011
[18]. Finally, the research proposal was accepted at doctoral symposiums of two rele-
vant conferences, namely, QUATIC 2012 [22] and MODELS 2013 [13], as well as at the
ACM Student Research Competition (SRC) at ACM SPLASH 2017 [16] and ACM/IEEE
MODELS 2013 [14]. These publications have obtained over 100 citations, indicating a




Title Year Published by C2
Systematic approach for the DSL usability evaluation 57
[26] Usability Driven DSL development with USE-ME 2017 COMLAN Journal 1
[28] USE-ME Empirical evaluation pilot study 2017 [Data set]. Zenodo.
[27]3 USE-ME 1.1 2017 [Data set]. Zenodo.
[24] Domain-Specific Language domain analysis and eval-
uation: a systematic literature review
2015 UNL, FCT, [Report].
Zenodo.
1
[20] Evaluating the Usability of DSLs 2012 IGI Global 16
[21] Patterns for Evaluating Usability of DSLs 2012 PLoP@SPLASH 11
[17] How to reach a usable DSL? Moving toward a system-
atic evaluation
2011 MPM @MODELS 19




Leveraging teens feedback in the development of a









STSM Report: Evaluating the efficiency in use of






Introducing Usability Concerns Early in the DSL De-




The RPG DSL: a case study of language engineering
using MDD for Generating RPG Games for Mobile
Phones
2012 DSM @SPLASH 11
[18]
(I)




[16] Framework support for Usability evaluation of DSLs 2017 ACM SRC
[14] Iterative Evaluation of DSLs 2013 ACM SRC
[13] Evaluating the Quality in Use of DSLs in an Agile Way 2013 Doctoral Sympo-
sium @MoDELS
2
[22] Usability evaluation of DSLs 2012 SEDES @QUATIC 21
Also, apart from productivity indicators regarding publications, the thesis candidate
was invited to give seminars about the research, both abroad (University of Alabama,
USA, 2013; University of Maribor, Slovenia, 2014; University of Malaga, Spain, 2016)
and in Portugal (Agile & Scrum Portugal 2013). The candidate also contributed to the
community in several roles, namely as a member of the teams organising the Domain
Specific Languages: Theory and Practice (DSM-TP) summer school series from 2012, a
DSL Summer Courses on Domain-Specific Languages in the University of Belgrade, Ser-
bia, 2013-2014, as well as HuFaMo workshop @MODELS 2015. She was invited to be PC
2Citations obtained from https://scholar.google.pt/ on October 20 2017
3USE-ME tool - https://github.com/akki55/useme (accessed September 19, 2017)




member of DSM at SPLASH since 2013, WAPL workshop at FedCSIS conference since
2015, Doctoral Symposium at IEEE/ACM MODELS 2014, and as a reviewer of the Jour-
nals ComSIS and ASE.J by Elsevier and SQJ by Springer. The candidate was awarded the
following grants: Short Term Scientific Mission (STSM) for Multi-Paradigm Modeling for
Cyber-Physical Systems (MPM4CPS) by European Corporation in Science and Technology
(COST) IC1404 2016, SIGSOFT CAPS Award by ACM CAPS 2014, ACM-W Professional
Activities Prize 2012 and ACM SIGPLAN Professional Activities Committee Prize 2011.
Finally, the candidate is actively participating in EU ITC COST Action IC1404 MPM4CPS
and DSML4MA TUBITAK/0008/2014 project for Developing a Framework for Evaluating
DSM Languages for Multi-agent Systems.
1.5 Thesis outline
This thesis is divided into following major parts:
• context and related work
– Chapter 2 deals with the problem definition. Here, we introduce the reader to
the context of DSLs and their life cycle. It is followed by a description of the
usability evaluation approaches and specification, and the motivation for our
work.
– Chapter 3 details the related approaches, and highlights the scope of related
work, its benefits and shortcomings for solving the problem addressed in this
thesis.
• proposal of systematic approach
– Chapter 4 introduces concepts that are crucial for the argumentation of our
proposed solution in the next part. The experimental model for DSL and
patterns for evaluating usability of DSLs are described.
– Chapter 5 presents a USE-ME conceptual framework as a proposed solution of
the given problem.
• feasibility and applicability of proposed approach
– Chapter 6 shows a feasibility of USE-ME approach and introduces a prototype
tool.
– Chapter 7 discusses applicability of USE-ME approach.
• evaluation of research questions and case studies
– Chapter 8 presents a evaluation model for USE-ME.
– Chapter 9 details the performed case studies.











The immersion of computer technology in a wide range of domains leads to a situation
where the users’ needs become increasingly demanding and complex. Consequently, soft-
ware engineers need to cope with the growth of both essential and accidental complexity
[46]. They have to provide solutions that solve a class of crucial problems in a given
domain, which is sometimes very difficult to learn, such as the rules and technical jargon
found in knowledge areas such as Physics, Finance, Medicine, etc. Also, it is necessary
to deal with the accidental complexity of the used technology, e.g., the use of low-level
abstraction programming languages while integrating a wide plethora of different tools
and libraries.The adoption of DSLs is regarded as an approach to reduce the accidental
complexity of software systems development [61, 86, 205].
2.1 Domain-Specific Languages (DSLs)
A DSL is a language that supports solutions to essential problems from a given domain
(e.g. Physics Computing, Financial Domain, Health-care, Control Systems, and Gaming).
They are intended to raise the level of abstraction closer to users’ domain understanding.
Opposing to a General Purpose Language (GPL), such as Java or C++, that is meant to be
applicable across domains, a DSL offers the end user the possibility to express his needs
in terms of the domain of the problem instead of in terms of the computational solution
[178]. DSLs provide a notation tailored towards an application domain as they are based
on models of relevant concepts and features of the domain [148]. As DSLs are used
to describe and generate members of a family of systems or products in the application
domain, they give the expressive power to model the required family members more easily.
DSLs are claimed to match users’ mental model of the problem domain by constraining
the user to the given problem [98]. Finally, DSLs simplify the development of applications
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in specialised domains at the cost of their generality.
A DSL can offer several important advantages over a General Purpose Language (GPL)
[63]:
• Domain-specific abstractions: a DSL provides pre-defined abstractions to represent
directly concepts from the application domain;
• Domain-specific concrete syntax: a DSL offers a natural notation for a given domain
and avoids the syntactic clutter that often results when using a GPL;
• Domain-specific error checking: a DSL enables building static analysers that can find
more errors than similar analysers for a GPL and that can report the errors in a
language familiar to the domain expert;
• Domain-specific optimizations: a DSL creates opportunities for generating optimized
code based on domain-specific knowledge, which is usually not available to a com-
piler for a GPL;
• Domain-specific tool support: a DSL creates opportunities to improve any tooling as-
pect of a development environment, including, editors, debuggers, version control,
etc.; the domain-specific knowledge that is explicitly captured by a DSL can be used
to provide more intelligent tool support for developers.
The idea of DSLs is as old as the notion of programming languages [148]. Widely
used DSLs are: Excel macro (spreadsheets), SQL (database queries), LaTeX (typesetting),
HTML (hypertext web pages), VHDL (hardware design), PostScript, LabVIEW, Simulink,
and Lego Mindstorms. They come in a wide variety of forms, e.g., textual, diagrammatic,
graph-based, form-based, grid-based, etc. DSLs are also called: application-oriented,
special-purpose, 4GL (4th generation), task-specific, problem-oriented, end-user or little
languages.
2.1.1 Growing adoption of DSLs supported by MDD
The use of the MDD techniques and tools is seen as a viable approach for dealing with
accidental complexity [205]. MDD is grounded on the notion of providing explicit Mod-
els, seen as ’first class artefacts’ in the process, that are further transformed into other
lower level, more detailed, models. These transformations are also considered as devel-
opment artefacts and can be explicitly modelled by using transformation models. This
approach has the special impact of dealing with the complexity of large-scale problems
while enabling rapid prototyping, simulation, validation and verification techniques [113,
208].
In general, ’A model is a representation of something, constructed and used for a particular
purpose’ [36]. Kühne defines this concept more appropriate to our context as ’A model is
an abstraction of a (real or language-based) system allowing predictions or conferences to be
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made’ [126]. Modellers build models to represent something. But a model has no meaning
by itself. The information in the model can be understood if the model is combined with
an interpretation. Extracting the correct meaning from the model can only be achieved
if a common understanding of the concepts between modeller and the interpreter (who
will typically use the model) is established. This common understanding leads us to a
language. In practice, DSLs can be used to represent domain-specific models in MDD
approaches. Each different model adopted by an MDD approach can be seen as a DSL
that addresses the modelling of abstractions at a specific stage of software development.
We have several guides that discuss how to implement a DSL based on MDD approach
[11, 178, 187].
2.1.2 DSL implementation classification
DSLs can be implemented in different languages, such as textual or graphical languages,
interactive GUIs, or embedded in other programming languages [89].
2.1.2.1 Internal vs. External DSLs
Fowler [74] and Gray et al. [86] handle DSLs in two different styles that can be distin-
guished with regard to the implementation approach of the DSL.
An internal DSL, also called as embedded DSL, is defined as an extension to an existing
GPL and uses it as a base host language (e.g. Ruby DSLs [75] such as of first iteration
version of FlowSL [23], or Hudak’s embedded DSL [99]). It is not necessary to build a new
generator for an internal DSL, as it can use the compiler or interpreter of the host language.
DSLs can be layered on top of a host language using subtyping (i.e. programming libraries
that define new classes with behaviours that reflect domain concepts). This layered style
of DSL design is very unrestrictive because it does not preclude the use of non-DSL
expressions. Implementation of a DSL via a definition of a new language from scratch is
possible but is very restrictive because the language is self-contained.
An external DSL is defined in a different format than the host language of the appli-
cation and transformed into it using some form of a compiler (e.g. Microsofts’ OSLO
framework or graphical DSLs, such as Pheasant [7], Lego [132], Visualino [135], etc. ). An
external DSL can use all kinds of language constructs as it enables designers to define any
possible syntax independent from the syntactical particularities of a given host language.
2.1.2.2 Development without vs. with use of language workbench
The implementation of a DSL without a language workbench, e.g. coupled with its own
development environment, is possible through rigorous planning and software engineer-
ing. In this case, an application with an interface for assessing the concrete syntax items
of the language is the programming environment. This IDE of DSL design is also very
restrictive, though it is important to note that the language definition is often obscured
in the environment design, rather than decoupled from it.
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A development with use of language workbench, i.e. Domain-Specific Modeling En-
vironment (DSME), provides interfaces for activities such as expression building, model
execution, and well-formedness checking (among others). This way to define a DSL in-
volves the co-creation and synthesis of the structural portion (i.e., C, A, and Mc) of the
DSL through the use of a meta-modelling environment. This style of DSL modelling
design facilitates rapid development but is at the same time somewhat restrictive. It
produces similar results to the IDE style of design, though it is significantly more sophis-
ticated since the definition of the language is used to define the DSME, rather than a
design-time result of the development of the DSME.
Different tools and platforms are now being defined to support DSL implementation
and processing, such as, Microsoft DSL Tools [60], OpenArchitectureWare [93], Generic
Modeling Environment (GME) [130], Rational Software Architect (RSA) [136] and Epsilon
[120] based on GMF/EMF [90, 186], MetaEdit+ [193], AtomPM [189] and MPS [48].
2.1.2.3 Horizontal vs. Vertical DSLs
If we perform an analysis of the names of reusable components (in reusable infrastruc-
tures), and the reusable data structures and methods from existing Application Program-
ming Interfaces (API), and determine the possibilities of how they can be composed in
a meaningful way then we can infer a bottom-up DSL from that reusable infrastructure.
This bottom-up method of building languages by reusing existing reusable infrastruc-
tures may, however, generate languages that lack generality in the capability of solving
any class of problems of a given domain, or if the domain of the problem is not yet fully
bounded (categorized), there may be irregular composition patterns that can be nonsense
regarding the problem.
A top-down method would be to complete the domain analysis phase that is behind
the existing reusable infrastructure, by discarding any existing implementation and fo-
cusing only on the complete description and categorization of the class of problems from
which its users will use our new DSL to describe their solutions while using the identified
problem concepts when regarded to its context of use. If we find a mapping between all
the possible expressible solutions (which might be very difficult in some cases) in our
new DSL and the existing concepts of a reusable infrastructure, then we have assembled
a top-down DSL.
DSLs that are built in a top-down fashion are mostly called horizontal DSLs while
DSLs that are built in bottom-up fashion are called vertical DSLs [118]. In practice, it is
more common for a DSL design for human-computer communication to be built using a
combination of bottom-up and top-down approaches.
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2.1.3 DSL stakeholders
A Language Engineer is a professional who is skilled in the application of the engineering
discipline to the creation of software languages. This professional manages the imple-
mentation priorities, designs the software language and is responsible for making the
language functional at the system level. In general, Language Engineers are involved
in the language specification, implementation, and evaluation, as well as in providing
templates and scripts [118].
A DSL User or Domain User is any person who uses software languages to create
applications (e.g. application developers) [118]. The possible user base of the models
can easily be broader as domain-specific modelling allows application users to be better
involved in the application development process. In that case, customers, other than
typical application developers, can read, accept and, in some cases change application
specifications, being directly involved in the application development process. A Domain
User can work with models which apply concepts directly related to specific character-
istics of the configuration, such as specifying deployment of software units to hardware
or describing high-availability settings for uninterrupted services with redundancy for
various fault recovery scenarios [113].
A Domain Expert is a person involved in the language development process, and is
also sometimes known as a knowledge engineer. In the case of domain-specific mod-
elling, they do not need to have the software development background, but they can
specify the application for code generation. A Domain Expert specifies models for con-
cept prototyping or concept demonstration, and Language Engineers can proceed from
these models. They are responsible for managing system goals and iterations. In contrast
with Domain Users, they should have domain knowledge that includes areas of all target
model applications.
DSLs are usually built by Language Engineers in cooperation with Domain Experts
[205]. In practice, Domain Users will use the DSL. These Domain Users are the real target
audience for the DSL. The Domain Experts and Language Engineers can play the Domain
User role, but they are, often, just a small subset of target end-users population. Although
Domain Users are familiar with the domain, they are not necessarily as experienced as
the Domain Experts. They may also lack the experience of Language Engineers in using
languages. So, it may turn out that the language is valid by construction for Domain
Experts and Language Engineers, but not necessarily to other Domain Users. Neglecting
Domain Users in the development process may lead to a DSL they are not really able to
work with.
2.1.4 DSL life-cycle
Several steps are detailed by Thibault [191], Völter [205], Mernik [148], Visser [201],
Strembeck and Zdun [187], to develop a DSL, contributing to the formal definition of the
DSL life-cycle. The following are listed as DSL development phases: decision, analysis,
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design, implementation and deployment. Mernik [148] provided a set of patterns that
describe common situations that potential developers may find themselves in, and were
already tackled successfully by previous DSL development projects.
The first phase is the Decision that corresponds to the ’when’ part of the DSL devel-
opment, while the remaining phases correspond to the ’how’ part. Its goal is to identify
the need for a DSL to the domain and its validity, which includes justifying that the effort
to invest in its creation can be compensated. To make the decision, the stakeholders
(including Domain Experts and Language Engineers) need to discuss the requirements of
the domain following DSL development patterns.
The following phase is the Analysis. Its goal is to define the domain model with
support to the DSL. The analysis has to take into account the particularities of the domain
that will be explored, such as the terms and expressions intrinsic to a problem. In this
phase, Domain Experts helps Language Engineers to define the description of domain
concepts, the feature models, the functional and technical requirements, and the goal
model. The Analysis phase primarily produces a domain model, representing common
and varying properties of the system within the domain [63]. The domain model will be
used to assist with the creation of configurable architectures and components.
The next phase is Design, where Language Engineers formalise a language abstract
syntax (i.e. meta-model) and define the representations for the model elements and pro-
duction/composition rules. Additionally, the semantics of the language is defined. The
design approaches of DSL design can be characterised along two orthogonal dimensions:
the relationship between the DSL and existing languages, and the formal nature of the
design description [148]. A DSL can be designed from scratch or based on an already
existing language. Based on the reuse of existing languages there are three different de-
sign patterns: piggyback (is partially used), specialization (is restricted) and extension (is
extended). The formal nature of DSL can range between:
• informal – a DSL is specified in natural language and/or with examples, and
• formal – a DSL is specified using one of the available semantic definition methods,
e.g. regular expressions, grammars, etc.
The fourth phase is the actual Implementation, which includes the integration of
DSL artefacts with the infrastructure, as well as the implementation of the necessary DSL
to platform transformations. A DSL can be implemented by different approaches (e.g.,
interpreter, compiler, preprocessing, embedding, extensible compiler/interpreter, COTS,
hybrid [148]), each having its own merits [123]. In this phase, the developers produce
the model checkers and simulators, which will help the modeller to validate the specified
models. Finally, the DSL is delivered with its documentation in the Deployment phase.
While Domain Experts themselves can understand, validate and modify the software by
adapting the models expressed in DSLs, more substantial changes may involve altering a
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DSL implementation. Therefore, the DSL should have a migration strategy, as any other
software product.
Figure 2.1: DSL Life-Cycle (taken from [26])
We argue that this process lacks an important step: Evaluation [17, 54], just before the
deployment (see Figure 2.1), that should include the verification (testing if the right func-
tionality is provided by the DSL) as well as its validation (testing if this DSL is right for
its users). In the current state of practice, the focus of evaluation is only on the language
engineering, and not on its usability, leading to a clear lack of validation involving the
end-users [122]. Current verification is supported by model checkers and simulators. As
the DSL promotes the modification of models which are claimed to be easier to produce
and understand, the actual impact of the DSL in these tasks should be systematically
evaluated involving its real users, performing real user actions. This phase is expected to
help mitigate a pervasive problem of software engineering, i.e. software comprehension
[166], that addresses the challenge for associating human oriented concepts with their
counterpart solution domain concepts (e.g. computational terms).
Visser [201] recommends the inductive approach which, in opposition to designing
the complete DSL before implementation, incrementally introduces abstractions that
allow capturing a set of common programming patterns in software development for a
particular domain. Visser also states that developing the DSL in iterations can mitigate
the risk of failure. Instead of a big project that produces a functional DSL in the end,
an iterative process produces a useful DSL early on. The availability of sophisticated
language workbenches facilitates the development of DSLs making them increasingly
more popular. This comes at the risk that a badly designed DSL can bring more harm than
benefits and decrease productivity when compared to the existing baseline alternative
(typically, a GPL, although a new DSL can also be developed to replace an existing DSL
that is perceived not to be adequate enough for the goals of the organization using it). In
particular, a poorly designed DSL can be too hard to adopt by its domain users. As such,
to evaluate usability is one of the key strategies to mitigate this risk as usability has an
important impact on the achieved productivity of DSL users.
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2.2 Usability evaluation
DSLs are conceived as communication interfaces between human and computers. There-
fore, if we take into account the main purpose of HCI, we can conclude that to evaluate
DSLs has several similarities to assessing regular User Interface (UI)s [18]. We argue
that any UI is a realisation of a language, where a language is considered as a theoretical
object (i.e. model) that describes the allowed terms and how to compose them into the
sentences involved in a particular HCI. On another hand, UI represents all points of
human interaction (orchestrated inputs and outputs) with a DSL for solving a domain
problem.
Usability Engineering is a field that is generally concerned with HCI and specifically
with devising UIs that have high Usability. It provides structured methods for achieving
efficiency and elegance in interface design [155]. Empirical (i.e. experimental) evaluation
studies of UIs with real users is a crucial phase of the Usability engineering life-cycle
[66]. A relevant set of quantitative and qualitative measurements must be inferred and
combined together to lead to a useful assessment of the several dimensions that define
software Quality in Use, often referred to as Usability [104].
2.2.1 Usability vs. Quality in Use
The notion of Usability is used in many different contexts and its definitions developed
progressively. Usability is defined by Shackel and Richardson [180] as the capability in
human functional terms to be used easily and effectively by the specified range of users,
given specified training and user support, to fulfil technically specified range of tasks,
within the specified range of environmental scenarios. Shortly, Usability is ’the capability
to be used by humans easily and effectively, where ’easily = to a specified level of subjective
assessment’; ’effectively = to a specified level of (human) performance’.
Usability is the quality characteristic that measures the ease of use of any software sys-
tem that interacts directly with an end user. It is a subjective non-functional requirement
that can only be measured indirectly by the extent to which it satisfies its corresponding
needs based on the users’ cognitive capacity. It focuses on features of the HCI. Usability
is the result of the achieved level of quality in use of a software system i.e. a user’s view
of quality. It is dependent on achieving the necessary external and internal quality that
is influenced by the achievement of different quality attributes dependent on a context
of use. Tests of language Usability are based on measurements of the users’ experiences
with it.
International Organisation for Standardization (ISO) firstly defines Usability as ’the
effectiveness, efficiency, and satisfaction with which specified users achieve specified
goals in particular environments’ (ISO 9241-11 [102]). Later on, the notion of Usability
is integrated into the software quality framework under the term Quality in Use (ISO
9126 [103]). Finally, Usability is defined as ’degree to which a product or system can be
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used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction
in a specified context of use’. Usability can either be specified and measured as a product
quality characteristic in terms of its sub-characteristics or specified and measured directly
by measures that are a subset of quality in use (ISO/IEC 25010 [104]) (see Figure 2.2).
Figure 2.2: Quality in Use model by ISO/IEC 25010 [104]
Similarly to the other software qualities, Usability evaluation should not be simply
added at the end of the development process. Instead, it has to be included in the devel-
opment process from the beginning by taking into consideration internal and external
quality attributes.
Internal quality is the ’totality of characteristics of the software product from an internal
view’ that provides Usability metrics that are used for predicting the extent to which the
software in question can be understood, learned, operated, attractive and compliant with
Usability regulations and guidelines. Internal metrics can be applied to a non-executable
software product during designing and coding. Internal metrics provide users, evaluators,
testers, and developers with the benefit that they are able to evaluate software product
quality and address quality issues early before the software product becomes executable
[103].
External quality is the ’totality of characteristics of the software product from an external
view’ that provide us with metrics that use measures of a software product derived from
measures of the behaviour of the system of which it is a part, by testing, operating and
observing the executable software or system. Before acquiring or using a software product
it should be evaluated using metrics based on business objectives related to the use,
exploitation and management of the product in a real Context of Use. External metrics
provide users, evaluators, testers, and developers with the benefit that they are able to
evaluate software product quality during testing or operation [103].
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Evaluating Quality in Use validates software quality in specific user-task scenarios.
Quality in Use is the user’s view of the quality of a system containing software, and
is measured in terms of the result of using the software, rather than properties of the
software itself. Achieving Quality in Use is dependent on achieving the necessary External
quality, which in turn is dependent on achieving the necessary Internal quality. Measures
are normally required at all three levels, as meeting criteria for internal measures is not
usually sufficient to ensure achievement of criteria for external measures, and meeting
criteria for external measures is not usually sufficient to ensure achieving criteria for
Quality in Use.
Achieving Quality in Use for different users means achieving different goals: for the
end user, quality in use is mainly a result of Functionality, Reliability, Operability and
Efficiency; for the person maintaining the software, quality in use is seen as result of
Maintainability; for the person porting the software, as result of Portability. The new model
for achieving Quality in Use provides a framework for a more comprehensive approach
to specifying Usability requirements and measuring Usability taking into account the
stakeholder’s perspective.
To evaluate the achieved Quality in Use of DSLs we find it necessary to assess the
following attributes, on which we concentrate in the scope of this thesis:
• Effectiveness should determine the accuracy and completion of the implementation
of the sentences;
• Efficiency tells us what level of effectiveness is achieved at the expense of various
resources, such as mental and physical effort, time or financial cost, and is commonly
measured in the sense of time spent to complete a sentence;
• Satisfaction captures freedom from inconveniences and positive attitude towards
the use of the language; and
• Context coverage with an emphases on learnability and memorability of the language
terms.
There is an increasing awareness of the quality in use of languages, fostered by the
competition of language providers. Better Usability is a competitive advantage, although
evaluating it remains challenging. While evaluating competing languages, it is hard to:
• interpret the existing metrics in a fair, unbiased way;
• provide relevant design changes; and
• assure that the scope of their evaluation is preserved to target user groups.
Software Expert Evaluators typically implement complex experimental evaluation
studies. Their expertise is essential to design the evaluation sessions properly and to
gather, interpret, and synthesise significant results. Although it is desirable to have an
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Expert Evaluator within the teams, it is not always possible. This calls for the need of
automated tools that support these experts, as well as other DSL stakeholders.
2.2.2 Usability evaluation methods
The importance of Usability as a quality attribute has led to the development of several
Usability evaluation methods, whose purpose is to determine systematically the degree
to which a software product is easy to use. According to Fernandez et. al., [70], the
Usability evaluation methods can be defined as ’procedures composed by a series of well-
defined activities to collect data related to the interaction between the end user and a software
product, in order to determine how the specific properties of a particular software contribute
to achieving specific goals’. Usually, these methods are employed during all phases of the
software development process to ensure the design of a usable product that can meet
high-quality standards.
Nielsen and Molich proposed evaluating Usability in four ways [154];
Formally by some analysis techniques. Evaluations using models and simulations can
predict measures such as time to complete a task or the difficulty of learning to use a
product. Some models have the potential advantage that they can be used without the
need for any prototype to be developed.
Automatically by a computerized procedure. This can be done by Automated checking
of conformance to guidelines and standards or by Evaluation of data collected during system
usage. This kind of evaluation is possible when initial prototypes or initial versions of the
full implementation are available.
Empirically by experiments with test users. Evaluation with users is recommended
at all stages of development if possible, or at least in the final stage of development.
Nielsen suggests at least eight participants per group in empirical evaluation for obtaining
a significant number of participants [154]. Although this is only a rule of thumb, a
pragmatic sample size that Nielsen has found convenient to provide ’good enough’ results,
rather than a sound sample size determination for the adequate number of participants
in an evaluation. We can use:
- Formative methods that focus on understanding the user’s behaviour, intentions and
expectations in order to understand any problems encountered, and typically employ a
’think-aloud’ protocol or
- Summative methods that measure the product Usability, and can be used to establish
and test user requirements. Testing may be based on the principles of standards and
measure a range of Usability components. Each type of measure is usually regarded as a
separate factor with a relative importance that depends on the Context of Use. Iterative
testing with small numbers of participants is preferable, starting early in the design and
development processes.
Heuristically by simply looking at the product and passing judgment according to
an own opinion. It is usually considered as Evaluation conducted by expert and it can be
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Table 2.1: Frequency of Use of Each Usability Evaluation Method according to [162]
Usability Evaluation Method Percentage




User Testing – Thinking Aloud / Thinking Out Loud 9.6
Software Metrics / Usability Metrics 4.8





Pencil & Paper 1.26
Perspective Based Usability Inspection 1
Field Observation / Field Study <1
Eye Tracking <1
Click Map / Scroll Map / Heat Map <1
Opinion Mining <1
Web Usability Evaluation Process <1
Retrospective Thinking Aloud <1
Cognitive Task Analysis <1
Usability Guidelines <1
Card Sorting <1
Canvas Card Sorting <1




Domain Specific Inspection <1
Participatory Heuristic Evaluation <1
Semiotic Inspection Method <1
Usability & Communicability Evaluation Method <1
Simplified Pluralistic Walkthrough <1
Simplified Streamlined Cognitive Walkthrough <1
Music Performance Measurement Method <1
used when initial prototypes are available. Expert methods that do not use task scenarios
are referred to as reviews or inspections, while task-based evaluations are referred to
as walkthroughs. Conducting expert evaluation is recommended to identify as many
Usability issues as possible in order to eliminate them before conducting user-based
evaluations.
In June 2015, Paz and Pow-Sang [162] performed a systematic mapping review of
Usability evaluation methods on publications since 2012. They identify what are the
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most widely used techniques to evaluate the Usability of software products in the con-
text of a development process (See Table 2.1). Additionally, the review authors identify
which are methods commonly used for each category of software application involved
in a development process. The definitions for different evaluation methods according to
Nielsen [155] and Paz et. al., [161] are provided in Appendix A. However, because of the
broad range of these techniques, the choice of the most suitable method for a particular
scenario has become a difficult decision. There is no agreement on what the best method
is.
2.2.3 Usability design - how and when?
Usability has two complementary roles in design: as an attribute that must be designed
into the product, and as the highest-level quality objective, which should be the overall
purpose of design [163]. Two important issues are how and when to assess DSL Usability.
Concerning the how, we can think of DSLs as communication interfaces between
their users and a computing platform, making DSL Usability evaluation a particular
case of evaluating UIs [19]. This implies identifying the key quality criteria from the
perspective of the most relevant stakeholders, to instantiate an evaluation model for
that particular DSL [21, 110]. These criteria are the evaluation goals, for which a set of
relevant quantitative and qualitative measurements must be identified and collected. We
borrow from UI evaluation several practices, including obtaining these measurements by
observing or interviewing, users [172]. In general, it is crucial that the evaluation of HCIs
includes real users [66], for the sake of its validity. In the context of DSLs, the ’real users’
are the Domain Users (see Section 2.1.3).
Interactive Usability investigation methods apply contextual inquiry and formative
Usability testing as crucial for successful Usability design [162]. Usability Testing includes
task analysis that studies the way people perform tasks with existing systems. By a high-
level abstraction study of cognitive processes, we could identify what are the individual
tasks that the language is expected to support. For each task we should identify: Goal,
Pre-conditions, Dependencies, User background and Sub tasks.
The cognitive activities that should be analysed in the study are:
1. Learning both syntax and semantics;
2. Composition of the syntax required to perform a function;
3. Comprehension of function syntax composed by someone else;
4. Debugging of syntax or semantics written by ourselves or others;
5. Modification of a function written by ourselves or others.
Experimenters in human factors developed a list of tasks to capture these particular
aspects [168]: Sentence Writing, Sentence Reading, Sentence Interpretation, Comprehension,
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Memorization, and Problem Solving. We can evaluate these tasks using tests such as Final
exams, Immediate Comprehension, Reviews, Productivity, Retention, and Re-learning. Per-
forming exhaustive evaluation of different tasks in the language usage is interesting, but
would be too expensive. Therefore, the evaluation usually concerns only the most critical
activities.
More general method in assessing Usability are Heuristic evaluation [155], but are of-
ten regarded as not being capable to encompass all Usability attributes. Recently, a new
evaluation method called Domain Specific Inspection was developed using traditional eval-
uations in novel ways [162]. Alroobaea [5] proposed a methodological framework which
generates a domain-specific evaluation method, which is used to improve the usability
assessment process for a product in any chosen domain. This adaptive framework is able
to build a formative and summative evaluation method that provides optimal results
with regard to the identification of comprehensive Usability problem areas and relevant
Usability evaluation method metrics, with minimum input in terms of the cost and time
usually spent on employing a Usability evaluation method.
Concerning the when, we argued that we should adopt a systematic approach to ob-
taining a timely frequent Usability feedback, while developing the DSL, to better monitor
its impact [17]. This implies the integration of two different and demanding comple-
mentary processes: language development and Usability evaluation. Language Engineers
should be aware of Usability concerns during development, to minimise rework caused
by unforeseen Usability shortcomings. In turn, Expert Evaluators should have enough
understanding of the domain-specific models involved in software language development
to be able to properly design the evaluation sessions, gather, interpret, and synthesise
meaningful results that can support the DSL improvements in a timely way.
The timely frequent Usability testing is in line with agile practices, making them
a good fit for this combined DSL building (i.e. software development) and evaluation
process (i.e. Usability design) [129]. An agile development process breaks products into
small increments, and each iteration should fit in short time-boxes that typically do not
last more than a month [59]. This iterative, incremental development process is also in
line with Visser’s inductive DSL development suggestion [201] (see Sec. 2.1.4). Agile
practices provide a method for gathering user feedback by conducting a focus group
after a feature was implemented, and ask for users’ opinions. However, this approach
is insufficient in supporting Usability design which is largely based on observing user
behaviour by utilisation of Usability investigation before product implementation [188].
Therefore, it is necessary to apply a UCD that is comprised of end user involvement in
the development of software products at different points of the life-cycle. UCD includes
Usability evaluation techniques that support Usability design such as participatory de-
sign, focus group research, surveys, walkthroughs, preliminary prototyping, expert or
heuristic evaluation, Usability testing, as well as follow-up studies [157, 172, 207]. UCD
can be characterised as a multistage problem-solving process. It foresees how users are
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likely to use a product and tests the validity of those assumptions concerning user be-
haviour in real world tests with actual users. Such testing is necessary as it is often tough
for the developers of a product to understand what is intuitive for an end user of their
design experiences, and what each user’s learning curve may look like. The essential
activities required to implement UCD are described in ISO 13407 [38] as:
1. Plan and manage the human centered design process
2. Understand and specify the context of use
3. Specify the stakeholder and organizational requirements
4. Produce design solutions
5. Evaluate designs against requirements
2.2.4 Contextual aspects of DSL Usability evaluation
In this particular research, we only consider languages that are used as communication
interfaces between humans and computers (i.e. UIs). Therefore human-human languages,
e.g. natural languages, and machine-machine languages, e.g. communication protocols,
are not relevant for the work described in this thesis.
Semiotics, the study of the structure and meaning of languages, is a part of linguistics
that studies the dependencies and influences among syntax, semantics, and pragmatics.
The syntax of a language defines what signs we can use in that language, and how we
can compose those signs to form sentences. The semantics of a language defines the
conceptual meaning of the sentences in that language by stating how they can be logically
interpreted. Finally, the pragmatics sets the context of use from which the sentences of
that language can have some logical meaning [179].
The Context of Use i.e. ’the users, tasks, equipment (hardware, software and materi-
als), and the physical and social environments in which a product is used’ [103] is one of
the characteristics that we must be considered while evaluating DSLs Usability. This is
to pragmatically distinguish between the scope of DSLs’ assessments. Different DSLs,
especially the ones that are developed for various domains, have a different Context of
Use. We can infer that the users of those DSLs, most likely, will have different knowledge
sets, each one with a minimum amount of ontological concepts required to be able to use
each language.
We need a rigorous and collaborative Usability evaluation procedure for DSLs (both
during and after the particular DSL development) that supports validation of DSL sen-
tences (called instance models) in a correct Context of Use. According to the context
of communication, these sentences can have different interpretations. If the context is
not clear, interpretations can be ambiguous. Notice that, in this pragmatic perspective,
languages that do not even share the same base syntax of those same sentences may share
the same domain concepts, i.e. the intersection of their domain concepts is not empty for
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a given non-empty intersection of contexts of use. If the intersection of their contexts of
use is empty, then they do not share any of the identified domain concepts.
If we say that Context of Use has some ontological purpose, then we can see it as
a problem to be solved in the language user’s mind. One example of this is the set of
GPLs where each user has to know about programming concepts (variables, cycles, clauses,
components, events), plus the domain concepts from a given Context of Use. Moreover,
languages that reduce the use of computation domain concepts and focus on the domain
concepts of the contexts of use’s problem are called Domain-Specific Languages. Notice
that, in these pragmatic perspective languages that do not even share the same base syntax
may actually share the same domain concepts, i.e. the intersection of their domain concepts
is not empty for a given non-empty intersection of contexts of use. If the intersection of
their contexts of use is empty then they actually do not share any of the identified domain
concepts.
For example: consider both the SQL and C languages. The SQL language has a
reserved word called table to represent a database table from a DBMS. There is no table
in the list of reserved words of C language that the user of C can immediately read as table
with the same meaning as read in SQL (i.e. a database table from a DBMS). However, one
of the contexts of use of SQL where table is applied: createtable can be emulated by means
of a high level C (Application Programmers Interface) API function that have the same
purpose of creating a table in the same DBMS. Moreover, if there is no C API supported
by the DBMS, then we can even imagine how it would be to write it completely in C as
part of the implementation of the context of use stated in createtable.
If we perform an analysis of the names of reusable components (in reusable infras-
tructures), and the reusable data structures and methods from existing APIs, and figure
out all the possible ways of how they can be composed in a meaningful way then we
can infer a bottom-up DSL from that reusable infrastructure. This bottom-up method of
building languages by reusing existing reusable infrastructures may however generate
languages that lack generality in the capability of solving any class of problems of a given
domain, or if the domain of the problem is not yet fully bounded (categorized), there may
be irregular composition patterns that can be non-sense with respect to. the problem.
A top-down method would be to complete the domain analysis phase that is behind the
existing reusable infrastructure, by discarding any existing implementation and focusing
only on the complete description and categorization of the class of problems from which
its users will use our new DSL to describe their solutions while using the identified
problem concepts with respect to its context of use. If we find a mapping between all the
possible expressible solutions which might be very difficult in some cases in our new DSL
and the existing concepts of a reusable infrastructure, then we have assembled a top-down
DSL.
DSLs are built for a more confined context of use, capturing one particular set of
domain concepts. While evaluating these languages, the universe of users is smaller, and
they have less diversity of skills, so the validity of the results to their target population is
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Figure 2.3: Kiviat diagrams for (H)ALL and Lego DSLs (taken from [19])
much higher.
Although typically DSLs have an explicit underlying model (by means of metamodels
or grammars), while UIs models are usually implicit in their implementation, in general
there is no distinction between using both final products from the user perspective. The
influencing characteristics to achieve Quality in Use can be very diverse, namely if we
compare two languages in different domains such as the ones presented in Figure 2.3
((H)ALL [30] and Lego 1 (accessed September 19, 2017)). Here we present an assessment
of language non-functional requirements for two languages with different contexts of use.
These requirements are presented in terms of internal and external quality attributes from
ISO/IEC 9126 [103], for which we predict the expected success level that is necessary for
achieving the planned Quality in Use for each of these languages. Different contexts of use
lead to different priorities, with respect to quality attributes. For example, we consider
external efficiency to be much more important for Lego than for Hall. The waiting time
for a language to execute the program on a robot with a Lego can demotivate its users,
children, to use it. On another hand, the execution of Hall models is not such a frequent
activity of its users and it is acceptable to leave the execution running for certain time,
on a cost of investing in high reliability.
Different quality attributes will bring success in the achieved Quality of Use. It de-
pends on its context of use and the target user population, so they can be identified just
after performing the Context of Use analysis. Also, it is not always possible to achieve
optimal scores for all Usability attributes simultaneously, so, when Usability trade-offs
seem inevitable, it is necessary to find a reasonable trade-off solution that can reasonably
satisfy both requirements, or, in an extreme case, support an explicit decision concerning













The related studies show that the scientific community is still not making use of the cur-
rent solutions offered by the software engineering community [113]. The requirements
discovery process is difficult because DSLs are exploring new domain-related problems.
Therefore, in most of cases requirements cannot be known in advance; they change as
knowledge changes [177]. These constraints affect the applicability of many of the tradi-
tional software engineering practices and partially explain why scientists tend not to use
them [114].
3.1 General-purpose usability evaluation approaches
In the context of GPLs, comparing the productivity impact of using different languages
during the software development process has some tradition [165]. Some of the common
techniques are the use of a popularity index [60], the cognitive dimensions framework
[88], or heuristics based on the studies of cognitive effectiveness for visual syntax [151].
These methods can be reused when these techniques are identified as relevant for the
usability of a DSL (e.g. Moody’s work on cognitive effectiveness can be reused if a visual
concrete syntax is given to the target DSL). When usability problems are identified too
late, a common approach to mitigate them is to build a tool support that minimises their
effect on the users productivity [35].
GPL users are typically technically-oriented programmers, with good understanding,
skills, and experienced in computer science and technology. However, the understanding
of domain concepts is also necessary to develop programming solutions. On the other
hand, DSLs are meant to reduce the direct use of computation concepts by putting the
focus on the domain concepts. As such, DSLs are expected to be used by a target popula-
tion familiar with the domain concepts, but not necessarily experienced with computer
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science and technology (e.g. experts from physics, chemistry, finance, management, etc.).
The evaluation criteria for DSLs need to be appropriate for their target users, as well as
to their technical, social and physical environment.
We can build on existing methodologies and tools to assess the usability of UIs [19] and
adapt them for programming languages (as we discussed in previous Chapter). Existing
UI practices, due to the wide spectrum of the context of use that they target, makes it
hard to interpret what the collected information means. While for DSLs the population
of users tends to be smaller and less diverse. As such the sampled subjects are likely to
have a higher proximal similarity to the remaining elements of the population they were
sampled for, mitigating the external validity threat.
3.2 The state of practice in DSL evaluation
Some studies address specific quality characteristics for DSLs by performing experimen-
tal evaluations after implementing the language. Haugen et al. [97] present a structured
questionnaire based on three dimensions of a DSL: expressiveness, transparency, and
formalization. Merilinna and Parssinen [146] investigate the benefits of using DSLs by
making experimental comparisons between the DSL approach and traditional approaches.
Kosar et al. [124] independently evaluated several DSLs and are mostly concerned with
program comprehension, correctness and efficiency, while using the DSLs, when com-
pared with using GPLs. A detailed analysis of their data could be used to identify oppor-
tunities for improving the tested DSLs. Kieburtz et al.’s [116] experiment addresses DSL
comparative evaluation as part of the concern with flexibility. Murray’s experiment [152]
explicitly looks for opportunities for improving the respective DSLs under scrutiny by
taking learnability, understandability, usability, user satisfaction and language evolution
as improvement goals. Kärnä et al. [111] evaluate a DSL solution in an industrial case
focusing on the productivity and usability. They first determine the objectives for the
creation of the DSL and then collect data via controlled laboratory studies. In general,
existing assessments are performed with a final version of a DSL when potential problems
are expensive to fix. Our research aims to introduce language evaluation concerns early
in the DSL development process so that problems can be found ’on-time’ and fixed at a
fraction of the cost it would take to fix them if detected only after the implementation.
Gabriel et al. [76] present a systematic review emphasizing the reduced concern on
the evaluation of DSLs. This work highlights the state of practice and increases awareness
to the shortcomings in research regarding this problem. Kosar et al. [122] performed
a systematic mapping study of grammar based DSLs covering the period from 2006 till
2013. They concluded that the DSL community focuses more on the development of
new techniques/methods rather than investigating the integrations of DSLs with other
software engineering processes or measuring the effectiveness of DSL approaches. Ac-
cording to Kosar’s study, the primary studies usually discussed the following three DSL
development phases: domain analysis, design and implementation, whilst validation
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and maintenance have been rarely presented (see Figure 3.1). In many primary studies
authors found a brief section on domain analysis identifying the main concepts of DSL
under development followed by the design of DSL syntax and semantics and finalizing
with implementation details. This study explicitly presents a clear concern regarding the
lack of DSL research within the validation phase, in particular controlled experiments.
Also, it is pointed that "DSLs had rarely been validated (e.g., by end-users) assuming that the
developed DSLs were perfectly tailored for domains, as well as fitting end-users requirements.
However, this is far from true. DSLs under development should be empirically validated, if
possible with the collaboration of end users, as well as assessed considering existing research
from Psychology of Programming".
Figure 3.1: Research distribution in DSL development phases (taken from [122])
However, some authors did tackle above mentioned problems. Kolovos et al. [121] list
the core quality requirements for a DSL. Hermans et al. [98] identify success factors for
designing DSLs by performing an empirical study. Wu et al. [212] present an approach to
determine the effort while using DSLs during application development, contributing to
the classification of the effort and proposing of related metrics. Kelly and Pohjonen [112]
discuss worst practices for creating DSLs which developers should avoid, based on indus-
trial case studies. McKean and Sprinkle [144] present criteria that will help in selecting
a DSL or any other approach to be used in system development. According to Nishino
[156], if developers do not have the suitable domain knowledge during DSL development,
inappropriate abstractions occur as a consequence of conceptual misfits. He proposes
to identify usability problems by analysing a set of cognitive dimensions proposed by
Green et al. [88]. However, this approach does not indicate how to proceed with applying
changes in a potential existing analysis model, how to evolve the design models, or the
implementation infrastructure. Further, the approach addresses only partially the testing
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of usability problems by usability experts, and it does not include end users in the evalu-
ation. Kahraman [110] proposed a Framework for Qualitative Assessment of DSLs that
adapts and integrates the ISO/IEC 25010 standard, maturity level evaluation approach
and the scaling approach into a perspective-based model. This framework supports the
choice of quality goals from the different stakeholders’ perspective, but does not to in-
clude the Domain User concerns. Finally, Häser [95] provides an integrated end-to-end
tool environment to perform controlled experiments in DSL engineering. The environ-
ment supports language design and steps of experimentation, i.e., planning, operation,
analysis and interpretation, as well as presentation and package. Controlled experiments
have the potential to provide appropriate, data-driven decision support for language en-
gineers to compare different language features with evidence-based feedback. However,
this kind of usability assessments is not always cost effective in early phases of language
development.
More recent, in 2017, Rodrigues et al. performed systematic literature review related
to usability evaluation of DSLs [164]. The authors intended to find out what was the
importance of usability considered during the DSL development. Further, they identify
what were the evaluation techniques that were applied in the context of DSLs and what
were the problems and limitations identified during the DSL usage. They reported the
12 primary studies which address the topic, of which four are authored by the thesis
author, namely: Sinha et al. [183] , Barišić et al. [18], Barišić et al. [22], Barišić et al.
[23], Rouly et al. [171], Ewais et al. [69], Barišić [20], Gibbs et al. [80], Teruel et al.
[190], Kabač et al. [109], Cuenca et al. [62], Albuquerque et al. [2]. Based on the results,
authors present DSL usability evaluation taxonomy. Usability evaluation methods which
were used are classified as observation methods (A/B test and usability test), inspection
methods (heuristic evaluation) and walkthrough. The most of the primary studies were
identified to use the experimental study as an empirical method, while the assessments
used quantitative and qualitative data types. Regarding evaluation instruments, most of
the primary studies used Questionnaire and Interview, while other reported instruments
were User Observation, Recording User Action and Heuristic checklists. Two studies
used cognitive dimensions framework. Finally, the review identified the following eval-
uation metrics: Ease of Use, Efficiency, Understanding/ Learning, Effectiveness, Usage
Satisfaction, Productivity, Flexibility, Effort/Competition Time, Task Error, Representa-
tives, Error Rate, Perceived Complexity and Intuitiveness. Based on the results of the
systematic literature review, authors stressed the necessity for the framework which will
support the DSL usability evaluation.
3.3 Applying UCD into design of visual languages
We performed a systematic literature review of the research literature of DSLs devel-
opment reports in the period of 2009 to 2014 of Journal of Visual Languages in [24].
The quest was to identify if they report domain analysis and/or evaluation of developed
32
3.3. APPLYING UCD INTO DESIGN OF VISUAL LANGUAGES
DSL. Based on results of performed analysis we concluded there is increased awareness
of usability evaluation in a field of visual DSLs, when compared to results obtained by
Gabriel et. al [76]. The majority of the papers did systematically report the realization of
some kind of experimental evaluation as well as domain analysis. However, the domain
analysis reports don’t reveal a systematic approach to its performance, or even the char-
acterization of the solution regarding its technical underneath environment. This makes
us ask how much effort will be necessary for integrating DSLs into working environment.
Studies are usually reporting a state-of-the-art in a domain, review of good practices,
comparisons to previous approach or theoretical analysis. On another hand, most of
the languages are developed to be an extension of the previous approach. This is good
practice that indicates that actually the conceptual domain models are being partially
reused, however, it is rare to find insight into which of these concepts are kept the same
and which were changed.
Figure 3.2: Placement of the evaluation assessments into development of visual DSLs
(taken from [24])
Concerning the placement of the evaluation assessments into DSL development pro-
cess, we could get the idea in which phases they took place for the majority of the papers
(see Figure 3.2). The practice is still similar as reported by Gabriel et. al, to make evalu-
ations after implementation (over 40%). However, almost 40% of them are introducing
evaluation assessments already during the domain analysis or design phase and after
implementation, while few of those even claiming to make it iteratively. This early as-
sessments are often introduced by performing heuristic evaluation [33, 78, 81] or using
cognitive dimension analysis [42, 91, 153, 176] often involving evaluation experts. On
another hand, most of the evaluations are involving the end-users into at least one of the
assessments. However, common practice is to perform this with student surrogates for
novice users, specially for the assessments of working prototypes or final product. On
another hand, the expert users are often used for early assessments.
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We highlight the studies which reported explicitly to address the UCD during their
development: Neumann [153] investigates rule-based, end-user strategy programming
by introducing a domain-specific, end-user programming environment to allow football
coaches to create animated football scenarios and by associating strategy information
with virtual football players. This study contributes further by putting into evidence
the usefulness of Natural Programming design process, which applies principles of UCD
[160]. Aghee [1] iteratively evaluated a DSL for developing of Mashups using forma-
tive evaluations. Angelini [9] presents an innovative visualization environment, which
makes more effective the information retrieval performance evaluation and failure anal-
ysis. Environment exploits visual analytic techniques in order to foster interaction and
exploration of the experimental data. The environment has been validated through a
user study involving experts which showed to eases the interaction with experimental
results, supports users along the evaluation process and reduces the user effort. Ardito
[10] presents an approach where a composition platform enables the extraction of con-
tent from heterogeneous services and its integration. Bauelo [33] presents a visual query
system, which allows users to graphically build queries over data streams and traditional
relational data. The system has been designed and implemented following the UCD
approach. Two different releases of the system have been incrementally and iteratively
designed and evaluated. The first release has been evaluated using heuristic evaluation.
The second release, whose design was a refinement based on the results of the foregoing
heuristic evaluation, was evaluated by several users. Moreover, a comparative evaluation
involving users has been conducted on the second release. The approach has been em-
ployed in real industrial scenarios, and turn to be beneficial for adoption of product by
their users. Danado [64] creates a visual mobile end user development framework which
allows end users without programming background to create, modify and execute appli-
cations, and provides support for interaction with smart devices, phone functions, and
web services. Fogli [71] describes a meta-design approach to transfer the development of
government-to-citizen services from professional software developers to administrative
employees, without forcing employees to acquire any programming skills.
We find that these examples are valuable, although they lack a systematic experimen-
tal assessment in most of the cases. However, evaluation practice found in these works
could be made model-driven, systematic and extended to DSLs in general.
3.4 Leveraging domain experts in the DSL development
Finally, we present attempts to solve the usability problems by taking into account end-
users needs during DSL development. However, these approaches are in most cases just
applicable in the domain analysis and language design phase, namely supporting collab-
orative development of the abstract and concrete syntax with end-users. However, these
examples do not fully represent the complete domain model explicitly (scope, terminol-
ogy, concepts, and commonalities and visibilities). Also, the profile of the users which
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are included, or knowledge sets which are necessary, are essentially domain experts.
The motivation of Perez et al. [66] is to involve end-users in a MDD process. Since end-
users do not usually know about DSLs and modelling tools, as professionals do, their goal
is to develop a modelling language with a good usability. However, specific requirements
and needs of the target end-users are not directly communicated during the DSL develop-
ment process. In fact, the proposal always creates visual DSLs to improve usability, which
may not be the best approach for some end-users. The goal of Wuest et al. [213] was to
facilitate the meta-modeling activity to non-experts by creating FlexiSketch, an environ-
ment for modelers and end-users to design together the examples of the domain using
sketches. These examples are used for the creation of the DSL syntax, both the abstract
syntax and the concrete syntax. Similarly, Cho et al. [57], provide a friendly solution for
end-users to describe domain examples, the creation of the DSL syntax, and the semantic
restrictions. Approach supports the domain examples sketches which are transformed
into graph representations and then, an inference engine which obtains the metamodel
from those graphs. Kuhrman et al. [127] want to bring together DSL developers and
domain experts when developing DSLs in complex application domains. Their work
provides a DSL, named ’PDE language’, which provides a visualization model editor with
different views to facilitate the participation of domain experts in the design of concrete
syntax. Sanchez-Cuadrado et al. [174] wanted to support the use of informal drawing
tools as a friendly interface that facilitates the meta-modeling task. The difference of
this work in respect to the others is the approach used to generate the meta-model from
the domain examples sketches. This meta-model is obtained iteratively, one example at
a time, in which developers are able to assess the evolution of the meta-model and the
specific effects of each domain example over the meta-model. If some changes have been
applied, a procedure checks for possible mismatches between the final meta-model and
the domain examples. Nevertheless, none of the above approaches makes explicit the
domain model details, nor addresses evaluation activities of DSL development.
The motivation of Canovas et al. [49–51] was to highlight the importance of the
end-users role in the definition of DSLs and provide means to enable the collaboration
between end-users and developers in the context of DSL development. With this aim,
they proposed a community-driven DSL Collaboro, to encourage end-user participation
in the definition of DSLs. Collaboro describes the elements of the collaborative activity
(comment, vote, solution, etc.) and the elements of the abstract and concrete syntax of
a DSL (entity, attribute, relationship, textual notation, etc.). These elements are used to
track the evolution of both the abstract and concrete syntax. The collaborative develop-
ment starts after requirements gathering, when developers design a preliminary abstract
and concrete syntax. End-users are able to comment, propose solutions, and vote other
participants opinions and proposals. This interaction continues until the syntax, after all
the changes are proposed and applied. In summary, the main contribution of this work
as a whole, in contrast of previous works, is the use of friendly mechanisms, such as the
use of an informal panel and the use of examples, as a way to reason about the domain
35
CHAPTER 3. RELATED WORK
and the abstract and concrete syntax. Villanova [200] made a significant contribution in
introducing agile methodologies in DSL development. Methods like customer reviews
and demonstrations that are used in Scrum are not often validated by real end-users, but
mostly with managers or ’buyers’ of the software. The practice of introducing a definition
of Done brought by the agile practices promotes demonstrations to the customers and a
feedback collection. However, demonstrations and questionnaires are not sufficient to
test product usability with the customers. Indeed, without using a product, end users will
have a hard time identifying where they are likely to make mistakes and use the product
inappropriately. While they can provide some feedback on their satisfaction regarding
language construction (as far as they can observe it from the demonstration), they will
not be able to provide feedback on their efficiency and effectiveness while using it.
The mentioned works do not address how to prioritize user recommendations, for
the next iterations of the DSL development. We could leverage user profile to support
prioritization of requirements for the next iterations, which would lead to more timely
and usable improvements in the DSL. We need to be aware that the users while using
software products are often not aware of their mistakes and inappropriate use of the
product. Methods which support collection of a user feedback regarding their satisfac-
tion with provided interface elements or functionalities, are valuable in the beginning of
the development cycle. However, later on it is necessary to obtain as well proofs about
their efficiency and effectiveness while solving a domain related problems. The experi-
mental evaluations with end users are expected to uncover the set of the mostly needed
functionalities in the application area that are possible to be developed in the following
cycle when considering the technical restrictions (e.g. lack of informational database
to support the functionality, need to develop previous modules in order to support the
functionality). The domains for which DSLs are developed are constantly changing, so
prioritizing evaluation can help in providing timely solutions that are usable to their tar-
get end-users. However, the specific requirements and needs of the target end-users need











Usability evaluation approach for DSLs
Evaluation with users, known as Empirical Evaluation, is recommended at all stages of
development, if possible, or at least in the final stage of development [154]. Each type of
measure is usually regarded as a separate factor with a relative importance that depends
on the Context of Use. Iterative testing with small numbers of participants is usually
preferable, starting early in the design and development process.
4.1 Experimental model
We argue that the quality in use of a DSL should be assessed experimentally. In Soft-
ware Engineering, a controlled experiment can be defined as ’a randomized experiment
or quasi-experiment in which individuals or teams (the experimental units) conduct one or
more Software Engineering tasks for the sake of comparing different populations, processes,
methods, techniques, languages or tools (the treatments)’ [184]. For our purposes, this can
be instantiated with developers typically conducting software construction, or evolution
tasks, for the sake of comparing different languages – including the DSL under evaluation
and any existing baseline alternatives to that DSL.
4.1.1 Experiment activity model
Figure 4.1 outlines the activities needed to perform an experimental evaluation of a soft-
ware engineering claim, following the scientific method. During requirements definition,
the problem statement (i.e. research questions), experimental objectives and context are
defined. The next step is to perform design planning, where context parameters and hy-
potheses are refined, subjects are identified, a grouping strategy for subjects is selected,
and a sequence and synchronization of observations and treatments for each of the exper-
imental groups is planned. The sequencing and synchronization of such interventions,
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their nature (observations or treatments) and the group definition policy, define the exper-
imental design. The data collection activities plan is also set during design planning. This
is followed with data collection, which often includes a pilot session, to correct any remain-
ing issues, and the evaluation itself, following the designed plan. This step is followed
by data analysis where data is described in the form of statistical tables and graphs, and,
if necessary, the data set is reduced. Hypotheses are then tested. Finally, during results
packaging, the results are interpreted and possible validity threats and lessons learned
are identified. A detailed discussion on how this process can be followed in a software
engineering experimentation context can be found in [83, 84]. Experimental reporting
guidelines, generally followed by the experimental software engineering community, are
also available [105]. By reporting a given language’s quality in use, and the evaluations
adhering to such guidelines, the overall ability to make study replications (for indepen-
dent validation and validity threats mitigation) and its meta-analysis (for building a body
of knowledge supported by the evidence collected in different contexts) is expected to
increase.
Figure 4.1: Experiment Activity Model Overview (taken from [20])
4.1.2 Experiment design model
In order to contrast the selected DSL experimental validations, we start by modelling
their relevant information. This is captured in the class diagrams, adapted and extended
from [83]. In a nutshell, this model partially captures some of the essential information
of an experimental language evaluation, namely the details on evaluation requirements
and planning.
4.1.2.1 Problem Statement design model
Before conducting an experimental language evaluation, one should start by clearly defin-
ing the problem that the evaluation will address as modelled in Figure 4.2. This includes
identifying where this problem can be observed (i.e., its context, typically where the lan-
guage will be used), and by whom (i.e., the stakeholder who is affected by the problem –
e.g., the language user). It is also important to state how solving the identified problem is
expected to impact on those who observe it, and which quality attributes will be affected.
The class QualityAttribute can take values that are defined in Quality model from ISO
Standards (see Figure 2.2).
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When conducting language evaluation experiments, one should clearly define the
experiments’ objectives. Building upon Basili’s earlier work [31], Wohlin et. al. proposed
a framework to guide the experiment definition [211]. The framework is to be mapped
into a template with the following elements: the object of study under analysis, the
purpose of the experiment, its quality focus, the perspective from which the experiment
results are being interpreted, and the context under which the experiment is run.
Figure 4.2: Problem Statement design model (taken from [20])
While the experiment definition expresses something about why a particular language
evaluation was performed, the experiment planning expresses something about how it
will be performed. Before starting the experiment, decisions have to be made concerning
the context of the experiment, the hypotheses under study, the set of independent and
dependent variables that will be used to evaluate the hypotheses, the selection of subjects
participating in the experiment, the experiment’s design and instrumentation, and also an
evaluation of the experiment’s validity. Only after all these details are sorted out should
the experiment be performed. The outcome of planning is the experimental language
evaluation design, which should encompass enough details in order to be independently
replicable.
A example of instantiation of Problem Statement model is given in Figure B.18.
4.1.2.2 Context design model
Figure 4.3: Context design model (taken from [20])
Figure 4.3 includes information on the context, including where the experimental
language evaluation will take place. The context of an experiment determines our ability
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to generalize from the experimental results to a wider context. Experiments can be con-
ducted in different contexts, each of them with their own benefits, costs, and risks. These
constraints have to be made explicit, in order to ensure the comparability among different
studies and to allow practitioners to evaluate the extent to which the results obtained in
a study, or set of studies, are applicable to their own particular needs. Throughout the
experiment, there are a number of context parameters that remain stable and their value
is the same for all the subjects in the experiment during the whole process. Therefore, we
can safely assume that differences observed in the results cannot be attributed to these
parameters, while the actual parameters to be reported may vary [211]. Concerning their
integration within the language development process, experiments can be conducted ei-
ther online, or offline. The former, carried as part of the software process in a professional
environment, involves an element of risk, since experiments may become intrusive in the
underlying development activity. This intrusiveness may even manifest itself through
resources and time overheads on a real project. A common alternative is to carry out the
experiment offline.
An experimental language evaluation design prescribes the division of our sample
into a set of groups, according to a given strategy. Each of those groups receives a set of
interventions, which may be either observations where data is collected or treatments,
where the groups receive some sort of input (e.g., training in using a language). The
association class with the time stamp allows this data to be ordered in time so that a
sequence of observations and treatments can be established. The sequencing and syn-
chronization of such interventions, their nature, and the group definition policy, define
the experimental design.
A example of instantiation of Context model is given in Figure B.19.
4.1.2.3 Instrument design model
Figure 4.4: Instrument design model (taken from [20])
The instrument design presented in Figure 4.4 includes the definition of the artifacts
that will be used in the experiment. For instance, in a language evaluation experiment, the
syntactical problem instantiation specified with a language can be used as an artefact that
will then be changed by the evaluation participants. These changes could be monitored,
using collection instruments such as those depicted in Figure 4.4 – e.g., a combination
of a test with a post-test questionnaire. This kind of evaluation allows addressing the
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instrument perspectives as cognitive activities that are fundamental to assessing the
usability of a language, and the quality of instantiation, especially during modification
(see, for instance, the usage of cognitive dimensions in [124]). The instrumentation
also concerns the production of guidelines and tools (not necessarily computer-based
ones) that will support the measurements performed in the experiment. The rationale
is to foster the comparability of the collected data by streamlining data collection in
a consistent way. Note that instrumentation may also include any training material
distributed to the participants, before their participation in the experiment.
A example of instantiation of Instrument model is given in Figure B.20.
4.1.2.4 Sample design model
Figure 4.5: Sample design model (taken from [20])
In Figure 4.5, we can see the sample design model that includes the participants’
profile and the artefacts used in the language evaluation. An orthogonal classification of
context concerns the people involved in the language evaluation. One may choose among
performing the language evaluation with professional practitioners, or with surrogates
for those practitioners (e.g., students). The first option leads to results that are more
easily comparable to others obtained in a professional context, but care must be taken to
reduce potential overheads to practitioners’ activities. Using students as surrogates for
professional practitioners is less expensive, but makes the experimental results harder
to extrapolate for a professional community. In order to reduce this gap between the
students and the practitioners, the researcher should prefer using graduate students,
whose expertise is closer to that of novice practitioners.
It is common to use a frame of the population, if it is not feasible to identify all the
population’s members. In contrast, all members of the chosen population frame are iden-
tified. For example, rather than considering all the language components available, one
can use a frame that considers only the selected language components as the population.
Often, it is not possible to perform the evaluation using all the relevant framed popula-
tion as evolution subjects. Instead, a sample of that framed population is chosen using
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a selected sampling technique, with the objective of being as much representative of the
framed population as possible, considering the available resources of the experimenter.
Yet another dimension constraining the language evaluation is the usage of toy vs.
real problems. There are at least two issues that motivate the usage of toy problems: the
resources available for the language evaluation and the risks concerned with the outcome
of the evaluation. The former results from the often very limited amount of time that the
subjects can devote to the evaluation. The latter relates to the potential harm caused by
the outcome of the evaluation (e.g. while experimenting with using different languages
on a real problem, a language that leads to worse productivity can lead to additional costs
to a customer). The question, here, is whether the results obtained with a toy problem
will scale up to real problems, or not. Toy problems are often used in early evaluations,
as their usage is less expensive. If the results of evaluations conducted with toy examples
are satisfactory, the risk of scaling up the problem to a real one may be mitigated to a
certain extent, although it will not be completely eradicated.
The artefacts used in these evaluations can be generic or domain-specific. When
comparing programming languages it is common for these artefacts to be domain-specific,
regardless of the original language they were built with. This means, that we can use this
model, taking into consideration this attribute specification, to compare GPLs, DSLs, or
GPLs vs. DSLs.
A example of instantiation of Context model is given in Figure B.21.
4.1.2.5 Hypothesis and Variables design model
Figure 4.6: Hypothesis and Variables design model (taken from [20])
Figure 4.6 includes the hypotheses tested and the variables used with their charac-
teristics, such as type, scale, and level. The hypothesis formulation should be stated as
clearly as possible and presented in the context of the theoretical background it is derived
from. The null hypothesis states that there is no observable pattern in the experimental
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evaluation setting, so any variations found are resulting from coincidence. This is the
hypothesis that the researcher is trying to reject. The alternative is that the variations
observed are not resulting from coincidence. When the null hypothesis is rejected, we
can conclude that the null hypothesis is false. However, if we cannot reject the null hy-
pothesis, we can only say that there is no statistical evidence to reject it. Conversely, if
we reject the null hypothesis, we can accept its alternative. If we cannot reject the null
hypothesis, we cannot accept the alternative.
Hypothesis testing always assumes a given level of significance denoted by alpha,
which represents a fixed probability of wrongly rejecting the null hypothesis, if it is in
fact true. The probability value (p-value) of a statistical hypothesis test is the probability
of getting a value of the test statistic as extreme as or more extreme than that observed by
chance alone, if the null hypothesis is true. Figure 6 presents the relationships between
the main concepts involved in hypotheses definitions, starting from the overall objectives
of the research, through the specific goals of the experiment, and the questions that will
allow assessing the achievement of the goals. The hypotheses are then assessed using
metrics.
The language evaluator selects both dependent and independent variables. Depen-
dent variables should be explicitly tied to the research goals (in the context of this chapter,
these typically involve evaluating DSLs), and chosen for their relevance with respect to
those goals. When it is not feasible to collect direct measures of the level of achievement
of the research goals, surrogates can be used, although such replacement is to be avoided,
when possible, and clearly justified. When not – e.g. when assessing the usability of a
DSL – we may use effectiveness in specifying a system with it as a surrogate for the DSL’s
usability. Similarly, independent variables are chosen according to their relevance to the
research goals.
The analysis techniques chosen for the language evaluation experiment depend on
the adopted language evaluation design, the variables defined earlier, and the research
hypotheses being tested. More than one technique may be assigned to each of the research
hypotheses, if necessary so that the analysis results can be cross-checked later. Further-
more, each of the hypotheses may be analyzed with a different technique. This may be
required if the set of variables involved in that hypothesis differs from the set being used
in the other hypotheses under test. Discussions relating statistical tests (in particular,
parametric vs. non-parametric ones) with variable types can be found in statistics text
books, such as [140].
A example of instantiation of Hypothesis and Variables model is given in Figure B.23.
By capturing a rich set of data of a language evaluation, we can pave the way for
further analysis, where the information collected in several independently conducted lan-
guage evaluations can be combined. To do so, the next step is to instantiate this model. In
Figure 4.7, we illustrate a partial instantiation of this model, using information collected
from the family of language evaluation experiments described [125]. This particular
example is chosen for illustration because that family of evaluation experiments is an
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Figure 4.7: Experiment design model instantiation, from info in [125] (taken from [20])
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excellent example of how DSL properties validation can be performed in a sound way.
The instantiation is only partial, as the whole instantiation would be extremely cluttered.
4.1.3 Experiments overview
The main point in streamlining the evaluation of DSLs and making information available
in a common framework is that we can build upon that framework an evidence-based
body of knowledge on DSLs and their properties with respect to their usability. We
performed a systematic comparison of four language evaluation experiments. They were
examples of best practices in languages evaluation with a concern on usability, from
which we could perform some meta-analysis, leading not only to a collection of lessons
learned “from the trenches”, but also to the identification of opportunities to further
improve existing validation efforts.
The selected studies are Kieburtz [116], Murray [152], Kosar [125] and Barišić [18]
(Section 9.1), which are reported in Table 4.1. The first column represents a specific crite-
rion that we will use in our comparative overview of these studies. The four remaining
columns provide information on each of the selected studies. Kosar et al. conducted a
family of three experiments, while the remaining selected studies are single experiments.
The generic lack of families of experiments, rather than single experiments is a long
identified shortcoming in the experimental validation of software engineering claims, so
this should be highlighted as a very strong point in this work. Families of experiments
help mitigating validity threats that occur in single experiments. In this particular case,
the fact that the tested hypotheses have consistent results in all the three experiments in
the experiment family increases the confidence in the soundness of the obtained results.
Ideally, there should also be experiments within the family run by completely separate
research groups, so that any biases by the experiment team that might exist would also be
removed. Independent replication of experiments is a standard practice in other domains.
For example, the Cochrane Collaboration 1 supports a common repository for health care
evidence, which is fed by independently run families of experiments.
Back in 1997, Brooks advocated that meta-analysis should be used to combine the
results of independent study replications in Software Engineering [45]. Miller attempted
to perform a meta-analysis on a set of independent defect detection experiments, but
found serious difficulties concerning the diversity of the experiments and heterogeneity
of their data sets, and was unable to derive a consistent view on the overall results [149].
A noticeable feature in the quality concerns row is that, either directly or indirectly, all
these studies are concerned with the quality in use of a DSL, including perspectives such
as its effect on the productivity of practitioners, which is sometimes indirectly assessed
through the effectiveness and efficiency of the language usage. This is, of course, not
surprising, as these examples were chosen precisely because they illustrate how such
1http://www.cochrane.org/ (accessed September 19, 2017)
45
CHAPTER 4. USABILITY EVALUATION APPROACH FOR DSLS





Kosar2012 [125] Barišić2011 [18]
Experiment
runs





















Context In-vitro, offline In-vitro, offline In-vitro, offline In-vitro, offline
Comparison DSL vs. GPL Visual DSL vs.
Textual DSL
DSL vs. GPL DSL vs.GPL
Participants
profile
Professionals Graduate students Graduate students Graduate students
DSL MTV-G Kaleidoquery FDL, DOT, XAML Pheasant
Baseline ADA templates OQL (textual DSL) FD library in Java,






Industry-level Academic Academic Academic
Training in
DSL
Yes Yes Yes Yes
Training in
Baseline



















































evaluation can be performed, in different contexts. Kosar et al.’s work [125] is an indepen-
dent evaluation of several DSLs and is mostly concerned with program comprehension
correctness and efficiency while using the DSLs when compared with using GPLs. A
detailed analysis of their data could be used to identify opportunities for improving the
tested DSLs. Kieburtz et al.’s experiment [116] addresses DSL evolution as part of the
concern with flexibility. The remaining two experiments explicitly look for opportunities
for improving the respective DSLs under scrutiny.
The four studies are run in vitro (i.e., in the laboratory, under controlled conditions),
off-line. This context is particularly interesting in that the researchers can better control
extraneous factors that would otherwise bring validity threats to each of the experiment.
Being offline, the risks for the organizations where the studies are conducted are also
mitigated, in the sense that if anything goes wrong with the experimentation, this will
have no visible effect to external stakeholders (e.g., clients that were considering using
a DSL). The downside for this is that there are validity threats concerning the realism
of an assessment performed in vitro, as well as that of conducting the experiment of-
fline. Clearly, there are interesting research opportunities to mitigate these threats, by
evaluating the same DSLs in a real-world, uncontrolled environment, to strengthen the
external validity of the obtained results. The same holds for selection of participants in
the experiment, where, whenever possible, real users of the DSL should be involved.
The number of participants is also an issue, due to the relatively high costs of en-
gaging real users in the validation of languages. Concerning this, we would highlight
Kieburtz’s experiment [116] as it shows how a meaningful assessment can be performed,
even with a very low number of participants (only 4). Of course, for statistical soundness,
larger numbers of subjects should be used, but, as noted by usability experts, a small
number of users can still detect a high number of usability improvement opportunities
in a product [155]. Using a small number of participants is an interesting option in early
evaluations aimed at identifying defects of the language, to reduce costs. In order to draw
more definitive conclusions (with high reliability and validity) that state if the language
is better than the previous baseline it is necessary to use a larger number of participants.
For instance, in Kieburtz’s experiment, the conclusions were sound with respect to the
participants, but had a threat with respect to their external validity: with only 4 partic-
ipants, it was not possible to rule out the possibility of their individual skills playing a
role in how the competing languages were evaluated. A similar comment might be made
for the evaluation experiments described by Murray [152] and Barišić [18], with 10 and
15 participants, respectively. In isolation, each of these experiments has its own external
validity threats. Interestingly, if we combine the results in all these experiments, a con-
sistent pattern of DSL success starts to emerge. Last, but not the least, several of these
evaluation experiments uses academic examples for validation, rather than ’real-world’
problems. This is, of course, a convenience constraint which entails the obvious threat of
external validity, if the examples are not representative of the actual tasks real users will
have to perform with the DSLs. Even with real-world examples, the (lack of) coverage of
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the DSL language with those examples is also a common threat.
In all these DSLs, there is a high variability of domains and techniques to build
DSLs, suggesting that the lessons learned from this collection of language evaluation
experiments should, in principle, apply to DSLs from other domains. All the selected
studies compare DSLs with an existing baseline which is, in most cases, a GPL-based
solution. The noticeable exception is Murray’s experiment, where a graphical DSL is
contrasted with the textual notation it is built upon. These examples also illustrate how, in
most reported cases, the usability evaluation of DSLs is performed once. In a UCD process,
this should not be the case. As such, we would expect to find DSL usability assessments
covering several versions of the same language, thus supporting the language evolution.
Language evolution is covered in some of these studies, usually in the final questionnaire
that is prepared for participants, in the end of the evaluation. This feedback can be
valuable for language engineers, but the effect of implementing the changes suggested by
participants’ feedback should ideally also be assessed by a new replica of the experiment,
to run with the new version of the DSL, like we did in case of Visualino (Section 9.4,
Annex IV).
Figure 4.8: Experiments design: Observations and Treatments (taken from [20])
Concerning the experimental designs (see Figure 4.8), whether implicitly or explic-
itly, they all report collecting some background information. In some of them, domain
training was necessary, while in others, it was not. One of the common concerns in all
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experiments was to cancel possible learning effects, by splitting participants into at least
a couple of groups, so that one of the groups would learn the baseline first and then
the DSL, while the other group would have its training and testing path in the reverse
order. Whenever more than one category of participants existed (e.g., programmers vs.
non-programmers), the groups were further split so that there was a balanced number
of experienced and non-experienced subjects following each of the training and testing
paths. Experiments usually ended with a questionnaire, so that participant’s perceptions
on their performance in the experiment, as well as suggestions for improvement in the
languages, or other relevant information could be recorded.
All experiments used some statistical approach to assess the extent to which the dif-
ferences in collected data between using the DSL, or the baseline, were significant. In
all cases, some statistically significant differences in the results were reported. These
differences should be regarded as indicators of a tendency, rather than as definitive, due
to the already discussed external validity issues of these experiments, when considered
in isolation, but their overall consistency gives us some trust on the observed trends. In
all experiments, the quality impacts of using DSLs vs. using the existing baselines are
noticeable, and strengthen the claims concerning a stronger usability using DSLs, when
compared to their baselines, with an impact on the productivity of professionals using
them, in these tests. We also note how, whenever there is a separation among experienced
and non-experienced test participants, the improvement effects are more noticeable in
the non-experienced participants. The overall feedback, usually collected through a mix
of Likert-scale questionnaires (e.g., each answer is encoded in a symmetric scale express-
ing the level of agreement with a given statement, ranging from a strong agreement to a
strong disagreement), and open questions is, in general, favorable to DSLs, or indifferent,
but only rarely favorable to the baseline.
The obvious conclusion of all these studies is that, in general, the analyzed DSLs
outperformed their baselines, confirming the anecdotal stories on the benefits of DSLs,
with varying differences between the baselines and the DSLs. This is not surprising for at
least two motives: (i) those DSLs were built to be a better alternative than the baselines
they were compared with, in most cases, so the language engineers had a grasp of how
to improve on the existing baselines – the DSLs were built to be good at those tasks they
were tested with so, the tests showed that this objective was met; (ii) taking a skeptic’s
view, it is also arguable that, due to publication bias, we are mostly bound to have assess
to success stories, rather than failure ones. A proponent of a new language is less likely
to write a report explaining how the language fails to meet some of its goals, whereas
the author of a successful language is interested in illustrating, through validation, the
advantages of using the new language. This skeptic’s view is a strong argument for the
independent validation of claims on DSLs’ advantages over existing baselines. That said,
it should be noted that Kosar’s family of validation experiments is an independent one,
in the sense that the evaluators are not simultaneously the developers of the solutions
under comparison.
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4.2 Iterative User-Centered Design approach
We claim that the usability of a language needs to be evaluated by involving the language’s
end users into development. To be able to identify potential quality problems that will
lead to user interaction and experience problems, a suitable approach is to apply UCD
practices during design and development of the language. Nevertheless, it is found
hard to control budget and plan time and responsibilities accordingly. An incremental,
iterative process should be applied to enable tracking of design changes and validation
of usability metrics.
4.2.1 Process for performing usability evaluation on DSLs
In order to propose a process for performing usability evaluation on DSLs, we first must
ask what are the main goals of a language engineer when devising a new DSL. The main
design objectives for building a new DSL are:
• To build a comprehensive language that captures domain expressivity.
• To achieve compliance with existing standards in a given domain.
• To overcome previously identified problems in the domain.
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Figure 4.9: Evaluation Process for DSLs’ Usability (taken from [17])
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As in other usability evaluation methodologies, Usability evaluation should be embed-
ded in the DSL development process (Section 2.1.4), and considered from the beginning
of its development together with UCD activities from Section 2.2.3 as we propose in Fig-
ure 4.9. According to our proposal, Usability requirements should be identified during
domain analysis phase of DSL’s construction i.e. while eliciting domain concepts. A first
step would be to understand and specify the Context of Use of DSLs. In order to achieve
that, it is necessary to engage interviews or questionnaires with the DSL’s intended end
users in order to capture information about their working environment and the products
that are already used within the domain. It is necessary to identify characteristics that
the users find useful, frustrating or lacking while using the existing approach to solve the
problem and group them in the usability requirements. A set of evaluation goals can be
identified during the requirements’ elicitation process.
In the language design phase, it is necessary to validate if the design decisions conform
to the context of use (e.g. chosen technical environment is integrable with the users’ envi-
ronment, or that the designed DSL constructs are understandable). Unclear assumptions
can be improved through different iterations, but already with the first designs, the Ex-
pert Evaluator can define questions that could answer evaluation goals and which quality
attributes from Figure 2.2 are meaningful for the implemented domain model. For each
domain concept, it is necessary to identify or predict both its frequency and relevance
within the domain.
During the implementation phase, the evaluation model can be specified. The stake-
holders that should be involved in the evaluation could already be profiled and prepared
for the execution. In certain cases, just use of proactive approach can be sufficient to
evaluate the iteration objectives.
Finally, in the evaluation phase, the Expert Evaluator executes experiments and anal-
yses the results, while the Language Engineers may still perform tests or prepare the
product for Deployment. Preferably, during the evaluation the users are given real prob-
lems to solve in order to cover the most important tasks identified in the domain. Data
about satisfaction and cognitive workload should also be evaluated subjectively through
questionnaires. It is especially important in this phase to measure all the learnability
issues, since DSLs should be (in principle) easy to learn and remember. Of course, in
order to certify that we are creating a good DSL we should conduct a comparative analysis
with previous products that are already used in the domain and also were built to achieve
the same goals.
The main idea is that we can measure the distance between the language domain
model and the usability-context model during language development through defined
quality metrics that influence Usability. The smaller the conceptual distance, the higher
the level of achieved Quality in Use.
The proposed iterative UCD evaluation approach can be merged into the development
cycles of already existing and evolving languages. It enables us to intervene at any point
of the DSL development. Very often the developers only become concerned with Usability
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issues in later phases of the DSL life-cycle.
4.2.2 Pattern language for DSL usability evaluation
Figure 4.10: Pattern Language (taken from [21])
The goal of our systematic approach is to support DSL usability evaluations since
the early stages of its development to prevent user-interaction mistakes, hence achieving
a usable DSL by construction. The initial vision is detailed by a pattern language for
evaluating the usability of DSLs that places the intended users of a language as the focal
aspect of its design and conception by establishing formal correspondences for all stages
between the DSL development process and the usability evaluation process. This iterative
approach allows us to track the usability requirements and impact of recommendations,
with a well-prepared evaluation process, allowing us to control the budget and the scope
of the language’s evaluation.
A pattern language is a set of inter-dependent patterns that provide a complete solu-
tion to a complex problem [47]. The main purpose of these patterns is to identify which
commonly and successfully-used techniques for usability evaluation can be effectively
applied in DSL design and guide the reader on the process of applying said techniques.
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As such, apart from the provided examples, the main core of Known Uses and Examples
we provide exist outside the realm of DSLs. This set of practices reflecting high-level
guidelines are presented in Figure 4.10 and detailed in AppendixB. Our inter-dependent
set of patterns is divided into the following three design spaces:
4.2.2.1 Agile development process
Agile Development Process breaks tasks into small increments and each iteration should
fit in short time-boxes that typically do not last more than a month [142]. It promotes face-
to face communication in workshops without impact of hierarchy roles of team members.
All of them should take same level of responsibility that business and user needs are
satisfied, by optimizing impact of evaluation feedback on language development. An
appropriate iteration strategy that balances time invested into design of problem and its
solution should be planned well with technical implementation. When goals are scoped
and budget is fixed, we are ready to proceed to design and implementation activities that
are guided by patterns given by Iterative UCD (Section 4.2.2.2).
This design space includes patterns devoted to project management and engineering
of a DSL. Through organisation and planning of language development, this practice
enables the control of evaluation activities, their scope (i.e. the context of use), the budget
and tracking the success of the DSL.
These patterns are summarized as follow:
- User And Context Model Extraction (Section B.1.1). Before building a new DSL we
should identify all intended user profiles and target context of use.
- Evaluation Process And Design Planning (Section B.1.2). Usability evaluations and
experimental designs should be carefully planned through an experimental process
model.
- Iterative User-Centered DSL Design (Section B.1.3). Introducing DSLs User-Centered
methods allows us to achieve a productivity increase.
- Iteration Validation (Section B.1.4). By validating the iterations in time-box fixed
intervals we can monitor progress and check if development is going in the desirable
direction.
- Context Scope Trading (Section B.1.5). Short iterations require short and well scoped
contexts.
- Fixed Budget Usability Evaluation (Section B.1.6). In order to reduce the cost of
Usability validation and increase the validity of design decisions, the development
team should plan development budgets according to the scope of iteration.
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4.2.2.2 Iterative User-Centered design
It is necessary to engage the End Users in the language design in order to collect valuable
information about their working scenarios and requirements [169]. In order to assess
appropriateness of given concept design decisions it is necessary to identify meaningful
quality attributes for each domain concept and its use. Metrics should be defined and
calculated based on their dependency to designed concepts and should be in conformance
with evaluation goals. Finally, they are expected to result with concrete hypotheses,
tests, metrics, samples and statements that should be addressed and validated trough
Experimental Evaluation Model.
Iterative UCD provides patterns for the engagement of the Expert Evaluator into the
development process, with the intention of collecting relevant information concerning the
Language Engineer perception of the problem solution and Domain Users’ interpretation.
Depending on the cognitive model instances to be evaluated, the DSL implementation
technique or usability investigation technique, each design vary a lot.
These patterns are summarized as follow:
- Usability Requirements Definition (Section B.2.1). While building domain concepts,
through direct interaction with Domain Experts, it is valuable to collect background
information of the target users of each language concepts, in order to specify what
usability means to them.
- Conceptual Distance Assessment (Section B.2.2). In order to understand how the
design of the language’s architecture impacts usability requirements, it is necessary
to elect quality indicators and relate them to domain concepts.
- Domain Concept Usability Evaluation (Section B.2.3). Using metrics to analyze the
metamodel’s concepts representation allows the Language Engineer to reason on
how different concept models impact the DSL’s quality in use.
- Usability Requirements Testing (Section B.2.4). It is necessary to provide tests and
evaluate if the current implemented features contribute to the defined goals.
- Experimental DSL Evaluation Design (Section B.2.5). When a release candidate ver-
sion of the DSL for a specific target user group seems to be ready for deployment,
an experimental usability validation should be performed with real users and real
test case scenarios.
4.2.2.3 Experimental evaluation design
Experimental evaluation design supports the specification of experiment (e.g. hypothesis,
tests, metrics, samples and statements) and is instantiated by evaluation model (Section
4.1) which is expected to support specifications for any usability investigation assessment.
Example of model instances can be find in Appendix:
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- Problem Statement Design Model (Section B.3.1).
- Experimentation Context Design Model (Section B.3.2).
- Instrument Design Model (Section B.3.3).
- Sample Design Model (Section B.3.4).
- Quality Design Model (Section B.3.5).
- Hypothesis and Variables Design Model (Section B.3.6).
4.2.2.4 Related patterns
There is a related line of work on HCI patterns, covering areas like ubiquitous systems
[170], web design [195], safety-critical interactive systems [100], as well as more general
interaction design languages [158, 175, 192, 199]. Although HCI has a large focus on
Usability, the patterns available mainly avoid process patterns and prefer patterns that
represent actual usable human interaction artifacts [138], like News Box, Shopping Cart
or Breadcrumbs.
Spinellis [185] presents a pattern language for the design and implementation of DSLs.
Contrary to ours, these patterns refer to concrete implementation strategies and not to
the process of building the DSL or usability concerns. Gunter [92] presents a pattern
language for Internal DSLs. These patterns mainly focus on how to map domain concepts
to language artifacts and follow by implementing given artifacts with a GPL capable of
supporting internal languages.
Much of our patterns are based upon Völter and Bettin’s pattern language for MDD
[203]. These patterns represent a well-rounded view of MDD but they do not explic-
itly account for the importance of Usability in DSLs and therefore do not give explicit
instructions on how to test and validate usability of the end product. It is our opinion
that our pattern language can be composed with Völter and Bettin’s to produce a more
complete version of a pattern language for MDD with usability concerns. To the best of
our knowledge, ours is the only pattern language focusing on Domain Specific Language
development process with user centered design.
As for usability, there are not many patterns or pattern languages available to cover
usability concerns. Folmer and Bosch [72] developed a usability framework based on
usability patterns to investigate the relationship between usability and software archi-
tecture. This work however has little relation to usability tests and to the development
of usable software through usability validation. They instead map well know HCI pat-
terns, such as Wizard, Multi-tasking and Model-View-Controller to quality attributes
and usability properties. However, this is somewhat related to our Conceptual Distance
Assessment pattern (Section B.2.2) and the framework could in theory be used to identify
the mappings between domain concepts and quality attributes. Graham’s pattern lan-
guage for web usability [85] deals with usability evaluation and usability testing process.
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However, these patterns are hard to follow due to the high number of patterns and lack
of formal structure. Furthermore, Graham’s patterns are targeted at web-based software.
The pattern language most similar to ours is Gellner and Forbig’s Usability Evaluation
Pattern Language [79]. This pattern language is composed of thirty five patterns for
usability testing. Of those, the Eight Phase pattern represents a set of eight stages of
the process of usability evaluation. This is a similar approach to ours and has the merit
of summarizing the process into a single pattern. However, the goal of the pattern is
to disseminate usability evaluation for small scale projects while our pattern language










The Usability Software Engineering
Modelling Environment (USE-ME)
As already mentioned in Section 2.2, usability engineering aims to increase the awareness
and acceptance of established usability methods among software practitioners. Knowl-
edge of the basic usability methods is expected to enhance the ease of use and accept-
ability of a system for a particular class of users carrying out specific tasks in a specific
environment. It is claimed to affect the user’s performance and satisfaction. In Chap-
ter 4 we introduced a systematic approach for usability evaluation of DSLs as a pattern
language, and defined the experimental model for DSLs evaluation. In this Chapter we
introduce usability engineering methods into the DSL life-cycle (presented in Section 2.1)
by following an MDD SLE process.
The main concepts supporting the modelling approach are introduced as UML class
diagrams. The flow of activities is described by UML activity diagrams. While discussing
the proposed conceptual framework which is based on our systematic approach, we will
use the following symbols:
- [] - main concepts i.e. classes in diagrams;
- «» - attributes and relations of the introduced concepts that are part of the diagram
presented in a section,
- <Italic> - attributes and relations that are part of diagrams from other sections,
- {} - instantiation of the concept i.e. instance object;
- ” - activity in a diagram
- ’Italic’ - decision in activity diagram
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Similarly to other software qualities, usability evaluation should not be just added
at the end of the development process. Following the discussion in Section 2, we argue
that it has to be included in the development process from the beginning by accurately
profiling the end-user and finding the right definition of the problem. The approach is to
support usability evaluations, expressed as regular Expert Evaluator activities, in the SLE,
backed by a conceptual framework that promotes the iterative UCD evaluation approach
(proposed in Chapter 4).
Figure 5.1: USE-ME life-cycle (taken from [26])
The Usability Software Engineering Modelling Environment (USE-ME) presents im-
plementation of our systematic approach from previous Chapter and consists of the fol-
lowing modelling activities that are expected to be performed by the Expert Evaluator
(see Figure 5.1):
- the Context Modelling to define the context of use for the DSL;
- the Goal Modelling that sets the objectives for the DSL;
- the Evaluation Modelling that instructs the usability experiments;
- the Survey Modelling that provides the support for survey/feedback collection;
- the Interaction Modelling that defines the interaction task under study;
- the Report Modelling that supports management of the collected data.
The goal specifications for the DSL under evaluation are underpinned by the Cata-
logue of Usability Metrics that describes usability goals and its possible measurements
and treatments. This Catalogue helps to specify the relevant metrics and interpretation of
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the results. Finally, the Goal Coverage Engine versions the iterative evaluations and de-
fines context coverage for the validated goals. The Expert Evaluator in certain modelling
activities is supported by artefacts and feedback provided by other DSL stakeholders.
In Figure 4.9 we introduced the usability evaluation process during the DSL develop-
ment. The domain engineering phase of the process is supported by USE-ME Context and
Goal Modelling activity. Further, during design the language phase Expert Evaluator is
finalizing Goal Modelling and starting the Evaluation Modelling activity. Finally, imple-
mentation and testing phases are supported by Evaluation and Result Modelling activities.
We specified a supporting pattern language for our systematic approach in three de-
sign spaces in Section 4.2 (Figure 4.10). The USE-ME conceptual framework support the
Agile development process within Context Modelling activity, which helps in prioritizing
relevant context for the development cycle, therefore illustrating a scope and associated
cost for intended evaluation process. The USE-ME Goal Modelling activity is essential
in supporting the Iterative User-Centered Design space, as it supports the definition of
usability goals, associated requirements, context dependent metrics and calculation of
success, which is correlated with a scope for which it was validated. The Goal Coverage
Engine supports the iterations by merging the obtained results of evaluation, produced by
Report Modelling activity, and illustrates their impact on new goal model, by taking into
account specified context. Finally, the Evaluation Modelling supports the Experimental
Evaluation Model design space.
Figure 5.2: USE-ME activity diagram (taken from [26])
We present the process of usability evaluation using a USE-ME conceptual framework
as an activity diagram (see Figure 5.2). First, it is necessary to produce a [Context Model
(CM)], which supports the description of language context, based on which is possible
to describe the usability goals as a [Goal Model (GM)]. The Language Engineer and the
Domain Expert are involved in the ’Context Modelling’ and ’Goal Modelling’ activities,
as they are expected to contribute to the interpretation of development artefacts (i.e. do-
main model, feature model, abstract syntax, etc.) and review of produced specifications.
While specifying the goals and their scope, it is likely that new context elements which
are relevant for the use of the DSL are found. In this case, it is necessary to ’update a CM’
and proceed with specifying a [GM] until we have at least one usability goal for which
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only actor representing Expert Evaluator is responsible. Further, it is possible to define
an [Evaluation Model (EM)], which highlights evaluation goals and their corresponding
evaluation steps. The Language Engineer provides the developed artefacts (i.e. DSL,
documentation, validation tests) and helps to prepare the evaluation. There is a ’need to
specify a [Test Model]’ or reuse an existing one. The [Test Model] is crucial for the assess-
ment process and can be defined as an [Interaction Model (IM)] or/and a [Survey Model
(SM)]. These two modelling activities depend on the same [EM] and should be performed
in parallel to complement each other. However, for certain types of evaluations, it is not
necessary to develop both models. For instance, when performing a heuristic evaluation,
a checklist implemented as an [SM] can be sufficient. When the [EM] is ready, we can
proceed with the ’Evaluation execution’ in which Domain Users are included as subjects,
while the Language Engineers and Domain Experts help in the evaluation execution. The
next step is to analyse the stored results of the test models and to create the [Report Model
(RM)], that recommends a [GM] extensions and calculate a success factor of the evalu-
ated usability goal. Finally, it is up to all DSL stakeholders to decide to continue to ’new
evaluation cycle’ or finalise the assessment period. Ideally, this decision will eventually
indicate the end of the development cycle.
5.1 Utility
In this section, we introduce the Utility package, which contains artefacts that are reused
from the existing development process of DSL. It includes the following concepts (see
Figure 5.3):
- DSL - represents a language artefact, which can have associated to it an Abstract
Syntax and a Concrete Syntax. This can be seen as a reference object of the DSL under
development and its progressive design implementations.
- Existing GM - goal model is a standard development artefact in MDD. If the DSL
is evolving from the previous state, or usability analysis is performed in later phases of
they development cycle like implementation or testing, we already may have an existing
GM from which we should reuse the knowledge. We will not focus during this analysis
on Functional and non-functional goals and requirements. They are seen as a part of an
existing goal model. Instead, we are addressing usability goals and requirements which
are often dependent on the satisfaction of existing goals and requirements.
- Profile Template - is a classification artefact for a user profile. It is used for catego-
rization of user profiles and specifying their features as a Logical Expression (e.g. regex,
ocl expression, Boolean). These expressions contain a list of concrete (e.g. ’age’>7) or
abstract (e.g. ’age’=int) specifications. Expected background experience for profile can be
specified by required skills, which sometimes are predefined for certain working/study
position.
- CEVariable - is a variable describing the environment of the language under devel-
opment. Their elements are parts of the architectural design (e.g. feature diagrams), or
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Figure 5.3: Utility package (taken from [26])
the specifications of language supporting equipment and dependent tools (e.g. sensors,
operating systems, interaction equipment).
- Process Model - is an artefact which refers to business process models designed
during DSL development. Additionally, specifies the experiment processes designed as a
part of USE-ME conceptual framework.
- Survey Engine - represents an artefact which is connected to existing survey plat-
form (e.g. Google Forms, Survey Monkey, etc.).
- Priority Value - represents predefined priority values, which are set to be 3-scaled
with values [High], [Medium] and [Low].
5.2 Context modelling
As pointed in the previous chapter, the evaluations are context dependent. In conse-
quence, the DSL’s intended Context of Use should be specified when answering the fol-
lowing questions:
1. Who will use the DSL?
2. Where will the DSL be used?
3. How is the DSL expected to be used?
We argue that it is sufficient to describe the Context Model (CM) with the following
concepts (see Figure 5.4):
- User Profile - helps us to define who will use the DSL. The user modelling activity
[119] customises and adapts the language to the user’s specific needs. Each profile can be
instantiated as a subcategory of the main stakeholders during the DSL evaluation, namely
{Language Engineer}, {Domain Expert}, {Domain User} and {Expert Evaluator}. Also, it
stores the «priority» regarding the current evaluation needs (in the ongoing development
cycle) expressed as an enumerated <Priority Value>. Any additional [User Profile] is
justified by a «classifier», presenting any <Logical Expression>, which justifies new «sub-
Profiles». Usually, during this classification, we categorise new profiles by particular
«parent» characteristics into at least two distinct sets.
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Figure 5.4: Context Model class diagram (taken from [26])
- User Hierarchy - is the prioritised categorization of the [User Profile] presented by
the diagram in which each «subProfile» inherits the properties of its «parent». These
properties are documented using <Profile Templates>, and they describe characteristics
such as the expected background information (e.g. demographic data, education, special
needs/disabilities) and relevant experience with computing and domain activities (e.g.
expected knowledge sets, ontology). The [User Hierarchy] represents the user-centered
meta-knowledge which categorises profiles and identifies shared semantics.
- Context Environment - describes where the DSL is to be used. Namely, it can be
defined as:
- Technical Environment - specifies the information about the user’s system usage. In
other words, software, hardware and network environment that describe the users’: i)
working equipment (e.g. interacting device specification); ii) DSL operating equipment
(e.g. storage, calculation libraries); iii) operation systems; iv) supported platforms; v)
frameworks; vi) dependent software tools; vii) and, technical usage conditions (such as
display capabilities, connection bandwidth, etc.).
- Social Environment - expresses the relation of the DSL to the users’ working envi-
ronment concerning the social context i.e. situational environment [94]. The referred
situations are used to model a conceptual framework for representing a given the social
context of the semiotic environment in which the users exchange meaning. This model
recognises the fact that technology is not developed in isolation but as a part of the wider
organisational environment.
- Physical Environment - describes the working equipment and organisation of the
physical environment in which the user interacts with the system, as well as the models
of the physical systems and their natural environment that are being affected by the use
of the DSL.
The specification of the technical, social or physical elements is stored as a «cEEle-
ment» which is represented as an environmental variable <CEVariable>. The definition
of the [Context Environment] instances can be supported by the integration of existing
requirement engineering approaches that support traceability of the environmental vari-
ables during the software development [133].
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- Workflow - describes how the DSL is to be used by documenting prioritised user
workflows, which reflect a group of tasks relevant for specific «userProfiles» or environ-
ment elements i.e, «cElements». The [Workflow] can be defined by using the existing tools
for modelling processes (e.g. BPMN [4], UML diagrams [73], or by the user requirements
notation ITU standard [8]). These models are referred by the «process» attribute, which
reflects the <ProcessModel>
- Scenario - represents a concrete task, i.e. use case, that produces the possible paths
and outcomes. Each [Scenario] describes the user interaction activities, executed by the
specific [User Profile] or «cEElement» from [Context Environment]. The [Scenario] can
be further decomposed in more basic functional actions inside of the system that can be
connected to a DSLs domain model, preferably to its concrete or abstract syntax features.
The Context Modelling activity, specified by the diagram in Figure 5.5, engages all
stakeholders included in the development. It starts with ’User Hierarchy prioritising’, for
which initial [User Hierarchy] is represented by DSL stakeholders, if not specified differ-
ently. This prioritisation helps stakeholders to decide the usability evaluation is necessary,
and also to indicate from which stakeholder’s perspective. Usually, the high priority for
the End User profile justifies the investment in a reactive experimental approach dur-
ing the evaluation. Furthermore, it is necessary to perform ’User Profile classification’
during which the relevant «classifiers» are identified, resulting a new [User Profiles] in
the hierarchy. The parallel activity to this user identification is a ’Context Environment
definition’, during which the physical, social and technical environmental elements, i.e.
«cEElements», are specified. Finally, after knowing who will use the DSL and where it is
going to be used, the expert evaluator can describe why the DSL will be utilised by [Work-
flows] created during the ’Workflow definition’. It is likely that the evaluation expert will
identify at this point missing context element specifications, or the need for a new [User
Profile] classification. In this case, when the process reaches the decision point ’Need to
extend CM?’ it is possible to return and extend associated models. Finally, when there are
no new insights after the Workflow specification, the Expert Evaluator is ready to finalise
this activity.
Figure 5.5: Context Modelling activity diagram (taken from [26])
63
CHAPTER 5. THE USABILITY SOFTWARE ENGINEERING MODELLING
ENVIRONMENT (USE-ME)
5.3 Goal modelling
The Goal Model (GM) specifies objectives that a user may have while using the DSL.
This model describes ’why is the new language being developed?’, and this makes it a
central part of the USE-ME conceptual framework through which we are expected to
model context dependent goals and trace the success of the DSL under development (see
Figure 5.6).
Goals capture, at different levels of abstraction, the various objectives the system
under consideration should achieve [196]. A goal model is a well-known element of re-
quirements engineering that is also widely used in business analysis. They have been used
in SLE to model non-functional requirements [58] and early requirements for software
systems. There are already several approaches for goal modelling; namely, KAOS [197],
i* [214] and Tropos method [82]. These approaches already support the core concepts of
goal modelling, i.e., goal hierarchy and quantitative and qualitative relations. However,
they should be specialised and, in some way extended to serve our research objectives.
Usability is found in these approaches as a non-functional requirement or a soft goal. In
our approach usability is meant to be highest level objective (i.e. goal) for the developed
DSL.
The [GM] of USE-ME can represent extensions to <Existing GM> of the language,
or can be built from scratch. It is described by Usability Goal using a GOMS (Goal,
Operators, Methods, Selection) [66] and/or GQM (Goal, Question, Metric) analysis [198].
The root [Usability Goal] of the [GM] is the Quality in Use, and represents «parentGoal»
of any newly defined «subGoal». Goals are characterised by:
Figure 5.6: Goal Model class diagram (taken from [26])
- Actor - is a specialisation of DSL stakeholder, namely an instantiation of a [User
Profile] from the [CM], to which are assigned the responsibilities («responsible For») for
the associated [Usability Goal]. The resulting responsibility model clearly distinguishes
stakeholders to which a [Usability Goal] is related (i.e. [Scope]) from the ones that are
responsible for achieving it (i.e. [Actor], «responsibleActor»).
- Scope - that is described by the instance of [CM] for which [Usability Goal] applies.
By default, each goal of [GM] applies for the complete [CM], if it is not specified differently
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(e.g. specific <User Profile>, Workflow> or Context Environment>). The priority level of
[Usability Goal] can be inherited from the [Scope] to which it is related to.
- Method - defines the measurable requirements (i.e. Usability Requirements) that
contribute to the achievement of the goal. It consists of «testCase»s taken as individual
<Scenario>s from [Scope]). These «testCase»s can be used to evaluate the requirement. A
[Method] is often dependent on the development stage of a DSL and the context of the
planned evaluation. For instance, during early evaluations without a functional prototype,
we can evaluate the readability and understandability of the design; when assessing early
ideas, the focus can be to evaluate the feasibility of the language construction or usage
process, and finally, when functional prototypes become available, we can perform exper-
iments with using a DSL. A [Method] is associated with «functionalGoal» that should be
tested by Language Engineer. The <Functional Goal> represents the functionalities that
are to be provided to support the execution of a «testCase».
Success Coverage - reflects the evaluated context coverage and can be represented
by the percentage of the [CM] (i.e. [Scope]) to which each success factor applies. As we
are evaluating usability, we find that the metric representing the score for the evaluated
scope can also rate on the scale from -1 to 1, where the (1) indicates that measured expe-
rience was positive, while (-1) indicates a negative experience while using the given DSL.
Further, the representation of success can use Kiviat diagrams [19] reflecting different re-
quirements that were taken into consideration, or by a single project dependent indicator
predefined by stakeholder [194].
The Goal Modelling activity, specified by the diagram in Figure 5.7, starts with iden-
tifying if there is an ’Existing [GM]?’. In case there is a [GM], previously created within
USE-ME or another context, the Expert Evaluator performs ’[GM refactoring]’ regarding
the evaluation Priority and a structure and identifies if there is a need to ’Change or intro-
duce a new [Usability Goal]’. Further, the [Usability Goal] is changed/introduced during
’Goal specification’ activity during which Expert Evaluator consults Usability Catalogue
(Section 5.8). In parallel, a [Scope] is associated with the goals during ’Context selection’
and an [Actor] during ’Responsible actor selection’. Next, it is necessary to verify if the
’Single [Actor] is responsible?’, meaning that the goal is decomposed into a «subGoals» for
which only one [Actor] is «responsibleFor», and by this making it ready for evaluation.
This is followed by ’Functional Goal association’ during which all the functional prereq-
uisites that need to be verified for evaluation are provided by the Language Engineer
and associated with [Method] justifying [Usability Goal] evaluation. In parallel, the Ex-
pert Evaluator defines an evaluation [Method] during ’Measurable method specification’,
which aggregates [Usability Requirements] and «testCases». This activity requires consul-
tation of the Usability Catalogue, to reuse the existing metrics if possible. Finally, if the
’[Usability Goal] is evaluated’, then it is feasible to perform a ’Success Coverage calculation’
that indicates the scope for which the goal was evaluated, as well as the evaluation results.
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Figure 5.7: Goal Modelling activity diagram (taken from [26])
5.4 Evaluation modelling
Although DSLs’ development process is not the same as the one of the UIs, typically
DSLs have an explicit underlying model (thanks to meta-models or grammars), while
UIs models are usually implicit in their implementation. In general, there is no distinc-
tion between DSLs and UIs from the end users point of view, so their evaluation should
essentially validate HCI [18].
Therefore, we can reuse the common techniques used for UI usability evaluation;
e.g. UCA (Usability Context analysis) [37], MUSiC (Metrics for Usability Standards in
Computing) [40] and MAGICA [6] methods and tools. UCA ensures that the user-based
evaluation produces valid results, by specifying how important factors are to be handled
in the assessment. MUSiC and MAGICA provide modules that can be used for measur-
ing user satisfaction, user performance, cognitive workload, task completion time and
analytic measurement.
The evaluation modelling activity is expected to support the application of techniques
mentioned above that are represented by the Evaluation Model [EM] (see Figure 5.8).
[EM] expresses the purpose of evaluating a certain objective (an instance of [GM]) for
a DSL in the particular context (an instance of [CM]). Therefore, the prerequisites for
the evaluation modelling are to have a [GM] and [CM] for a DSL under evaluation. This
activity is supported by modelling of:
- Evaluation Goal - defines the experimental «hypothesis» and «researchQuestions».
It is related to «goal»s specified in [GM] and inherits its <Methods> which can be intro-
duced as «measurements».
- Language of experimental study - is the <DSL> under evaluation. The experimental
modelling supports more than one [Language] to enable comparative evaluations (e.g.
with the baseline that can be an alternative system or previous DSL version).
- Evaluation Context - specialisation of the [CM] that describes the <User Profiles>,
<Workflows>, and <Context Environments> taken into consideration during execution of
the experiment. This model preferably should reflect the intersection of the [CMs] that
specify [Languages] of the evaluation study, in which each [CM] reflects the <Scope> of
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Figure 5.8: Evaluation Model class diagram (taken from [26])
[Evaluation Goals].
- Participant - refers to the actual participants of the study, which are expected to
match the [User Profile] included in the [Evaluation Context]. It also stores contact
information of experiment subject.
- Documentation - presents teaching materials for the [Language] under study, e.g.
videos, guided examples with image annotations, presentations. These materials can be
stored in a shared document repository with version support (such as a Wiki).
- Test Model - describes the usability testing activities that are not learning treatments,
i.e. questionnaires, interviews, and observations. The creation and execution of these
models are supported by the USE-ME sub-activities of survey modelling and interaction
modelling, described in the following sections.
-Process - defines the concrete design for evaluation by modelling the activities that
should be performed with specific [User Profile] that is described by the [Evaluation
Context]. The choice of appropriate treatment is guided by its probability to evaluate the
[Evaluation Goal]. These activities are represented by [Documentation] and [Test Models].
They specify the flow of learning treatment activities that are modelled in the evaluation
[Process].
Evaluation modelling activity instantiate experimental model of our systematic ap-
proach, defined in Section 4.1.2. Problem Statement Design (Figure 4.2) and Hypothesis and
Variables Design (Figure 4.6) are encapsulated in the [Evaluation Goal]. Context Design
(Figure 4.3) definition is supported by [Evaluation Context] and [Process]. Instrument De-
sign is supported by [Test Model], or namely [Survey Model] or/and [Interaction Model].
Finally, Sample Design (Figure 4.5) of experimental model is supported by [Participant]
and [Language] concepts.
When preparing an evaluation (see Figure 5.9), the evaluation expert performs an
’Evaluation language selection’ where the DSL under development is chosen to be an
evaluation object. Next, he defines the experimental objective and participants during
’Evaluation Goal definition’ and ’Participant selection’ activities. He also decides if he
will perform a ’Comparative evaluation?’ and, if so, which other language he will use
(’Baseline selection’). The ’Evaluation Context specification’ activity defines the context
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that is considered during evaluation, taking into consideration «profile» of selected [Par-
ticipants] and the «scope» of the [Evaluation Goal]. This activity can be extended by the
context modelling activity if the existing [CM] is missing relevant information. Before the
’Evaluation execution’, it is necessary to produce [Documentation] during the ’Teaching
Material creation’, define evaluation [Process] by ’Process specification’ and prepare the
[Test Model] during ’Test Model creation’. The ’Test Model creation’ activity selects a
previously created [Test Model] or calls the Interaction Modelling or Survey Modelling
to produce the new or refined [Test Models].
Figure 5.9: Evaluation Modelling activity diagram (taken from [26])
5.5 Interaction modelling
The [Test models] that are defined as Interaction model [IM] (see Figure 5.10) encapsu-
late summative methods for measuring usability over concrete tasks that involve inter-
action with at least one [Language] (i.e. DSL under evaluation or its alternative). The
[IM] supports capturing of the predefined events and providing statistics about their
occurrences. It is described by:
- Interaction Syntax - reflects the interaction elements from the version of the [Lan-
guage] of experiment study (for instance DSLs abstract and/or concrete syntax model, or
feature model).
- Task - «useCase» taken from the «scope» of [Evaluation Context]. It is documented in
[Documentation] and represents a concrete task for which the interaction will be analysed.
Figure 5.10: Interaction Model class diagram (taken from [26])
- Event - accounts for the type of data («subEvents») that will be captured from differ-
ent interaction devices. It describes how it will be recorded and can refer to single events
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(e.g. eye movement, mouse click, biosignal, gesture), or to the particular sequence of in-
teraction and/or the sequence of reactions (themselves or as a consequence of interaction
sequence). Also, events can be associated with the «requirement».
- Interaction Result - includes the statistical analysis and results of the executed
interaction model, where participants use the [Language] of experiment study to perform
a [Task].
Interaction Modelling (see Figure 5.11) starts with ’Interaction Task definition’, that
is interdependent on ’Interaction Syntax analysis’, as the task is to be solved by the use of
the analysed syntax, following the [Workflow] that is included in the [Evaluation Context].
Based on the [Task], the evaluation expert is ready to perform ’Events specification’ during
which [Event]s are defined, as well as the way to capture them. Further, he performs
the ’Interaction Participant assessment’ activity where the experiment [Participants] are
assigned to the [IM]. In parallel, the scheme for [Interaction Result] is prepared by
’Interaction Result formatting’ activity. Finally, when the [SM] is complete, it is sent to
’Interaction execution’ during which results are automatically stored in the [Interaction
Result] model.
Figure 5.11: Interaction Modelling activity diagram (taken from [26])
5.6 Survey modelling
The survey methodology is a field of applied statistics that studies the sampling of indi-
vidual units from a population and the associated survey data collection techniques, such
as questionnaire construction and methods for improving the number and accuracy of the
response to the inquiry. A survey is not just the instrument (the questionnaire or check-
list) for gathering information. It is a comprehensive system for collecting information to
describe, compare or explain knowledge, attitudes, and behaviour [117].
In the case of USE-ME, the Survey Modelling activity supports formative methods
for measuring usability. The Survey Model [SM] (see Figure 5.12) can correlate to any
existing [Survey Engine] that automates response collection (e.g. Google Forms, Survey
Monkey, mySurveyLab, etc.). It is described by the following concepts:
- Questionnaire - defines a particular set of Questions (inquiries) that can be pro-
vided in different forms; on-line, by phone or personal interview, pen and paper, and
in advanced interaction environment (a testing environment that supports additional
interaction equipment that can capture eye movements, gesture, biosignals). Generally,
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Figure 5.12: Survey Model class diagram (taken from [26])
[Question] has an associated concrete «scale», represented as a list of String values. It
can also have a defined «indicator» that helps to get fine-grained variables that can help
during the results analysis. The [Question] can be defined as:
- Background Qs - designed to collect the information about the participant (e.g.
demographic data, education, special needs/disabilities). Each question is related to at
least one <Logical Expression of participant’s <User Profile>.
- Feedback Qs - collects the opinions and reactions about what is being tested i.e.
the DSL, its baseline or alternative. In our case it would be expected to support existing
appropriate methods such as inspections (usability heuristics [154], quality requirements
for DSLs [121], Framework for Qualitative assessment of DSL [110]) and notation assess-
ments (Cognitive dimensions of notations framework [41], Physics of Notations [151]).
Each question, or a checkpoint, can refer to concrete «useCase» and/or «requirement».
- Survey Result - includes the statistical analysis and results of a survey, that can
be generated automatically if <Survey Engine> was used, and further customised (e.g.
merged results from different questionnaires, formatted, statistically analysed, etc.).
The creation of [SM] (see Figure 5.13) starts with asking if ’New questions?’ are needed
to be defined for the survey. In the case they are needed, the evaluation expert decides if
the questions to be defined are ’[Background]’, leading to ’Background question defini-
tion’, or ’[Feedback]’, leading to ’Feedback question definition’. When there are no ’New
questions?’, the expert evaluator is performing ’Survey participant assessment’ where the
experiment [Participants] are assigned to the [SM]. In the same time, the scheme for
[Survey Result] is prepared in the ’Survey result formatting’ activity. Finally, when the
[SM] is complete, it is sent to ’Survey execution’ during which results are automatically
stored in the [Survey Result] model.




The report modelling activity helps on the construction of final reports for experimental
assessment specified by the [EM] and encapsulate the results and improvement sugges-
tions into the Report Model (RM) (see Figure 5.14). It consists of:
Figure 5.14: Report Model class diagram (taken from [26])
Evaluation Result - is created based on analysis of the result models from different
<Test Models> (i.e. <Survey Result> and <Interaction Result>). It represents the interpre-
tation of results over a predefined «context» that is related to the evaluated goal.
RecommendGM - is a recommended [GM], which include updates (changes over or
new goals or context elements) to previous [GM] of the evaluated DSL, referred with
«applyTo».
Figure 5.15: Report modelling activity diagram (taken from [26])
In Figure 5.15 we describe the report modelling activities. The first activity is to
perform the ’Evaluation result analysis’. This includes reasoning about the correlations
among different factors assessed by experimental instruments (namely, [SM] and [IM]).
Based on these results, the expert evaluator performs a ’Recommendation specification’,
by designing a [RecommendGM]. At the same time, the evaluator can calculate a [Success
Coverage] for the recommended [GM], which helps in making decisions how to redesign
goals. Finally, when the recommendation and results are ready, all stakeholders should
decide if they should enter ’New evaluation cycle’. When starting a following cycle, the
expert evaluator should ’Run Goal Coverage Engine’ which validate that all rules are
preserved and support a merge of recommended [GM] with the initial [GM]. Finally,
during ’Goal modelling update’ recommendations are accepted or rejected.
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5.8 Catalogue of usability metrics
This catalogue is seen as a structured knowledge base about the DSLs usability evalua-
tions. It has the purpose to help during two crucial activities of the USE-ME conceptual
framework:
• Goal modelling, where it is used to find existing specifications of the usability goals
and requirements. These specifications can be based on standards [104], or existing
frameworks which address the evaluations in general [88, 110, 151]). On the other
hand, catalogue is intended to store examples of methods and metrics which were
used to test usability requirements for existing DSL evaluations.
• Evaluation modelling, where it is expected to support the choice of treatments for
evaluation process activities based on a diversity of goals and the number of avail-
able participants, technology, etc. Further, it is meant to register the instantiation of
quality in use metrics [101] for selected evaluation objectives and enhance a metric
reuse and improvement.
To obtain the first structure of this knowledge base will be necessary to summarise
the state-of-the-art research trends, as well as to categorize the proposed approaches,
techniques, tools and methods for domain analysis and evaluation phases. Further, it
is necessary to obtain USE-ME model instantiations for several evaluation assessments.
The structure of different instantiations is expected to fit into Quality Design model (see
Figure B.22) from the experimental model of our systematic approach.
Figure 5.16: Model to model transformations supported by Goal Coverage Engine (taken
from [26])
5.9 Goal coverage engine
This engine should provide version support of the USE-ME project models and support
their updates by using model merge approaches (see Section 9.5, Annex V), while check-
ing the predefined rules. The Goal Coverage Engine supports all DSL stakeholders to
trace different states of models for different versions of the DSL or their assessments, as
well as a knowledge base. For each new iteration cycle of the DSL development, the
stakeholders need to confirm that the context and goals are still the same, or update
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them if they have changed. This engine should also check the validity of specific rules
for removing/merging/updating USE-ME models. Finally, this engine can be seen as a
transformation engine that performs the updates of GMs based on the recommendations
of the Report Model and finds the scope coverage for which the goals are validated based











Feasibility study with the USE-ME
prototype
In a Chapter 5, we described the implementation of our systematic approach in the form
of a conceptual framework, for which we present a feasibility study in this Chapter. First,
we present the implementation architecture of our prototype. Further, we illustrate an
instantiation of the prototype models on an industrial case study. Finally, we perform
a pilot empirical evaluation of the implemented tool on four DSL development projects.
This illustrates the feasibility of capturing all the relevant information for conducting a
DSL evaluation, and how it can be used in results analysis.
6.1 Implementation architecture
The USE-ME prototype [27] was developed as a specialization of our conceptual frame-
work (see Figure 6.1). The USE-ME conceptual framework was formally specified on
Cameo Systems Modeler1, a cross-platform collaborative model-based systems engineer-
ing environment. This platform enabled us to produce UML 2 compliant models and
diagrams. Namely, we specified the main concepts with class diagrams and the process as
activity diagrams. These diagrams served as a general specification of the abstract syntax
for the USE-ME conceptual framework. They were reviewed by the Automated Software
Engineering research group of NOVA-LINCS during a presentation session and trough
individual questionnaires.
The USE-ME prototype3 was developed using the Eclipse Modeling Framework (EMF)4,
1https://www.nomagic.com/products/cameo-systems-modeler (accessed September 19, 2017)
2http://www.uml.org/ (accessed September 19, 2017)
3https://github.com/akki55/useme (accessed September 19, 2017)
4http://www.eclipse.org/modeling/emf/ (accessed September 19, 2017)
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Figure 6.1: USE-ME architecture (taken from [26])
which is an Eclipse-based modelling framework for building tools and other applications
based on a structured data model. From an XMI model specification, EMF provides tools
and runtime support to produce a set of Java classes for the model. The EMF framework
includes a meta model (Ecore) for describing models and runtime support for the mod-
els. The class diagram specified in Cameo System Modeler was transformed to an Ecore
model. Due to constraints in the target meta-modelling tool, we had to adapt the model
given in pure UML in order not to lose information from the original contents and to
address restrictions required by Ecore (e.g. necessity of containment relationships).
Further, we used Sirius 5, a platform for developing and using graphical model editors,
which is also based on the Eclipse Platform, and in particular the modelling stack based
on EMF. The Sirius platform is domain-agnostic, in that it can be used by modellers for
any business domain as long as they can describe it using EMF. In our prototype, we used
Sirius to declare the visual representation of models instantiated in Ecore. The USE-ME
architecture as described in this document supports modellers to design the USE-ME
instances in an EMF generated editor with Ecore tooling. It is also possible to redefine
and preview the implemented representations by Sirius.
6.2 Case study
We dedicate this Section to illustrate the USE-ME conceptual framework with a case study
about a free web-based programming language, named Visualino (see Section 9.4, Annex
IV), for rover-like robots. The work was developed under the collaboration between the
group ASE NOVA/LINCS and Artica6, a company that specialises in the development of
robotic and audio-visual solutions. Visualino was developed to lower the barriers between
this hardware technology and children. The goal is for children to program the robot
using Visualino. The Visualino specification is then automatically translated into the
5https://eclipse.org/sirius/ (accessed September 19, 2017)
6http://artica.cc/ (accessed September 19, 2017)
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Arduino textual code. This approach avoids the inherent complexity of programming di-
rectly the Arduino which requires a steep learning curve. The following description refers
to the design of an empirical study conducted during the second development iteration
of Visualino7, where the USE-ME conceptual framework was applied systematically.
During the description we use following symbols;
- [] - instantiation of the concept i.e. instance object;
- «» - property of the instance object;
- {} - property value of the instance object;
6.2.1 Context model instantiation
The Context modelling starts with prioritising the initial user hierarchy, which is rep-
resented by the DSL’s stakeholders. Therefore, we are having a [DSL Stakeholder] as a
’root’ element of the hierarchy, and its subProfiles defined as [Domain Expert], [End User],
[Expert Evaluator] and [Language Engineer] (see Figure 6.2).
For the case of Visualino, the target users are children, which usually are not experi-
enced with programming. As such, the usability evaluation of the language with its end
users is highly important. We set up the priority of its [End User] to be {High}. Having, a
lower priority value associated with other stakeholders indicates that the investment in
the usability evaluation of these profiles is not as important during the current develop-
ment cycle.
Figure 6.2: User Hierarchy (taken from [26])
However, as the language develops further, the investment into the evaluation with
other user profiles may become more important. For instance, the development iteration
may focus on the language extension that supports the [Domain Expert] to specify the en-
vironment configurations for different robots. Then, the priority for the [Domain Expert]
7https://sites.google.com/view/vl-empiricalstudy/home (accessed September 19, 2017)
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profile will be updated accordingly. In this case, the priority of the [End User] should
stay the same. Setting up a ’lower’ priority is reasonable only if the initial purpose of the
language has changed. For example, this may occur if the language ’fails’ to be adopted
by the initial audience, and the opportunity for further development presented itself in a
different context.
After the initial prioritisation, we classify user profiles and define profile templates
(see Figure 6.3). Profile templates are categorised as a {Background Demographics} and
{Background Experience}. They are captured with logical expressions. These expres-
sions reflect profile characteristics and their values, concrete or as measurable scales. For
instance, the expression «language» indicates that [End User] is expected to speak {Por-
tuguese} or {English}. On the other hand, «programming» is a characteristic that can be
measured by {ordinalscale(experience)} which can be later specified with concrete scales.
Logical expressions can be used further as classifiers. For instance, an expression «age»
is defined as a condition {age > 7} for [End User] profile. When creating the ’child’ profiles,
we use this expression as a classifier, meaning it will be restricted in two or more distinct
sets (e.g. {age = 7-19}) for [Child] and {age > 19}) for [Adult]). It further specialises
a [Child] into [Kid] and [Teen] profiles. Each subProfile inherits profile templates and
logical expressions that are assigned to their parents.
Figure 6.3: User Profile Template (taken from [26])
This kind of structural analysis of domain users for a DSL answers to the question
’Who will use the DSL?’. The next step is to respond the question ’Where will the DSL be
used?’ by specifying the context environment.
The context environment is described by environmental elements (i.e. CEVariable)
such as the social, physical and technical environment (see Figure 6.4). These elements
can be reused from architectural descriptions, feature diagrams or other specification files
of the language. For each environment element, it is necessary to specify if it is {Manda-
tory} or {Optional}. Further, it is possible to define contained environment elements and
specify their types as a list of values that can be prioritised.
For example, the social environment of Visualino is characterised by [WorkPlace]
which is described by «Classroom» «Home», «Public place», «Outdoor». Further, the
[Purpose] can be «Competition», «Education» or «Entertainment». Finally, the [Coun-
try] is specialised only to «Portugal», as Visualino is being prepared to be distributed
only in this country, for now. The physical environment expects from the user to have a
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Figure 6.4: Environment Context (taken from [26])
[Computer], that is specified by «Processor», «RAM», and «USB Port», being all manda-
tory. Also, the physical environment should contain [Interaction Devices], from which
«Mouse» and «Keyboard» are mandatory. On the other hand, it is optional, but probably
convenient, to have a [Robot] during the use of the Visualino DSL. Each [Robot] can have
the specific «Configuration», reflecting the parts of a robot that are configured to be used.
A «Robot type» indicates the version of the Arduino robots (i.e. {Farrusco} and {Gyro}),
and a «USB Cable». Finally, the technical environment is specified by the [OS] and the
[Web Browser], which are both mandatory for running Visualino. The supported [OS]
should be «Windows», «Mac» and «Linux». Their concrete versions are stored in a list.
Further, the [Web Browser] indicates a «Google Chrome» and «Windows Explorer».
Figure 6.5: Workflows (taken from [26])
The answer to the question ’How is the DSL expected to be used?’ can build on
scenario-based approaches, such as use case descriptions, which define scenarios and
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workflows. (see Figure 6.5). In the case of Visualino, use case specifications are designed
with the Sys UML language. These specifications are referred in the «Process Model» in-
stance. The actors who make part of the use case description are represented by different
user profiles (users) or environment elements (other systems) that initialise a use case.
A workflow [W1] poses a scenario in which the {End User} (specified as an actor)
wants to program a behaviour of a robot and, eventually, execute that behaviour on a
physical {Robot} defined in the context environment. In most of the cases, the priority
of each workflow can be easily inherited based on the involved user profiles priorities.
Following that rule, this case is has a {High} priority. In the workflow [W2] the {Domain
Expert} wants to configure the language environment, which inherits the {Medium} prior-
ity. Finally, the workflow [W3] represents the case of a {Language Engineer} who wants to
create a new language component or change or remove the existing one, in this instance,
inheriting the {low} priority.
Figure 6.6: Scenarios (taken from [26])
Several scenarios are associated with a workflow [W1] (see Figure 6.6). The first
scenario is to program the robot to move forward and then move back. The second scenario
is to program the robot to move along a path similar to a ‘5’. This scenario includes
the following sequence of instructions: move forward, first turn left, second turn left, first
turn right, second turn right and stop. In each turn, the robot needs to execute the move
operation using the same amount of time and then to make a 90o angle turn. The third
scenario is to program a robot to move forward until it bumps into some object, then it
would move back and stop. The fourth scenario aggregates the sequences from the previous
scenarios. It describes how to program the robot to make a shape of ‘5’, as in the second
exercise, but the robot will only turn when it hits the bumper.
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6.2.2 Goal model instantiation
In this section, we show how the collected knowledge from the context model can be
used in goal analysis (see Figure 6.7). We start with an empty model, as there is no
existing goal model from the previous development iteration of Visualino. The ’root’
goal represents the highest objective of our analysis, that is to achieve [Quality in Use].
It is prioritised as high, indicating that usability evaluation is highly necessary for this
development project. Its «scope» is set to be applicable on {all} CM, designed in the
previous section. The «actor» responsible for achievement of the highest usability goal
reflects all stakeholders included in the development. The {Children robotics expert}
and {Visualino development} represent the domain experts and language engineers from
Artica, while {Language Evaluator} represents the authors that were included as expert
evaluators.
Figure 6.7: Usability Goal Model (taken from [26])
The [Quality in Use] is divided into three «subGoals», namely [UG1], [UG2] and [UG3],
which reflect different workflows from Figure 6.5. The «scope» objects, associated with
these goals, restrict a CM in a way that they reflect parts for which each workflow applies.
They are only associated to a sub-branch of the user hierarchy model that consider a user
profile of the workflow’s actor. A goal [UG1] is given the high «priority» as its «scope»
reflects the {End User} profile and {Workflow1} workflow. As it is suggested by goal
modelling approaches, such as KAOS or i*, we further divide this goal into the subgoal
[U1] for which the evaluation the responsible is just one «actor», {Language evaluator}.
A usability goal [U1] specifies that the «actor» {Language evaluator} evaluates the
[Usability to program a robot] and represents a quality goal usually measured by non-
functional requirements (see Figure 6.8). It answers the «question» {Is it usable for an
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[End User] to program a robot?}. Further, a measurable method is specified as [Program-
ming a <Use Case> is usable] and is related to particular usability requirements. This
method is related to a functional goal [F1]. A functional goal specifies that the {Visualino
development} verifies that it is possible to program a robot. It answers the «question»
{Which scenarios are verified to be programmable using Visualino?} by testing require-
ments which describe the necessary functionalities to execute the selected «Test case»,
{Workflow1}.
Further, usability requirements are specified in a way they can be measured in the cur-
rent phase of development. In the case of Visualino, we focus on the evaluation activity
which was planned to be executed after the implementation. In this phase, the following
measurable requirements are found to impact the goal [U1]: [Effectiveness], measured
by a {Correctness of programmed <Use Case>.}; [Satisfaction], measured by {Satisfaction
questions related to <Use Case>.}; [Efficiency], measured by {Time to program the <Use
Case>.}; and, [Learnability], measured by {Success to program the learned Use Case.}.
Note that other measures could be appropriate in different development stages: for the
design phase without working prototype, readability and understandability [23], or for a
proof of concept, feasibility and integrability. The catalogue of usability metrics (Section
5.8) is expected to support this choice and document the metrics from existing experi-
ences.
Figure 6.8: Usability requirements for usability goal [U1] (taken from [26])
6.2.3 Evaluation model instantiation
As mentioned previously, language usability can be promoted by combining Usability
Engineering techniques with ESE. In this section, we present an evaluation model for the
empirical study of our target DSL, Visualino, which is specified based on its [CM] and
[GM]. The first thing to do is to model the evaluation objectives (see Figure 6.9). The
primary language of the presented study is a [Visualino]. It was found useful to compare
its early prototype to other widely used language for programming robots, namely [Lego],
representing a second language in [EM]. The participants were expected to match the
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{Teen} «profile», as the experiment was performed with secondary school subjects during
the ExpoFCT event8 at Universidade Nova de Lisboa in Portugal. The goal was to evaluate
the «usability goal» {U1 - Usability of programming the robot}, specified by GM. Namely,
each evaluation goal was to validate «usability requirement»: first addressing the {Effec-
tiveness}, and second by {Satisfaction}. For each, we have specified the research question
in the form of a «problem» using the GQM template, from which we have derived the
«hypothesis».
We analysed the Lego context by giving attention to the workflows and environment
that are comparable to the Visualino’s, and the ones that are in the scope of the «us-
ability goal» which we are evaluating. During this analysis, it was possible to identify
the context in which the evaluation study was appropriate to be performed - this is de-
scribed by the evaluation context (see Figure 6.10). The evaluation context is defined
by: «user profile» of [ExpoFCTParticipant], which is {Teen}; the «context environment»
that represents where the experiment will take place; and, by the «workflow» that will be
used. For instance, for the social environment, the «country» was set to {Portugal}, and
the «workPlace» was selected to be a {Classroom}, while the «purpose» was chosen to be
a {Competition} to create a motivating environment for the participants. The technical
environment was instantiated by «OS» {Windows 7} and the «browser» {Google Chrome}.
The physical environment details the information about the «computers», «interaction
devices» and «robots» that will be used. The preferred «configuration» for both robots
(Lego and Farrusco) is specified, to assure that the robots will have the same functionality.
We can note how the environmental elements of Visualino’s CM are initialized to concrete
values, which are saved to value lists associated with this objects. Finally, the observed
<workflow> is the {Workflow1}, which includes all scenarios defined previously, as they
are executable in this specific context.
We used a ’between groups’ design where participants were randomly assigned to
either programming a robot using [Visualino] or [Lego], but not both. The evaluation
process [emVisualinoProcess] was designed to start with a 30 minutes learning session,
during which the participants should learn the language’s concepts and how to solve three
basic exercises that reflect the first three scenarios specified in {Workflow1}. These three
activities and the tool help were prepared as printable documents, presentations and
video demos with the version of the language under evaluation. The materials were saved
as documentation objects. Further, it is necessary to define a «test model» through survey
modelling for {Background Questionnaire}, which was filled in during the evaluation
session. The evaluation continued with 15 minutes of a competition session during which
the participants tried to solve a programming {Challenge} reflecting the fourth scenario,
which was aggregating the sequences from the previous scenarios. The «test model» for
this session was specified with the interaction model, as we wanted to capture relevant
events by recording the contents of the computer screen during the session. Finally,
8https://www.expo.fct.unl.pt/ (accessed September 19, 2017)
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Figure 6.9: Evaluation objectives (taken from [26])
there was a feedback session, taking up to 5 minutes, to collect the children’s subjective
opinions about using the language they were assigned to, by answering to the {Satisfaction
Questionnaire}, which was modelled by the survey modelling activity, but dependent on
the specification of the interaction model.
While preparing this evaluation, from the teaching materials and the events analysis,
we were also creating the documentation of Visualino and its application scenarios that
can be shipped along with the software product, as they were reviewed and improved
for the purposes of the experiment. This material, referring to a specific scenario can
be documented within the CM. Further, we illustrate how the test models are designed
using the interaction modelling and the survey modelling activities.
6.2.4 Interaction model instantiation
In this section, we instantiate the interaction test model (see Figure 6.11), which is used
during the competition session of evaluation. This model encapsulates the «interaction
syntax» from both, Visualino and Lego. Further, it is specified for the «task» which is
associated with the concrete scenario from the evaluation context, named {Challenge}. A
correct solution of the problem was provided by the Artica developers for Visualino, and
by a language engineer who had experience with Lego.
By analysing the given task and the evaluation model, three events are defined to be
captured. To measure «usability requirement» {Effectiveness}, described as correctness
of solving <Use Case:Challenge>, [Event1] and [Event3] are specified. [Event1] captures
Success (S) or Fail (F) of modelling the following concepts: Bumper, First Turn Left, Sec-
ond Turn Left, First Turn Right, and Second Turn Right. It is captured manually observing
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Figure 6.10: Evaluation Instantiation (taken from [26])
Figure 6.11: Interaction Test Model (taken from [26])
{Screen Record}, e.g. videos of the participant’s interaction with the language while trying
to provide a correct solution. Further, [Event3] was marked with Success (S) if the robot
successfully performed the challenge in the arena; Fail (F) if the team tried until the time
limit, but did not succeed to program the robot correctly; and Quit (Q), if the team gave
up. Finally, in the [Event3], we assessed additional useful information during the video
analysis, like if the team: (i) saved or reused the previous exercises; (ii) experienced tech-
nical problems or functional errors; (iii) had interaction difficulties (e.g. using copy/paste
for visual objects or connecting concepts in sequence); (iv) reused previously constructed
sequences (within the same exercise); or (v) used any other additional language features
(e.g. zooming). [Event3] registers the time of occurrence of certain <captureEvents>,
measured from the beginning of the competition session and can serve as a source for
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ideas on improvement of certain language features for language engineers.
The interaction results are analysed by the expert evaluator, who prepared the data
collection sheets and has put forward the analysis. The correlation analysis was supported
by the SPSS tool [131], and the graphs were generated in Excel.
6.2.5 Survey model instantiation
By performing survey modelling, we instantiated the test models (see Figure 6.12) for
the background questionnaire used during the learning session, and for the feedback
questionnaire used during the feedback session. The survey forms were composed of Smi-
leyometers, which are found to be appropriate for children questionnaires [181]. While
answering to forms, children were assisted by an adult (one of the experiment assistants).
This was done to ensure that there were no misinterpretations of questions and answers,
and to confirm that participants did not experience reading problems. As participants
were grouped into teams, the participants’ individual answers to questionnaires were
merged, and the mean rate was computed within each team, for each answer.
Figure 6.12: Survey Test Model (taken from [26])
The background questionnaire [BackgroundVisualino] is related with the {Teen} «pro-
file». Each question in this questionnaire is related to one of the logical expressions
associated with evaluated profile in CM. For instance, for [Q1:Age], the «logical expres-
sion» {age} was associated. In this case, the age is defined as an actual value ranging
from 13-19. As so, the expected answer is defined as an {integer} ranging from 13 to 19.
If another value occurs, the participant’s data is discarded from further analysis. The
collected data includes «indicators» defined as {Demographics}. These help to verify if
there are other factors, such as age or gender, influencing the results. On the other hand,
certain «indicators» like {Experience} were calculated as a average value of this group
of questions to serve for further impact analysis. Also, the abstract scale, for instance
of «logical expression» {Computer game} was instantiated as 3-point Likert scale {[1]:
86
6.3. PILOT EVALUATION STUDY
Very often, [0.5] Often, [0] Not so often} with concrete weights which are used for later
calculations.
The feedback survey was designed to measure the «requirement» {Satisfaction}, which
was characterised by the following «indicators»: {Confidence}, reflecting how confident
children were about their solution, {Likability}, reflecting how interesting and enjoyable
they found the challenge itself; and {Learnability}, reflecting how useful they found
what was taught during the learning session to help them facing the final challenge. Each
question can be related to a concrete «scenario» included in EM. For instance, the question
[F2: Did you find it difficult to program the robot to move in front?] indicates {Confidence}
of the participant regarding the learned «scenario» {Program robot to move front and
back}. The «scale» for all satisfaction questions reflects positive or negative experiences
and is defined as {[1]: Smiley[positive], [0]: Smiley[neutral], [-1]: Smiley[negative]}.
6.2.6 Result model instantiation
To evaluate the usability of {Visualino} and {Lego} we reused techniques of UI evaluation
that imply the involvement of real users as subjects of controlled experiments. A com-
parison criterion was based on the correctness of the problem solution, the time to solve
it and personal preference. To get correct interpretations of our results, it was manda-
tory to profile the users. The criteria that were observed were their age, gender, and
programming background. Further, we collected the participant’s feedback and success
rate regarding their experience with a language. During the report modelling activity, we
declared all of these results in a Report Model [expo2015result] (see Figure 6.13). The
results specified by the interaction and survey models are documented for each event or
questionnaire. They are correlated to evaluation results, whose objective was to analyse
the {Effectiveness} and {Satisfaction} «requirements» for each language. The statistical
analysis documents are assigned as «outsideRef» properties.
The observed evaluation results of the second iteration of the design of the DSL
showed convergence and highlighted new possible improvements of Visualino. The chil-
dren subjects were still having problems in making a right solution, having a small
{Effectiveness} score of 0.37 for Visualino. The subjects were expressing likability toward
Lego, while toward a Visualino they were indifferent. Based on these results, we created
the recommended GM [Recommendations] consisting of new requirements impacting
the usability goal for [U1] and functional goal [F1].
6.3 Pilot evaluation study
In this section, we report on the pilot assessment of the feasibility of the USE-ME tool with
master students in computer science which were involved in a DSL course. In total, four
groups were consisting of two or three participants which were developing the following
DSLs:
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Figure 6.13: Report Model (taken from [26])
- DSL Spreadsheets - a DSL that transforms an activity graph into a Gantt chart. The
target users of this DSL are project managers.
- Gestures Kinect - a DSL which supports specification of communication between
navy users using a Kinect device. The target users of this DSL are navy operators.
- Peddy Paper - a DSL which creates several instances of personalised rally paper
scripts. The target users are rally paper organisers.
- Smart House - a DSL which supports a design of the elements and operations for a
smart home. It is meant to be used by house owners.
The evaluation sessions were prepared as shown in Figure 6.14. The first learning
session took place after four weeks of the DSL development. Students were introduced
to the usability evaluation during a 2h theoretical lecture. For the next two hours, the
students received a tutorial on the USE-ME tool and were guided to perform installation
and set up working environment. Also, the students were given a participation question-
naire to fill in and describe a purpose of their DSL. At the end of the session, they were
given the background questionnaire to fill in. The following two weekly four-hour ses-
sions consisted of USE-ME hands on labs. The students were introduced to the modelling
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Figure 6.14: Pilot session process Model (taken from [26])
activities followed by Visualino example. For each activity, the same student from the
group was using the tool to create USE-ME models for their DSL, while other students
from the group were helping in deciding what would be a correct specification. Finally,
students were asked to try to finish the learned models and deliver them as a part of the
DSL course. After delivery, the students who were using the tool to model were asked to
fill in a feedback questionnaire.
The evaluation deliveries (project reports, USE-ME models), background and feedback
questionnaire results and evaluation results can be found at [28]. Here we shortly describe
the obtained results:
The participants were master students with intermediate knowledge of modelling
techniques, namely having a background knowledge of UML (class diagrams, use cases,
activity diagrams and interaction diagrams). Also, participants knowledge related to the
working environment was advanced. However, the participants had little or no knowl-
edge regarding HCI, especially empirical experiments or the usability testing. As the
objectives of the USE-ME conceptual framework are to support Language Engineers in
specifying the usability evaluations, as the Expert Evaluators are often found to be too
expensive to be included, we find that participants are adequate surrogates for the target
end user of {Language Engineer} profile which is to be supported by USE-ME conceptual
framework.
Table 6.1 presents the results of the USE-ME model validation for each reported DSL.
We have analysed all diagrams which should be provided for Context Modelling, Goal
Modelling and Evaluation Modelling activities. The diagrams were graded regarding
their completeness and correctness as follows: (0) - no delivered model, (0.2) - very low,
(0.4) - low , (0.6) - satisfactory, (0.8) - good, (1) - very good. We can note that all groups
expect the Spreadsheet DSL manage at least satisfactory to specify their models. However,
Spreadsheet group participated only for a two hours of a hands-on session and this im-
pacted the low score of their reports. In each case, we can observe that delivered models
were satisfactory and by this indicating the understandability of the conceptual frame-
work in specifying the usability evaluation within a small amount of time. However, it
seems the biggest challenge for participants was to figure out how to specify usability
goal model and associated requirements. In its current version, the prototype does not
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Participation time 6h 12h 12h 12h
CONTEXT MODELING 0.36 0.72 0.56 0.76 0.6
User Hierarchy 0.6 0.8 0.8 1 0.8
User Profile Template 0.4 0.6 0.4 0.6 0.5
Environment Context 0.2 0.8 0.6 0.8 0.6
Workflows 0.2 0.8 0.2 0.8 0.5
Scenarios 0.4 0.6 0.8 0.6 0.6
GOAL MODELING 0 1 0.4 0.5 0.475
Usability Goal Model 0 1 0.4 0.8 0.55
Usability Requirements 0 1 0.4 0.2 0.4
EVALUATION MODELING 0.2 0.6 0.7 0.7 0.55
Evaluation objectives 0.2 0.8 0.6 0.6 0.55
Evaluation instantiation 0.2 0.4 0.8 0.6 0.5
Interaction Test Model 0.2 0.4 0.8 0.8 0.55
Survey Test Model 0.2 0.8 0.6 0.8 0.6
yet support the usability catalogue. We believe that this extension will help users with-
out much knowledge about requirement engineering and quality evaluation to define
properly usability objectives for their case.
The participants from the groups which were having a bit higher understanding of
HCI were naturally selected to be responsible for modelling with the USE-ME concep-
tual framework. That is why just these participants were asked to provide a feedback
about the tool. Participants authorised the publication of project results to Zenodo li-
brary. Although they found usability evaluations necessary for a DSL deployment in
practice, they did not find the modelling activity interesting. One of the main reason
was that the modelled evaluation was not to be executed, making it less interesting for
their project purpose. The Gesture Kinect group found that it was easy to understand
the USE-ME conceptual framework. The Peddy Paper group found it on another hand
not to be so easy, pointing out there were too many steps to follow. The Smart House and
Spreadsheets groups found conceptual framework more or less easy, pointing the lack of
a guided cycle and highlighting a usefulness of the Visualino example for understanding
an conceptual framework. All of them reported to be able to discover environmental
elements which they did not consider before in development, and found easy to create a
user hierarchy and more or less easy to specify other context model elements. However,
they found the modelling of usability goals they found a bit harder but still manageable.
Two groups found useful to reuse context model elements in goal specifications, or during
the evaluation modelling. They found it to be easy to creating test model specifications
for evaluation.
In general, they did not feel very confident while using a USE-ME tool, however, they
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find a tool expressive enough for purpose of specifying usability evaluation, and also
suitable for another kind of software products. However, none of the participants is











Applicability of the USE-ME conceptual
framework
In this Chapter, we establish the relation of the USE-ME process we proposed in Chapter
5 with the DSL development cycle presented in Section 2.1.
7.1 Integration of the USE-ME conceptual framework with
DSL development phases
In Figure 7.1 we present the integration of the development process where one cycle of
USE-ME process is performed during one development iteration. In this Figure, we show
how to relate one complete cycle of the USE-ME activities with each of the development
phases.
During the Decision and Domain Analysis phases of the DSL development, we per-
form together the Context Modelling and Goal Modelling USE-ME activities. This way, the
activities can share information which is being specified and discussed in both phases
while language engineers and domain experts produce the relevant DSL’s modelling arte-
facts. For instance, the feature diagram brings useful information about environmental
elements of the [Context Model], and the [Goal Model] can provide useful hints to dis-
cover usability goals and requirements, establishing a traceability link to the existing
goal model produced in the Domain Analysis. Further, during the DSL Design phase
the Goal Modelling activity should be concluded and, therefore, the Evaluation Modelling
activity can start. The evaluation is dependent on the scope of the DSL modelling that
should now be implemented. For instance, at an early stage, it is already possible to define
the objective of the evaluation study, its process, context and discuss if the comparative
evaluation should take place, or not, besides presenting the alternatives to be considered.
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Figure 7.1: Integration of USE-ME conceptual framework with DSL development phases
(taken from [26])
During the DSL Implementation phase, test models are created for the evaluation
activity thanks to the Survey Modelling and Interaction Modelling activities. Further, in the
Testing/Evaluation phase of DSL development, the Evaluation Execution takes place in
the USE-ME process. Usability goal measures can depend on the provided functionalities
of the DSLs (e.g. ones needed for carrying out chosen test scenario). Therefore, these
required functionalities should pass functional tests and the evaluation process should
reflect the dependencies with this functional tests. For instance, the usability evaluation
execution can turn to be unsuccessful, if the participants fail to perform the evaluation
tasks due to technical problems. Finally, the Report Modelling activity can be performed
and, if necessary, extended to the DSL deployment phase. Finally, the [Report Model]
is used to update the previous [Goal Model] and to make a decision about the next
development cycle.
However we have described a possible application of the USE-ME’s process that en-
compasses the full iteration of the DSL development life-cycle, sometimes the complete
94
7.2. APPLICATION OF USE-ME TO INCREMENTAL ITERATIVE DSL
DEVELOPMENT
USE-ME cycle can be used to cover a single DSL development phase. For instance, during
the Domain Analysis phase in which the requirements and objectives are not yet clear,
we can model the survey which will help us to clarify the objectives from the different
stakeholders. In this case, the resulting goal or context model is justified. On the other
hand, during the DSL Design phase, we might want to experiment with different syntax
designs, and it is useful to create an assessment to evaluate their readability and under-
standability. Further, during an DSL Implementation phase, various prototypes can
be implemented and evaluated before proceeding with the DSL Deployment. Finally,
during the Testing/Evaluation phase, we might want to carry out several interdependent
evaluations, e.g. previous ones impacting the extension of the [Context Model] and [Goal
Model] activities.
7.2 Application of USE-ME to incremental iterative DSL
development
The USE-ME conceptual framework reuses the specifications along different iterations so
that it is not necessary to start again from scratch with the analysis and design in each
iteration. When introducing small extensions or changes to the DSLs’ syntax or semantics,
it will be necessary to extend the existing USE-ME models with ’new’ context instances
(e.g. new/extended user type, environment or user story). The updated evaluation goals
should take into consideration the new features and/or expected usability improvements
over a previous version of the DSL. It is useful to perform the comparative evaluation
with a previous version of the DSL, to observe if an improvement happened. For instance,
in the case of Visualino (see Section 9.4), we reused the experimental design, evaluation
process and their instruments (surveys and an interaction test model) from the previous
iteration. This gave us means to comparatively analyse the results from the first and
second iteration. To support the organisation and planning of the iterative development,
and increase the transparency of the development tasks, we can benefit from existing
management tools support used for agile approaches (for instance we applied Scrum and
Pivotal Tracker during the FlowSL case study (see Section 9.3).
To trace changes in a DSL, we can benefit from existing incremental language devel-
opment approaches such as LISA [147]. In this work, when the language is extended with
new features, this corresponds to a new language containing specifications of the change
together with the description of the previous language. For example, Mernik et.al [147]
extend (in the sense of object-oriented extension) a simple language describing a robot
movement with a new language which also calculates when the robot will reach the final
position. For performing this extension, there should be a concrete motivation behind.
For instance, in this case, new scenarios should be added to the previous workflow in a
Context Model. This change does not imply the addition of the new Usability goal, but
rather an extension of the existing ones with a new scenario. The evaluation design can
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be kept and applied to a refined scenario. On another case, also taken from [147], the
authors perform an extension which supports the robot for cleaning. This change refines
the previous end user profile (the user wanted ’to use a robot’), to a new profile where
the end user wants ’to use a robot for cleaning’. Also, the environment context is specified
more in depth reflecting the robots for cleaning and environment where they are used.
Finally, the new user stories may have different actors and will be documented under the
new workflow. The evaluation should redefine the usability goals, and probably create
new ones which take into consideration the new context.
Early evaluations and extensions without a significant change of context or usability
goals, can be performed with domain experts, while other users should be involved in
evaluations later on. By performing early assessments with more available users the
evaluation design and its metrics are being validated, and a risk of not obtaining a return
of the investment in extensive evaluations is lowered. Also, as mentioned previously,
bigger investment into usability evaluations should be applied to the DSLs which target a
wide scope of the end users, especially those who are not exactly reflected by the domain
experts profile which is included in the development. For the ’in house’, or small DSLs
developed for a very small set of users, especially those included in its development
process, an application of our systematic approach as a whole might be too expensive,
but the analysis procedure can still be found useful.
7.3 Applicability of the conceptual framework outside of the
scope of model-based DSLs under development
7.3.1 Previously released DSLs
We followed the USE-ME conceptual framework on two industrial DSLs. In both case
studies, we were not directly involved in the development of the DSLs but participated
as evaluation experts. These DSLs were developed from scratch: an internal DSL based
on Ruby [23]; an external DSL described in Section 9.4. We chose these case studies as
we did not find many examples of usability evaluations involving end users early in the
DSLs’ development cycle (see Chapter 3). If we think of DSLs already existing in the
market, the USE-ME process will be similar to the process used with DSLs which are
under development. However, with previously released DSLs, it should already be clear
Who are the users, What are the user stories and Where the DSL is being used. It is
expected that it will be possible to reuse most of this knowledge from already existing
artefacts and specify the usability goals and metrics in an easier fashion. During the
evaluation modelling, the assessments can be planned to be performed automatically
(e.g. with automated usage data collection) and remotely. With a large number of regular
users, more data can be obtained.
On the other hand, if there is still information missing to create a complete context or
96
7.4. TAKING THE ROLE OF EXPERT EVALUATOR DURING THE DSL
DEVELOPMENT CYCLE
goal model, it is still possible to plan the evaluation, by sticking to the information that ex-
ists. For instance, if there is no formal specification/documentation of the workflows, this
information can be omitted. However, the evaluation model will be designed accordingly,
e.g. to evaluate the satisfaction with a language or the readability of design concepts.
It is also possible to create an interaction model which captures just ’random’ roll-back
cycles (semantic errors) during a common use of a product (e.g. placing and deleting cer-
tain commands repetitively in a certain sequence can help identifying misinterpretation
issues of a concrete syntax element).
7.3.2 Grammar-based DSLs
Both of our case studies were developed by using meta-modelling tools (MetaEdit and
Eclipse EMF, respectively). Our process is not restricted to model-based DSLs and could,
in principle, be applicable also to grammar-based DSLs or even to GPLs. However, this
would require adapting our prototype to cope with their architecture. This would be
feasible but is beyond the scope of this thesis. It would be necessary to apply modelling
techniques (e.g. reverse engineering), to create certain artefacts (e.g. goal model, UML
diagrams, etc.).
7.4 Taking the role of Expert Evaluator during the DSL
development cycle
The modelling activities in our conceptual framework are presented as activities of an
Expert Evaluator which, in practice, is not typically included in the DSL development
process. We mentioned in Section 2.2 that this HCI expert usually implements complex
experimental usability evaluation studies. The HCI expert profile includes comprehen-
sion of user profiling, experimental approaches and usability evaluation methods. How-
ever, when applying the proposed systematic approach, these kinds of experts may lack
the knowledge about model-driven methods and requirements engineering, and it may
be not trivial for them to grasp the modelling concepts and tools. Therefore, these experts
should be introduced to abstraction modelling and trained to use the modelling support
with a focus on mastering the modelling concepts present at the USE-ME conceptual
framework (e.g. goal modelling, process modelling, UML modelling).
Moreover, we found that in case there is no person included in the development team
with evaluation expertise, the knowledge of these experts can be transmitted to a typical
DSL Engineer through the USE-ME conceptual framework. The conceptual framework
was validated by researchers from NOVA-LINCS research centre, who are experts in MDD
and DSL development and were not involved in the conceptual framework development.
Some of them are also knowledgeable about the experimental software engineering and
requirements engineering. These experts provided valuable feedback and improvement
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suggestions over the conceptual framework. However, people with high level of experi-
ence might also not be available during the DSL development process to take the role of
Expert Evaluators. Inexperienced engineers can still be suitable for the Expert Evaluator
role in the DSL development project. As a proof of concept, we performed a preliminary
pilot evaluation of the conceptual framework prototype with master students in informat-
ics who had knowledge about MDD and DSL development [28]. However, these engineers
should be trained in user profiling, usability evaluation methods, experimental software











We used experts feedback as a form of evaluating USE-ME, concerning its usefulness. This
evaluation was itself planned using USE-ME, to express the context and usability objec-
tives of the USE-ME support (introduced in chapter 6), as well as to model the expert eval-
uation and present results. The model instantiation (pt.fct.unl.novalincs.useme.example.UseMe)
can be found in USE-ME GitHub repository: github.com/akki55/useme/tree/master/examples/.
8.1 USE-ME context and goal model
In this Section, we specify the context of use which we considered while building a USE-
ME tool support and which justifies our design decisions.
8.1.1 User hierarchy and user profiles
First, we defined the user profiles which are considered to use the USE-ME conceptual
framework.
Figure 8.1 presents the user hierarchy, for which we define several User profiles. We
characterized any USE-ME Stakeholder with a Profile template reflecting demographics,
which contains the following classifiers:
• Age - a factor which can indicate if there are users of certain age groups which
can adapt systematic approach easier. However, the conceptual framework is not
considering the stakeholders which are children (under 18 years).
• Country - factor which can influence the user adoption of the conceptual frame-
work with properties of certain country (e.g. education system, accessibility of
information, necessity of adoption of the USE-ME conceptual framework)
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• Institution - factor which can influence the user adoption of the conceptual frame-
work with properties of the certain institution
• Degree - the level of education moderates the ability to deal with the complexity of
the conceptual framework
• Experience background - allows assessing the extent to which people coming from
different contexts (e.g. academic (i.e. research) or industrial (i.e. practical)) influ-
ences their perception and objectives while assessing USE-ME.
• E-Mail - person’s identifier/contact
• Name - person’s secondary identifier
• Personal Page - person’s personal web page














DSL but not MDD
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Figure 8.1: USE-ME User Hierarchy diagram
The thesis candidate played a double role in USE-ME development, as a Language
Engineer and Expert Evaluator, while the supervisors of the thesis played the role of
Domain Experts. The End User profile represents people not involved in USE-ME de-
velopment, but who are potential users of USE-ME, as software language engineers. It is
classified into a three sub-profiles, in regard to their knowledge about modelling, usabil-
ity or DSLs and characterized by a profile template which reflects the relevant knowledge
about:
• DSL - as the USE-ME conceptual framework is intended for DSL development
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• Modelling - as the USE-ME conceptual framework is developed using MDD ap-
proach
• Usability - as the USE-ME conceptual framework is developed to support usability
evaluation
• UML - as the USE-ME conceptual framework is specified by UML diagrams
• Requirement Engineering - as the USE-ME conceptual framework is supporting the
validation of usability goals and requirements (e.g. categorized as non-functional in
requirement engineering), and therefore is based on requirement engineering goal
modelling practice
• Agile Development - as the USE-ME conceptual framework is meant to be applied
iteratively and incrementally
• HCI - as the usability evaluations are meant to improve HCI between a user (i.e End
User) and a software product (i.e. DSL).
The DSL Developer profile is expected to have a medium to high knowledge regard-
ing DSL development and has the highest priority to be evaluated, as it represents a
primary group of users which are considered to benefit with the adoption of USE-ME
conceptual framework.
The MDD Engineer profile is expected to have a medium to high knowledge regard-
ing modelling techniques and has a medium priority to be evaluated, as it represents a
group of users related to MDD, and USE-ME support was built using this approach.
The Usability Engineer profile is expected to have a medium to high knowledge
regarding usability and has a low priority to be evaluated. This is because the Usability
Engineers are not often included in DSL development, so they do not represent a primary
group of users. When there is a possibility to introduce them into the development
process of a DSL they will play a role that fits well with the tasks supported by USE-ME.
It should be noted that Usability Engineers will often not be experienced, or even trained
in modelling, or DSL development.
The DSML Developer profile is a child profile of DSL Developer and MDD Engineer.
It has a high priority as it is a primary user of a USE-ME conceptual framework, having
at least medium knowledge about DSL development and MDD.
8.1.2 Context environment
While developing the USE-ME framework we took into account the following environ-
mental considerations (which are represented in Figure 8.2):
• Technical Environment - The USE-ME support is built using MDD approach and is
designed to be run over a Modeling environment which requires an Operatitng Sys-
tem (OS). The support was built using EMF and the visual representation of models
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is supported by Sirius. The USE-ME is meant to be used over any OS supporting
EMF and Sirius (e.g. Windows, Mac or Linux).
• Social Environment - The USE-ME is developed and presented in the English lan-
guage.
• Physical Environment - To use USE-ME a Computer should be used, having a RAM
and Processor power which is required by the Modeling environment. From Inter-
action devices, it is mandatory to use the mouse and keyboard.






















Figure 8.2: USE-ME Context Environment diagram
8.1.3 Workflows
During the development of USE-ME prototype we found the following three workflows
to be mandatory:
W1 DSL Usability Evaluation - represent the main objective of the USE-ME frame-
work for any end user and is prioritized as High, indicating that should be evaluated
in the development cycle addressed in the context of this thesis.
W2 Integration with DSL development artifacts - the idea of the USE-ME con-
ceptual framework is to be integrated with the DSL development cycle (see Fig-
ure 8.3). It is beneficial for any DSL developer to integrate existing development
artefacts and enable an information exchange to assure the real-time updates and
traceability of the impact of usability evaluation to complete DSL development
scope.
W3 Integration with experimental analysis tools - The USE-ME conceptual frame-
work is designed in a way to connect its testing instruments with third party ap-
plications for survey design, events capturing, or data analysis, among others. It is
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expected to support an integration between specifications provided by USE-ME and
and by existing experimental support (e.g. importing/exporting the questionnaire
forms automatically between USE-ME and Google Forms).
Context Model: cm1
w1: DSL Usability Evaluation   
Priority: High
Actor: End User
w2: Intergration with DSL development artefacts   
Priority: Medium
Actor: DSL Developer
w3: Integration with experimental analysis tools 
Priority: Medium
Actor: End User
Figure 8.3: USE-ME Workflows diagram
We break the workflow W1 (see Figure 8.4) into the several independent scenarios
specified for USE-ME conceptual framework in a form of activity diagrams (see Chapter
5), namely Context Modelling, Goal Modelling, Evaluation Modelling which includes
Survey Modelling or/and Interaction Modelling, and Result Modelling.
w1: DSL Usability Evaluation   
Priority: High
Actor: End User
Context modelling  
USE-ME Modelling
Goal modelling  Evaluation modelling   
Interaction Modelling   Survey modelling   
Report modelling   
Figure 8.4: USE-ME Scenario diagram
8.1.4 Goal model
The main objective of developing the USE-ME conceptual framework was to address
three research questions which were introduced in a Section 1.2. We proposed USE-ME
methodological conceptual framework and associated prototype tool as solutions to our
research problems. Achieving a high level of quality in use of the USE-ME conceptual
framework is very important in order to be adopted by the intended community (i.e.
USE-ME potential End User presented in Figure 8.1). In order to achieve a high level
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of usability, the conceptual framework should be presented in a comprehensive way, as
well as supported with a tool which is understandable from the perspective of End Users,
especially DSL developers.
Quality in Use
Q: What is achived level of quality in use for Use-Me?
Priority: High
U1 Capability to perform DSL Usability evaluation
Q: Is <End User> capable to perform DSL usability evaluation with USE-ME?
Scope: w1Context
Priority: High
Ankica Barisic Miguel Goulao Vasco Amaral
U2 Integrability with DSL artefacts
Q: Is <DSL Developer> capable to intagrate the DSL development artefa
Scope: w2Context
Priority: Medium
Ankica Barisic Miguel Goulao Vasco Amaral
U3 Integrability with tools which support experimental analysis?
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Figure 8.5: USE-ME goal model
In the context of the work presented in this thesis, we evaluate the usability goal
associated with the workflow W1 ’DSL Usability Evaluation’ (Figure 8.4). All stakeholders
included in USE-ME development are responsible for achievement of this goal (see Figure
8.5), however, we define its subgoal for which just Evaluation Expert is responsible for
’Usability of the performing DSL Usability evaluation’. The first step in achieving this
goal was to capture all the relevant concepts and provide comprehensive specifications.
This way we ensure to build the language which is expressive enough to support various
activities which are necessary to be performed for different types of usability assessments.
Further, we built supporting tool which is feasible to instantiate a usability evaluation
assessment into model (Chapter 6).
The second goal is defined to address the ’Integrability with DSL artefacts’, and is
important to be addressed in later phases of development. By achieving this goal we
expect to facilitate the process of reusing already obtained information about DSL de-
velopment, which is stored within its artefacts. For instance, information which shapes
the context definition can already be found in DSL artefacts like the feature diagrams,
use-case/scenario descriptions, process documentation, etc. The usability goal model by
itself ideally should be integrated with an existing goal model of the DSL, in which it is
enabling the specification and assessment of context-aware goals.
Finally, the third goal is defined to address the ’Integrability with tools which support
experimental analysis’, which should enable the <End User> to automatically generate
evaluation instruments, and import the results in the result models. This integration
possibility will enable faster and safer implementation of the test models and save the
time in importing the obtained data.
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8.2 USE-ME evaluation model
To evaluate the feasibility of adopting USE-ME conceptual framework, we developed tool
support integrable into DSL development infrastructure [27] and illustrated an instantia-
tion of prototype models on the Visualino case study [26]. The prototype was validated in
the context of projects for a DSLs graduate course [28], helping novice language engineers
(i.e. master students) to prepare DSL evaluations (see Chapter 6).
To evaluate how well the USE-ME conceptual framework and associated prototype
addressed our research problems, presented in Section 1.2, we gathered opinions from
more experienced potential USE-ME users. We performed our evaluation with two com-
plementary instruments:
• Evaluation interview. A detailed interview will be run with people who used our
systematic approach in its current, or an earlier phase. We have contacted the can-
didates by their personal contact and shared with them the conceptual framework
proposal (Annex IV). The objective of the interview was to obtain feedback about
participants experience while applying usability evaluation methods in the context
of the DSL they were developing, as well as, to obtain a general feedback about the
USE-ME framework.
• Evaluation survey. The evaluation questionnaire will be run with people which are
experienced in MDD and DSL development or/and with HCI and empirical studies.
8.2.1 Evaluation subjects and context
The evaluation targets people experienced in research, who obtained the master or doc-
toral degree. The participants are expected to fit some of the [End User] profiles, which
have a relevant knowledge in usability, modelling or DSL development (see Section 8.1.1).
As we targeted more senior people in research, who are usually not available to spend
a lot of time, we decided to run the evaluation survey [Online] and keep it short as
possible. It was not necessary to set up a technical environment, although the tool was
used in a presentation. However, participants were expected to speak English and needed
to use a computer and a web browser and web access.
We invited people with the following profiles to participate:
• people familiar with our systematic approach in its current or an earlier phase (e.g.
ones that were making part of DSL development for the case studies where we
applied USE-ME conceptual framework, or were applying it independently in its
early phase);
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• people from the networks related to DSL development like DSM-TP1 summer
school, MPM4CPS2 COST IC1404 action members or the DSM Forum3;
• people we cited in our references for which we had e-mail, or a profile in social
networks like LinkedIn 4 and Research Gate5;
• people recommended by the other participants.
In total we invited over 350 persons using their personal contact reference. Also, we made
the link accessible at USE-ME GitHub wiki page 6 and all participants were invited to
share the link further. We reproduce here the letter of invitation which was shared with
potential participants.
’Invitation to provide a feedback about usability evaluation modelling framework
for Domain-Specific Languages’
’SURVEY LINK: https://goo.gl/forms/Js4Nh8V6VCZvmsAB2
This experimental work is conducted within the NOVA Laboratory for Computer Science
and Informatics (NOVA LINCS) in the context of the evaluation of USE-ME conceptual frame-
work which was developed as a part of the PhD thesis.
We hope that you may find it interesting to contribute by providing your opinion about the
provided solution. We are searching mainly for people which have background knowledge about
domain-specific languages, model-driven development, human-computer interaction, empirical
studies OR usability testing. However, anyone interested in the topic is welcome to participate.
I would be also grateful if you could share the invitation link also with colleagues, for which
you believe that may find this work interesting.
The experiment will be kept strictly confidential and will be made available only to members
of the research team of the study or, in case external quality assessment takes place, to assessors
under the same confidentiality conditions. Data collected in this experiment may be part
of the final research report, but under no circumstances will your name or any identifying
characteristic be included in the report. In particular, there is no intention of judging you as a
person or the skills and experience that you will use in this survey - the goal is the evaluation
of the proposed approach!’
8.2.2 Evaluation objectives
The objective of this study was to evaluate the goal U1 ’Capability to perform DSL usabil-
ity evaluation’ in regard to If it is feasible for <DSL Developers> to perform DSL usability
evaluation with USE-ME. We associate with this goal our three research questions defined
1msdl.cs.mcgill.ca/conferences/dsm-tp-2017 (accessed September 19, 2017)
2http://mpm4cps.eu/ (accessed September 19, 2017)
3http://www.dsmforum.org/ (accessed September 19, 2017)
4www.linkedin.com (accessed September 19, 2017)
5www.researchgate.net (accessed September 19, 2017)
6github.com/akki55/useme/wiki (accessed September 19, 2017)
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in (Section 1.3) and define the following evaluation goals and their associated question
as follows:
G1 Does the USE-ME conceptual framework enable End Users to model DSL usability
evaluations?
G2 Does the USE-ME conceptual framework enable End Users in promoting usability
concerns since an early stage of DSL development
G3 Does the USE-ME tool support enable End Users to built usability evaluation into
the development process of the DSL
The evaluation goal [G1] is associated with RQ1, and we specify the problem which it
aims to solve in form of Goal-Quality-Metric (GQM) [198] format: ’Analyze the effect of the
[USE-ME conceptual framework], for the purpose of evaluation, with respect to its impact on
the [feasibility] to model the DSL usability evaluation, from the point of view of the [researcher],
in the context of the evaluation survey conducted with [End User].
The evaluation goal [G2] is associated with RQ2, and associated problem statement
is defined as: ’Analyze the effect of the [USE-ME conceptual framework], for the purpose of
evaluation, with respect to its impact on [feasibility] to promote usability concerns since an
early stage of DSL development, from the point of view of the [researcher], in the context of the
online evaluation survey conducted with [End User].
The evaluation goal [G3] is associated with RQ3, and we specify problem which it
aims to solve in form of Goal-Quality-Metric (GQM) as: ’Analyze the effect of the [USE-ME
tool support], for the purpose of evaluation, with respect to its impact on [feasibility] to built
usability evaluation into the development process of the DSL, from the point of view of the
[researcher], in the context of the online evaluation survey conducted with [End User].
8.2.3 Evaluation process and documentation
In Figure 8.6 we introduce the process and documents which were used during the survey
execution. All participants needed to watch the presentation video7 about the USE-ME
conceptual framework. We prepared a 15 minutes video in which we introduced the
motivation for developing the USE-ME conceptual framework, its usage which was illus-
trated by a specification model from Chapter 5, and an instantiation of the evaluation
model supported by the USE-ME prototype from Chapter 6. All participants were asked
to respond the survey questionnaire which we introduce in Section 8.3. Finally, they were
provided with the USE-ME tool [27] and the article describing USE-ME conceptual frame-
work [26] to consult additionally if they would like to invest more time to understand the
conceptual framework.
The pilot trial of the survey was executed with our interview candidates and three
members of NOVA-LINCS research centre. It was run in the period from July 1, 2017
7youtu.be/RjIGFex-zQM (accessed September 19, 2017)
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Figure 8.6: Evaluation process
till July 15, 2017. The participants were asked to access the provided documentation,
watch the video tutorial and to answer the survey. All participants from the pilot run
rated the materials as complete and easy to understand, and provided small improvement
suggestions. Evaluation materials were updated in accordance with provided suggestions
after the pilot session was over.
The interview with participants was scheduled in the period from July 15 until July
20, 2017. Interview sessions were conducted individually and participants were asked to
allow to be voice recorded. This helped the evaluator to analyse the feedback afterwards
and by that shorten the time and increase the quality of the interview. The interpretations
which were taken from the interview were given to participants for review to confirm
that they were well understood by the evaluator.
Finally, we run a survey from July 25 till September 12, 2017. after which we analysed
and reported the results (see Section 8.6).
8.3 Survey model
The survey form is reproduced in Annex VII. The survey questions are classified in Table
8.1 and categorized as background and feedback questions. Background questions are
designed to collect the participant’s demographics (DQ) and self-rated experience in the
area (EQ). Feedback questions (FQ) are meant to assess the opinion about the motivation
and feasibility of the USE-ME conceptual framework. Participants were invited first to
read an abstract, watch the video tutorial and to check the documentation regarding
the USE-ME conceptual framework. Like this, they were able to decide upfront if they
fit the right profile to provide feedback. After this, participants are asked to fill in the
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Table 8.1: Question classification
Classification: Questions: Classification: Questions:
BACKGROUND DQ,EQ FEEDBACK FQ
Demographics DQ1-DQ9 Motivation FQ4-FQ8
Experience EQ1-EQ23 Feasibility FQ9-FQ18
Modelling EQ4-EQ5 RQ1 FQ9-FQ12
UML EQ6-EQ10 RQ2 FQ13-FQ14
DSL EQ11-EQ15 RQ3 FQ15-FQ18
Requirement engineering EQ16-EQ17 Suggestions FQ19
Agile development EQ18 Usability tools FQ20
HCI EQ19-EQ23
Table 8.2: Scales definition
DegreeScale: ExpertScale: AgreeScale: DevelopmentScale:
PhD Expert Strongly agree Yes, I developed few functional
DSLs of which at least one is widely
used
MSc Advanced Agree Yes, I developed a functional DSL
BSc Intermediate Don’t know Yes, I developed few prototypes
Other Emerging Disagree Yes, in the context of faculty course
None Strongly disagree No
Background questionnaire, followed by the Feedback questionnaire. Finally, they were
asked to report on the time which they spent into getting familiar with an conceptual
framework, as well the time to fill in the questionnaire.
In order to quantify answers to our questionnaire, we predefined four different Likert
scales in Table 8.2. We used DegreeScale, development scale and experts call as a part
of Background Questionnaire. The degree scale was meant to obtain the feedback about
the obtained academic degree of our participants. The ExpertScale served for reporting a
level of their experience with the relevant approaches or tools. The development scale was
used for participants to report their experience with the DSL development. We preferred
to define this scale in a manner which will reflect the participant’s practical experience
with the DSL development. Finally, we used AgreeScale in the Feedback Questionnaire.
8.3.1 Background questionnaire
The background questionnaire, defined in the Table 8.3, served for collecting demograph-
ics and experience data from the survey participants. The questions are designed to
assess the [End User] profile characteristic, which we defined for USE-ME context model
in Section 8.1.1. Information obtained by DQ2, DQ3, DQ4 and DQ9 are kept strictly con-
fidential and served for validation of the persons profile and as a personal contact point.
Questions DQ5, DQ6, DQ7 and DQ8 served to highlight the diversity of our participants,
as well as their maturity level.
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Table 8.3: Background Questionnaire
Id Question Value
DQ1 Timestamp: Number
DQ2 Email Address: Text
DQ3 Full Name: Text




DQ8 Current Work/Research Position:: Text
DQ9 Current Work/Research Institution: Text
EQ1 Experience background: Academic / Industry
EQ2 How many years of working experience do you have? Number
EQ3 How many years of research experience do you have? Number
EQ4 How would you rate your level of knowledge related to mod-
elling techniques?
ExpertScale
EQ5 How would you rate your experience related to Model-Driven
Development MDD)?
ExpertScale
EQ6 How would you rate your level of knowledge regarding UML? ExpertScale
EQ7 How experienced are you with modelling use cases? ExpertScale
EQ8 How experienced are you with UML activity or process dia-
grams?
ExpertScale
EQ9 How experienced are you with UML class diagrams? ExpertScale
EQ10 Are you familiar with modelling interaction (communication)
diagrams?
ExpertScale
EQ11 How would you rate your level of knowledge related to
Domain-Specific Languages(DSL)?
ExpertScale
EQ12 Did you ever develop a DSL? DevelopmentScale
EQ13 How would you rate your level of knowledge regarding the
Eclipse working environment?
ExpertScale
EQ14 How experienced are you with the Eclipse Modeling Frame-
work (EMF)?
ExpertScale
EQ15 How experienced are you with the Sirius Modeling tool? ExpertScale
EQ16 How experienced are you with software requirements engi-
neering?
ExpertScale
EQ17 How familiar are you with goal-oriented requirements ap-
proaches?
ExpertScale
EQ18 How experienced are you with agile development? ExpertScale
EQ19 How would you rate your level of knowledge regarding
Human-Computer Interaction?
ExpertScale
EQ20 How experienced are you with User-Centered design tech-
niques?
ExpertScale
EQ21 How familiar are you with empirical experiments? ExpertScale
EQ22 How familiar are you with usability testing? ExpertScale
EQ23 Can you describe (refer to) your previous HCI experience? Text
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Experience questions reflect a self-rated Expertise scale (ExpertScale) of the partici-
pant regarding his/her knowledge of skills which are relevant for understanding and
applying the USE-ME conceptual framework. These skills are classified into a knowledge
of Modelling, UML, DSL, Requirement Engineering, Agile development and HCI, as we
classified in Table 8.1. The combination of this skills reflects the experience sets which
are expected from the language engineer or/and the expert evaluator, participating in
any DSL development project, according to USE-ME.
First, we asked the participants to report on their working and research experience
(EQ1, EQ3). To assess the participant’s knowledge about Modelling we ask them to rate
their experience of modelling in general, as well as with the MDD (EQ4, EQ5). Further,
we asked participants to report on their knowledge regarding the UML in general (EQ6)
and experience with different UML diagrams (EQ7, EQ8, EQ9, EQ10). The next question
aimed to assess the experience of participants with DSL in general (EQ11), as well as with
practical development of DSLs (EQ12), in particular, knowledge of Eclipse working envi-
ronment, EMF and Sirius (EQ13, EQ14, EQ15), which were the tools which used while
developing the USE-ME prototype. Further, we assessed the participant’s knowledge
regarding requirement engineering (EQ16, EQ17) and agile development (EQ18). Finally,
we wanted to assess their background regarding HCI (EQ19), of which in particular the
UCD, empirical experiments and usability testing (EQ20, EQ21, EQ22).
8.3.2 Feedback questionnaire
Feedback questions, defined in Table 8.4, are designed to collect motivation and opinions
of the participants regarding the USE-ME conceptual framework, in most of the cases
by using an Agreement Scale (AgreeScale). Motivation questions reflect how participants
perceive the importance of the presented problem. First, we assess with which of the
provided materials the participants got familiar with (FQ1, FQ2, FQ3), for which it was
mandatory to watch the provided presentation video.
Further, we asked participants to provide a feedback about the need for a conceptual
framework such as ours (FQ4, FQ5, FQ6), as well as the need for a context-dependent
and reusable approach (FQ7, FQ8). Next, we wanted to obtain feedback about how the
USE-ME conceptual framework impacts our evaluation objectives defined in a Section
8.2.2, which answers to research questions of this thesis. The question FQ9 assesses the
perceived level of the USE-ME conceptual framework to support the DSL usability evalu-
ations, as well as the relevance of provided concepts (FQ10), if the conceptual framework
is easy to understand (F11) and if it is general enough to be applied to different DSL devel-
opment practices (F12). Next, we obtained feedback concerning whether if the conceptual
framework is suitable to be applied from early phases of DSL development (F13), and if
DSL development can benefit from the iterative application of conceptual framework for
large users groups (F14), which should address our RQ2. Further, the questions F16, F17
and F18 obtained feedback about the feasibility, expressiveness and integrability of the
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Table 8.4: Feedback Questionnaire
Id Question Value
FQ1 Did you watch the presentation video? Yes/No
FQ2 Did you read the paper presenting the conceptual framework? Yes/No
FQ3 Did you try to use the tool? Yes/No
FQ4 There is a lack of systematic approach for evaluation of DSLs AgreeScale
FQ5 Usability evaluations are necessary for a DSL development in
practice
AgreeScale
FQ6 Current usability evaluations of DSLs are too expensive and
not reusable.
AgreeScale
FQ7 It is necessary to specify explicitly a context of the DSL when
evaluating its usability
AgreeScale
FQ8 DSL evolution cycle should include usability re-evaluation AgreeScale
FQ9 The provided approach supports modelling of the usability
evaluation process for DSLs
AgreeScale
FQ10 Concepts modelled by the USE-ME framework are relevant for
DSL development
AgreeScale
FQ11 The USE-ME approach is easy to understand AgreeScale
FQ12 The approach is independent of the particular DSL develop-
ment approach
AgreeScale
FQ13 Approach is suitable to be applied from the early stage of the
development of the DSL
AgreeScale
FQ14 DSLs targeting large user groups can benefit from the invest-
ment in application of the USE-ME approach iteratively
AgreeScale
FQ15 The USE-ME tool makes it feasible for a DSL engineer to model
a usability evaluation
AgreeScale
FQ16 The USE-ME tool is expressive enough for specifying usability
evaluation of DSL
AgreeScale
FQ17 The USE-ME tool supports the integration of usability evalua-
tion approach into development process of the DSL
AgreeScale
FQ18 Investment into the development of the USE-ME prototype
tool into real product is worthy
AgreeScale
FQ19 Can you please provide your suggestions concerning how to
improve the USE-ME tool or approach itself:
Text
FQ20 Are you familiar with any other tool which supports usability
evaluation?
Yes/No
FQ20_1 What are the other tools you are familiar with? Text
FQ20_2 The USE-ME is more suitable then alternatives for usability
evaluation of DSLs
AgreeScale
FQ20_3 The USE-ME is more complete then alternatives for usability
evaluation of DSLs
AgreeScale
FQ21 How much time did you spend on getting familiar with ap-
proach (watching video, reading the article and/or trying the
tool)? (in minutes)
Number





USE-ME support. Finally, we asked participants to report if they were familiar with other
tools which support usability evaluations.
8.4 Background analysis
The survey was run in period of July 1 2017 until September 15 2017 (see Figure 8.6).
We obtained answers from 53 participants, from which 8 were participating in a pilot
run. We integrate the pilot results, as no significant changes were performed in the
survey materials that would influence the answers. Only things that was changed after
survey run was addition of optional clarification questions in a case when participant
disagree with our statements from feedback questionnaire (FQ). However, we needed
to eliminate the answers from our analysis related to one of the participants who did
not report that he/she watched the presentation video. Therefore, in total, we report on
feedback obtained from 52 participants.
8.4.1 Demographics
Figure 8.7: Participants Country (DQ6)
The participants had the age range from 24 to 69 years, and they are coming from
21 different countries (see Figure8.7), from which the most represented were Portugal,
Spain, Brazil, Belgium and Turkey.
Most of the participants have a PhD degree (57.7%) while rest have an MSc degree
(see Figure 8.8). In the Figure 8.9 we can see that 38% of participants are currently
PhD candidates, 26% are university professors, 22% were PostDoc researchers while 14%
reported to be working in industry. We should note that some of the participants were
working in both academy and industry, and we presented the graph with their academic
oriented positions when they were reported.
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Figure 8.8: Participants Degree (DQ7) Figure 8.9: Participants current position
(DQ8)
8.4.2 Experience
While all of the participants reported to had an academic experience background (EQ1),
26 (49%) also reported having industry experience. In Figure 8.10 we present partici-
pants work/research experience in years. We obtained results from 17.3% of participants
which are not having a lot of research/work experience (0-5 years), 28.8% were having
intermediate experience (6-10 years). Most of the participants (30.8%) are advanced, hav-
ing 11-20 years of experience, while 23% are senior; six having 21-30 years of experience,
while other six reported having more than 30 years of working/research experience.
Figure 8.10: Participants Working/Research experience (EQ2/3)
8.4.2.1 Modelling
Most participants reported to be Expert (34.6%) or Advanced (48.1%) concerning their
knowledge related to modelling techniques (see Figure 8.11), 11.5% were Intermediate
while only 5.8% were Emerging. This indicates there were no participants which were not
having modelling experience, meaning that they should be familiar with the modelling
approach which was used for the USE-ME development.
Regarding the reported experience with MDD, we had 28.8% Expert participants,
42.3% Advanced, 19.2% Intermediate, 9.6% Emerging and there were no participants
without an experience in MDD.
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Figure 8.11: Modelling experience (EQ4) Figure 8.12: MDD experience (EQ5)
8.4.2.2 UML
In Figure 8.13 we can see that all participants except one had knowledge regarding UML.
The 19.2% participants reported being Experts, 48.1% Advanced, 26.9% Intermediate
and one as Emerging. This indicates, that participant should not have problems in under-
standing the specification diagrams of USE-ME, which are defined using a UML syntax.
Figure 8.13: UML experience (EQ6)
All participants with UML experience were familiar with use case modelling (Figure
8.14), activity/process diagrams (Figure 8.15) and class diagrams (Figure 8.16). Around
70% reported to be Advanced or Experts regarding their experience with this UML di-
agrams. However, for interaction diagrams (Figure 8.17), three additional participants
reported to have no expertise, but still 50% were Advanced or Experts.
8.4.2.3 DSL
Further, 30.8% of participants rated their level of knowledge regarding DSL as Expert,
38.5% to be advanced, 25% Intermediate, 3.8% Emerging and one reported not to have ex-
perience (Figure 8.18). However, the participant with no experience with a DSLs reported
to have a relevant knowledge about usability and modelling techniques, and considering
his/hers senior status (professor position and 28 years of work/research experience) we
took his/her feedback as relevant for this study.
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Figure 8.14: Use cases experience (EQ7) Figure 8.15: Activity/process diagrams ex-
perience (EQ8)
Figure 8.16: Class diagrams experience
(EQ9)
Figure 8.17: Interaction diagrams experi-
ence (EQ10)
Considering DSL development experience, 23.1% of participants reported that they
developed functional DSLs of which at least one is widely used, indicating they were
Experts. 25% reported they developed a functional DSL, marked as Advanced, 38.5%
developed few prototypes, indicating Intermediate level, 3.8% developed DSL in the
context of faculty course, while 9.6% of participants didn’t have practical experience in
DSL development (Figure 8.19).
Figure 8.18: DSL experience (EQ11) Figure 8.19: DSL development level
(EQ12)
As the USE-ME prototype was developed with EMF and Sirius, we report on the
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participants experience relevant to this technology which makes a part of the technical
context for USE-ME support. Although it was not mandatory to test the tool support,
the understanding of USE-ME diagrams and restrictions in providing certain futures in
relation to the used technology, is expected to be deeper to those who had more experience
with this tools.
Figure 8.20: Eclipse experience (EQ13) Figure 8.21: EMF experience (EQ14)
Figure 8.22: Sirius experience
For background knowledge regarding the underlying platform, Eclipse, participants
rated their knowledge as follows (Figure 8.20): 13.5% are Experts, 42.3% Advanced,
26.9% Intermediate, 13.5% Emerging and 3.8% had No Expertise. Concerning the knowl-
edge of the EMF, 11.8% of participants report to be Experts, 23.1% Advanced, 34.5%
Intermediate, 17.3% as Emerging and 13.8% having no expertise (Figure 8.21). Finally,
the 3.8% of participants are Experts with Sirius, 3.8% Advanced, 17.3% Intermediate,
17.3% Emerging while 57.7% had no experience with a Sirius tool (Figure 8.22).
8.4.2.4 Requirements engineering
In this section, we report on participants background regarding requirements engineer-
ing, which we find important as the usability is seen as a non-functional requirement in
the requirement engineering.
In Figure 8.23 we can see that 15.4% participants rated them as Experts regarding
their requirements engineering knowledge, 38.5% Advanced, 32.7 Intermediate, 11.5%
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Figure 8.23: Requirements engineering ex-
perience (E16)
Figure 8.24: Goal modelling experience
(E17)
Emerging while just one had no expertise. Concerning the goal-oriented approaches
(Figure 8.24), 3.8% reported to be Experts, 13.8% Advanced, 38.5% Intermediate, 26.9%
Emerging, while 17.3 % had no expertise. Knowledge of goal modelling is expected to
give higher credibility to participants when reasoning about usability goal model, which
is a central part of USE-ME framework.
8.4.2.5 Agile development
The knowledge about agile development is expected to enable participants to envision the
iterative incremental development process which is proposed when applying a USE-ME
conceptual framework.
In Figure 8.25 we can see that only one participant didn’t have any experience with
agile and only 9.6% were emerging. The rest of the participants rated their knowledge as
relevant, namely 5.8% Expert, 30.8% Advanced and 51.9% Intermediate.
Figure 8.25: Agile development experience (E18)
8.4.2.6 HCI
Finally, we report about HCI experience from our participants, which indicates their level
of expertise with usability. We can see in Figure 8.26 that 5.8% of participants self rated
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themselves as Expert, 19.2% as Advanced, 40.4% as Intermediate, 25% as Emerging and
only 9.6% of participants had no expertise in HCI.
Figure 8.26: HCI experience (EQ19) Figure 8.27: UCD experience (EQ20)
Figure 8.28: Empirical experiments experi-
ence (EQ21)
Figure 8.29: Usability testing experience
(EQ22)
In Figure 8.27 we can see that we had just one reported Expert on UCD, while more
than half participants were Emerging or Advanced. However, the 25% of participants
reported not to have any expertise with UCD. For the empirical experiments, we obtained
slightly better results (Figure 8.28), where we had four participants reporting as Experts,
while just six of them had no expertise. Finally, we had two Experts with usability testing,




In this section we report on participants feedback regarding our motivation statements
which justify the importance into the investment of development of USE-ME conceptual
framework. We can see in Figure 8.30 that almost all participants Agree with a statement
that there is a lack of systematic approach for usability evaluation of DSLs. Only 9.6%
participants reported being indifferent.
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Figure 8.30: Motivation feedback (FQ4)
Most participants (96.2%) reported finding that usability evaluations are necessary for
a DSL development in practice (Figure 8.31). One participant reported being indifferent,
while one reported to Disagree with a statement. S/he answered to question ’Can you
please let us know why do you find that usability evaluations are not necessary for a DSL
development in practice?’: ’Never said they are not necessary. I just disagree they are necessary
in every case. In some cases, to be widely adopted, the language needs to be adapted to the user.
On other cases, the user needs to adapt to the language (e.g., making a language efficient to
compile for embedded devices).’ Participant pointed that evaluations are still necessary, but
not in every case, with witch we agree and discussed applicability of USE-ME conceptual
framework in Chapter 7.
Further, 46.2% participants reported to Agree that the current usability evaluations
of DSLs are too expensive and not reusable (Figure 8.32). However, 51.9% reported not
to know whether or not they are too expensive and the extent to which they are reusable.
One participant reported to Disagree with a statement. S/he answered to question ’Can
you please let us know why do you disagree with a statement: "Usability evaluations of
DSLs are too expensive and not reusable":?’ as ’Typical approach we follow is carrying out a
pilot in which a number of topics on DSL are evaluated - including usability too. This means
that few users will apply the DSL for typical tasks and their feedback is collected and included
in the next version. This process can continue also when in production use - albeit companies
don’t usually do that - perhaps because the usability topics are not so big (or important for
them) that they call for evaluation.’
Most of the participants, 94.2%, reported to Agree with the statement that it is neces-
sary to specify explicitly the context of the DSL when evaluating its usability, while two
participants reported being indifferent (Figure 8.33).
Finally, 94.2%, reported to Agree that DSL evaluation cycle should include usability
re-evaluations, while two participants reported being indifferent (Figure 8.34).
8.5.2 Research question 1
In this section we report on the statements related to RQ1 ’How are we able to model
the DSL usability evaluation?’ of this thesis. We state that We are able to model the DSL
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Figure 8.31: Motivation feedback (FQ5) Figure 8.32: Motivation feedback (FQ6)
Figure 8.33: Motivation feedback (FQ7) Figure 8.34: Motivation feedback (FQ8)
usability evaluations by applying a USE-ME conceptual framework.
In Figure 8.35, we can see that 92.3% of participants Agree that the USE-ME concep-
tual framework supports modelling of the usability evaluation process for DSLs, while
the rest did not express any strong opinion. Also, 96.2% of participants Agree that the
concepts modelled by the USE-ME framework are relevant for DSL development, while
only two participants stay indifferent (Figure 8.36).
Figure 8.35: RQ1 feedback (FQ9) Figure 8.36: RQ1 feedback (FQ10)
Further, in Figure 8.38 we can see that 96.2% participants reported to Agree that
the USE-ME conceptual framework is independent of the particular DSL development
approach, while two participants stayed indifferent.
Finally, in Figure 8.37 we can see that 53.8% participants reported to Agree that
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Figure 8.37: RQ1 feedback (FQ11) Figure 8.38: RQ1 feedback (FQ12)
the USE-ME conceptual framework is easy to understand. However, 28.8% participants
reported being indifferent, while nine of them disagree. We asked participants which
disagree to explain what did they find difficult, or hard to understand about the USE-
ME conceptual framework. One of participants reported ’There are so many concepts
and artefacts generated in each phase that turn the process intricate and very detailed. Some
artefacts are created during the process, others associated with existing artefacts that make users
confused during the first contact with the methodology. It requires elaboration, take notes aside,
making conceptual associations to try to solve the entire puzzle. I think that after some tutorials
and training material will be possible to manage the content in an easy way. However, current
material is not didactic enough for a fast-paced learning.’ indicating that teaching materials
should be improved in order to users learn approach in an easy way. We agree with this
statement and indicate that it is necessary to evolve tool and it’s documentation to make
it adoptable by general audience, leading to an industrial product. Another participant
noted that ’Based on the video there are many steps to be followed and if a team is defining a
DSL they already have several other topics to be considered too. So from industry point of view
it should be very easy to use so that practitioners would follow it’. We find that adoption of the
approach require person in the team which will be dedicated to evaluation of the product,
however USE-ME is expected to lead a person in performing evaluation even if s/he lacks
evaluation experience. Finally, we highlight also the following comment: ’As an expert in
usability rather than DSL development I find the approach strongly oriented MDD and DSL
development and modelling, which makes the approach less understandable for me. Though the
video was helpful, I would expect more focus on practical usability evaluation a clear example
of a scenario with users, maybe a support for filling the questionnaires by the users during a
usability test. I find the user interface of USE-ME complex, but it might be my low experience
with using Eclipse DSL development tools. In my research, I am focused more on practical
DSL development (modelling in code), which in my opinion is faster than UML modelling.
Therefore I find the approach unnecessary complex. But I think that for people-oriented on
UML modelling, the tool can be useful.’
In summary, the major suggestions to the better understandability of the approach
is the improvement of the tool support for hiding, where possible, the complexity of the
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USE-ME conceptual framework. However, we must note that the objective of this thesis
was not providing a commercial/usable tool support, but a conceptual framework which
has potential to be adopted by the community.
That said, we obviously are concerned with the usability of the USE-ME conceptual
framework. An evolution of the USE-ME tool support is currently being developed in the
context of an MSc dissertation [173], with an emphasis on guiding language engineers
in the evaluation process. The long-term goal is to streamline the process associated
with the USE-ME conceptual framework to a point where it is more easily adoptable by
language engineers.
8.5.3 Research question 2
In this section, we report on the statements related to RQ2 ’ How can we promote usability
concerns since an early stage of development of the DSL?’ of this thesis. We state that We
can promote usability concerns since an early stage of DSL development by applying
USE-ME conceptual framework .
In Figure 8.39, we can see that 90.4% of participants Agree that the USE-ME con-
ceptual framework is suitable to be applied from the early stage of the development of
the DSL. Two participants reported that they do not have a strong opinion, while three
Disagreed with a statement. Participants which disagree provided feedback on following
additional question ’Can you please let us know why do you disagree with a statement
"Approach is suitable to be applied from the early stage of the development of the DSL":’
as follows:
• For most of the assessment of usability, I expect you need an implementation of the DSL.
• I believe it’s too complex. There might/should be easier methods to do a rather quick
assessment. Otherwise, engineers will simply skip using the method.
• In my experience, the first version of a DSL is frequently developed without a well-defined
process and without clear goals, thus the de facto process is not always as nice as in Fig. 3.
I think that the presented approach is really beneficial once this early prototyping phase
is reached to systematically evolve the DSL towards a usable one.
In summary, the subjects doubt that it is possible to apply USE-ME approach during
DSL development while there is no functional DSL prototype. However, we disagree with
this, as the USE-ME conceptual framework can be used to obtain a relevant feedback in
early phases of development. For instance during the decision and domain analysis phase,
the survey with potential users can be organize in order to clarify the domain context
and problems. Further on, the specification of the abstract and concrete syntax elements
can be evaluated early, to find out the level of understandability or a readability of the
same. Finally, the conceptual framework can be applied in parallel to DSL development
from beginning, as it requires the context and goals definition, which can be obtained in
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the early development of DSL and will shape the evaluation which can be executed when
having the first prototype.
Figure 8.39: RQ2 feedback (FQ13) Figure 8.40: RQ2 feedback (F14)
Further, in Figure 8.40 we can see that 96.5% participants Agreed with the statement
that DSLs targeting large user groups can benefit from the investment in the application of
the USE-ME conceptual framework iteratively. However, 13.5% of participants reported
not to have a strong opinion, while no one Disagreed with a statement.
8.5.4 Research question 3
In this section we report on the statements related to RQ3 ’How can we integrate the
proposed conceptual framework to build usability evaluation into the development pro-
cess of the DSL?’ of this thesis. We state that We can integrate conceptual framework to
build usability evaluation into the development process of the DSL by USE-ME tool
support.
In Figure 8.41, we can see that 82.7% of participants Agree that the USE-ME tool
makes it feasible for a DSL engineer to model usability evaluation. The remaining 17.3%
of participants reported staying indifferent. Further, in Figure 8.42, we can see that
68.8% of participant Agree that the USE-ME tool is expressive enough for specifying
usability evaluation of DSL. On the other hand, 28.8% don’t have a strong opinion, while
one participant Disagreed with the statement. They provided feedback on following
additional question ’Can you please let us know why do you disagree with a statement
"The USE-ME tool is expressive enough for specifying usability evaluation of DSL":’ as
follows:
I was getting hard time to understand the meaning of all those notations that have been
used. It might be because of having it as a prototype. I think a DSL designer might need to
spend much more time on this part than developing the DSL. Maybe better expressions and
simplification might help.
In Figure 8.43, we can see that 90.4% of participants Agree that the USE-ME tool
supports the integration of usability evaluation approach into the development process
of the DSL and 9.6% of participants reported to stay indifferent. Further, in Figure 8.42,
we can see that 63.5% of participant Agree that investment into the development of the
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Figure 8.41: RQ3 feedback (FQ15) Figure 8.42: RQ3 feedback (FQ16)
USE-ME prototype tool into a real product is worthy. On another hand 36.5.8% don’t
have a strong opinion.
Figure 8.43: RQ3 feedback (FQ17) Figure 8.44: RQ3 feedback (FQ18)
8.5.5 Suggestions
We asked the survey participants to report their suggestions how to improve the USE-ME
tool or systematic approach itself. Two participants provided their suggestions regarding
the improvements on presentation materials and examples:
• ’The tutorial is hard to follow, diagrams are complex. Maybe a simpler example could
help !’
• ’More practical examples from the field with more complex scenario and examples of
results. I think the scenario provided in the examples in the video was too general.’
We received following two suggestions regarding general improvements on the tool:
• ’The ideas are really nice, however, I think the tool should be much leaner/simpler, boiling
down DSL usability engineering to its essentials and also minimizing DSL eval. and
improvement effort. Maybe a set of nicely crafted configurable checklists hiding part of
the Eclipse modeling panes and using the same data model.’
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• ’The tools seems to be intuitive, I like it in general. Just on the surface of its understanding,
I can say that you need to pay more attention how to visualize a global context of your
approach, i.e. how to visually express a "current position"of a user in the global (i.e.
methodology) context of your approach, and assist her or his in answering the questions:
"Currently, where am I, and what are the next steps in my work?"To be more concrete
with this my answer, I need to go deep in your tool and the approach.’
One of participants suggested calculations of the cost effectiveness of USE-ME by
providing the following comment: ’Investigate the link between the approach/tool on the
one hand and the economic return on the other hand’. Another two participants reported
reducing the effort necessary to use the USE-ME by hiding unnecessary complexity:
• ’It strikes me as a bit too complex; perhaps it can be introduced gradually in an incre-
mental fashion, starting with the core aspects first and then moving on to refinements of
these in subsequent iterations. As it stands, I am concerned that it requires a lot of dif-
ferent types of background to use USE-ME effectively. (Mind you, this is based solely on
watching the video, so I do not have much confidence in this recommendation of mine.)’
• ’I would say, it’s better to hide some tasks which are not really necessary or time consum-
ing. If a method is going to be integrated to the development process, it should not take a
lot of the developers time, otherwise, they will not use the approach. My main concerns
is about the effort required for this process. Although, I know how it is important, but
I may not use any method because of how time consuming they might be. If you tools
can provide all benefits with less interaction from developers, it would be great. However,
you approach might do it (but I have not tested it).’
Finally, one participant reported on his doubts regarding the application of the USE-
ME in early phases: ’"Altogether, I find this as a very systematic approach which aims to
incorporate modeling best practices and advanced tools. My ""don’t know""answers are domi-
nantly emerging from past experience in observing the development of some real DSLs in the
industry. In many cases, a couple of versions of the DSL have been developed as an early pro-
totype, before starting to systematically develop a real DSL (with a well-founded development
process). In my view, the presented approach can fit in at this stage - and maybe not at a very
early stage of DSL development. At this stage, there is normally more information available
about context, goals, etc - which can be totally missing in the beginning. I wonder if some
""default usability metrics""could just be collected (without a specific goal or context in mind)
when a DSL starts to be developed in an ad hoc way. As such, the tool could raise a flag in case
of major deviations in common usability metrics. These ad hoc metrics could nicely comple-
ment the systematically constructed usability evaluations. "’. We agree that it is not always
possible to apply the USE-ME conceptual framework early with final end users, but the
assessments should be done with a people involved in the development. We showed in
case of FlowSL development (Section 9.3, Annex III) that small assessments, performed
early with domain expert, when systematically prepared can benefit the development
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with early documentation examples and materials which can be reused when preparing
more cost-full evaluations, for instance, empirical experiments with relevant number of
participants.
8.5.6 Usability tools
In Figure 8.45 we can see that only four participants stated to be familiar with another
tool which supports usability evaluations. However, two of them reported:
’Not exactly a tool, but some metrics to measure DSL quality (e.g., Moody’s metrics)’
’I am familiar with theoretical methods for usability evaluation, but not tools per se.’
Figure 8.45: Feedback about other usability tools (FQ20)
Two other participants reported on the tool named Simpl and tools for testing web-
pages (http://www.usefulusability.com/24-usability-testing-tools/). Both of participants
Strongly agreed with following statements:
• The USE-ME is more suitable than alternative for usability evaluation of DSLs
• The USE-ME is more complete than alternative for usability evaluation of DSLs
8.6 Summary
8.6.1 Participants profile
In Section 8.4 we reported on the answers which we obtained to background questions
of evaluation participants. We obtained 52 valid answers, from participants representing
21 different countries, and having obtained MSc and PhD degree. Over half of them had
more than 10 years of research/work experience.
In Table 8.5 we summarize their modelling experience, which is a classifier for the
USE-ME MDD Engineer profile, based on the self-reported feedback on their knowledge
of Modelling (EQ4), MDD (EQ5), UML (EQ5) and UML diagrams (average of EQ7-10).
In regard to this four characteristics, we estimated average modelling experience of each
participant which indicates that 22.95% were experts, 45.55% advanced, 21.99% inter-
mediate, 7.69% emerging and 1.8% without expertise.
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Table 8.5: Participants modelling expertise
Modelling Expert Advanced Intermediate Emerging No expertize
EQ4 28.8462% 42.3077% 19.2308% 9.6154% 0.0000%
EQ5 19.2308% 48.0769% 26.9231% 3.8462% 1.9231%
EQ6 23.0769% 46.1538% 19.2308% 9.6154% 1.9231%
AVG(EQ7-10) 20.6731% 45.6731% 22.5962% 7.6923% 3.3654%
Total AVG 22.9567% 45.5529% 21.9952% 7.6923% 1.8029%
Table 8.6: Participants DSL expertise
DSL Expert Advanced Intermediate Emerging No expertize
EQ11 30.7692% 38.4615% 25.0000% 3.8462% 1.9231%
EQ12 23.0769% 25.0000% 38.4615% 3.8462% 9.6154%
Total AVG 26.9231% 31.7308% 31.7308% 3.8462% 5.7692%
Table 8.7: Other relevant participants background
Expert Advanced Intermediate Emerging No expertize
AVG(EQ13-15) 9.6154% 23.0769% 26.2821% 16.0256% 25.0000%
EQ16 15.3846% 38.4615% 32.6923% 11.5385% 1.9231%
EQ17 3.8462% 13.4615% 38.4615% 26.9231% 17.3077%
EQ18 5.7692% 30.7692% 51.9231% 9.6154% 1.9231%
In Table 8.6 we report on participants experience with DSLs, which is classifier for
USE-ME DSL Developer profile. We obtained average DSL experience based on partic-
ipants general knowledge of DSL development (EQ11) and DSL in general (EQ12), as
26.92% being experts, 31.73% advanced, 31.73% intermediate, 3.85% emerging and
5.77% with no expertise. The participants which were not experienced with DSL devel-
opment, were experienced in modelling or usability.
In Table 8.7 we summarize on participants other relevant experience. We obtained
that over half of participants were experienced with the DSL modelling tools which were
used for USE-ME development (average EQ13-15), however, the quarter of participants
were not having any expertise with this tools. Also, half of the participants were ex-
perienced with goal modelling (EQ17). Over 85% of the participants had expertise in
requirements engineering (EQ16) and agile development (EQ18). This indicates that
more than half of the participants had enough background to easily comprehend the
implementation and broather perspective of USE-ME conceptual framework (e.g. its iter-
ative incremental application and information flow between existing DSL requirements
and goal model).
In Table 8.8 we present relevant experience which impacts the usability classifier,
which identifies USE-ME Usability Engineer profile. Based on the self-reported feedback
on their knowledge of HCI (EQ19), UCD (E20), empirical experiments (EQ21) and us-
ability testing (EQ22). In regard to this four characters, we estimated average usability
experience of each participant which indicates that 4.81% were experts, 21.63% advanced,
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Table 8.8: Participants usability experience
usability Expert Advanced Intermediate Emerging No expertize
EQ19 5.7692% 19.2308% 40.3846% 25.0000% 9.6154%
EQ20 1.9231% 19.2308% 19.2308% 34.6154% 25.0000%
EQ21 7.6923% 36.5385% 25.0000% 19.2308% 11.5385%
EQ22 3.8462% 11.5385% 40.3846% 25.0000% 19.2308%
AVG 4.8077% 21.6346% 31.2500% 25.9615% 16.3462%
31.25% intermediate, 25.96% emerging and 16.35% without expertise.
In Figure 8.46 we summarize above reported experience regarding modelling, DSL
and usability. If we take into account that ones which had intermediate, advanced or
expert experience are having more than medium knowledge o each characteristic, we
can calculate from given results that 90.5% of participants fit Modelling engineer profile,
90.38% DSL developer profile and 57.69% Usability engineer.
Figure 8.46: Participants experience in Modelling, DSL and Usability
Based on obtained background data, we conclude that all participants fit the USE-
ME [End User] profile, and the majority of them had medium to high knowledge of
modelling, usability or/and DSL development. Taking in consideration also the academic
degree and working/research experience, we can note that we obtained feedback from
the experienced target audience of USE-ME conceptual framework.
8.6.2 Research questions analysis
In this Section, we report on the results of our evaluation objectives, introduced in Section
8.2.2, which are meant to validate how successfully we addressed research objective of
this thesis.
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Table 8.9: Motivation feedback
Motivation Agree Indifferent Disagree
FQ4 90.3846% 9.6154% 0.0000%
FQ5 96.1538% 1.9231% 1.9231%
FQ6 46.1538% 51.9231% 1.9231%
FQ7 96.1538% 3.8462% 0.0000%
FQ8 96.1538% 3.8462% 0.0000%
Avg 85.0000% 14.2308% 0.7692%
Table 8.10: RQ1 result summary
RQ1 Agree Indifferent Disagree
FQ9 92.3077% 7.6923% 0.0000%
FQ10 96.1538% 3.8462% 0.0000%
FQ11 53.8462% 28.8462% 17.3077%
FQ12 86.5385% 11.5385% 1.9231%
AVG 82.2115% 12.9808% 4.8077%
In Section 8.5.1 we reported on participants feedback on our motivation statements
regarding the necessity of USE-ME conceptual framework and a need for the context-
dependent and reusable usability evaluation approach for DSLs. We summarize the
answers to each question as Agree (which includes Agree and Strongly Agree), Indifferent
(for Don’t know answers) and Disagree (for Disagree and Strongly Disagree). In Table
8.9 we summarize their answers and report on the score obtained an average of referring
feedback questions (FQ4-FQ8). We can see that 85% of participants Agree with our
motivation statements, 14.23% are indifferent, while 0.77% Disagree.
In Section 8.5.2 we reported individual results to questions related to evaluation goal
G1, associated to RQ1 of this thesis, which answers to question ’Does USE-ME concep-
tual framework enable End Users to model DSL usability evaluations?. In Table 8.10 we
summarized the obtained feedback as the average of questions FQ9-FQ12, and we can
see that 82.21% agree with our statements, 12.98% were indifferent and 4.81% disagree.
Therefore we can conclude that:
Using [USE-ME conceptual framework] impacts the [feasibility] of [End Users] to
model DSL usability evaluations.
In Section 8.5.3 we reported individual results to questions related to evaluation goal
G2, associated to RQ2 of this thesis, which answers to question ’Does USE-ME conceptual
framework enable End Users in promoting usability concerns since an early stage of DSL
development?. In Table 8.11 we summarized the obtained feedback as the average of
questions FQ13 and FQ14. We can see that 88.46% agree with our statements, 8.65%
were indifferent and 2.88% disagree. Therefore we can conclude that:
Using [USE-ME conceptual framework] impacts the [feasibility] of [EndUsers] to
promote usability concerns since an early stage of DSL development.
In Section 8.5.4 we reported individual results to questions related to evaluation goal
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Table 8.11: RQ2 result summary
RQ2 Agree Indifferent Disagree
FQ13 90.3846% 3.8462% 5.7692%
FQ14 86.5385% 13.4615% 0.0000%
AVG 88.4615% 8.6538% 2.8846%
Table 8.12: RQ3 result summary
RQ3 Agree Indifferent Disagree
FQ15 82.6923% 17.3077% 0.0000%
FQ16 69.2308% 28.8462% 1.9231%
FQ17 90.3846% 9.6154% 0.0000%
FQ18 63.4615% 36.5385% 0.0000%
AVG 76.4423% 23.0769% 0.4808%
G3, associated to RQ3 of this thesis, which answers to question ’Does USE-ME tool support
enable End Users to built usability evaluation into the development process of the DSL?’. In
Table 8.12 we summarized the obtained feedback as the average of questions FQ9-FQ12,
and we can see that 76.44% agree with our statements, 23.07% were indifferent and 0.48%
disagree. Therefore we can conclude that:
Using [USE-ME conceptual framework] impacts the [feasibility] of [End Users] to
built usability evaluation into the development process of the DSL.
Based on obtained feedback we can interpret that we succeeded to address research
objective of this thesis (Section 1.2) by providing a USE-ME conceptual framework (Chap-
ter 5) and associated tool support (Section 6.2). We obtained confirmation of experienced
members of community that the USE-ME conceptual framework address well the research
problems tackled in this thesis and that the topic is relevant for the research community.
8.7 Interview analysis
We collected data by an approach that combined interviews and survey. After partici-
pants filled in the evaluation survey (Section 8.3) during the pilot run, the thesis author
conducted 1-hour long semi-structured interviews (in person or via Skype) with the fol-
lowing participants:
P1 Project owner from the FlowSL case study [23] (Annex III, Section 9.3) who was
managing the development process. This participant holds PhD and has both in-
dustry and academic background, with more than 25 years of research experience.
The participant reported on advance knowledge regarding modelling techniques
and DSLs, and was an expert in agile development. However, the self-reported
knowledge related to usability indicators was intermediate.
P2 Main developer from the Visualino case study (Annex IV, Section 9.4), with MSc
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degree. This participant had 12 years of industry experience, and 8 years of research
experience. S/he reported to be emerging regarding modelling experience and to
have intermediate knowledge about DSLs and usability.
P3 Developer of the DSE merge approach (Section 9.5, Annex V) with three years of
research experience and an MSc degree. The participant reported advanced knowl-
edge of modelling and to be expert in DSL development, however, without knowl-
edge of requirements engineering and emerging knowledge related to usability.
P4 Developer of the RDAL requirements approach which was merged with USE-ME
[25] (Annex VI, Section 9.6), holding PhD degree and with 11 years of research
experience and 10 years of industrial software development experience. The partic-
ipant reported to be an expert in modelling, DSL development, and requirements
engineering and having emerging knowledge related to usability.
P5 Evaluator of the SEA-ML [55, 56] which applied our systematic approach in its early
phase, having both academic and industry experience and holding a PhD degree.
The participant has 7 years of research experience and being advanced in modelling
and DSL development, and emerging in requirements engineering and usability.
All participants strongly agree that usability evaluations are necessary for a DSL
development in practice (FQ5) and that DSL evolution cycle should include usability
re-evaluation (FQ8), while they agreed or stay indifferent with the other motivation state-
ments. Regarding the feedback questions related to research questions (FQ9-FQ8) of the
thesis the participants agreed or strongly agreed with most of the statements, having one
indifferent regarding questions FQ14, FQ16 and FQ18. Finally, all interview participants
reported not to be familiar with any other tool which supports usability evaluations.
During the interview session, all participants reported to find the video a bit too long,
but very comprehensive. Participant P1 reported ’Video was complex, but it is very well
organized and it was easy to follow the process. Quality of video is very good’, indicating that
the complexity is naturally inherited from the complexity of problem which the USE-ME
conceptual framework captures. Further participant P5 reported ’Video material was very
good, with paper I couldn’t imagine how the tool would work’, pointing out that the video
material illustrates the process in a more pragmatic way. Participants further suggested
breaking the video in smaller tutorial videos in order to enable the users to apply usability
evaluation approach.
Regarding the USE-ME conceptual framework, the participants reported to like it, and
one of them pointed that it could be interesting to distribute it to industrial context as a
service. Regarding the applicability of systematic approach, participant P3 pointed ’I can
not know, but I think it can be cost-effective to apply usability evaluation approach iteratively
as we can reuse many things from previous evaluation if the changes were not too big’. On the
other hand, participant P5 noted that It’s risky to apply the process, it is dependent on how
much people are developing DSLs and how big is the target market’. We agree that for the
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DSLs which are developed just for small teams, it may not be so beneficial to apply the
approach, as it targets the large user groups, especially cases where users are not involved
in the development or lack the programming background.
Finally, we asked participants about their estimate of how feasible it would be to
prepare the evaluation process following the USE-ME conceptual framework if they had
it while performing the evaluation of their DSLs. Participant P1 reported ’Having the
conceptual framework would be beneficial for the project, we needed the guidelines’. Participant
P2 pointed ’I would have a basis to use the approach with USE-ME conceptual framework.
It would be interesting to have proper tests along the project. We never kept track of timing
and were not having formal questionnaires. Ideally, we would apply the approach like it is’,
indicating that if the evaluation assessments were modelled, things will be clear and the
team included in the organization of experimental assessments would be more in sync
with preparation and execution. Participant P3 pointed ’Well, yes, USE-ME conceptual
framework could help me to prepare evaluations alone. However, I learned a lot about it with
you when we were conducting the experiment so I can not tell if someone could do it just
by following the guidelines’. Further, participant P4 reported that I would need to look
examples and process in order to do it alone. However, it would it be difficult to create it
from scratch with a tool without having guidelines, for instance using CheetSheets’. Finally,
participant P5 who already performed an evaluation by himself reported ’If I had the
approach I would do better, it would help me exactly with things I missed in my evaluation.
I focused on the evaluation of how complex is to create, and how generative DSL is, from the
perspective of language engineering, focusing on performance. I found USE-ME nice because
approach consider different users and their perspectives’, indicating that s/he would like to
make evaluation using the prototype tool, finding it very comprehensive, but doubting
that novice developer could grasp it at the first time.
8.8 Threats to validity
The results presented in this Chapter are a good indicator that the USE-ME conceptual
framework supports quality in use of DSLs during their development process by leverag-
ing usability as a first-class concern. In this Section, we challenge the conclusions drawn
from the study by indicating threats to validity and how these threats affect the study.
One of the internal threats to the validity of this study is that the participants did
not use the approach in practice. We performed a small evaluation study with few novice
users which were included in the development of the different DSLs in the context of
DSL graduate course. The study did show that they managed to prepare evaluations
using the tool. For our final evaluation, presented in this Chapter, we performed the
evaluation with experienced people in the DSL research domain. The available time of
this people is restricted, and therefore it would not be possible to obtain their feedback if
we asked them to invest a lot of time participating in a controlled experiment. To lower
this threat we provided the video tutorial which presents USE-ME conceptual framework
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in a comprehensive way. Based on the feedback regarding the video during the interview
session, we could observe that participants could understand the motivation and the
application of the USE-ME in this 15min presentation. All participants were provided
also with the detailed explanation of approach published in COMLAN journal the [26]
and the prototype tool with the example models.
Another internal threat to the validity of our evaluation study is the respondent bias, as
the subjects sometimes may report what evaluator would like to hear, especially during
the interview sessions. However, we included in the study the participants with different
backgrounds, having different maturity level in the area. None of the participants had
a special interest in the results of the study. We obtained homogeneous results to our
statements, and therefore we believe that we succeed motivate the participants to focus
on the importance of the problem.
Further, the internal threat regarding the interview process is the researcher bias, as
the researcher could misunderstood what the participants were reporting during the in-
terview sessions. Therefore, the report introduced in Section 8.7 was sent to participants,
so they can confirm that the reported interpretation is correct.
Finally, regarding the external validity of the study, e.g. that conclusions from this
study can be generalized to other DSL development situations, we modeled the frame-
work in a way that it can be adopted in different situations, which we discussed in Chapter
7. A majority of our participants had relevant experience in DSL development, indicating
their experience in different domains and different development processes. Their answers
indicate that they perceive the approach applicable in each of their cases.
Based on obtained feedback we can interpret that we succeeded to address research
objective of this thesis (Section 1.2) by providing a USE-ME conceptual framework (Chap-
ter 5) and associated tool support (Section 6.2). We obtained confirmation of experienced
members of community that the USE-ME conceptual framework address well the research











We conducted several case studies (see Figure 1.1) to illustrate the proposed USE-ME
conceptual framework;
• We introduce in Section 9.1, 9.2 and 9.5 three academic case studies [15, 18, 141]
which were used to put into practice both the evaluation model and experiment de-
sign, proposed in Chapter 4, and served to get introduced with DSLs’ development
life cycle.
• In Sections 9.3 and 9.4, we introduce two industrial case studies which were used to
apply the approach during their iterative development (FlowSL and Visualino DSL).
In both cases, the researcher did not take part of the DSL development, but was
taking a role of expert evaluator. More particularly, it was possible to observe with
FlowSL that early evaluations were beneficial and easy to integrate with the agile
development process. On the other hand, the experience with Visualino, where the
controlled experiments were carried on each release, put into evidence the reuse of
the evaluation model instances, besides significant improvements in usability.
• In Section 9.6 we introduce work done to integrate Requirements Engineering tools
in the DSL development process in articulation with the USE-ME implementation
prototype [25].
9.1 Pheasant
To illustrate the experimental model for usability evaluation referred in Chapter 4, we
took an existing DSL for HEP called Pheasant. Pheasant is a project held in the context
of HEP Physics. It aimed at developing a Domain Specific Visual Query Language to
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provide the end users (Physicists) with a tool for mining Physics Data stored by the large
detectors during the provoked the particle collisions [7].
The DSL on this case study published in [18] (see Annex I) was used as a first usabil-
ity evaluation example during the problem investigation phase of our research process
(Figure 1.1). It also served as illustration example for patterns (Appendix B) of pattern
language which instantiates our design model (Section 4.2).
9.1.1 Purpose of Pheasant development
The Pheasant project was developed to mitigate users productivity problems in the con-
text of HEP domain. It aimed to develop reusable engineering methodologies through
MDD techniques. A declarative Domain-Specific Visual Query Language was used to
raise the abstraction level in the existing query systems and give room to new optimiza-
tion of different levels. The goal of Pheasant was to automate this process as much as
possible, as well as to provide the physicists (with profiles ranging from the ones without
programming expertise to high-level programmers) appropriate abstractions that hide
the complexity of programming error-prone algorithms in languages (e.g. C, C++ or
Fortran), by using a wide plethora of libraries and frameworks to achieve their goals.
The Pheasant development and detailed data analysis were part of the before-mentioned
PhD thesis [7], while we performed the statistical analysis and used this detailed data
for illustration purpose of usability evaluation of DSLs. The performed work served to
confirm that the proposed query DSL tailored to the specific domain was beneficial to the
End User. The physicists, non-experts in programming, no longer were required to cope
with different GPLs and adapt to the intricacies supporting database infrastructure.
9.1.2 Pheasant usability evaluation
The evaluation process followed in this case study is presented in Figure 9.1. The process
starts with the Participants Recruitment, where the users are analyzed and grouped into
clear categories. This way, the variables concerning the user profile that lead to different
results for different groups are controlled. This step is followed by the Task Preparation.
The aim here is to organize the evaluation by determining which tasks have to be done
and which tests are elaborated in order to provide the proper results. This will generate
the information required to be analyzed afterwards. The next step is the Pilot Session,
which is meant to simulate the exam and test that the material for the training and the
evaluation procedures is well organized. The main advantage of this rehearsal is to check
that the time constraints and other possible external variables like proper equipment are
controlled, and do not interfere with the results. Once everything is tested, we proceed to
on the assessment, which we call Evaluation Session, for each group and language being
compared. A Training Session is used to introduce the language. At this stage, Immediate
Comprehension and Review tests are conducted with participants, while introducing
the language features. The final exams, in the Exam Session, involve sentence writing
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Figure 9.1: Evaluation process for Pheasant (taken from [18], based on [7])
activities. During the exam session, participants’ activities are observed and recorded, so
that information such as completion times and error rates can be collected. The goal is
to determine the ease of learning. After each group has been evaluated in the different
languages, the participants are asked for a debriefing in the form of a Final Questionnaire
Session. The goal is to obtain the user’s qualitative perspective of the comparison between
the languages. In order to evaluate unbiasedly, the users should test the same environ-
ment and as realistically as possible. Evaluation process terminates with the Analysis of
Results.
Our usability assessment includes Physicists with programming experience with two
profiles: the ones with no experience with the previous framework used and the experi-
enced ones. The goal was to analyse the performance of Pheasant programmers compared
to the baseline alternative with respect to the efficiency, effectiveness and confidence in
defining queries in Pheasant. The assessment was done from the point of view of a re-
searcher trying to assess the Pheasant DSL, in the context of a case study on selected
queries.
Introducing one language to the whole group of participants and only afterwards the
other language would bias the evaluation, as the knowledge acquired while learning the
first language could be partially reused while using the second language. To mitigate this
threat to the validity of the results we had to split the group in two. This way, it reduced
the influence of the first language while presenting the second. Mixing the two groups
might lead to new variables in the evaluation that are hard to track. Therefore, it was
necessary to organise four sessions, with each group taking part in two sessions (one for
each language). Following the scientific method, the participants’ performance in the
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query writing was evaluated. Every participant had four queries, specified in English, to
be rewritten in the previously learned language.
Using Pheasant, the users increased effectiveness during their query specification.
The DSL was less error-prone than the alternative; it allowed non-programmers to define
their queries correctly. The evaluation also showed a considerable speedup in the query
definition by all the groups of users that were using Pheasant. In general, the feedback
obtained from the users was that it is more comfortable to use Pheasant with the alterna-
tive. The preliminary pilot study was fundamental to ensure that the subject’s time was
well spent.
9.1.3 Conclusion of the case study
This work’s contribution illustrates how an experimental process (Section 4.1) can be
used in the context of a DSL evaluation, with respect to its impact on Quality in Use
characteristics (Section 2.2), namely effectiveness and efficiency. The valuable feedback
from users concerning the tool support for the language, as well as their fears concerning
language expressiveness, support the idea of an iterative evaluation process where im-
provements to the language and its tool support are to be performed and then assessed
in a new round of evaluation.
9.2 RPG DSL
In this case study, an RPG DSL for product lines was developed, which was completely
built using MDD software development techniques [141] (see Annex II) and served as DSL
development example during the problem investigation phase of our research process
(Figure 1.1). We have shown several benefits of applying MDD to DSL development
regarding prototyping of cross-platform games, and their evaluation by means of static
and dynamic verification techniques of the game’s logic properties.
9.2.1 RPG DSL development
In the Domain Analysis phase, we worked on two different levels: at the problem level
(i.e., expressing the concepts and logic of RPG Games), and at the solution level (i.e., how
those concepts can be realised in a computational platform). At the level of the problem
of RPGs’ design, we tried to express and define what would be the common characteristics
of all RPG games, regardless of what are the requirements of their implementation on an
underlying computation infrastructure. At the solution (computational) level, we had to
choose platforms to deploy the generated games and to analyse them. We chose a game
developing platform and built our framework on top of it. The criteria to select the target
framework from the existing game engines were: fast development; provided abstraction
level relatively to system calls and hardware dependencies (e.g., graphical primitives,
input modalities, etc.); and, need to previous knowledge in the area of game engines.
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We chose Corona SDK 2 from a set of three promising candidate frameworks because
it supports the possibility to compile the game for different mobile platforms. The game
is programmed using the Lua language: a scripting language, which is preferred for rapid
development. The creation of an API over the framework allowed a model to model
transformation that was easily produced between RPG and U-Framework meta-models,
which consists mostly of 1 to 1 relationships. This strategy of bottom-up modelling in
the framework allowed the focusing on the RPG entities and the restriction of the power
of the framework which was very low-level. The mapping of the RPG meta-model to
Algebraic Petri-net (APN) [128] is too much complex to simply perform it in just one
step, therefore we created an intermediate meta-model U-RPG that allowed a simpler
mapping between both. We believe that the use of intermediate languages really help in
this process since we do not have to map complex entities directly to an APN .
Figure 9.2: RPG DSL editor (taken from [141])
To complete the MDD cycle, we use a model checker to analyse and validate properties
on RPG games, giving us a certain level of confidence about its implementation, since
it passed verification phase. Regarding the RPG meta-model evolution, the addition of
a new feature should not affect the existing ones if its concept does not interfere with
existing features. However, if it does interfere, we have to analyze the impact of that
interference in the U-RPG Meta-model, which may lead to a partial redefinition of these
model.
The choice of the DSL concrete syntax (textual or graphical) impacted the process of
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game development. A textual DSL may lead to a more readable solution than a graphical
one in the development of big games since a visual one will have problems displaying
all the information about the game. However, a graphical DSL (Figure 9.2) allows the
developer to get a preview how the things will be mapped, allowing the game developer
detect errors faster.
9.2.2 Conclusion of the case study
This study contributed to our decision to use the MDD approach for USE-ME develop-
ment, as it showed to be beneficial in lowering the complexity of the underneath domain.
For the domain of digital games, it showed to contribute to code reuse and facilitates
game’s verification. Application of the MDD is expected to increase productivity in the
development (evolution and maintenance) of our engineering solution.
9.3 FlowSL
We applied action research to the development of a DSL, named FlowSL, designed to
support managers when specifying and controlling the business processes supporting
humanitarian campaigns [23] (see Annex III). Work was developed under the collabora-
tion of the Engineering Faculty of Porto (FEUP) and Public Service International (PSI).
This case study help us validate solution design which address the engineering problem
of this thesis and is proposed in Chapter 4 as a part of our research process (Figure 1.1).
Final report of this project can be downloaded from public repository 1.
9.3.1 FlowSL development
FlowSL is a DSL for specifying humanitarian campaigns to be conducted by a non-
governmental organization PSI and is integrated into Movercado (MVC) platform2. This
project consists of a mobile-based messaging platform at the core of an ecosystem that
enables real-time and a more efficient impact, by facilitating interactions among benefi-
ciaries, health workers and facilities, e-money and mobile operators. A first version of
the system (MVC1) was developed as a proof-of-concept to validate the key underlying
principles. The second version of the system (MVC2) was developed in the form of a
platform easily customizable by managers and extensible by developers of the organi-
zation’s team. An important goal was to develop a language, FlowSL, to empower the
Campaign Managers to define new kinds of campaign flows taking advantage of their
domain knowledge.
To balance the development effort with effective reusability (e.g. while envisioning
new marketing solutions), MVC2 was developed in a fast-paced way, iteratively, along
1goo.gl/gQzX7B (accessed September 19, 2017)
2https://movercado.wordpress.com/ (accessed September 19, 2017)
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six two-weeks sprints, following an agile development process based on Scrum 3 and
best practices of evolving reusable software systems. In the process of development, the
Domain Experts were part of the Product Owners team, while the Language Engineers
were part of the Scrum Team. The DSL evaluation process was guided by the FlowSL
development stages, as a different effort was estimated in each sprint for its development.
The problem analysis was performed by mutual interaction and brainstorming between
Domain Experts and Language Engineers in each sprint planning. We had the role of
observing and guiding the analysis outputs, while preparing the evaluation plan, without
being directly involved in the language specification.
To better understand and define the problem, the required functionalities were de-
scribed in terms of small user stories. Also, the new description of the user roles was
introduced as the FlowSL is expected to change existing organisational workflows. To
improve interaction between the development team and the users, all the produced re-
sults from the analysis were continuously documented in a Wiki4. As Scrum suggests,
the project management was based on a product backlog maintained and shared online.
The relationship between the MVC system, FlowSL development, and relevant lan-
guage users and expected workflow is presented in Figure 9.3. The original MVC1 system
was developed in a GPL (Ruby5), and naturally, FlowSL was first developed as a Ruby-
based internal DSL. This approach allowed an optimal use of resources while keeping
the existing system running. The second phase of language development was intended
to support the managers to design the campaign flow specifications by themselves, using
simple and understandable visual language constructs. In the third phase, the focus was
on evolving the language’s editor to be collaborative and web-based.
Figure 9.3: FlowSL workflow (Taken from:[23])
3http://www.scrum.org/ (accessed September 19, 2017)
4https://www.mediawiki.org/wiki/MediaWiki (accessed September 19, 2017)
5http://rubyonrails.org/ (accessed September 19, 2017)
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9.3.2 FlowSL usability assessment
FlowSL is targeted to non-programmers. Their ability to use this language was identified
as one of the highest concerns, so discovering usability issues in early development iter-
ations facilitated the achievement of an acceptable usability, while tracking the design
decisions and their impact. Usability has two complementary roles in design: as an at-
tribute that must be designed into the product, and as the highest level quality objective
which should be the overall objective of design.
Internal Ruby based FlowSL was defined as a first step to making distinction between
the campaign implementations and a flow underneath, which helps to define the first
draft of the concrete visual syntax of FlowSL, but was based on textual syntax. It helped
to place initial definitions of flow concepts as well as target users. Evaluation goal was to
assess whether this representation would be good enough to enhance the understandability
and readability of flows from the perspective of Campaign Managers. It was expected that
with the flow abstraction, the Domain Experts could describe more concrete requirements
for the visual flow concepts. The evaluation intervention was conducted as a continuous
interview with the Domain Expert with the role of Campaign Manager that was involved
in specifying flows using the MVC1 system and who was also involved in the MVC2
Scrum development assuming, in that case, the role of Product Owner. The performed
evaluation helped the DSL developers to adjust the level of abstraction to the needs of
the DSL end users. The language at this phase could be used by the System Managers
(knowledgeable of the concepts of the baseline system), but not by Campaign Managers.
Figure 9.4: FlowSLLight interface integrated in MVC online platform
The of the second iteration was to develop a visual FlowSL prototype using the
MetaEdit6 language workbench, that was selected for its support to top-down devel-
opment. The evaluation’s goal was to assess whether both the campaign managers and
6http://www.metacase.com/ (accessed September 19, 2017)
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novice system managers were able to validate the specified flows using the newly pro-
posed visual language and editor. These evaluations covered also the effectiveness and
expressiveness of the target language. The First evaluation intervention was organized very
quickly and involved interviewing two subjects: the campaign manager and the system
manager, both were involved in the DSL development. The second evaluation intervention
involved the same subjects and focused in assessing the understandability and expressive-
ness of the individual symbols and to measure the readability and efficiency of the designed
solution of the simple and complex flow. For the third evaluation intervention the usability
engineer introduced the design improvements motivated by the feedback obtained the
previous evaluation. The new notations were designed and implemented, to be again
compared. The tasks were similar to the previous intervention, although more elabo-
rated. Here, the same subjects from the previous interventions were involved, as well as
a member of the Scrum team.
It became clear that the evaluation materials prepared earlier helped to speed up
the following evaluation phases and reduced their implementation costs. Besides, they
became templates for the corresponding learning materials. Also, it was possible to
abstract the language one level further, so that an online visual editor was built to support
rapid high-level specifications of flows. To better deal with the increasing complexity of
the specified models, rather than presenting all the concepts related to the flow definition
visually, a better option would be to present just high-level concepts that are reused often,
while others are hidden and based on predefined rules that can be eventually reconfigured
textually. This approach empowered both the domain experts and the product owners to
better control the design decisions.
We integrated top-down usability engineering practices into a bottom-up agile devel-
opment of the FlowSL from its beginning. While playing the role of Evaluation Expert
that is expected to be introduced into DSL development, we experienced that the small
iterations involving other project stakeholders than Language Engineers, namely Domain
Experts, Product Owners and End Users, can help us to clarify the meaning and the
definition of the relevant language concepts. This enables an early identification of pos-
sible language usability shortcomings and helps to reshape the DSL accordingly. Early
evaluations can be executed with a relatively low-cost thanks to model-driven tools (i.e.
language workbenches) that support the production of rapid prototypes and presenting
the idea. These evaluations support well-informed trade-offs among the strategy and
design of the DSL under development, and its technical implementation, by improving
communication. Besides, they improve the traceability of decisions, and of the solution
progress. These iterations also help to capture and clarify contractual details of the most
relevant language aspects that need to be considered during DSL development and are
an essential element to improve the End Users experience while working with FlowSL.
Finally, FlowSLLight was developed using GOJS tool as a web editor that is to be
integrated into MVC platform web interface. This solution, as recommended, was built
to support just light specifications and changes on the campaign flow. It was found to be
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good enough to enable also visual campaign instantiations and simulations. Its purpose
was to enable collaborative approach in specifying and validating the flows. The design
ideas were evaluated and discussed with managers, regarding its use and integration into
the platform. The final design of the editor in the MVC web interfaced was proposed and
accepted (see Figure 9.4).
9.3.3 Conclusion of case study
This study helped us to apply our preliminary usability evaluation approach described
in a form of pattern language (Chapter 4, Appendix B) and to perform the different
usability evaluation methods (e.g. interviews, observations, heuristics) (Appendix A) on
unfinished DSL. Weaving usability concerns into the agile development process helped to
continuously evolve FlowSL, improving the cost-effectiveness of DSL usage in specifying
campaigns, and supporting a clearer assessment of which language concepts are more
relevant to the different kinds of language users, which in turn helps to find the right
level of abstraction and granularity of concepts. All these benefits come with the cost of
adding usability skills and of introducing new practices in the agile process, namely the
introduction of lightweight meta-modelling tools.
9.4 Visualino
In this Section we include the unpublished article about the evaluation of the DSL Visu-
alino [29] (see Annex IV), for the programming low-cost robots. The work was developed
under the collaboration between the group ASE NOVA/LINCS and Artica7, a company
that specialises in the development of robotic and audio-visual solutions.
The first language design was developed in 2013 in the context of the master thesis
[135], where language was named Farrusco. Later, the language continued to evolve and
was renamed to Visualino after the second release in 2015, and recently Gyro, after the
third release in 2016. We managed to show that the usability of the Gyro significantly
improved in terms of efficiency and satisfaction when compared to an earlier version
which detailed in experiment repository8.
This study presents the application of our usability evaluation approach (Section 4.2)
to the industrial case study during several development iterations. Also, it served as a
design validation example of our research process (Figure 1.1). Further, it was used to
validate feasibility of our conceptual framework (Chapter 5) as a USE-ME model instan-
tiation example (Section 6.2). Further, it served as a running example for our integration
study (Section 9.6, Annex VI).
7http://artica.cc/ (accessed September 19, 2017)




The focus of the Visualino development was to build a dedicated DSL that removes the
programming details, to control a low-cost Arduino rover robot9, and at the same time
allows children to easily get acquainted with it and preserve the possibility to program
complex behaviour. A visual programming language allows the user to implement pro-
grams, through the manipulation of visual elements or objects. This manipulation is de-
duced in a visual way, allowing the user to understand programming mechanisms quickly,
increasing their accessibility to new systems. Users with no programming background
may implement programs in a simpler form. Visual languages introduce programming
concepts to children, while robots perform the developed code in the real world. Children
have the opportunity to observe their own developed program, running on a physical
robot.
The chosen meta-modelling workbench for the DSL implementation was Eugenia
for Eclipse. Its first development iteration was a part of the master thesis, where its
abstract syntax and initial concrete syntax was proposed [135]. The DSL implementation
started with domain analysis that brought concepts and details, so it was possible to
develop the DSL meta-model. Among different behaviour paradigms for visual language,
after extended analysis, it was chosen to represent a language through behaviour trees.
This last paradigm is an alternative to the state machines and comprehends a hierarchy of
behaviours, with an objective to fulfil. Each node may have a specification that determines
how the actions of its children will be executed, which may be in parallel or sequentially.
Visualinos visual syntax is based on the behaviour tree paradigm [137], a mathemat-
ical model of plan execution, used for a diversity of areas including robotics, control
systems and software games. A complex behaviour is mapped into smaller and simpler
behaviours through its branches. This descending order of complexity provides a struc-
tured way of defining complex behaviours (which are used to define objectives) through
simple tasks defined hierarchically. Each node may have a specification that determines
how the actions of its children will be executed (in parallel, or sequentially). The child
node returns its status to the parent node, and this successively happens until the root of
the tree.
Fig. 9.5 illustrates how to program the robot to move back and forth. The root node is
decomposed into a single sequential node (highlighted with a red circle). The sequential
node runs all its children (in this case, the leaf nodes) in depth-first traversal order. Leaf
nodes represent the most primitive actions that could be taken by an agent. In Fig. 9.5
the nodes represented by arrows pointing downwards are outputs actions. In this case,
they are left and right motors command. The outputs can also be visual using LEDs or
audio using a buzzer. Both nodes displayed by 2 round timer shapes are wait commands
in which the execution of the next node is delayed by the duration determined by the end
user for each node.
9http://www.arduino.cc/ (accessed September 19, 2017)
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Figure 9.5: VL1 - Back and Foward Figure 9.6: VL2 - Back and Foward with
bumpers
The first development iteration of Visualino VL0 started with a domain analysis, fol-
lowed by the design, implementation, and evaluation, in order to quickly deploy an early
prototype. The last phase involved 22 (10+12) children, with the age range from 8 to
12, as subjects included in an exploratory study [135]. Children under 10 had a hard
time learning Visualino. Further development resulted in the next release VL1 (Fig. 9.5),
which improved the interaction model and provided a web-based solution.
VL1 was evaluated experimentally and compared to the one of the most popular
commercial competitors in the market, LegoMS. Based on the results of this empirical
study, some improvements were suggested and applied to Visualino development. The
focus was on improving the user interface providing better readability of the programs
being developed and improving error prevention.
9.4.2 Visualino usability evaluation
Visualino is developed iteratively reusing UCD methods. Programming technologies of
rover robots for children still are excluding the children as target audience as it is hard for
them to program in a textual language with a complex syntax full of technical concepts.
To design an appropriate DSL for children is far from being a trivial task. There is no
unique profile, and several factors related mostly to age, like the maturity level, that can
influence widely in the design.
The children feedback is used to help to steer the Visualino evolution through the
identification of several improvement opportunities in the language.This evaluation stage
in each iteration is often not reported in the context of developing DSLs but is key to our
development effort. In this assessment, we contrast Visualino with two popular DSLs
that are used to control rover-like robots: a commercial competitor (Lego) and an open
source initiative (Scratch).
We reported on the design and results of the empirical studies used in this evaluation
that helped us identify the language’s strengths and weaknesses. To help to achieve this
higher level goal, we answered following two research questions:
• RQ1: How does the current Visualino (VL2) compared to baselines (a previous version
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of Visualino (VL1), Lego and Scratch) regarding the Effectiveness of the teenagers when
programming a robot?
• RQ2: How does the current Visualino (VL2) compared to baselines (a previous version
of Visualino (VL1), Lego and Scratch) regarding the Satisfaction of the teenagers when
programming a robot?
After the second development cycle, we organized empirical study to compare a sec-
ond Visualino release (V1) with the well-known Lego10 commercial DSL which paradigm
is based on the building blocks composition. This evaluation helped to understand which
features are missing or can be improved to make Visualino competitive to the best prod-
uct in the market with the same purpose. After the third development cycle, compared
the third Visualino release (V2) to the existing low-cost alternative MBlock11.
Figure 9.7: Experiment Flow
During the experimental studies, we used survey forms, video recordings and a com-
petition arena to collect data for further analysis in different experimental sessions (see
Figure 9.7). The survey forms were composed of “Smileyometers” which are found to
be appropriate for teenagers questionnaires [181]. While answering to forms, children
were assisted by an adult (one of the experiment assistants), to ensure that there were no
misinterpretations of questions and answers and to confirm that participants did not ex-
perience reading problems. As we grouped the participants into teams, the participants’
individual answers to questionnaires were merged.
We captured participants Profile as a measure influenced by Experience factors on
Computer Games, Programming or Programming a robot, and Tendency factors reflecting
the children tendency to Mathematics, Physics or to Learn programming. We used the
recorded videos to evaluate the Effectiveness. The challenge could be solved by com-
posing elements of the training exercises, which are marked as Success (S) or Failure
(F). Effectiveness measures the percentage of modelling elements correctly built and com-
posed to achieve the solution. Satisfaction was characterized by a Confidence factor which
indicates tells how confident participants were about their solution; Likeability factor, that
10https://www.lego.com/en-us/mindstorms/ (accessed September 19, 2017)
11http://www.mblock.cc/ (accessed September 19, 2017)
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Figure 9.8: Experiment Results
tells how interesting and enjoyable they found the challenge itself; and, Learnability factor
which tells how useful they found what was taught during the learning session which
helped them to face the final challenge.
After the second experimental evaluation, we used a Games-Howell post-hoc test to
determine which languages were significantly different from which languages, according
to our set of characteristics under scrutiny. Figure 9.8 summarises this test’s result, for
the comparisons involving either VL1 or VL2, or both. We observe that VL1 lead to a
significantly lower Satisfaction and Effectiveness when compared to Scratch, VL2 and Lego.
VL1 was also significantly harder to learn than Scratch and VL2, but not significantly
different when compared to Lego. In contrast, VL2 was consistently as good as Lego and
Scratch, while superior to VL1 in terms of Satisfaction, Learnability and Effectiveness.
We also manage to show that the usability of the Visualino (V2) significantly improved
in terms of efficiency and satisfaction when compared to earlier version of the Visualino
language (V1).
9.4.3 Conclusion of the case study
We reported how we involved teenagers, the end users, in several iterations of the engi-
neering process of a programming language for low-cost robots and performed usability
studies using empirical experiments. The preliminary evaluations helped in timely de-
tecting crucial usability problems of Visualino, as well as detecting the audience that
can comprehend the given paradigm. The provided feedback helped in improving the
language to support the intended user’s needs. A fundamental difference in this work is
that the language evaluation was conducted as several empirical experiments introduced
early in the DSL development process. Application of iterative usability assessments
helped us to observed the convergence of the visual language to the degree of usability
(regarding satisfaction and effectiveness) achieved by existing mature and commercial
languages. We manage to reuse the same experiment’s designs, which lower the cost of
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usability assessment in each cycle (e.g. time needed for specification, and result analy-
sis). Finally, we managed to obtain almost automatically the precise comparison between
different Visualino versions (V1 and V2).
9.5 DSE Merge
We evaluated the tool support developed within this project at Budapest University of
Technology and Economics, named DSE Merge [15] (Annex V), which presents a novel
search-based automated model merge [115]. Final report of this project can be down-
loaded from public repository 12.
9.5.1 DSE Merge purpose
The DSE Merge was built on top of tools for model comparison and it uses guided rule-
based Design Space Exploration (DSE) for merging models. Rule-based DSE aims to
search and identify various design candidates which can fill in certain structural and
numeric constraints. End user can specify operators which identify operations based on
which exploration will travers paths from initial models. Many existing model merge
approaches detect conflicts statically in a preprocessed phase. On other hand, DSE per-
forms conflict detection dynamically, during exploration time. Further, it presents to the
domain experts multiple consistent resolutions of conflicts, by allowing incorporation of
domain-specific knowledge into the merge process by additional constraints, goals and
operations. This approach is expected to provide better solutions. The alternative, i.e.
baseline support for the model merge problem that is suitable for experimental compari-
son was found to have two possibilities: Diff Merge13 and EMF Compare14.
9.5.2 DSE Merge usability evaluation
The experiment took place on 11th December at the Budapest University of Technology
and Economics. The general experimental process is presented in Fig.9.9, starting by
Learning session, during which the subjects filled the Background questionnaire. After
this they continue by to solve the exercises during Task session, that was video recorded.
Finally, during Feedback session participants filled final questionnaire rating tools that
they have used. The Figure 9.9 except reflecting the flow of activities during the experi-
ment, explicitly shows documents and treatments that were provided to participants, as
well as the instruments that were used to collect the data.
During the pilot session, the cognitive effort for each task was estimated to be similar,
the TLX scale 15 is decided to be used just once for each tool that is being evaluated, at
12goo.gl/Kq3R1G
13http://www.eclipse.org/diffmerge/ (accessed September 19, 2017)
14https://www.eclipse.org/emf/compare/ (accessed September 19, 2017)
15https://humansystems.arc.nasa.gov/groups/TLX/ (accessed September 19, 2017)
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Figure 9.9: DSE Experiment Treatments (taken from [15])
the end of Video Session. Based on the results and opinions of the participants during the
Pilot Session, it was found that Diff Merge is rated as a more competitive alternative for
DSE Merge. The experimental groups were divided in two. One group started the Tool
Session by learning about DiffMerge and than DSE Merge, while the second group had
learned the other way around.
In regard to both groups, DSE Merge scored with lower time indicating a slightly
better efficiency. Also, DSE Merge indicated slightly higher success rate (0.92 for DSE
Merge, and 0.85 for Diff Merge) and explicit preference by 11/15 participants.
Concerning cognitive effort (see Figure 9.10), in total subjects rated with higher work-
load for Diff Merge regarding all factors, observing significantly higher Mental Demand
and Frustration in comparison to which they experienced with DSE Merge.
Finally, related the Satisfaction, DSE Merge scored very high regarding easiness of
use, expressiveness and learnability. Confidence was positive and better than with Diff
Merge, while suitability to solve the given tasks even rated negatively for Diff Merge.
User Interface, namely its readability and understandability, seems to be most important
factor to be improved in order to provide better usability of the DSE Merge.
9.5.2.1 Conclusion of case study
Main contribution of this case study in a context of thesis was illustration of our experi-
ment design proposed in Section 4.1 as a part of our research process (Figure 1.1). The
case study contributes with the experiment design, instrumentation and metrics that can
be easily repeated and reused for similar evaluations of new techniques. This experiment
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Figure 9.10: Cognitive Effort (taken from [15])
design took a deeper analysis of the subject’s profiles, technology, social and physical envi-
ronment and targeted workflow scenarios, which are defined explicitly and incorporated
in a data collection instruments.
9.6 RDAL USE-ME requirement engineering approach
This case study, published in Software Language Engineering conference [25] (see Annex
VI), was used as a part of USE-ME implementation validation of our research process
(Figure 1.1). It served as illustration of integration of USE-ME conceptual framework
(Chapter 5) with RDAL requirement approach [44]. This combination of existing lan-
guages and tools provides a comprehensive requirement engineering approach for DSL
development and an interesting case study of languages composition allowing the reuse
of the assets of the existing languages. The approach was illustrated with the development
of the Visualino (Section 9.4, Annex IV).
9.6.1 Motivation for requirement engineering approach
As opposed to software and systems products for which several model-based Require-
ments Engineering approaches have been developed showing several benefits, DSLs nowa-
days is, to our knowledge, mostly developed informally without such support. A more
formal and iterative approach is required to develop DSLs and track all requirements
including the usability ones. As for other software products, the approach should include
the context of use of the DSL in its environment, as well as the impact of recommenda-
tions with well-planned evaluation processes. Such an approach can be supported by
modelling all these aspects using appropriate languages and tools.
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The Requirements Definition and Analysis Language (RDAL) [43, 44] was developed
as a fragmented language to be combined with other modelling languages in support of
well-known requirement engineering best practices such as those recommended by the
Requirements Engineering Management Handbook (REMH) [134] and those of GORE
(Goal-Oriented Requirements Engineering) [197]. RDAL was originally planned to be-
come a standard annexe of the Architecture Analysis and Design Language (AADL, SAE
AS5506B standard) 16 for supporting requirements capture, analysis and verification. In
the end, it led to the development of the ReqSpec language and ALISA (Architecture-Led
Incremental System Assurance) approach [65], which are however strongly coupled with
the AADL. In contrast, the modularity of RDAL allows its reuse with other Architecture
Description Languages not necessarily targeting the safety-critical embedded systems do-
main. Although the REMH has been written for the domain of safety-critical embedded
systems, a large majority of its practices that are supported by RDAL are generic enough
to be applicable to the development of many other types of systems. As a matter of fact,
the concepts of the RDAL-REMH approach share many similarities with the concepts
required by USE-ME. The USE-ME focuses on usability and actually can benefit from a
complete requirement engineering process on which it can base its evaluation.
9.6.2 Integration of RDAL and USE-ME
We first studied the concepts of both the RDAL-REMH and USE-ME approaches and com-
pared them in order to evaluate the required effort and potential benefits of extending
RDAL-REMH to support USE-ME. We showed that many RDAL-REMH concepts are also
partially supported by USE-ME. However, in RDAL, there is no specific focus on usability
and usability elements can only be identified by using the RDAL user-defined category
system. Nevertheless, the modelling of all other requirement engineering concerns with
RDAL can provide an essential basis for the USE-ME viewpoint on usability. Features
provided by RDAL-REMH can be beneficial for USE-ME as it avoids redeveloping these
constructs within USE-ME. A major issue that was found is the lack of language for
representing the architecture design of a DSL in a similar fashion provided by AADL for
embedded systems. Reusing AADL for modelling a DSL and its environment would not
be appropriate due to the difference between the domains. This triggered the develop-
ment of a language for the specification of DSL-based systems, namely the DSL-based
Systems Specification Language (DSSL).
The purpose of the DSSL language is to model the design of a DSL being developed
and the way it is used in its environment. Goals, requirements and environmental as-
sumptions can then be assigned to elements of this representation of the DSL under
development. Furthermore, DSSL can integrate descriptions of the syntaxes of the DSL
implemented as an Ecore meta-model and potentially include graphical and/or textual
concrete syntax(es) respectively represented as Sirius or/and Xtext grammar models.
16http://standards.sae.org/as5506b/ accessed September 19, 2017
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The RDAL-REMH approach lacks the support of context-aware goal evaluation, which
is necessary for usability evaluation. Usability evaluation is performed in a concrete con-
text of use, e.g. with particular users, in a specific environment and performing selected
scenarios. This means that after the validation of a usability goal and associated require-
ments, the results reflect only a partial scope. This is because it would be too expensive to
perform evaluations taking all different combinations of the context model instances (e.g.
using all possible robot configurations, testing all possible scenarios with participants,
and having a significant number of participants having all possible combination of demo-
graphic and knowledge characteristics). Therefore, the USE-ME conceptual framework
suggests a calculation of a Success Coverage of the usability goal, which will reflect the
percentage of the scope which was taken into consideration during a validation, when
compared to the complete context specification of the usability goal.
Figure 9.11: Integration points between RDAL, DSSL and USE-ME (taken from [25])
By integrating two approaches we enable usability evaluation to reuse and refer to the
RDAL artefacts while performing context and goal modelling activities suggested by the
USE-ME conceptual framework. On another hand, while applying the USE-ME activities
it is likely that context and goal elements will be extended, or new ones discovered there-
fore directly contributing to the requirements refinement and DSL artefacts specification.
We highlight interaction points and information flow between the RDAL-REMH and USE-
ME approaches (see figure 9.11). The idea was to connect the RDAL non-functional goals
referring to usability with a ’Quality in Use’ root goal of the USE-ME Goal Model. This
root goal represents the highest objective of the USE-ME conceptual framework (usability
for all possible workflows, environment combinations and profiles).
9.6.3 Conclusion of case study
Our case study presented a usability-driven requirements engineering approach for DSL
development. The RDAL-REMH approach used for embedded systems development with
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the AADL language for system architectures has been adapted to DSL development by
replacing the AADL with the DSSL language, a new DSL that we developed for modelling
the DSL under development and its environment. We then provided a mapping between
the USE-ME language and the combined RDAL-REMH languages for integrating the USE-













This thesis had the main goal of presenting a solution for evaluating the usability of DSLs.
We started by introducing our research objectives, formulating research questions and
presenting our research approach (Chapter 1). We continued by understanding the rel-
evant DSL context (its implementation, stakeholders and life-cycle) and the traditional
procedure of usability evaluation of software products (Chapter 2). Further, we intro-
duced a related work, highlighting a state of practice in DSL evaluation and identifying
a usability evaluation approaches for GPLs and efforts which may lead to DSL usability
evaluation, like the cases of application of UCD methodology and inclusion of the domain
experts feedback into DSL development (Chapter 3).
We proposed to approach our problem by introducing an experiment design model
which is general enough to be applied to different usability assessments. This model was
further placed in a process of iterative UCD DSL development which was defined as a
pattern language (Chapter 4). We captured all the relevant concepts and activities, by
using a MDD approach, in a USE-ME conceptual framework (Chapter 5) which was eval-
uated internally by the NOVA-LINCS researchers knowledgeable about the DSL, MDD
or usability.
From the point of view of feasibility of USE-ME conceptual framework to support
the DSL usability evaluation, we have developed a declarative tool support integrable
into DSL development infrastructure. The prototype was used to instantiate the usability
evaluation of industrial DSL and was evaluated with the master students involved in
DSL development projects (Chapter 6). Further, we illustrated how the USE-ME can be
integrated with DSL development and discussed the applicability of USE-ME approach
to incremental iterative DSL development, as well outside of the scope of MDD DSL
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approach (Chapter 7). Finally, we discussed the potential users of the USE-ME approach.
The final step was to prove that our approach provides a solution to our research prob-
lems. In Chapter 8 we report on the experimental evaluation of the persons experienced
in the DSL development or usability evaluation domain. We presented USE-ME evalua-
tion following our evaluation methodology, i.e. by explicitly presenting the considered
context. The evaluation corroborates our hypothesis.
We reported in Section 1.4, how we addressed our engineering problem through
progressive evaluation with several case studies, on which we report details in Chapter
9. We reported our experience during the development of a RPG DSL following the
regulative development cycle (Annex II) and our initial evaluation of the DSL named
Pheasant (Annex I) as a part of our problem investigation. Further, two industrial case
studies, FlowSL (Annex III) and Visualino (Annex IV), and one academic study, DSE
Merge (Annex V), served to illustrate our solution design. Further, we combined approach
with an existing requirement engineering approach for DSLs to show it’s integrability with
existing DSL development support (Annex VI).
10.2 Results obtained
The problem tackled in this thesis is very well-known in the area. To our knowledge
before this thesis was written there was no real attempt to tackle the problem in such a
global and methodical manner. Therefore, during our thesis argumentation, we believe to
have introduced the systematic approach which promotes quality in use of DSLs, during
their development process by leveraging usability as a first-class concern. We present a
summary of the main results achieved and some of the benefits of the development of
this dissertation:
1. To address the problem of the absence of the systematic approach for the DSL us-
ability evaluation we proposed a conceptual modelling framework called USE-
ME. This comprehensive framework, which is presented in Chapter 5, identifies
all the mandatory concepts and activities and aggregates them into a formal meta-
model. It highlights the complexity of the information that should be traced to
streamline and automate the UCD process. The conceptual framework contributed
directly to the thesis objective, by providing a set of practices that should be intro-
duced to provide a complete solution to a complex problem of placing intended
users as a focal point of DSLs design and conception. The framework helps the
language engineers to explicitly model the evaluation process, which contributes to
monitoring the impact of language evolution to the efficiency and effectiveness of
practitioners using the language. We applied our approach in real-life case studies
of the usability evaluation of a several DSLs.
2. To promote usability concerns since an early stage of development of DSLs, we
proposed a set of patterns and specified an iterative process which integrates
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well with the DSL development phases. The incremental nature of a typical DSL
life cycle may also give the erroneous feeling that the language is being implicitly
validated due to the intense interaction with the domain experts. The problem there
is that the domain experts involved in the language development may not actually
be the end users, and may therefore introduce biases in the perception of the lan-
guage design and its usability. We proposed systematic approach which describe
the best practices for application of usability evaluation methodologies during a
DSL development process [21] (Section 4.2). The USE-ME conceptual framework
supports specifying experimental assessments and tracing the impact of usability
improvements since an early stage of development of DSLs. Further, the system-
atic approach, where usability concerns were promoted early, was applied in the
context of the iterative development of a two industrial DSLs: DSL for humanitar-
ian campaigns flow specification (FlowSL) [23] (Section 9.3); and a language which
supports children to program a robot (Visualino) (Section 9.4).
3. To integrate existing IDE support for development of DSLs with high Quality
in Use, we developed a tool support [27]. Despite the importance of patterns
and comprehensive conceptual framework, they may not be sufficient to enable
the language engineers to learn and use the systematic approach, in practice. The
previously mentioned contributions would not be easily deployed if not supported
by a modelling tool integrable into DSL development infrastructure. The USE-ME
prototype [27] (Chapter 6) was integrated with an existing Eclipse-based IDE to
support the development of DSLs. This prototype enables language engineers to
take the role of Expert Evaluators and to prepare the evaluation models. Also, it
supports tracing the evaluation goals, reusing experiment designs and providing
better documentation and reasoning.
Some of the benefits arising from these results and confirmed by case studies:
• Feasibility of the conceptual framework to support the language engineers to
prepare evaluation models. We found that evaluation experts knowledge can be
transmitted to a typical DSL Engineer through the USE-ME conceptual framework.
The framework was first validated by researchers from NOVA-LINCS research cen-
tre which were not involved in the framework development. These experts provided
valuable feedback and improvement suggestions over the framework. However,
people with high level of experience might also not be available during the DSL
development process to take the role of Expert Evaluators. Therefore, we performed
a preliminary pilot evaluation of the framework prototype with inexperienced en-
gineers (i.e. master students in informatics) [28]. They found it easy to create test
model specifications for the evaluation and a supporting tool expressive enough
for the purpose of specifying usability evaluation. Finally, we conducted evalua-
tion study with experts in community, which confirmed the feasibility of USE-ME
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conceptual framework to support language engineers in conducting usability eval-
uation of DSLs.
• Traceability of evaluation goals. Our systematic approach enabled tracing a jus-
tification of the assessment, and its impact throughout the evolution of the DSL.
Each evaluation goal is a concrete instantiation of a high-level usability objective. It
refers to the precise context which stores the assumptions which impacted the eval-
uation decision. As a consequence of the evaluation, new features get discovered,
and development priorities can change. The result of the previously performed eval-
uations alters its scope, as context awareness of the DSL stakeholders grows and
changes over time. The evaluation impact gets smaller as the context knowledge
gets wider.
• Easy integration. The given systematic approach does not depend on any partic-
ular technology. It was specified taking into consideration reuse of the existing
knowledge defined in the common DSL development. Explicit integration points
are designated as a part of a conceptual framework enabling easy integration with
existing DSL artefacts or assessment support.
• Reusable experiment design. The evaluation modelling defines the experiment
objects which are reusable. We showed in the case of Visualino (Section 9.4) that
we managed to reuse the majority of the experiment design between iterations and
benefit from this reuse by having a direct comparison between the current and
previous version of the language.
10.3 Future work
In this section, we are pointing out the future work which emerged from the proposed
methodological solution. Namely, we highlight the following two work directions to be
explored:
Evolution of the tool. The USE-ME approach, besides documenting the evaluation
process, enables reasoning about the models and setting a clear workflow to its users. As
part of the future work, we are improving the tool support to guide the users through
the modelling process and validate the models. It is being implemented as a part of Goal
Coverage engine, which will contain specification and verification of different syntactic
and semantic rules depending in which step of the USE-ME process is a user. This engine
will also support the verification of the rules taken into account by the models in the
different development stages. Finally, the USE-ME engine will be extended with a tool
for (semi)automatically determine the success coverage of the specified usability goals by
the DSL developer.
Identification and illustration of the integration points. One example was to join
our approach with existing requirement based approaches for the development of DSLs.
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Another perspective is the integration of support for experimental design, as well as a
survey and interaction modelling support with the tool. Finally, another follow-up to the
presented work is to study the integration of USE-ME with already existing solutions and
modelling workbenches for the development of the DSLs. We believe that this contribu-
tion is a step towards the automation of the DSL development process tackling a specific
concern that is typically neglected, Quality in use.
We highlight here issues which were not addressed in the context of this thesis:
Validation of iterative life cycle. The proposed USE-ME conceptual framework is
claimed to support an iterative DSL development life cycle. In a real DSL development
environment, it is hard and not realistic to apply two different development processes. In
this case, one process should be implemented with the USE-ME conceptual framework
and another without it to real case development of DSL. For this it is necessary to have or-
ganizations available to support investment into this two different projects and to support
it with resources.
Reusability of the evaluation models in various context (reusing existing designs
for the other DSLs). We pointed out the reusability of the produced USE-ME models and
showed that it is possible to apply in the development of the same product in our two
industrial case studies (Sections 9.3 and 9.4). However, we find that reusing and reasoning
about different designs can be reused in different contexts. To make this possible, it is
necessary to obtain an appropriate number of developed models, and organise them with
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• User Testing - A representative amount of end users interacts with the software fol-
lowing a list of pre-defined tasks. Exhaustive observations of these human-system
interactions allow the identification of usability issues related to the system. This
evaluation method is commonly applied in a usability lab whose equipment enables
the recording of user’s gestures and user’s computer screen for later analysis.
• Heuristic Evaluation - A group of usability specialists judge whether each dia-
logue element of the software system follows established usability principles, called
“heuristics”.
• Interview - Both end user and usability specialist participate in a discussion session
about the usability of a software application.
• User Testing – Thinking Aloud / Thinking Out Loud - This version of user testing
involves the execution of the “thinking aloud protocol”. Users have to verbalize
their thoughts while they interact with the software system. Supervisors should
encourage end- users to express their opinions during the activity. In some cases,
this indication is only requested at the beginning of the testing.
• Usability Metrics / Software Metrics - The purpose of this method is to establish
quantitative measurements. Usability metrics quantify the usability of a system
regarding effectiveness, efficiency and satisfaction. Usually, some equations are
used to determine numeric values about the usability of a system. The participation
of a representative number of users is required to generalize the obtained results.
• Automated Evaluation via Software Tool - A software tool is used to perform all
the activities that are required in a usability evaluation. Depending on the type
of software, this tool can be able to simulate human actions. Other applications
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only keep track of the user’s activities, and perform metric-based measurements.
Additionally, these systems can generate a log file that can be analyzed after the
testing.
• Cognitive Walkthrough - A usability specialist simulates the actions of a novice
user of the system. During this interaction, the inspector has to identify potential
issues of usability.
• Prototype Evaluation - Both, an end users and usability specialists participate of
a meeting in which users are asked to explain their expectations about a paper
prototype or a mockup.
• Focus Group - A representative group of end users are requested to participate in
an open discussion to analyze the graphical interface of a software product. In this
method, participants are free to listen and talk to other group members. In this way,
they can develop own ideas based on previous comments.
• Checklist Verification - A usability specialist verifies if a graphical user interface
meets a series of well-defined design specifications. A verification checklist helps
inspectors to manage all of the details of usability that must be considered in a
particular software product.
• Pencil & Paper - The users evaluate aspects of a prototype on paper. They are free
to modify the interface design with a pencil. Additionally, they can write their
comments and make annotations to specify their observations in detail.
• Perspective Based Usability Inspection - In each inspection session, the specialist
focuses on a specific subset of usability issues covered by one of several usability per-
spectives. Each perspective provides the inspector a list of questions that represent
the usability issues to check and a specific procedure for conducting the inspection.
The assumption is that with focused attention and a well-defined procedure, each
inspection session can detect a higher percentage of the problems related to the
perspective used, and that the combination of different perspectives can uncover
more problems than the combination of the same number of inspection sessions
using a general inspection technique.
• Field Observation / Field Study - This method involves a usability specialist ob-
serving user’s natural behavior in their “natural habitat”, the field where the daily
activity takes place or the workplace where the software product will be imple-
mented. The facilitator gives the user a task and observes, takes notes, and asks
questions as the user employs the software product to complete the defined task.
Observation can be direct, where the inspector is present during the task, or indi-
rect, using special software to capture user actions on the computer and record the
session.
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• Eye Tracking - This method involves measuring either where the user is looking (the
point of gaze) or the motion of an eye during the use of a software product. There
are several devices to perform this kind of evaluation such as: special monitors,
specific cameras, sensors and even specialized software. By analyzing the visual
path of the end users across the interface, it is possible to determine the relevant
information, the sections that are ignored, the content which is overlooked any other
gaze-related question.
• Click Map / Scroll Map / Heat Map - Clickmaps shows where users click on a
software interface. This information allows inspectors to identify the most popular
sections, and see which sections users mistake for links. This map is often repre-
sented by colors which indicate the amount of clicks in a specific area. A click map
can be obtained through the use of a special software tools.
• Opinion Mining - This method refers to the use of natural language processing
and text analysis to identify subjective information regarding the usability of a
software product. For this purpose, a representative group of user have to write
their opinion for certain software in three usability factors: effectiveness, efficiency
and satisfaction. Then, these comments are analyzed using specialized techniques
of Computer Science to determine how positive or negative are in each category.
• Web Usability Evaluation Process - This method involves the decomposition of the
usability concept into sub-characteristics and measurable attributes, which are then
associated with metrics in order to quantify them numerically. This technique has
been specially developed for Web applications. The purpose is to provide feedback
during all phases of the software development process. A complete model, includ-
ing all the sub- characteristics attributes and their associated metrics, is provided
by the authors of this method.
• Retrospective Thinking Aloud - This method is another variant of user testing. It
is a similar practice to the thinking aloud protocol, however in this method, users
have to verbalize their thoughts after the user testing session activities, instead of
during them. Users are requested to use the system and perform certain tasks in
silence. Participants verbalize their thoughts afterward while they are watching a
recording of their performance.
• Cognitive Task Analysis - This techniques involves the process of learning about
ordinary users by observing their interaction with a specific software product in
order to understand in detail how they perform their tasks and achieve their in-
tended goals. Tasks analysis helps to identify the tasks that a software application
must support and can also help you refine the navigation or search. This method
is focused on understanding tasks that require decision-making, problem-solving,
memory, attention and judgment.
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• Usability Guidelines - A group of specialists have to evaluate the graphical inter-
face of a software product according to pre-defined usability guidelines. Although
this technique is similar to heuristic evaluation, the procedure is different. In this
technique, each inspector can work individually. There is no need to rate the sever-
ity and criticality of each usability issue. The assessment tool is not necessarily a
set of usability heuristics. Inspectors can even use guidelines that are provided by
the software development company.
• Card Sorting - This method can be used to verify the organization and structure of
the information that appears in a software application. For this kind of evaluation,
some paper cards are required. Each card has to contain a word or phrase written
on one side. This expression has to represent a specific concept that is considered as
part of the graphical user interface. Participants are given a stack of cards and are
asked to group them together as it makes sense to them. They organize topics into
categories and may also help to label these groups. If an accepted and standardized
taxonomy becomes visible, it would be appropriate to apply that taxonomy in the
interface.
• Canvas Card Sorting - This technique is a variation of the classical card sorting.
This method requires that users select the most valuable concepts and arrange them
in a predefined template. In this version, the main categories are previously estab-
lished, and users only have to place each card into one of the groups.
• Retrospective Sense Making - This method is based on a retrospective protocol,
in which users are asked to verbalize their thoughts after a set of tasks is com-
pleted. This specific technique establishes the use of open-ended questions in order
to encourage users to process information from the long-term memory, providing
justifications and explanations of certain actions they performed during their inter-
action with an interface. The questions should be oriented to analyze the cognitive
process through which people experience problems and choose to perform certain
actions, among alternative ones, in order to solve the problems experienced at a
specific point in time.
• Personas - This method involves the description of different fictitious users of the
software application. These representations should include a brief profile of goals
and characteristics that represent the needs of a larger group of real users. The
evaluation involves an analysis of the graphical user interface considering the goals,
possible behaviors, attitudes, motivations and business objectives of each profile.
• User Workflow - This method establishes the elaboration of diagrams to represent
all the paths that are available in a software system to perform a specific task.
This diagram allows specialists to analyze the achievement of multiple goals which
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involve many sub- tasks. Additionally, it permits the examination of the different
users’ preferences and the order in which certain tasks are performed.
• Cognitive Jogthrough - This method is an alternative version of the cognitive walk-
through. In this version, while inspectors are working through a series of tasks,
they ask themselves a set of questions from the perspective of the user. The answers
to these questions should be ranked according to the percentage of potential users
are expected to have problems (from 0 to 3 in a Likert scale).
• Domain Specific Inspection - This method involves the use of a model that can
be adapted to any software domain. Specialists should determine the areas and
attributes that are more relevant for software they are going to evaluate. The inspec-
tion should be performed according to the guidelines that have been established for
each usability attribute.
• Participatory Heuristic Evaluation - is an extension of the traditional heuristic
evaluation where some principles are considered to evaluate the graphical user
interface. Participatory heuristic evaluation uses the same technique. However, it
involves the participation of end users in the evaluation process as “domain expert
inspectors”. Additionally, some additional heuristics are added to include some
usability aspects that are not considered by the traditional Nielsen’s proposal.
• Semiotic Inspection Method - The purpose of this method is the analysis of the
messages conveyed through the designer-to-user metacommunication. These mes-
sages are expressed with a broad range of signs and symbols in the interface, from
one or more signification systems. The aim of the semiotic inspection method is the
evaluation of these elements, searching for actual or potential problems of commu-
nication and redesign opportunities to improve the communication.
• Usability & Communicability Evaluation Method - In this method, evaluators
have to identify communication breakdowns while a representative amount of users
interacts with the product software. There are thirteen expressions of communi-
cation breakdown or labels to categorize the problems of communicability and
usability. The evaluator should interpret these issues and rebuild the message to
identify possible improvements.
• Simplified Pluralistic Walkthrough - Users and designers participate together in
a meeting to evaluate new ideas regarding the graphical user interface of a software
product. The method does not require a working prototype. They can develop a
design from just ideas. The system designers can get valuable information about
the users’ tasks in addition to the comments on the design.
• Simplified Streamlined Cognitive Walkthrough - This method establishes the
same procedure than cognitive jogthough. The difference is that evaluators only
183
APPENDIX A. USABILITY EVALUATION METHODS
required asking two questions at each step of the inspection. Moreover, it involved
to elaborate less documentation.
• Music Performance Measurement Method - This method establishes that the us-
ability of a product is measured by the extent to which specific users achieve specific
goals in a specific environment. Some metrics are employed to determine qualitative
data regarding usability. The technique indicates that the controlled experiments
should be performed as close to a real work environment. A software tool called











Patterns for DSL usability evaluation
The DSL developed through the Pheasant project (Section 9.1) is a good example of
known-use of the pattern language to be illustrated in this section, as it is a complete
exercise for a DSL development and is designed with strong user feedback, focusing
on understanding how the language is perceived, learned, and mastered. It also gives
classification of users, categorizing them by identification of their specific requirements.
The case study of the language validation through Usability evaluation tests is included
[18] (Annex I).
B.1 Agile development process
B.1.1 [Pattern] User And Context Model Extraction
The main goal of designing a DSL, or any other language or software system, is to satisfy
the user’s requirements. We need to design the language in a way that the number of user
profiles covered by Usability evaluation of a DSL should be significant in relation to the
actual number of intended DSL End User profiles. This means that, in the majority of
cases, the number of user profiles and contexts of use characteristics will also be relevant.
B.1.1.1 PROBLEM
How to distinguish for which user profiles and contexts of use we have validated the
DSL’s usability level?
B.1.1.2 FORCES
• On-Budget Completeness. The language developers need to balance the number of
features that need to be incorporated in the language and evaluation design with
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the time and effort required to complete said design.
• User Coverage. It is sometimes easy to forget that, in general, a DSL is intended to be
useful for only a relatively small set of users and not a wide range of them. When
designing a language we must pay close attention not to place too much effort in
satisfying requirements of non-target users.
B.1.1.3 SOLUTION
Before building a new DSL we should identify all intended user profiles and target context
of use. These user groups should be characterized by their background profiles and
domain expertise, as well as different stakeholder positions in solving problem groups.
These general user characteristics should be weighted according to its relevance, which
will influence the relevance level of each chosen test user group.
Also, in the same way we should define a complete context model that will contain
all technology variations that will be possible to use, equipment availability, additional
software support and its compliance to new system, as well as intended working environ-
ments and its effect on using a system.
By building a complete user and context model we are able to control for which extent
of targeted user population, as well as environmental and technical range, Usability is
reached. However, this is hard to achieve on a strict budget and the development team
should be aware that some requirements might only be identified at later stages.
As the new domain concepts are identified for the DSL, potential users of those con-
cepts, and contexts of use should be defined. This introduces the problem of knowing
if all user groups are represented and how those user groups relate with the others and
with the overall context and domain. Moreover, if usability is to be validated iteratively,
the Expert Evaluator need to be able to manage and extract feedback from a large number
of users on a regular basis.
For that extent, building the context and user model should be done within the domain
analysis phase of the DSL development.
B.1.1.4 EXAMPLE
The user model is obtained by identifying the list of main characteristics based on which
categorization of user groups is accomplished. For the case of Pheasant (see Figure B.1)
these characteristics are prioritized with a Likert scale representing an evaluation im-
portance weight ranging from 1 to 5, where 1 means ‘unimportant’ and 5 means ‘very
important’. After indicating these weights, it becomes trivial to extract important user
models that need to be evaluated.
This weight hierarchy will become increasingly detailed with each new iteration. For
instance, if the main profile observed is that of a physicist, we need to find details which
help to isolate specific characteristics, thus creating sub profiles. In the case of Pheasant,
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Figure B.1: List of user characteristics (taken from [21])
Figure B.2: Users working equipment and environment (taken from [21])
we are interested in physicists who 1) have knowledge of HEP experiments and particle
physics, and 2) have knowledge of programming and querying. The context model details
the user’s working equipment. As Pheasant is meant to be used from computers, it is
essential to describe the scope of computer characteristics (see Figure B.2). This allows
us to reason about whether any usability issues detected in the language can be traced to
inappropriate equipment or working environment. Working environment can also cause
user to obtain lower results during use of language, so it is important to describe and
control main environment equipment.
Also, it is important to characterize the language operating environment to which
we target the desired usability levels (see Figure B.3). As it may be too expensive to
perform testing with all language operating environments configurations, one should
assign different priorities for different configurations, so that at least the most important
configurations are tested.
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Figure B.3: Language operating equipment and environment (taken from [21])
B.1.1.5 RELATED PATTERNS
• ITERATIVE USER-CENTERED DSL DESIGN (Section B.1.3). To begin the develop-
ment process, it is required that the USER AND CONTEXT MODEL EXTRACTION
is featured.
• EVALUATION PROCESS AND DESIGN PLANNING (Section B.1.2). While the re-
sources for the user and context model are gathered, a plan for evaluation should
also be considered.
B.1.1.6 KNOWN USES
In usability testing one of the main problems for achieving usable products is that de-
velopment focuses mainly on the machine or system, not considering the human aspects
of software. There are three major components that should be considered in any type
of human performance situation: Activity, Context and Human. Designers should focus
on all three elements during development [172]. Benefits of user and context model-
ing on management and final product are confirmed in areas of service and interface
development.
B.1.2 [Pattern] Evaluation Process And Design Planning
During the development of a software artifact such as a DSL, the development team needs
to carefully plan how the development stages should proceed and what are the required
features that are to be developed in each step of development. In this case, the same
attention must be given to Usability evaluations and experimental designs.
B.1.2.1 PROBLEM
How to plan the processes of evaluation experiments and control the adequacy of the
produced solutions to the intended users and respective context models?
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B.1.2.2 FORCES
• Planning and Control. Through good and careful planning the engineering team
becomes more able to control and validate results, and to know the scope of their
impact. Planning is a time consuming task and if not done carefully induces the risk
of spending resources on evaluations with questionable validity and usefulness.
• Reusability. Results, if packaged correctly, can be reused or replicated on another
solution or similar context as long as adequate measures for each context are con-
trolled and validated. However, it becomes easier to reason about the impact of
recommendations that resulted from each experiment and reuse these conclusions
for another evaluation session.
• Balance user need validity and budget. From the users’ stand point all wished features
and requirements are valid and essential. However, not all features fall within
budget and not all users have the same amount of influence in the outcome and
features of the DSL.
• Experimental evaluation cost. There is a tension between the cost of a full-blown
experimental evaluation and the need to make short delivery sprints.
B.1.2.3 SOLUTION
When planning the evaluation process and experimental designs, the Expert Evaluator
must document the main problem statements and their relations with intended exper-
iments. The documentation should include initial sample modeling (considering all
possible samples, groups, subgroups, disjoint characteristics, etc.), context modeling, in-
strumentation (e.g. type of usability tests and when to use them), the instrumentation
perspectives (e.g. cognitive dimensions fundamental to assessing usability) and their
relation with metrics acquired through data analysis and testing techniques.
To assess the validity of results that will lead us to reason about Usability of the
domain-specific solution, Domain Experts and Language Engineers should list goals and
system requirements that are basis for successful process and extent of experiments. The
main problem statements and intended usability experiments should be designed with
care, to ensure replicability, and to control the result of alterations.
B.1.2.4 EXAMPLE
In this pattern we need to identify and prioritize all goals of the language, as well as the
goal of the evaluation. The goals for Pheasant are described in Figure B.4.
These goals will later be used to control which goals were addressed by the problem
statements of experiments and the heuristic evaluations.
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Figure B.4: Goal lists (taken from [21])
Figure B.5: Task list (taken from [21])
Goals are fulfilled by executing tasks, therefore we need to list and prioritize them
to further decide how to design instrumentation and metrics to capture these tasks (see
Figure B.5)
Figure B.6: List of comparison elements (taken from [21])
As the goal of Pheasant is to obtain better querying than in the previous approaches,
it is important to list comparison elements that should be addressed during evaluation
(see Figure B.6).
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B.1.2.5 RELATED PATTERNS
• ITERATIVE USER-CENTERED DSL DESIGN (Section B.1.3). Developing an eval-
uation plan of action with goal and requirement analysis is an important starting
point for iterative development.
B.1.2.6 KNOWN USES
Identifying and controlling evaluation process and design trough set of tasks, evaluation
goals, and different test approaches is a common approach for evaluating experience in
using any product or service. Examples of its use can be found in assessments of customer
satisfaction, evaluation of public opinion, evaluation of psychological capabilities in hu-
man resources, as well as in evaluation of user interfaces. Detailed example of practical
application to query languages can be seen in [167].
B.1.3 [Pattern] Iterative User-Centered DSL Design
When developing a new DSL, the development cycle is intertwined with scheduled de-
liveries of incremental versions of the DSL. Since the focus of development is usually on
the delivery time and functionality, rather than the user’s needs, it is usual to attain a
solution which did not reached desired level of quality in use and quality of experience.
B.1.3.1 PROBLEM
How to ensure that the domain-specific solution will result in increased level of users’
productivity when compared to the existing baseline?
B.1.3.2 FORCES
• Cost of Usability Control vs. Cost of Future Modifications. If we do not control usability
tests during the several development stages, essential evaluation failures may lead
us to meta-level changes that are equivalent to language development from scratch.
• Development Cost. Developing any language is a very expensive endeavor, more so
because of the need to ensure that we will produce highly usable language that
provides qualitative experience.
B.1.3.3 SOLUTION
As we discussed previously in EVALUATION PROCESS AND DESIGN PLANNING (Sec-
tion B.1.2) , Productivity is related to the level of achieved Usability. Therefore, to prove
the long claimed productivity increase provided by introducing DSLs, Expert Evaluator
need to introduce User-Centered methods to DSL life-cycle.
On other hand, in order to increase the chances of adoption by End Users within the
domain, the Language Engineers should embed User-Centered design activities within
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the DSL development process itself. It is important to involve Domain Experts and End
Users in the development process, empowering them to drive the project and specify
their use case scenarios. However, executives and users of the language models should
be involved but not overly committed to it, as users will quickly become afraid of being
accountable for eventual project mishaps.
Each iteration of the development cycle should be combined with a User-Centered
design activity where usability requirements are defined and validated through constant
interaction with target user groups. This means that the user becomes an invaluable part
of the development process and receives some measure of responsibility over the outcome
of language design and development.
B.1.3.4 EXAMPLE
Like the pattern explains, we should build a schedule of all iterations at the beginning,
clearly identifying participants and what features are to be tested. At each passing iter-
ation we can then re-prioritize the remaining iterations according to what was accom-
plished.
These schedules should also include careful approximations of how much time and
how many participants will be involved in active work on the usability evaluation. This
includes the time that is required to make guidelines, list requirements, choose metrics,
and implement focused workshops to discuss the results, analysis of results and so on.
An example of a one such schedules is shown in Figure B.7.
Figure B.7: Evaluation iteration description (taken from [21])
In this case, the set of Pheasant iterations can be seen as a single development cycle
step after which, if additional development was required, we would have similar usability
iterations inside a new cycle with the new product in use. On this next cycle, the schedule
would be easier to predict since they would be based on the numbers from the previous
cycle. This gives the development team the means to control the cost of evaluation.
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As expected, the 200 hours requirement of the first iteration includes the time needed
to prepare and estimate the first evaluations. The following iterations require consider-
ably less time as they are based on the previous ones.
B.1.3.5 RELATED PATTERNS
• USER AND CONTEXT MODEL EXTRACTION (Section B.1.1). User and context
model need to be extracted so that is possible to plan which of them will have
impact on iteration.
• EVALUATION PROCESS AND DESIGN PLANNING (Section B.1.2). Goals need to
be explicitly expressed in order to plan each iteration.
• ITERATION VALIDATION (Section B.1.4). Each iteration should be followed by a
validation stage where the output of the iteration is validated against expectations.
• CONTEXT SCOPE TRADING (Section B.1.5). Allows the analysis of what should be
done in the next iteration.
B.1.3.6 KNOWN USES
The Usability engineering lifecycle is iterative by itself and should be merged with de-
velopment of any product [143]. Involvement of user-centered techniques in iterative
development of software product is becoming common, and examples vary from user
interfaces to data oriented applications [53].
B.1.4 [Pattern] Iteration Validation
Developing any form of complex software artifact, the professionals in charge of develop-
ment need to constantly reevaluate priorities of features and requirements according to
the way the project is developing, its goals, schedules and budget.
B.1.4.1 PROBLEM
How to control which usability problems were solved, and analyze their possible relation
with new ones that may arise?
B.1.4.2 FORCES
• New features vs. fixes. During development, it is frequent to discover new require-
ments that the user considers of importance. It is up to the development team to
decide if these are considered new features or fixes to improve quality of solution.
The latter should have top priority while the former should be carefully analyzed
and sized.
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• Featurism vs. usability. The Expert Evaluator should clearly define the line where
the number of features begins to jeopardize usability rather than promoting it.
• Loss of focus. As the DSL development process progresses and the number of features
increases, it is easy to lose track of intermediary goals. It then becomes increasingly
important to validate what has been accomplished at each iteration and measure
how far we are to our true goal of a usable DSL.
• Iteration Validation schedule. The validation itself should be short and concise, so
as to not overstep the boundaries of the current iteration’s development schedule.
However it should be dense enough to allow the least amount of work to be post-
poned for additional iterations.
• Regression Testing. At each iteration evaluation is focused mainly on new features of
the language but, as the language is growing incrementally, it ends up re-covering
language details addressed in previous iterations. This is essential to ensure that
new features don’t deem previous features unusable, however there is also a cost
associated with re-testing every previously tested feature. In this case the require-
ment is that at key iterations, when a new stable major version of the language is
developed, testing and validation is performed on the full set of language features
and not only on those newly added.
B.1.4.3 SOLUTION
Although DSLs are developed in constant interaction with Domain Experts, by validating
the iterations in time-box fixed intervals we can monitor progress and check if it is going
in the desirable direction. If it is not, developers are able to react to possible problems
on time. At any point during language development, new requirements may arise and
it is the job of the Language Engineer to evaluate them from a language point-of-view,
while the Expert Evaluator is required to analyze and frame the new requirements into
the time-box. The length of the project itself should not be allowed to extend over the
intended deadline or to surpass the original budget except in very specific cases when the
new requirements translate into make-or-break features that cannot fit into the original
project scope. Nonetheless, every change in the project has to be carefully analyzed and
a compromise must be reached with the decision-maker stakeholders.
If ITERATION VALIDATION is not completed at least every few iterations, when the
number of features developed is enough to warrant user tests, then there is a higher risk
of failure of iterative development.
Time-boxing is concluded with a progress report and with documenting results of the
validations in an iteration assessment that consists of:
- A list of features that obtained the required level of usability
- A list of usability requirements that were not addressed
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- A list of usability requirements that need to be reevaluated or that represent new
requirement items
This should be done through explicit communication with all relevant stakeholders
of the validated iteration.
B.1.4.4 EXAMPLE
Picking up Pheasant’s 5th iteration from Figure B.7, validation of the iteration is accom-
plished by defining what features were successfully implemented and which still require
some work (see Figure B.8). Understanding the status of usability evaluation for the
current iteration allows us to redesign the schedule for the next few iterations.
Figure B.8: Iteration validation (taken from [21])
B.1.4.5 RELATED PATTERNS
• VALIDATE ITERATIONS ([203]). More than understanding if iterations are on track
and re-working the following iterations accordingly, as the VALIDATE ITERATIONS
pattern which Völter et. all. suggests, ITERATION VALIDATION requires the
project team to validate if usability remains a concern throughout every iteration.
• ITERATIVE USER-CENTERED DSL DESIGN (Section B.1.3). Validation is a part of
the iterative design and development process of a DSL.
• CONTEXT SCOPE TRADING (Section B.1.5). The output of ITERATION VALI-
DATION is fed into CONTEXT SCOPE TRADING to allow the analysis of future
iterations.
• FIXED BUDGET USABILITY EVALUATION (Section B.1.6). Validation controls how
the budget was spent to accommodate usability questions.
• USABILITY REQUIREMENTS TESTING (Section B.2.4). Based on requirements test
results we have means to perform iteration validation.
B.1.4.6 KNOWN USES
Validating iterations of product development cycle is beneficial for controlling devel-
opment of any end product. It makes clear what issues are addressed and reviles new
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requirements that are overseen in planning of first cycle, and keeps track of validated
approaches. This methodology helps to justify new specifications for project management
and involves their decisions trough project [203].
B.1.5 [Pattern] Context Scope Trading
During the development of the DSL, the development team needs to maintain both the
focus of the development and the timeline and budget set by the project owners.
B.1.5.1 PROBLEM
How to ensure that each development iteration remains focused on the user’s needs while
maintaining a short time frame?
B.1.5.2 FORCES
• In-loco user. Working directly with representative user groups, will allow detecting
early the majority of usability defects so that they can be fixed at a minimum cost.
• Following Recommendations. Following guidelines and recommendations for the
most relevant quality characteristics can be a time-consuming task. However this
will result in early adoption of best practices that will eventually contribute to a
usable solution.
• User Needs vs. Project Management. Sometimes defining requirement priorities ac-
cording to user needs goes against project management best practices. It is up to the
development team to ensure that both goals are achieved within the same package.
• Sustainable focus. When working within a budget and time limit, it is hard to focus
on all usability requirements at each iteration and continue to ensure a successful
iteration outcome. Some requirements are bound to receive more attention than
others and lengthy requirements tend to always get pushed to future iterations
[108].
• Spread thin. Although tempting, in medium/large projects it is impossible to take
into account all intended user profiles, environmental dependencies and domain
concepts in a single iteration. It is up to the engineering team to decide the iteration
scope and to recognize how to profit from short iterations bursts.
B.1.5.3 SOLUTION
Short iterations require short and well scoped contexts. Each iteration needs to precisely
characterize the context that specific iteration will capture from the set of global context,
intended users and domain solution.
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To keep the user as the focus of each agile iteration, the results of usability tests should
be used to ensure that development prioritizes the most significant features, with focus on
prioritized quality attributes and on the most representative user groups for the relevant
context.
In order to effectively achieve this, each iteration should be preceded by a Scope Trad-
ing Workshop where all relevant stakeholders should come to an agreement on the context
scope of the iteration. They should also agree on how the captured outcome of usability
tests and experimental evaluations is to be handled.
The workshop should be used to:
- Assign a strict sequence of priorities to items in usability requirements list, depend-
ing on relevance of the domain concept’s use-case;
- Identify the most relevant items from the backlog that should be solved in the next
iteration;
- Reanalyze priorities of usability problems according to intended scope of user and
context model;
This workshop should take place in the domain analysis phase, after validating it-
erations. Prior to the first iteration of the development process, identification of scope
is achieved according to the extracted user and context model from the initial project
plan. The intended scope of user and context model is analyzed more in depth after its
definition during the workshop.
B.1.5.4 EXAMPLE
Following the scope model defined in the USER AND CONTEXT MODEL EXTRACTION
(Section B.1.1) pattern, we define the User and Context scope as given in Figure B.9.
Figure B.9: Language Use Scope (taken from [21])
This scope is a subset of the scope defined in Figure B.1 and Figure B.2, accounting
for the fact that changes occurred in the set of available user groups and environment
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throughout the iterations. Using this new reduced scope and with the definition of evalu-
ation for the iterations of the first cycle, as defined in Figure B.7, we define the current
evaluation scope as is shown in Figure B.10.
Having defined this scope, it is easier to calculate the budget of the evaluation, and to
design experimental evaluation focusing just on the given goals.
Figure B.10: Language Use Scope (taken from [21])
B.1.5.5 RELATED PATTERNS
• SCOPE TRADING ([203]).These patterns are very similar in idea, however it relates
more to strict requirements. CONTEXT SCOPE TRADING can be seen as an ex-
tension of the original pattern to allow context trading considerations, which are
valuable for DSLs.
• ITERATIVE USER-CENTERED DSL DESIGN (Section B.1.3). CONTEXT SCOPE
TRADING is a mandatory development strategy of ITERATIVE USER-CENTERED
DSL DESIGN.
• FIXED BUDGET USABILITY EVALUATION (Section B.1.6). The iteration scope
defined within CONTEXT SCOPE TRADING constrains what can and can’t be done
within budget limits.
• ITERATION VALIDATION (Section B.1.4). The output of each validation stage is
used to define what went wrong and if its solution is within budget.
B.1.5.6 KNOWN USES
Scope trading on any product development method gives input means to its budget
definition [203]. Any evaluation requires precise definition of its scope, in order to be
able to validate its results and indicates trade-offs in design decisions [172].
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B.1.6 [Pattern] Fixed Budget Usability Evaluation
We need to develop a usable DSL for a fixed budget. The abstract nature of the language
and complexity of the domain knowledge prevents contractual details from capturing
every aspect that needs to be considered for a language design and implementation that
leads to a system that optimally supports users in their work.
B.1.6.1 PROBLEM
How to maintain the budget within planned limits and ensure development results in a
language with satisfying level of usability?
B.1.6.2 FORCES
• Scope vs. Cost. Evaluation, its scope and context, should be wisely planned in order
to minimize its cost but provide valid usability assurance.
B.1.6.3 SOLUTION
The engineering team should regularly validate iterations to user-drive the language
under construction. However, in order to reduce the cost of Usability validation in each
iteration the development team should focus on:
- Using short time-board iterations that concentrate on implementing main features
first and drafts of additional ones.
- Producing shippable DSLs in short iterations sprints. Since only a few features
will be addressed in each iteration, the end result might have features which are
left obviously unfinished and ambiguous. These unfinished features should act as
motivators for user feedback.
- Getting ‘live’ feedback about unfinished features through brainstorming of possible
solutions.
- Producing first level applications and evaluate them with users, focusing to capture
usability validations related to the language design.
After each usability evaluation, Usability requirements that have failed validation
must be annotated with clarifications, and listed alongside any new usability requirement
that may have emerged during the last iteration. Subsequently the development team
re-calculates realistic costs for all open usability requirements to enable scope trading
and iteration sizing.
After a few such iterations, the work can be packaged and made available in the form
of intermediary release. At this stage usability evaluation can/should be performed in
real context of use with representative user groups, and language artifacts can be fully
validated.
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B.1.6.4 EXAMPLE
Having defined the evaluation iterations of the first evaluation cycle, presented in Figure
B.7, we can calculate and fix the budget for our evaluation cycles. This budget is recal-
culated after each ITERATION VALIDATION (Section B.1.4). Cost estimation is made
easier by having detailed cost diagrams. This enables the development team to compare
the cost of each independent evaluation against the achieved result. Keeping this budget
accounting also allows a more precise prediction of future costs.
Figure B.11: Budget evolution for Pheasant (taken from [21])
Figure B.11 shows, for the first iteration cycle of Pheasant, how the budget evolved to
encompass changes in iteration duration and cost estimation. At each passing iteration,
the actual cost of the iteration was checked against the expected cost and budget correc-
tions were made to the following iterations so that the project can be globally balanced.
Having a well-balanced budget means that it becomes easier to know if the project is
going according to what is expected.
One thing that must be noted in the budget of the successive iterations is that the
number of expected work days also changes. This is an important fact as this indirectly
influences both the monetary cost of the iteration and the scope of the following iterations.
B.1.6.5 RELATED PATTERNS
• FIXED BUDGET SHOPPING BASKET ([203]). It is never enough to stress that it
is important to keep a fixed budget for whichever iteration style. Fixed Budget
Shopping Basket details how to split the overall project development budget over
all iterations.
• CONTEXT SCOPE TRADING (Section B.1.5). The iteration scope that is defined in
turn constrains what can and cannot be done within budget limits.
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• ITERATION VALIDATION. (Section B.1.4). The output of FIXED BUDGET USABIL-
ITY EVALUATION is used by ITERATION VALIDATION to understand if iterations
are going according to plan.
B.1.6.6 KNOWN USES
This pattern represents a concrete application of a method from risk management and
analysis. It is used for lowering the risks that result from big project investments and
provides various advantages such as requiring the contractor to be responsible for project
design and development, as well as for legacy of the projects. Applicability of these
models in scheduling and cost estimation of a fixed budget that is built in construction
projects is shown to be very beneficial [159].
B.2 Iterative User-Centered Design
B.2.1 [Pattern] Usability Requirements Definition
Understanding what is within the agreed budget for some project development is a skill
that requires both a focus on the project and on the users’ expectations by which the
project’s success is measured. When the main goal of the project is to achieve a usable
solution, managing the users’ expectations becomes much more important and can define
the entire development strategy.
B.2.1.1 PROBLEM
How to define expectations and desired usability of the intended DSL?
B.2.1.2 FORCES
• Independent perspectives on quality. Language Engineers are able to reason about
quality during development process. However, their perspective on quality does
not necessarily match the perspective of other stakeholders, namely the DSLs End
Users. These users originate from potentially different cultural backgrounds and
have different responsibilities and motivations within the domain. That means that
the perspective with which each End User of the language can look at it varies. By
looking to the same language artifact, different stakeholders will mainly focus on a
partial view of it, but all those partial views should be kept consistent. Features will
have different importance to different stakeholders, shifting his interest to different
measures of quality. Failing to identify this mismatch may lead to a solution that
does not meet the expectations of the DSL users.
• Conceptual model. Analysis of usability requirements can bring us closer to building
a correct conceptual model of solution and complete requirements model from the
End Users point of view.
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• Language Choice. When surveying commonly used software tools in the domain it is
very easy to end up comparing apples with oranges. Systematic studies of the tools
of the trade need to be performed, placing careful consideration with the intended
use of the different tools. Tools with slightly different applicability, even if used
in the same context of use should not be compared, unless the comparison takes
into account these application dissimilarities. For instance, Microsoft Excel and
the statistical software R can both be used to perform statistical analysis. However
these are two very different tools and each excels in its own specific niche.
B.2.1.3 SOLUTION
While building domain concepts, through direct interaction with Domain Experts it is
valuable to collect background information of the intended users of each language con-
cepts, to find what usability means to them. We essentially need to have a way to keep all
target user groups’ needs in mind when developing the language.
The Expert Evaluator should formulate a survey, questionnaire or interview with in-
tended user groups about their knowledge background and experience with previous ap-
proaches. This will help the engineering team to define precise user scenarios that should
be the focus of the iteration cycle. While electing domain concepts, critical features that
the user is concerned with should be identified and their relation with appropriate qual-
ity dimensions and attributes should be modeled. This model will later be used during
experiment design to construct correct instruments, like questionnaires, to measure the
distance between wished and achieved quality in use of provided solution.
In addition it is necessary to collect all data relating to the work environment and
software products that are already in use to solve the problems inherent to the domain.
It is important to identify characteristics that the users find that are useful, frustrating or
lacking while using those products. In this way engineering team can find what quality
means in the specific context of use for each user profile.
The solution provided intends to provide the basis by which the engineering team will
define requirements and domain-specific goals that need to be considered. For a more
in-depth explanation of this solution, we advise the reader to scan through the following
example.
B.2.1.4 EXAMPLE
In the case of Pheasant, one of the main requirements that motivated the project was
the need to provide a more efficient and easier to learn query language, thus overcoming
the problems of the previous approach. However, the new Pheasant queries needed to
remain consistent with the underlying system framework, so that would not be necessary
to change previously existing queries or future queries developed in other systems. The
Pheasant language needed to be developed aiming to raise the level of abstraction in such
a way that the End Users could ignore individual query implementations of the different
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Table B.1: Pheasant usability requirements for Understandability
Understandability
REQ1: The language features should be easy to understand, represented with familiar notation
to user
Internal Quality Check consistency with physics notation
External Quality Validate ambiguous feature design decisions with Domain Expert




Capture user opinion about features that take a longer time to be assessed
by user
Table B.2: Pheasant usability requirements for Expressiveness
Expressiveness
REQ2: Provide simple way to present complex queries
Internal Quality Repetitive construct flows of solving complex queries should be represented
near each other
External Quality Comparison tests on effort needed to solve the same queries with different
designs
Quality in Use Measuring time needed by expert users to solve complex queries
Quality of Expe-
rience
Feedback on logical flows of provided solution
REQ3: Improved readability of queries
Internal Quality Check query representations of baseline approach and its problems
External Quality Comparison tests on effort needed to solve the same queries with different
designs
Quality in Use Correctness of query interpretation by end users
Quality of Expe-
rience
Capture user suggestions of improvements for contracts that are not inter-
preted correctly, likability and confusions of solution representation
frameworks and in fact share their queries (i.e. have a way to talk about the specifica-
tion of their queries without having to go deeply into the details of the programming
environment).
Usability can be assessed at levels of Internal/External Quality, Quality in Use and
Quality of Experience [103]. As follow, we present the partial list of Usability require-
ments and tasks for Understandability (Table B.1), Expressiveness (Table B.2), Learnabil-
ity (Table B.3), Functionality (Table B.4) and Operability (Table B.5).
The diagram given by Figure B.12 shows how different internal and external quality
characteristics from ISO standards influence Pheasant’s Usability.
B.2.1.5 RELATED PATTERNS
• CONCEPTUAL DISTANCE ASSESSMENT (Section B.2.2). The requirements iden-
tified in USABILITY REQUIREMENTS DEFINITION are prioritized based on the
quality attributes they impact.
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Table B.3: Pheasant usability requirements for Learnability
Learnability
REQ4: The user documentation and help should be complete
Internal Quality All syntactic elements of language should be well documented and consis-
tent with metamodel change
External Quality All given language functionalities should be explained in documentation
and followed by example
Quality in Use Check how fast is user able to perform querying using help
REQ5: The help should be context sensitive and explain how to achieve common tasks for
different types of users
Internal Quality Check that provided description of use for each syntactic element covers all
use cases that include that element
External Quality For given use cases, check coverage of the examples provided for given
language functionalities
Quality in Use Check if the user is able to reuse same concepts in different context.
Quality of Expe-
rience
(Usually contextual help will present simple example. These should be
checked with more complex examples)
REQ6: Language syntax elements should be easy to remember by the user
Internal Quality For each syntax element, ask the user to give it a meaning, and if it is con-
fused to ask for other suggestion
External Quality Provide examples on how to solve problems and ask users to solve a similar
problem for which solution requires the same constructs (without consult-
ing teaching materials).




Capture repetitive misinterpretations of language elements by novice users
and provide quick test to experienced users for that element and collect
feedback with additional suggestions
Table B.4: Pheasant usability requirements for Functionality
Functionality
REQ7: Most frequent Querying task should be easy to do
Internal Quality Build concept element from most frequent tasks which have common logic
External Quality Count number of steps required to perform task
Quality in Use Measure time and number of mouse clicks/keystrokes to perform the task
Quality of Expe-
rience
Collecting feedback about likeability and pleasure that provided solution
given to users
REQ8: Concepts that are parts of same task should be presented sequentially, following same
logic
Internal Quality Sequence of domain concept relations should be analyzed against the tasks
they belong to
External Quality Make sequence diagrams with domain concepts




Collecting feedback about likeability and pleasure that provided solution
given to users
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Table B.5: Pheasant usability requirements for Operability
Operability
REQ9: Language actions and elements should be consistent
Internal Quality Feature and behavior diagram validation with Domain Experts
External Quality Testing if all diagram relations and rules are implemented correctly
Quality in Use Correctness of solving tasks that are constructed based on scenarios from
which diagrams were extracted
Quality of Expe-
rience
User opinion on improving consistency for tasks that have low level of cor-
rect solutions
REQ10: Error messages should explain how to recover from the error
Internal Quality Specifying language constructs where error recovery should be imple-
mented
External Quality Testing error recovery by specification




Collecting feedback about missing, misleading and incorrect error messages
REQ11: Undo should be available for most actions
Internal Quality specifying undo construct
External Quality Testing of undo construct
Quality in Use Capturing use of undo construct while solving tasks
Quality of Expe-
rience
Collecting feedback about missing, misleading and incorrect undo options
REQ12: Prevent users from producing syntax errors (e.g. misspelling)
Internal Quality Specifying model checkers inside the language
External Quality Implementing and testing model checkers
Quality in Use Capturing user’s repetitive intent to produce same syntactic errors, and
asking their opinion on how they can be more intuitive
Quality of Expe-
rience
Collecting syntax errors that may be produced by use of language in log files
REQ13: Prevent users from producing semantic errors
Internal Quality Specifying model checkers inside the language
External Quality Implementing and testing model checkers
Quality in Use Capturing incorrect query implementations and interviewing expert users




Capture user’s frustrations of repetitive semantic errors
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Figure B.12: Kiviat diagram of Internal/External Qualities for Pheasant (taken from [21])
• USABILITY REQUIREMENTS TESTING (Section B.2.4). Usability tests performed
at each iteration are evaluated against the usability requirements so as to allow a
definition that encompasses the current usability status of the language.
• EXPERIMENTAL DSL EVALUATION DESIGN (Section B.2.5). The usability require-
ments defined at the level of this are specified in QUALITY DESIGN MODEL that
is part of EXPERIMENTAL EVALUATION MODEL.
B.2.1.6 KNOWN USES
Usability is seen as a special aspect in requirement engineering, of which the main phase is
requirements definition [52]. Benefits of requirement engineering for MDD approach can
be seen in examples of software product lines, supporting traceability and contributing
to flexibility and simplicity in development [3].
B.2.2 [Pattern] Conceptual Distance Assessment
Extracting information from the users is a valuable source of data by which to measure
the current status of our solutions. However, to be able to analyze how each requirement
impacts the DSL, we need to find a way to extract influential quality attributes.
B.2.2.1 PROBLEM
How to measure conceptual distance between the user point of view to solve the problem
and the provided solution?
B.2.2.2 FORCES
• Quality Impact on Usability. More than defining what quality attributes are impor-
tant, it is essential to identify the quality attributes whose lack of actually impacts
usability. That information should enable developers to produce pertinent usability
metrics.
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B.2.2.3 SOLUTION
In order to understand how the design of the language’s architecture impacts the usability
requirements, the engineering team is required to elect quality attributes and connect
them with domain concepts, creating a two-way relationship of <influences/is influenced
by>.
Furthermore, for each domain concept and related usability requirement, we should
identify both its frequency and relevance within the domain. Weights should be assigned
between the quality attributes and the domain concepts according to their influence on
the final usability of the language.
Next, it is necessary to identify the frequency of different tasks that are covered by
the iteration scenario. Tasks should be divided into subtasks that can be directly related
with the domain concepts that will be tested.
This process will allow the Expert Evaluator to decide which usability tests are most
pertinent in the current development stage and for a specific usage context. Controlling
iteration priorities in turn enables a higher level of management over the usability process,
by defining which usability aspects and features are to be tested iteration-wise.
B.2.2.4 EXAMPLE
For Pheasant, considering only query writing tasks, the list of subtasks that the user is
required to cope with and respective frequency is as described in Figure B.13.
Figure B.13: Task frequency use table (taken from [21])
Writing query task consist of four subtasks: (i) Selecting Collections, (ii) Selecting
Events, (iii) Selecting the Decay and (iv) Selecting the Result. These subtasks are captur-
ing the domain concepts presented as the metamodel elements (see Figure B.14).
After having this analysis, it makes it easier to connect the metamodel elements with
usability requirements and produce concrete metrics in the terms of combination of
subtasks that user need to perform.
B.2.2.5 RELATED PATTERNS
• USABILITY REQUIREMENTS DEFINITION (Section B.2.1). In order to consider the
impact of Domain Concepts on the development, a clearly defined list of usability
requirements is essential.
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Figure B.14: Query subtask connection with metamodel elements (taken from [21])
• DOMAIN CONCEPT USABILITY EVALUATION (Section B.2.3). The impact of the
domain concept on the quality of the end product influences evaluation priority
and importance.
B.2.2.6 KNOWN USES
Conceptual distance has its roots in cognitive psychology. The concept of modularity
that is involved in MDD allows us to measure this distance using cognitive maps [150].
Application of this approach is visible in terms of analysis of physical notations and
cognitive effectiveness [41, 151].
B.2.3 [Pattern] Domain Concept Usability Evaluation
There are many advantages of determining the required quality characteristics of a DSL
before it is developed and used. Metrics are a common way to determine whether a
software development project is within the parameters that were defined for its execution,
i.e. budget and timeline. They are also useful to analyze whether some functional goals
are being accomplished. For DSL development, the focus of metric-based analysis is the
language metamodel.
B.2.3.1 PROBLEM
How to capture domain concept related with usability problems using metrics?
B.2.3.2 FORCES
• Metamodel evaluation. The level by which a metamodel is analyzed for usability
issues has a direct relation to future failures in implementation. Performing some
measure of qualitative analysis of initial language metamodel, which contains the
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domain concepts mapping at their initially stages, is an important step in language
engineering, since problems identified at earlier phases would not be propagated
onto the following phases of development.
• Agile development. The domain concepts defined in the language metamodel should
not be considered final and can/should be analyzed at fixed stages during devel-
opment in order to evaluate the ability of the metamodel to apprehend all needed
domain concepts and to allow for the agile inclusion of usability requirements.
B.2.3.3 SOLUTION
During the metamodel implementation phase, which is usually complex as the Language
Engineer needs to model all the domain concepts into the metamodel, it is also the time
when all domain concepts are fresher and can thus be analyzed from a top-down perspec-
tive.
Using metrics to analyze metamodel concept’s representation allows the engineering
team to reason on how different concept modeling will impact the Usability of the DSL.
Applying internal and external quality metrics we can reason about syntax dependences
(i.e. metamodel’s features) and their relation (i.e. meaning that they give).
Ideally the engineering team should be able to understand how changes and varia-
tions in the metamodel’s design influence functionality, operability and overall usability
of the language. With this knowledge he can measure and decide the importance of qual-
ity attributes to achieve the end goal and therefore which ones should be targeted and
subsequently validated.
Not all metrics and measurements contribute to this end as they might not provide
important feedback regarding quality improvement. The most significant metrics analyze
direct DSL usage by DSL users and extract information from the gathered DSL corpus.
Examples of these metrics include:
- Clone Analysis. Like in GPLs, duplicated code is a very well-known code smell
that indicates modularization problems [34]. In DSLs corpus, more than a need to
modularize, the existence of several clones, consistently showing up with a given
pattern, should trigger our attention.
- Cluster Analysis. Identifying clusters of domain concepts in the language corpus
allows the Language Engineer to evaluate if related concepts or concepts that are
often used together represent a sub-language within the DSL, i.e. how the changes
in the corpus are reflecting in the usability of the DSL. This is again a modularity
issue, as clusters should be, as much as possible, modularly independent from other
clusters, thus usability issues in one cluster should not influence other clusters.
- Semantics-based Analysis. Performing language analysis on the metamodel might
help identify variations of the same meaning.
209
APPENDIX B. PATTERNS FOR DSL USABILITY EVALUATION
- Usage Analysis. Metamodel elements with a high level of use by the users require
more thought and consideration according to usability than less used concepts.
- Metamodel Design Pattern. Specification of a metamodel is dependent on the de-
signer’s domain knowledge and language expertise. Thus, it is advisable to follow
existing designs patterns for metamodels [57].
Careful consideration of these and other available heuristics of actual usage of the DSL
will allow the development team to direct project resources to the most critical language
features.
B.2.3.4 EXAMPLE
Evaluating Pheasant is not a trivial task. Nonetheless, the physicist, who takes the role
of the query modeler, is immediately aware of the changes in the instances of the meta-
Metamodel just by using the visual operators when modeling his query (see Figure B.15).
This picture represents the direct mapping that exists from the user actions in the model
to the metamodel of language.
Figure B.15: Corpora relation to the metamodel tasks (taken from [7])
For the first cycles, the influence of quality characteristics of the language corpora on
the user should be determined from user tasks. From these, and after the first quality
assessment of the metamodel, the engineering team identifies potential need for clones
and clusters. For instance, consider that the user identifies the need for two ways to
accomplish the same thing, i.e. two distinct processes leading to the same outcome. The
Language Engineer needs to design this in the metamodel. In this case the metamodel
element representing the action needs sub-elements representing the different variations
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of the same task. This need should then be validated by discussing the true impact of
these clusters and clones on the language’s usability. In later validations of quality in
use these agreements should be tracked, so as to understand if the existing metamodel
analysis premises are needed in the new version or if the scope changed.
B.2.3.5 RELATED PATTERNS
• CONCEPTUAL DISTANCE ASSESSMENT (Section B.2.2). The true impact of do-
mains concepts in the quality in use of the DSL is measured by DOMAIN CONCEPT
USABILITY EVALUATION.
• USABILITY REQUIREMENTS TESTING (Section B.2.4). DOMAIN CONCEPT US-
ABILITY EVALUATION will also help reduce the budget for usability testing by
directing tests to the most essential language features.
B.2.3.6 KNOWN USES
Evaluation of concepts is performed using a conceptual dimensions framework [124].
This approach is also used in user interfaces evaluation by building a conceptual models
[107].
B.2.4 [Pattern] Usability Requirements Testing
Satisfying the user’s needs should be the primary goal of a DSL. Therefore all DSLs have
a strong consideration for quality in use, i.e. usability. It is important not only to define
what are the principles by which the language is to be measured, i.e. which usability
requirements and quality attributes define if a specific language is usable or not, but also
what tests can be performed to ensure that the desired level of quality is achieved.
B.2.4.1 PROBLEM
How to analyze if the goal usability requirements are being met by the DSL?
B.2.4.2 FORCES
• Cost of Heuristic Validation. Heuristic validation can be a very time consuming task.
However, performing non-expensive heuristic validation, we can reveal lots of rele-
vant information about achieved level of usability.
• Cost of User Evaluation with small number of participants. Validation of usability with
a small number of users between release cycles can identify lots of usability failures.
• Iterative Feedback. All feedback collected can be used to create mean values for the
indicators of the next iteration cycles.
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B.2.4.3 SOLUTION
At the end of each iteration, a USABILITY REQUIREMENTS TESTING stage is required
to evaluate if the current implemented features go towards the usability goals previously
defined [67, 143, 155].
When considering which tests to perform it is useful to consider the current state of
the end product. There are usually three different levels of usability testing, depending
on the current iteration:
- Initial developments or non-stable product versions should be tested by a reduced
set of users, and test should be strictly focused on the features under development.
Feedback can be direct, e.g. through workshops and meetings, or through small
questionnaires.
- Intermediate stable versions should be tested with a group of users that are ex-
pected to interact with provided stable features. It is important to test changes and
variations between stable versions and also to test if previously validated features
continue to achieve the intended goal. Feedback can be collected through work-
shops and small questionnaires, and reused for next iterations by extensions related
to additional features. At this stage it is useful to observe and analyze user’s usage
processes to detect small scale usability problems related to automatic tasks and
cognitive processes that usually are not reported.
- Release candidates are the most important focus of usability tests. The Expert
Evaluator should ensure that the users are allowed to perform the tests with a
minimum of interference and constrains. If a user cannot test due to a bug in the
beginning of an activity, the entire test process is undermined.
Additionally the Expert Evaluator should define, with the assistance of key stakehold-
ers, a set of heuristic based validation methodology that will allow validation of the DSL
without direct user intervention. These can be for instance a measure of user clicks to
achieve a certain use case, product performance and responsiveness, ability to roll back
on user errors, content placement, etc.
There are a few guidelines that should be followed to successfully perform usability
tests:
- Test usability with real DSL users.
- Ideally use real usage test cases rather than dummy examples. For the final stages
of development, a beta testing of a stable version of the DSL in real life usage
environment should be considered.
- Tasks and features being tested should be directly related to the goals and concerns
of the current iteration.
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- All user feedback should be accounted for, even if no measure of importance can
be given to the feedback, it might serve to provide feedback on the user’s state of
mind and motivations.
- If possible allow for discussion. Users usually have different views of a same subject
and it is useful to allow them to debate these views in order to reach a common
understanding.
B.2.4.4 EXAMPLE
Falling back to the Goal of the 5th iteration (Figure B.16), i.e. knowing how easy the
language is to learn and use, usability tests are constructed following the next table.
Figure B.16: Pheasant Usability testing (taken from [21])
The testing instruments were developed as evaluation queries and feedback question-
naires.
Evaluation Queries are given in four levels of complexity. Queries are given in natural
language English to be rewritten in the previously learned language (i.e. Pheasant). For
each of the queries, time taken to reply them is taken. In the Pheasant project, queries
were evaluated according to an error rate scale (0-5) and correctness was measured ac-
cording to a self-assessment by the subject of his reply, essentially rating his feeling of
the correctness of the answer. The rates were: totally correct (TC), almost correct (AC),
totally incorrect (TI), not attempted (NA).
After each session, the participants were asked to judge the intuitiveness, suitability
and effectiveness of the query language. After the tests are completed, the participants
were asked to compare specific aspects of query languages. They rated which query lan-
guage they preferred and to what extent. After the evaluation session the participants
were asked to write down informal comments and suggestions for improving the lan-
guage.
Example of result analysis of confidence with using the language constructs is given
in Figure B.17.
B.2.4.5 RELATED PATTERNS
• ITERATION VALIDATION (Section B.1.4). Tests performed in USABILITY RE-
QUIREMENTS TESTING are used to supply feedback to each ITERATION VAL-
IDATION.
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Figure B.17: Language constructs analysis (taken from [21])
• USABILITY REQUIREMENTS DEFINITION (Section B.2.1). Feedback data col-
lected can help define next iteration usability requirements.
• DOMAIN CONCEPT USABILITY EVALUATION (Section B.2.3). The users’ feed-
back provides a good starting point to define which domain concepts are correctly
mapped and which pose problems.
• EXPERIMENTAL DSL EVALUATION DESIGN. (Section B.2.5). USABILITY RE-
QUIREMENTS TESTING is a complementary activity to EXPERIMENTAL LAN-
GUAGE EVALUATION DESIGN as the goals and test methodology differs.
B.2.4.6 KNOWN USES
This approach originates from usability engineering [172]. Its application can be seen
in existing usability evaluation DSL examples, for instance [18, 125, 152], for longer list
consult Chapter 3.
B.2.5 [Pattern] Experimental DSL Evaluation Design
Using ITERATIVE USER-CENTERED DSL DESIGN, the Expert Evaluator needs to define
how to evaluate by which measure the language, or a prototype of the language, is in
accordance with the elicited requirements.
B.2.5.1 PROBLEM
How to design and control the process of empirical experimentation to get sound results?
B.2.5.2 FORCES
• Experimentation definition. The definition of the experimentation expresses some-
thing about why a particular language evaluation was performed and may help
justify the budget assigned to this type of validation [31].
• User Expectations. The expectations of users need to be managed and evened out
prior to the experiment; otherwise there is a high chance of impact in the end result:
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an extremely good result, if expectations are low or a poor result in case of high
expectations.
• User Distribution. Ensuring that experimental evaluation is performed with an equi-
table distribution of users representative of the most influential groups will reduce
selection bias and ensure the end results will be representative of the goal real life
usage.
• Hypothesis Guessing. The development team through experience usually has a pre-
conceived idea of the hypothesis result. This can influence the behavior of the
experiment’s participant.
• Evaluation Scarcity. Not all iterations require full-fledged evaluation in order for the
requirements to be considered successfully achieved. However, presenting to the
DSL user a final version of the language without it being thoroughly and extensively
tested by DSL users in a real-life use case is not an ideal solution. Nonetheless option
is used many times due to the complexities of performing experimental evaluation
with DSL users.
B.2.5.3 SOLUTION
When a release candidate version of the DSL for a specific target user group seems to be
ready for deployment, an experimental usability validation should be performed with
real users and real test case scenarios.
Experiment planning expresses something about how it will be performed. Before
starting the experiment, some considerations and decisions have to be made concerning
the context of the experiment.
Only after all these details are sorted out should the experiment be performed. The
outcome of planning is the EXPERIMENTAL EVALUATION MODEL (see Section 4.1.2),
which should encompass enough details in order to be replicable by and independent
source.
Experimental evaluation is based on quantitative evaluation of measurable properties
collected from real scenarios. In this case, the aim of the experiment is to support or
refute the hypothesis that the end result DSL has a direct and positive impact on usability
and user performance.
B.2.5.4 EXAMPLE
The example of instantiation of EXPERIMENTAL EVALUATION MODEL is detailed in
Section B.3.
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B.2.5.5 RELATED PATTERNS
• USABILITY REQUIREMENTS DEFINITION. (Section B.2.1). The requirements de-
fined will be validated at this stage. Also, if the development cycle is not yet com-
plete, the feedback from EXPERIMENTAL DSL EVALUATION DESIGN is fed back
into USABILITY REQUIREMENTS DEFINITION to redefine the goals of the next
iteration evaluation.
• USABILITY REQUIREMENTS TESTING. (Section B.2.4). EXPERIMENTAL DSL
EVALUATION DESIGN is a complementary activity to USABILITY REQUIREMENTS
TESTING as the goals and test methodology differs.
• EXPERIMENTAL EVALUATION MODEL. (Section B.3). Through this pattern we
are setting the processes and scope of the EXPERIMENTAL EVALUATION MODEL,
OF which example pattern applications are given.
B.2.5.6 KNOWN USES
Detailed evaluation design is used in both usability engineering and experimental soft-
ware engineering. This approach is modeled from the language comparison from [83]
and discussed in Section 4.1.
B.3 Experimental Evaluation Model
B.3.1 [Model Instance] Problem Statement Design
Following with the example of Pheasant, we define the problem statement as a confluence
of the academic context in which Pheasant is to be used. Therefore usability objectives
and the experiments to measure these objectives have to take into account this context,
i.e. academic level of the users, purpose, objectives and goals. This will help model a
problem statement that encompasses all contextual aspects (Figure B.18).
B.3.2 [Model Instance] Context Design
The context of an experiment determines our ability to generalize from the experimental
results to a wider context (Figure B.19). However, regardless of the specific context of the
experiment, there are a number of context parameters that remain stable and their value
is the same for all the subjects in the experiment.
B.3.3 [Model Instance] Instrument Design
Thus, having an instrument design model (Figure B.20) definition makes the task of
analyzing the feedback received for target features across different iterations and users
a much easier task. Modeling instruments is also useful to measure the independent
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Figure B.18: Pheasant experimental Problem Statement instantiation model (taken from
[21])
tasks that directly impact usability. Experimenters in human factors have developed a
list of tasks to capture particular usability aspects (Sentence writing; Sentence reading,
Sentence interpretation, Comprehension, Memorization and Problem solving).
For Pheasant, the Expert Evaluator defined two types of instruments for the experi-
mentation: Task Questionnaires, designed to capture Sentence Writing, Memorization
and Problem Solving, and Feedback Questionnaires, which are used to get better insight
in users satisfaction, and additional recommendations.
B.3.4 [Model Instance] Sample Design
The Expert Evaluator should clearly define the profile of the participants and the artifacts
that are involved in the experiment (Figure B.21).
B.3.5 [Model Instance] Quality Design
Quality focus needs to be defined through criteria, which can be recursively decomposed
into sub criteria (Figure B.22). For each criterion we should specify different recommen-
dations, i.e. positive assessments that characterize criteria. We should specify a weight
for each recommendation to define which of them are more important than others for the
subjects involved in the experimental evaluation.
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Figure B.19: Pheasant experimental Context instantiation model (taken from [21])
Figure B.20: Pheasant experimental Instrumental design instantiation model (taken from
[21])
Evaluations of each quality criteria should be performed through methods that are
specified by metrics and/or practices. Metrics gives us numerical results that can be
comprised between some limits when defined, while practice can be either a pattern or
an anti-pattern, applied at the process level, or on a language. Both are directly evaluated
on the experiment subjects’ trough recommendations [77].
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Figure B.21: Pheasant experimental Sample design instantiation model (taken from [21])
Figure B.22: Pheasant experimental Quality Design class diagram (taken from [21])
B.3.6 [Model Instance] Hypothesis and Variables Design
When a result of the evaluation does not satisfy the expected level of quality in use, the
designer will need to increase the quality by setting a transformations or set of transfor-
mations. These transformations are related to language artifacts on which the evaluation
was performed. Iterations can be done in same experimental settings until the desired
quality is reached.
The analysis techniques chosen for the language evaluation experiment depend on
the adopted language evaluation design, the variables defined earlier, and the research
hypotheses being tested (Figure B.23). More than one technique may be assigned to each
of the research hypotheses, if necessary, so that the analysis results can be cross-checked
later. Furthermore, each of the hypotheses may be analyzed with a different technique.
This may be required if the set of variables involved in that hypothesis differs from the
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Figure B.23: Pheasant experimental Hypothesis and Variable design instantiation model
(taken from [21])









In this Annex we include the article [18] about cases study evaluation of the DSL named
Pheasant (Physicist’s Easy Analysis Tool), named ’Quality in use of domain-specific
languages: a case study’, which was published in Proceedings of the 3rd ACM SIGPLAN
workshop on Evaluation and usability of programming languages and tools (PLATEAU)
at SPLASH in 2011. A detailed description of Pheasant can be found in [7].
This case study, discussed in Section 9.1, was used as a first usability evaluation
example during problem investigation phase of our research process (Figure 1.1). Further,
it served as illustration example for patterns (Appendix B) of pattern language which
instantiate our first solution design (Section 4.2).
This work was funded by PEst-OE/EEI/UI0527/2011 Centro de Informatica e Tec-
nologias da Informacao (CITI/FCT/UNL).
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Abstract
Domain Specific Languages (DSLs) are claimed to increment pro-
ductivity, while reducing the required maintenance and program-
ming expertise. In this context, DSLs usability is a key factor for
its successful adoption.
In this paper, we propose a systematic approach based on User
Interfaces Experimental validation techniques to assess the impact
of the introduction of DSLs on the productivity of domain experts.
To illustrate this evaluation approach we present a case study of a
DSL for High Energy Physics (HEP).
The DSL on this case study, called Pheasant (PHysicist’s EAsy
Analysis Tool), is assessed in contrast with a pre-existing baseline,
using General Purpose Languages (GPLs) such as C++. The com-
parison combines quantitative and qualitative data, collected with
users from a real-world setting. Our assessment includes Physicists
with programming experience with two profiles; ones with no ex-
perience with the previous framework used in the project and other
experienced.
This work’s contribution highlights the problem of the absence
of systematic approaches for experimental validation of DSLs.
It also illustrates how an experimental approach can be used in
the context of a DSL evaluation during the Software Languages
Engineering activity, with respect to its impact on effectiveness and
efficiency.
Keywords Experimental Software Engineering, Domain Specific
Languages, Usability, Language Evaluation, Software Language
Engineering
1. Introduction
It is well accepted that Domain Specific Languages (DSLs) are
meant to close the gap between the Domain Experts and Solution
computation platforms. The general claim is that the closer we get
to fill this gap, the closer we are to increase the user’s productivity.
The shift of the developers’ focus to use abstractions that are part
of the real domain world, rather than general purpose abstractions
closer to the computation domain world, is said to bring important
productivity gains when compared to software development using
General Purpose Languages (GPLs) [11].
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Software Languages Engineering (SLE) is becoming a mature
and systematic activity, built upon the collective experience of a
growing community, and the increasing availability of supporting
tools [13]. A typical SLE process starts with the Domain Engineer-
ing phase, in order to elicit the domain concepts. The following step
is to design the language, by capturing the referred concepts and
their relationships. Then, the language is implemented, typically
by using workbench tools, followed by documentation. A develop-
ment process goes on to the testing, deployment, evolution, recov-
ery, and retirement of these languages. However streamlined the
process is becoming, it still presents a serious gap in what should
be a crucial phase: Evaluation.
If DSLs are meant to close that gap, between the Domain Ex-
perts and the Solution computation-platforms, then, from this per-
spective, they can be regarded as similar to Human/Computer
(H/C) Interaction. The interaction should favour an increase in the
efficiency of people performing their duties without this having to
cause extra organizational costs, inconveniences, dangers and dis-
satisfaction for the user, undesirable impacts on the context of use
and/or the environment, long periods of learning, assistance and
maintenance [5].
Most of the requirements concerning evaluation of User Inter-
face (UI) are actually associated with a qualitative software char-
acteristic called Usability; which is defined by quality standards in
terms of achieving the Quality in Use [8].
2. Background
The methods used to evaluate usability of GPLs are not always ad-
equate for DSLs because they are not systematic and are centred
only on computation domain concepts. The GPLs intended users
are expected to have high knowledge of technical and computa-
tional concepts, while the DSLs intended user group are domain
experts that are more familiar with the domain concepts. Therefore,
we need a different approach to perform evaluation of DSLs.
We conducted a systematic literature review to assess the extent
to which DSLs are evaluated and how they are evaluated [6]. The
level of DSL evaluation found in our survey can be considered
to be low, and the details on the few performed evaluations are
clearly insufficient. We observed that there was a predominance
of toy DSLs with unsubstantiated claims to their merits. Most
authors present reports of usability evaluations that are impossible
to replicate and to extract a precise rationale from, e.g., it is hard to
reason about the representativeness of their DSL’s users due to the
poor characterization of subjects involved in the evaluation.
We were not able to find compelling evidence supporting the
improvement claims on DSLs usage, with a few remarkable excep-
tions [14], [12]. Although this does not necessarily mean that no
usability evaluation is being performed, it sends the wrong mes-
sage to the practitioners who should also be concerned with the
usability evaluation of the DSLs they produce. This kind of evalu-
ation, comparing the impact of different languages in the software
development process has some tradition, in the context of GPLs,
e.g. [18]), and their impact on the software developer productivity.
Why should this be different with DSLs? Apparently, ”some tradi-
tion” is not enough. As noted by Markstrum [15], it is also often
the case where, even for GPLs, many claims on language proper-
ties (including their usability) are mostly unproven. While in this
paper we are mostly concerned with DSLs and their evaluation, we
regard this issue as a challenge to GPL developers, as well.
Among other possible explanations, this state of practice may
stem from a lack of enough software experts that completely un-
derstand the SLE process, or from a lack of experimental evidence
that clearly backs up the qualitative improvement claims that we
often find in the literature. Without such evidence, it may be the
case that decision makers consider proper language evaluation as a
waste of time and resources. If so, they may prefer to risk using or
selling inadequate DSLs rather than evaluating them properly.
The incremental nature of a typical DSL life cycle may also
give the erroneous feeling that the language is being implicitly val-
idated due to the intense interaction with the domain experts. The
problem there is that the domain experts involved in the language
development may not actually be the end users, and may therefore
introduce biases in the perception of the language design and its
usability.
Language engineers may perceive the investment in evaluation
as an unnecessary cost and prefer to risk providing a solution which
has not been validated, w.r.t. its usability, by end users. A good DSL
is hard to build because, as noted by Mernik et al. [16], it requires
both domain knowledge and language development expertise, and
few people have both. In that case we should ask what is a cost of
producing inadequate DSL for their intended users.
3. Domain Specific Languages as User Interfaces
Since we are focusing on the evaluation of usability aspects of
DSLs, we need to provide a suitable definition of DSL so that we
are able to evaluate them w.r.t. those usability aspects.
Intuitively, a language is a means for communication between
peers. For instance, two persons can communicate with each other
by exchanging sentences. These sentences are composed by signs
in a particular order. According to the context of a conversation,
these sentences can have different interpretations. If the context is
not clear, we call these different interpretations ambiguous.
In our particular research we are interested essentially in the
communication between humans and computers. Hence, we will
only consider languages that are used as communication interfaces
between humans and computers, i.e. User Interfaces (UIs). There-
fore human-human languages, e.g. natural languages, and machine-
machine languages, e.g. communication protocols, are not relevant
for the purposes of the work described in this paper. Examples of
UIs range from compilers to command-shell and graphical applica-
tions. In each of those examples we can deduce the H/C language
that is being used to perform that communication: in compilers we
may have a programming language; in a graphical application we
may have an application specific language, and so on. Moreover,
we argue that any UI is a realization of a language. A language is
a theoretical object, a.k.a. model, that describes the allowed terms
and how to compose them into the sentences involved in a partic-
ular human-computer communication. Languages can be deduced
in two directions, human-computer and computer-human, since the
feedback from the computer has to be given in such a way that it
can be correctly interpreted by the humans.
Semiotics, the study of the structure and meaning of languages,
is a part of linguistics that studies the dependencies and influences
among Pragmatics, Syntax, and Semantics. The Syntax of a lan-
guage defines what signs we can use in that language, and how we
can compose those signs to form sentences. The Semantics of a
language defines the conceptual meaning of the sentences in that
language by stating how they can be logically interpreted. Finally,
the Pragmatics of a language defines the context of use from which
the sentences of that language can have some logical meaning.
The Contexts of Use i.e. ’the users, tasks, equipment (hardware,
software and materials), and the physical and social environments
in which a product is used’ [8] is one of the characteristics that
we can use to evaluate DSLs usability, to pragmatically distinguish
between different products: in our case different languages may
have different Contexts of Use. Moreover, if they have different
Contexts of Use, then we can infer that the users of those languages
(the humans) most likely will have different knowledge sets, each
one with a minimum amount of ontological concepts [2] required
in order to actually be able to use each language.
If we say that Context of Use has some ontological purpose,
then we can see it as a problem to be solved in the language user’s
mind. One example of this is the set of GPL where each user has
to know about programming concepts (variables, cycles, clauses,
component, events), plus the domain concepts from a given Context
of Use. Moreover, languages that reduce the use of computation do-
main concepts and focus on the domain concepts of the contexts of
use’s problem are called Domain Specific Languages. Notice that,
in these pragmatic perspective languages that do not even share the
same base syntax may actually share the same domain concepts, i.e.
the intersection of their domain concepts is not empty for a given
non-empty intersection of contexts of use. If the intersection of their
contexts of use is empty then they actually do not share any of the
identified domain concepts.
For example: consider both the SQL and C languages. The
SQL language has a reserved word called table to represent a
database table from a DBMS. There is no table in the list of
reserved words of C language that the user of C can immediately
read as table with the same meaning as read in SQL (i.e. a database
table from a DBMS). However, one of the contexts of use of SQL
where table is applied: createtable can be emulated by means of
a high level C (Application Programmers Interface) API function
that have the same purpose of creating a table in the same DBMS.
Moreover, if there is no C API supported by the DBMS, then we
can even imagine how it would be to write it completely in C as part
of the implementation of the context of use stated in createtable.
If we perform an analysis of the names of reusable components
(in reusable infrastructures), and the reusable data structures and
methods from existing APIs, and figure out all the possible ways of
how they can be composed in a meaningful way then we can infer a
bottom-up DSL from that reusable infrastructure. This bottom-up
method of building languages by reusing existing reusable infras-
tructures may however generate languages that lack generality in
the capability of solving any class of problems of a given domain,
or if the domain of the problem is not yet fully bounded (catego-
rized), there may be irregular composition patterns that can be non-
sense w.r.t. the problem.
A top-down method would be to complete the domain analysis
phase that is behind the existing reusable infrastructure, by discard-
ing any existing implementation and focusing only on the complete
description and categorization of the class of problems from which
its users will use our new DSL to describe their solutions while
using the identified problem concepts w.r.t. its context of use. If we
find a mapping between all the possible expressible solutions which
might be very difficult in some cases in our new DSL and the exist-
ing concepts of a reusable infrastructure, then we have assembled a
top-down DSL.
DSLs that are built in a top down fashion are mostly called
horizontal DSLs, while DSLs that are built in bottom-up fashion
are called vertical DSLs ([13]). In practice, it is more common for a
DSL design for H/C communication to be built using a combination
of bottom-up and top-down approaches.
4. Usability Evaluation
Usability is a key characteristic for evaluating the Quality of UIs,
and, since we defined H/C languages as UIs, in our perspective,
we should also use it for evaluating the Quality of this kind of lan-
guages. The difference between usability and the other software
qualities is that to achieve it, one has to concentrate not only on
system features but especially on user-system interaction charac-
teristics. ISO 9241-11 [9] defines Usability as ’the extent to which
a product can be used by specified users to achieve specified goals
with effectiveness, efficiency and satisfaction in a specified context
of use’.
ISO 9126 [8] extends this definition with the notion of ’Goal
Quality’, which has to be evaluated through the already mentioned
Quality in Use that is perceived by the user during actual utilization
of a product in its real Context of Use. The definition of Quality
in Use provides a framework for a more comprehensive approach
to specifying usability requirements and measuring usability with
taking in account the stakeholder perspective.
Not all usability aspects can be given equal weight in a given
language, so it is not always possible to achieve optimal scores for
all usability attributes [3]. To evaluate the achieved Quality in Use
of DSLs we find it most relevant to evaluate
• Effectiveness that determine the accuracy with which a devel-
oper completes language sentences
• Efficiency which tells us what level of effectiveness is achieved
at the expense of various resources, such as mental and physical
effort, time or financial cost, commonly measured in the sense
of time spent to complete a sentence,
• Satisfaction that captures freedom from inconveniences and
positive attitude towards the use of the language and
• Accessibility with focus on learnability and memorability of the
language terms.
We need to define suitable quantitative measurements and quali-
tative indicators, to support a reliable assessment of the achieved
quality in use. When apparently conflicting usability requirements
are identified, a first approach is to look for a win-win solution that
can reconcile both requirements. If this is not feasible, we need
to define which usability characteristics are priority in the specific
context of the project under scrutiny and favour those. These prior-
ities can be defined based on users and tasks analysis.
To know the users we should identify the characteristics of tar-
get user population. For several kinds of end users we should anal-
yse all kinds of them using techniques like questionnaires, inter-
views and observation to capture [20]: Who are the users?; What
do users do?; Why do they do it?; How do they do it?; When do
they do it?; What tools do they use?; Understanding ’how’ and
’why’ should give us deeper knowledge about the tasks. Performing
task analysis by studying of the way the people perform tasks with
existing systems or through high level abstraction study of cogni-
tive processes we should identify the individual tasks the language
should perform. From this we can build the desired cognitive model
for language context based on user-task scenarios.
The cognitive activities involved in language are: (i)Learning
both syntax and semantics; (ii)Composition of the syntax required
to perform a function; (iii)Comprehension of the function syntax
composed by someone else; (iv)Debugging of syntax (semantics)
written by ourselves or others; (v)Modification of a function writ-
ten by ourselves or others. Experimenters in human factors have
developed a list of tasks to capture these particular aspects [19].
Figure 1. Experiment Activity Model Overview
Testing different tasks in the language usage is interesting, but
to perform an exhaustive evaluation of them would be very expen-
sive. Therefore, the evaluation should focus on the most critical
activities.. In the case of Pheasant’s evaluation, used as case study
in this paper, the main concern was the task of query writing where
users are given a question stated in natural language and have to
write a sentence in the given language.
This is justified by the fact that the main function of a language
is to provide is to provide users with an effective tool successfully
perform some task. The goal was to know how easy it is to learn
and use the language. Therefore, evaluation was restricted to three
tests;
• Immediate comprehension - helps to identify why particular
learning problems occur and they are given during teaching,
immediately after some function has been taught, to determine
whether the participants can use the function.
• Reviews - helps to identify why particular learning problems
occur and they are given during teaching and cover functions
taught up until that time. The participants are required to know
which function to use.
• Final exams - tests how easily a language can be learned. These
exams take place at the end of teaching the language under
evaluation.
Usability evaluation is found as an important and beneficial ac-
tivity in the UI development practice. It is recognized that usabil-
ity must be considered from beginning of the development cycle
using user centred methods. The objective of introducing user cen-
tred methods is to ensure that UI can be used by real people to
achieve their tasks in the real world. This requires not only easy-
to-use interfaces, but also the appropriate functionality and support
for real business activities and work flows. Developing easy-to-use
products makes business effective; makes business efficient; makes
business sense [4]. User centred design can increase sales,reduce
development, support costs and staff costs for employers.
5. Capturing achieved quality in use: a Pheasant
case study
To illustrate how to evaluate the achieved Quality in Use of a
DSL, we present an example of a visual query language for High
Energy Physics (HEP) called Pheasant [1]. The goal of Pheasant’s
development was to improve the efficiency, reduce the error rate
and have a less steep learning curve then the existing GPL.
The target users of the Pheasant language are specialists in HEP,
with varying experience in software development. The evaluation
was performed according to the mentioned ISO 9241-11 usability
definition, which is an essential part of the achieved Quality in Use.
5.1 The Evaluation process
Fig.1 outlines the activities needed to perform the Pheasant lan-
guage evaluation, following the scientific method. A detailed dis-
cussion on how this process can be followed in a software engi-
neering experimentation context can be found in [7]. During Re-
quirements definition problem statement (i.e. research questions),
experimental objectives and context are defined. The next step is
Design planning where context parameters and hypotheses are de-
Figure 2. The evaluation process steps
fined, subjects and the sequence of observations and treatments are
identified, and the data collection activities plan is set. This is fol-
lowed with Data collection, which includes a pilot session, to cor-
rect any remaining issues, and the evaluation itself, following the
designed plan. This step is followed with Data analysis where data
is described in the form of statistical tables and graphs, and, if nec-
essary, the data set is reduced. Hypotheses are then tested. During
Results packaging, the results are interpreted and possible validity
threats and lessons learned are identified.
The evaluation process followed in this case study is presented
in Fig.2. The process starts with the Participant Recruitment,
where the users are analyzed and grouped into clear categories.
This way, the variables concerning the user profile that lead to dif-
ferent results for different groups are controlled. This step is fol-
lowed by the Task Preparation. The aim here is to organize the
evaluation by determining which tasks have to be done and which
tests are elaborated in order to provide the proper results. This will
generate the information required to be analyzed afterwards. The
next step is the Pilot Session, which is meant to simulate the exam
and test that the material for the training and the evaluation pro-
cedures is well organized. The main advantage of this rehearsal
is to check that the time constraints and other possible external
variables like proper equipment are controlled, and do not inter-
fere with the results. Once everything is tested, we proceed to on
the assessment, which we call Evaluation Session, for each group
and language being compared. A Training Session is used to in-
troduce the language. At this stage, Immediate Comprehension and
Review tests are conducted with participants, while introducing the
language features. The final exams, in the Exam Session, involve
sentence writing activities. During the exam session, participants’
activities are observed and recorded, so that information such as
completion times and error rates can be collected. The goal is to
determine the ease of learning. After each group has been evaluated
in the different languages, the participants are asked for a debrief-
ing in the form of a Final Questionnaire Session. The goal is to
obtain the user’s qualitative perspective of the comparison between
the languages. In order to evaluate unbiasedly, the users should test
the same environment and as realistically as possible. Evaluation
process terminate with Analysis of Results.
5.2 Subject Recruitment
For this case study we identify two types of physicists involved,
according to the context of HEP experiments:
1. informed programmers (Inf) are regular users of programming
languages such as C, C++, Java or Fortran and they are used to
program with the present analysis framework,
2. uninformed programmers (non-Inf) are regular users of pro-
gramming languages such as C, C++, Java or Fortran and they
are not used to program with the present analysis framework.
We wanted to use a third group that would consist of non-programmers
but finding enough available physicist which were able to partic-
ipate in this assessment turned out to be a problem. We used two
different groups of programmers since the informed ones may in-
troduce a bias on the learning phase of the compared query method-
ologies. This assumption is taken into account even if uninformed
programmers are the majority of the population in the experiment.
At the end, fifteen graduate students were assigned to the proper
group with an interview and an analysis of the participant’s previ-
ous experience, to minimize the risks of biases that might otherwise
be introduced by participants in a self-evaluation.
5.3 Task Preparation
Johnson [10] suggests that six individuals per subset of the pop-
ulation is the minimum required for a controlled experiment. Of
course it is sensible to take a larger number, but the costs should be
kept to a minimum. The task of gathering groups of six persons in
a HEP research lab is already nontrivial. All the participants should
have a degree in physics or be near its completion at least, and they
should be skilled in experimental analysis. A basic knowledge of
programming concepts is mandatory, since this subject is taught in
the first years of the physics courses.
Introducing one query system to the whole group of participants
and only afterwards the other query system would bias the evalu-
ation, as the knowledge acquired while learning the first language
would be partially reused while using the second language. In order
to mitigate this threat to the validity of the results we have to split
the group in two. This way, we reduce the influence of the first lan-
guage while presenting the second. Mixing the two groups might
lead to new variables in the evaluation that are hard to track. There-
fore, we had to organize four sessions, with each group taking part
in two sessions (one for each language).
The features we wanted to have evaluated are:
• query steps in Phesant v.s. the object-oriented coding
• expressing a decay
• specification of filtering conditions
• vertexing and the usage of user-defined functions
• aggregation
• path expression (navigation queries)
• expressing the result set
• the expressiveness of user-defined functions
In this study, the independent variables are the subject’s back-
ground and the language being used. The dependent variables are
the time to finish the task, the error rate while doing it and the con-
fidence in the successful completion of the task.
5.4 Pilot Session
Our evaluation technique was tested with two individuals (two
physics experts) in order to verify it and to test the teaching mate-
rials and questionnaires. This also helped to avoid that the evalua-
tion had to be redone from scratch because of uncontrolled external
variables, like inadequate equipment or lab conditions, or time con-
straints that can interfere with the results. After pilot session there
was no need for significant change in experiment materials.
Figure 3. Query solution in Pheasant
5.5 The Evaluation Session
In the evaluation session, we try to answer the following:
RQ1:Is querying with Pheasant more effective than with C++/BEE?
RQ2:Is querying with Pheasant more efficient than with C++/BEE?
RQ3:Are participants querying with Pheasant more confident
on their performance than with C++/BEE?
Our goal is to
• analyze the performance of Pheasant programmers plug-ins
• for the purpose of comparing it with a baseline alternative
(C++/BEE)
• with respect to the efficiency, effectiveness and confidence of
defying queries in Pheasant
• from the point of view of a researcher trying to assess the
Pheasant DSL,
• in the context of a case study on selected queries.
We will test the following hypotheses:
• H1null Using Pheasant or C++/BEE has no impact on the effec-
tiveness of querying the analysis framework
• H1alt Using Pheasant or C++/BEE has a significant impact on
the effectiveness of querying the analysis framework
• H2null Using Pheasant or C++/BEE has no impact on the effi-
ciency of querying the analysis framework
• H2alt Using Pheasant or C++/BEE has a significant impact on
the efficiency of querying the analysis framework
• H3null Using Pheasant or C++/BEE has no impact on the confi-
dence of querying the analysis framework
• H3alt Using Pheasant or C++/BEE has a significant impact on
the confidence of querying the analysis framework
5.5.1 Training Session
Due to the complexity and the time constraints, we could not
teach the complete C++ query language plus the interface of the
analysis frameworks’ libraries. Therefore, we focus on presenting
six examples, each focusing in some of the features we chose to
evaluate. The last query should make use of all the features taught
in the session.
Figure 4. Query solution in C++/BEE (pseudocode based on a real
query)
Murray [17] suggests that the participants should give them-
selves a mark for their feeling of correctness of their trial. This
introduces them to the system of self-assessment. Besides, it helps
the trainer to infer if there are difficulties experienced and an extra
explanation is required. This session should take the time required
for each group to understand the six examples.
5.5.2 Exam
We have evaluated the participants’ performance in the query writ-
ing. Every participant has four queries, specified in English, to be
rewritten in the previously learned language. An example of a query
solution for the task ’Build the decay of a D0 particle to a Kaon
Pion’ is given in Fig.3 for Pheasant and Fig.4 for C++/BEE (pre-
sented here in pseudocode, for the sake of readability)..
At the end, the subject makes a self-assessment of his reply by
rating his feeling of the correctness of the answer. For each of the
queries, we measured the time taken by each participant to reply in
time slots of 15 minutes.
5.5.3 Questionnaire
After each session, the participants ware asked to judge the intu-
itiveness, suitability and effectiveness of the query language. The
goal was to evaluate:
• Overall reactions - to obtain an overall reaction to one of the
query languages through queries.
• Query language constructs - with the participants rating how
easily specific aspects of the query language are to use.
After the tests ware completed, the participants ware asked to
compare the two query languages. It is rated which query language
they prefered, and into what extent.
• Query language comparisons - the participants are asked to
compare specific aspects of both query languages and rate the
preferences they have.
• Participants’ comments - allows the participants to comment
freely on the query language.
Since with the evaluation questionnaire we can only identify
problems but not infer how to solve them, we ask the participants
to contribute creative comments. Sometimes improvements are ob-
vious and the comments can be fruitful. Therefore, after the eval-
uation session the participants are asked to write down informal
comments and suggestions for improving the language.
5.6 Results analysis
In this section, we summarize the most relevant results of our eval-
uation tests. First, we deal with effectiveness by having a look at
the test results with regard to the errors produced by the user while
interacting with both evaluated approaches. Then, we will describe
the results related to efficiency, which are mainly concerned with
time measurements. At the end we analyse results concerning the
confidence level of the participants that is measured in terms of
their self-assessment.
In order to assess whether the observed differences with respect
to the effectiveness and efficiency of using Pheasant, when com-
pared to C++/BEE are statistically meaningful, we performed a
Wilcoxon matched-pairs signed-rank test, as well as a sign test.
These are adequate for testing our sample, as our data is ordinal.
Answers ranked with 0 in correctness are used in correctness com-
parison (as they are meaningful to contrast the success with each
of the languages - 0 means developers were not able to produce
the query). However, with respect to the amount of time taken to
answer, and the confidence of developers in their answer, answers
ranked as 0 are considered missing answers. When they were un-
able to build a query, participants did not fill in the information
concerning the time spent trying to build the query, nor the infor-
mation concerning their confidence in their answer.
The results obtained with Pheasant were clearly better than
those with the existing alternative. In order to reduce the variables
that could influence the results, the queries were explained orally
by an expert. This reduces the required interpretation time (which
has a significant impact, especially in the group of uninformed pro-
grammers). Code re-usage was not allowed, although the subjects
could use all the necessary documentation and especially the notes
from the training session.
5.6.1 Effectiveness
Effectiveness and user accuracy can be assessed by observing re-
sults of the errors produced by the user while interacting with both
evaluated approaches. As it can be observed in the histograms of
Fig.5, or more detail in Table 1, while using C++ as a query lan-
guage, the error rate was tremendous for novice users. We must
state that the user did not have any sort of feedback from the sys-
tem execution in order to spot the mistake and correct it before it
came to the hands of the evaluator. In his daily life, the user tries to
execute the algorithm and watches the result data after the execu-
tion. Then, in a cyclic way, he corrects himself and runs the query
against the storage base. This is one of the main reasons why the
query generation in the physics analysis phase is so time consum-
ing. We can also observe that different groups of users get differ-
Figure 5. Effectiveness
ent results. As expected, their quality is directly proportional to the
user’s experience. Some of the most complex queries were not even
tried due to the fact that they were difficult for uninformed users.
As far as the Pheasant Query language is concerned, the results
are much more promising. As the query mechanisms are much sim-
pler and controlled, we do not observe invalid queries, and only a
few wrong answers (which can be explained by some inexperience
of the users in doing the analysis itself). Generally, the results show
that the user did not have to essentially change the way he thinks
about the query generation, which means that we have reached the
goal of introducing a query language closer to the physicist’s con-
ceptual level of analysis.
Table 1. Error analysis - percent values
C++ BEE Non-Inf Inf
Correct 2,78 54,17
Minor data error 33,33
Minor language error 16,67 12,5








Minor language error 5,5 4,17




Totally incorrect 14 0
According to statistical analysis, presented in Table 2, the ob-
served differences are statistically significant according to both
tests. Also for both cases; when we analyse each query separately,
as well when we look at them all together. These tests lead us to
reject the null hypothesis that the obtained effectiveness is similar
when using Pheasant and BEE/C++, and accept the H1alt.
Table 2. Statistical analysis for effectiveness
Q1 Q2 Q3 Q4 all
Wilcoxon Signed Ranks Test
Z -3,097b -2,714b -2,949b -3,037b -5,833b
Exact Sig. ,002 ,007 ,003 ,002 ,000
Sign test
Exact Sig. ,000 ,004 ,001 ,003 ,000
5.6.2 Efficiency
From our time analysis in Fig.6 and Table 3, it becomes clear
that more time has to be spent learning and using C++/BEE than
with Pheasant. This can be justified by the complexity of C++
and the BEE library. At the same time, the test participants had
less confidence in the quality of his/her query. This subjective
impression is confirmed, as we have seen, by the huge error rate
when using BEE.
Table 3. Time analysis - percent values
Training Mean total Mean confi-
time exam time dence / query
(min) (min) (5-0)
Non-Inf C++ BEE 190 80 1,04Pheasant 130 65 4,75
Inf C++ BEE 0 110 4,88Pheasant 60 60 4,83
According to the results obtained in Table 4, the observed dif-
ferences are statistically significant according to both tests. These
tests lead us to reject the null hypothesis that the obtained efficiency
is similar when using Pheasant and BEE/C++, and accept the H2alt.
Table 4. Statistical analysis for efficiency
Q1 Q2 Q3 Q4 all
Wilcoxon Signed Ranks Test
Z -2,887a -3,000a -2,762a -2,392a -5,298a
Exact Sig. ,004 ,003 ,006 ,017 ,000
Sign test
Exact Sig. ,004 ,004 ,004 ,016 ,000
5.6.3 Confidence
The test participants were supposed to rate how they were satis-
fied with the realization of each feature in the corresponding frame-
work. Our goal was to identify potential weaknesses of each frame-
work. As we can see in Table 3, non-Informed participants were
much more confident while using Pheasant than C++/BEE. As for
the informed programmers, their confidence level is almost the
same with both languages. This can be regarded as a success for
Pheasant. With little experience in the new language, participants
felt as confident with it as with the one they were used to working
with, meaning that they found the new language easy to learn.
According to the analysis presented in Table 5, the observed
differences are statistically significant according to both test, with
exception of the confidence in answering questions 3 and 4. This
is likely due to a relatively higher difficulty in answering these
last two questions, particularly with BEE/C++. This eventually led
to the situation where uninformed programmers did not want to
Figure 6. Efficiency
record their confidence in their answers. Because they were not
able to come up with answers in BEE/C++. As we had no con-
fidence information to compare with, for several users in these
two questions and those who answered were, in general, the users
with BEE/C++ expertise, the difference of confidence for these two
questions follows the general trend, but is too small to be statisti-
cally meaningful. In contrast, when we aggregate the data for all
questions, the advantages of using Pheasant are statistically signif-
icant. In summary, these tests lead us to reject the null hypotheses
that the obtained confidence level is similar when using Pheasant
and BEE/C++, and accept the H3alt.
Table 5. Statistical analysis for confidence
Q1 Q2 Q3 Q4 all
Wilcoxon Signed Ranks Test
Z -2,232b -2,232b -,966b -,736b -3,594b
Exact Sig. ,026 ,026 ,334 ,461 ,000
Sign test
Exact Sig. ,031 ,031 1,000 ,625 ,001
The enthusiasm towards the language was significant. The sev-
eral comments focused more on implementation issues to improve
interactivity and did not criticize the language itself. This is a typ-
ical situation in UIs when dealing with prototypes. It is explained
by the fact that the prototype needs to evolve into the next engi-
neering life cycle phase to result in a properly engineered software
product. Only this way the product is able to provide a real analysis
environment and the user can compare it in his daily life with the
other alternative solutions. Although the system experts recognize
that the solution is a more comfortable approach for analysis, they
still worry that the query tool might be less expressive. In order to
confirm or reduce these fears, we propose to carry out further tests
on the feared limitations of the language, to capture if the subjects
are able to write queries with the existing language constructs.
From the comments given by participants we can infer, for
instance, that a query reuse mechanism should be provided in a final
implementation solution. Also, a query history mechanism where
the user can browse on past queries and respective solutions, is an
extra feature which might have a great impact on user satisfaction.
5.6.4 Interpretation
We have determined that, by using Pheasant, the users increase
effectiveness during their query specification. It was shown that
the DSL was less error-prone than the alternative, by observing
that it allowed non-programmers to correctly define their queries.
The evaluation also showed a considerable speedup in the query
definition by all the groups of users that were using Pheasant. In
general, the feed-back obtained from the users was that it is more
comfortable to use Pheasant than with the alternative.
We find that the preliminary pilot study was fundamental to
ensure that the subject’s time was well spent. The valuable feedback
of users concerning the tool support for the language, as well as
their fears concerning language expressiveness support the idea of
an iterative evaluation process where improvements to the language
and its tool support would be performed, and then assessed in a new
round of evaluation.
At this point, some legitimate questions might arise concerning
to a Full-blown experimental process to evaluate a DSL, as the
one we described here. Could it be that the overhead of organizing
all these complex tasks is exaggeratedly too heavy compared to
doing nothing? Are’nt there better, and similarly valid, lightweight
alternatives to this evaluation process? Further research should be
done in this direction.
6. Conclusions and Future Work
One of the main goals while producing a DSL should be to foster
a more productive usage of that language by the users who will
use it than the existing alternatives. The interaction should favor an
increase in the efficiency of people performing their duties without
this having to cause extra organizational costs, inconveniences,
dangers and dissatisfaction for the user, undesirable impacts on
the context of use and the environment, long periods of learning,
assistance and maintenance.
Usability evaluation is most effective when it is done directly
with users or in combination with expert evaluators, and the reli-
ability of that approach usually requires lots of preparation work
and a large number of people involved in it. Usability evaluation
is perceived as costly and is often minimized in real-life language
development processes. Nevertheless, the costs of poor usability
are likely to exceed those of usability testing, in the long run. For
GPLs, the user base is frequently potentially larger and more het-
erogeneous than the user base of a DSL so generalizing conclusions
for a diverse population is harder (although, on the other hand, find-
ing subjects for assessing a GPL is probably easier than for a DSL).
Finally, it should be stressed that usability is just one of the impor-
tant attributes in language evaluation. Since DSLs are built for a
specific domain of use in order to close the gap between domain
experts and software engineers, we find that it is essential to evalu-
ate its usability.
Usability is one of the main quality attributes while perform-
ing UI evaluation. If we consider DSLs as a UIs, then we find that
evaluating DSLs Usability can bring a positive influence on their
users productivity. Moreover, unlike other software products, DSLs
Usability evaluation can be an accurate activity, since precisely de-
fined DSLs can target specific Contexts of Use, inside a particular
set of user profiles.
As future work, we will propose a DSL evaluation process in
the construction of new DSLs which will take into account the
Usability aspect from the very beginning of their development.
From this instantiation, we expect to devise languages and tools that
can effectively and automatically measure the identified Usability
factors early and during DSLs development.
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[3] A. Barišić, V. Amaral, M. Goulão, and B. Barroca. Quality in use of
dsls: Current evaluation methods. In Proceedings of the 3rd INForum
- Simpsio de Informtica (INForum2011), 2011.
[4] N. Bevan. Cost benefits framework and case studies. Cost-Justifying
Usability: An Update for the Internet Age. Morgan Kaufmann, 2005.
[5] T. Catarci. What happened when database researchers met usability.
Information Systems, 25(3):177–212, 2000. ISSN 0306-4379.
[6] P. Gabriel, M. Goulão, and V. Amaral. Do Software Languages
Engineers Evaluate their Languages? In Proceedings of the XIII
Congreso Iberoamericano en” Software Engineering”(CIbSE’2010),
pages 149–162, 2010.
[7] M. Goulão and F. e Abreu. Modeling the experimental software en-
gineering process. In 6th International Conference on the Quality of
Information and Communications Technology (QUATIC 2007), Lis-
abon, Portugal, 2007. IEEE Computer Society.
[8] International Standard Organization. Iso/iec 9126-1 quality model,
June 2001. URL http://www.iso.org/iso/iso_catalogue/
catalogue_tc/catalogue_detail.htm?csnumber=22749.
[9] International Standard Organization. Iso/iec 9241-11 ergonomic re-
quirements for office work with visual display terminals (vdts) – part
11: Guidance on usability, June 2001. URL http://www.iso.org/
iso/catalogue_detail.htm?csnumber=16883.
[10] P. Johnson. Human computer interaction. McGraw-Hill, 1992. ISBN
0077072359 9780077072353.
[11] S. Kelly and J.-P. Tolvanen. Visual domain-specific modelling: ben-
efits and experiences of using metacase tools. In J. Bézivin and
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Case study: RPG DSL
In this Annex we include the article [141] about cases study in which an RPG DSL for prod-
uct lines was developed, named ’The RPG DSL: A Case Study of Language Engineering
using MDD for Generating RPG Games for Mobile Phones’, which was published in
Proceedings of the DSM workshop at SPLASH in 2012.
In this case study, discussed in Section 9.2, RPG DSL was completely built using
MDD software development techniques and served as DSL development example during
problem investigation phase of our research process (Figure 1.1).
This work was funded by PEst-OE/EEI/UI0527/2011 Centro de Informatica e Tec-
nologias da Informacao (CITI/FCT/UNL).
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Abstract
It is typical in the domain of digital games to have many devel-
opment problems due to its increasing complexity. Those difficul-
ties include: i) little code reuse in order to develop a cross-platform
game; and ii) performing game’s verification through extensive and
expensive tests. This of course results in low productivity in the de-
velopment (evolution and maintenance) of game solutions.
In this paper, we present a domain-specific language (DSL) for
a Role-Playing Game (RPG) product lines, which was completely
built using a software development technique driven by high level
abstractions—called Model-Driven Development (MDD). Also,
we discuss and demonstrate the several benefits of applying MDD
in terms of rapid prototyping of cross-platform games, and their
evaluation by means of static and dynamic verification of the
game’s logic properties.
Categories and Subject Descriptors H.1.0 [Information Systems
Applications]: Models and Principles; D.2.2 [Software Engineer-
ing]: Design Tools and Techniques
General Terms Model-Driven Development, Domain Specific
Language, Model transformation, Algebraic Petri-net
Keywords Model-Driven Development, Domain-Specific Lan-
guage, Model transformation, Algebraic Petri-net, Role Playing
Games, Game Analysis
1. Introduction
The increasing complexity of software development– mostly due
to the increasing complexity of the Functional and Non-Functional
requirements involved (problem domain), and the supporting plat-
forms and technology (solution domain)– has been the main chal-
lenge of software engineering as research topic since its origins.
The lack of reuse for the new solutions [3, 6] and the lack of infras-
tructures that allow rapid development to improve the development
life-cycle in what concerns to requirements’ validation, have been
some of the main reasons and consequences of the poor quality
of Software Projects. Software game development is no exception:
the process of game development is usually associated with low
productivity—it may take years to see the final product. This is due
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the fact that the developed games have complex graphics, logic,
artificial intelligence and input devices [2]. Their validation is per-
formed through extensive and costly tests, and most of them are
cross-platform. This last characteristic means however that there is
a potential gain in reusing the produced software game not only
to reduce development costs, but also to reduce verification’s and
validation’s costs.
In the Game Domain, we observed that games can be organized
into a wide range of categories each one sharing common game
logic. For instance, in the category of Role-Playing Games (RPGs),
all games tend to share the same concepts (e.g., characters, dia-
logues, maps and quests), regardless of the underlying implemen-
tation technology. Again, this characteristic is a potential target for
code reuse at the game logic level. Therefore it makes sense to build
a Domain Specific Modeling Language (DSML) to design, and de-
ploy RPG games.
The work of software language engineers [10] is to develop lan-
guages that are able to provide those abstractions to the Experts in
a given Application Domain — or in our case a Game Designer.
These languages must be simple, focus on the domain of the prob-
lem, and use a vocabulary that is natural to the domain expert.
As such, software language engineers can use MDD techniques to
develop languages by having models of both the language’s syn-
tax (by means of Meta-models), and the language’s semantics (by
means of transformation models).
In this paper, we present an example of SLE (Software Lan-
guage Engineering) while applying MDD techniques, where we en-
gineer a visual DSML for a Role-Playing Game (RPG) product line
(we can create different RPG games using the same DSML). The
end products (each individual game) is deployed in a smartphone
platform. With this language, the Game Designer is able to model
a game in terms of rules, challenges, characters, etc., and generate
the code for a given target platform. It is possible to build a series
of RPG games with diverse features, creating this way different
types of games: one may have only mazes to solve; another may
have agents to interact; etc. In addition, we can perform analysis
by using Model Checkers[1], verifying properties on the designed
games such as: it is possible to finish the specified game; or that it
is possible for a player to get the maximum score (in w.r.t. the score
definition in the specified RPG game).
2. The Approach
In this section we discuss the tools used to implement our solution
1 and show a complete workflow to generate RPG games and ver-
ify them. This methodology is reusable and can be applied to any
1 For more details, our solution is available online at
http://solar.di.fct.unl.pt/twiki5/pub/Projects/BATIC3S/
ReleaseFiles/RPGCaseStudy.zip
type of MDD project. The process is divided in three stages: Do-
main Analysis, Design, and Implementation. Briefly, in the Domain
Analysis phase we define the domain of the application being de-
veloped and the domain for the target platform, on which we want
to deploy the solution. In this phase, it is also important to develop
a vocabulary that is easy for the domain experts to use. In the De-
sign phase, we precisely describe the previously analysed domains.
These descriptions (or models) are the input for the Implementation
phase. Finally, in the Implementation phase, we realize (by means
of transformation models) the models resulting from the Design
phase into concrete artifacts in a target platform—let it be an exe-
cution or an analysis platform, or in our particular case: both.
2.1 Domain Analysis
In the Domain Analysis phase we worked in two different levels, at
the level of the problem (i.e., expressing the concepts and logics of
RPG Games), and at the level of the solution (i.e., how those con-
cepts can be realized in a computational platform). In the level of
the problem of RPGs’ design, we tried to express and define what
would be the common characteristics of all RPG games, regardless
of what are the requirements of their implementation on an under-
lying computation infrastructure. In the following subsections, we
describe the domain that we analysed for the RPGs. From this anal-
ysis, we define our DSML’s syntax by means of a Meta-model.
2.1.1 Concept Agents
Agents are the characters of an RPG that occupy some cell in
a scene, and with whom the hero may interact. The agents have
attributes, inventory, resources and a set of actions. There is a broad
variety of attributes such as strength, agility, intelligence, health
points (these are mandatory on every game) or magic points. The
health points may be recovered using items, or recovered with time,
but if they reach 0, the agent dies. Also, an agent has an inventory
where all the items, resources and equipment, gathered by him/her,
are kept. Finally, the agents’ actions can be specified using our
RPG language. For instance, in dialogues, the phrases said by the
agent are determined with a decision tree, but, during a combat,
the selected movement is randomly selected in a set of possible
fighting movements. The possible actions of agent are to walk, to
fight, to talk and to give, buy or sell items. When an agent dies it
automatically disappears from the map, and it may leave behind
some items in its place, or give some resources to the hero.
2.1.2 Concept Hero
The hero is the controllable character of any RPG — i.e., it is
the agent that the human player controls with a broader set of
actions. When the hero dies, the game ends. The possible set of
actions available to a hero, in our RPG game language, are: to move
between cells, to interact with other agents by talking or fighting
them, to interact with items and objects by picking them up, giving,
buying or even selling them. Resources, such as gold, may be used
to buy other items, these are gained throughout the scenes or by
fighting hostile agents. All of the specified RPG benefit from an
experience system, where a hero’s abilities improve through the
accomplishment of objectives and interaction with other agents or
object. A hero can gather a small amount of experience points by
accomplishing those tasks and experience points can be spent to
improve the hero’s attributes. Also, it is possible to equip some
items of the inventory, that can improve some of the attributes of the
hero, as long as they are equipped. The inventory can be checked
or modified at any time. The hero attributes can also be modified

















Figure 1. Excerpt of the RPG Games feature model.
2.1.3 Concept Space
Every game has a world map, which is the environment where the
game takes place. The world map is composed by many different
scenes, which are connected, and the agents can move across. A
scene contains a two-dimensional map of cells. The agents can
move between cells if they are unoccupied. In the map there exist
objects or artifacts to be picked up, traps that cause the agents
to lose health points, switches that, when activated, let the hero
progress to another scene, and doors that allow the passage of
agents to other scenes.
2.1.4 Concept Objectives
Each game has a main objective, that once finished ends the game,
and there may also be other objectives, which are considered sec-
ondary objectives. There are different kinds of objectives: interac-
tion with agents (e.g., talk with a specific agent), get to a specific
scene (e.g., arrive at castle), or get artifact (e.g., get golden cup).
The number of objectives completed determines the final score of
the game. In Figure 1, we show a piece of the feature model for
the RPG language. The feature model expresses the features that
are mandatory or optional and also the relations between them. We
used the feature model notation to represent the variability of RPG
games schematically. Here we can see how we modelled the space
elements defined in the Domain Analysis phase.
With this complete feature model for RPG games we derived
our RPG DSL’s syntax (by means of an Ecore Meta-model) based
on the relations discussed above.
2.1.5 Execution Platform
In the Domain Analysis of the solution (computational) level, we
had to choose platforms to both deploy the generated games and to
analyse them. Since we did not have any kind of experience in this
area, nor any base prototype to work on, we had to choose a game
developing platform and build our own framework on top of it. So
we analysed some of the existing game engines that could be useful
to implement our RPG Games. The criteria to choose the target
framework were: fast development; abstraction level relatively to
system calls and hardware dependencies (e.g., graphical primitives,
input modalities, etc.); need of previous knowledge in the area of
game engines.
We analysed three frameworks and identified some of its charac-
teristics that we considered advantageous in the use of each frame-
work. In the table 1 we describe these.





Level of abstraction that allows some of
the typical features of RPGs
Corona Scripting language;
Allows cross-platform compilation for
Android and iOS
Between these three frameworks we chose Corona SDK 2 be-
cause it seemed interesting to allow compiling the game for differ-
ent mobile platforms. The game development is done in the Lua
language: a scripting language, which is preferred for rapid devel-
opment [18].
2.1.6 Analysis Platform
With regard to the choice of the analysis platform, we had first
to analyse what are the analysis requirements for our RPG game
specifications. As in every game development it is possible to
create games that are impossible to finish, so it is expected that
the games automatically generated in our approach have models
in the DSL that comply to some desired properties. We used OCL
[8] to perform static analysis over our RPG models. This kind of
verification assures that models are well formed and therefore can
be used through the MDD cycle. However, they cannot guarantee
that dynamic properties are valid over all possible computation
steps (also known as symbolic states) of the game. In particular,
in our RPG Game Language, we want to assure that all developed
games have the possibility of i) finishing a game, and ii) finish a
game with the maximum score.
To check this kind of properties we integrated a model checker[1]
in our DSML. There are various model checkers in the literature[9,
12, 13], but we choose ALPiNA [4], an Algebraic Petri-net (APN) [11]
analyser. Although this tool suffers (as other model checkers) from
the exponential nature of the model checking problem, where the
analysis space tends to explode with the size of the problem [5],
this tool actually presents good performance while checking invari-
ants in Petri net models. Also its APN models are expressed with
the same ECore format as the models we use to define new RPG
games, therefore, we could integrate the code verification in the
MDD cycle seamlessly using this tool, by performing the transfor-
mation from our RPG model’s to APN model’s and by analyzing
the latter ones with ALPiNA.
2.2 Design
After making an overview of the requirements of our language
we defined the required Meta-models to implement it. We used
Ecore-based Meta-models used by the Eclipse Modeling Frame-
work (EMF) [16] 3. The Meta-models describe the RPG Language
and the abstractions of the target platforms. This is the base of
the whole process of deploying the RPGs. A bad design of Meta-
models may lead to severe changes in its implementation, execu-
tion, analysis and graphical editors. In our project we created three
















Figure 2. Transforming a source model to a target framework with
model verification.
Figure 3. Excerpt of the RPG Meta-model.
design RPG games, and two other intermediate languages to sim-
plify the process of transforming these instances to both the execu-
tion and analysis platforms.
In Figure 2, we can see the automated transformation specifica-
tions that are used to translate RPG game specifications into APNs,
and to the code that is used in the Corona Framework. Instead of
performing direct Model-to-Model(M2M) either from RPG models
to APN, or Model-to-Code(M2C) from RPG models to the frame-
work code, we decided to add intermediate steps to this process.
The main reasons to introduce these intermediate steps are: i) to
enable further reuse of the model transformation when approach-
ing other target platforms (for both execution and analysis); ii) to
enhance debugging capabilities by inspection on the results of the
intermediate transformations; and iii) to ease and structure the im-
plementation of the RPG language, and ease future language evo-
lutions.
2.2.1 RPG Language Meta-model
The RPG Language Meta-model describes every possible feature
of the defined RPG Domain. We used the feature model, created in
the previous section, to design this Meta-model. It was annotated
with OCL rules to guarantee that every produced RPG model is
consistent by verifying rules such as ”there can be only one hero
in the world”. This is crucial since both the execution and analy-
sis transformations are assuming that the source RPG models are
always correct.
In Figure 3, we show the part of the Meta-model that describes
the Space entities. In this example, a RPG Game has only one
World Map, that has a set of Scenes, which are composed by Cells.
Cells are identified by x and y coordinates, a Scene is identified
by its name, has an image for the background and its number of
Cells is delimited by width and height. With this model of our
RPG language, we generated a graphical editor to allow the Game
Figure 4. Excerpt of the µFramework Meta-model.
Designers to create RPG instances with it, as described in section
2.3.1. The created instances are then transformed into the other two
languages: the Corona’s Framework code, and the APNs used in
ALPiNA.
2.2.2 µFramework Meta-model
The application domain of the chosen target framework (Corona)
is very broad and general—thus it had only low-level primitives
to draw and create graphical objects. Therefore, we built an API
over it, in order to create the entities we needed to our RPG
games and created a Meta-model for this API. This was called
the µFramework API, which simplifies the M2C transformation
to generate the code of the game. This way, we restricted the tar-
get framework to the RPG game context. The created Meta-model
simply describes the functionality implemented in the µFramework
API, mapping the entities to the functionality of the API.
In Figure 4, we can see that similarly to the RPG meta-model,
this µFramework Meta-model has only one WorldMap, but now
also uses a OrientedGraph that relates and store all the Scenes that
the specified game may have. Each Scene has one MapXY, which
holds all of the Cells of that Scene, and one ObjectManager that is
responsible for managing the objects in the scene (e.g., placing an
object, remove an object, etc.).
2.2.3 µRPG Meta-model
Given the analysis limitations of the ALPiNA model checker,
we built another intermediate language (µRPG Language) which
works as a filter that will only contains the entities we considered
essential to check the properties related to the termination and score
of a game. In this process we made several assumptions to reduce
the number of entities to a minimum. As for example of one of
these assumptions is that a hero can always beat an enemy, this has
a huge impact since all enemies will be discarted from the process
of model checking, which can lead to false positives where there
may exist overpowered enemies that will block our way to the final
goal.
The µRPG Meta-model one of modifications that occured in
this meta-model is the concept of Partition which represents sets of
adjacent cells that can be directly accessed by a hero: a given Parti-
tion holds the relevant information of that area w.r.t. the property of
game termination—i.e., the objectives, the keys that can be picked
up, the doors, and the hero position.
2.3 Implementation
In this section, we describe how we can create RPG models and use
those models to automatically generate both the game source code
and the models for verification.
Figure 5. Screenshot of the graphical editor.
2.3.1 Graphical Language
We developed a graphical language based on GMF/EuGENia4 that
allows the creation of RPG models. The original RPG Language
Meta-model was annotated with rules that describe how the entities
and relations are represented in the GMF Editor.
In the Figure 5, we show an example of an RPG game created in
this language. In the main window, the entities of the RPG model
and the relations between them. In the properties window bellow,
we can assign values to the RPG entities’ attributes: in this case, we
selected the Hero entity named ’Zelda’.
2.3.2 Generating the source code
The generation of source code for the RPG Game is divided in
two transformation phases: First, we take a RPG Game instance
and transform it to the µFramework Meta-model instance, using a
M2M transformation. Then, we take the µFramework Meta-model
instance and apply a M2C transformation, as can be seen in Figure
2.
All of the M2M transformations were done by means of the
Atlas Transformation Language (ATL) 5, which is a textual model
transformation language that is able to perform M2M transforma-
tions. The M2C transformation was specified using XPand6, which
is a template based tool to generate the source code of programs.
Template based tools generate the source by reusing snippets of
code. Those snippets are filled with values from the model in-
stances. The information from the Meta-model is read in a visitor-
pattern style, and it is used to generate the appropriate textual code.
This technique is appropriate for cases where we already have a
considerable amount of code from the target platform, and we want
to reuse it in the MDD cycle.
2.3.3 Generating µRPG
To generate the µRPG Language, we made a simple M2M transfor-
mation that just propagates the relevant the entities from the RPG
model to the model expressed in the µRPG Language. We imple-
mented a breadth search algorithm to translate reachable adjacent
cells in a scene into a Partition.
We then take the generated RPG model expressed in the µRPG




in ALPiNA. This M2M transformation generates an APN from
an µRPG model, where: i) each partition is mapped into a place;
ii) Keys, objectives and the hero are mapped to tokens; iii) doors
are mapped to transitions. In the translated APN there will always
be two extra places: the KeySet that holds the keys picked up by
the hero; and the Conquests that holds finished objectives. The
transition associated with the door, allows the token associated with
the hero to move from place to place, and will be enabled if and
only if there is a token associated with the respective key in the
KeySet place. We can put this token in the KeySet whenever the
token associated with the hero is in the place that has that token.
This also is applied to objectives.
Finally, to check if the game ends, we use AlPiNa to verify
that there is a state which has the token associated with the final
objective in the place Conquests. For the maximum score property,
where we check if the cardinality of place Conquests can eventually
be equal to the total number of objectives defined in the game.
3. Related Work
MDD is often applied to deliver a good separation of the concepts
of the application from the concepts of the system. This separa-
tion improves productivity and communication because teams con-
cerned with the domain of the application can easily talk with sys-
tem developers without concerning the algorithmic requirements.
Besides the BATIC3S [15] project, there exists not so many
evidence of successful application of MDD solutions in the SLE
of a DSML. Nevertheless, related MDD approaches already have
been introduced to the Game Industry before. In [14] it is pro-
posed to adopt MDD in the Game Industry by proposing a mod-
elling semi-automatic approach based on UML (that can be seen
as a General Purpose Modelling language for Software Engineer-
ing) at several abstraction layers: Platform-Independent Models
(PIM), Platform-Specific Models (PSM) and code level. However
not demonstrated, the authors claim increasing productivity and
higher code re-utilization, not mentioning how it might affect the
error proneness caused by the fact the game developer must model
and code, and keep track of consistency, in all the three layers. Code
generation, in this case is not complete and can be seen more like a
code skeleton generator.
There are several DSMLs built for game development. For in-
stance, in [7] and [17] it was presented DSMLs for Adventure
Games, with automatic code generation for a specific adventure
game. However, our solution provides model checking capabilities
(reducing costs with exhaustive game testing) and an abstract rep-
resentation of the deployment platforms (tackling the problem of
platform heterogeneity).
4. Conclusions and Future Work
In this work, we developed a DSML to create RPG Games with a
complete MDD approach. This includes the M2M transformations
and intermediate languages to tackle the complexity of building
a DSML and the use of a model checker to verify some game
properties.
The creation of an API over the framework allowed an M2M
transformation that was easily produced between RPG and µFramework
meta-models, which consists mostly of 1 to 1 relationships. This
strategy of bottom-up modelling in the framework allowed the fo-
cusing on the RPG entities and the restriction of the power of the
framework which was very low-level. The mapping of the RPG
meta-model to APN is too much complex to simply perform it
in just one step, therefore we created an intermediate meta-model
µRPG that allowed a simpler mapping between both. We believe
that the use of intermediate languages really help in this process,
since we do not have to map complex entities directly to an APN.
To complete the MDD cycle, the use of ALPiNA demonstrates
that we can use a model checker to analyse and validate properties
on RPG games, giving us a certain level of confidence about its
implementation, since it passed verification phase.
Regarding the RPG metamodel evolution, the addition of a new
feature should not affect the existing ones if its concept does not
interfere with existing features. However if it does interfere, we
have to analyze the impact of that interference in the µRPG Meta-
model, which may lead to a partial redefinition of these model.
The choose of the DSL format (textual or graphical) has impact
in the process of game development. A textual DSL may lead to a
more readable solution than a graphical one in the development of
big games, since a visual one will have problems displaying all the
information about the game. However a graphical DSL allows the
developer to get a preview how the things will be mapped, allowing
the game developer detect errors faster.
As future work we are interested in collecting some metrics and
conducting a complete assessment to gather the opinions from both
game engine developers and game designers about their experience
with this, or similar MDD approach. We are interested in compar-
ing the productivity of game designers using this methodology and
others. In a different survey, we will investigate the difficulty of de-
veloping a game language to generate games, in a MDD fashion,
against the development of a generalist game engine, as the ones
broadly used in the industry. Either for small game devices, such
as the ones used in smartphones, or other more complex environ-
ments.
Acknowledgments
The presented work has been developed in the context of the fol-
lowing research institution: CITI fund PEst-OE/EEI/UI0527/2011
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In this Annex we include the article [23], named ’Introducing Usability Concerns Early
in the DSL Development Cycle : FlowSL Experience Report’, which was published in
Proceedings of the Model-Driven Development Processes and Practices (MD2P2 ) Work-
shop at MODELS conference in 2014.
FlowSL (Section 9.3) is a DSL for specifying humanitarian campaigns to be conducted
by a non-governmental organization PSI and is integrated into MVC platform1. Work
was developed under the collaboration of the Engineering Faculty of Porto (FEUP) and
PSI. We applied action research to the development of a industrial oriented DSL FlowSL,
in order to validate our solution design proposed in Section 4.2 as a part of our research
process (Figure 1.1). Final report of this project can be downloaded from public repository
2.
1https://movercado.wordpress.com/ (accessed September 19, 2017)
2goo.gl/gQzX7B
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Abstract. Domain-Specific Languages (DSLs) developers aim to nar-
row the gap between the level of abstraction used by domain users and
the one provided by the DSL, in order to help taming the increased
complexity of computer systems and real-world problems. The quality
in use of a DSL is essential for its successful adoption. We illustrate
how a usability evaluation process can be weaved into the development
process of a concrete DSL - FlowSL - used for specifying humanitar-
ian campaign processes lead by an international Non-Governmental Or-
ganization. FlowSL is being developed following an agile process using
Model-Driven Development (MDD) tools, to cope with vague and poorly
understood requirements in the beginning of the development process.
Keywords: Domain-Specific Languages, Usability Evaluation, Agile Develop-
ment, Language Evaluation, Software Language Engineering
1 Introduction
Domain-Specific Languages (DSLs) and Models (DSMs) are used to raise the
level of abstraction, while at the same time narrowing down the design space [1].
This shift of developers’ focus to using domain abstractions, rather than general
purpose abstractions closer to the computation world, is said to bring important
productivity gains when compared to software development using general pur-
pose languages (GPLs) [2]. As developers no longer need to make error-prone
mappings from domain concepts to computation concepts, they can understand,
validate, and modify the produced software, by adapting the domain-specific
specifications [3]. This approach relies on the existence of appropriate DSLs,
which have to be built for each particular domain. Building such languages is
usually a key challenge for software language engineers. Although the phases of
a typical DSL life cycle have been systematically discussed (e.g. [4, 5]), a crucial
step is often kept implicit: the language evaluation.
DSLs are usually built by language developers in cooperation with domain
experts [6]. In practice the DSL will be used by domain users. These domain users
are the real target audience for the DSL. Although domain users are familiar
with the domain, they are not necessarily as experienced as the domain experts
helping in the language definition. Neglecting domain users in the development
process may lead to a DSL they are not really able to work with.
In this paper we apply action research to the development of a DSL, named
FlowSL, designed to support managers in specifying and controlling the busi-
ness processes supporting humanitarian campaigns. FlowSL is targeted to non-
programmers. Their ability to use this language was identified as one of the
highest concerns, so discovering usability issues in early development iterations,
facilitated the achievement of an acceptable usability, while tracking the design
decisions and their impact.
Usability has two complementary roles in design: as an attribute that must be
designed into the product, and as the highest level quality objective which should
be the overall objective of design [7].
This paper is organized as follows: Section 2 discusses related work; Section
3 provides a description of the evaluation approach; Section 4 discusses the
language and evaluation goals and its development and evaluation plan; Section
5 discusses the lessons learned from the application of the described approach;
finally, Section 6 concludes by highlighting lessons learnt and future work.
2 Related work
The need for assessing the impact of introducing a DSL in a development process
has been discussed in the literature, often with a focus on the business value that
DSL can bring (see, e.g. [8]). This business value often translates into produc-
tivity gains resulting from improved efficiency and accuracy in using a DSL [6],
when compared to using a general-purpose baseline solution [9]. The quality in
use of a DSL is, therefore, extremely important. In general, these assessments
are performed with a final version of a DSL, when potential problems with the
DSL are expensive to fix. A key difference in the work described in this paper is
that we introduce language evaluation early in the DSL development process, so
that problems can be found ’on-time’ and fixed at a fraction of the cost it would
take to fix them, if detected only in the deployment phase.
The term quality in use is often referred to more simply as usability [7], and
includes dimensions such as efficiency, effectiveness, satisfaction, context cov-
erage and freedom of risk (ISO 25010 2011). Usability evaluation investments
have brought an interesting return on investment in software development [10].
Usability evaluation benefits span from a reduction of development and main-
tenance costs, to increased revenues brought by an improved effectiveness and
efficiency by the product users [11].
Two important issues are how and when to assess DSL usability.
Concerning the how, we have argued that we can think of DSLs and their
supporting editors as communication interfaces between DSL users and a com-
puting platform, making DSL usability evaluation a special case of evaluating
User Interfaces (UIs) [12] . This implies identifying the key quality criteria from
the perspective of the most relevant stakeholders, in order to instantiate an eval-
uation model for that particular DSL [13, 14]. These criteria are the evaluation
goals, for which a set of relevant quantitative and qualitative measurements must
be identified and collected. We borrow from UI evaluation several practices, in-
cluding obtaining these measurements by observing, or interviewing, users [15].
In general, it is crucial that the evaluation of human-computer interactions in-
cludes real users [16], for the sake of its validity. In the context of DSLs, the
“real users” are the domain users.
Concerning the when, we argued that we should adopt a systematic approach
to obtain a timely frequent usability feedback, while developing the DSL, to bet-
ter monitor its impact [17]. This implies the integration of two complementary
processes: language development and evaluation. Software language engineers
should be aware of usability concerns during language development, in order
to minimize rework caused by unforeseen DSL usability shortcomings. In turn,
usability designers should have enough understanding of the DSMs involved
in software language development to be able to properly design the evaluation
sessions, gather, interpret, and synthesize meaningful results that can help lan-
guage developers improving the DSL in a timely way. This requirement is in line
with agile practices, making them a good fit for this combined DSL building
(i.e.software development) and evaluation process (i.e. usability design) [18].
3 Building usability into a DSL development process
Building a DSL may have a rather exploratory nature, with respect to the DSL
requirements, particularly when the DSL is aimed for users with limited com-
putational skills or poorly understood, or evolving domains. To build up a cost-
effective and high quality process, we defined an agile and user centered DSL
evaluation process [17, 13].
By placing DSL users as a focal point of DSLs’ design and conception, the
goal was to ensure that the language satisfies the user expectations. Besides in-
volving Domain Experts and Language Engineers, as typically happens in the
development of a DSL, we add the role of the Usability Engineer to the develop-
ment team. Usability engineers are professionals skilled in assessing and making
usability recommendations upon a given product (in this case, the DSL) and
gathering unbiased systematic feedback from stakeholders [18].
Each development iteration focuses on a different increment or level of ab-
straction to be evaluated or refined. In the early phases it is important to study
existing guidelines or standards for a particular domain and interview current or
potential users about their current system or tools they are using to help them
in accomplishing their tasks. This context of use study of a particular situation
is intended to elicit the strengths and weaknesses of the baseline approach as
well as the user expectations for the DSL.
Finally, once the language is deployed to users, an evaluation of its use in
real contexts should be conducted, reusing the methods and metrics that were
validated in the previous iterations.
4 Flow Specification Language (FlowSL)
The generic process described in the previous section was instantiated to the
development of a concrete DSL — the FlowSL. FlowSL is a DSL for specify-
ing humanitarian campaigns to be conducted by a non-governmental organiza-
tion. FlowSL is integrated in MOVERCADO3 (MVC), a mobile-based messaging
platform at the core of an ecosystem that enables real-time and a more efficient
impact, by facilitating interactions among beneficiaries, health workers and facil-
ities, e-money and mobile operators. The platform is meant to allow data mining
in the search of insights that can be used to improve the effects of the campaigns
while supporting a high degree of transparency and accountability.
A first version of the system (MVC1) was developed as a proof-of-concept to
validate the key underlying principles. The second version of the system (MVC2)
was developed in the form of a platform easily customizable by managers and
extensible by developers of the organization’s team. An important goal was to
develop a language, FlowSL, to empower the Campaign Managers to define new
kinds of campaign flows taking advantage of their domain knowledge.
Without FlowSL, managers needed to specify the flows orchestrating their
campaigns exclusively by means of presentations and verbal explanations. The
implementation and evolution of campaigns often resulted in rework and un-
expected behavior, usually due to vague specifications, incorrect interpreta-
tions, and difficulties in validating the implementation, a phenomenon known
as impedance mismatch [19]. Therefore, the primary goal was to evolve the sys-
tem to enable new users to easily create new campaigns and underlying flows.
FlowSL is expected to enable the organization to streamline the process of defin-
ing campaigns and their base workflows, namely participants, activities, inter-
action logic, and messages.
4.1 FlowSL development process
In order to balance the development effort with effective reusability (e.g. while
envisioning new marketing solutions), MVC2 was developed in a fast-paced way,
iteratively, along six two-weeks sprints, following an agile development process
based on Scrum4 and best practices of evolving reusable software systems [20]. In
the process of FlowSL development, the Domain Experts were part of the Prod-
uct Owners team, while the Language Engineers were part of the Scrum Team.
The DSL evaluation process was guided by the FlowSL development stages, as
different effort was estimated in each sprint for its development.
The problem analysis was performed by mutual interaction and brainstorm-
ing between Domain Experts and Language Engineers in each sprint planning.
Usability Engineers, in this case the researchers, had the role of observing and
guiding the analysis outputs, while preparing the evaluation plan, without being
directly involved in the language specification. To better understand and define
3 http://enter.movercado.org/ (accessed in July 19, 2014)
4 http://www.scrum.org/ (accessed in July 18, 2014)
the problem, the required functionalities were described in terms of small user
stories. Also, the new description of the user roles was introduced as the FlowSL
is expected to change existing organizational workflows. To improve interaction
between the development team and the users, all the produced results from the
analysis were continuously documented in a wiki. As Scrum suggests, the project
management was based on a product backlog maintained and shared on-line.
The relationship between the MVC system, FlowSL development, and rele-
vant language users and expected workflow is presented in Fig.1. The original
MVC1 system was developed in a GPL (Ruby). FlowSL was first developed as
a Ruby-based internal DSL. This approach allowed an optimal use of resources
while keeping the existing system running. The second phase of language de-
velopment was intended to support the managers to design the campaign flow
specifications by themselves, using simple and understandable visual language
constructs. In the planned third phase (future work), the focus will be on evolv-
ing the language’s editor to be collaborative and web-based. It will also be an
opportunity to work on language’s optimizations in the generation process.
Fig. 1. FlowSL development and relevant language users with expected workflow
After defining the evaluation plan, the Usability Engineer prepared the us-
ability requirements, using a goal-question-metric approach presented in Table 1,
where goals conform to the Quality in Use model. These requirements were de-
tailed and related to the right metrics and measurement instruments to perform
appropriate usability tests in each development cycle. The validation of some
of these requirements in earlier stages (e.g. understandability, readability) are
stepping stones to achieve other soft requirements that cannot be evaluated in
early phases (e.g. learnability). Multiple evaluations helped in validating and
improving the set of identified metrics.
Table 1. Usability requirements
Requirement Metric
Understandability: Does the user
understand the different concepts
and relations, and when and why
to use each one of the concepts?
NCon - number of concepts, NRel - number of relationships
NErrSpec - incorrect verbal definitions of total NCon and Nrel
given in language
NErrMod - incorrect interpretations of presented NCon and NRel
given in modeled solution
Readability: How accurately is the
user able to read the specified flows
and interpret their meaning?
NConInst - number of concept instances in the model (flow), NRe-
Inst - number of relationship instances in the model
NErrInst - number of incorrect verbal interpretation of NConInst
and NRelInst given in language
Efficiency: How much time is
needed for a user to read existing
or specify a new flow?
TModInst - time necessary to read existing model instance (flow)
TModSpec - time necessary to implement a new model instance
(flow)
Effectiveness: Is the user able to
correctly implement a flow from a
given high-level description of the
required flow?
NErrModInst - number of misinterpretation while reading exist-
ing model instance (flow)
NErrModSpec - number of errors while implementing new model
instance (flow)
Learnability: How much time is
needed for users to learn the
FlowSL language?
TLearNov - training time necessary to learn novice users to use
language TLearExp - training time necessary to learn domain
experts to use language
Flexibility How long does it take to
quickly change or correct existing
flow specifications?
TModEvol - time necessary to evolve model instance (flow)
TModCorr - time necessary to correct incorrect implementation
of model instance (flow)
Reusability How often user reuse
existing flow specifications?
NModReuse - number of reusing existing model instance (flow)
NModEvol - number of evolving existing model instance (flow)
Expressiveness Is the user able to
specify all parts of flow?
NErrCon - number of concept, or its property that user is missing
to implement model instance (flow)
NErrRel - number of relationships, or its appropriate role that
user is missing to implement model instance (flow)
Freadom of Risk Is the user able
to implement the specifications in
a way that can lead to unexpected
or unwanted system behavior?
NEconDem - number of occurrence of economic damage due to
incorrect flow specification
NSofCor - number of occurrence of software corruption due to
incorrect flow generation to system (flow)
Satisfaction How much is the user
satisfied with FlowSL?
ConfLevel - self rated confidence score in a Likert scale
LikeLevel - self rated likability score in a Likert scale
5 FlowSL evaluation and lessons learned
5.1 First FlowSL iteration: bottom-up approach (MVC2.1)
The language goal of the first iteration was to find the differences and common-
alities in the Ruby code relevant for visual FlowSL and then do a corresponding
mapping into a graphical representation, which would define the first draft of
the concrete visual syntax of FlowSL. This is considered as a way to describe
appropriate activities step by step by mapping relevant fragments of extracted
code to a visual representation and to identify repetitive patterns that represent
reusable code artifacts. The evaluation goal was to assess whether this represen-
tation would be good enough to enhance the understandability and readability of
flows from the perspective of Campaign Managers. It was expected that with the
flow abstraction, the Domain Experts could describe more concrete requirements
for the visual flow concepts.
The evaluation intervention was conducted when all existing flows of the
MVC1 system were migrated to MVC2. This was the moment when the stake-
holders could more clearly express the language purpose by distinguishing cam-
paign processes from the flows underneath. The intervention was followed by an
interview conducted with one representative subject : the Domain Expert with
the role of Campaign Manager that was involved in specifying flows using the
MVC1 system and who was also involved in the MVC2 Scrum development
assuming, in that case, the role of Product Owner.
The evaluation document was prepared by the Usability Engineer contain-
ing 4 tasks: Task 1 and Task 2 describing user scenarios by roles and a global
organization scenario that evaluator was asked to clarify and improve by plac-
ing him in organization workflow; Task 3 presenting alternative feature models
of FlowSL that are reviewed and redefined with a goal of separating campaign
instantiation data and improving a vague language definition; Task 4 present-
ing campaign flow based on simple and complex level of specification of the
flow example (IPC Validation) that was found to be the most representative to
describe. This task used metrics from the GQM table, which showed that the
considered solution is very hard to understand.
The two major threats to validity of this evaluation were that it was subjec-
tive and only one user surrogate was involved. However, as the intended solution
was seen as a step that helped to understand and to model the domain bet-
ter, the guided interview helped to redefine the technical concepts using domain
terms. Evaluation resulted in a clearer plan for the next development cycles
as well as clarifying usability requirements and appropriate tasks. The textual
FlowSL makes explicit all relevant domain concepts, but also many extra more.
considered more technical, The performed evaluation helped the DSL develop-
ers to adjust the level of abstraction to the needs of the DSL end users. The
language at this phase, could be used by the System Managers (knowledgeable
of the concepts of the baseline system), but not by Campaign Managers.
5.2 Second FlowSL iteration: top-down approach (MVC 2.2)
The language goal of this iteration was to develop a visual FlowSL prototype
using the MetaEdit5 language workbench, that was selected for its support to
top-down development. The evaluation’s goal was to assess whether both the
campaign managers and novice system managers were able to validate the speci-
fied flows using the newly proposed visual language and editor. These evaluations
covered also the effectiveness and expressiveness of the target language.
5 http://www.metacase.com/ (accessed in July 19, 2014)
The First evaluation intervention was organized very quickly and involved
interviewing two subjects: the campaign manager from the first development
iteration and the system manager who was involved in the DSL development.
The intervention consisted of one task where the subjects had the opportunity
to compare two alternative concrete flow representations for the same ongoing
example.
Based on the evaluation results the Usability Engineer produced designs of
the concrete syntax for the DSL development team.
The second evaluation intervention involved the same subjects. The evalua-
tion document had three tasks: Task 1 focused in assessing the understandability
and expressiveness of the individual symbols; Tasks 2 and Task 3 meant to mea-
sure the readability and efficiency of the designed solution of the simple and
complex flow. In addition to that, the Domain Expert was asked to describe the
use of the symbols from Task 1 to produce the presented flow solutions and to
describe the situations in which the existing flows can be reused. The evaluation
session with the System Manager made it possible to identify important missing
relationships between FlowSL concepts, as well as their connection points (hot
spots) with the MVC system underneath.
For the third evaluation intervention the usability engineer introduced the
design improvements motivated by the feedback obtained the previous evalua-
tion. The new notations were designed and implemented, to be again compared.
The tasks were similar to the previous intervention, although more elaborated.
Here, the same subjects from the previous interventions were involved, as well
as a member of the Scrum team.
For this third intervention the rules related to the usage of a certain activity
were discussed. The usability engineer evaluated the cases where the system
manager would have the need to hack the existing campaign flows, in order to
customize certain functionality or rule. The goal was to use an example-based
approach to identify improvements in the language.
It became clear that the evaluation materials prepared earlier helped to speed
up the following evaluation phases and reduced their implementation costs. Be-
sides, they became templates for the corresponding learning materials. Also, it
was possible to abstract the language one level further, so that an online visual
editor was built to support rapid high level specifications of flows. To better deal
with the increasing complexity of the specified models, rather than presenting
all the concepts related to the flow definition visually, a better option would be
to present just high level concepts that are reused often, while others are hidden
and based on predefined rules that can be eventually reconfigured textually. This
approach empowered both the domain experts and the product owners to better
control the design decisions.
6 Conclusions and future work
In this paper, we presented an experience report on how to integrate top-down
usability engineering practices into a bottom-up agile development of a DSL
from its beginning. While playing the role of Usability Engineers, we experi-
enced that small iterations involving Domain Experts, Product Owners and End
Users can help us to clarify the meaning and the definition of the relevant lan-
guage concepts. This enables an early identification of possible language usability
shortcomings and helps reshaping the DSL accordingly.
Early evaluations can be executed with a relatively low cost thanks to model-
driven tools that support production of rapid prototypes and presenting the idea.
These evaluations support well-informed trade-offs among the strategy and de-
sign of the DSL under development, and its technical implementation, by im-
proving communication. Besides, they improve the traceability of decisions, and
of the solution progress. These iterations also help to capture and clarify con-
tractual details of the most relevant language aspects that need to be considered
during DSL development, and are a key element to improve the End Users ex-
perience while working with FlowSL.
We plan to validate our decisions, metrics, and the overall merit of the devel-
oped DSL, by performing experimental evaluations with both expert and novice
users, by making comparisons to the baseline approach in Ruby, as well as to
other process modelling languages that are natural candidates to serve for similar
purposes (e.g. BPMN, JWL).
An additional step is to conceptualize the traceability model of design changes
and evaluate its impact on the decision making process. We expect that in each
iterative evaluation step we will not only identify opportunities to improve the us-
ability of the DSL, but also to improve the evaluation process itself (e.g. through
the validation, in this context, of the chosen metrics).
Weaving usability concerns into agile process is helping us to continuously
evolve FlowSL, improving the cost-effectiveness of DSL usage in specifying cam-
paigns, and supporting a clearer assessment of which language concepts are more
relevant to the different kinds of language users, which in turn helps finding the
right level of abstraction and granularity of concepts. All these benefits come
with the cost of adding usability skills and of introducing new practices in the
agile process, namely the introduction of lightweight metamodeling tools. The
balance however, seems to be very positive, but ROI should be calculated pre-
cisely to support this claim.
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13. Barǐsić, A., Monteiro, P., Amaral, V., Goulão, M., Monteiro, M.: Patterns for eval-
uating usability of domain-specific languages. Proceedings of the 19th Conference
on Pattern Languages of Programs (PLoP), SPLASH 2012 (October 2012)
14. Kahraman, G., Bilgen, S.: A framework for qualitative assessment of domain-
specific languages. Software & Systems Modeling (2013) 1–22
15. Rubin, J., Chisnell, D.: Handbook of Usability Testing: How to plan, design and
conduct effective tests. Wiley-India (2008)
16. Dix, A.: Human computer interaction. Pearson Education (2004)
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In this Annex we include the article about evaluation of the DSL Visualino (Section 9.4),
for the programming low-cost robots, under a title ’Leveraging teenagers feedback in
the development of a Domain-Specific Language – the case of programming low-cost
robots’. This article is published in ACM SAC conference Action IC1404 MPM4CPS in
2018. The work was developed under the collaboration between the group ASE NO-
VA/LINCS and Artica1, a company that specialises in the development of robotic and
audio-visual solutions.
The first language design was developed in 2013 in the context of the master thesis
[135], where language was named Farrusco. Later, language continue to evolve and was
renamed to Visualino after second release in 2015, and recently Gyro, after a third release
in 2016. We manage to show that the usability of the Gyro significantly improved in
terms of efficiency and satisfaction when compared to earlier version. To consult the
details, take a look at experiment repository2.
This study present application of our usability evaluation approach (Section 4.2) on
the industrial case study during several development iteration. As this, it served as
design validation example of our research process (Figure 1.1). Further, it was used to
validate feasibility of our approach (Chapter 5) as a USE-ME model instantiation example
(Section 6.2) 3. Further, it served as a running example for our integration study (Section
9.6, Annex VI) 4.
This work was supported by FCT/MEC NOVA LINCS; PEst UID/ CEC/04516/ 2013
and DSML4MA TUBITAK/0008/2014 Projects.
1http://artica.cc/ (accessed September 19, 2017)
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Domain Specific Languages (DSLs) empower end-users to express
software tasks that were traditionally developed by software engi-
neers. DSLs allow users to express themselves in terms closer to
the way they think about their problems, rather than in compu-
tational terms. However, conceiving a DSL with an adequate user
experience for its end-users is not a trivial task, and the process
of engineering that adequacy tends to be performed ad-hoc. The
Gyro Creator Language (GCL) is an open-source DSL for control-
ling low-cost rover-like Arduino robots, designed for being used
by teenagers with no previous computing skills, so they can be
introduced to programming in a fun way. In this paper, we discuss
an iterative process building on teenagers’ early feedback, collected
in a series of empirical evaluations with 128 teenagers, and how
this has helped us driving GCL to a competitive level in terms of
usability, when compared to well-established alternatives such as
Lego, or Scratch.
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1 INTRODUCTION
The increasing software pervasiveness fosters a growing concern
for making some of its development accessible to end-users with
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no formal training in programming. Creating Domain-Specific Lan-
guages (DSLs) for empowering end-users is challenging, as we need
to bridge the gap between computation concepts and the concepts
mastered by the end-users. Two complementary ways of bridging
this gap are (i) nurturing ‘computational thinking’ [37] skills in
end-users, and (ii) devising adequate metaphors that hide the unnec-
essary complexity of computational concepts from those end-users.
We were contacted by a company interested in developing an open
source web-based DSL, called Gyro Creator Language (GCL), for-
mally known as Visualino, targeted to teenagers, to empower them
to control low-cost rover-like Arduino robots. The challenge was
how to assess the DSL in a timely way, so that end-user feedback
could lead to a competitive product. In particular, the company was
concerned with the user-friendliness of the DSL.
However, the development process of DSLs lacks a systematic
and iterative approach to evaluating and detecting usability issues
since the early stages of the DSL construction. Therefore, we add to
the common iterative life cycle of DSL development an evaluation
task involving the end-users, to be performed in each iteration. The
teenagers’ feedback is used to help to steer the GCL’s evolution
through the identification of several improvement opportunities in
the language. This evaluation stage in each iteration is often not
reported in the context of developing DSLs but is key for our devel-
opment effort. In this assessment, we contrast GCL with two popu-
lar DSLs that are used to control rover-like robots: a commercial
competitor (Lego)[22] and an open source initiative (Scratch)[32].
We report on the design and results of the empirical studies
used in this evaluation that helped us identifying the language’s
strengths and weaknesses. We discuss how this lead to the improve-
ment of the GCL language. To help to achieve this higher level goal,
we answer two more detailed research questions:
• RQ1: How does the current GCL (GCL2) compare to baselines
(a previous version of GCL (GCL1), Lego and Scratch) regard-
ing the Effectiveness of the teenagers when programming a
robot?
• RQ2: How does the current GCL (GCL2) compare to baselines
(a previous version of GCL (GCL1), Lego and Scratch) regarding
the Satisfaction of the teenagers when programming a robot?
The chosen baselines are aimed at providing a comparison basis
with (1) a previous version of GCL (GCL1), so that we can assess
the extent to which the feedback collected with that previous ver-
sion has helped in its evolution and (2) two popular competitor
languages, so that we can assess how competitive the GCL can be,
when contrasted with those languages.
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2 RELATEDWORK
2.1 Language Usability
Language usability is the degree to which a language can be used
by specific users to meet their needs to achieve specific goals with
effectiveness, efficiency and satisfaction in a specific context of use
(adapted for the particular case of languages from [13]).
User-centered design (UCD) [28, 36] can contribute to more us-
able DSLs. For example, [1] presented an innovative visualisation
environment, which eases and makes more effective the experimen-
tal evaluation process, implemented with the help of UCD. A visual
query system was also designed and implemented following the
UCD approach [6]. Although there is a lack of general guidelines
and best practices to conduct language usability evaluations, they
are slowly being recognised as an important step in the Language
Engineering life-cycle [20]. An iterative approach allows us to trace
usability requirements and the impact of usability recommenda-
tions througout the DSL development process [3].
2.2 User characterization and evaluation
Teenagers who are familiar with computers and technologies tend
to be more successful in new computer-related tasks [12]. Also,
they are likely to work and play in groups, (e.g. sharing a single
computer) [8]. Involving teenagers as subjects in empirical studies
is a valid option to evaluate usability on software products targeted
to teenagers [34] but also challenging, as teenagers have a high
variability in cognitive and development abilities at a given age
[7]. Nevertheless, it has been shown that teenagers can identify
and report usability problems using methods like ‘think aloud’,
interviews or questionnaires [25].
Previous studies (e.g. [15, 18, 31]) concentrate on issues related
to K12 courses curricula (i.e. covering from kindergarten to 12 years
of basic education), the motivation of students to engineering, and
education of computational teaching. Teenagers have been used
in the past as subjects for language-related studies. For example, a
hybrid approach combining text and visual notations offers the best
compromise to increase efficiency and effectiveness of teenagers
while using that language [19]. However, we are not aware of
other formal studies concerned about improving software language
usability, involving teenagers as subjects.
2.3 Programming languages for teenagers
Current robot platforms offer Application Programming Interfaces
(APIs) for programming with languages such as Java (e.g. [9]), [30])
or .NET Framework languages (e.g.[14]). These languages may ex-
clude many teenagers who are not (yet) proficient in programming.
Without proper training, it is hard for them to program and mas-
ter a textual programming language with a complex syntax full
of technical concepts. This is true even with the help of powerful
Integrated Development Environments (IDEs). We argue it is far
from trivial to design a DSL for teenagers (and even more so for
younger children).
There are several programming languages designed specifically
for children (including teenagers). Examples include Alice [10],
Blockly [11], Lego [22] and Scratch [32]. We used for comparison
purposes with GCL Lego, one of the most widely used languages
Figure 1: LegoMS Figure 2: Scratch
for programming toy robots, and Scratch, a popular visual program-
ming language for teaching programming concepts to children
which can also be used for controlling rover-like robots.
2.3.1 Lego. Inspired by Papert’s seminal work [29], Lego Mind-
storms (LegoMS) is one of the most well-known technologies, in
educational robotics for children. Several case studies have been
done for this technology in order to understand which are the
main individual needs of the children, when working with robots.
LegoMS’s technology combines hardware and software, so that
users can develop and deploy programs specifying behavior to be
executed by the Lego robot.
Lego Mindstorms NXT 2.0, used in our usability trials, presents
building blocks (like bricks) as elements to build a program. Each
block represents a programming concept, such as an execution con-
trol element, e.g. loops, conditions, arithmetic, or an actuate block
that interacts with the robot components, e.g.motors. The sequence
of blocks is constructed by a behavior flowchart, structuring the
program’s blocks.
LegoMS has an appealing notation and is used only with rela-
tively expensive Lego robots. However, the development of com-
plex behaviors may become difficult [26]. The increasing number
of blocks and the size of the diagram make it difficult to analyze
and read the program solution. Non-trivial behaviors are difficult
to implement in a visual programming language like this. Fig. 1
exemplifies the move back and forth example. The diagram contains
two composition elements describing how the robot should move.
2.3.2 Scratch. Scratch [32] relies on actions (Blocks) to operate
specific objects (Sprites). They can be seen as a visual abstraction to
the Object Oriented programing paradigm with some restrictions
(no support for custom objects and the dynamic generation of
sprites). Open source tools like mBlock [33] and Enchanting [21],
are built upon Scratch, and meant to be simple and used for robot
programming. mBlock is a solution which compiles to the Arduino
open source hardware platform, which makes it suitable for our
assessment study, as it uses the same hardware as GCL.
Fig. 2 illustrates how to program the robot to move forward dur-
ing one second and to go backwards during one second. However,
as this language is general purpose, it does not have abstractions
of operations like move forward or backwards. Therefore, the user
needs to detail the movement operator. This includes to describe
the pins of each motor on the Arduino board and deal with concepts
like motor rotation directions, rotation speed, angular velocity.
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Figure 3: Arduino Robot
Figure 4: GCL1 - Back and
Foward
3 CONTEXT
GCL is a visual language that allows the user to implement programs
for robot behavior, through the manipulation of visual elements, or
objects. This manipulation is expected to help the user to under-
stand quickly the programming mechanisms. Visual languages are
thought useful for introducing programming concepts to children
[16], while robots perform the developed code in the real world.
The observation of the program running on a physical robot pro-
vides an engaging feedback on the implications of changes in the
program.
The robot is an Arduino board with a set of sensors and actuators.
Arduino is an open-source prototyping platform [2]. The low-cost
robot (see Fig. 3) which works with GCL has the following con-
figuration: (i) An infra-red distance sensor; (ii) Two bumpers (e.g.
collision detectors sensors); (iii) One motor for each wheel; (iv) A
Servo motor that actuates under the distance sensor; (v) A simple
LED light.
Programming the Arduino textual code requires technical skills
not owned by most teenagers. To mitigate this problem, the ro-
bot may be programmed using GCL, which is then automatically
translated into the Arduino textual code.
GCL’s visual syntax is based on the behavior tree paradigm [24],
a mathematical model of plan execution, used for a diversity of
areas including robotics, control systems and software games. A
complex behavior is mapped into smaller and simpler behaviors
through its branches. This descending order of complexity provides
a structured way of defining complex behaviors (which are used to
define objectives) through simple tasks defined hierarchically. Each
node may have a specification that determines how the actions of
its children will be executed (in parallel, or sequentially). The child
node returns its status to the parent node, and this successively
happens until the root of the tree.
Fig. 4 illustrates how to program the robot to move back and
forth. The root node is decomposed into a single sequential node
(highlighted with a red circle). The sequential node runs all its
children (in this case, the leaf nodes) in depth first traversal order.
Leaf nodes represent the most primitive actions that could be taken
by an agent. In Fig. 4 the nodes represented by arrows pointing
downwards are outputs actions. In this case they are left and right
motors commands. The outputs can also be visual using LEDs or
audio using a buzzer. Both nodes displayed by 2 round timer shapes
are wait commands in which the execution of the next node is
delayed by the duration determined by the end user for each node.
Figure 5: GCL2 - Back and Foward
with bumpers
3.0.1 From GCL0 to GCL1. The first development iteration of
GCL GCL0 started with a domain analysis, followed by the design,
implementation, and evaluation, in order to quickly deploy an early
prototype. The last phase involved 22 (10+12) children, with the age
range from 8 to 12, as subjects included in an exploratory study [23].
Children under 10 had a hard time learning GCL. Further develop-
ment resulted in the next release GCL1 (Fig. 4), which improved
the interaction model and provided a web based solution.
3.0.2 From GCL1 to GCL2. GCL1 was evaluated experimentally
and compared to the one of the most popular commercial competi-
tors in the market, LegoMS. Based on the results of this empirical
study, some improvements were suggested and applied to GCL.
The focus was on improving the user interface providing better
readability of the programs being developed and improving error
prevention. The suggestions were:
• Improve error feedback and suggestions to solve problems.
• Add auto-alignment of new nodes added to a sequence node,
preventing situations where the visual order of nodes from
left to right did not match the order of their execution.
• Highlight when a user selects a new node to add to the
diagram the nodes that are available to form a connection.
This provides better user assistance and error prevention.
• Allow the users to create blocks of tree structures. This
feature promotes reuse of previously developed structures
and allows to share and slowly introduce more complex
behaviours to novice users.
• Show the Icon’s label with mouse-over events. This helps
the user to recognize the available options.
• Introduce a different method of collapsing and expanding
tree structures. The use of the keys "+" and "-" for these
operations was not clear to the user.
• Introduce new zooming options to allow an easier navigation
of the tree structure by introducing a fit to screen operation
of the entire tree structure or only the selected nodes.
These suggestions lead to the release of a new improved version
of the language GCL2 (Fig. 5). Finally, GCL2 was compared with
Scratch.
4 EXPERIMENT PREPARATION
In this section, we describe the experiment protocol. Additional
materials can be found in this paper’s companion site [4]. We had
two runs of the same experiment, with the second prototype re-
lease (GCL1) which we compared to Lego; and second GCL version
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(GCL2) which was compared to Scratch. The experiment was an-
nounced as a robot programming challenge to engage teenagers to
participate.
During the first run, GCL1 was compared to the best product in
the area but appropriate only for costful Lego robots. Therefore, the
robots used in this run were different. However, during the second
experiment run, both GCL2 and Scratch programs were running on
the same robot (see Figure 3). The two different experiment runs
were designed as two parts of the same experiment. Both partici-
pant’s profile and the tasks were similar, so that, in practice, we can
think of them as a single experiment with four different languages
(two of which are different versions of the same language).
4.1 Experiment objectives
The high-level objective of our study is to evaluate the usability
of GCL, “Usability of Programming the robot”, as it is expected to
be used by a broad group of people that are not expected to have
previous programming skills.
As we already have different generations of a functional proto-
type of GCL, we measure GCL’s effectiveness and satisfaction. The
metrics for these usability requirements are defined in Table 1. We
are not particularly concerned with other requirements such as
efficiency or learnability at this point because we are at a stage of
the language development where we want to know if the teenagers
can program the robot, which is a prerequisite for measuring other
characteristics. The experiment objectives follow the GQM template
[5] and are defined as follows:
G1 -Analyse the effect of GCL2, for the purpose of evaluation,
with respect to its impact on the effectiveness in programming a
robot when compared to three baselines, namely GCL1, Lego and
Scratch, from the point of view of researchers, in the context
of an experiment conducted with secondary school subjects.
G2 -Analyse the effect of GCL2, for the purpose of evaluation,
with respect to its impact on the satisfaction in programming a
robot when compared to three baselines, namely GCL1, Lego and
Scratch, from the point of view of researchers, in the context
of an experiment conducted with secondary school subjects.
Table 1: Usability requirements
Requirement Metric
Effectiveness: Is the <User>
able to correctly imple-
ment a given <Use Case>?
PCorrUCInst - percentage of correctly implemented concepts (i.e.
garanteeing that an expected outcome is reached) in a given <Use
Case>
Satisfaction How much
is the user satisfied with
GCL?
ConfLevel - self rated confidence score in a Likert scale
LikeLevel - self rated likeability score in a Likert scale
LearnLevel - self rated learnability score in a Likert scale
In particular we test the following (null) hypotheses:
• H10: Using GCL2 has no influence in the effectiveness of
programming the robot when compared to programming
the robot with the baselines GCL1, Lego and Scratch.
• H20: Using GCL2 has no influence in the satisfaction of pro-
gramming the robot when compared to programming the
robot with thebaselines GCL1, Lego and Scratch.
4.2 Experiment design
We used a between groups design where participants were randomly
assigned to the task of either programming a robot using GCL1
or Lego, in the first run, or GCL2 or Scratch, in the second run.
Each participant only participated in one of the four alternatives to
avoid learning effects. The experimental process was similar for all
runs and subject groups, starting with a learning session that lasted
30 minutes, during which the participants filled in a background
questionnaire and learned about programming robots using their
assigned language. Then, the participants had 15 minutes to solve
a programming challenge. The contents of the computer screen
during the session were recorded. Finally, there was a feedback
session, taking up to 5 minutes, to collect the teenager’s subjective
opinions about using the language they were assigned to.
4.2.1 Participants, teams and groups. The participants were high
school students recruited through convenience sampling, among
the visitors of two different open doors days in the same university.
In each day, participants were randomly assigned to one of the two
groups: in the first day, there was a group with GCL1 and another
one with Lego; in the second day, there was a group with GCL2
and another one with Scratch. Students and their teachers were
aware of this study and volunteered to participate. Two lecturers
guided each language’s groups. The teenagers were requested to
participate, in teams of up to three elements, using their assigned
language and corresponding robots. Each group had a maximum of
5 teams participating in the same session. Undergraduates helped
in the experiment, while a researcher monitored the data collection
process.
4.2.2 Technical, social and physical environment. Each team
worked on a desktop computer with OS Windows 7 Professional
(Athlon 64x2 Dual Core 5000 2.6 GHZ processor, 4 GB RAM and a
17-inch monitor with a screen resolution configured at 1280x720)
to implement the applications. The interaction between user and
computer was achieved by the use of keyboard, mouse, and screen,
and was captured by Debut video recorder [27].
The atmosphere was set up to be challenging and educative, but
also playful and entertaining, to keep the teenagers still interested
to participate and to reduce the sensation of failure. Team members
were allowed to talk to each other. They could seek help if they had
technical issues with the robots.
4.2.3 Exercises and Challenge. During the learning sessions,
participants solved three basic robot programming exercises. They
tested each of those exercises on the corresponding robot. Further-
more, they were encouraged to ask questions and to ask for help if
necessary.
The first exercise was to program the robot to move forward and
then move back (see Fig. 6). It gave the participants a notion of how
to program the robot to move in a basic way. The numbering in
Figures 6 through 10 represents the order in which the sequential
commands would be executed. The second exercise was to program
the robot to move along a path similar to a ‘5’ (see Fig. 8).
In each turn, the robot needed to execute the move operation
using the same amount of time and then to make a 90o angle turn.
The third exercise was to program a robot to move forward until
it bumped into some object, then it would move back and stop (see
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Figure 6: Exercise 1 Figure 7: Exercise 3
Figure 8: Exercise 2 Figure 9: Challenge 1
Figure 10: Challenge 2
Fig. 7). During this exercise, participants learned how to use the
detector sensors and to compose their behaviour in a sequence with
other modelling elements.
The challenge in the first experiment was to program the robot
to make a shape of ‘5’ but the robot would only turn when it would
hit the bumper (see Fig. 9). It was composed by basic user story
actions of the exercises. The challenge in the second experiment
was slightly different (see Fig. 10). The robot was expected to detect
if it hits the obstacles with the left or the right bumper, and it was
supposed to turn accordingly to the opposite direction. It either
executed the instructions associated with hitting the right bumper,
or those associated with hitting the left bumper.
When the team thought they had a solution, they were invited
to physically test it in the arena with a given robot. If they were
not happy with the result of the test, they could go back and try to
fix whatever was wrong with their solution.
4.3 Experimental instruments and
measurements
During the experiment, we used survey forms, video recordings and
a competition arena to collect data for further analysis. The survey
forms were composed of “Smileyometers” which are found to be
appropriate for teenagers questionnaires [35]. While answering to
the forms, the teenagers were assisted by an adult (one of the exper-
iment assistants), to ensure that there were no misinterpretations
of questions and answers and to confirm that the participants did
not experience reading problems. As we grouped the participants
into teams, the participants’ individual answers to questionnaires
were merged. We computed the mean response within each group,
for each answer.
Table 2: Instruments and Scales
Instrument Value
Profile Background Questionnaire 0 / 0.5 / 1
Effectiveness Video recording 0 / 1
Satisfaction Satisfaction Questionnaire -1 / 0 / 1
Profile is a measure influenced by Experience factors on Com-
puter Games, Programming or Programming a robot, and Tendency
factors reflecting the teenager’s tendency to Mathematics, Physics
or to Learn programming. The data for calculating the Profile was
collected through the background questionnaire, that consisted of
questions designed to assess those pre-defined factors. Each answer
was encoded in three possible answers: ’Yes’ (with a score of 1),
’Intermediate’ (0.5), and ’No’ (0).
We used the recorded videos to evaluate the Effectiveness. The
challenge could be solved by composing elements of the training
exercises, which are marked as Success (S) or Failure (F). Effective-
ness measures the percentage of modelling elements correctly built
and composed to achieve the solution.
Satisfaction is characterized by: a Confidence factor, reflecting
ConfLevel metric that tells how confident teenagers were about
their solution; Likeability factor, reflecting LikeLevel metric that
tells how interesting and enjoyable they found the challenge it-
self; and, Learnability factor, reflecting LearnLevel metric that tells
how useful they found what was taught during the learning ses-
sion which helped them to face the final challenge. The data was
collected trough a satisfaction questionnaire, that consisted of ques-
tions designed to assess the defined factors. A ‘Yes’ scored 1 point,
‘Intermediate’ scored 0, and ‘No’ scored -1.
5 RESULTS
5.1 Descriptive statistics
Table 3 presents the descriptive statistics for the metrics collected in
our data analysis. In the Characteristic column we present the prop-
erty under scrutiny. For each of these characteristics, we show four
rows, one for each Language (in the second column). We further de-
tail themean, standard deviation, skewness, kurtosis, and the p-value
for the Shapiro-Wilk normality test. The number of participant
teams is not always the same for all languages. The shape of the
distributions concerning most of the variables suggests that, in gen-
eral, normality is not a reasonable assumption (p-value < 0.05). The
exceptions are metrics concerning profile, experience and tendency,
where, for most languages, normality is a reasonable assumption
(p-value >= 0.05). The visual inspection of boxplot diagrams, Q-Q
plots and kernel density plots (omitted here for the sake of brevity)
further reinforced our assessment concerning data normality. As
several of the variables have a non-normal distribution, we assume
this for the remainder of our analysis. Note also that all teams ex-
pressed the maximum confidence level on their solution for GCL2,
as well as the maximum likeability level for GCL2 and Scratch.
The variance of the distributions is not similar, when comparing
the characteristics metrics distributions for the different languages,
as shown in table 4.
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Table 3: Descriptive statistics
Characteristic Language N Mean Std. Dev. S-W
Age
Scratch 8 16.7062 1.23782 0.023
GCL2 9 16.3689 0.91408 0.180
GCL1 17 16.6059 1.31694 0.018
Lego 14 16.4429 1.28465 0.039
Profile
Scratch 8 0.6875 0.17107 0.542
GCL2 9 0.6019 0.13029 0.213
GCL1 17 0.6225 0.16435 0.455
Lego 14 0.6250 0.22349 0.201
Experience
Scratch 8 0.5625 0.23465 0.241
GCL2 9 0.4259 0.14699 0.338
GCL1 17 0.5294 0.24463 0.214
Lego 14 0.4643 0.31473 0.042
Tendency
Scratch 8 0.8125 0.18767 0.197
GCL2 9 0.7778 0.20412 0.122
GCL1 17 0.7157 0.20211 0.059
Lego 14 0.7857 0.2210 0.004
Effectiveness
Scratch 8 0.8000 0.23905 0.041
GCL2 9 0.9556 0.08819 0.000
GCL1 17 0.3765 0.40548 0.001
Lego 14 0.7857 0.32783 0.000
Satisfaction
Scratch 8 0.9583 0.05893 0.002
GCL2 9 0.9630 0.07349 0.000
GCL1 17 0.6275 0.23221 0.085
Lego 14 0.8571 0.22746 0.000
Confidence
Scratch 8 0.9688 0.05786 0.000
GCL2 9 1.0000 0.00000 -
GCL1 17 0.5000 0.30619 0.234
Lego 14 0.8571 0.25409 0.000
Learnability
Scratch 8 0.9063 0.12939 0.000
GCL2 9 0.8889 0.22048 0.000
GCL1 17 0.4412 0.42875 0.023
Lego 14 0.7500 0.37978 0.000
Likeability
Scratch 8 1.0000 0.00000 -
GCL2 9 1.0000 0.00000 -
GCL1 17 0.9412 0.24254 0.000
Lego 14 0.9643 0.13363 0.000
Table 4: Test of Homogeneity of Variances
Characteristic Levene Statistic df1 df2 Sig.
Age 0.353 3 44 0.787
Profile 1.758 3 44 0.169
Experience 3.588 3 44 0.021
Tendency 0.537 3 44 0.660
Effectiveness 6.975 3 44 0.001
Satisfaction 2.892 3 44 0.046
Confidence 8.079 3 44 0.000
Learnability 2.828 3 44 0.049
Likeability 1.711 3 44 0.178
5.2 Dataset preparation
The video recordings were analysed following a protocol previ-
ously established by the research team. Apart from (i) assessing
the success, we checked if the team (ii) reused the concepts from
previous exercises, (iii) experienced technical problems or func-
tional errors, (iv) had interaction difficulties (e.g. using copy/paste
for visual objects or connecting the same objects in sequence), (v)
reused previously constructed sequences (within the same exercise),
or (vi) used any other additional language features (e.g. zooming).
The remaining data was extracted from the questionnaires [4].
5.3 Hypotheses testing
For testing our hypotheses, we used the Welch t test, as it is robust
to deviations from the normal distribution, different sample sizes
and different variance in the samples, thus following the recent rec-
ommendations on data analysis for Software Engineering empirical
evaluations (which summarises best practices in statistical analysis
on other domains) [17]. Table 5 summarizes the results of these
tests. Note that, because Confidence and Likeability had a constant
value (the top possible score for each of them, the corresponding
lines are not filled in table 5.
Table 5: Welch t test scores
Statistic df1 df2 Sig.
Age .170 3 21.109 .915
Profile .423 3 20.891 .739
Experience .921 3 21.381 .448
Tendency .527 3 20.597 .669
Satisfaction 10.723 3 24.108 .000
Confidence - - - -
Learnability 5.678 3 23.334 .005
Likeability - - - -
Effectiveness 10.886 3 20.483 .000
We used a Games-Howell post-hoc test to determine which lan-
guages were significantly different from which languages, accord-
ing to our set of characteristics under scrutiny. Table 6 summarises
this test’s result, for the comparisons involving either GCL1 or
GCL2, or both. We observe that GCL1 lead to a significantly lower
Satisfaction and Effectiveness when compared to Scratch, GCL2 and
Lego. GCL1 was also significantly harder to learn than Scratch
and GCL2, but not significantly different when compared to Lego.
In contrast, GCL2 was consistently as good as Lego and Scratch,
while superior to GCL1 in terms of Satisfaction, Learnability and
Effectiveness.
Table 6: Games-Howell test
Characteristic (I)Tool (J)Tool MD(I-J) Std. Err. Sig.
Satisfaction
GCL2 Lego .10582 .06554 .397
GCL2 Scratch .00463 .03216 .999
GCL2 GCL1 .33551 .06142 .000
GCL1 Lego -.22969 .08287 .046
GCL1 Scratch -.33088 .06005 .000
Learnability
GCL2 Lego .13889 .12531 .689
GCL2 Scratch -.01736 .08657 .997
GCL2 GCL1 .44771 .12734 .009
GCL1 Lego -.30882 .14531 .169
GCL1 Scratch -.46507 .11360 .003
Effectiveness
GCL2 Lego .16984 .09242 .293
GCL2 Scratch .15556 .08948 .362
GCL2 GCL1 .57908 .10264 .000
GCL1 Scratch -.42353 .12967 .018
GCL1 Lego -.40924 .13171 .021
RQ1: How does the current version of GCL (GCL2) compare to the
used baselines (GCL1, Lego and Scratch) regarding the Effectiveness
of the children when programming a robot?
As seen in table 5, there was a statistically significant difference
among languages, with respect to the overall Effectiveness, with
GCL2 (M=.9556; SD=.08819), Scratch (M=.8; SD=.23905) and Lego
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Figure 11: Effectiveness results
(M=.7857; SD=.32783) clearly allowing the teenagers using it to out-
perform those using GCL1 (M=.3765; SD=.40548), as detailed in table
6. This suggests that GCL2 has achieved a similar level of Effi-
ciency compared to the two commercial baseline languages,
and has significantly improved when compared to its previ-
ous iteration, GCL1, in this aspect. Figure 11 illustrates this. As
such, we can reject our null hypothesis H01.
RQ2: How does the current version of GCL (GCL2) compare to the
used baselines (GCL1, Lego and Scratch) regarding the Satisfaction
of the teenagers when programming a robot?
As seen in table 5, there was a statistically significant difference
among languages, on the overall satisfaction, with Scratch (M=.9583;
SD=.05893), GCL2 (M=.963; SD=.07349) and Lego (M=.85710; SD=.22746)
providing a higher satisfaction than GCL1 (M=.62750; SD=.23221).
This suggests that GCL2 has achieved a similar level of Satis-
faction compared to the two commercial baseline languages,
and has significantly improved when compared to its previ-
ous iteration, GCL1, in this aspect. Figure 12 illustrates this. As
such, we can reject our null hypothesis H02.
We can further break down this observation with a closer look
to the components of Satisfaction: Confidence, Learnability and
Likeability. Confidence obtained a perfect score (M=1.0; SD=.0) for
GCL2, closely followed by Scratch (M=.96880; SD=.05786) and Lego
(M=.8571; SD=.25409), but contrasting to GCL1 (M=.5; SD=.30619).
Concerning Learnability, Scratch (M=.90630; SD=.12939) and GCL2
(M=.8889; SD=.22048) had a statistically significantly higher score
than GCL1 (M=.4412; SD=.42875), but not significantly higher than
Lego (M=.75; SD=.37978). Finally, the perfect scores of Scratch and
GCL2 conderning Likeability (M=1.0; SD=.0) were not statistically
significantly different from those of Lego (M=.9643; SD=.13363) and
GCL1 (M=.9412; SD=.24254).
Participants Background:
We also need to stress that the observed differences are not
attributable to different participant backgrounds. Indeed, the results
from the background questionnaires indicate a comparable profile
of participants for all languages. This is visible from table 5, where
none of the properties Age, Profile, Experience and Tendency are
statistically significantly different for any of the languages, i.e., they
are essentially comparable.
Most participants had some experience in playing computer
games, but very few of them had previously programmed a robot
(see Figure 13). Some of the participants also had some knowledge
of programming. These three factors gave an average Experience
score for teams. The motivation to participate in the challenge was
high. Most subjects expressed their tendency to learn to program,
Figure 12: Satisfaction feedback
mathematics and physics, leading to a high Tendency score for all
groups. The Profile score, calculated as an average of Experience and
Tendency, indicates balanced teams regarding their background.
Figure 13: Profile analysis
6 DISCUSSION
We presented a systematic usability evaluation of the GCL lan-
guage. In this section, we discuss the contributions to the software
language engineering process, evaluation results and finally the
implications for the further development.
6.1 Contributions to the development cycle
By designing the systematic experimental study, it was necessary
to describe the context of use of GCL during the experiment and its
goals explicitly. We have identified “Who will use the language?”
and characterised the intended group of end users by the Profile,
where each of the relevant characteristics was measured with a
particular set of questions and can be further reused and analysed
for selection of experimental subjects and specification of GCL’s au-
dience. We explicitly tackle the question “Where will the language
be used?” by defining its technical, social and physical environment.
Also, we systematically analysed the working environment of the
GCL’s competitors’ tools to further identified both limitations and
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advantages of GCL. Further, we explicitly expressed “How will the
language be used?” through user stories. (see [4]). Developers per-
formed the functional testing of these user stories, and the teaching
artefacts (i.e. presentation documents and videos) were produced,
which can be now be reused as a part of language documentation.
The readability and understandability of these presentation materi-
als were validated during pilot experiment sessions and materials
can be reused in further evaluations.
Additionally, we address the question “Why will the language be
used?” by defining the usability requirements and their GQM defini-
tion. Our high-level goal to evaluate usability is context-dependent,
and therefore we see that its success is linearly related to the vali-
dated requirements (e.g. effectiveness and satisfaction) and a given
context (e.g. evaluating a Challenge scenario in a similar experi-
ment with LegoMS, in the first run of the comparative evaluation,
using GCL1, and Scratch in the second run of the experiment, this
time competing with GCL2). The trial design was successful and
can be reused and save time in further evaluation sessions. The
experiment results helped in making the further design decisions
and identifying the pros and cons of the previous implementation.
6.2 Evaluation results
RQ1: How does GCL2 compare to the baselines (GCL1, Lego
and Scratch) in terms of the Effectiveness of the teenagers
when programming a robot? Based on the results obtained in
the first run we conclude that programming the robots with GCL1
resulted in lower Effectiveness scores when compared to program-
ming the robot with Lego. However, thanks to the evaluation with
the GCL1 prototype, we found that GCL was already usable to
some extent by teenagers. The feedback and observations of that
initial run gave us insights into particular features that should be
implemented to improve GCL’s usability. This helped to steer the
development of GCL2, that was then tested in the second run of
the experiment, this time using Scratch as a competitor (although,
in practice, both GCL1 and Lego can be seen as competitors). The
feedback collected in the previous iteration proved extremely valu-
able, leading to a significant improvement of the effectiveness from
GCL1 to GCL2, which is now on par to Lego and Scratch.
RQ2: How does GCL2 compare to baselines (GCL1, Lego
and Scratch) in terms of the Satisfaction of the teenagers
when programming a robot? Results showed that both GCL1
and Lego were rated as satisfactory, with Lego providing a more
intense satisfaction level. This shows that, although not being as
successful as with Lego, the teams solving the challenge using GCL1
still had an entertaining and motivating experience. Concerning
Satisfaction, GCL2 is significantly more competitive than GCL1 and
on par to Scratch and Lego.
6.3 Implications for the development of GCL
As a consequence of the analysis of all the data collected and the
observation of the interaction of the experiment’s participants with
the GCL language, the GCL development team identified that new
features are needed, and they will be included in future releases.
The focus is on improving the following areas:
Error Prevention and program readability needs: 1) Improve errors’
feedback (including suggestions on how to solve the problems
found); 2) When a user selects a new node to add to the diagram,
the nodes that are possible to connect to the new node should
become highlighted; 3) The users should be able to create blocks
of tree concepts (this will promote reuse and facilitate the sharing
and introduction of complex behaviours to novice users); 4) To
prevent misinterpretations of the execution of a sequence node, an
auto-alignment of new nodes added to a sequence node feature
has to be introduced; and, 5) Icon Labels should be presented on
mouse-over events (this should improve the user recognition of the
available options).
Diagram navigation: A fit to screen of the entire program or only
the selected nodes should be available; an improved tree collapse
and expand feature (the former approach, using keys “+” and “-”
was not clear to the user) should be added.
7 THREATS TO VALIDITY
Usually, it is not safe to rely on teenagers self-rating questions. To
maximise the reliability of the responses, we had adult helpers in-
terviewing them. This helped to ensure the validity and integrity of
results and gave strength to design recommendations or decisions.
We did not have participants using both languages. Although
this design prevents learning effects, it does create the risk of, by
accident, having more “competent” teams using one language, or
the other. However, by obtaining similar background scores (Profile
and Age) in the four groups, we are confident that this threat was
mitigated.
We compared two approaches with different robots, in the first
experiment run: one using Arduino, and the other using Lego hard-
ware. This might have introduced a bias in the results if one of the
robots was easier to program than the other for some reason not
directly associated with the programming language. To mitigate
this threat, the second run of the evaluation contrasted GCL2 with
the Scratch for Arduino language. So, in this second run, the robot
was the same for both languages (and also the same used with
GCL1).
The choice of LegoMS NXT as the platform to test against GCL1
can also be regarded as a potential threat. Lego recently released
theMindstorms EV3 platform that introduces improvements in their
development software and robots. However, in the second run of
the experiment, we used a different, but also quite popular language
(although not EV3), so GCL2 is progressively being compared to
other alternative languages, rather than just to LegoMS NXT. This
diversity is expected to mitigate the effects of using a single com-
parison point.
8 CONCLUSION
We reported how we involved teenagers, the end users, in several
iterations of the engineering process of a programming language
for low-cost robots and performed usability studies. This language,
GCL, was contrasted with LegoMS and Scratch.
The evaluation described in this paper, thanks to the involvement
of the end-users (teenagers) since early stages of the development
process of the language, was helpful to timely detect, prioritise,
and improve crucial usability aspects of GCL by identifying its
strengths and weaknesses. We observed the convergence of the
visual language to the degree of usability (regarding satisfaction
Leveraging Teenagers Feedback in the Development of a Domain-Specific Language SAC 2018, April 9–13, 2018, Pau, France
and effectiveness) achieved by existing mature and commercial
languages.
As future work, we intend to apply the same described technique
in the development of DSLs for other purposes and for different
end-user profiles. Also, we foresee the need for developing tools to
support software language developers to deal with the significant
overhead of the assessments and track the improvements on the
different features of the language.
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Case study: DSE Merge
In this Annex we include the article [15], named ’STSM Report: Evaluating the efficiency
in use of search-based automated model merge technique’, which was published in
COST Action IC1404 MPM4CPS in 2016.
We evaluated the tool support developed within this project at Budapest University
of Technology and Economics, named DSE Merge (Section 9.5), which presents a novel
search-based automated model merge [115]. Main contribution was illustration of our
experiment design proposed in Section 4.1 as a part of our research process (Figure 1.1).
We showed that design can be easily repeated and reused. Final report of this project can
be downloaded from public repository 1.
This work was supported by COST Action IC1404 MPM4CPS.
1goo.gl/Kq3R1G (accessed September 19, 2017)
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I. PURPOSE OF THE VISIT
This report contributes to WG2, by evaluating the adequacy
of the technology for model differencing and merging, which
resulted from the challenge of the increasing demand for
collaboration features in industrial applications of model-
driven engineering (MDE).
The FP7 project MONDO, developed at Budapest Uni-
versity of Technology and Economics, aims to tackle the
challenge of scalability in MDE in a comprehensive manner
by developing the theoretical foundations and an open-source
implementation of a platform for scalable modeling and model
management. This technique uses rule-based design space
exploration to search the space of solution candidates that
represent conflict-free merged models. The approach allows
engineers to easily incorporate domain-specific knowledge into
the merge process to provide better solutions.
We systematically evaluate the efficiency of the technique
from the user point of view using a reactive experimental
software engineering approach. In particular, we asked users to
merge the different versions of same model. These empirical
tests include the involvement of the intended end users (i.e.
engineers), which are expected to confirm the impact of
design decisions. The experiment participants were observed
while performing the tasks of different complexity. Evaluation
took place at a the Budapest University of Technology and
Economics.
Achieving scalability in modelling and MDE involves being
able to construct large models and domain-specific languages
in a systematic manner, enabling teams of modellers to
construct and refine large models in a collaborative manner,
advancing the state-of-the-art in model querying and trans-
formations tools so that they can cope with large models (of
the scale of millions of model elements), and providing an
infrastructure for efficient storage, indexing and retrieval of
large models.
To address these challenges, MONDO brings together part-
ners with a long track record in performing internationally-
leading research on software modelling and MDE, and de-
livering research results in the form of robust, widely-used
and sustainable open-source software, with industrial partners
active in the fields of reverse engineering and systems inte-
gration, and a global industry consortium including more than
400 organisations from all sectors of IT.
A. Technique
Industrial applications of MDE to develop large and com-
plex systems resulted in an increasing demand for collabora-
tion features. However, use cases such as model differencing
and merging have turned out to be a difficult challenge, due
to
• the graph-like nature of models, and
• the complexity of certain operations (e.g. hierarchy refac-
toring) that are common today.
MONDO European FP7 project [14] aims to tackle the
challenge of scalability in MDE in a comprehensive manner
by developing the theoretical foundations and an open-source
implementation of a platform for scalable modelling and
model management.
The tool support developed within this project at Budapest
University of Technology and Economics, named DSE Merge,
presents a novel search-based automated model merge [11]
which builds on off-the-shelf tools for the model comparison
step, but uses guided rule-based design space exploration
(DSE) [10] for merging models. In general, rule-based DSE
aims to search and identify various design candidates to full
certain structural and numeric constraints. The exploration
starts from an initial model and systematically traverses paths
by applying operators. In this context, the results of model
comparison will be the initial model, while a target design
candidates will represent the conflict-free merged model.
While many existing model merge approaches detect con-
flicts statically in a preprocessing phase, this DSE technique
carries out conflict detection dynamically, during exploration
time as conflicting rule activations and constraint violations.
Then multiple consistent resolutions of conflicts are presented
to the domain experts. This technique allows to incorporate
domain-specific knowledge into the merge process by ad-
ditional constraints, goals and operations to provide better
solutions.
B. Evaluation approach
Practitioners are still experiencing problems in order to
adopt modeling techniques, in practice. Among other factors,
developers seem to underestimate the importance of really
aligning the domain-specific support with the needs of their
end users. We argue that for this kind of techniques the
measure of success has to be captured by assessing the
impact of using the technique, in a realistic context of use,
by its target domain users. Investment into this assessment,
commonly called Usability evaluation, is justified by reduction
of development costs and increased revenues for other software
products, brought by an improved effectiveness and efficiency
by their end users [13].
Existing Experimental Software Engineering techniques [9]
combined with Usability Engineering techniques [15] can be
adopted in order to support this evaluations. This includes
application of reactive experimental approaches, based on
which the support should be tested empirically with humans
using systematic techniques to confirm the impact of design
decisions on usability of approach.
The proposed evaluation approach is illustrated by a real
life case study of the usability evaluation of a domain-specific
language (DSL) for the High Energy Physics [8]. It is also
applied in the context of iterative development of a DSL
for humanitarian campaigns flow specification (FlowSL) [6].
Finally, the approach is being applied in a context of DSL
summer schools and in several master theses developed at
NOVA University at Lisbon, involving industrial partners,
among which we can highlight the example of developing and
evaluating DSL that is meant to enable the children to program
the robots [12].
II. WORK CARRIED OUT DURING STSM
The experiment preparation started immediately upon re-
ceiving the positive answer from STSM committee. After
obtaining the information about possible availability of par-
ticipants in the period from 1-15 December, planned 1-week
visit was more convenient to take place during second week
of December (6-13 of December). First days of visit applicant
got introduced to host team and worked on validating and
improving materials needed for experiment. Pilot session took
place on 10th of December in the morning, while experiment
itself was scheduled for 11th December in afternoon. The col-
lected data on machines that were used during experiment was
delivered by the 17th December. The development team from
Budapest University rated the success of delivered projects and
STSM applicant performed other result analysis during the first
week of January 2016. Finally, the report was conducted and
submitted by the 13 of January.
A. Experiment Preparation
The host institution provided the subjects with different
level of the modelling expertise that were to participate in
experiment execution. Based on participant expertise in the
domain, the availability questionnaire was conducted in ad-
vance in order to profile experiment subjects and get idea
about availability for experiment (see Figure 1). Meanwhile,
the development team was preparing the demo for DSE Merge
tool, the tasks and training material, and finally the virtual
machine environment. All provided materials were verified and
improved during the STSM visit. The materials were evaluated
during the pilot session that took place before the experiment
execution.
The participants of the pilot session were two academics that
are part of the development team, although did not participate
in development of the evaluated tool.
Before starting the experiment, decisions have to be made
concerning the context of the experiment, the hypotheses under
study, the set of independent and dependent variables that will
be used to evaluate the hypotheses, the selection of subjects
participating in the experiment, the experiment’s design and
instrumentation, and also an evaluation of the experiment’s
validity. Only after all these details are sorted out should
the experiment be performed. The outcome of planning is
the experimental evaluation design, which should encompass
enough details in order to be independently replicable.
B. Experiment Objective
The goal of experiment is to answer the following research
question:
• How usable is a proposed technique for performing the
model merge operations when compared to alternative?
In particular we tested following hypothesis:
• H1: By using DSE Merge engineers can perform model
merge operations more effectively when compared to
alternative.
• H2: By using DSE Merge engineers can perform model
merge operations more efficiently when compared to
alternative.
• H3: By using DSE Merge engineers can perform model
merge operations more satisfactory when compared to
alternative.
• H4: By using DSE Merge engineers can perform model
merge operations with less cognitive effort when com-
pared to alternative.
C. Experiment Context
The planning of experiment started by defining explicitly
the context of use for technology under evaluation, namely
DSE Merge tool.
The alternative, i.e. baseline support for model merge prob-
lem that is suitable for experimental comparison is identified
to be following:
• Diff Merge [3] shows all the changes to user where the
changes have to be applied manually one by one. Its
strength is the user-friendly UI which is very intuitive
for the novice users.
• EMF Compare [2] is default comparison and merge tool
in the Eclipse environment. In each steps, the tool show
only a subset of the changes that the user has to apply
into the merge model. Its strength is the capability of
handling very complex impacts of changes.
The alternative solutions are meant to support software
engineers during model merge process. The additional benefit
Fig. 1. Experiment preparation
claimed for the DSE Merge tool is its power to support domain
experts in same process without requiring from these experts a
high level of programming expertise. DSE Merge is claimed to
empower incorporation of domain-specific knowledge explic-
itly into merge process. However, these two benefits can only
be evaluated afterwards. This experiment was scoped to the
similar context as alternative supports, to confirm its benefits
in familiar context described as follows:
• User Profile - target users for this experiment are ex-
pected to be software engineers
• Technology - all three tools are ruining over Eclipse
IDE. OS during evaluation was Windows 7 on Desktop
computer (Intel(R) Core(TM) i5 650@3.2GHz, 8 GB
RAM, 19”) or Lenovo Thinkpad T61p laptop (Intel
T7700@2.4GHz, 4GB RAM, 15.4”).
• Social and Physical environment - the environment in
which the tool is expected to be used reflects the typical
office environment, where the user is working individ-
ually by the desk using laptop or desktop computer.
Interaction is performed by use of the mouse, keyboard
and the monitor.
• Domain - the domain meta-model that was chosen for the
experiment reflected the Wind Turbine domain problem.
• Workflow - due to existence of the 2 different versions
representing the same instance model, the user need
to find the best merge solution. The problem is more
complex depending on the number of the conflicts be-
tween the models. The task T0, described in the DSE-
MergeWT.pdf [7] was taken as representative to problem
reasoning based on domain example.
D. Training materials
Teaching session was expected to start with an Introduction
Session to the Wind Turbine meta-model and model merge
problem, that was followed with a practical reminder on basic
functionality of Eclipse modeling environment. During Intro-
duction Session the participants are allowed to ask questions.
This session was supported by:
• Wind Turbine Control System printed document contain-
ing meta-model.
• EMF-models demo video describing use of eclipse and
model merge problem.
The Introduction Session was followed by the Tool Session
during which participants were not allowed to ask any question
until the session is finished, for each evaluated tool. The
produced materials for all three tools, DSE Merge, Diff Merge
and EMF Compare were the following:
• Demo video describing the use of the tool trough pre-
sentation of the task T0 that was defined in experimental
workflow context.
• Printed document containing explanations and screen
shots presented in the demo video.
During the pilot session the participants were asked to give
the feedback about training directly in the printed materials.
The training materials were improved and can be found in
folder Teaching [7]. Time was estimated to be 10 minutes for
Introduction Session, while 5 minutes for Tool Sessions.
E. Experiment instruments and measurements
The experiment instruments and measurement factors are
presented in Table 1.
The data for calculating the Profile factor was collected
trough Availability and Background questionnaire. The Profile
is influenced by following Experience factors:
• education + programming
• modelling
• EMF Compare tool
• Diff Merge tool
• DSE Merge tool
• Wind Turbine meta-model
For each Experience factor participant rated themselves by
5 point Likert scale and justify their answer by open end
question. The final Profile score, scaling from 0-5 was cal-
culated as average of all six Experience factors, to which it
was added the value of 1 in a case that person had relevant
Industry experience. In other case the person was assumed to
be Academic.
The Time reflects the actual time taken to solve the tasks




Profile Availability Form, Background Questionnaire [0-5]
Time Video recording mm:ss
Success Eclipse project delivery [0-1]
Cognitive Effort NASA TLX Scale [0-1]
Satisfaction Satisfaction Questionnaire [(-1)-1]
Preference Feedback Questionnaire 0 or 1
Success Factor is defined by following values
• 1 - if the project reflect set of correct solution and is
delivered with success
• 0.5 - project delivered but is not reflecting the set of
correct solutions
• 0 - no project delivery.
Quality Factor is described in following section, as it is
defined specifically for each Task. The Success reflects the
is multiplication of the Success Factor and Quality Factor.
The Cognitive Effort reflects the participants workload dur-
ing solving task and is measured by a NASA TLX Scale [5].
The Satisfaction scale is reflecting average values in range
(-1) strongly disagree till (1) strongly agree on a 5-point Likert
scale regarding following factors:
• Easy to Use
• Confidence
• Readability and Understandability of User Interface
• Expressiveness
• Suitability for complex problems
• Learnability
The Preference is a factor reflecting explicit preference
(marked 1) toward one of the tools used based on subset of
Satisfaction criteria, that is annulled if in conflict with same
factor collected using Satisfaction Questionnaire.
All defined instruments were used during the pilot ses-
sion, after which trough interview the evaluator collected the
suggestions and doubts regarding the surveys developed for
the purpose of the experiment, and can be found in folder
Instruments [7].
F. Tasks
The representative tasks, of different level of complexity
(see Table II), were defined and analysed to be used during
experiment execution and are documented in a Task folder [7].
TABLE II
TASK COMPLEXITY
Task Model Size Change Size Solutions
T1 Small 4 2
T2 Small 12 8
T3 Big 6 2
T4 Big 54 ¿mil
Quality Factor is defined for each task separately.
• Task 1.
– 1 - One of the two possible solution is delivered
– 0.75 - Only one of the two conflict resolved well.
– 0.5 - None of the two conflicts are resolved correctly.
– 0.25 - Other part of the model is modified.
• Task 2.
– 1 - One of the 8 possible solution is delivered
– 0.75 - Conflicts are resolved, but non-conflicting
changes are missing.
– 0.5 - Conflicts are not resolved, but non-conflicting
changes are applied.
– 0.25 - Other part of the model is modified.
• Task 3.
– 1 - One of the two possible solution is delivered
– 0.75 - Only one of the two conflict resolved well.
– 0.5 - None of the two conflicts are resolved correctly.
– 0.25 - Other part of the model is modified.
• Task 4.
– 1 - At least 10 local and 10 remote changes are
applied
– 0.75 - At least 5 local and 5 remote changes are
applied.
– 0.5 - Only local or only remote changes are applied.
– 0.25 - Other part of the model is modified.
The pilot session showed that cognitive effort is similar for
each task (see Table III), probably due to impact of learning
trough previous problem participants were able to solve more
complex task by having similar workload. Avg time was
ranging between 3-5min, while success rate was high and was
a bit lower for more complex tasks.
TABLE III
TASK PILOT VALIDATION
Task Cognitive Effort Time Success
T1 25.83 3:32 1
T2 28.61 4:59 1
T3 20.55 3:18 0.88
T4 24.02 4:27 0.83
G. Experiment Flow
The experiment took place on 11th December at the Bu-
dapest University of Technology and Economics. The general
experimental process is presented in Fig.2, starting by Learn-
ing session, during which the subjects filled the Background
questionnaire. After this they continue by to solve the exercises
Fig. 2. Experiment treatments
during Task session, that was video recorded. Finally, during
Feedback session participants filled final questionnaire rating
tools that they have used. The Figure 2 except reflecting flow
of activities during the experiment, explicitly shows documents
and treatments that were provided to participants, as well as
the instruments that were used to collect the data.
During Learning sessions the subjects learned about domain
and tool. Subjects were invited to ask questions and to ask
for help only after presentation. During the Task session the
subjects were not limited with time to solve this tasks. They
were not allowed to ask for help, except if they experienced
some technical or connection problem.
During the pilot session the cognitive effort for each task
was estimated to be similar, the TLX scale is decided to be
used just once for each tool that is being evaluated, in the
end of Video Session. Based on obtained results and opinions
of the participants during Pilot Session, it was found that
Diff Merge is rated as more competitive alternative for DSE
Merge. The experimental groups were divided in two (G1,
G2), G1 receiving first Tool Session for Diff Merge and then
DSE Merge, while G2 opposite sequence. Finally the EMF
Compare Tool Session was lefted to be final and was evaluated
just by G1.
III. MAIN RESULTS
In this section we present obtained results of the experiment.
A. Subjects background
In the Table IV we present the number of subjects and
obtained Profile score and industry experience. There was total
Fig. 3. Domain Experience
of 15 participants with. Among them around half were industry




Number of participants 15 6 9
Profile 1.65 1.92 1.39
Industry 56% 67% 44%
We can see the Experience score in Figure 3 and 4. The
majority of participants had the high experience in programing
and modeling. No one had experience with Wind Turbine
Fig. 4. Tool Experience
domain. Some participant had previous experience with alter-
native tools, while just one participant had a little knowledge
about DSE Merge.
B. Comparative results
Table V presents obtained results for all three tools, for
Group 1 (G1). We can see that the results confirmed that
EMF Compare is candidate indicating lowest score, even as
it was evaluated last, when subjects were already having high
understanding of the merge process, domain and tasks and they
had relevant previous experience with this tool (see Figure 4).
TABLE V
G1 RESULTS
DSE Merge Diff Merge EMF
Compare
Experience 0 1.17 1.5
Time 12:14 22:50 17:06
Success 0.88 0.97 0.63
Preference 5/6 1/6 0/6
TLX Index 46.65 62.83 84.93
Satisfaction 0.33 0.14 -0.36
Due to fact that Diff Merge was the object of first Task
Session, while the DSE Merge of the second session, we can
observe that there was a much longer time necessary to execute
the tasks with Diff Merge. Success rate is higher for Diff
Merge, but we can also observe that the participants did have
a relative experience with this tool. On other hand they present
lower cognitive effort, higher satisfaction rating and explicitly
preference toward DSE Merge.
In regard to both groups, we present comparative results for
DSE Merge and Diff Merge in Table VI. In total DSE Merge
scored with lower time indicating a slightly better efficiency.
Also, DSE Merge indicated slightly higher success rate and
explicit preference by 11/15 participants, which contributes to
possibility of accepting hypothesis H2. However, we could
observed that there was a tendency to give the preference
to the same, although it was not justify by ratings given
during Tool Satisfaction Survey. This preferences were not
Fig. 5. Cognitive Effort
considered. Also there were subjects that were indifferent and
did not express the significant preference based on the ratings
described before.
TABLE VI
DSE MERGE V.S. DIFF MERGE





Concerning cognitive effort (see Figure 5), in total subjects
rated with higher workload for Diff Merge regarding all
factors, observing significantly higher Mental Demand and
Frustration in comparison to which they experienced with DSE
Merge.
We analyze more in detail the Satisfaction rating based
on predefined factors in Figure 6. DSE Merge scored very
high regarding easiness of use, expressiveness and learnability.
Confidence was positive and better than with Diff Merge,
while suitability to solve the given tasks even rated negatively
for Diff Merge. User Interface, namely its readability and
understandability, seems to be most important factor to be
improved in order to provide better usability of the DSE
MErge.
C. Threats to validity
The results presented are good indicator that DSE Merge
is good enough, in regard to its purpose for people with high
programming and modeling expertise. However, as it is meant
to be used by the domain experts, that often are not advanced
in programming, it will be necessary to evaluate it with more
novice programmers, and preferably with real domain experts
domain experts from a few domains, to validate the target
scope of its use. Another threat was that the subjects were
mostly in some way related to projects developed by the same
team, which could influence their preference and satisfaction
scores a bit toward DSE Merge.
Fig. 6. Satisfaction
D. Conclusion
The most valuable contribution that resulted from this
STSM visit is the experiment design, instrumentation and
metrics that we believe can be easily repeated and reused
for similar evaluations of new techniques for multi-paradigm
modeling of cyber-physical systems. This experiment design
takes deeper analysis of subject profiles, technology, social
and physical environment and targeted workflow scenarios,
that are defined explicitly and incorporated in a data collection
instruments and reflected in hypothesis.
IV. FUTURE COLLABORATION
In order to obtain significant data to confirm the experiment
objective, the plan is to continue a collaboration with following
goals:
1) Run provided experimental design over virtual machines,
that are to be created at virtual portal of Budapest University.
The undergraduate students and other possible participants will
be invited to participate in experiment over portal, until we
collect enough data to make a statistically relevant report. For
this purpose the metrics will be standardized and calculated
automatically for provided instruments. On other hand, the
quality of demo videos should be improved and supported
by textual explanation. Time for solving the task is to be
captured trough the eclipse plug in, and experiment flow is
to be preserved by use of some e-learning techniques.
2) Reusing the provided design in assessment for different
tool, or the improved version of same tool with different
evaluation objectives or subject profiles. This can help us to
identify reusable parts, and provide scripts that can help in
automatizing result analysis.
V. FORESEEN PUBLICATIONS
We plan to publish results after running the planed experi-
ment over virtual machines in February, 2016. Target venues
that we were considering are MODELS[4] and ASE[1].
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Case study: RDAL and USE-ME integration
In this Annex we include the article [25], named ’A Requirements Engineering Ap-
proach for Usability-Driven DSL Development’, which was published in Proceedings
of 10th International Conference on Software Language Engineering (SLE) in 2017.
This case study, discussed in Section 9.6, was used as a part of USE-ME implementa-
tion validation of our research process (Figure 1.1). It served as illustration of integration
of USE-ME approach (Chapter 5) with RDAL requirement approach [44]. This combina-
tion of existing languages and tools provides a comprehensive requirement engineering
approach for DSL development and an interesting case study of languages composition
allowing the reuse of the assets of the existing languages. The approach was illustrated
with the development of the Visualino (Section 9.4, Annex IV).
The project can be found at public GitHub repository1. Submission artefactsare pub-
lished and documented as a part of conference proceeding, and installation instructions
are attached after the article.
This work was supported by FCT/MEC NOVA LINCS; PEst UID/ CEC/04516/ 2013
and DSML4MA TUBITAK/0008/2014 Projects, as well as COST Action IC1404 MPM4CPS.
1github.com/akki55/useme (accessed September 19, 2017)
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ere is currently a lack of Requirements Engineering (RE) ap-
proaches applied to, or supporting, the development of a Domain-
Specic Language (DSL) and the environment in which it is to be
used. We present a model-based RE approach to support DSL devel-
opment with a focus on usability concerns. RDAL is a RE fragment
language that can be complemented with other languages to sup-
port RE and design. USE-ME is a model driven approach for DSLs
usability evaluation which is integrable with a DSL development
approach. We combine RDAL and a new DSL, named DSSL, that
we created for the specication of DSL-based systems. Integrated
with this combination we add USE-ME to support usability evalua-
tion. is combination of existing languages and tools provides a
comprehensive RE approach for DSL development and an interest-
ing case study of languages composition allowing the reuse of the
assets of the existing languages. We illustrate the approach with
the development of the Gyro DSL for programming robots.
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1 INTRODUCTION
Domain-Specic Languages (DSLs) oer expressiveness for mod-
eling systems at the proper level of abstraction, before they are
automatically deployed or even simulated, with notations close to
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the end user domain. DSLs are designed to bridge the gap between
the problem domain (essential concepts, domain knowledge, tech-
niques, and paradigms) and the solution domain (technical space,
middleware, platforms and programming languages). Bridging this
gap is expected to increase productivity. However, engineers seem
to underestimate the importance of aligning the languages, in par-
ticular, their notations and tools, with the skills of their end users
[39]. Assessing the impact of introducing a DSL into a development
process requires focusing on the productivity gains resulting from
the extent to which the domain users are able to use the languages
with their notations and tools [3]. Investment into this assessment,
commonly called usability evaluation, is justied by the resulting
reduction of development costs and increased revenues brought by
improved eectiveness and eciency of DSLs end users.
As opposed to soware and systems products for which sev-
eral model-based Requirements Engineering approaches have been
developed showing several benets, DSLs nowadays are, to our
knowledge, mostly developed informally without such support.
is situation may be due to the lack of consistent and computer-
aided integration of two dierent and demanding complementary
soware processes: DSL development and usability engineering.
erefore, a more formal and iterative approach is required to
develop DSLs and track all requirements, including usability re-
quirements. As for other soware products, the approach should
include the context of use of the DSL in its environment, as well
as the impact of recommendations with well-planned evaluation
processes. Such approach can be supported by modeling all these
aspects using appropriate languages and tools.
A rst aempt of dening the required concepts for such ap-
proach has been made through the specication of the Usability So-
ware Engineering Modeling Environment (USE-ME) [1, 2]. How-
ever, USE-ME focuses on usability and actually requires a complete
RE process on which it can base its evaluation. e Requirements
Denition and Analysis Language (RDAL) [6, 7] was developed
as a fragmented language to be combined with other modeling
languages in support of well known RE best practices such as
those recommended by the Requirements Engineering Manage-
ment Handbook (REMH) [21] and those of GORE (Goal-Oriented
Requirements Engineering) [36]. RDAL was originally planned to
become a standard annex of the Architecture Analysis and Design
Language (AADL, SAE AS5506B standard) 1 for supporting require-
ments capture, analysis and verication. In the end, it led to the
1hp://standards.sae.org/as5506b/ Accessed June 15 2017
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development of the ReqSpec language and ALISA (Architecture-Led
Incremental System Assurance) approach [11], which are however
strongly coupled with the AADL. In contrast, the modularity of
RDAL allows its reuse with other Architecture Description Lan-
guages not necessarily targeting the safety-critical embedded sys-
tems domain. Although the REMH has been wrien for the domain
of safety-critical embedded systems, a large majority of its practices
that are supported by RDAL are generic enough to be applicable
to the development of many other types of systems. As a maer
of fact, the concepts of the RDAL-REMH approach share many
similarities with the concepts required by USE-ME.
erefore, in this paper we present a complete framework for
the RE of DSL development based on RDAL-REMH and combined
with USE-ME, in order to provide a focus on the important con-
cern of usability. is allows USE-ME to benet from the REMH
well-established practices and is also an opportunity to evaluate
the planned reuse capability of RDAL for a very dierent domain.
Furthermore, such combination of existing languages and tools
constitutes an interesting case of languages composition and reuse.
In the next sections, rst the RDAL-REMH and USE-ME ap-
proaches are introduced. Next, a study mapping the REMH best
practices, where possible, to those of the RDAL and USE-ME ap-
proaches is presented in section 3. is study showed the need for a
new DSL for the specication of DSL-based systems that we devel-
oped. is language is introduced in section 4. Next, the approach




In 2008, the US Federal Aviation Administration (FAA) commanded
a state-of-the-art of the RE research and a survey of the current in-
dustry practices [20]. e purpose was to select and adapt methods
for the successful management, integration, verication and vali-
dation of requirements that may be developed by multiple entities.
e results of that study lead to 11 best practices presented in the
Requirements Engineering Management Handbook (REMH) [21].
Such practices were developed to support their incremental adop-
tion, following a sequence tailored to each organization, in order to
minimize the risk of disruption of the organization’s development
processes thus favoring a smoother adoption by industry of results
from the RE research.
e rst column of table 1 lists the 11 best practices of the REMH
with a short description for each of them. Despite that the REMH
was developed for the embedded systems domain, it can be observed
from table 1 that a large majority of the recommended practices
are not specic to this domain and can potentially be benecial for
other domains.
A combination of languages and tools was proposed to provide
support of the REMH practices with models [6]. It involved the
combination of the User Requirements Notation (URN, ITU recom-
mendation Z.150 standard) 2 to model use cases, AADL for modeling
safety-critical embedded systems architectures and the RDAL [7]
to model and analyze requirements. is combination of languages
was exercised for one of the example requirements specication
2hp://www.itu.int/rec/T-REC-Z.150/en/ Accessed June 15 2017
provided by the REMH and illustrating its practices. e approach
was very benecial as it allowed improving signicantly the quality
of the specication [6]. e jUCMNav tool 3 was used for the URN
language and the OSATE tool for AADL 4. e RDAL language and
its combination with URN and AADL was provided by the RDAL
Tool Environment (RDALTE) 5.
While so far the fragment language RDAL has only been used
with URN and AADL, it was explicitly designed to be reusable
with other languages than AADL, not necessarily targeting the
safety-critical embedded systems domain. erefore, retargeting
the approach for a dierent domain such as DSL development
was of great interest in order to validate the adaptability of the
RDAL-REMH approach, but also to provide model-based RE for
DSL development.
2.2 USE-ME
USE-ME [1] promotes an iterative user-centered evaluation ap-
proach for DSLs. Usability evaluations are expressed as regular
expert evaluator activities, in the soware language engineering
process. Usability engineering aims at increasing the awareness and
acceptance of established usability methods among soware practi-
tioners. Knowledge of the basic usability methods is expected to
enhance the ease of use and acceptability of a system for a particular
class of users carrying out specic tasks in a specic environment.
It is claimed to aect the user’s performance and satisfaction. Fur-
ther, soware engineering supports the systematic development
and is concerned with all aspects of soware production. However,
the USE-ME framework is not intended to fully support a complete
development cycle. Instead, it is supposed to be integrated with
existing approaches which support DSL development. For instance,
a requirements engineering process for which the objective is to
provide a view on usability over a complete set of requirements
models. e utility specication package enables mapping to the
artifacts which are commonly developed during DSL development
process, like a DSL architecture, the existing goal model and re-
quirements, or other specication diagrams (e.g. use cases, business
processes).
Figure 1: USE-ME activity diagram taken from [1]
3hp://jucmnav.sowareengineering.ca/jucmnav/ Accessed June 15 2017
4 hp://osate.org/ Accessed June 15 2017
5hps://wiki.sei.cmu.edu/aadl/index.php/RDALTE/ Accessed June 15 2017
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e process of usability evaluation using the USE-ME framework
is presented in the activity diagram of gure 1. First, a Context
Model is produced, which supports the description of the language
context. e context modeling process enforces users proling and
the creation of prioritized user hierarchies, as well as modeling
of the physical, technical and social environments. Further, it re-
quires the specication and prioritization of workow scenarios,
whose actors should be already a part of a context model. e next
step consists of describing the usability goals during goal modeling.
While specifying the goals and their scope (e.g. by using context
model instances), it is likely that new context elements are found
which are relevant for the use of the DSL. In this case, it is necessary
to update the Context Model and proceed with specifying a Goal
Model until there is at least one usability goal for which only an
actor representing an expert evaluator is responsible. is usability
goal can be traced back to the functional requirements on which it
depends, and its usability requirements are dened with associated
metrics, which will determine success aer evaluation. Further, it is
necessary to dene an Evaluation Model, which highlights evalua-
tion goals and their corresponding evaluation steps. ere is a ’need
to specify a [Test Model]’ or reuse an existing one. e Test Model
is crucial for the usability assessment process and can be dened
as an Interaction Model or/and a Survey Model. ese two model-
ing activities depend on the same Evaluation Model and should be
performed in parallel in order to complement each other. However,
for certain types of evaluation, it is not necessary to develop both
models. For instance, when performing a heuristic evaluation, a
checklist implemented as a Survey Model can be sucient. When
the Evaluation Model is ready, we can proceed with the ’Evaluation
execution’. Finally, it is necessary to analyze the results of the test
models and to create the Report Model, that recommends a Goal
Model extension and calculates a success factor of the evaluated
usability goal. Finally, it is up to all DSL stakeholders to decide
to continue to ’new evaluation cycle’ or nalize the assessment pe-
riod. Ideally, this decision will eventually indicate the end of the
development cycle.
3 FEASIBILITY / COMPARATIVE STUDY
We rst studied the concepts of both the RDAL-REMH and USE-ME
approaches and compared them in order to evaluate the required
eort and potential benets of extending RDAL-REMH to support
USE-ME. In some preliminary work [5] we showed that many
RDAL-REMH concepts are also partially supported by USE-ME (see
table 1). However in RDAL there is no specic focus on usability
and usability elements can only be identied by using the RDAL
user-dened category system. Nevertheless, the modeling of all
other RE concerns with RDAL canl provide an essential basis for
the USE-ME viewpoint on usability.
A strength of USE-ME is its usability goal coverage or achieve-
ment analysis supporting iterative development of the DSL. A simi-
lar optimization of quality aributes approach was also developed
for RDAL but in the context of embedded systems development
during the renement of architecture models [22]. However, the
RDAL approach does not support the notion of associated context
or design of empirical studies, which are necessary for evaluation
of usability. As for use cases, it was observed that USE-ME could
Table 1: Mapping the REMH best practices to RDAL/AADL-
UCM and USE-ME
REMHBest Practice RDAL-AADL-UCM Con-
cepts
USE-ME Concepts








2 Identify the System
Boundary
AADL features from the sys-
tem component identied by
the RDAL system overview
N / A
3 Develop the Opera-
tional Concepts
UCM use cases Workows
4 Identify the Environ-
mental Assumptions /
External Entities
AADL components from the
environment identied from











RDAL top level of hierarchy
requirements
N / A
























ning the system require-
ments
N / A
10 Allocate Systems Re-
quirements to Subsys-
tems
RDAL / AADL rening speci-
cations
N / A, but could be
considered
11 Provide Rationale RDAL Rationale construct Method of Usability
Goal
greatly benet from the modeling of use cases using the Use Case
Maps sub-language of the URN by allowing their simulation thus
complementing the corresponding Workow concept in USE-ME.
It should also be noted that some parts of the RDAL-REMH
approach are not relevant for DSL development. For example, the
soware requirements best practice # 9 dealing with the translation
of system requirements into soware requirements taking into
account the dierent representation of system variables in soware
does not need to be considered. Such soware requirements do not
exist for DSL development.
Overall, given this comparison, we conclude that many of the
features provided by RDAL-REMH can be benecial for USE-ME
as it would avoid redeveloping these constructs for the USE-ME
languages. Furthermore, this comparison will be the support of a
mapping dened between the concepts of the languages for their
integration as described in section 5.2.
A major issue that was found, however, is the lack of an appropri-
ate language for representing the architecture design of a DSL in a
similar fashion provided by AADL for embedded systems. Reusing
AADL for modeling a DSL and its environment would not be appro-
priate due to the dierence between the domains. is triggered
the development of a simple design language for the specication
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of DSL-based systems, namely the DSL-based Systems Specication
Language (DSSL) introduced below.
4 DSSL
e purpose of the DSSL language is to model the design of a DSL
being developed and the way it is used in its environment. Goals,
requirements and environmental assumptions can then be assigned
to elements of this representation of the DSL under development.
Furthermore, DSSL can integrate descriptions of the syntaxes of
the DSL implemented as an Ecore meta-model and potentially in-
cluding graphical and / or textual concrete syntax(es) respectively
represented as Sirius or / and Xtext grammar models.
4.1 Declarative Specication
Because there are typically several contexts of use for a DSL, the
DSSL needs to provide declaration of types for the various elements
present in the contexts. Such types allow reusing the characteristics
of the declared types across various contexts.
e core DSSL declarative concepts are presented in gure 2. e
DSSL specication class is used as a root container of all elements of
a DSSL specication. Such elements consist of context specications
and entity types to be instantiated in a context specication for
representing the developed DSL and the entities it interacts with.
Interaction capabilities with other entities are described by inter-
action features contained by entity types. An interaction feature
must refer to a reference declared in subclasses of entity type. Such
reference is used as typing for the interaction between instances of
entity types in a context of use.
Figure 2: e core DSSL declarative elements
Subclasses of the DSSL entity type class are provided to represent
users, tools, workplaces, documentations and physical systems (e.g.
a robot) as depicted in the class diagram of gure 3. A tool can
control or be controlled by other tools. Tools are further specialized
into hardware tool and soware tool. A soware tool can support
a number of DSLs and, conversely, a DSL can be supported by a
number of soware tools. Subclasses of soware and hardware tools
such as operating systems and computers are provided and declare
properties specic to these elements. For instance, a computer
executes a number of soware tools, and conversely, each tool may
be executed by several computers. A computer makes use of a
number of display devices of some resolution and color schemes.
Figure 3: DSSL entity type specializations
4.2 Context Specication
e purpose of the context specication concepts is to provide
means to specify the various contexts of use of the developed DSL
and its interaction with entities of its environment. e DSSL
context concepts are presented in gure 4. A context specication
captures a set of entity instances representing the various entities in-
volved when the DSL is used and how they interact with each other.
Each entity instance refers to an entity type from the declarative
specication and thus inherits its declared characteristics.
Two entity instances can be connected to each other via an entity
instance connection, which relates a source interaction feature of
the entity type of a source entity instance to a destination inter-
action feature of the entity type of a destination entity instance.
Compatibility of the connected interaction features is checked by
inspection of the type of the Ecore reference that must belong to
the class of the entity type, which must be compatible with the class
of the entity type of the connected entity instance (that is, they can
be from either the same class or from a subclass). Examples of this
are provided in section 5.1.1.
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Figure 4: DSSL context instance elements
4.3 DSL Specication
e purpose of the DSL specication concepts is to allow model-
ing the DSL under development and its internal constituents such
as its abstract and concrete syntaxes, its semantics, documenta-
tion and optionally some feature diagrams that may have served
in elaborating the DSL. e DSL-related concepts are shown in
gure 5.
Figure 5: DSSL DSL description elements
A Dsl entity type owns a set of syntaxes providing the language
vocabulary. A syntax can be of abstract syntax or concrete syn-
tax kind according to its intended use by respectively computer
programs or humans. Concrete implementations of such syntaxes
must be provided to contain the DSL vocabulary that can be ex-
pressed as metamodels, grammars or graphical syntax models. e
DSSL language provides default implementations classes for Ecore
metamodels and Sirius diagram notation models6.
In order to achieve this, an Ecore abstract syntax class can be
instantiated and refer to a set of Ecore packages providing meta-
model classes and properties for the abstract syntax of the DSL. As
in this DSL we are using a graphical syntax, a Sirius concrete syntax
class can be instantiated and refer to a set of Sirius specications
providing graphical notations for nodes and edges of diagrams for
the DSL.
Providing such concrete syntax implementations allows for as-
signing requirements to the contained elements for verifying impor-
tant properties such as usability. is is illustrated in section 5.1.4.
5 APPROACH
We used the Gyro DSL7 to illustrate our approach. Gyro was se-
lected because it was already used to validate the USE-ME frame-
work. It is a visual language that allows children to develop pro-
grams to control Arduino robots through the manipulation of visual
elements. It avoids having to program the Arduino textual code
directly, which requires technical skills not owned by the vast ma-
jority of children. Gyro specications programmed by children are
automatically translated into Arduino textual code. is activity is
expected to help children to quickly understand the programming
mechanisms. A strong engagement factor is that children have
the opportunity to observe their own developed program running
on a real physical robot. is way, they receive feedback on the
implications of changes in their program.
Gyro’s rst prototype (originally named Visualino) was devel-
oped as a joint project between Artica, a company that specialises
in the development of robotic and audio-visual solutions in Lis-
bon and the NOVA LINCS research lab. During the development,
exploratory evaluations were conducted with the objective of as-
sessing the usability of the visual syntax provided by the language,
the learnability of the associated tooling and users satisfaction,
which is one of the primary characteristics to be assessed during
usability evaluations.
5.1 RE for Gyro with RDAL-REMH
e requirements specication for Gyro follows the REMH best
practices of Table 1. We combine RDAL, DSSL and UCM to sup-
port these practices with models. is combination of languages is
achieved with dedicated traceability links starting from RDAL mod-
els to DSSL and UCM models. In order to visualize the combined
models, we provide a graphical representation for the combined
languages composed of the individual notations of the individual
languages. Diagrams of this representation will be displayed to
present the modeling the Gyro DSL development example.
6hps://www.eclipse.org/sirius/ Accessed June 15 2017
7hp://gyro.artica.cc/ Accessed June 15 2017
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5.1.1 System Overview. e very rst practice of the REMH
advocates to capture a synopsis for the system to be developed
including its purpose, and to provide an overview of the system
and its environment for all the contexts in which it will be used. It
also recommends to capture preliminary system goals.
Figure 6: A system overview diagram for the the Gyro lan-
guage
We consider that the system to be developed is a complete DSL
including its abstract and concrete syntaxes and its semantics. e
use of a DSL typically involves a user interface displaying the DSL
concrete syntax and some computer program(s) that will perform
some business logic with models of the DSL making use of the its
abstract syntax. For the Gyro DSL, the external entities consist
of a web browser serving as user interface, a child user, a code
generator that transforms Gyro models into Arduino byte code and
a Farrusco robot that executes the behavior programmed in Gyro.
We use concepts of both RDAL and DSSL to describe these entities.
On the DSSL side, instances of the DSL, SowareTool, User and
PhysicalSystem entity types are used for that as shown in gure 6.
For each entity, a description in natural language is provided and a
set of interaction features that describe how instances of the entity
types can interact with each other.
On the RDAL side, an instance of the RDAL system overview
class is provided to identify the DSSL elements that are part of the
system overview. Such system overview element is represented by
the canvas on which the DSSL entity types are drawn in gure 6.
e RDAL system overview is linked to the DSSL specication that
contains the entity types. e system to be developed (the Gyro
DSL entity type) is also identied via a dedicated traceability link
from the RDAL system overview to the DSSL Gyro DSL entity type.
is link also allows to compute the system boundary as the set
of interaction features of the Gyro DSL entity type and stored in a
property of the RDAL system overview class. e system overview
class also provides additional text aributes to capture the purpose
of the system and its synopsis.
System Context. e REMH recommends context diagrams
for describing the dierent contexts in which the system is to be
used in its environment. Such diagrams are captured again as a
combination of RDAL and DSSL elements. On the DSSL side, a
context specication instance is created containing a set of context
entity instances, each of which being typed by one of the predened
context entity types declared in the system overview (gure 6).
A context diagram for the normal use of Gyro is shown in gure 7,
where instances of the entity types of the system overview are
depicted as rounded boxes connected to each other via interaction
features declared in their respective types. e DSL system to be
developed is highlighted by a thicker border and darker background
color.
Figure 7: A context diagram for the normal use of the Gyro
language
For our example, a child user interacts with the web browser
serving as user interface, which itself interacts with the Gyro DSL
through its concrete syntax. e Gyro DSL interacts through its
abstract syntax with the computer program performing code gen-
eration for the robot. e user can trigger code generation from
the user interface and then start the robot from the user interface
and observe its behavior.
System Goals. System goals are captured in RDAL in terms of
functional and non-functional goals. RDAL makes a clear distinc-
tion between goals and requirements. As opposed to requirements,
which are either veried or not by the system in a Boolean manner,
goals may be partially achievable - this is denoted with a percent-
age of achievement from 0% to 100%. Furthermore, goals can have
unresolved conicts, unlike requirements, since this would indicate
an unfeasible system. e level of achievement and conict among
goals can be used to support design optimization and trade-os, as
in [22].
Each goal can be associated with a set of stakeholders from
which it origins. A set of rationale elements can also be associated
with a goal describing why the goal exists. Each rationale must
however be linked to a set of stakeholders of the goal from which
it originated.
Finally, RDAL goals can be linked to UCM use cases that detail
how the goal is achieved with various scenarios describing the
interaction of the user with the system and other entities. e
advantage of such practice is to indicate why the use case exists
and ensure it is a needed behavior.
For the Gyro DSL, the functional goals are:
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• G1: e user should be provided with concepts to specify
behaviors of robots
• G2: e teacher should be supported to create customized
congurations
• G3: e soware engineers should be supported to create
new language components
• G4: e DSL should be easy to use for non robot specialists
RDAL goals are depicted as rounded corner boxes in the dia-
gram of gure 8 and linked to their stakeholders and rationales,
which are respectively represented as man and cloud symbols. Also
represented on the diagram is the use case for programming the
behavior linked to the functional goal G1 it aims to achieve. e
modeling of such use cases is presented in the next section that
covers the development of the operational concepts best practice
of the REMH.
Figure 8: A diagram of the goals for the Gyro language
5.1.2 Operational Concepts. e purpose of this practice is to
develop scenarios for the use of the system. e REMH suggest
to capture such scenarios with use cases. We have chosen the
UCM sub-language of the URN for that. UCM has the advantage of
showing on the same diagram both the entities (actors or systems)
and the actions that they perform in a quite compact notation
(gure 9). An entity is represented by a box containing the actions
(steps) performed by the entity. Actions are represented as crosses
located along a path representing sequences of actions, which may
have forks and joins for representing dierent scenarios occurring
upon specic conditions. Use cases can be reused by being called
from other use cases as represented by diamonds (gure 9). is
is particularly useful to capture exceptions cases specifying how
entities respond to exceptions in a modular way.
We present a few use case diagrams for Gyro that were developed
with the jUCMNav tool. jUCMNav provides a graphical editor and
a simulator for use cases scenarios.
Normal Use of the DSL. Figure 9 shows the use case for the
normal use of the Gyro DSL where entities in the use case diagram
correspond to entities in the context diagram of gure 7 as identied
by their identical names. e use case describes a dialog between the
child user and the web browser user interface. e path shows how
the browser responds to actions (crosses) initiated by the child. Such
responses are captured as sub-use cases describing the interaction
between the browser and other entities such as the DSL model, the
code generator and the robot. Pre and post conditions can be set
describing the conditions under which the use case scenarios can
be executed and what changes are performed aer the use case.
e user rst launches the Gyro programming application. e
user interface then displays the start page with appropriate action
menus. e user then asks to create a new robot behavior. e
browser displays the programming page. e user then programs
a behavior as described by a sub use case. Whe the program is
completed, the user tries to execute the programmed behavior on
the robot. en, two sub cases are provided depending on whether
the robot is present or not in the environment. e case when the
robot is absent corresponds to an exception case deviating from the
normal sunny day behavior. A specic sub use case is provided to
describe how the system should handle this exception. When the
behavior is correct, the user saves the model and the use case ends.
Figure 9: A UCM diagram for the normal use of the Gyro
DSL
”Create Branch” Sub Use Case. e complete set of use cases
for the Gyro DSL is too large to be presented in this paper. However
one of the sub use cases for creating a branch in a Gyro model is
presented to further illustrate the best practice. is sub use case
will also be used to illustrate how requirements for the system
functions can be traced to use case steps from which they were
identied. e boom part of gure 11 shows this sub use case.
e user either selects a parallel or a sequential node and the user
interface responds to the action by displaying the graphical con-
crete syntax element on the interface. e red trace on the gure
represents the simulation of the scenario for the sequential node.
5.1.3 Environmental Assumptions. e REMH recommends to
specify the assumptions the system makes on its environment in
order to operate correctly. Identication of a system’s environmen-
tal assumptions is essential for enabling the reuse of the system in
dierent environments. It has been shown that failure to identify
environmental assumptions can lead to misuse of the system and
is a common cause of failure [21].
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An example of a reasonable assumption for the Gyro DSL could
be that the user interface can display colors. is assumption would
be violated if the user interface turned out to be a basic LCD display
located on the robot, for example. e Gyro DSL highly relies on
such assumptions, since its concrete graphical syntax makes use of
colors to indicate invalid specications. Another assumption is that
the user can speak a specic language, such as English, in which
the DSL’s concrete syntax is expressed.
e RDAL assumption construct is used for modeling environ-
mental assumptions as shown in gure 10. e assumption is
assigned to the DSSL user entity type of gure 6 and its constraint,
expressed in the Object Constraint Language (OCL) 8 checks that
English belongs to the languages spoken by the user. e rationale
for this requirement is captured and linked to the soware engi-
neer stakeholder that issued this assumption based on the concrete
syntax he dened.
Figure 10: Example environmental assumption for the user
of the Gyro language
5.1.4 System Functions. Inspired from the four variable model
proposed by Parnas and Madey [28], the REMH recommends to
capture a complete and consistent set of detailed system require-
ments that dene how the system must change the variables it
controls in response to changes of the variables it monitors. is
shall be done for each possible system state and inputs and, if rele-
vant, the allowed tolerance of the specied values and performance
characteristics should also be specied.
Functional Requirements. Applied to DSL development, this
consists of specifying what syntaxes should be dened to support
the specication of the behavior of a robot. In order to do this, a
hierarchy or RDAL rened requirements is dened, starting from a
very high level requirement for the Gyro DSL entity type (gure 11)
rened into two requirements; a requirement R1.2 stating that an
abstract syntax should be provided and a requirement R1.1 stating
that a concrete syntax should be provided. R1.2 is assigned to a
DSSL Ecore abstract syntax instance that refers to an Ecore package
providing the DSL classes and relationships, while R1.1 is assigned
to a DSSL Sirius concrete syntax instance that refers to a Sirius
model providing graphical syntax elements for the DSL. Both of
these requirements must be veried for the rened requirement R1
to be veried.
e leaves of the requirements renement tree (R1.2.1 and R1.2.2)
are assigned to the Gyro Ecore package to check that it contains the
required sequential and parallel classes. Identifying such classes is
achieved by an OCL expression examining the classes of the package
and checking for predened Ecore meta annotations aached to the
8hp://www.omg.org/spec/OCL/
Figure 11: Example functional requirements for Gyro’s ab-
stract syntax
classes and specifying their role. Also note that R1.2.1 and R1.2.2
are also linked to steps of the UCM use cases from which their need
was discovered (section 5.1.2).
Figure 12 shows similar requirements for the Gyro concrete
graphical syntax specied as Sirius models. R1.1 is rened by R1.1.1
that requires that a Sirius diagram denition exists. Such require-
ment is rened again by a set of requirements for each required
graphical element of the syntax such as nodes and edges. ose
requirements are expressed by OCL queries that check for the exis-
tence of a graphical element associated with the Ecore class of the
given role.
Non-Functional Requirements. e previous subsection has
shown how functional requirements are captured. However non-
functional requirements can be captured as well, especially those
for the usability of the concrete syntax.
We illustrate this by presenting an example requirement for
the consistency of a graphical notation. For instance, the graphical
syntax of the AADL suers from several inconsistencies. e virtual
/ abstract components are represented by a dashed border, but
that same border is also used for some non-abstract components.
e dashed border, which at rst seems to indicate the virtuality
characteristic of such components, is, aer all, also used for non-
abstract components, thus leading to an inconsistent and confusing
notation. is problem could have been automatically detected by a
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Figure 12: Example functional requirements for Gyro’s con-
crete syntax
consistency notation RDAL requirement assigned to the graphical
nodes of the notation.
Applied to Gyro, the metamodel includes a set of nodes that de-
scribe behavior such as the parallel and sequence nodes. We create
a RDAL requirement that is assigned to the package containing the
Gyro classes. e requirement checks for all contained classes that
if the class is a behavioral node (i.e. it extends the Behavior class)
then its corresponding Sirius notation share some visual aribute
identifying the behavioral characteristic.
Many more requirements of that kind could be added, for ex-
ample, to verify that best practices in dening graphical notations
such as those suggested in Moody’s “Physics of Notations” [25] are
followed.
Similarly, RDAL non-functional goals and requirements are used
to respectively support optimization of usability and require a mini-
mum usability threshold for concrete syntax elements. For example,
the RDAL non-functional goal G4 (gure 8) for maximizing usabil-
ity is assigned to the Sirius model. e level of achievement of
the goal (a number between 0% and 100%) is then valued through
an annotation of the graphical syntax model following a usabil-
ity evaluation with USE-ME. e result is then retrieved from the
annotation by the goal’s OCL expression to provide the level of
achievement of the goal. Associated with this goal, we can also
dene a requirement that the resulting usability is greater than a
given threshold to indicate if the notation is usable enough or not
for the child user.
is completes the presentation of the modeling of Gyro with
RDAL-REMH. In the next section, we present how USE-ME is inte-
grated to support usability-driven DSL development.
5.2 Integrating RDAL-REMH and USE-ME for
Usability-Driven Development
e RDAL-REMH approach lacks support of context-aware goal
evaluation, which is necessary for usability evaluation. Usability
evaluation is performed in a concrete context of use, e.g. with par-
ticular users, in a specic environment and performing selected
scenarios. is means that aer the validation of a usability goal
and associated requirements, the results reect only a partial scope.
is is because it would be too expensive to perform evaluations
taking all dierent combinations of the context model instances
(e.g. using all possible robot congurations, testing all possible
scenarios with participants, and having a signicant number of
participants having all possible combination of demographic and
knowledge characteristics). erefore, the USE-ME approach sug-
gests a calculation of a Success Coverage of the usability goal, which
will reect the percentage of the scope which was taken in consider-
ation during a validation, when compared to the complete context
specication of the usability goal.
However, many context-related concepts and the DSL architec-
ture are already captured in the RDAL-REMH approach described
in the previous section. erefore, it is necessary to enable us-
ability evaluation to reuse and refer to the RDAL artifacts while
performing context and goal modeling activities suggested by the
USE-ME approach. On another hand, while applying the USE-ME
approach it is likely that context and goal elements will be ex-
tended, or new ones discovered therefore directly contributing to
the requirements renement and DSL artifacts specication. In
the following, we present an integrated process and highlight in-
teraction points and information ow between the RDAL-REMH
and USE-ME approaches (see gure 13). e idea is to connect the
RDAL non-functional goals referring to usability with a ’ality
in Use’ Usability Goal of the USE-ME Goal Model. is root goal
represents the highest objective of the USE-ME modeling approach
(usability for all possible workows, environment combinations
and proles).
USE-ME provides a Utility Package which supports mapping of
the artifacts relevant for the application of the USE-ME process.
First, it is to dene a DSL and refer to its abstract and concrete
syntaxes, which can be done directly by correlating a DSSL Gyro
specication with a DSL artifact of USE-ME9 and relating a con-
crete/abstract syntax version in each development iteration. is
helps to trace which evaluation context was considered in the USE-
ME application cycle. Further, the USE-ME DSL has an Existing
Goal Model, which refers to the complete RDAL requirements spec-
ication model. e functional goals are further obtained from the
RDAL Goals Package and functional requirements from the RDAL
Requirements Package. USE-ME expects correlation of requirements
with a goal to which it contributes. Finally, the UCM use case dia-
grams can be mapped to the Process Model USE-ME artifact. Aer
this initial mapping, we follow the USE-ME activities (see gure 1)
to describe the further integration.
5.2.1 Context Modelling. During context modeling it is neces-
sary to specify User Proles and prioritize the User Hierarchy taking
into account that there is the need to perform a usability evaluation
of each of them. e USE-ME framework suggests that the rst
level children User Proles should be referred as the DSL develop-
ment stakeholders. We can obtain information about them from
the RDAL Stakeholder denitions; namely ’Teacher’, ’Soware En-
gineer’ and ’User’. Further, USE-ME suggests the addition of a new
stakeholder representing a usability evaluator, as it is favorable
9Gyro is named Visualino in the model as specied usability evaluation was performed
on a previous version of the language
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Figure 13: Integration points between RDAL, DSSL and USE-ME
Figure 14: USE-ME Goal Model (from [1])
that evaluators do not take another role in a development project.
From this initial hierarchy, the ’User’ prole has a ’high’ priority for
usability evaluation and should be further divided into sub-proles
and characterized by expected knowledge sets and demographics
constraints. We can obtain additional information from RDAL as-
sumptions. For instance, the System Overview indicates that one
sub-prole should be a ’Child’ (gure 6) and an environmental
assumption captures that the child is expected to speak English
(gure 10).
e next step consists of providing the Context Environment
of USE-ME. In the DSSL specication, we have context entity in-
stances describing the considered environmental elements (gure 6).
ese elements, are classied in USE-ME into physical, social and
technical Environmental Variables. For instance, a ’Web Browser’
is a technical environmental variable, and it is further specied
with tools which are taken into consideration (e.g. Google Chrome,
Safari, etc.). e ’Robot’ is a physical variable, and it details a robot
version and for instance a dierent conguration of sensors which
can be used. Finally, for instance, a social environment variable can
be the ’Country’ and should list the countries in which the DSL is
distributed.
Finally, the context modelling ends with the creation of USE-ME
workows representing a ’high’ level scenario. From the functional
System Goals of gure 8, we can distinguish at least three dier-
ent workows to be considered, of which the one addressing the
’Programming a robot behaviour’ should have a ’high’ priority. e
scenarios for the workow can be reused from the operational con-
cepts described by UCM use-case diagrams. USE-ME implies that
actors of these scenarios (e.g. User and Web Browser) need to be
specied previously as a User Prole or Environmental Variable.
5.2.2 Goal Modeling. USE-ME divides a root usability goal into
sub-goals, which refer to distinct context model parts (e.g. dierent
user proles, environment elements or workows), called ’scope’.
As we had created three workows from System Goals, with actors
having a dierent ’User Prole’, we had a three corresponding us-
ability goals (gure 14). ese goals are prioritized, and one having
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a ’High’ priority is divided into a sub-goal for which only the evalu-
ator stakeholder is responsible. For this kind of goal it is necessary
to create a Method which denes the measurable requirements
and dependencies which impact the goal evaluation. Usually, such
evaluation depends on whether the given functionality is provided,
namely it relates to the Functional Goal from Utility, with a set of
functional requirements, which will support the use case. When
specifying the usability evaluation, the scenarios which can be used
will depend on the functions that are provided.
One example of dening a metric for the usability goal is by use
of GQM (Goal, estion, Metric) analysis [37]. For instance, one
Usability Requirement can be a Satisfaction. In this case the asso-
ciated question is ’How much is the {User} satised with {Gyro}?’
and it has predened 3 metrics: Condence (self rated condence
score in a Likert scale), Likability (self rated likeability score in a
Likert scale) and Learnability (self rated learnability score in a Lik-
ert scale). Another common indicator of usability is Eectiveness,
which addresses the question ’Is the {User} able to correctly imple-
ment a given {Use Case}?’. It can be measured, for instance, with
a percentage of correctly implemented concepts in {Use Case}.
5.2.3 Evaluation and Report Modeling. e evaluation mod-
elling is performed only when context and goal models are com-
pleted. Evaluation specication elements are extracted mostly from
existing models and instantiated into real objects. For instance, for
one of the Gyro assessments where the Usability Goal ’U1’ was
evaluated, the participants were chosen to be secondary school
students, as they have a ’Child’ User Prole. e evaluation was
set up to be a comparison to another DSL designed with a same
purpose. To access a background of candidates, questions were
directly dened from the prole characterization. e scenarios
which were used for learning and testing are selected from the
workow assigned to our usability goal under evaluation. With
RDAL we can easily obtain a list of the functional requirements
which are satised, and indicate which scenarios can be performed
for the current version of the language.
Aer evaluation execution, the Result models are obtained and
USE-ME report modeling Recommendations are created. ese rec-
ommendations contain suggestions of new requirements, which
are justied by the executed evaluation model. Finally, for the eval-
uated goal, a success scope is calculated, which contains evaluation
results and their impact depending on the size of the evaluated
scope, and a real context specication associated with the goal. e
recommendations can contain new suggestions for new require-
ments, or modication of either existing ones or of the associated
context. If there are new requirements or goals to be introduced,
they should be mapped back to the RDAL models.
6 RELATEDWORK
Eective communication with stakeholders is extremely relevant
for RE [13]. Indeed, the usability of soware engineering visual lan-
guages is becoming a hot topic, building on works such as Moody’s
“Physics of Notations” [25]. is has inspired evaluations on the
visual notations of languages such as KAOS [23], i* [9, 27], or UML
[26], and even on the way layout aects model understandabil-
ity [29, 31, 32, 34]. is concern on usability is also applicable to
DSLs. For example, an assessment on cognitive dimensions can be
leveraged to increase DSL usability [4]. It is also common to nd
evaluations on DSLs using a more “traditional” empirical soware
engineering approach (see, e.g. [17, 19]). A more recent trend has
been to directly involve the end users in the design of the DSLs
[15, 16, 30, 38]. ese and other usability promoting approaches
can be integrated in USE-ME. e framework is open to adopting
new forms of usability evaluations.
DSLs and Model-Driven Development (MDD) can be used to
build frameworks for Requirements Engineering. Examples include
building frameworks or derived DSLs for GORE approaches such as
KAOS [12], i* [14, 33], and model transformations between KAOS
and i* [24]. In [41] the authors build a DSL similar to Mind Maps
to capture requirements and, from those, automatically derive the
corresponding Feature Models[10] for variability analysis.
Kolovos et al. identied high-level requirements for DSLs, where
usability is considered, but not regarded as a priority [18]. Indirectly,
however, usability receives aention as a desirable side-eect of
simplicity which, in turn, is a key quality feature for DSLs. However,
evidence of using Requirements Engineering techniques and tools
during the DSL lifecycle is relatively scarce, especially with usability
concerns. e closest works in this direction are on the topic of
Domain Engineering, also called Product Line Engineering [10],
which consists of reusing domain knowledge to derive new soware
products. In this case, the DSLs are designed (metamodel for syntax
description) and implemented, aer capturing the Domain Model
(core concepts), to deal with the variability and commonalities of
the product’s specication.
e design phase of DSLs development can be supported by
capturing Domain Ontologies to derive the Language Meta-model
[35]. In [40], a framework based on OWL is developed to support
the design of the DSL syntax. However, these approaches do not
focus on capturing the high-level goals for developing the language,
and do not address the usability of the language for the end-user.
7 CONCLUSIONS AND FUTUREWORK
is paper presented a usability-driven requirements engineering
approach for DSL development. e RDAL-REMH approach used
for embedded systems development with the AADL language for
system architectures has been adapted to DSL development by re-
placing the AADL with the DSSL language, a new DSL that we
developed for modeling the DSL under development and its en-
vironment. We then provided a mapping between the USE-ME
language and the combined RDAL-REMH languages for integrating
the USE-ME usability driven development into the RDAL-REMH
general RE approach. e approach has been illustrated by the
development of the Gyro visual robot programming DSL. To our
knowledge, no such comprehensive RE approach has been devel-
oped for DSL development, and we expect several benets from
supporting the REMH best practices with models and the integrated
USE-ME usability-driven development approach.
Future work will involve completing the implementation of the
graphical notation and tools for the languages and implement a
view mechanism for the developed mapping between RDAL-REMH
and USE-ME. e EMF Views tool [8] is a good candidate for this.
en, a comprehensive evaluation for more complex DSLs than
Gyro can be performed to assess the benets of our approach.
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[33] Lyrene Silva, Ana Moreira, João Araújo, Catarina Gralha, Miguel Goulão, and
Vasco Amaral. 2016. Exploring Views for Goal-Oriented Requirements Compre-
hension. In Conceptual Modeling: 35th International Conference, ER 2016, Gifu,
Japan, November 14-17, 2016, Proceedings 35. Springer, 149–163.
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Artifacts for Paper #35 of the Software Language Engineering 
Conference 2017 
A Requirements Engineering Approach for Usability-Driven DSL Development 
Authors: Same as paper 
Abstract: This document presents the artifacts used to evaluate the requirements engineering 
approach described in paper #35 of the SLE 20017 conference. The artifacts mainly consist of 
requirements, use case and architecture models of the presented Gyro robot DSL example and the 
metamodel of the introduced DSSL language. The models can be edited via the Eclipse-based RDALTE 
tool. The document first explains how to install the tool. Then for every metamodel and model 
presented in the paper, the document describe how the elements can be viewed and edited using 
the tool. 
1 Overview of Archive 
The archive contains this document, the submitted paper and the RDAL language specification 
document. In order to simplify the evaluation of the artifacts, we have prepared Eclipse packages for 
the Windows and Linux platforms into which all the required tools have already been installed. 
Example projects for the models of the paper are provided and can easily be installed in the tool as 
described in the installation instructions section below. 
2 Installation 
First install Eclipse with the proper tools and then install the example projects following the 
instructions below. 
2.1 Installing Eclipse 
2.1.1 Using the Prepared Packages 





Unzip the package and run the Eclipse executable. 
2.1.2 From the Eclipse Modeling Tools Package 
Follow the instructions at https://mem4csd.telecom-paristech.fr/blog/index.php/rdal/ in order to 
install the tools from a fresh Eclipse. 
2.2 Installing the Example Projects 
Switch to the Modeling perspective by opening menu Window>>Perspective>>Open 
Perspective>>Other. Select the Modeling perspective from the displayed dialog box. 
Next, install the example projects by opening menu File>>New>>Example. Select the Gyro RDAL USE-
ME Example Specifications as shown in the figure below and click Finish. 
 
This will install in your workspace the following 5 projects:  
 
3 Editing and Viewing the Models  
The following describes how to view the models presented in the paper. The section or figure 
number of the paper corresponding to the presented artifacts is written in parenthesis. Editing the 
models is performed with the provided EMF tree editors for the languages. Double-click the file in 
the model explorer view to open the file. Select the element of interest in the editor and view its 
properties via the standard Eclipse Properties view. If the properties view is not visible, right click any 
element in the editor and click Show Properties View in the displayed contextual menu to open the 
view.  
Note that the presented tool is an initial prototype that is still being developed. For instance, the 
concrete syntax for the DSSL and RDAL languages presented in the paper are not yet implemented in 
the tool. Therefore, the models can only be edited via the EMF tree editors. In addition, the 
presented models are not complete and mostly contain the elements presented in the paper to 
illustrate the approach. For example the Ecore metamodel for the Gyro language and its Sirius 
concrete syntax model are issued from an initial implementation of the language and therefore differ 
from the real Gyro language. 
3.1 DSSL Language (Section 4)  
The class diagrams of the DSSL language presented in section 4 of the paper can be viewed by 
unfolding project fr.tpt.mem4csd.dssl.model as shown in the figure below: 
 
Each part of the metamodel presented in the figures of section 4 can be opened by double-clicking 
the corresponding diagram under the dssl.aird file as shown in the figure above for the declarative 
part. 
3.2 Models for the Gyro Language (Section 5.1) 
The following presents the models corresponding to the figures of section 5.1 of the paper. 
3.2.1 System Overview Diagram (Figure 6) 
The DSSL entity types of the system overview diagram can be seen in the gyro.dssl file of the 
org.gyro.rdal project, under the root Specification element. The RDAL system overview element 
located under the root RDAL specification element can be viewed from the properties view by 
selecting the element from the gyro.rdal file. Note the reference to the DSSL Gyro entity type 
element from the System To Be property. 
3.2.2 Normal Use Context Diagram (Figure 7) 
The DSSL Normal Use context specification can be seen in the gyro.dssl model. Unfold the element to 
view the contained entity instances of the types of the system overview and their connections. On 
the RDAL model, see the Normal Use context element contained in the system overview element and 
traced to the Gyro DSL entity instance of the DSSL context via the System To Be property. 
3.2.3 System Goals (Figure 8) 
The goals can be seen under the Gyro System Goals goals package of the gyro.rdal model. RDALTE 
provides an additional view to edit some elements of a RDAL model. In order to show this view, open 
menu Window>>Show View>>Other and select the Advanced RDAL Editing view as shown in the 
figure below. 
 
The view provides a first tab allowing selecting the element of the DSSL model to which the goal 
selected in the RDAL file is allocated. The second tab allows selecting the language to be used for 
expressing the goal (including natural language for high level goals) and to edit and evaluate the 
defined expression when a formal language is used. Unfold the goal elements in the RDAL model to 
see their rationales and stakeholders. Also see property Use Cases of goal elements for the trace to 
use cases that achieve the goal (e.g. G1). 
3.2.4 Use Cases (Figure 9 and 10) 
Open the gyro.jucm file under the org.gyro.rdal project to view the use cases for the Gyro DSL. 
Double-click the diamonds in the first diagram to navigate to the called sub use cases (e.g. Create 
Root). Note that not all sub use cases have been modeled in this preliminary version. Also displaying 
a use case diagram automatically switches the perspective to that of the jUCMNav tool so you need 
to switch back to the Modeling perspective after. 
3.2.5 Environmental Assumptions (Figure 11) 
The environmental assumptions are located under the Gyro Functional Requirements requirements 
package of file gyro.rdal. Use the RDAL editing view to see the allocation of assumption to the DSSL 
entity types and the OCL expressions of the assumptions. Press the OCL button to evaluate the OCL 
constraints. Note the rationale contained by the assumptions and stakeholder association. 
3.2.6 Functional Requirements for the Gyro Abstract Syntax (Figure 10) 
The Gyro DSL entity type is located in the DSSL file and contains an Ecore abstract syntax element 
that itself refers to the actual Ecore package of the Gyro metamodel. This metamodel is located 
under the model folder of project org.gyro.metamodel. On the RDAL model, requirement R1 is 
assigned to the Gyro DSL entity type and expressed in natural language. R1 is refined into R1.1 and 
R1.2 through the requirement refinement element R1. R1.2 is further decomposed into leaf 
requirements R1.2.1 and R1.2.2, which are both assigned to the gyro Ecore package and expressed in 
OCL. Such requirement can be automatically verified by clicking the OCL button of the constraint 
view. The OCL expressions make use of libraries that can be seen on the Constraints Libraries tab. 
Select a row from the table to open the file. Also note the link from these leaf requirements to steps 
of the UCM use case diagram through property Function Used In in the Eclipse properties view. 
3.2.7 Functional Requirements for the Gyro Graphical Concrete Syntax (Figure 12) 
The Gyro DSL entity type represented in the DSSL model contains a Sirius Concrete Syntax element 
that itself refers to a Sirius Specification defining the Gyro graphical syntax. The Sirius model is 
located under the description folder of project org.gyro.metamodel.design. Note that the Sirius 
diagram model is not complete and only the elements required for the provided example 
requirements are defined.  
On the RDAL model, requirement R1.1 is decomposed into the leaf requirements R1.1.1.1 and 
R1.1.1.2, which are both assigned to the Sirius Default diagram layer providing the visual elements 
for concepts of the Gyro metamodel. The requirements expressed in OCL can be automatically 
verified by evaluating the constraints against the assigned design element. 
3.3 Models for the USE-ME Language (Section 5.2) 
The following presents the models corresponding to the figures of section 5.2 of the paper for the 
USE-ME language. 
3.3.1 Integration between USEME and RDAL-DSSL (Figure 13) 
The RDAL and DSSL parts of the figure can be viewed by opening their model files presented above. 
The USE-ME model can be viewed by opening the gyro.useme file located under project 
org.gyro.rdal. 
3.3.2 USE-ME Models (Figure 14) 
The Gyro goal diagram of the USE-ME language of figure 14 as well as all other USE-ME diagrams can 
be viewed by opening the diagram in file representations.aird of project org.gyro.rdal. 
Goal modeling diagram is located under the goalModelling folder. Detailed explanations on 
implementation of the Gyro usability model can be found in: 
Ankica Barišić, Vasco Amaral, Miguel Goulão, Usability Driven DSL development with USE-ME, Computer 
Languages, Systems & Structures, 2017, ISSN 1477-8424, http://dx.doi.org/10.1016/j.cl.2017.06.005. 
















In this Annex we include the survey form which was distributed using a Google Forms
(https://docs.google.com/forms (accessed September 19, 2017)) survey engine.
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9/16/2017 USE-ME approach survey
https://docs.google.com/forms/d/13Zbwq3jbeg8B7eU5kxA6gQN94e1WriGK2MqEYTHWZRc/edit 20/21
70. The USE­ME is more suitable than alternative for usability evaluation of DSLs *
Mark only one oval.
 Strongly agree
 Agree
 Don't know
 Disagree
 Strongly disagree
71. The USE­ME is more complete than alternative for usability evaluation of DSLs *
Mark only one oval.
 Strongly agree
 Agree
 Don't know
 Disagree
 Strongly disagree
Survey participants suggestions
We would appreciate if you could provide us a contacts or share the survey 
[https://goo.gl/forms/VRWLzsFxpWkvMkUw2] with a persons which you find to be interested in giving their 
opinion about USE­ME approach. 
 
* It is not possible to save the survey answers before submitting them. After submission, it is possible to 
edit and change your answers. 
72. Can you please suggest us some persons which would be interested in giving their opinion
about the USE­ME approach? *
 
 
 
 
 
Thank you for filling in the survey!
Please report the approximate time which you have spent on this evaluation and submit the survey.  
 
* It is not possible to save the survey answers before submitting them. After submission, it is possible to 
edit and change your answers. 
73. How much time did you spend on getting
familiar with approach (watching video,
reading the article and/or trying the tool)? (in
minutes) *
74. How much time did you spend on answering
this questionnaire? (in minutes) *
 Send me a copy of my responses.
