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Abstract—For more than a decade, researchers have been 
proposing various methods and techniques to mine social tagging 
data and to learn structured knowledge. It is essential to conduct 
a comprehensive survey on the related work, which would benefit 
the research community by providing better understanding of the 
state-of-the-art and insights into the future research directions. 
The paper first defines the spectrum of Knowledge Organization 
Systems, from unstructured with less semantics to highly 
structured with richer semantics. It then reviews the related 
work by classifying the methods and techniques into two main 
categories, namely, learning term lists and learning relations. The 
method and techniques originated from natural language 
processing, data mining, machine learning, social network 
analysis, and the Semantic Web are discussed in detail under the 
two categories. We summarize the prominent issues with the 
current research and highlight future directions on learning 
constantly evolving knowledge from social media data. 
Keywords—Knowledge Engineering, Knowledge Extraction, 
Social Media data, Social tagging data, Folksonomy, Knowledge 
Organization Systems, Ontology Learning 
I.  INTRODUCTION 
Data on collaborative social websites contributed by 
millions of online users represent an essential source for the 
“collective intelligence”, which many researchers have 
attempted to explore and exploit. The tags and the resulting 
folksonomies are originally utilized as efficient means for 
content annotation, organization and discovery. However, over 
the years they remain tacitly, gradually developing into a 
dormant collection of noisy, low quality and often ambiguous 
“keywords”, which demonstrate little usefulness for content 
discovery and search on the information rich social Web of 
tremendous scale. To a great extent, the situation can be 
attributed to the lack of effective methods and techniques for 
deriving real semantics or knowledge from the user generated 
data.  
In recent years, research on knowledge engineering from 
social media data has attracted great interests of the research 
communities, e.g., data mining, machine learning, natural 
language processing, information retrieval and the Semantic 
Web. One specific, challenging research topic in this line is 
concerned with learning structured knowledge by exploring 
and exploiting social tagging data or folksonomies. There have 
been numerous methods and techniques to induce semantics 
from the noisy and unstructured folksonomies, and to construct 
structured knowledge with rich semantics, which have been 
shown useful for many application areas, such as domain 
ontology enrichment [1], information retrieval and navigation 
[2-4], recommender systems [5-6], academic communication 
[7], e-learning [8], mood mining [9], geotagging [10], etc.  
We believe that a comprehensive study on the related work 
is necessary and essential to researchers in this exciting 
research area. There have been several surveys about 
associating semantics to social tagging data, however, most of 
them are without a clear and concise taxonomy to categorize 
the key methods used in the studies, despite the fact that they 
cover many important elements, including preprocessing, spam 
detection, distance measures and evaluation [15], [53]. One 
exception is the widely cited work [18] published in 2012, 
which proposed a set of formal steps to learn structured 
knowledge from folksonomies and divided methods into 
clustering techniques, ontologies and hybrid categories. 
Nevertheless, there is a lack of a comprehensive taxonomy to 
organize the latest methods and techniques to learn structured 
knowledge from social tagging data. It is also important to 
know the issues of each type of methods and techniques. 
Our main contribution in this paper is to provide a 
categorized view on the state-of-the-art, which enables readers 
to gain insights into the different methods and techniques and 
the specific problems that they can effectively solve. Moreover, 
we discuss the main limitations and pertinent issues with 
current research and identify future directions. The rest of the 
paper is organized as follows. In Section II, we review several 
types of Knowledge Organization Systems, varying from 
unstructured with less semantics to highly structured with 
richer semantics. In Section III, we present a categorization of 
current methods and technologies in learning knowledge 
structures from social media data. Under each sub-category, the 
methods and techniques and the problems that they intend to 
solve are discussed in detail. The limitations and issues with 
the existing work are presented in Section IV. We conclude the 
survey and discuss the future research issues in Section VI. 
II. KNOWLEDGE ORGANIZATION SYSTEMS 
The general term Knowledge Organization Systems (KOSs) 
is intended to encompass all kinds of schemes for organizing 
information and managing knowledge [19]. KOSs vary from 
unstructured to structured types and form a spectrum from 
weak semantics to strong semantics [12-14]. In the Semantic 
Web research, KOSs have received a lot of attention [11], for 
example, ontology representation using the Simple Knowledge 
Organization System1 (SKOS). Many of the recent studies in 
the Semantic Web domain use ontologies of different formality 
(lightweight and heavyweight) to express different types of 
KOSs to facilitate knowledge representation and automated 
reasoning [12], [13], [52].  
Pertinent to this paper are five kinds of KOSs, namely, 
folksonomies, term lists, concept hierarchies, taxonomies, and 
Ontologies. Folksonomies are highly unstructured and 
uncontrolled KOSs where users can freely add tags to annotate 
resources without constraints in most social tagging systems 
[15-16]. Therefore, Folksonomies inherit many of the problems 
in human natural language. Without special processing and 
treatment, systems are not able to discriminate different 
syntactic variations, e.g., polysemy, homonymy, synonymy and 
specificity (hypernym/hyponym) of tags and their senses [15], 
[17]. In addition, a large portion of tags is created for 
individual’s use, e.g., "toread", which is hardly useful for 
others. Compared to ontologies, folksonomies lack a uniform 
representation to facilitate their sharing and reuse [18].  
Term lists, such as for example, glossaries and gazetteers, 
are distinct from folksonomies, and they include widely 
accepted terms with clear definitions of their senses [19], rather 
than undefined terms with ambiguous meanings. Therefore, 
term lists are considered more structured than folksonomies, 
although less structured than concept hierarchies and 
taxonomies. 
Concept hierarchies represent a set of concepts that are 
organized in a hierarchical fashion, typically with a 
subsumption relation. They are frequently used as the 
backbone of ontologies [13]. Taxonomies are well-structured, 
hierarchical and sometimes exclusive schemes to organize 
knowledge, such as the famous Dewey Decimal classification, 
and the personal or organizational file systems [20]. They 
provide good subject browsing facilities and interoperability 
with other services [21]. Building a concept hierarchy or 
taxonomy is resource demanding and often needs constant 
maintenance manually [22]. 
Ontology is defined as "a formal explicit specification of a 
shared conceptualization of a domain of interest" [13]. This 
definition captures the characteristics of "formality, 
explicitness, consensus, conceptuality and domain specificity" 
for knowledge specification [13]. Interrelation (relation 
between concepts), instantiation (assigning individual objects 
to classes), subsumption (is-a relationship), exclusion (is-
different-from relationship) and axiomatization (complex 
statement about a domain) are the five essential elements in a 
formal ontology [13]. In the spectrum of formality, lightweight 
ontologies are less formal and process no or few axioms [13], 
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but are more flexible and easier to maintain and use compare to 
heavyweight ontologies [23]. 
Much of the attention has been dedicated to learning 
structured KOSs with rich semantics (e.g., concept hierarchy, 
taxonomy and ontology) from less structured KOSs (e.g., 
folksonomies [15]) or unstructured KOSs such as scientific 
abstracts and text corpora [24-25]. More recently, social media 
data has become an important source for such learning tasks 
[26]. In this paper, we focus on studies using folksonomies, i.e. 
social tagging data, as a source to learn structured KOSs, e.g., 
term lists, concept hierarchies and ontologies. 
III. OVERVIEW OF METHODS AND TECHNIQUES 
Learning structured KOSs from folksonomies suffers from 
the problems associated with social tagging data, such as 
different syntactical variations, ambiguity of meanings 
(polysemy, homonymy and synonymy) and the noise in the 
tagging data. Existing methods and techniques approximately 
fall into two main categories: associating semantics to 
folksonomies and deriving structured KOSs from folksonomies. 
The former is to learn term lists (or concept lists) from 
folksonomies by expressing sense of terms using groups of tags 
and/or entries in external lexical resources such as Wikipedia2 
and WordNet3; the latter is to learn relations of tags and to 
organize them into more structured form (e.g., lightweight 
ontologies). 
A. Learning Term Lists from Folksonomies 
Term lists in this context refer to terms which represent 
clear senses derived from the shared conceptualizations in one 
or more social tagging systems. In literature, researchers also 
use the terms “discovering shared conceptualizations” [27], 
“[topic] sense induction” [15], [17] to describe the same task.  
By extending the categorization in [17], we divide methods 
and techniques for learning term lists to Word Sense 
Disambiguation (WSD) and Word Sense Induction (WSI). A 
tree structure of research is illustrated below in Figure 1. 
 
Fig. 1. An overview of methods and techniques to learn term lists from social 
tagging data 
                                                          
2 http://www.wikipedia.org/ 
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1) Word Sense Disambiguation 
In natural language processing, Word Sense 
Disambiguation (WSD) is defined as the task of selecting the 
correct sense of a word for a particular context [28], normally 
from a fixed inventory of potential senses. Choosing 
inventories for sense mapping and context definition of social 
tags are pertinent to methods in this area. 
There have been a number of studies using WSD based 
methods to deal with ambiguous tag senses. The work in [29] 
has attempted to define tag senses using a set of elements or 
instances. They formalize a controlled tag as a social tag 
connected to an ordered list of linguistic concepts. To convert 
the del.icio.us4 tags to controlled tags, manual validation was 
carried out after the automatic tokenization and lemmatization 
based on WordNet. Then, disambiguation was conducted based 
an algorithm making use of the tag collocation features: tag 
collocated as tokens in a split or in the annotation of same 
resources. Part-Of-Speech tagger was used to boost the score of 
the similarity of two words if they have the same part-of-
speech. It is discovered that WordNet can only represent less 
than a half (48.7%) of the tags due to its static nature. 
Specifically, some tags (e.g., “apple”, “mac”) present in 
WordNet, but do not have the intended senses; while many 
other tags do not exist in WordNet [15]. 
WordNet is also used by [30] to associate semantics to 
folksonomies. The study created FLOR, an automatic 
framework to perform tag preprocessing, semantic definition 
and enrichment processes. Lexical representations of tags, 
along with tag synonyms derived through tag co-occurrence 
analysis in Flickr 5 , are mapped against WordNet. For the 
disambiguation purpose, similarity between tags is calculated 
based on the number of common ancestors of the tags in 
WordNet and the length of their connecting path. Finally, each 
tag is assigned to at least one entity. 
Wikipedia is used as an important source for tag sense 
disambiguation. In [31], articles in Wikipedia are mapped to 
social tags in del.icio.us. Similar to [30], tag groups are created 
based on tag co-occurrence in annotating resources. The 
relevance of a tag to a Wikipedia topic is computed by the sum 
of multiplication of the frequency of all grouped tags in the 
Wikipedia article with the weight of tag co-occurrences. 
Qualitative analysis is conducted and shows satisfied precision 
and recall. 
The work in [32] uses DBpedia6, a semantic representation 
of Wikipedia information, as the inventory to disambiguate 
social tags. More comprehensive situations of tag co-
occurrence were proposed to analyze tags collocation in 
annotating resources, user profiles, user social networks and 
the whole folksonomy. However, similar to other studies, only 
the first co-occurrence pattern in annotating resources is 
implemented. The disambiguation algorithm is based on 
measuring the distance between tag contexts (grouped tags) 
and senses in the repository. 
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A supervised machine learning based method to map social 
tags in a Q&A website, StackOverflow 7 , to Wikipedia, is 
introduced in [33]. An open-source toolkit, Wikipedia-Miner8 
[54], is used to detect concepts appearing in the tags’ 
Wikipedia pages. The task is then cast as a binary classification 
problem by determining those candidates as equivalent or non-
equivalent concepts. Features of the learning are those about 
Wikipedia concepts such as frequency, occurrence, max link 
probability, disambiguation confidence, etc. Precision, recall 
and F-measure are performed using classifiers including Bayes 
Network, KNN, SVM, decision tree, random forest and so on. 
It reported that the best F1 score achieved is 99.6% based on 
10-fold cross-validation. 
Domain expert ontologies are also used in tasks of tag sense 
disambiguation, for example, a formal ontology in the music 
domain has been used to disambiguate Last.fm9 concepts [34]. 
A common feature for all the methods under this category is 
that they all heavily rely on the use of external lexical resources, 
such as WordNet, Wikipedia or domain ontologies. However, 
in many situations, authoritative lexical resources can only 
cover certain portion of all tags (the work in [29] reported the 
coverage is about 50%). 
2) Word Sense Induction 
Compared to WSD, Word Sense Induction (WSI) does not 
need external lexical resources, since each set of senses, e.g. a 
cluster of tags, is created automatically from the instances of 
words in the training set [28]. Most methods based on WSI 
employ unsupervised learning techniques, more specifically, 
clustering [28]. Computing similarity between tags is 
fundamental for these methods. Nearly all current methods 
have made use of co-occurrence features of tags in annotating 
same resources (tag-resource matrix) or created by same users 
(tag-user matrix), as summarized in [18]. 
The work in [2] evaluates three unsupervised learning 
techniques, namely, Hierarchical Agglomerative Clustering 
(HAC), Maximal Complete-Link Clustering and K-means 
clustering for generating tag clusters to enhance personalization 
and navigation in del.icio.us. The similarity between two tags 
is computed by treating each tag as a vector over the set of 
resources and using the adapted TF-IDF (term frequency-
inverse document frequency) as the weighting scheme. The 
HAC algorithm begins by placing each tag in a singleton 
cluster, and continuously joins these clusters until all tags have 
been aggregated into one cluster. Similarity of two clusters is 
calculated based on the distance between their centroids. 
During iterations, it is suggested to tune several parameters, 
including step, generalization level and division coefficient to 
control the levels of hierarchies and to prevent over-clustering. 
The work reported that HAC has superior performance over the 
other two clustering techniques for personalized search tasks 
[2]. The second method evaluated in [2] is the Maximal 
Complete Link Clustering, a graph theoretical clustering 
technique. By setting a minimum similarity threshold, a graph 
can be generated by turning each tag a node and connecting 
nodes based on their similarity. The algorithm identifies all 
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maximal cliques in the graph to discover maximal complete 
clusters. Overlapping clusters are permitted in this method, 
which may well reflect the overlapping senses of tags. The 
downside is that the algorithm is computationally expensive for 
large datasets. The third method is the K-means clustering, a 
classical flat clustering technique. The number of clusters k is 
required be predetermined. Each tag is randomly assigned to 
one of k sets, and updated iteratively based on similarity 
measure between itself and all the cluster centroids. The main 
limitation of the K-means clustering is that it is not able to 
isolate irrelevant tags and to discriminate subtle senses of tags. 
DBScan is a density-based clustering algorithm and has 
also been employed for tag sense induction [15], [29]. It does 
not require specifying the number of clusters k and is relatively 
resistant to noise and can handle clusters that have arbitrary 
shapes and sizes. The method used in [29] follows a two-step 
procedure. In the first step, it clusters the user-resource 
bipartite graph for each tag to discover the senses of the tag. 
The common user-resource-tag triplet is then substituted by 
user-resource-sense triplet. In the second step, it clusters the 
tag-senses in this user-resource-sense tripartite to find 
synonyms. Different collocation-based distance measures are 
employed and the results are evaluated using precision, recall 
and F-measure. Due to the sparsity of the dataset, the precision 
of the second step is extremely low. 
A recent study proposes the use of non-negative matrix 
factorization (NMF), a dimensionality reduction technique, for 
tag sense induction [17]. NMF can factor the original tag-
resource matrix into two matrices A and B, where the number 
of columns in A is equal to the number of rows in B (the 
number is denoted as K). The value of K can be interpreted as 
the number of tag clusters, which represent the topic senses. 
The work also performs an experimental study and shows that 
how the performance of recommendation for tags can be 
improved by controlling the value of K. The evaluation results 
based on del.icio.us dataset are impressive: very subtle senses 
can be discriminated in a tag such as “job” (having polysemous 
senses) and “ps” (having homonymous senses). 
A graph-based co-occurrence model for sense induction is 
proposed in [35]. The work studies two graphs of connected 
tags: one constructed from tag collocation in annotating 
resources and another from tag collocation in user profiles. In 
both graphs, tags are nodes and collocation relations between 
two tags are edges. The strength of associations between two 
tags is determined by co-occurrence analysis. A similar graph 
representation of tag-resource collocation is in [36]. The 
authors show that the simple method can help learn lightweight 
ontologies from the tagging data. 
B. Learning Relationships from Folksonomies 
Research in this category aims to learn relations among tags, 
which can help generates a hierarchy of concepts or tags, [35], 
[37]. These hierarchies can further extended to lightweight or 
even formal ontologies. A variety of techniques from the areas 
of social network analysis, machine learning, data mining, 
natural language processing, the Semantic Web, etc., have 
already been proposed in literature. Figure 2 depicts the 
overview of methods and techniques in this category. 
1) Social Network Analysis 
Generally speaking, Social Network Analysis (SNA) can be 
seen as the study of relations mainly by means of graph theory 
[38]. In SNA, “centrality” refers to a set of metrics to quantify 
how influential or powerful a particular node (or group) is 
within a network [38-39]. The idea of using graph centrality to 
measure generality of tags is firstly proposed in [37], which 
aims to extract taxonomies from tagging data. A graph based 
on similarity of tags is created where tags are nodes and 
similarity measure meeting the threshold is established as 
edges. Nodes are ranked in an order by generality measured 
using the betweenness centrality. More general nodes are 
considered as being close to the root. The algorithm inserts leaf 
nodes to the current, more general node based on the 
betweenness value and iterates through all the tags. 
The research in [26] extends the work in [37] by using WSI 
techniques in the preprocessing step to disambiguate tag senses, 
and using degree centrality instead of betweenness centrality to 
measure tag generality. The evaluation shows that the 
preprocessing step is crucial to generate a concept hierarchy 
with high quality. 
 
Fig. 2. An overview of methods and techniques to learn relations from social 
tagging data 
2) Set Theory 
In [35], when detecting the broader/narrower relations 
among tags, the authors make an assumption that a tag A is 
broader than a tag B if the set of entities (users or resources) 
classified under B is a subset of entities under A. They 
successfully use the co-occurrence analysis results and the 
associated user sets to generate tag hierarchies. 
The study in [40] measures the inclusion and generalization 
degree between two tags based on the resources set. Assuming 
that there are two tags ti and tj; Ri, Rj are the set of resources 
annotated with the two tags, respectively. The generalization 
degree of ti vs. tj is computed as the ratio of |(Ri ∩ Rj)| to |Rj|. If 
two tags ti and tj co-occur, then the relationship “ti subsumes tj” 
can be defined if two conditions hold: first, ti labels more 
resources than tj; second, the generalization degree of ti vs. tj is 
greater than a predefined threshold. More recently, a similar 
algorithm based on the resource set, mutual overlapping, is also 
proposed in [42]. It is demonstrated that mutual overlapping 
performs well on the dataset collected from the e-business 
website Taobao10 . The two metrics, inclusion-generalization 
metric and mutual overlapping, are later used as two of the 
features for the supervised learning approach in [41]. 
3) Machine Learning 
In terms of unsupervised learning, divisive (or top-down) 
hierarchical clustering techniques have been used to generate 
hierarchical structures from social tags. It is reported that in 
many circumstances, divisive algorithms produce more 
accurate hierarchies than agglomerative algorithms [43]. The 
work in [44] recursively splits the whole cluster into smaller 
groups which contain semantically coherent and precise 
elements (tags). By using the Deterministic Annealing (DA) 
algorithm, the number and the sizes of clusters are 
automatically determined. Although their results have a decent 
hierarchical appearance, the final tag structure cannot 
discriminate all sub, related and parallel relations from the 
ancestor and child nodes, as discussed in the study. 
In the evaluation study [3], divisive hierarchical K-means 
clustering is performed on five social tagging datasets, 
Bibsonomy, CiteULike, del.icio.us, Flickr and Last.fm. The 
research evaluates the outcome of algorithm using semantic 
(based on reference) and pragmatic methods (based on greedy 
search to measure network navigability), and compared the 
results to two other methods using graph centrality measures 
[26], [37]. Results show that tag hierarchies generated from 
hierarchical clustering methods are less similar to gold-
standard references, such as WordNet or Wikipedia, compare 
to the centrality-based algorithms [26], [37]. In addition, 
parameter values on the number of clusters are experimented, 
and no significant changes are found regarding the quality of 
the generated tag hierarchies. The most significant advantage 
of the hierarchical K-means clustering is that it is easy to 
implement and computationally efficient. 
Supervised learning algorithms have also been used in 
detecting hierarchies from social tagging data based on 
learning of subsumption relations. A binary classification 
approach has been proposed in [41]. Features are extracted 
based on association rule mining, similarity measures, 
inclusion and generalization measures [40], mutual overlapping 
[41] and taxonomy search [34]. The positive and negative 
classes are labeled using WordNet and ConceptNet 11 . An 
under-sampling method, Tomek Link, is used to mitigate the 
class imbalance problem (e.g., there are significantly more 
negative examples) and the class overlapping problem (e.g., 
some examples share very similar characteristics). The 
classifiers used include C4.5, Random Forest, SVM, Naïve 
Bayes, Logistic Regression and AdaBoost. The result of F-
measure achieves nearly 100% based on a ten times stratified 
10-fold cross-validation. The results show that supervised 
learning based methods perform superiorly in extending 
existing knowledge hierarchies with the learned tag/concept 
relations. 
4) Data Mining 
Association analysis is a common technique in data mining. 
The mined association rules from tag pairs can be viewed as 
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candidates to generate tag hierarchies. However, they are not 
strong enough to determine tag relations. Therefore existing 
studies often adopt some additional techniques to enhance the 
relation detection process. Another issue of employing 
association rule mining is to aggregate the User-Tag-Resource 
tripartite structure (U, T, R) into two-dimensional contexts. 
The work in both [45] and [46] successfully derives tag 
pairs from del.icio.us by using association rule mining. It 
projects the three-dimensional folksonomy to different 
combinations two-dimensional contexts, and calculates the 
supports. To construct hierarchies from tag pairs, the two 
studies consider the relations between the resource set 
annotated by each tag, similar to the idea in [40]. The study in 
[46] takes into account the textual information of annotated 
documents to generate tag representation, which is then used to 
compute similarity as a supplement of association rule mining. 
A more sophisticated approach is presented in [34]. The 
study uses association rule mining techniques based on an 
enriched folksonomy from a domain expert ontology. The 
original user-tag-resource triplet is enriched with user-concept-
resource. Then the enriched folksonomy is projected onto a 
widely used transactional dataset. To learn a concept hierarchy 
(“ontology”), an important assumption is proposed, which is, 
the more popular a tag is, the more general it is and thus the 
higher the level it occupies in the hierarchical structure (known 
as the “generality-popularity” assumption [51]). 
5) Semantic mapping 
Semantic mapping, or semantic grounding, in this context 
refers to a series of methods to match social tags to external 
resources in order to obtain the relations between tags. 
Methods in this sub-category are in fact extensions of WSD 
methods but going further to seek relations between entities. 
In [47], the subsumption relations among tags are defined 
by using their mapped concepts in WordNet. For a mapped 
concept c, the algorithm retrieves the available relations from c 
to the top of the hierarchical structure in WordNet. By 
combining the extracted structures from all mapped concepts, a 
tag ontology can be built to support the tag recommendation 
task. 
A slightly different mapping approach is proposed in [1]. 
The study uses the Linked Open Data Cloud 12  as external 
resources. DBpedia in the Linked Open Data Cloud not only 
represents the knowledge in Wikipedia, but also links to a large 
number datasets in different domains. The dataset used in this 
research is del.icio.us folksonomy in the financial domain. For 
two preprocessed tags (local classes) lci and lcj, the algorithm 
finds the path between mapped ontology classes Oci and Ocj. 
Then the relation between lci and lcj are established the same as 
each relation found between Oci and Ocj. Based on this method, 
a lightweight ontology in financial domain is generated, which 
consists of 187 classes linking to each other and to 212 classes 
in three other ontologies by the owl:sameAs relation. The 
ontology also defines other relations that include 
rdfs:subclassOf, owl:disjointWith and so on. Qualitative 
evaluation by domain experts demonstrates a high precision at 
around 80.67%. 
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6) Crowdsourcing 
Recently, crowdsourcing methods have been proposed to 
derive hierarchical structures from social tags, under the 
motivation that even the most sophisticated computational 
techniques cannot substitute the knowledge of human [48]. It is 
possible to assign the task of building and maintaining 
ontologies to users as everyday work processes. In [49], a new 
system, TagTree is implemented which allows users to 
annotate with tag pairs and single tags. By giving users an 
option to annotate tag pairs to describe resources, the method 
shows notable performance based on graph centrality measures 
[26], [37], however, the learned hierarchy is not as rich and 
expressive as the structure generated with single tags [49]. In 
addition, the new annotation process can have the risk of losing 
the simple and flexible style of folksonomies [49]. 
Some systems already have implicit function for users to 
assign hierarchical descriptions to resources. For example, 
Flickr let users group related photos into sets and related sets 
into collections, as discovered by [50]. Personal hierarchies are 
created in this way by users and are shown to be a rich resource 
of evidence for learning concept hierarchies. The study then 
adopts a relational clustering algorithm to aggregate these 
hierarchies into a “bushier tree”. However, it is challenging to 
handle this special form of data. 
IV. ISSUES OF CURRENT METHODS AND TECHNIQUES 
In this section, we discussed some of the prominent issues 
related to the current research on learning knowledge from 
social tagging data. Based on these issues, we elicit some of 
the important future research directions in Section V. 
A. Issues in Learning Term Lists 
Learning term lists using the WSD based methods heavily 
relies on the external lexical resources or domain ontologies. 
The main issue of these methods is concerned with the 
coverage and quality of external resources. WordNet is the 
most widely used resource for tag sense disambiguation, but it 
does not cover new tags and their senses. The study [17] 
discovered that WordNet is not directly suited to senses of 
folksonomies, since the word sense definition in the 
folksonomies under study may be too fine (e.g., 16 meanings in 
“job”), or too coarse (e.g., all 3 different tag clusters 
representing 3 senses derived from folksonomies can only fit 
into 1 meaning out of 16 meanings in “job”). In addition, 
WordNet has only English words, thus unable to be employed 
for datasets compiled in other languages. Besides the issue of 
coverage, there seems no discussion in the literature about the 
Quality Assurance of external lexical resources, which has 
been widely used for auditing ontologies in the biomedical 
domain [55]. 
There are also several issues with the WSI based methods 
using unsupervised learning techniques, for example, clustering 
methods, such as K-means, need to specify the number of 
clusters first, thus may be unsuitable for tag sense induction 
[15]; clustering techniques may also generate unreasonable 
(“odd”) sense groups [2] that are difficult to interpret. 
The problem of biases in using co-occurrence features for 
learning concepts from social tags have also been raised in 
literature. In [15], the authors report that collocation-based 
distances are not precise enough in many situations. In [35], the 
authors argue that the roles of users are often ignored when 
considering tag collocation in annotating resources. Therefore, 
the clustered tags cannot reflect the accumulated knowledge 
contributed by the community. On the contrary, when 
considering tag collocation with user profiles, resources are 
ignored and the clustered tags cannot reflect the true use of tags. 
B. Issues in Learning Relations  
In the task of learning relations, methods using social 
network analysis generally apply graph centrality metrics to 
measure the popularity of tags, based on the assumption that 
central or popular tags are more general (called “popularity-
generality” assumption in [51]). The evaluation results show 
that 77% accuracy based on the “popularity-generality” can be 
achieved. This approach is also proved to be more efficient 
than hierarchical clustering approaches in [6] according to 
different evaluation methods. Similarly, co-occurrence based 
on user-tag-resource triplet provides another common way to 
learn the broader/narrower relations between tags. However, 
these methods lack of theoretical foundation. A common 
limitation of the methods in this category is that they are not 
able to differentiate different types of relations. 
Semantic mapping based methods also rely on authoritative 
external resources to learn relations. They also suffer from the 
limited coverage because of the external resources used. 
Another major limitation is that these relatively static (or slow-
evolving) lexical resources or domain expert ontologies may 
not help efficiently capture the rapid changes or evolution in 
social media data. 
Crowdsourcing based methods incorporate human users’ 
efforts to alleviate the problems in other relation learning 
methods. Users, as well as domain experts, can annotate 
resources using structured forms of language in either explicit 
or implicit way. However, the extracted hierarchies completely 
relying on human participation might not be expressive enough 
to be employed many practical applications. More importantly, 
this approach requires special system design and can have the 
risk of losing the simplicity and flexibility of folksonomies [49]. 
V. CONCLUSION AND FUTURE WORK 
In this survey paper, we have reviewed the representative 
works in learning structured knowledge from social tagging 
data. We categorized the state-of-the-art methods into two 
groups, those of learning term lists and those learning relations 
and focused our study on the detailed methods and techniques. 
Moreover, we discussed the specific problems that the existing 
methods and techniques can solve and identify their advantages 
and limitations. We believe that the survey will give the 
researchers from the broad communities of data engineering 
and knowledge discovery a highly structured view of the vast 
number of studies, and benefit them by providing a more 
comprehensive understanding of the relevant research towards 
harvesting the “collective intelligence”. Different from many of 
the existing studies, our paper overviewed the core methods 
and techniques deriving concepts and their relations from 
social tagging data. For related review papers focusing on data 
preprocessing, evaluations, and formal steps to associate 
semantics to folksonomies, the readers are advised to refer to 
[15], [3], [18] respectively. 
Based on our survey, we believe that there are a number of 
important future research directions: first, we need to perform 
larger scale studies on the existing social media data and to 
build highly usable knowledge structures. Second, we need to 
develop efficient methods and techniques that can model the 
evolution of the knowledge structure along with the constantly 
changing social media data in order to capture the up-to-date 
knowledge and changes in the communities. This important 
aspect, i.e. evolution of knowledge in folksonomies, has not 
been studied sufficiently. Third, we need to develop learning 
techniques that can work with the trends of “big social media 
data”. Social media data is being produced in an unprecedented 
pace and new techniques need to be able to process this 
tremendous amount of data both effectively and efficiently. 
This also provides an essential opportunity for researchers to 
integrate data in different sources and to derive more 
comprehensive knowledge representing the “wisdom of the 
crowd”. 
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