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1. Introduction
1.1. Background
Systems of thermoelasticity describe the elastic and thermal behavior of elastic, heat-
conducting media, in particular the reciprocal actions between elastic stresses and tem-
perature differences.
The theory of thermoelasticity was founded in 1838 by Duhamel, [Duh38], who derived
the equations for the strain in an elastic body with temperature gradients. Neumann,
[Neu41], obtained the same results in 1841. However, the theory was based on inde-
pendence of the thermal and mechanical effects. The total strain was determined by
superimposing the elastic strain and the thermal expansion caused by the temperature
distribution only. The theory thus did not describe the motion associated with the ther-
mal state, nor did it include the interaction between the strain and the temperature
distributions.
Hence, thermodynamic arguments were needed, and it was Thomson, [Tho57], in 1857
who first used the laws of thermodynamics to determine the stresses and strains in an
elastic body in response to varying temperatures.1
Using classical thermodynamics methods Landau and Lifshitz, [LL53], in 1953 derived
the coupled equations of thermoelasticity. They are in the linear case of a homogeneous
and isotropic medium with zero external body forces and zero external heat supply in
1D given by {
utt − αuxx + γ1θx = 0,
θt − κθxx + γ2utx = 0
(1.1a)
and in 3D by {
Utt − µ∆U − (µ+ λ)∇∇TU + γ1∇θ = 0,
θt − κ∆θ + γ2∇TUt = 0.
(1.1b)
The unknows u = u(t, x) ∈ R or U = U(t, x) ∈ R3 and θ = θ(t, x) ∈ R denote the elastic
displacement and the temperature difference to the equilibrium state, respectively, t
stands for the time-, x for the space-variable and ∆ = ∂2x1+∂
2
x2
+∂2x3 ,∇T = (∂x1 , ∂x2 , ∂x3).
Physical properties of the underlying isotropic medium are described by the thermal
1This historical review can be found in [Kov70].
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conductivity κ > 0, the elasticity modules α > 0 or µ and λ with µ, λ+ 2µ > 0 and the
thermoelastic coupling coefficients γ1 and γ2 with γ1γ2 > 0.
The derivation of the classical thermoelasticity model is based on Fourier’s law of heat
conduction, i.e., the heat flux q is assumed to be proportional to the temperature gradient
q = −κ∇θ. (1.2)
That implies that the heat equation for the coupled theory is a parabolic one, giving
rise to the unphysical property that if a sudden change of temperature is made at some
point of the heat-conducting body, it will be felt instantly everywhere, though with
exponentially small amplitudes at distant points (cf. [Cat48]). Hence, we observe an
infinite propagation speed of thermal disturbances. Moreover, the temperature of a
body is the macroscopic consequence of certain kinds of vibratory motions. Heat is
transported by near-neighbor excitation in which changes of momentum and energy on
a microscopic scale are propagated as waves.
As indicated in the review article of Joseph and Preziosi, [JP89], it is therefore useful to
replace (1.2) by the so-called Cattaneo’s equation
τqt + q = −κ∇θ (1.3)
or more general even by a heat-flux equation of Jeffreys type
τqt + q = −κ∇θ − τκ1∇θt. (1.4)
In the above τ > 0 denotes the (in general very small) relaxation time and κ1 > 0 the
effective thermal conductivity.
Using Cattaneo’s law of heat conduction instead of (1.2) one immediately arrives at the
so-called thermoelasticity systems with second sound, given in the linear 1D and 3D
cases by 
utt − αuxx + γ1θx = 0,
θt + qx + γ2utx = 0,
τqt + q + κθx = 0
(1.5a)
and 
Utt − µ∆U − (µ+ λ)∇∇TU + γ1∇θ = 0,
θt +∇T q + γ2∇TUt = 0,
τqt + q + κ∇θ = 0.
(1.5b)
The name is due to the problem of second sound, which arose first in studies of Tisza,
[Tis38], and Landau, [Lan41], of heat waves in liquid helium II. Further, we note that
as the relaxation parameter τ goes to zero, the second sound models (1.5a) and (1.5b)
formally converge to the classical ones in (1.1a) and (1.1b).
10
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In [GN91] the authors Green and Naghdi discussed, using an analogy between the con-
cepts and equations of the purely thermal and the purely mechanical theories, three types
of constitutive equations for heat flow in a stationary rigid solid such that when the re-
spective theories are linearized, type I leads to the usual heat conduction by Fourier’s
law, type II to a telegraph equation (with a possibly vanishing damping term), whose
solution is capable of transmitting waves with finite speed, and type III leads to an
equation of Jeffreys type as in (1.4). A similar result to the heat flow of type II can be
predicted from Cattaneo’s law (1.3) and the energy equation for a rigid conductor (cf.
[JP89]), and type III describes a heat flow, which is analogous to the flow of one type
of ’viscoelastic’ fluids. In [GN92] and [GN93] Green and Nagdhi later derived, using the
above corresponding constitutive equations, besides the classical model of thermoelas-
ticity (or thermoelasticity of type 1), the thermoelasticity models of type 3 and 2 for
isotropic media, respectively.
The models of type 2, also known as thermoelasticity without energy dissipation, are in
the linear 1D and 3D cases given by{
utt − αuxx + γ1θx = 0,
θtt − κθxx + γ2uttx = 0
(1.6a)
and {
Utt − µ∆U − (µ+ λ)∇∇TU + γ1∇θ = 0,
θtt − κ∆θ + γ2∇TUtt = 0.
(1.6b)
The more dissipative models of type 3 are in 1D given by{
utt − αuxx + γ1θx = 0,
θtt − κθxx − δθtxx + γ2uttx = 0
(1.7a)
and in the 3D case by{
Utt − µ∆U − (µ+ λ)∇∇TU + γ1∇θ = 0,
θtt − κ∆θ − δ∆θt + γ2∇TUtt = 0.
(1.7b)
The thermoelasticity models of type 3, (1.7a) and (1.7b), formally converge to the ones
of type 2, (1.6a) and (1.6b), as δ → 0.
The first equations in all above models (1.1a), (1.5a)-(1.7a), as well as (1.1b) and (1.5b)-
(1.7b) describe the elastic behavior of the underlying medium. Including lower order
terms, such as dissipation and mass terms, into these equations, i.e., replacing in 1D
utt − αuxx + γ1θx = 0
by
utt − αuxx + γ1θx +mut = 0 or utt − αuxx + γ1θx +m2u = 0
with m > 0, is thus not only of a mathematical interest but also worth studying it from
an applicants point of view. Another possibility to physically motivate such a dissipation
term is to take the external force negatively proportional to the velocity as it was done
in [JR00] (cf. Section 9.1, (9.7)).
11
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1.2. Objectives
The aim of this thesis is to clarify a number of questions for all above mentioned problems
on thermoelasticity from a unified point of view.
More precisely, we will consider the Cauchy problems for all above mentioned systems,
put these into a more general frame allowing us to study them in some sense at once
and then discuss questions on
(a) methods for deriving sufficiently nice solution representations for reading off a
number of structural properties,
(b) how to derive Hs well-posedness results,
(c) Lp-Lq decay estimates for dual indices p and q,
(d) which ones of these problems display a so-called diffusive structure and
(e) the propagation of singularities.
The methods we will be using for deriving solution representations are based on the
Fourier transform and aspects of perturbation theory of matrices related to so-called
diagonalization schemes. They go back to an idea of Wang, [Wan03a], [Wan03b], on
decoupling hyperbolic-parabolic coupled systems.
Systems of thermoelasticity are often, but not always, hyperbolic-parabolic coupled ones.
In such cases it is of particular interest, whether it is the hyperbolic or parabolic part
that is determining the behavior of the solution when considering a certain property,
e.g., do we obtain hyperbolic or parabolic decay rates in (c), can we find an asymptotic
parabolic structure in (d), and do or do we not observe a smoothing effect in (e) should
therefore be questions of interest.
It should be pointed out that some of the above tasks have been solved. Nevertheless, the
methods that will be introduced in this thesis allow it to easily reproduce these results
in an especially nice way. A systematic overview on qualitative properties of solutions to
the classical models (1.1a) and (1.1b), apart from considerations on diffusive structures,
can be found in the book of Jiang and Racke, [JR00]. Decay estimates for solutions
to the Cauchy problems of the thermoelasticity models with second sound in 1D were
studied in [YW06a] and in 3D in [WY06]. Well-posedness results, decay estimates and
the propagation of singularities for the thermoelasticity models of type 3 were discussed
in [RW05] and [YW06b]. In all four just mentioned articles diagonalization methods
were applied in order to obtain the desired results. For details we refer to discussions
later on in this thesis.
We should further emphasize that the approaches we will use in this thesis are motivated
by concrete applications, namely the ones from Section 1.1. We are not interested in
generating results which we can not apply and will therefore work in particular with
12
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conditions that imply especially nice results - when satisfied by the applications that we
have in mind - rather than trying to cover more general but not applicable situations.
The schedule is as follows. First, we will complete the introductory chapter by discussing
some classical results on Lp-Lq decay estimates and some concerning so-called diffusion
phenomena. In Chapter 2 we devote our attention to the study of qualitative properties
of solutions to Cauchy problems for a class of linear second-order systems in 1D from
which we can deduce results for solutions to the previously discussed thermoelasticity
models. The latter will be done in the Chapters 3 and 4 for the 1D problems. Chapter
5 will then be dedicated to the discussion of the 3D problems from the previous section.
1.3. Asymptotic properties of solutions for model
equations
The study of Lp-Lq decay estimates for linear evolution equations began in 1970 with
two articles from Strichartz, [Str70a] and [Str70b]. He considered the Cauchy problem
for the free wave equationutt −∆u = 0,u(0, x) = ϕ(x), ut(0, x) = ψ(x) (1.8)
in R≥0 × Rn with suitable initial data, say ϕ, ψ ∈ S, and found the a priori estimate
‖(ut,∇xu)(t, ·)‖Lq . (1 + t)−
n−1
2 (
1
p
− 1
q ) ‖(〈D〉ϕ, ψ)‖
W
Np
p
(1.9)
for n ≥ 2, 1 < p ≤ 2, 1
p
+ 1
q
= 1 and Np ≥ n
(
1
p
− 1
q
)
. Here W
Np
p stands for the standard
Sobolev space over Lp with regularity Np.
With the help of the above estimate Strichartz proved global existence of solutions to
nonlinear wave equations with small initial data. The method of continuation of local
solutions to nonlinear problems with the help of a priori estimates for the corresponding
linear problem to obtain global existence and uniqueness results for small data is now
standard, a systematic overview with examples may be found in [Rac92].
There are two main approaches for deriving the estimate in (1.9). On the one hand, one
may use explicit solution representations, as it was done in [vW71], and on the other
hand, one may write the solution as a sum of Fourier integral operators:
u(t, x) = F−1ξ→x
(
ei|ξ|t + e−i|ξ|t
2
ϕˆ(ξ) +
ei|ξ|t − e−i|ξ|t
2|ξ|i ψˆ(ξ)
)
. (1.10)
The latter was done for example in [Str70a], [Bre75] and [Pec76].
To be a bit more precise with respect to regularity let us state that the classical Sobolev
space W
Np
p in (1.9) may be replaced by the generalized Sobolov or Bessel potential space
Lp,rp (cf. Appendix B.2) with rp = n
(
1
p
− 1
q
)
. This can be seen from using the solution
13
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representation (1.10) together with Corollary B.8.
When including a mass term into the wave equation in (1.8), that is, when considering
the Cauchy problem for the Klein-Gordon equationutt −∆u+m2u = 0,u(0, x) = ϕ(x), ut(0, x) = ψ(x)
for some non-vanishing constant m and ϕ, ψ ∈ S, the estimate in (1.9) changes to
‖(u, ut,∇xu)(t, ·)‖Lq . (1 + t)−
n
2 (
1
p
− 1
q ) ‖(〈D〉ϕ, ψ)‖Lp,rp (1.11)
for arbitrary space dimensions n, p and q as before, rp = N
(
1
p
− 1
q
)
and N = n for
n ≥ 2, N = 3/2 for n = 1. The estimate was proved in [vW71], [Pec76] and [Ho¨r97]
(the special regularity in the case of space dimension n = 1 will be apparent from results
later on in this thesis, cf. Theorem 2.17, nl = 1).
For solutions to the Cauchy problem for the dissipative wave equationutt −∆u+mut = 0,u(0, x) = ϕ(x), ut(0, x) = ψ(x), (1.12)
m > 0, ϕ, ψ ∈ S, Matsumura proved in [Mat76] with the help of solution representations
via Fourier multipliers in particular the estimate
‖(ut,∇xu)(t, ·)‖Lq . (1 + t)−
n
2 (
1
p
− 1
q )− 12 ‖(〈D〉ϕ, ψ)‖Lp,rp (1.13)
for arbitrary n, dual q, 1 < p ≤ 2 and rp = n
(
1
p
− 1
q
)
.
When comparing the estimates (1.11) and (1.13) with (1.9) we observe an improvement
in the decay rate of −1
2
(
1
p
− 1
q
)
(and in (1.13) even of an additional −1/2, yielding a
decay for the usual hyperbolic energy). Moreover, while it is evident from d’Alemberts
formula that there is no decay of the first order derivatives of solutions to (1.8), measured
in Lq, in the case n = 1 the inclusion of an additional mass or dissipation term into the
wave equation leads to a decay also in the 1D case. It is therefore particularly interesting
to ask whether the addition of a mass or dissipation term in the thermoelasticity models
(1.1a), (1.5a)-(1.7a) and (1.1b), (1.5b)-(1.7b) will improve decay rates as well.
Another interesting observation for the damped wave equation is that solutions have an
underlying parabolic structure. If we consider the two Cauchy problemsutt −∆u+ ut = 0,u(0, x) = ϕ(x), ut(0, x) = ψ(x) and
vt −∆v = 0,v(0, x) = ϕ(x) + ψ(x), (1.14)
then the behavior of u is essentially parabolic in the sense that (cf. [YM00], Theorem
2.1)
‖u(t, ·)− v(t, ·)‖L∞(Rn) = O(t−n2−1), (1.15)
while ‖u(t, ·)‖L∞(Rn) and ‖v(t, ·)‖L∞(Rn) both behave as O(t−n2 ) as t → ∞. This obser-
vation is referred to as diffusion phenomenon and was first encountered by Hsiao and
Liu, [HL92], for a system of hyperbolic conservation laws with damping.
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2. Some considerations for a class of
linear second-order systems in 1D
2.1. The problem
Systems of thermoelasticity may be of hyperbolic-parabolic, hyperbolic-hyperbolic cou-
pled and even pure hyperbolic type. Let us therefore first recall definitions of hyperbolic
and parabolic systems:
Definition 2.1. For the d-dimensional column vector U = U(t, x) of unknown functions
we consider the system
Ut + A0U + A1Ux = 0 (2.1)
with (t, x) ∈ R>0 × R and constant matrices Ai ∈ Rd×d.
The system (2.1) is said to be of hyperbolic type if the eigenvalues of A1 are all real
and if, in addition, A1 has a full set of d linearly independent eigenvectors. If A1 is
symmetric, then (2.1) is called symmetric hyperbolic, [Gar64].
Definition 2.2. The system
Ut + A0U + A1Ux − A2Uxx = 0
with (t, x) ∈ R>0 × R and constant matrices Ai ∈ Rd×d is called parabolic if we have
Reλ > 0
for all eigenvalues λ ∈ spec (A2), [KL89].
We want to include both into our considerations and thus study in this chapter linear
second-order systems of the form
Ut + A0U + A1Ux − A2Uxx = 0 (2.2)
for d-dimensional unknowns U = U(t, x) with (t, x) ∈ R>0×R and Ai being (a bit more
general) complex and constant d× d matrices.
The system (2.2) shall be considered together with the initial data
U(0, x) = U0(x). (2.3)
15
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A first step is to apply partial Fourier transformation. Doing this and introducing
V = V (t, ξ) = Fx→ξ (U(t, ·)) (ξ), the system (2.2) transfers into
Vt + (A0 + iξ A1 + ξ
2A2)V = 0. (2.4)
The schedule is now as follows. In Section 2.2 we will apply a rather new method of
frequency analysis in phase space for decoupling hyperbolic-parabolic coupled systems
to obtain solution representations for proving Hs well-posedness results in Section 2.3,
for concluding Lp-Lq decay estimates in Section 2.4 and to state some results concerning
diffusion phenomena in Section 2.5. In Section 2.6 we will make some considerations
on the propagation of singularities. The chapter will be closed by discussing some
generalizations for the considered initial value problem in Section 2.7.
2.2. Diagonalization in phase space
The phase space will be divided into the three regions
Zint(σ) = {|ξ| ≤ σ  1},
Zmid(σ,N) = {σ ≤ |ξ| ≤ N} and
Zext(N) = {|ξ| ≥ N  1}
of small, bounded and large frequencies, and in each region we will diagonalize the
principal part of system (2.4) correspondingly. More specific, we are especially interested
in the asymptotic behavior of the eigenvalues of the coefficient matrix A(ξ) = A0+iξA1+
ξ2A2 for small and large |ξ|.
The matrix A = A(ξ) may (for small frequencies ξ) be understood as a perturbed linear
operator, i.e., the unperturbed operator A0 is subjected to the perturbation iξA1 + ξ
2A2.
Quite a few facts are known about such operator-valued functions and their eigenvalues,
and we should thus make some general considerations on the results that can be expected
before starting with our diagonalization procedure.
The facts listed in the following section may be found in [Kat80, Kno96].
2.2.1. Some general considerations on the eigenvalues
We are interested in the behavior of the eigenvalues of A(ξ), especially in the asymptotic
behavior for small and large frequencies.
We are thus studying the characteristic equation
det(A(ξ)− µI) = 0. (2.5)
Let us allow ξ to be complex for now. Then (2.5) is an algebraic equation, i.e., an
equation of the form G(ξ, µ) = 0, where G denotes a polynomial in ξ and µ. More
specific, (2.5) may be written in the form
µd + gd−1(ξ)µd−1 + . . .+ g1(ξ)µ+ g0(ξ) = 0, (2.6)
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where the coefficients gi = gi(ξ) are polynomials in ξ of degree not exceeding 2d.
We can now state:
Lemma 2.1. The solutions µi(ξ) of (2.5) are branches of algebraic functions.
More accurate, if the algebraic equation det(A(ξ) − µI) = 0 is irreducible, then the
eigenvalues µi(ξ) are branches of one d-valued algebraic function (By an algebraic func-
tion we simply understand multiple-valued functions w = F (z) which solve algebraic
equations G(z, w) = 0, G is assumed to be irreducible.). If the characteristic equation
is reducible, then the functions µi(ξ) can be classified into several groups, where each
group corresponds to one algebraic function.
In the irreducible case it is thus not possible that some of the functions µi(ξ) are identi-
cal. If there are identical ones among the algebraic functions in the reducible case, then
we speak of permanent degeneracy of the operator A(ξ).
In any case, the number of distinct eigenvalues of A(ξ) is given by s ≤ d, independent
of ξ, apart from some exceptional values, where the µi(ξ) may coincide. These points
may, but must not be, branch points. If (2.5) is irreducible, then we have s = d and
the exceptional points are all branch points. There can furthermore only be a finite
number of these exceptional values in the whole complex plane, due to the fact that the
discriminant of (2.5) is a polynomial in ξ of definite degree. In the reducible case, we
at least obtain that there is only a finite number of such exceptional values on every
compact subset of C. If we have s = d, then the operator A(ξ) is diagonalizable at least
for all non-exceptional values.
Concerning the regularity of the eigenvalues µi = µi(ξ) we can state:
Lemma 2.2. The solutions µi(ξ) of (2.5) are continuous for all ξ and holomorphic
except for branch points of the algebraic function, whereof µi(ξ) constitutes a branch.
Remark 2.1. 1. By some calculations one can furthermore prove that the sum of all
eigenvalues constituting one of the algebraic functions gives an entire function.
2. For the overall regularity of the roots µi = µi(ξ) we can not expect differentiability (as
will be seen in the following considerations). However, if the characteristic equation (2.5)
involves a hyperbolic polynomial (i.e., the coefficients gi = gi(ξ) from (2.6), ξ is restricted
to R now, are real-valued and (2.6) has only real solutions), then the characteristic roots
µi are differentiable (with suitable choice of the branches), [Bro79]. (Please note that in
our setting hyperbolic polynomials do not connect to hyperbolic systems.)
3. The results of Lemma 2.2 hold as well if A = A(ξ) is given by an arbitrary holomorphic
operator-valued function.
If we are studying the very small frequencies, i.e., we consider only a sufficiently small
neighborhood of ξ = 0, then ξ = 0 is the only exceptional point that we might have,
and that is the case if and only if the eigenvalues of A0 are not distinct. If ξ = 0 is not a
17
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branch point of the algebraic function corresponding to µi(ξ), then we can write down its
Taylor expansion. However, if it is a branch point, then µi(ξ) admits in a neighborhood
an expansion of the form (Puiseux series)
∞∑
n=0
cnξ
n
p . (2.7)
The natural number p may at the most equal the number of branches of the appendant
algebraic function.
Example 2.1. Assume the coefficient matrix A = A(ξ) to be given by
A(ξ) =
(
0 1
iξ 0
)
.
The eigenvalues are ± (1+i)√
2
√
ξ, constituting one double-valued function (1+i)√
2
√
ξ. There
is one branch point ξ = 0.
At |ξ| = ∞ the eigenvalues may at the most have a pole of order 2, which is seen by
writing
A(ξ) = ξ2(A2 + iξ
−1A1 + ξ−2A0).
The eigenvalues of A2 + iξ
−1A1 + ξ−2A0 are continuous for ξ−1 → 0. More specific, they
have an expansion of the form (2.7), when replacing ξ by ξ−1. Hence, the eigenvalues of
A(ξ) admit for |ξ| → ∞ expansions of the form
∞∑
n=0
c˜nξ
2−n
p .
2.2.2. Diagonalization for small frequencies
In the region Zint(σ) = {|ξ| ≤ σ  1} it is the matrix A0 that dominates the coefficient
matrix A(ξ) of (2.4). Hence, this is the region of the phase space, where we feel the
lower order terms of the underlying model the most.
2.2.2.1. The procedure
We start off our calculations by assuming that the matrix A0 is diagonalizable. If that
is not the case, we will have to stop the procedure already at this point.
Example 2.2. In the following considerations we would like to draw the readers atten-
tion every once in a while to the special case, when the matrix A0 is not only diagonal-
izable, but when all its eigenvalues have the algebraic multiplicity one.
We will now gradually diagonalize the system (2.4), starting off with:
18
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Step 0: Diagonalization modulo O(ξ)-terms
We denote for the matrix A0 ∈ Cd×d by λ0,1, . . . , λ0,d its eigenvalues, which we order in
such a way that we have distinct groups of equal numbers, i.e.,
λ0,1 = . . . = λ0,k1 , . . . , λ0,kb1−1+1 = . . . = λ0,kb1=d, λ0,km 6= λ0,kn for all m 6= n.
(2.8)
Next, we denote by l˜
(0)
j and r˜
(0)
k corresponding left and right eigenvectors with the
normalization
l˜
(0)
j r˜
(0)
k = δjk
(cf. Lemma B.1) and introduce the notations R˜(0) = (r˜
(0)
1 , . . . , r˜
(0)
d ) and L˜
(0) =
(l˜
(0)T
1 , . . . , l˜
(0)T
d )
T .
The vector function V˜ (0)(t, ξ) = L˜(0) V (t, ξ) then satisfies
V˜
(0)
t + (Λ0 + iξA˜
(0)
1 + ξ
2A˜
(0)
2 )V˜
(0) = 0 (2.9)
with matrices Λ0 = diag(λ0,1, . . . , λ0,d) and A˜
(0)
i = L˜
(0)Ai R˜
(0).
Notation: In the following the notation A
(l)
k hints to the facts that the matrix A
(l)
k
appears in step l of the procedure and that the corresponding summand is of the order
O(ξk). For the matrices L˜(l) and R˜(l) and the vector function V (l) the number l also
denotes the affiliation to step l. An additional ‘˜’ is attached to the terms if the cor-
responding step involved eigenvalue theory, and Λk denotes a diagonal matrix, whose
corresponding summand is of the order O(ξk).
Step 1: Diagonalization modulo O(ξ2)-terms
The next step of the procedure consists of two substeps.
The first substep uses a method developed by Wang and Reissig, [Wan03a, Wan03b,
RW05], for decoupling hyperbolic-parabolic coupled systems by frequency analysis in
phase space.
We introduce the vector V (1)(t, ξ) = (I+iξK(1))V˜
(0)(t, ξ), where K(1) = (kij)
d
i,j=1 ∈ Cd×d
is a constant matrix with kii = 0, i = 1, . . . , d, and non-diagonal entries to be determined
later.
Notation: For matrices K(l) ∈ Cd×d, appearing in the procedure, l denotes the affilia-
tion to step l.
The vector V (1) satisfies the system
V
(1)
t +
(
Λ0 + iξA
(1)
1 + ξ
2A
(1)
2 + A
(1)
3
)
V (1) = 0 (2.10)
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with the matrices
A
(1)
1 = [K(1),Λ0] + A˜
(0)
1 ,
A
(1)
2 = [K(1),Λ0]K(1) − [K(1), A˜(0)1 ] + A˜(0)2 ,
A
(1)
3 = iξ
3
l−4∑
j=0
(−iξ)j
(
−[K(1),Λ0]K2(1) + [K(1), A˜(0)1 ]K(1) + [K(1), A˜(0)2 ]
)
Kj(1) +O(ξl).
In the last formula O(ξl) denotes a d×d matrix, which entries have at least the behavior
O(ξl) as ξ → 0. We have used the facts that the matrix (I + iξK(1)) is invertible for
small frequencies |ξ| ≤ σ  1 and thus that we can write V˜ (0) = (I + iξK(1))−1V (1) =
(I− iξK(1)(I+ iξK(1))−1)V (1). We further made use of the notation [K,Λ] = K Λ−ΛK,
i.e., [K,Λ] denotes the commutator of K and Λ.
We obtain
[K(1),Λ0] =

0 k12(λ0,2 − λ0,1) k13(λ0,3 − λ0,1) . . . k1d(λ0,d − λ0,1)
k21(λ0,1 − λ0,2) 0 k23(λ0,3 − λ0,2) . . . k2d(λ0,d − λ0,2)
k31(λ0,1 − λ0,3) k32(λ0,2 − λ0,3) 0 . . . k3d(λ0,d − λ0,3)
...
...
...
. . .
...
kd1(λ0,1 − λ0,d) kd2(λ0,2 − λ0,d) kd3(λ0,3 − λ0,d) . . . 0

.
(2.11)
The eigenvalues λ0,j of A0 are not necessarily distinct. Therefore, some non-diagonal
entries in (2.11) may automatically be zero. In fact, we have block matrices of zeros on
the diagonal, due to the ordering (2.8). With an appropriate choice of K(1) we obtain
that A
(1)
1 is a block diagonal matrix, i.e.,
A
(1)
1 = [K(1),Λ0] + A˜
(0)
1 = diag(B
(1)
1 , B
(1)
2 , . . . , B
(1)
b1
) =

B
(1)
1
B
(1)
2
. . .
B
(1)
b1
 ,
(2.12)
where b1 is the number of distinct eigenvalues of A0.
Remark 2.2. (on Example 2.2)
Assuming an appropriate choice of K(1), we have that the matrix A
(1)
1 is diagonal, i.e.,
A
(1)
1 = [K(1),Λ0] + A˜
(0)
1 = diag(λ1,1, . . . , λ1,d) =: Λ1
if we denote the diagonal entries of A˜
(0)
1 by λ1,1, . . . , λ1,d. Hence, V
(1) satisfies
V
(1)
t +
(
Λ0 + iξΛ1 + ξ
2A
(1)
2 + A
(1)
3
)
V (1) = 0. (2.13)
We can therefore directly go on with step 2.
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Even if not all eigenvalues of A0 are distinct, it may occur that A
(1)
1 is already diagonal
(if A˜
(0)
1 has zeros in the right spots), but in general it is not.
Let us thus continue with the second substep of step 1. Our goal is now to diagonalize
A
(1)
1 , and for doing this we have to assume that it is diagonalizable. Otherwise we stop
the procedure here.
The eigenvalues of A
(1)
1 are given by the eigenvalues of B
(1)
1 to B
(1)
b1
. These we denote by
λ
B
(1)
k
j and order them for each block B
(1)
k in distinct groups of equal numbers as we have
done it in (2.8).
The diagonalizability of A
(1)
1 immediately implies the diagonalizability of B
(1)
1 to B
(1)
b1
,
and thus we can certainly find matrices LB
(1)
k and RB
(1)
k of left and right eigenvectors with
the normalization LB
(1)
k RB
(1)
k = Im and L
B
(1)
k B
(1)
k R
B
(1)
k = diag(λ
B
(1)
k
1 , . . . , λ
B
(1)
k
m ) =: ΛB
(1)
k
for B
(1)
k ∈ Cm×m.
Matrices L˜(1) and R˜(1) of left and right eigenvectors of A
(1)
1 with L˜
(1)R˜(1) = I are then
given by
L˜(1) =

LB
(1)
1
LB
(1)
2
. . .
LB
(1)
b1
 , R˜(1) =

RB
(1)
1
RB
(1)
2
. . .
RB
(1)
b1
 .
We conclude L˜(1)Λ0R˜
(1) = Λ0L˜
(1)R˜(1) = Λ0, due to the fact that the diagonal entries
in the block matrices in Λ0 corresponding to the blocks B
(1)
k are all equal. Therefore,
we do not destroy the diagonal structure of Λ0 that we have obtained in step 0 of the
procedure when introducing V˜ (1) = L˜(1)V (1).
The vector V˜ (1) satisfies the system
V˜
(1)
t +
(
Λ0 + iξΛ1 + ξ
2A˜
(1)
2 + A˜
(1)
3
)
V˜ (1) = 0 (2.14)
with the matrices Λ1 = diag(Λ
B
(1)
1 , . . . ,ΛB
(1)
b1 ) =: diag(λ1,1, . . . , λ1,d) and A˜
(1)
i =
L˜(1)A
(1)
i R˜
(1).
Step 2: Diagonalization modulo O(ξ3)-terms
This step of the procedure involves three substeps.
For the first two we can once more use the method developed by Wang and Reissig.
First, we introduce a vector V (1
1
2
) = (I + ξ2K(1 12)
)V˜ (1), where K(1 12)
is a constant ma-
trix having nonzero entries in positions (i, j) only if λ0,i 6= λ0,j and if the corresponding
entry in A˜
(1)
2 is not vanishing. These nonzero entries will again be determined later. The
vector V (1
1
2
) satisfies
V
(1 1
2
)
t +
(
Λ0 + iξΛ1 + ξ
2A
(1 1
2
)
2 + A
(1 1
2
)
3
)
V (1
1
2
) = 0 (2.15)
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with the matrices
A
(1 1
2
)
2 = [K(1 12)
,Λ0] + A˜
(1)
2 ,
A
(1 1
2
)
3 = −ξ4
b l−52 c∑
j=0
(−ξ2)j[K(1 12),Λ0]K
1+j
(1 12)
+ iξ3
b l−42 c∑
j=0
(−ξ2)j[K(1 12),Λ1]K
j
(1 12)
+ξ4
b l−52 c∑
j=0
(−ξ2)j[K(1 12), A˜
(1)
2 ]K
j
(1 12)
+
b l−42 c∑
j=0
(−ξ2)jA˜(1)3 Kj(1 12) +O(ξ
l).
Just like in (2.12) we can choose K(1 12)
in a way such that
A
(1 1
2
)
2 = [K(1 12)
,Λ0] + A˜
(1)
2 = diag(B
(1 1
2
)
1 , . . . , B
(1 1
2
)
b1
), (2.16)
where the blocks on the diagonal have the same size as in (2.12).
Remark 2.3. (on Example 2.2)
If we choose K(1 12)
appropriately, then the matrix A
(1 1
2
)
2 is already diagonal, i.e.,
A
(1 1
2
)
2 = diag(λ2,1, . . . , λ2,d) =: Λ2
if we denote by λ2,1, . . . , λ2,d the diagonal entries of A˜
(1)
2 . Hence, V
(1 1
2
) satisfies
V
(1 1
2
)
t +
(
Λ0 + iξΛ1 + ξ
2Λ2 + A
(1 1
2
)
3
)
V (1
1
2
) = 0, (2.17)
and we can go on with step 3.
In the second substep we introduce a vector V (2) = (I + iξK(2))V
(1 1
2
) with K(2) being a
constant matrix, again having zeros on the diagonal and non-diagonal nonzero entries
in positions (i, j) only if λ1,i 6= λ1,j and if A(1
1
2
)
2 has nonzero entries in these positions.
Having the formula (2.11) in mind, we conclude [K(2),Λ0] = 0. Thus, the vector V
(2)
satisfies
V
(2)
t +
(
Λ0 + iξΛ1 + ξ
2A
(2)
2 + A
(2)
3
)
V (2) = 0 (2.18)
with the matrices
A
(2)
2 = −[K(2),Λ1] + A(1
1
2
)
2 ,
A
(2)
3 = iξ
3
l−4∑
j=0
(−iξ)j
(
[K(2),Λ1]K(2) + [K(2), A
(1 1
2
)
2 ]
)
Kj(2) +
l−4∑
j=0
(−iξ)jA(1
1
2
)
3 K
j
(2) +O(ξl).
The matrix A
(2)
2 is in any case a block diagonal matrix of the form
A
(2)
2 = diag(Bˇ
(1 1
2
)
1 , . . . , Bˇ
(1 1
2
)
b1
)
(cf. (2.16)). Each block Bˇ
(1 1
2
)
k though is again a block diagonal matrix, assuming that
K(2) is chosen in a proper way, where the size of the blocks depend on the multiplicities
of the eigenvalues λ
B
(1)
k
i of B
(1)
k . Hence,
A
(2)
2 = diag(B
(2)
1 , . . . , B
(2)
b2
)
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with b1 ≤ b2 ≤ d. The case b2 = b1 occurs if and only if the eigenvalues of B(1)k are all
the same for all k = 1, . . . , b1.
For the third substep we have thus the same situation as we did in the second substep
of step 1 for the matrix A
(1)
1 . If we want to go on, we have to assume that A
(2)
2 is diag-
onalizable. If that is not the case, the procedure will be stopped here.
If A
(2)
2 is diagonalizable, then we have diagonalizability for the matrices B
(2)
k , k =
1, . . . , b2, and we can do just the same calculations as we have done for the diago-
nalizable A
(1)
1 . The eigenvalues λ
B
(2)
k
j of B
(2)
k ∈ Cm×m shall be ordered in distinct groups
of equal numbers. We can then find left and right eigenvectors with the normalization
LB
(2)
k RB
(2)
k = Im and L
B
(2)
k B
(2)
k R
B
(2)
k = ΛB
(2)
k = diag(λ
B
(2)
k
1 , . . . , λ
B
(2)
k
m ). These matrices
we use to construct matrices L˜(2) and R˜(2) of left and right eigenvectors of A
(2)
2 with
L˜(2)R˜(2) = I and conclude just like before that L˜(2)ΛiR˜
(2) = ΛiL˜
(2)R˜(2) = Λi for i = 1, 2.
Hence, the vector V˜ (2) = L˜(2)V (2) satisfies
V˜
(2)
t +
(
Λ0 + iξΛ1 + ξ
2Λ2 + A˜
(2)
3
)
V˜ (2) = 0
with Λ2 = diag(Λ
B
(2)
1 , . . . ,ΛB
(2)
b2 ) =: diag(λ2,1, . . . , λ2,d) and A˜
(2)
3 = L˜
(2)A
(2)
3 R˜
(2) = O(ξ3)
for ξ → 0.
Further diagonalization
Reconsidering the foregoing steps we come to the following conclusion:
In the nth step of the procedure, i.e., when diagonalizing modulo O(ξn+1), we need n+1
substeps, n substeps via the procedure introduced by Wang and Reissig and one substep,
where we have to use eigenvalue theory and the assumption that the appearing matrix
A
(n)
n is diagonalizable. If the latter is not the case, then we have to stop the procedure
at this point.
Hence, let us assume that the matrices A
(k)
k are diagonalizable for k = 3, . . . , n. Then
the vector
V˜ (n) = L˜(n)(I + iξK(n)) · . . . · (I + anξnK((n−1) 1n)) · . . .
·L˜(3)(I + iξK(3))(I + ξ2K(2 23))(I + iξ
3K(2 13)
)V˜ (2)
satisfies, assuming that all matrices are chosen properly,
V˜
(n)
t +
(
Λ0 + iξΛ1 + ξ
2Λ2 + iξ
3Λ3 + . . .+ anξ
nΛn + A˜
(n)
n+1
)
V˜ (n) = 0
with A˜
(n)
n+1 = O(ξn+1). Here we use an = i for odd n and an = 1 for even n.
Remark 2.4. (on Example 2.2)
The matrices A
(k)
k are for all k = 1, . . . , n already diagonal, and the vector V˜
(n) takes
the much more simple form
V˜ (n) = (I + anξ
nK((n−1) 1n)
) · . . . · (I + ξ4K(3 14))(I + iξ
3K(2 13)
)V˜ (2).
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Summary of the procedure
Let us for easy reference write down a scheme of the procedure:
Step 0: We diagonalize modulo O(ξ)-terms in 0 + 1 substeps.
Assumption: A0 is diagonalizable.
For V˜ (0) = L˜(0)V we obtain a coefficient matrix with diagonal part Λ0 =
diag(λ0,1, . . . , λ0,d), λ0,j ordered in distinct groups of equal numbers.
Step 1: We diagonalize modulo O(ξ2)-terms in 1 + 1 substeps.
Substep 1: For V (1) = (I+iξK(1))V˜
(0) we obtain a coefficient matrix with
block-diagonal part Λ0 + iξA
(1)
1 , A
(1)
1 = diag(B
(1)
1 , . . . , B
(1)
b1
),
B
(1)
k ∈ Cmk×mk .
Assumption: A
(1)
1 is diagonalizable.
Substep 2: For V˜ (1) = L˜(1)V (1) we obtain a coefficient matrix with
diagonal part Λ0 + iξΛ1, Λ1 = diag(λ1,1, . . . , λ1,d) =
diag(λ
B
(1)
1
1 , . . . , λ
B
(1)
1
m1 , . . . , λ
B
(1)
b1
1 , . . . , λ
B
(1)
b1
mb1
), λ
B
(1)
k
j ordered in dis-
tinct groups of equal numbers, k = 1, . . . , b1.
...
Step n: We diagonalize modulo O(ξn+1)-terms in n+ 1 substeps.
Substep 1: For V ((n−1)
1
n) = (I + anξ
nK((n−1) 1n)
)V˜ (n−1) we ob-
tain a coefficient matrix with block-diagonal part
Λ0 + . . . + an−1ξn−1Λn−1 + anξnA
((n−1) 1n)
n , A
((n−1) 1n)
n =
diag(B
((n−1) 1n)
1 , . . . , B
((n−1) 1n)
b1
).
Substep 2: For V ((n−1)
2
n) = (I + an−1ξn−1K((n−1) 2n)
)V ((n−1)
1
n) we
obtain a coefficient matrix with block-diagonal part
Λ0 + . . . + an−1ξn−1Λn−1 + anξnA
((n−1) 2n)
n , A
((n−1) 2n)
n =
diag(B
((n−1) 2n)
1 , . . . , B
((n−1) 2n)
b2
), b2 ≥ b1.
...
Substep n: For V (n) = (I + iξK(n))V
((n−1)n−1n ) we obtain a coefficient
matrix with block-diagonal part Λ0 + . . .+an−1ξn−1Λn−1 +
A
(n)
n , A
(n)
n = diag(B
(n)
1 , . . . , B
(n)
bn
), B
(n)
k ∈ Cmk×mk , bn ≥
bn−1 ≥ . . . ≥ b2 ≥ b1.
Assumption: A
(n)
n is diagonalizable.
Substep n+ 1: For V˜ (n) = L˜(n)V (n) we obtain a coefficient matrix with
diagonal part Λ0+. . .+anξ
nΛn, Λn = diag(λn,1, . . . , λn,d) =
diag(λ
B
(n)
1
1 , . . . , λ
B
(n)
1
m1 , . . . , λ
B
(n)
bn
1 , . . . , λ
B
(n)
bn
mbn ), λ
B
(n)
k
j ordered in
distinct groups of equal numbers, k = 1, . . . , bn.
It is of significant importance for our procedure that we have under the imposed
assumptions:
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Lemma 2.3. In substep k of step n, n ≥ 1, 1 ≤ k ≤ n+ 1, we do not alter the diagonal
part of the coefficient matrix when transforming the system for V ((n−1)
k−1
n ) (V˜ (n−1) for
k = 1) into the one for V ((n−1)
k
n) (V˜ (n) for k = n+ 1).
Proof. The proof is a simple generalization of our foregoing calculations and follows from
the choice of the matrices involved in the transformations and the proposed ordering of
the eigenvalues λi,j, 0 ≤ i ≤ n− 1, 1 ≤ j ≤ d.
2.2.2.2. Definitions and results of the procedure
Let us now go on with formulating some basic definitions, proposing assumptions and
concluding results from the observations of the last section.
Definition 2.3. Let us call the system (2.4) diagonalizable for small (large) frequencies
up to the order n (−n + 2) if we can rewrite it in Zint(σ) (Zext(N)), using a number
of continuous, regular O(1)-transformations for ξ → 0 (for |ξ| → ∞), into a system
for a new vector W , where the coefficient matrix is diagonal modulo terms of the order
O(ξn+1) (O(ξ−n+1)).
By an O(1)-transformation we want to understand a transformation of type V2 = A V1,
where all entries of A and its inverse are of the order O(1) uniformly for ξ → 0 (for
|ξ| → ∞).
Definition 2.4. We call the system (2.4) fully diagonalizable for small (large) frequen-
cies if there is a finite number of continuous, regular O(1)-transformations for ξ → 0
(for |ξ| → ∞), so that the coefficient matrix of the system for the new vector W is
completely diagonal.
Remark 2.5. The full diagonalizability of the system (2.4) for small frequencies
is equivalent to the existence of a continuous matrix Tint(ξ) in Zint(σ) that trans-
fers A(ξ) via a similarity transformation to the diagonal matrix of its eigenvalues
Λ(ξ) = diag(µ1(ξ), . . . , µd(ξ)), i.e.,
Λ(ξ) = Tint(ξ)A(ξ)T
−1
int (ξ). (2.19)
The above uniform diagonalizability, i.e., the existence of a continuous matrix Tint(ξ) in
Zint(σ) such that (2.19) holds, certainly implies diagonalizability of A(ξ) for every fixed
ξ ∈ Zint(σ), and using the results on analytic perturbation theory in [Kat80] we can
moreover state that the converse is true if all eigenvalues of A0 are distinct. If the latter
does not hold true, then pointwise diagonalizability may not imply the uniform one.
Analogous results hold for large frequencies.
With the notation A
(0)
0 := A0 we now introduce the assumptions:
(An) The matrices A
(k)
k are diagonalizable for k = 0, 1, . . . , n
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and:
(A′n) The matrices A
(k)
k are symmetrizable for k = 0, 1, . . . , n.
The assumption (A′n) is introduced due to the facts that it is satisfied for most practical
useful cases and leads to especially nice solution representations. Note that an ordering
of the eigenvalues of A
(k)
k in the relevant blocks may be achieved by arranging them in
an ascending way. The assumption (A′n) certainly implies (An).
With the considerations from the last section we can state:
Proposition 2.4. If the assumption (An) holds, then the system (2.4) is diagonalizable
for small frequencies up to the order n.
In the case that all eigenvalues of the diagonalizable matrix A0 are distinct we have
that the system (2.4) is diagonalizable for small frequencies up to the order n for every
n ∈ N0. We want to generalize this observation. Let us thus assume that (An) holds
and introduce the assumption
(Bn) ∀i, j ∈ {1, . . . , d} with i 6= j ∃k ∈ {0, 1, . . . , n} : λk,i 6= λk,j.
We note that the assumption (Bn) is not satisfied for any n if and only if there are two
identical eigenvalues of A(ξ) in Zint(σ), that is, if A(ξ) is permanently degenerate.
Lemma 2.5. Suppose that for some n the assumptions (An) and (Bn) hold. Then the
system (2.4) is diagonalizable for small frequencies up to the order n for every n ∈ N0.
Remark 2.6. The assumptions in Lemma 2.5 are certainly equivalent to
∀n ∈ N0 : (An) holds ∧ ∃n ∈ N0 : (Bn) is satisfied. (2.20)
Note that the second condition is not necessary for the results of Lemma 2.5. Consider
therefore the example A = A(ξ) = B + iξB + ξ2B, where B denotes a d × d constant
and diagonalizable matrix with at least one multiple fold eigenvalue. In step 0 of the
procedure we diagonalize the coefficient matrix completely. Nevertheless, we can follow
the procedure (noting that all appearing matrices K(l) vanish and that the matrices A
(l)
l
are already diagonal), in which (Bn) won’t be satisfied for any n.
There is quite some information following from our procedure. First, we obtain:
Lemma 2.6. Suppose (An) holds. Then the characteristic roots µj = µj(ξ), j = 1, . . . , d,
of the coefficient matrix A(ξ) = A0 + iξA1 + ξ
2A2 of (2.4) behave for |ξ| ≤ σ  1 as
µj(ξ) = λ0,j + iλ1,j ξ + λ2,j ξ
2 + . . .+ anλn,j ξ
n +O(ξn+1),
where an = i for odd n and an = 1 for even n. The numbers λk,j are real if even (A
′
n)
holds, otherwise they may be complex.
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We suppose now that for some n the assumptions (An) and (Bn) hold and denote
A(n)(ξ) = Λ0 + iξΛ1 + ξ
2Λ2 + . . . + anξ
nΛn + A˜
(n)
n+1(ξ) and further by {l˜j = l˜j(ξ)}dj=1
a set of linearly independent left and by {r˜j = r˜j(ξ)}dj=1 a set of linearly independent
right eigenvectors corresponding to µj(ξ). We use the notations R˜ = R˜(ξ) = (r˜kj(ξ))
d
k,j=1
and L˜ = L˜(ξ) = (l˜jk(ξ))
d
j,k=1 and define the number c by
c = max
i<j
cij and cij = min{k ∈ {0, 1, . . . , n} : λk,i 6= λk,j}. (2.21)
Note that c equals the minimal number n for which the assumption (Bn) holds.
We can now state:
Lemma 2.7. The matrices R˜ and L˜ may be chosen as r˜kk = l˜kk = 1 and r˜kj(ξ) as well
as l˜jk(ξ) have at least the asymptotic behavior r˜kj(ξ) = O(ξn+1−c), l˜jk(ξ) = O(ξn+1−c)
for j 6= k and ξ → 0.
Proof. Let us fix a value i with c = cij for some j = 1, . . . , n.
For the eigenvalue µi = µi(ξ) of A
(n)(ξ) we know that
(µiI − A(n)(ξ))r˜i = (µiI − Λ0 − iξΛ1 − ξ2Λ2 − . . .− anξnΛn − A˜(n)n+1(ξ))r˜i = 0.
That implies that the components of r˜i satisfy

k11 0 . . . 0 0 . . . 0
0 k22 . . . 0 0 . . . 0
...
...
. . .
...
...
...
0 0 . . . k(i−1)(i−1) 0 . . . 0
0 0 . . . 0 k(i+1)(i+1) . . . 0
...
...
...
...
. . .
...
0 0 . . . 0 0 . . . kdd

+O(ξn+1)


r˜1i
r˜2i
...
r˜(i−1)i
r˜(i+1)i
...
r˜di

= O(ξn+1)r˜ii.
Here kjj = λ0,i − λ0,j + i(λ1,i − λ1,j)ξ + . . . + an(λn,i − λn,j)ξn. The term O(ξn+1) on
the left denotes a (d− 1)× (d− 1) matrix with elements being of the order O(ξn+1) as
ξ → 0, while O(ξn+1) on the right side denotes a (d− 1)× 1 vector with elements of the
same asymptotic behavior. If we set r˜ii = 1, then we conclude that r˜ki = O(ξn+1−c) for
all k 6= i (and that this is optimal for k = j with c = cij). The results for the other right
and the left eigenvectors can be obtained in the same way and may of course even look
better.
In correspondence to Proposition 2.4 we can thus state:
Proposition 2.8. The system (2.4) is fully diagonalizable for small frequencies if the
assumptions (An) and (Bn) hold for some n.
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Remark 2.7. The assumptions in Proposition 2.8 are equivalent to (2.20). As in Remark
2.6 we see that the second condition in (2.20) is not necessary for the full diagonalizability
of system (2.4) for small frequencies. The first condition however is necessary, as will be
discussed in Section 2.2.2.3.
Moreover, we have:
Proposition 2.9. We assume that the assumptions (An) and (Bn) hold for some n (and
thus that the system is fully diagonalizable). Then we obtain:
The solution of (2.4) has in Zint(σ) = {|ξ| ≤ σ  1} the following representation
V (t, ξ) = T−1int (ξ) diag(e
−µ1(ξ)t, . . . , e−µd(ξ)t)Tint(ξ)Uˆ0(ξ), (2.22)
where
Tint(ξ) = L˜(ξ) L˜
(n)(I + iξK(n)) · . . . · (I + anξnK((n−1) 1n)) · . . . · L˜
(1)(I + iξK(1))L˜
(0).
The matrices K(j) and L˜
(j) are matrices used in the diagonalization procedure in Section
2.2.2.1, L˜ = L˜(ξ) is from Lemma 2.7 and the µj(ξ) are from Lemma 2.6.
Proof. We choose the transformation W˜ = L˜V˜ (n). The vector W˜ satisfies W˜t +D W˜ =
0 with D = diag(µ1(ξ), . . . , µd(ξ)). Solving this diagonal system together with the
backward transformation from W˜ to V gives (2.22).
Remark 2.8. 1. Noting that we could write down the full asymptotic expansion of the
diagonalizer L˜ with the help of our procedure, we observe that Tint(ξ) and its inverse
are in fact analytic in Zint(σ). This is due to the analytic dependence of A(ξ) on ξ (cf.
[Kat80]).
2. The assumption (Bn) is motivated by the applications. In all physically reasonable
models, that we have studied, it was always satisfied for some n. For the case that the
assumption (Bn) is not satisfied for any n, solution representations can be derived as
well. For such considerations please refer to Section 2.2.2.4.
2.2.2.3. On the necessity of the assumptions (An)
A question of interest certainly is whether the condition
∀n ∈ N0 : (An) holds (2.23)
is necessary for the full diagonalizability of system (2.4) for small frequencies (compare
to (2.20) and Remark 2.7), and thus whether a uniform diagonalizability (in the sense
of Remark 2.5) implies (2.23).
We can give the positive answer in:
Lemma 2.10. If system (2.4) is fully diagonalizable for small frequencies, then (An)
holds for all numbers n ∈ N0.
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Proof. The full diagonalizability of system (2.4) implies the existence of a continuous
matrix Tint(ξ) in Zint(σ) so that
Λ(ξ) = Tint(ξ)A(ξ)T
−1
int (ξ)
is diagonal. The above equality gives for ξ = 0 the diagonalizability of A0 and thus that
(A0) is satisfied.
Let us assume that (An) is satisfied but (An+1) is not, i.e., A
(n+1)
n+1 is not diagonalizable.
Reconsidering our diagonalization procedure we know that there exists a matrix of the
form
T (n+1)(ξ) = (I + iξK(n+1)) · . . . · (I + an+1ξn+1K(n 1n+1)) · . . . · L˜
(1)(I + iξK(1))L˜
(0)
such that
A(ξ) = (T (n+1)(ξ))−1
(
Λ0 + . . .+ anξ
nΛn + an+1ξ
n+1A
(n+1)
n+1 + A
(n+1)
n+2
)
T (n+1)(ξ),
where the matrices Λi are diagonal and A
(n+1)
n+1 is block-diagonal, i.e., A
(n+1)
n+1 =
diag(B
(n+1)
1 , . . . , B
(n+1)
bn+1
) with bn+1 < d. The corresponding blocks to B
(n+1)
k in the
matrices Λi, i = 0, . . . , n, have in any case the same entries on the diagonal. The matrix
A
(n+1)
n+2 finally has the asymptotic behavior A
(n+1)
n+2 = O(ξn+2) for ξ → 0.
With the notation T (ξ) := Tint(ξ)(T
(n+1)(ξ))−1 the above implies
T−1(ξ)Λ(ξ)T (ξ) = Λ0 + . . .+ anξnΛn + an+1ξn+1A
(n+1)
n+1 + A
(n+1)
n+2 .
The matrix on the left is uniformly diagonalizable for ξ ∈ Zint(σ). For the matrix
on the right we can make the following considerations: The non-diagonalizability of
A
(n+1)
n+1 implies the non-diagonalizability of at least one of the blocks B
(n+1)
k , that is,
the non-existence of a constant matrix diagonalizing B
(n+1)
k . Hence, there does not
exist a constant matrix diagonalizing the matrix Λ0 + . . .+ anξ
nΛn + an+1ξ
n+1A
(n+1)
n+1 for
ξ 6= 0. This together with the smallness of A(n+1)n+2 (and the continuity of T ) gives the
contradiction.
It immediately follows (see Remark 2.5):
Corollary 2.11. Let the coefficient matrix A = A(ξ) of system (2.4) be diagonalizable
for every fixed |ξ| ≤ σ  1 and suppose that all eigenvalues of A0 are distinct. Then
(An) holds for all numbers n ∈ N0.
If we consider only models with a non-permanently degenerate coefficient matrix A(ξ)
of (2.4), then we know that our conditions, i.e., there exists a n so that (An) and (Bn)
are satisfied, are sufficient and necessary for the full (uniform) diagonalizability for small
frequencies.
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2.2.2.4. Some considerations for non-fully diagonalizable systems
Let us first consider models for which (An) is not satisfied for a certain n.
Hence, let us assume that the matrix A
(n)
n is not diagonalizable for some n and thus
that the diagonalization procedure stops in the nth step, i.e., when diagonalizing modulo
O(ξn+1). Starting point of our considerations is therefore the system
V
(n)
t +
(
Λ0 + iξΛ1 + ξ
2Λ2 + . . .+ an−1ξn−1Λn−1 + anξnA(n)n + A
(n)
n+1
)
V (n) = 0
with A
(n)
n = diag(B
(n)
1 , . . . , B
(n)
bn
), bn < d, and A
(n)
n+1(ξ) = O(ξn+1) being a matrix for
which we can write down explicit formulas apart from some remainder O(ξl) for an ar-
bitrary l ≥ n+ 1.
At least one B
(n)
k is not diagonalizable, but there exists a matrix S
B
(n)
k transforming
it to its Jordan canonical form JB
(n)
k , i.e.,
(
SB
(n)
k
)−1
B
(n)
k S
B
(n)
k = JB
(n)
k . The matri-
ces Jn = diag(J
B
(n)
1 , . . . , JB
(n)
bn ) (if B
(n)
k is diagonalizable, then J
B
(n)
k is of course di-
agonal with equal entries grouped together) and S˜(n) = diag(SB
(n)
1 , . . . , SB
(n)
bn ) satisfy(
S˜(n)
)−1
A
(n)
n S˜(n) = Jn.
Noting that
(
S˜(n)
)−1
ΛiS˜
(n) = Λi
(
S˜(n)
)−1
S˜(n) = Λi for i = 0, 1, . . . , n − 1, due to our
construction method, we obtain for the vector V˜ (n) =
(
S˜(n)
)−1
V (n) the system
V˜
(n)
t +
(
Λ0 + iξΛ1 + ξ
2Λ2 + . . .+ an−1ξn−1Λn−1 + anξnJn +
(
S˜(n)
)−1
A
(n)
n+1S˜
(n)
)
V˜ (n) = 0.
If we need to go on with the diagonalization, then we can block-diagonalize modulo
terms of the order O(ξl) with arbitrary l ≥ n + 1 and blocks that are determined by
the maximal ones in each JB
(n)
k with equal numbers on the diagonal. If one of the latter
blocks is diagonal, then we can follow the procedure and try to refine our steps for this
part. If it is not (completely) diagonal, then there may occur difficulties even when
we have diagonalizability of the corresponding block in the next step (i.e., we can not
guarantee that we do not lose the almost diagonal structure of the Jordan block, when
diagonalizing).
Assume now that we have obtained an initial value problem of the form{
Wt +MW + EW = 0,
W (0, ξ) = W0(ξ),
(2.24)
where E(ξ) = O(ξp) for ξ → 0 and M = M(ξ) is an almost diagonal matrix, i.e., the
only nonzero entries appear in the diagonal and (let’s say) lower secondary diagonal.
This initial value problem is one for weakly coupled ordinary differential equations.
From (2.24) we obtain besides the asymptotic behavior of the eigenvalues of A(ξ) for
|ξ| ≤ σ  1 (compare to Lemma 2.6) via Duhamel’s principle the relation
W (t, ξ) = F (t, ξ)W0(ξ)−
∫ t
0
F (t− s, ξ)E(ξ)W (s, ξ)ds, (2.25)
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where F = F (t, ξ) solves
∂tF +M F = 0, F (0, ξ) = I.
If on the other hand the assumption (An) is always satisfied, but (Bn) is not for any
n, i.e., A(ξ) is permanently degenerate, then we can derive a system as in (2.24) as
well, where M = M(ξ) is diagonal and the remainder E(ξ) = O(ξp) is sufficiently small.
Hence, we obtain besides the asymptotic behavior of the eigenvalues of A(ξ) as in Lemma
2.6 solution representations as in (2.25) with an even diagonal F = F (t, ξ).
2.2.3. Diagonalization for large frequencies
For large frequencies ξ ∈ Zext(N) = {|ξ| ≥ N  1} we can certainly rewrite the initial
value problem for (2.4) in the form{
∂ˆtW + (A2 + iη A1 + η
2A0)W = 0,
W (0, η) = W0(η),
(2.26)
where η = 1/ξ, ∂ˆt := η
2∂t, W = W (t, η) = η
−2V (t, 1/η) and W0(η) := η−2F(U0)(1/η).
Hence, we can repeat arguments from the considerations for small frequencies, and we
will use the same notations as before, apart from an additional ‘ˆ’ for the appearing
matrices.
Let us assume that the matrices Aˆ
(0)
2 := A2 and Aˆ
(k)
2−k for k = 1, . . . , n are diagonalizable.
Then the vector
W˜ (n) = ˆ˜L(n)(I + iηKˆ(n)) · . . . · (I + anηnKˆ((n−1) 1n)) · . . . ·
ˆ˜L(2)(I + iηKˆ(2))(I + η
2Kˆ(1 12)
) ˆ˜L(1)(I + iηKˆ(1))
ˆ˜L(0)W
satisfies, assuming that all matrices are chosen properly,
∂ˆtW˜
(n) +
(
Λˆ2 + iηΛˆ1 + η
2Λˆ0 + iη
3Λˆ−1 + . . .+ anηnΛˆ2−n +
ˆ˜B
(n)
1−n
)
W˜ (n) = 0
with ˆ˜B
(n)
1−n = O(ηn+1) for η → 0.
Consequently, we have that V˜ (n)(t, ξ) = ξ−2W˜ (n)(t, 1/ξ) satisfies
V˜
(n)
t +
(
ξ2Λˆ2 + iξΛˆ1 + Λˆ0 + iξ
−1Λˆ−1 + . . .+ a2−nξ2−nΛˆ2−n +
ˆ˜A
(n)
1−n
)
V˜ (n) = 0
with ˆ˜A
(n)
1−n = O(ξ−n+1) for |ξ| → ∞.
In the following we will summarize the facts that we immediately obtain from our con-
siderations for small frequencies.
We introduce the assumptions:
(Aˆn) The matrices Aˆ
(k)
2−k are diagonalizable for k = 0, 1, . . . , n,
(Aˆ
′
n) the matrices Aˆ
(k)
2−k are symmetrizable for k = 0, 1, . . . , n
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and
(Bˆn) ∀i, j ∈ {1, . . . , d} with i 6= j ∃k ∈ {0, 1, . . . , n} : λˆ2−k,i 6= λˆ2−k,j.
In the latter we have used the notation Λˆ2−k = diag(λˆ2−k,1, . . . , λˆ2−k,d) and that the
assumption (Aˆn) holds.
Proposition 2.12. Suppose that the assumption (Aˆn) holds. Then we have:
(i) The system (2.4) is diagonalizable for large frequencies up to the order −n+ 2.
(ii) The characteristic roots µj = µj(ξ), j = 1, . . . , d, of the coefficient matrix A(ξ) =
A0 + iξA1 + ξ
2A2 of (2.4) behave for |ξ| ≥ N  1 as
µj(ξ) = λˆ2,j ξ
2 + iλˆ1,j ξ + λˆ0,j + . . .+ a2−nλˆ2−n,j ξ2−n +O(ξ1−n),
where we use ak = i for odd k and ak = 1 for even k. The numbers λˆk,j are real if
even (Aˆ′n) holds, otherwise they may be complex.
Suppose now that for some n the assumptions (Aˆn) and (Bˆn) hold. We define the number
cˆ by
cˆ = max
i<j
cˆij and cˆij = min{k ∈ {0, 1, . . . , n} : λˆ2−k,i 6= λˆ2−k,j} (2.27)
and note that this is the minimal number n for which (Bˆn) holds.
We can now state:
Proposition 2.13. We assume that (Aˆn) and (Bˆn) hold for some n. Then we have:
(i) The system (2.4) is fully diagonalizable for large frequencies.
(ii) The solution of (2.4) has in Zext(N) = {|ξ| ≥ N  1} the representation
V (t, ξ) = T−1ext(ξ) diag(e
−µ1(ξ)t, . . . , e−µd(ξ)t)Text(ξ)Uˆ0(ξ), (2.28)
where
Text(ξ) =
ˆ˜L(ξ) ˆ˜L(n)(I+iξ−1Kˆ(n))·. . .·(I+anξ−nKˆ((n−1) 1n))·. . .·
ˆ˜L(1)(I+iξ−1Kˆ(1))
ˆ˜L(0).
The matrices Kˆ(j) and
ˆ˜L(j) are matrices used in the diagonalization procedure,
ˆ˜L(ξ) = I + R(ξ) with R(ξ) = O(ξ−(n+1)+cˆ) for |ξ| → ∞, and the µj(ξ) are from
Proposition 2.12.
Remark 2.9. From Remark 2.8 we know that the entries of Text(ξ) and its inverse are
smooth and bounded in Zext(N).
Remark 2.10. If the system (2.2) is a parabolic one, then we have Re λˆ2,j > 0 for all j in
Proposition 2.12. Considering energy estimates we can therefore expect an exponential
decay in Zext(N) for solutions of (2.2). If the system (2.2) is hyperbolic, then we have
λˆ2,j = 0 and λˆ1,j ∈ R for all j, and the decay behavior depends on the lower order terms
of the system.
Analogous results to the ones in Sections 2.2.2.3 and 2.2.2.4 can be obtained.
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2.2.4. Diagonalization for bounded frequencies away from zero
We are studying the Cauchy problem for (2.4) in Zmid(σ,N) = {σ ≤ |ξ| ≤ N}.
For most practical problems that we have in mind it is sufficient to work with an as-
sumption:
(C) ∃C = C(σ,N) > 0∀ξ ∈ Zmid(σ,N)∀µ(ξ) ∈ spec (A(ξ)) : Reµ(ξ) ≥ C > 0.
Remark 2.11. One may check (C) by assuming that there is a purely imaginary eigen-
value in Zmid(σ,N) and constructing a contradiction using the characteristic polynomial
of A(ξ). If we have for all eigenvalues µ = µ(ξ) that Reµ(ξ) > 0 for some ξ ∈ Zmid(σ,N),
then continuity and the compactness of Zmid(σ,N) give (C).
With assumption (C) and the compactness of Zmid(σ,N) we can prove:
Proposition 2.14. The solution V to the Cauchy problem of (2.4) satisfies in
Zmid(σ,N)
|V (t, ξ)| . e−ct|Uˆ0(ξ)|,
where c is a positive constant, provided (C) holds.
Proof. The proof is a simple generalization of the one given in (and we would therefore
like the reader to refer to) [RW05], Proposition 3.3.
Remark 2.12. Considering energy estimates we can expect an exponential decay from
Zmid(σ,N) for solutions to (2.2), provided (C) holds.
Remark 2.13. The assumption (C) is of course not satisfied for all practical useful cases.
We should assume at least Reµ(ξ) ≥ 0 for all eigenvalues µ = µ(ξ) and ξ ∈ Zmid(σ,N) to
guarantee the stability of our solution, but it may happen that there is a region for which
one of the eigenvalues is purely imaginary or that there are single points ξ0 ∈ Zmid(σ,N)
for which an eigenvalue µ(ξ) becomes imaginary. However, we have only one problem in
which (C) is not satisfied (see Chapter 4) and will study this one separately.
Let us summarize the previous considerations. We have diagonalized the principal part of
system (2.4) in the three regions Zint(σ) = {|ξ| ≤ σ  1}, Zmid(σ,N) = {σ ≤ |ξ| ≤ N}
and Zext(N) = {|ξ| ≥ N  1}.
In Zint(σ) we used the diagonalization procedure described in Section 2.2.2.1 to derive,
under the assumptions that (An) and (Bn) hold for some n, a solution representation
given in Proposition 2.9 for which we have a clear understanding of the behavior in time
from our results on the asymptotic behavior of the eigenvalues of the coefficient matrix
of system (2.4) in Lemma 2.6. The same diagonalization procedure was then applied to
the region Zext(N) of large frequencies and, under the assumptions that (Aˆn) and (Bˆn)
hold for some n, a solution representation was derived in Proposition 2.13 with a clear
understanding of the in time behavior from the results of Proposition 2.12. Finally, for
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bounded frequencies we have derived an estimate guaranteeing exponential stability for
solutions of (2.4) in Zmid(σ,N), provided (C) holds.
We will now go on and use our observations to derive well-posedness results in Section 2.3,
results on Lp-Lq decay estimates in Section 2.4, some concerning diffusion phenomena
in Section 2.5 and some on the propagation of singularities in Section 2.6.
2.3. Well-posedness
Before we start, let us formulate the condition
∀ξ ∈ Zext(N)∀µ(ξ) ∈ spec (A(ξ)) : Reµ(ξ) ≥ 0 (2.29)
for the eigenvalues µ = µ(ξ) of the coefficient matrix A = A(ξ) of system (2.4).
We can now state:
Theorem 2.15. (Hs well-posedness of the Cauchy problem)
We consider the Cauchy problem{
Ut + A0U + A1Ux − A2Uxx = 0,
U(0, x) = U0(x)
in R≥0 × R with Ai being complex and constant d× d matrices.
Suppose that for some n the assumptions (Aˆn) and (Bˆn) hold together with (2.29) and
that we have U0 ∈ Hs for a fixed s ∈ R.
Then there exists a (in C([0,∞),S ′)) unique solution satisfying
U ∈ C([0,∞), Hs).
Further, we get for an arbitrary T > 0 the a priori estimate
‖U‖C([0,T ],Hs) ≤ CT‖U0‖Hs
with a T -dependent constant CT .
Proof. With the use of a C∞-function φext having its support in Zext(N) with φext(ξ) = 1
for |ξ| ≥ 2N , 0 ≤ φext(ξ) ≤ 1, we can write down the solution to the above Cauchy
problem in the form
U(t, x) = F−1(V (t, ξ)) = F−1 ((1− φext(ξ))V (t, ξ)) + F−1(φext(ξ)V (t, ξ)), (2.30)
where V = V (t, ξ) is the solution of the Cauchy problem to system (2.4).
We start by studying the first summand. Using the representation
V (t, ξ) = V0(ξ)−
∫ t
0
A(ξ)V (s, ξ) ds,
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Gronwall’s lemma and the compact support of (1− φext) we can derive the estimate
|(1− φext(ξ))V (t, ξ)| . eCN t|1− φext(ξ)||V0(ξ)|
with a constant CN depending on N . This assures H
s-regularity of the first summand
in (2.30) for all times t ∈ [0,∞) and moreover continuity of the first summand measured
in Hs, i.e., F−1 ((1− φext(ξ))V (t, ξ)) ∈ C([0,∞), Hs).
For the second summand in (2.30) we can use the solution representation given
by (2.28) in Proposition 2.13. Using this together with (2.29) we instantly obtain
F−1(φext(ξ)V (t, ξ)) ∈ C([0,∞), Hs).
This yields U ∈ C([0,∞), Hs). The uniqueness of the solution is clear.
2.4. Lp-Lq decay estimates
In this section we will state and prove decay estimates for solutions to the Cauchy prob-
lem for (2.2). More accurate, we will, based on the results given in the Propositions
2.9, 2.13 and 2.14, prove decay estimates for such solutions subjected to operators with
smooth symbols supported in the regions of small, bounded and large frequencies.
We therefore introduce functions φint, φmid, φext ∈ C∞(R) having their support in
Zint(σ), Zmid(σ/2, 2N) and Zext(N), respectively, so that φint + φmid + φext ≡ 1.
Of significant importance for the derivation of decay estimates for the respective solu-
tions is the behavior of the eigenvalues of the coefficient matrix from (2.4). For each
eigenvalue µ = µ(ξ) we have to distinguish basically two cases: Is µ purely imaginary?
Or does it have a non-vanishing real part (We restrict to that case in Zmid(σ,N) com-
pletely.)? However, if µ has a non-vanishing real part, then it might still be the imaginary
part that is determining the decay.
If the real part of the eigenvalue is the decay-determining one, then calculations are
more or less straight forward. If it is the imaginary part, then we will make use of the
theory of oscillatory integrals (cf. Section B.3), i.e., primarily of the Lemma B.3 of van
der Corput.
2.4.1. Lp-Lq decay estimates for small frequencies
We assume U0 ∈ S and that there exists a number n so that the assumptions (An) and
(Bn) hold. To guarantee stability of the solution it is moreover necessary to assume
∀ξ ∈ Zint(σ)∀µ(ξ) ∈ spec (A(ξ)) : Reµ(ξ) ≥ 0. (2.31)
Now we fix for each eigenvalue µj = µj(ξ) with the help of its asymptotic expansion
from Lemma 2.6 a decay-determining number ns,j by ns,j = min(pj, qj), where pj and qj
shall be defined by the following:
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(i) We set pj =∞ if µj is purely imaginary in Zint(σ).
If the latter is not the case, then we choose pj to be the minimal one of all numbers
m ∈ 2N0 with Reλm,j > 0.
(ii) We set qj = ∞, unless there exists a natural number m ≥ 2 for which
Im (amλm,j) 6= 0. In that case we choose qj to be the minimal one of all such
numbers m.
Remark 2.14. If all matrices Ai from (2.2) are from Rd×d, and if we have (A′n) instead
of (An), then (all numbers λk,j in the asymptotic expansion of µj are real and) we can
replace the definitions of pj and qj by:
(i) Set pj =∞ if µj is purely imaginary in Zint(σ).
Otherwise choose pj to be the minimal one of all numbers m ∈ 2N0 with λm,j > 0.
(ii) Set qj = ∞, unless there exists a number m ∈ 2N + 1 (i.e., m ≥ 3) for which
λm,j 6= 0. In that case we choose qj to be the minimal one of all such numbers m.
Finally, we set ns := maxj=1,...,d ns,j.
We can now state:
Theorem 2.16. We assume U0 ∈ S, the existence of a number n so that the assumptions
(An) and (Bn) hold and (2.31). Let ns be defined as above. Then the following L
p-Lq
decay estimates hold for solutions U to the initial value problem for (2.2):
‖φint(D)U‖Lq .

e−ct‖U0‖Lp , ns = 0,
(1 + t)−
1
ns
( 1p− 1q )‖U0‖Lp , 2 ≤ ns <∞,
‖U0‖Lp , ns =∞.
Here 1 ≤ p ≤ 2, 1
p
+ 1
q
= 1, and c is a positive constant.
Remark 2.15. 1. An exponential decay is obtained if we have for all eigenvalues µj
that Reλ0,j > 0.
2. We obtain no decay if there is at least one purely imaginary eigenvalue in Zint(σ)
taking the form
µj(ξ) = iImλ0,j + iλ1,jξ with a λ1,j ∈ R.
In that case we can not expect a decay, which is easily understood by noting that the
Cauchy problem for the wave equation (transformed to a first-order system for the usual
energy) fits into this case.
Proof. We have from Proposition 2.9 the solution representation
φint(D)U = F−1
(
T−1int (ξ) diag(e
−µ1(ξ)t, . . . , e−µd(ξ)t)Tint(ξ)φint(ξ)Uˆ0(ξ)
)
=
(
d∑
j,r=1
F−1
(
cjrk(ξ)e
−µj(ξ)tφint(ξ)Uˆ0,r(ξ)
))d
k=1
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with Uˆ0(ξ) = (Uˆ0,1(ξ), . . . , Uˆ0,d(ξ))
T and cjrk = cjrk(ξ) being smooth functions in Zint(σ).
We will now follow Brenner, [Bre75], to derive the desired Lp-Lq estimates by interpo-
lating L2-L2 with L1-L∞ estimates via the Riesz-Thorin interpolation theorem (see e.g.
[BL76]). We start with the L2-L2 estimates. They are derived with the use of Parseval’s
equation and take the form
‖φint(D)U‖L2 .
{
e−ct‖U0‖L2 , ns = 0,
‖U0‖L2 , 2 ≤ ns ≤ ∞
(2.32)
with an (in the following universal) positive constant c.
Now we are concerned with L1-L∞ estimates and start off with
‖φint(D)U‖L∞ .
d∑
j=1
d∑
k,r=1
sup
x∈R
∣∣∣∣∫
Zint(σ)
eixξ−µj(ξ)tcjrk(ξ)φint(ξ)dξ
∣∣∣∣︸ ︷︷ ︸
=:Sj
‖U0‖L1 .
We want to study each summand Sj separately and therefore fix an arbitrary j ∈
{1, . . . , d}. Let us first assume that the number ns,j of the corresponding eigenvalue
µj is finite and given by pj. In that case given we obtain
Sj .
∫
Zint(σ)
∣∣e−µj(ξ)t∣∣ dξ
.
 e
−ct, pj = 0,∫
Zint(σ)
e−cξ
pj ·tdξ . (1 + t)−
1
pj , pj > 0.
Now we consider the case that ns,j is finite and given by qj < pj. First, we conclude by
substituting y = x/t
Sj =
d∑
k,r=1
sup
y∈R
∣∣∣∣∫
Zint(σ)
ei t φj,y(ξ) ψjrk(ξ)dξ
∣∣∣∣
with smooth and real-valued functions
φj,y(ξ) = −Imλ0,j + (y − Reλ1,j)ξ − Im (aqjλqj ,j)ξqj +O(ξqj+1)
and smooth, compactly supported and complex-valued functions
ψjrk(ξ) = cjrk(ξ)φint(ξ)
in the case of a purely imaginary eigenvalue µj = µj(ξ) and
ψjrk(ξ) = cjrk(ξ)φint(ξ)e
−Re (apjλpj,j)ξ
pj t+O(ξpj+1)t
otherwise. Here we have used (2.31) and qj < pj to determine the looks of φj,y and ψjrk.
Now we apply Corollary B.4 and obtain for times t ≥ 1
Sj . t
− 1
qj
d∑
k,r=1
∫
Zint(σ)
∣∣∣∣ ddξ ψjrk(ξ)
∣∣∣∣ dξ.
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Taking into account that for all numbers n ∈ 2N (n ≥ 2) we have∫ σ
0
ξn−1te−cξ
ntdξ .
∫ ∞
0
yn−1e−cy
n
dy . 1,
where we have used the substitution yn = ξnt, we finally conclude for arbitrary t > 0
Sj . (1 + t)
− 1
qj .
In the case ns,j =∞ we can not get more than
Sj . 1.
Summarizing the previous considerations yields
‖φint(D)U‖L∞ .

e−ct‖U0‖L1 , ns = 0,
(1 + t)−
1
ns ‖U0‖L1 , 2 ≤ ns <∞,
‖U0‖L1 , ns =∞.
Combining (2.32) with the above L1-L∞ estimates and applying the Riesz-Thorin inter-
polation theorem proves our assertions.
2.4.2. Lp-Lq decay estimates for large frequencies
As in the case of small frequencies we assume U0 ∈ S, the existence of a number n so
that (Aˆn) and (Bˆn) hold and that
∀ξ ∈ Zext(N)∀µ(ξ) ∈ spec (A(ξ)) : Reµ(ξ) ≥ 0.
Then there are three possible cases for the set of all eigenvalues:
(i) All eigenvalues µ = µ(ξ) are always purely imaginary in Zext(N).
(ii) All eigenvalues µ = µ(ξ) have a positive real part in the whole zone Zext(N).
(iii) There are some purely imaginary eigenvalues in Zext(N) and some with a positive
real part for all ξ ∈ Zext(N).
We will treat (in order to observe some special phenomena for the case (ii) and for the
sake of simplicity) each case separately, starting off with (i).
2.4.2.1. The case of only purely imaginary eigenvalues
We want to make use of the asymptotic expansions of the purely imaginary eigenvalues
µj = µj(ξ) from Proposition 2.12 and first note that all coefficients akλˆk,j are imaginary.
Now we define a decay- and regularity-determining number nl by:
38
2.4. Lp-Lq decay estimates
Set nl =∞, unless there exists a number m ∈ {−2} ∪ N = {−2, 1, 2, . . .} with
∀j ∈ {1, . . . , d}∃k ∈ {−2} ∪ N with k ≤ m : λˆ−k,j 6= 0. (2.33)
Then we denote by nl the minimal one of all above numbers.
To be precise with respect to regularity we will make use of the Bessel potential spaces
Lp,r = 〈D〉−r Lp (see Section B.2). We can now state:
Theorem 2.17. Assume U0 ∈ S, the existence of a number n so that (Aˆn) and (Bˆn)
hold and that all eigenvalues µ = µ(ξ) are purely imaginary in Zext(N). Define the
number nl as above. Then the following L
p-Lq decay estimates hold for solutions U to
the initial value problem for (2.2):
For dual indices q, 1 < p ≤ 2 we obtain the estimates
‖φext(D)U‖Lq .

(1 + t)−
1
2(
1
p
− 1
q )‖U0‖Lp,rp , nl = −2,
(1 + t)−
1
2(
1
p
− 1
q )‖U0‖
Lp,r
nl
p
, nl ∈ N,
‖U0‖Lp,rp , nl =∞
with rp =
1
p
− 1
q
and rnlp =
(
1 + nl
2
) (
1
p
− 1
q
)
.
Remark 2.16. 1. We obtain no decay if there is an eigenvalue of the form
µj(ξ) = iλˆ1,jξ + iIm λˆ0,j with a λˆ1,j ∈ R in Zext(N).
Noting once more that the Cauchy problem for the wave equation (transformed to a
first-order system for the usual energy) fits into this case, we should not expect a decay.
2. If all matrices Ai from (2.2) are from Rd×d, and if we have (Aˆ
′
n) instead of (Aˆn), then
only the cases nl =∞ and nl ∈ 2N0 + 1 can occur.
Proof. From Proposition 2.13 we have the solution representation
φext(D)U = F−1
(
T−1ext(ξ) diag(e
−µ1(ξ)t, . . . , e−µd(ξ)t)Text(ξ)φext(ξ)Uˆ0(ξ)
)
=
(
d∑
j,r=1
F−1
(
cjrk(ξ)e
−µj(ξ)tφext(ξ)Uˆ0,r(ξ)
))d
k=1
,
where cjrk = cjrk(ξ) are smooth functions with
|dmξ cjrk(ξ)| . |ξ|−m (2.34)
uniformly for all j, r, k and m = 0, 1 in Zext(N).
We will work with a dyadic decomposition of the phase space and therefore choose a
function ϕ ∈ C∞0 (R) such that suppϕ = {2−1 ≤ |ξ| ≤ 2}, ϕ(ξ) > 0 for 2−1 < |ξ| < 2
and ∞∑
m=−∞
ϕ(2−mξ) = 1 for ξ 6= 0.
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Such a function exists, a proof may be found in [BL76], Lemma 6.1.7. We use the
notations
ϕm(t, ξ) = ϕ(2
−m(1 + t)|ξ|) for m ∈ N and
ϕ0(t, ξ) = 1−
∞∑
m=1
ϕm(t, ξ).
We fix k, j and r and will now derive Lp-Lq decay estimates for the multipliers
F−1 (e−µj(ξ)tcjrk(ξ)φext(ξ)ϕm(t, ξ)ωˆ(ξ)) (2.35)
with ω ∈ S. First, we note that suppφext(·)ϕ0(t, ·) = ∅. Hence, we have to study the
above multipliers for m ≥ 1 only. They involve the eigenvalue µj = µj(ξ), and we
therefore fix a number qj by setting qj = ∞, unless there exists a k ∈ {−2} ∪ N with
λˆ−k,j 6= 0, in which case we choose qj to be the minimal one of these numbers. Note
that nl := maxj=1,...,d qj.
The L2-L2 estimate is given by∥∥F−1 (e−µj(ξ)tcjrk(ξ)φext(ξ)ϕm(t, ξ)ωˆ(ξ))∥∥L2 . ‖ω‖L2 , (2.36)
and we can thus turn to studying L1-L∞ estimates.
We will consider
Sm =
∥∥F−1 (e−µj(ξ)tcjrk(ξ)φext(ξ)ϕm(t, ξ))∥∥L∞ . (2.37)
With y = x/t we have
Sm . sup
y∈R
∣∣∣∣∫
R
ei tφy(ξ)ψm(ξ)dξ
∣∣∣∣
with real-valued and analytic functions
φy(ξ) =

−Im λˆ2,j ξ2 + (y − Re λˆ1,j)ξ − Im λˆ0,j +O(ξ−1), qj = −2,
(y − Re λˆ1,j)ξ − Im λˆ0,j − Im (aqj λˆ−qj ,j)ξ−qj +O(ξ−(qj+1)), qj ∈ N,
(y − Re λˆ1,j)ξ − Im λˆ0,j, qj =∞
for |ξ| → ∞ and smooth and complex-valued functions
ψm(ξ) = cjrk(ξ)φext(ξ)ϕm(t, ξ).
We concentrate first on the case qj = −2.
With the transformation (1 + t)ξ = 2mη and
φ˜y,m,t(η) = −Im λˆ2,j η2 +
(
y − Re λˆ1,j
)( 2m
1 + t
)−1
η +
(
2m
1 + t
)−2
O
((
2m
1 + t
η
)−1)
,
as well as
ψ˜m,t(η) = cjrk
(
2m
1 + t
η
)
φext
(
2m
1 + t
η
)
ϕ(|η|), (2.38)
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we obtain
Sm .
2m
1 + t
sup
y∈R
∣∣∣∣∣
∫
|η|∈[ 12 ,2]
eit(
2m
1+t)
2
φ˜y,m,t(η)ψ˜m,t(η) dη
∣∣∣∣∣ . 2m(1 + t)− 32 . (2.39)
In the latter we have applied for large times t ≥ 1 Corollary B.4 together with
|d2ηφ˜y,m,t(η)| =
∣∣∣∣∣2Im λˆ2,j +O
((
2m
1 + t
η
)−3)∣∣∣∣∣ ≥ c > 0.
The above estimate holds independently of y,m, t, and we have used that
∣∣ 2m
1+t
η
∣∣ ≥ N 
1 on the support of ψ˜m,t. With (2.34) and noting that |dξφext(ξ)| . |ξ|−1 we furthermore
have the boundedness of |dηψ˜m,t(η)| for |η| ∈
[
1
2
, 2
]
independently of m and t.
We proceed similarly for the case qj ∈ N. With
φ˜y,m,t(η) =
(
y − Re λˆ1,j
)( 2m
1 + t
)qj+1
η − Im (aqj λˆ−qj ,j)η−qj
+
(
2m
1 + t
)qj
O
((
2m
1 + t
η
)−(qj+1))
and
|d2ηφ˜y,m,t(η)| = |η|−(qj+2)
∣∣∣∣∣qj(qj + 1)Im (aqj λˆ−qj ,j) +O
((
2m
1 + t
η
)−1)∣∣∣∣∣ ≥ c > 0
we obtain
Sm .
2m
1 + t
sup
y∈R
∣∣∣∣∣
∫
|η|∈[ 12 ,2]
eit(
t+1
2m )
qj φ˜y,m,t(η)ψ˜m,t(η) dη
∣∣∣∣∣ . 2m(1+ qj2 )(1 + t)−( 32+ qj2 ). (2.40)
For qj =∞ we have
Sm . 2m(1 + t)−1.
The above considerations yield together with the L2-L2 estimates (2.36) and the Riesz-
Thorin interpolation theorem∥∥F−1 (e−µj(ξ)tcjrk(ξ)φext(ξ)ϕm(t, ξ)ωˆ(ξ))∥∥Lq
.

2m(
1
p
− 1
q )(1 + t)−
3
2(
1
p
− 1
q )‖ω‖Lp , qj = −2,
2m(1+
qj
2 )(
1
p
− 1
q )(1 + t)−(
3
2
+
qj
2
)( 1p− 1q )‖ω‖Lp , qj ∈ N,
2m(
1
p
− 1
q )(1 + t)−(
1
p
− 1
q )‖ω‖Lp , qj =∞
for dual indices q, 1 ≤ p ≤ 2.
Taking account of the fact that for any fixed t we have ϕmϕl ≡ 0 for |m− l| > 1, we can
replace ω in the above estimates by
ωm = F−1 ([ϕm−1(t, ξ) + ϕm(t, ξ) + ϕm+1(t, ξ)] ωˆ(ξ)) (ϕ−1 ≡ 0).
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We restrict again first to the case qj = −2.
Substituting appropriately and summing up, we arrive at
(1 + t)
1
q
−1
∥∥∥∥F−1(e−µj( ξ1+t)tcjrk ( ξ1 + t
)
φext
(
ξ
1 + t
)
ωˆ
(
ξ
1 + t
))∥∥∥∥
B0q2
. (1 + t)−
3
2(
1
p
− 1
q )(1 + t)
1
p
−1
∥∥∥∥F−1(ωˆ( ξ1 + t
))∥∥∥∥
Brp2
with regularity r = 1
p
− 1
q
. With the use of the embeddings B0q2 ↪→ Lq, 2 ≤ q <∞, and
Lp,s ↪→ Bsp2, s ∈ R, 1 < p ≤ 2, (see e.g. [BL76], Theorem 6.4.4) we finally obtain∥∥F−1 (e−µj(ξ)tcjrk(ξ)φext(ξ)ωˆ(ξ))∥∥Lq
. (1 + t)−
3
2(
1
p
− 1
q )(1 + t)
1
p
−1
∥∥∥∥F−1(〈ξ〉r ωˆ( ξ1 + t
))∥∥∥∥
Lp
. (1 + t)−
1
2(
1
p
− 1
q ) ‖ω‖Lp,r
for dual indices q, 1 < p ≤ 2. The cases qj ∈ N and qj =∞ are treated analogously, and
noting that nl = maxj=1,...,d qj, we have proved our assertions.
2.4.2.2. The case of no purely imaginary eigenvalues
For the case (ii) we define a decay- and regularity-determining number nl as the minimal
one of all even numbers m ∈ {−2} ∪ 2N0 with
∀j ∈ {1, . . . , d}∃k ∈ 2N0 with k ≤ m+ 2 : Re λˆ2−k,j > 0.
Theorem 2.18. Assume U0 ∈ S, the existence of a number n so that (Aˆn) and (Bˆn) hold
and that all eigenvalues µ = µ(ξ) have a positive real part in the whole zone Zext(N).
Define the number nl as above. Then the following L
p-Lq decay estimates hold for solu-
tions U to the initial value problem for (2.2):
For dual indices q, 1 < p ≤ 2 we obtain in the cases nl ≤ 0
‖φext(D)U‖Lq . e−ct‖U0‖Lp,rp (2.41)
with a positive constant c, rp =
1
p
− 1
q
, and in the cases nl > 0
‖φext(D)U‖Lq ≤ Cα(1 + t)−
α
nl ‖U0‖Lp,r˜αp
with an arbitrary α ≥ 0, an α-dependent constant Cα and r˜αp =
(
1
p
− 1
q
)
+ α.
Remark 2.17. 1. An exponential stability, i.e., the estimate (2.41), is the natural result
for practical useful cases. It is of course always obtained for parabolic systems of type
(2.2).
2. For the cases nl > 0 we have the more decay the more regularity we postulate (cf.
Example 2.3). Note further that such a phenomenon can be observed only if there is no
purely imaginary eigenvalue involved.
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Proof. We can follow the lines of the proof of Theorem 2.17. Once again we want to
derive Lp-Lq decay estimates for Fourier multipliers of type (2.35). We can, with the
same arguments as before, restrict to m ≥ 1 and define a number pj ∈ {−2} ∪ 2N0
as the minimal one of all numbers k ∈ {−2} ∪ 2N0 for which Re λˆ−k,j > 0. Note that
nl = maxj=1,...,d pj.
The L2-L2 estimates are in the cases pj ≤ 0 given by∥∥F−1 (e−µj(ξ)tcjrk(ξ)φext(ξ)ϕm(t, ξ)ωˆ(ξ))∥∥L2 . e−ct‖ω‖L2
with a positive constant c.
In the cases pj > 0 we arrive with a constant cj > 0, an arbitrary α ≥ 0 and an
α-dependent (universal) positive constant Cα at∥∥F−1 (e−µj(ξ)tcjrk(ξ)φext(ξ)ϕm(t, ξ)ωˆ(ξ))∥∥L2
≤ Cα
(
2m
1 + t
)α
t
− α
pj
∥∥∥ξ−αt αpj e−cjξ−pj tωˆ(ξ)∥∥∥
L2
≤ Cα
(
2m
1 + t
)α
t
− α
pj ‖ω‖L2
for times t ≥ 1. Hence, we have for arbitrary t > 0
∥∥F−1 (e−µj(ξ)tcjrk(ξ)φext(ξ)ϕm(t, ξ)ωˆ(ξ))∥∥L2 ≤ Cα2mα(1 + t)−
(
α+ α
pj
)
‖ω‖L2 . (2.42)
For the corresponding L1-L∞ estimates we proceed as before and consider terms as in
(2.37). We obtain
Sm ≤ Cα
(
2m
1 + t
)α ∫
|ξ|∈
[
2m−1
1+t
, 2
m+1
1+t
] ∣∣ξ−αe−µj(ξ)t∣∣ dξ. (2.43)
In the cases pj ≤ 0 we get (choosing α = 0)
Sm . 2me−ct.
In the cases pj > 0 we estimate for large times t ≥ 1
Sm ≤ Cα
(
2m
1 + t
)α ∫ 2m+1
1+t
2m−1
1+t
ξ−αe−cjξ
−pj tdξ.
With the help of the substitution cjξ
−pj t = ν we rewrite the above as
Sm ≤ Cα
(
2m
1 + t
)α
t
− α
pj t
1
pj
∫ cj( 1+t2m−1 )pj t
cj( 1+t2m+1 )
pj t
ν
− 1
pj ν
α
pj
−1
e−νdν
≤ Cα
(
2m
1 + t
)1+α
t
− α
pj Γ(α/pj) ≤ Cα
(
2m
1 + t
)1+α
t
− α
pj .
In the latter we need α > 0 in order for Γ(α/pj) to be finite. However, we have from
(2.43) for any α ≥ 0 and any t > 0
Sm ≤ Cα2m(1+α)(1 + t)−(1+α).
43
2. Some considerations for a class of linear second-order systems in 1D
Hence, we obtain in the cases pj ≤ 0 the L1-L∞ estimates∥∥F−1 (e−µj(ξ)tcjrk(ξ)φext(ξ)ϕm(t, ξ)ωˆ(ξ))∥∥L∞ . 2me−ct‖ω‖L1
and in the cases pj > 0∥∥F−1 (e−µj(ξ)tcjrk(ξ)φext(ξ)ϕm(t, ξ)ωˆ(ξ))∥∥L∞ ≤ Cα2m(1+α)(1 + t)−
(
1+α+ α
pj
)
‖ω‖L1 .
Applying the Riesz-Thorin interpolation theorem yields the Lp-Lq decay estimates∥∥F−1 (e−µj(ξ)tcjrk(ξ)φext(ξ)ϕm(t, ξ)ωˆ(ξ))∥∥Lq . 2m( 1p− 1q )e−ct‖ω‖Lp
in the cases pj ≤ 0 and∥∥F−1 (e−µj(ξ)tcjrk(ξ)φext(ξ)ϕm(t, ξ)ωˆ(ξ))∥∥Lq≤Cα2m(( 1p− 1q )+α)(1 + t)−
(
( 1p− 1q )+α+ αpj
)
‖ω‖Lp
in the cases pj > 0 for dual indices q, 1 ≤ p ≤ 2. Analogous arguments as at the end of
the proof of Theorem 2.17 imply the assertions of Theorem 2.18.
An immediate consequence of the above considerations is:
Corollary 2.19. Let all assumptions of Theorem 2.18 be satisfied and assume nl > 0.
Then we have:
‖φext(D)U‖Lq ≤ Cα(1 + t)−
α
nl
( 1p− 1q )‖U0‖Lp,rαp
with an arbitrary α ≥ 0, an α-dependent constant Cα, 1 < p ≤ 2, 1p + 1q = 1 and
rαp = (1 + α)
(
1
p
− 1
q
)
.
Remark 2.18. In contrary to Theorem 2.18 we obtain (for positive α) almost no decay
for dual values q, 1 < p ≤ 2, p, q ≈ 2, but also need almost no regularity.
Proof. The statement of Corollary 2.19 follows from setting α = 0 in the L2-L2 estimate
(2.42) and repeating arguments of the proof of Theorem 2.18.
Up to now we have neglected that the eigenvalues might have non-vanishing and helpful
imaginary parts in the cases nl > 0 (The estimates (2.41) can not be improved.). Let us
therefore define a number n˜l as n˜l := maxj=1,...,d nl,j with nl,j = min(pj, qj), qj (replace
λˆ−k,j 6= 0 by Im (a−kλˆ−k,j) 6= 0) and pj defined as in the proofs of the Theorems 2.17
and 2.18, respectively.
Corollary 2.20. Let all assumptions of Theorem 2.18 be satisfied and assume nl > 0.
Then we have with 1 < p ≤ 2 and 1
p
+ 1
q
= 1 for n˜l ∈ {−2, 0}
‖φext(D)U‖Lq . (1 + t)−
1
2(
1
p
− 1
q )‖U0‖Lp,rp ,
rp =
1
p
− 1
q
, and for n˜l ∈ N
‖φext(D)U‖Lq . (1 + t)−
1
2(
1
p
− 1
q )‖U0‖
Lp,r
n˜l
p
with rn˜lp = (1 +
n˜l
2
)
(
1
p
− 1
q
)
.
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Remark 2.19. In comparison with Corollary 2.19 we need less regularity for the same
decay in the cases α = nl
2
and n˜l < nl.
Proof. We can do in the cases qj < pj exactly the same calculations as in the proof of
Theorem 2.17 for the cases qj = −2 and qj ∈ N. In particular, the estimates (2.39) and
(2.40) hold in this situation as well. The only change to before is that the functions
ψ˜m,t = ψ˜m,t(η) in (2.38) should be replaced by
ψ˜m,t(η) = cjrk
(
2m
1 + t
η
)
φext
(
2m
1 + t
η
)
ϕ(|η|)e−Reµj( 2
m
1+t
η)t.
Nevertheless,
∫
|η|∈[ 1
2
,2]
∣∣∣dηψ˜m,t(η)∣∣∣ dη is still bounded independently of m and t.
We finish this section by giving an example for an equation fitting into the case nl > 0:
Example 2.3. Let us consider the Cauchy problem
ut + a1ux + P (D)u = 0, u(0, x) = u0(x)
with a1 ∈ R and P (D) being a pseudodifferential operator with the symbol
P (ξ) =
{
0, |ξ| ≤ N/2,
ia−1ξ−1 + . . .+ ia−(nl−1)ξ
−(nl−1) + a−nlξ
−nl +O(ξ−(nl+1)), |ξ| ≥ N,
a−j ∈ R, a−nl > 0.
The above equation (which certainly does not fit into our model, but is representative
for large frequencies) involves in some sense a very small mass term, which, if we only
assume the usual regularity from the data (i.e., α = 0), leads to no decay for large
frequencies.
However, if we have additional regularity from the data, then the amplitude is decaying
stronger (compare with the solution representation
φext(D)u(t, x) = F−1
(
〈ξ〉−β e−µ(ξ)tφext(ξ)F
(
〈Dx〉β u0
))
with µ(ξ) = ia1ξ + ia−1ξ−1 + . . . + ia−(nl−1)ξ
−(nl−1) + a−nlξ
−nl + O(ξ−(nl+1))), i.e., we
have more decay.
2.4.2.3. The mixed case
Here, i.e., in case (iii), we just need to combine the previous considerations.
Define a number n1 like the number nl in Section 2.4.2.1 for the purely imaginary
eigenvalues and a number n2 like n˜l before Corollary 2.20 in Section 2.4.2.2 for the
eigenvalues with a positive real part for all ξ ∈ Zext(N). We set nl := max(n1, n2).
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Corollary 2.21. We assume U0 ∈ S, the existence of a number n so that (Aˆn) and
(Bˆn) hold and that there are purely imaginary eigenvalues µ = µ(ξ) in Zext(N) and
some having a positive real part in the whole zone Zext(N). Define the number nl as
above. Then the following Lp-Lq decay estimates hold for solutions U to the initial value
problem for (2.2):
For dual indices q, 1 < p ≤ 2 we obtain the estimates
‖φext(D)U‖Lq .

(1 + t)−
1
2(
1
p
− 1
q )‖U0‖Lp,rp , nl ≤ 0,
(1 + t)−
1
2(
1
p
− 1
q )‖U0‖
Lp,r
nl
p
, nl ∈ N,
‖U0‖Lp,rp , nl =∞
with rp =
1
p
− 1
q
and rnlp =
(
1 + nl
2
) (
1
p
− 1
q
)
.
2.4.3. Lp-Lq decay estimates for bounded frequencies away from
zero
We immediately obtain from Proposition 2.14:
Theorem 2.22. We assume U0 ∈ S and (C). Then we have for solutions U to the
initial value problem for (2.2) the estimate
‖φmid(D)U‖Lq . e−ct‖U0‖Lp
with a positive constant c, 1 ≤ p ≤ 2 and 1
p
+ 1
q
= 1.
2.5. Diffusion phenomena
The system (2.2) includes hyperbolic-parabolic coupled systems, like they appear for
instance in thermoelasticity. It is certainly of interest whether we can prove, similar to
our observations for the Cauchy problem of the damped wave equation in Section 1.3,
an asymptotic underlying parabolic structure for the corresponding Cauchy problems of
such systems.
First, it is natural to prove diffusion phenomena for the decay-determining region of
the phase space. As we have seen in Section 2.4 this region might, under the imposed
assumptions, be given by Zint(σ), the region of small frequencies, or Zext(N), the region
of large frequencies. The region of small frequencies is the one usually determining the
decay of the solution to the Cauchy problem of system (2.2). That will be assumed in
Section 2.5.1. However, we will consider the case that the large frequencies determine
the decay as well in Section 2.5.2.
We are looking for an underlying parabolic structure for large times t and should there-
fore restrict onto the cases, where all eigenvalues have a positive real part in Zint(σ)\{0}
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or Zext(N), respectively. It is moreover natural to exclude the cases in which we obtain
an exponential decay already.
A diffusion phenomenon is then obtained if we can prove for an appropriate reference
system (compare to (1.14)) a result as in (1.15).
2.5.1. Diffusion phenomena for small frequencies
We assume that the decay of the solution to the Cauchy problem of system (2.2) is
determined by the small frequencies and thus restrict our view to Zint(σ) = {|ξ| ≤ σ 
1}. We suppose that the assumptions of Theorem 2.16 hold, restrict to the situations,
where all eigenvalues µj = µj(ξ) have a positive real part in Zint(σ)\{0} and neglect the
cases in which we obtain an exponential decay, i.e., in which the number ns from Section
2.4.1 vanishes.
With the help of the finite numbers pj from Section 2.4.1 and ms := maxj=1,...,d pj,
ns = maxj=1,...,d min{pj, qj} ≤ ms, we can define our reference system:
Let W = W (t, x) be the solution to the following problem: Wt +
ms∑
k=0
akMk∂
k
xW = 0,
W (0, x) = L˜(c) · . . . · L˜(0)U0(x),
(2.44)
where ak = (−1)bk/2c, and the matrices Mk are diagonal matrices Mk =
diag(m
(k)
1 , . . . ,m
(k)
d ) with m
(k)
j = 0 if k > pj and m
(k)
j = λk,j otherwise. The matri-
ces L˜(i) are taken from the diagonalization procedure in Section 2.2.2.1, c is the number
from (2.21), and U0 is the initial data from (2.3).
Lemma 2.23. If we assume that U0 ∈ Hs, s ∈ R, then there exists a (in C([0,∞),S ′))
unique solution to (2.44) with regularity
W ∈ C([0,∞), Hs).
Proof. The assertion follows directly from the solution representation
W (t, x) = F−1ξ→x
(
diag
(
e−µ˜1(ξ)t, . . . , e−µ˜d(ξ)t
)
L˜(c) · . . . · L˜(0)Uˆ0(ξ)
)
, (2.45)
where the µ˜j are given by µ˜j(ξ) = λ0,j + iλ1,jξ + . . .+ λpj ,j ξ
pj , i.e., they take the values
of the corresponding µj(ξ) from Lemma 2.6 when neglecting the O(ξpj+1)-terms.
With φint denoting the same cut-off function as in Section 2.4 we can now state:
Theorem 2.24. We assume U0 ∈ S, the existence of a number n so that (An) and (Bn)
hold and that all eigenvalues µj = µj(ξ) have a positive real part in Zint(σ)\{0}. Assume
ns to be positive and define the number ms as above.
Then we obtain for the solution U to the Cauchy problem of system (2.2) the estimate∥∥∥φint(D)(U − R˜(0) · . . . · R˜(c)W)∥∥∥
Lq
. (1 + t)−
1
ns
( 1p− 1q )− 1ms ‖U0‖Lp ,
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where 1 ≤ p ≤ 2, 1
p
+ 1
q
= 1 and the matrices R˜(i) (from Section 2.2.2.1) are the inverse
ones to L˜(i).
Proof. For the solution of (2.44) we have the solution representation given by (2.45).
Further, Proposition 2.9 tells us that for the solution V (t, ξ) = F(U)(t, ξ) of the Cauchy
problem for (2.4) we have in Zint(σ) the representation
V (t, ξ) = T−1int (ξ) diag
(
e−µ1(ξ)t, . . . , e−µd(ξ)t
)
Tint(ξ)Uˆ0(ξ).
We know that
Tint(ξ) = L+ P1(ξ) and T
−1
int (ξ) = R + P2(ξ),
where L := L˜(c) · . . . · L˜(0), R := R˜(0) · . . . · R˜(c) and Pi(ξ) = O(ξ) for ξ → 0.
Hence,
φint(D) (U −RW ) = F−1
(
φint(ξ)
(
V (t, ξ)−RWˆ (t, ξ)
))
can be written as the sum of:
(i) F−1
(
φint(ξ)
(
R diag
(
e−µ1(ξ)t − e−µ˜1(ξ)t, . . . , e−µd(ξ)t − e−µ˜d(ξ)t)L Uˆ0(ξ))),
(ii) F−1
(
φint(ξ)
(
R diag
(
e−µ1(ξ)t, . . . , e−µd(ξ)t
)
P1(ξ)Uˆ0(ξ)
))
,
(iii) F−1
(
φint(ξ)
(
P2(ξ) diag
(
e−µ1(ξ)t, . . . , e−µd(ξ)t
)
(L+ P1(ξ))Uˆ0(ξ)
))
.
The components of (i) are given by
Ik = F−1
(
d∑
j,r=1
cjrk
(
e−µj(ξ)t − e−µ˜j(ξ)t)φint(ξ)Uˆ0,r(ξ)) ,
where cjrk are constants and Uˆ0 = (Uˆ0,1, . . . , Uˆ0,d)
T . To estimate these we make use of
the fact that we can write
e−µj(ξ)t − e−µ˜j(ξ)t = −rj(ξ)t e−µ˜j(ξ)t
∫ 1
0
e−rj(ξ)tsds,
with rj = rj(ξ) denoting the O(ξpj+1)-terms from Lemma 2.6 for the corresponding
µj(ξ), and thus obtain as a L
1-L∞ estimate
‖Ik‖L∞ . (1 + t)−
1
ns
− 1
ms ‖U0‖L1
and as a L2-L2 estimate
‖Ik‖L2 . (1 + t)−
1
ms ‖U0‖L2 .
This gives after interpolation
‖Ik‖Lq . (1 + t)−
1
ns
( 1p− 1q )− 1ms ‖U0‖Lp
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for 1 ≤ p ≤ 2 and 1
p
+ 1
q
= 1.
The components of (ii) and (iii) are of the form
Jk = F−1
(
d∑
j,r=1
cjrk(ξ)e
−µj(ξ)tφint(ξ)Uˆ0,r(ξ)
)
(2.46)
with cjrk(ξ) = O(ξ) for all j, r and k. By straightforward calculations we can derive, as
before, L1-L∞ and L2-L2 estimates, which yield after interpolation
‖Jk‖Lq . (1 + t)−
1
ns
( 1p− 1q )− 1ms ‖U0‖Lp
for dual indices 1 ≤ p ≤ 2 and q.
This proves the statement of the theorem.
Taking the estimates from Theorem 2.16 for 2 ≤ ns <∞ and
‖φint(D)W‖Lq . (1 + t)−
1
ns
( 1p− 1q )‖U0‖Lp
for 1 ≤ p ≤ 2 and 1
p
+ 1
q
= 1 into consideration, and thus that the difference, as stated
in Theorem 2.24, is decaying faster, we can state that the asymptotic profiles (at least
from the point of view of decay estimates) of solutions to the Cauchy problem of (2.2)
are given by solutions to (2.44).
Remark 2.20. In the case ns = 0, i.e., if we have an exponential decay for the solution
U to the Cauchy problem of system (2.2) from the region of small frequencies, we can
not expect a diffusion phenomenon. That conclusion may be obtained by noting that
the functions cjrk(ξ) = O(ξ) in the terms (2.46) have no essential helping character.
2.5.2. Diffusion phenomena for large frequencies
As we have mentioned in the beginning of Section 2.5 it may also be the region Zext(N) =
{|ξ| ≥ N  1} of large frequencies that is determining the non-exponential decay of
the solution to the Cauchy problem of (2.2). We assume now that this is the case and
restrict our view to this region of the phase space.
We suppose that the assumptions of Theorem 2.18 hold and neglect the cases nl ≤ 0.
Now we define a reference system as in the case of small frequencies by introducing for
each eigenvalue µj = µj(ξ) (compare to the proof of Theorem 2.18) a number pj as
the minimal one of all numbers k ∈ {−2} ∪ 2N0 with Re λˆ−k,j > 0 and observing that
nl = maxj=1,...,d pj:
Let W = W (t, x) be the solution to the problem:{
Wt + P (D)W = 0,
W (0, x) = ˆ˜L(cˆ) · . . . · ˆ˜L(0)U0(x),
(2.47)
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where P (D) is a pseudodifferential operator of at the most order two with the symbol
P (ξ) being a diagonal matrix with diagonal entries di(ξ) given by
di(ξ) =

iIm λˆ2,jξ
2 + iλˆ1,jξ + iIm λˆ0,j, |ξ| ≤ N/2,
iIm λˆ2,jξ
2 + iλˆ1,jξ + iIm λˆ0,j + iλˆ−1,jξ−1 + . . .
+iλˆ−(pj−1),jξ
−(pj−1) + λˆ−pj ,jξ
−pj , |ξ| ≥ N  1.
The matrices ˆ˜L(i) are taken from the diagonalization procedure in Section 2.2.3, cˆ is the
number from (2.27), and U0 is the initial data from (2.3).
The problem (2.47) is well-posed and with φext denoting the cut-off function from Section
2.4 we obtain with a similar proof to the one for Theorem 2.24:
Theorem 2.25. We assume U0 ∈ S, the existence of a number n so that (Aˆn) and (Bˆn)
hold and that all eigenvalues have a positive real part in Zext(N). We suppose that the
number nl is positive and obtain for the solution U to the Cauchy problem of system
(2.2) the estimate∥∥∥φext(D)(U − ˆ˜R(0) · . . . · ˆ˜R(cˆ)W)∥∥∥
Lq
≤ Cα(1 + t)−
α
nl
− 1
nl ‖U0‖Lp,r˜αp ,
where α ≥ 0 is arbitrary, Cα an α-dependent constant, 1 < p ≤ 2, 1p + 1q = 1, r˜αp =(
1
p
− 1
q
)
+ α and the matrices ˆ˜R(i) (from Section 2.2.3) are the inverse ones to ˆ˜L(i).
The asymptotic profiles (from the viewpoint of decay estimates) of solutions to the
Cauchy problem of (2.2) are thus given by solutions to (2.47).
2.6. Propagation of singularities
Let us now devote ourselves to the study of propagation of singularities for solutions U
to the Cauchy problem of (2.2).
We are first interested in so-called mild singularities, i.e., we propose for (linear com-
binations of) our initial data Hs-regularity everywhere and Hs+1-regularity everywhere
except at one point and are then interested in the propagation of this Hs+1-singularity.
Suppose now that the assumptions of Theorem 2.15 hold and thus that we have well-
posedness for the Cauchy problem of (2.2). Let us, keeping the practical applications
in view, assume moreover that the values λˆk,j from the asymptotic expansions of the
eigenvalues µj = µj(ξ) from Proposition 2.12, (ii) are all real. The latter is for instance
the case when (Aˆ
′
n) is satisfied instead of (Aˆn) and all matrices Ai from (2.2) are from
Rd×d. Now we introduce with
L := ˆ˜L(cˆ) · . . . · ˆ˜L(1) ˆ˜L(0),
where the above constant matrices are taken from the diagonalization procedure for
large frequencies in Section 2.2.3 and cˆ from (2.27), the vectors
W0 = (w0,1, . . . , w0,d)
T = LU0 and W = (w1, . . . , wd)
T = LU.
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It is our goal to prove the following result:
Theorem 2.26. We consider the Cauchy problem{
Ut + A0U + A1Ux − A2Uxx = 0,
U(0, x) = U0(x)
in R≥0 × R with Ai being real and constant d× d matrices.
Suppose that for some n the assumptions (Aˆ′n) and (Bˆn) hold together with (2.29). We
further assume that for a fixed s ∈ R we have for all j = 1, . . . , d
w0,j ∈
[
Hs(R) ∩Hs+1(R\{x0})
] \Hs+1(R). (2.48)
Then we have for j ∈ {1, . . . , d} with (cf. Proposition 2.12, (ii)):
λˆ2,j = 0: wj(t, ·) ∈
[
Hs(R) ∩Hs+1(R\{x0 + λˆ1,jt})
]
\Hs+1(R),
λˆ2,j > 0: wj(t, ·) ∈ Hs+1(R) ∩Hs+2(R\{x0 + λˆ1,kt : k ∈ K}),
K := {k ∈ {1, . . . , d} : λˆ2,k = 0},
for all t > 0.
Proof. The proof of Theorem 2.15 tells us that we feel singularities of the data only for
large frequencies ξ. It is therefore sufficient to study the solution representation from
Proposition 2.13.
In fact, from Proposition 2.13 we know that (after reordering) the components of U˜ext =
(u˜ext,1, . . . , u˜ext,d)
T = F−1 (φext(ξ)Text(ξ)V (t, ξ)) are solutions of
(∂t − λˆ2,j∂2x)u˜ext,j + λˆ1,j∂xu˜ext,j + aj(D)u˜ext,j = 0, j = 1, . . . , j1,
(∂t + λˆ1,j∂x)u˜ext,j + bj(D)u˜ext,j = 0, j = j1 + 1, . . . , d,
U˜ext(0, x) = F−1 (φext(ξ)Text(ξ)F (U0) (ξ)) ,
j1 ∈ {0, . . . , d} (We of course reorder the initial data as above.).
For the first j1 equations we assume λˆ2,j to be positive. For the remaining ones λˆ1,j
may take any real value. By including an appropriate cut-off function ψ with ψ ≡ 1 on
suppφext into the symbols, we can assume that aj, bk ∈ Ψ01,0(R) for all j = 1 . . . , j1 and
k = j1 + 1 . . . , d.
Taking into account that
U˜ext(0, x) = φext(D)W0 + φ
(1)
ext(D)W0
with each element of φ
(1)
ext belonging to Ψ
−1
1,0(R), we have exactly the same behavior for
the components of U˜ext(0, x) as assumed for the ones of W0 in (2.48).
By applying the classical theory of linear parabolic and hyperbolic problems (cf. [CP82,
Rau91]) we immediately conclude in the cases j = 1, . . . , j1
u˜ext,j ∈ C∞((0,∞)× R) (2.49)
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and in the cases j = j1 + 1, . . . , d
u˜ext,j(t, ·) ∈
[
Hs(R) ∩Hs+1(R\{x0 + λˆ1,jt})
]
\Hs+1(R).
Note for the latter that we can write
u˜ext,j(t, x) = Pt(D)F−1
(
e−iλˆ1,jξt ˆ˜uext,j(0, ξ)
)
,
where Pt ∈ Ψ01,0(R) is an elliptic operator and that it also holds true if λˆ1,j = 0.
The results now follow immediately from the fact that
φext(D)W = U˜ext + φ
(2)
ext(D)U˜ext,
where each element of φ
(2)
ext belongs to Ψ
−1
1,0(R).
Remark 2.21. 1. In general, for such j with λˆ2,j > 0 we can not say that
wj(t, ·) /∈ Hs+2loc ({x0 + λˆ1,kt}) for a k ∈ K = {k ∈ {1, . . . , d} : λˆ2,k = 0}. (2.50)
That actually depends on the looks of T−1 in the expansion
LT−1ext(ξ) = I + iξ
−1T−1 +O(ξ−2). (2.51)
Hence, (2.50) holds true only if the entry tjk of T−1 = (tlm)
d
l,m=1 is not vanishing.
2. In the case that λˆ2,j > 0 for all j = 1, . . . , d we even obtain
U ∈ C∞((0,∞)× R),
which is due to the fact that this condition guarantees that the system given in (2.2)
is a parabolic one. If the assumptions of Theorem 2.26 hold together with λˆ2,j = 0 for
all j = 1, . . . , d, then the system given in (2.2) is a purely hyperbolic one and thus the
obtained results should be expected (cf. [Bea89]).
With the above proof we can moreover immediately conclude the following result:
Corollary 2.27. We consider the Cauchy problem from Theorem 2.26. Suppose that for
some n the assumptions (Aˆ′n) and (Bˆn) hold together with (2.29). We further assume
that for a fixed s ∈ R and an integer m ≥ 1 we have for all j = 1, . . . , d
w0,j ∈
[
Hs(R) ∩Hs+m(R\{x0})
] \Hs+1(R).
Then we have, using K := {k ∈ {1, . . . , d} : λˆ2,k = 0}, for j ∈ {1, . . . , d} with:
λˆ2,j = 0: wj(t, ·) ∈ Hs(R) ∩Hs+m(R\{x0 + λˆ1,kt : k ∈ K}),
wj(t, ·) ∈ Hs+1loc ({x0 + λˆ1,kt})\Hs+2loc ({x0 + λˆ1,kt}), k ∈ K with λˆ1,k 6= λˆ1,j,
wj(t, ·) /∈ Hs+1loc ({x0 + λˆ1,jt}),
λˆ2,j > 0: wj(t, ·) ∈ Hs+1(R) ∩Hs+m+1(R\{x0 + λˆ1,kt : k ∈ K}),
wj(t, ·) /∈ Hs+2loc ({x0 + λˆ1,kt}), k ∈ K,
for all t > 0, assuming that tjk 6= 0 for all k ∈ K, k 6= j, and T−1 = (tlm)dl,m=1 from
(2.51).
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The next corollary can be proved by using induction on m in Corollary 2.27 together
with (2.2) to deduce regularity of the solutions in the t-variable.
Corollary 2.28. We consider once more the Cauchy problem from Theorem 2.26. Sup-
pose that for some n the assumptions (Aˆ′n) and (Bˆn) hold together with (2.29). We
further assume that for a fixed s ∈ R
U0 ∈ Hs(R) ∩ C∞(R\{x0}).
Then we obtain
U ∈ C∞(((0,∞)× R)\{(t, x0 + λˆ1,kt) : t > 0, k ∈ K})
with K = {k ∈ {1, . . . , d} : λˆ2,k = 0}.
2.7. Generalizations
More general systems in physical space
Instead of systems as in (2.2) we could more generally study linear mth-order systems
Ut +
m∑
k=0
akAk∂
k
xU = 0 (2.52)
for d-dimensional unknowns U = U(t, x), where (t, x) ∈ R>0×R, ak = (−1)bk/2c and all
matrices Ak are complex and constant.
We can apply our diagonalization procedure to systems of type (2.52), work with the
same hierarchy of conditions and should then discuss in what way the results mentioned
in this chapter have to be altered to fit the above situation.
More general systems in phase space
We can moreover apply our diagonalization procedure to systems of the form
Vt +
ms∑
k=0
bkξ
kAkV +Rs(ξ)V = 0 (2.53)
or
Vt +
ml∑
k=0
bn−kξn−kAn−kV +Rl(ξ)V = 0 (2.54)
in the regions Zint(σ) of small frequencies or Zext(N) of large frequencies, respectively.
Here bk = 1 for even and bk = i for odd k. The matrices Ak are complex and constant,
n ∈ Z, Rs(ξ) = O(ξms+1) for ξ → 0 and Rl(ξ) = O(ξn−ml−1) for |ξ| → ∞.
Remark 2.22. Note that we could rewrite systems as in (2.4) (or the equivalent ones
to (2.52) in phase space) in a neighborhood of any fixed frequency ξ0 into one as in
(2.53) by shifting ξ0 to the origin (i.e., we write ξ = ξ − ξ0 + ξ0 =: ζ + ξ0 and obtain a
system as in (2.53) in a neighborhood of ζ = 0). Thus, we are able to derive solution
representations in neighborhoods of ‘problematic’ frequencies ξ0.
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2. Some considerations for a class of linear second-order systems in 1D
Non-fully diagonalizable systems
In Section 2.2.2.4 we have given some remarks on non-fully diagonalizable systems (2.4)
for small frequencies. Solution representations as in (2.25) (note that we can apply Gron-
wall’s lemma to derive useful estimates) together with the information on the asymptotic
behavior of the eigenvalues are in a lot of cases sufficient to derive results on decay es-
timates and diffusion phenomena. For a detailed example we refer to Section 3.3.
Note that analogous considerations hold true for non-fully diagonalizable systems (2.4)
for large frequencies as well, and hence we are able to derive in many cases well-
posedness/ regularity results and results on the propagation of singularities. However,
details shall - due to the fact that they are not needed for the applications that we have
in mind - not be discussed here.
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3. Applications to parabolic structured
models with and without dissipation
or mass
In this chapter we will apply the results of the foregoing one to thermoelasticity models
of type 1, i.e., the classical model, type 2 and 3 and to second sound models in one
space dimension with and without dissipation or mass terms that are not necessarily of
parabolic type but have a parabolic structure from the point of view of decay estimates.
The first step is always to transform the Cauchy problem for the considered thermoe-
lasticity model into one for a system of type (2.2) or type (2.4) (or at least into one for
a system appearing in Section 2.7) by introducing a proper vector function. There is no
general concept for the choice of that vector function. This will have to be discussed for
each single model separately.
We start off by running through the results of the foregoing chapter for all above men-
tioned problems without any lower order terms in detail.
3.1. Thermoelasticity models without dissipation or
mass
The results of the following section were obtained by Wang and introduced to the author
in a private communication.
3.1.1. Classical thermoelasticity
We are examining the Cauchy problem for the hyperbolic-parabolic coupled system of
classical thermoelasticity, i.e.,
utt − αuxx + γ1θx = 0,
θt − κθxx + γ2utx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x),
(3.1)
with the positiveness assumptions α, κ, γ1γ2 > 0 for the constant coefficients.
With the use of U = (u+, u−, θ)T , u± = ut±
√
αux, we equivalently transform (3.1) into
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the initial value problem{
Ut + A1Ux − A2Uxx = 0,
U(0, x) = U0(x) = (u1 +
√
α u′0, u1 −
√
α u′0, θ0)
T
(3.2)
with the matrices
A1 =
−
√
α 0 γ1
0
√
α γ1
γ2
2
γ2
2
0
 and A2 = diag(0, 0, κ).
Setting d = 3, (3.2) is a Cauchy problem for a system of type (2.2) with matrices A1
and A2 from Rd×d. We apply partial Fourier transformation and obtain for V (t, ξ) =
Fx→ξ(U(t, ·))(ξ) the system
Vt + (iξA1 + ξ
2A2)V = 0. (3.3)
In the following section we will follow the lines of our considerations in Section 2.2 closely
and calculate all appearing matrices in the diagonalization procedure explicitly.
3.1.1.1. The diagonalization procedure
Diagonalization for small frequencies
We are considering (3.3) in Zint(σ) = {|ξ| ≤ σ  1}.
Step 0: Diagonalization modulo O(ξ)-terms
The matrix A0 is identically zero. Therefore we have
λ0,1 = λ0,2 = λ0,3 = 0, L˜
(0) = R˜(0) = I,
and we are practically skipping step 0 of the procedure. We are thus starting from
system (2.9) with V˜ (0) = V ,
Λ0 ≡ 0 and A˜(0)i = Ai.
Step 1: Diagonalization modulo O(ξ2)-terms
Substep 1: Having formula (2.11) in mind we choose the matrix K(1) to be identically
zero,
K(1) ≡ 0,
or equivalently V (1) = V˜ (0) = V . Hence, the matrices in (2.10) are given by
A
(1)
i = A˜
(0)
i = Ai and A
(1)
3 ≡ 0.
Substep 2: The matrix A
(1)
1 = A1 is symmetrizable with the eigenvalues
λ1,1 = −
√
α + γ1γ2 < λ1,2 = 0 < λ1,3 =
√
α + γ1γ2 (3.4)
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and matrices
L˜(1) =
−
γ2
2
a+ −γ22 a− γ1γ2
γ2 −γ2 2
√
α
γ2
2
a−
γ2
2
a+ γ1γ2
 , R˜(1) = 1
2(α + γ1γ2)

− γ1
a−
γ1
γ1
a+
− γ1
a+
−γ1 γ1a−
1
√
α 1
 ,
a± =
√
α + γ1γ2±
√
α, of corresponding left and right eigenvectors (The above matrices
are of course just one possible choice.).
The eigenvalues in (3.4) are distinct. Hence, (A′1) and (B1) are satisfied, and we have full
diagonalizability of (3.3) for small frequencies. We will now go on with the procedure long
enough to obtain necessary information on the asymptotic behavior of the eigenvalues
of the coefficient matrix from (3.3).
The matrices in system (2.14) for V˜ (1) = L˜(1)V (1) are given by
Λ1 = diag(λ1,1, λ1,2, λ1,3), A˜
(1)
2 =
κ
2(α + γ1γ2)
γ1γ2 γ1γ2
√
α γ1γ2
2
√
α 2α 2
√
α
γ1γ2 γ1γ2
√
α γ1γ2
 , A˜(1)3 ≡ 0,
i.e., V˜ (1) satisfies
V˜
(1)
t + (iξΛ1 + ξ
2A˜
(1)
2 )V˜
(1) = 0. (3.5)
Step 2: Diagonalization modulo O(ξ3)-terms
From the fact that (A′1) and (B1) hold and looking at the diagonal entries of A˜
(1)
2 we
know (without calculation) that there exists a matrix K(2) so that the vector V˜
(2) =
(I + iξK(2))V˜
(1) satisfies the system (3.7). Let us nevertheless carry out the procedure
in detail.
Substep 1: We choose, due to the fact that Λ0 = 0,
K(1 12)
≡ 0.
Hence, the matrices in system (2.15) for V (1
1
2) = V˜ (1) are given by
A
(1 12)
2 = A˜
(1)
2 and A
(1 12)
3 ≡ 0.
Substep 2: The matrix K(2), with which we finish the diagonalization modulo O(ξ3), is
given by
K(2) =
κ
4(α + γ1γ2)
3
2
 0 2γ1γ2
√
α γ1γ2
−4√α 0 4√α
−γ1γ2 −2γ1γ2
√
α 0
 . (3.6)
The matrix
A
(2)
2 =
κ
2(α + γ1γ2)
diag(γ1γ2, 2α, γ1γ2) =: Λ2
in system (2.18) for V (2) = (I + iξK(2))V
(1 12) is thus already diagonal and A
(2)
3 = O(ξ3).
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Substep 3: We have
λ2,1 =
κγ1γ2
2(α + γ1γ2)
, λ2,2 =
ακ
α + γ1γ2
, λ2,3 =
κγ1γ2
2(α + γ1γ2)
, L˜(2) = R˜(2) = I,
and V˜ (2) = V (2) satisfies
V˜
(2)
t +
(
iξΛ1 + ξ
2Λ2 + A˜
(2)
3
)
V˜ (2) = 0 (3.7)
with A˜
(2)
3 = O(ξ3) for ξ → 0. A further diagonalization is not necessary for our purposes.
Proposition 3.1. (i) The characteristic roots µj = µj(ξ) of the coefficient matrix
A(ξ) = iξA1 + ξ
2A2 from (3.3) behave for |ξ| ≤ σ  1 as
µ1,3(ξ) = ∓i
√
α + γ1γ2 ξ +
κγ1γ2
2(α + γ1γ2)
ξ2 +O(ξ3),
µ2(ξ) =
ακ
α + γ1γ2
ξ2 +O(ξ3).
(ii) The solution to the Cauchy problem of (3.3) has in Zint(σ) = {|ξ| ≤ σ  1} the
representation
V (t, ξ) = T−1int (ξ) diag(e
−µ1(ξ)t, e−µ2(ξ)t, e−µ3(ξ)t)Tint(ξ)Uˆ0(ξ),
where Tint(ξ) = L˜(ξ)(I + iξK(2))L˜
(1) with a matrix L˜(ξ) = I +O(ξ2) for ξ → 0.
Diagonalization for large frequencies
We are now considering (3.3) in Zext(N) = {|ξ| ≥ N 1}.
Step 0: Diagonalization modulo O(ξ)-terms
Having system (2.26) in mind, we start the procedure by diagonalizing A2. This matrix
is already diagonal with the eigenvalues
λˆ2,1 = λˆ2,2 = 0 < λˆ2,3 = κ and
ˆ˜L(0) = ˆ˜R(0) = I.
The vector V˜ (0) = ˆ˜L(0)V thus satisfies
V˜
(0)
t +
(
ξ2Λˆ2 + iξ
ˆ˜A
(0)
1
)
V˜ (0) = 0
with
Λˆ2 = diag(0, 0, κ) = A2,
ˆ˜A
(0)
1 = A1.
Step 1: Diagonalization modulo O(1)-terms
Substep 1: We choose the matrix Kˆ(1) from the transformation V
(1) = (I+ iξ−1Kˆ(1))V˜ (0)
to take the form
Kˆ(1) =
1
2κ
 0 0 −2γ10 0 −2γ1
γ2 γ2 0
 .
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The vector V (1) then satisfies
V
(1)
t +
(
ξ2Λˆ2 + iξAˆ
(1)
1 + Aˆ
(1)
0 + Aˆ
(1)
−1
)
V (1) = 0
with
Aˆ
(1)
1 = diag(−
√
α,
√
α, 0), Aˆ
(1)
0 =
1
2κ
 γ1γ2 γ1γ2 2γ1
√
α
γ1γ2 γ1γ2 −2γ1
√
α
γ2
√
α −γ2
√
α −2γ1γ2

and Aˆ
(1)
−1 = O(ξ−1) for |ξ| → ∞.
Substep 2: The matrix Aˆ
(1)
1 is already diagonal. Hence, we can practically skip this
substep, i.e., the vector V˜ (1) = ˆ˜L(1)V (1) satisfies with
λˆ1,1 = −
√
α, λˆ1,2 =
√
α, λˆ1,3 = 0 and
ˆ˜L(1) = ˆ˜R(1) = I
the system
V˜
(1)
t +
(
ξ2Λˆ2 + iξΛˆ1 +
ˆ˜A
(1)
0 +
ˆ˜A
(1)
−1
)
V˜ (1) = 0
with
Λˆ1 = diag(−
√
α,
√
α, 0), ˆ˜A
(1)
0 = Aˆ
(1)
0 and
ˆ˜A
(1)
−1 = O(ξ−1).
Moreover, we see that (Aˆ
′
1) and (Bˆ1) are satisfied. Therefore, we have full diagonaliz-
ability of (3.3) for large frequencies.
Step 2: Diagonalization modulo O(ξ−1)-terms
Again from the fact that (Aˆ
′
1) and (Bˆ1) hold and considering the diagonal entries of
Aˆ
(1)
0 we know that there exist matrices Kˆ(1 12)
and Kˆ(2) so that the vector V˜
(2) =
(I + iξ−1Kˆ(2))(I + ξ−2Kˆ(1 12)
)V˜ (1) satisfies
V˜
(2)
t +
(
ξ2Λˆ2 + iξΛˆ1 + Λˆ0 +
ˆ˜A
(2)
−1
)
V˜ (2) = 0
with Λˆ0 = diag
(γ1γ2
2κ
,
γ1γ2
2κ
,−γ1γ2
κ
)
and ˆ˜A
(2)
−1 = O(ξ−1) for |ξ| → ∞. The matrices
Kˆ(1 12)
and Kˆ(2) can be calculated explicitly and take the form
Kˆ(1 12)
=
√
α
2κ2
 0 0 −2γ10 0 2γ1
γ2 −γ2 0
 and Kˆ(2) = γ1γ2
4κ
√
α
 0 1 0−1 0 0
0 0 0
 .
We do not need to diagonalize any further for our purposes.
We have obtained:
Proposition 3.2. (i) The characteristic roots µj = µj(ξ) of the coefficient matrix
A(ξ) = iξA1 + ξ
2A2 from (3.3) behave for |ξ| ≥ N  1 as
µ1,2(ξ) = ∓i
√
α ξ +
γ1γ2
2κ
+O(ξ−1),
µ3(ξ) = κξ
2 − γ1γ2
κ
+O(ξ−1).
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(ii) The solution to the Cauchy problem of (3.3) has in Zext(N) = {|ξ| ≥ N  1} the
representation
V (t, ξ) = T−1ext(ξ) diag(e
−µ1(ξ)t, e−µ2(ξ)t, e−µ3(ξ)t)Text(ξ)Uˆ0(ξ),
where
Text(ξ) =
ˆ˜L(ξ)(I + iξ−1Kˆ(2))(I + ξ−2Kˆ(1 12)
)(I + iξ−1Kˆ(1))
with a matrix ˆ˜L(ξ) = I +O(ξ−2) for |ξ| → ∞.
Diagonalization for bounded frequencies away from zero
At last we are analyzing (3.3) in Zmid(σ,N) = {σ ≤ |ξ| ≤ N} and start with:
Lemma 3.3. The assumption (C) holds.
Proof. We assume that there is a purely imaginary eigenvalue µ = i a with a ∈ R of the
coefficient matrix A(ξ) = iξA1 + ξ
2A2 of (3.3) for ξ 6= 0. The eigenvalue µ satisfies
0 = det(µI − A(ξ)) = µ3 − κξ2µ2 + (α + γ1γ2)ξ2µ− ακξ4.
From here we conclude
−a3 + (α + γ1γ2)ξ2a = 0,
κξ2a2 − ακξ4 = 0,
which leads to a contradiction immediately.
The compactness of Zmid(σ,N) and the continuity of Reµ(ξ) together with Reµ(ξ) > 0
for |ξ| = N and all µ(ξ) ∈ spec (A(ξ)) yield the assertion.
Hence, we have:
Proposition 3.4. The solution V to the Cauchy problem of (3.3) satisfies in Zmid(σ,N)
|V (t, ξ)| . e−ct|Uˆ0(ξ)|,
where c is a positive constant.
3.1.1.2. Results
We will now, based on the information derived in the last section, state with the help of
our observations in the Sections 2.3, 2.4, 2.5 and 2.6 results on well-posedness, a Lp-Lq
decay estimate, a diffusion phenomenon and on the propagation of singularities for our
Cauchy problem.
Since the upcoming results are simple conclusions of the ones stated in the just mentioned
sections, we can omit the proofs almost completely.
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Theorem 3.5. (Well-posedness result)
We consider the Cauchy problem
utt − αuxx + γ1θx = 0,
θt − κθxx + γ2utx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x)
in R≥0 × R with α, κ, γ1γ2 > 0 and assume
u0 ∈ Hs+1, u1, θ0 ∈ Hs
for a fixed s ∈ R. Then there exists a unique solution satisfying
u ∈ C([0,∞), Hs+1) ∩ C1([0,∞), Hs),
θ ∈ C([0,∞), Hs).
Theorem 3.6. (Lp-Lq decay estimate)
We assume u0, u1, θ0 ∈ S. Then the following Lp-Lq decay estimate holds for solutions
to the above Cauchy problem:
‖(ut, ux, θ)‖Lq . (1 + t)−
1
2(
1
p
− 1
q )‖(〈D〉u0, u1, θ0)‖Lp,rp .
Here 1 < p ≤ 2, 1
p
+ 1
q
= 1 and rp =
1
p
− 1
q
.
For the result on the diffusion phenomenon we define the parabolic reference system:{
Wt +M1Wx −M2Wxx = 0,
W (0, x) = W0(x)
(3.8)
with
M1 = diag
(−√α + γ1γ2, 0,√α + γ1γ2) ,
M2 = diag
(
κγ1γ2
2(α + γ1γ2)
,
ακ
α + γ1γ2
,
κγ1γ2
2(α + γ1γ2)
)
,
W0(x) = L˜
(1)U0(x) =
 −γ2α −γ2
√
α + γ1γ2 γ1γ2
2γ2
√
α 0 2
√
α
−γ2α γ2√α + γ1γ2 γ1γ2

u
′
0
u1
θ0

(compare to Proposition 3.1). We can now state:
Theorem 3.7. We assume u0, u1, θ0 ∈ S. Then we obtain for the solution U to the
Cauchy problem (3.2) the estimate∥∥∥U − R˜(1)W∥∥∥
Lq
. (1 + t)−
1
2(
1
p
− 1
q )− 12‖(〈D〉u0, u1, θ0)‖Lp,rp
for dual values q, 1 < p ≤ 2, rp = 1p − 1q and R˜(1) from Section 3.1.1.1.
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Proof. We apply the result of Theorem 2.24 to φint(D)
(
U − R˜(1)W
)
and use this to-
gether with estimates for (1 − φint(D))U and (1 − φint(D))R˜(1)W , where we obtain
exponential decay.
The asymptotic profiles of solutions to the Cauchy problem (3.1) (from the viewpoint of
decay estimates) are thus parabolic. More precise, they are given by solutions to three
Cauchy problems for heat equations, which are ’shifted’ in two cases.
Taking into account that the matrix T−1 from (2.51) is given by T−1 = −(Kˆ(1) + Kˆ(2)),
we conclude on the propagation of singularities:
Theorem 3.8. We consider the Cauchy problem (3.1) and assume for a fixed s ∈ R:
(i) u1±
√
αu′0, θ0 ∈ [Hs(R) ∩Hs+1(R\{x0})] \Hs+1(R). Then we obtain for any t > 0
ut(t, ·), ux(t, ·) ∈ Hs(R) ∩Hs+1(R\{x0 ±
√
αt}),
ut(t, ·), ux(t, ·) /∈ Hs+1loc ({x0 ±
√
αt}),
θ(t, ·) ∈ Hs+1(R) ∩Hs+2(R\{x0 ±
√
αt}),
θ(t, ·) /∈ Hs+2loc ({x0 ±
√
αt}).
(ii) u1, θ0 ∈ Hs(R) ∩ C∞(R\{x0}), u0 ∈ Hs+1(R) ∩ C∞(R\{x0}). Then we obtain
(u, θ) ∈ C∞(((0,∞)× R)\{(t, x0 ±
√
αt) : t > 0}).
The propagation of weak singularities is thus dominated by the hyperbolic part with
exactly the same characteristic lines. The well-known smoothing effect of the heat
equation is not observed. However, there is a nonlocal combination of the components
of U from (3.2), which shows that smoothing effect, as can be seen in the proof of Theo-
rem 2.26 in (2.49). Similar phenomena were already observed in [RW98, RW99a, Wan02].
To convince the reader of the fact that our procedure does not only work for the well-
known classical thermoelasticity model, we will now apply it (with detailed calculations)
to the second sound model in 1D. Lots of the following calculations can be found in
[YW06a].
3.1.2. Thermoelasticity with second sound
We consider the Cauchy problem for the linear thermoelastic system with second sound
in one space variable, that is,
utt − αuxx + γ1θx = 0,
θt + qx + γ2utx = 0,
τqt + q + κθx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x), q(0, x) = q0(x)
(3.9)
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with the positiveness conditions α, τ, κ, γ1γ2 > 0.
We introduce, as in the last section, u± = ut ±
√
α ux and U = (u+, u−, θ, q)T and
transform (3.9) equivalently into an initial value problem for a hyperbolic system:{
Ut + A0U + A1Ux = 0,
U(0, x) = U0(x) = (u1 +
√
α u′0, u1 −
√
α u′0, θ0, q0)
T ,
(3.10)
where
A0 = diag(0, 0, 0, 1/τ) and A1 =

−√α 0 γ1 0
0
√
α γ1 0
γ2
2
γ2
2
0 1
0 0 κ
τ
0
 .
With d = 4 system (3.10) is one of type (2.2) with matrices A0 and A1 from Rd×d.
After partial Fourier transformation we obtain the system
Vt + (A0 + iξA1)V = 0 (3.11)
for V (t, ξ) = Fx→ξ(U(t, ·))(ξ).
3.1.2.1. The diagonalization procedure
Diagonalization for small frequencies
Step 0: Diagonalization modulo O(ξ)-terms
The eigenvalues of the diagonal matrix A0 are
λ0,1 = λ0,2 = λ0,3 = 0 < λ0,4 =
1
τ
.
The matrices of left and right eigenvectors are given by L˜(0) = R˜(0) = I, and V˜ (0) = V
satisfies system (2.9) with
Λ0 = A0, A˜
(0)
1 = A1 and A˜
(0)
2 ≡ 0.
Step 1: Diagonalization modulo O(ξ2)-terms
Substep 1: We introduce the vector V (1) = (I + iξK(1))V˜
(0) with
K(1) =

0 0 0 0
0 0 0 0
0 0 0 −τ
0 0 κ 0
 .
The matrices in (2.10) are therefore given by
A
(1)
1 =

−√α 0 γ1 0
0
√
α γ1 0
γ2
2
γ2
2
0 0
0 0 0 0
 , A(1)2 =

0 0 0 −τγ1
0 0 0 −τγ1
0 0 κ 0
−κγ2
2
−κγ2
2
0 −κ
 and A(1)3 = O(ξ3).
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Substep 2: The matrix A
(1)
1 is symmetrizable with the eigenvalues
λ1,1 = −
√
α + γ1γ2 < λ1,2 = 0 < λ1,3 =
√
α + γ1γ2, λ1,4 = 0,
and matrices
L˜(1) =

−γ2
2
a+ −γ22 a− γ1γ2 0
γ2 −γ2 2
√
α 0
γ2
2
a−
γ2
2
a+ γ1γ2 0
0 0 0 1
, R˜(1) = 12(α + γ1γ2)

− γ1
a−
γ1
γ1
a+
0
− γ1
a+
−γ1 γ1a− 0
1
√
α 1 0
0 0 0 2(α + γ1γ2)
,
a± =
√
α + γ1γ2±
√
α, of corresponding left and right eigenvectors (one possible choice).
The matrices in (2.14) for V˜ (1) = L˜(1)V (1) are given by Λ1 = diag(λ1,1, λ1,2, λ1,3, 0),
A˜
(1)
2 =
κ
2(α + γ1γ2)

γ1γ2 γ1γ2
√
α γ1γ2
2τγ1γ2(α+γ1γ2)
3
2
κ
2
√
α 2α 2
√
α 0
γ1γ2 γ1γ2
√
α γ1γ2 −2τγ1γ2(α+γ1γ2)
3
2
κ√
α + γ1γ2 0 −√α + γ1γ2 −2(α + γ1γ2)

and A˜
(1)
3 = O(ξ3) for ξ → 0.
The assumptions (A′1) and (B1) are satisfied, and we therefore have full diagonalizability
of (3.11) for small frequencies. We will now perform one more step of the procedure
to obtain sufficient information on the asymptotic behavior of the eigenvalues of the
coefficient matrix A0 + iξA1.
Step 2: Diagonalization modulo O(ξ3)-terms
From the fact that (A′1) and (B1) hold and considering the structure of the diagonal
matrices Λ0 and Λ1 we know that there are matrices K(1 12)
and K(2) so that V˜
(2) =
(I + iξK(2))(I + ξ
2K(1 12)
)V˜ (1) satisfies
V˜
(2)
t +
(
Λ0 + iξΛ1 + ξ
2Λ2 + A˜
(2)
3
)
V˜ (2) = 0 (3.12)
with Λ2 = diag
(
κγ1γ2
2(α+γ1γ2)
, ακ
α+γ1γ2
, κγ1γ2
2(α+γ1γ2)
,−κ
)
and A˜
(2)
3 = O(ξ3) for ξ → 0.
In detail the calculations look like this:
Substep 1: The vector V (1
1
2) = (I + ξ2K(1 12)
)V˜ (1) with
K(1 12)
=
τ
2
√
α + γ1γ2

0 0 0 −2τγ1γ2(α + γ1γ2)
0 0 0 0
0 0 0 2τγ1γ2(α + γ1γ2)
κ 0 −κ 0

satisfies (2.15) with A
(1 12)
3 = O(ξ3) and
A
(1 12)
2 =
κ
2(α + γ1γ2)

γ1γ2 γ1γ2
√
α γ1γ2 0
2
√
α 2α 2
√
α 0
γ1γ2 γ1γ2
√
α γ1γ2 0
0 0 0 −2(α + γ1γ2)
 .
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Substep 2: We introduce the vector V (2) = (I + iξK(2))V
(1 12) with
K(2) =
κ
4(α + γ1γ2)
3
2

0 2γ1γ2
√
α γ1γ2 0
−4√α 0 4√α 0
−γ1γ2 −2γ1γ2
√
α 0 0
0 0 0 0
 .
The matrices in (2.18) are given by A
(2)
3 = O(ξ3) and
A
(2)
2 = diag
(
κγ1γ2
2(α + γ1γ2)
,
ακ
α + γ1γ2
,
κγ1γ2
2(α + γ1γ2)
,−κ
)
= Λ2.
Substep 3: We have
λ2,1 =
κγ1γ2
2(α + γ1γ2)
, λ2,2 =
ακ
α + γ1γ2
, λ2,3 =
κγ1γ2
2(α + γ1γ2)
, λ2,4 = −κ,
L˜(2) = R˜(2) = I, and V˜ (2) = V (2) satisfies (3.12).
Hence, we conclude:
Proposition 3.9. (i) The characteristic roots µj = µj(ξ) of the coefficient matrix
A(ξ) = A0 + iξA1 from (3.11) behave for |ξ| ≤ σ  1 as
µ1,3(ξ) = ∓i
√
α + γ1γ2 ξ +
κγ1γ2
2(α + γ1γ2)
ξ2 +O(ξ3),
µ2(ξ) =
ακ
α + γ1γ2
ξ2 +O(ξ3),
µ4(ξ) =
1
τ
− κ ξ2 +O(ξ3).
(ii) The solution to the Cauchy problem of (3.11) has in Zint(σ) = {|ξ| ≤ σ  1} the
representation
V (t, ξ) = T−1int (ξ) diag(e
−µ1(ξ)t, e−µ2(ξ)t, e−µ3(ξ)t, e−µ4(ξ)t)Tint(ξ)Uˆ0(ξ),
where Tint(ξ) = L˜(ξ)(I+ iξK(2))(I+ξ
2K(1 12)
)L˜(1)(I+ iξK(1)) with a matrix L˜(ξ) =
I +O(ξ2) for ξ → 0.
Remark 3.1. Note that as the relaxation parameter τ goes to zero, and thus, as the
second sound model of thermoelasticity formally converges to the classical model, the
first three components of V in Proposition 3.9, (ii) converge (pointwise in Zint(σ)) to
the solution of (3.3) from Proposition 3.1, (ii).
Diagonalization for large frequencies
Step 0: Diagonalization modulo O(ξ)-terms
The matrix A2 is identically zero, so are therefore all its eigenvalues λˆ2,j, and we simply
rewrite system (3.11) with the use of ˆ˜L(0) = ˆ˜R(0) = I and V˜ (0) = V into
V˜
(0)
t +
(
iξ ˆ˜A
(0)
1 +
ˆ˜A
(0)
0
)
V˜ (0) = 0
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with ˆ˜A
(0)
i = Ai.
Step 1: Diagonalization modulo O(1)-terms
Substep 1: We are practically skipping this substep as well and just rewrite the above
system with Kˆ(1) ≡ 0, V (1) = V˜ (0) = V and Aˆ(1)i = ˆ˜A(0)i = Ai into
V
(1)
t +
(
iξAˆ
(1)
1 + Aˆ
(1)
0
)
V (1) = 0.
Substep 2: We diagonalize the symmetrizable matrix Aˆ
(1)
1 = A1. The eigenvalues, given
by
λˆ1,1/4 = ∓
√√√√1
2
(
α +
κ
τ
+ γ1γ2 +
√(
α +
κ
τ
+ γ1γ2
)2
− 4ακ
τ
)
,
λˆ1,2/3 = ∓
√√√√1
2
(
α +
κ
τ
+ γ1γ2 −
√(
α +
κ
τ
+ γ1γ2
)2
− 4ακ
τ
)
,
(3.13)
are real, distinct and nonzero.
Matrices of left and right eigenvectors are given by
ˆ˜L(1)
T
=
(
ˆ˜l
(1)
1
T
, . . . , ˆ˜l
(1)
4
T
)
with ˆ˜l
(1)
j = cj
(
γ2
λˆ1,j +
√
α
,
γ2
λˆ1,j −
√
α
, 2,
2
λˆ1,j
)
,
ˆ˜R(1) =
(
ˆ˜r
(1)
1 , . . . , ˆ˜r
(1)
4
)
with ˆ˜r
(1)
j =
(
γ1
λˆ1,j +
√
α
,
γ1
λˆ1,j −
√
α
, 1,
κ
τ λˆ1,j
)T
and
cj =
(
γ1γ2
(λˆ1,j +
√
α)2
+
γ1γ2
(λˆ1,j −
√
α)2
+ 2 +
2κ
τλˆ21,j
)−1
> 0
(cf. [YW06a]). The vector V˜ (1) = ˆ˜L(1)V (1) thus satisfies
V˜
(1)
t +
(
iξΛˆ1 +
ˆ˜A
(1)
0
)
V˜ (1) = 0,
Λˆ1 = diag(λˆ1,1, . . . , λˆ1,4),
ˆ˜A
(1)
0 = (aij)
4
i,j=1 with aij =
2κci
τ 2λˆ1,i λˆ1,j
. (3.14)
Once again, the assumptions (Aˆ
′
1) and (Bˆ1) are satisfied. Therefore, we have full diago-
nalizability of (3.11) for large frequencies.
Step 2: Diagonalization modulo O(ξ−1)-terms
Substep 1: The vector V (1
1
2) = V˜ (1), Kˆ(1 12)
≡ 0, satisfies with Aˆ(1
1
2)
0 =
ˆ˜A
(1)
0
V
(1 12)
t +
(
iξΛˆ1 + Aˆ
(1 12)
0
)
V (1
1
2) = 0.
Substep 2: We introduce V (2) = (I + iξ−1Kˆ(2))V (
1 1
2) with
Kˆ(2) = (kij)
4
i,j=1, kij =

aij
λˆ1,i − λˆ1,j
, i 6= j,
0, i = j.
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The vector V (2) then satisfies
V
(2)
t +
(
iξΛˆ1 + Aˆ
(2)
0 + Aˆ
(2)
−1
)
V (2) = 0
with
Aˆ
(2)
0 = diag(a11 . . . , a44) =: Λˆ0 and Aˆ
(2)
−1 = O(ξ−1) for |ξ| → ∞.
The terms ajj from (3.14) are all positive.
Substep 3: The matrix Aˆ
(2)
0 is already diagonal. Hence, we have
ˆ˜L(2) = ˆ˜R(2) = I, and
V˜ (2) = V (2) satisfies
V˜
(2)
t +
(
iξΛˆ1 + Λˆ0 +
ˆ˜A
(2)
−1
)
V˜ (2) = 0
with ˆ˜A
(2)
−1 = Aˆ
(2)
−1 = O(ξ−1) for |ξ| → ∞.
Proposition 3.10. (i) The characteristic roots µj = µj(ξ) of the coefficient matrix
A(ξ) = A0 + iξA1 from (3.11) behave for |ξ| ≥ N  1 as
µj(ξ) = iλˆ1,j ξ + ajj +O(ξ−1).
The numbers λˆ1,j are taken from (3.13) and the positive ajj from (3.14).
(ii) The solution to the Cauchy problem of (3.11) has in Zext(N) = {|ξ| ≥ N  1} the
representation
V (t, ξ) = T−1ext(ξ) diag(e
−µ1(ξ)t, . . . , e−µ4(ξ)t)Text(ξ)Uˆ0(ξ)
with Text(ξ) =
ˆ˜L(ξ)(I+iξ−1Kˆ(2))
ˆ˜L(1) and a matrix ˆ˜L(ξ) = I+O(ξ−2) for |ξ| → ∞.
Diagonalization for bounded frequencies away from zero
Lemma 3.11. The assumption (C) holds.
Proof. A purely imaginary eigenvalue µ = i a, a ∈ R, of the coefficient matrix A(ξ) =
A0 + iξA1 of (3.11) for a ξ 6= 0 satisfies
0 = det(µI − A(ξ)) = µ4 − 1
τ
µ3 +
(
α +
κ
τ
+ γ1γ2
)
ξ2µ2 − α + γ1γ2
τ
ξ2µ+
ακ
τ
ξ4
and thus
a4 −
(
α +
κ
τ
+ γ1γ2
)
ξ2a2 +
ακ
τ
ξ4 = 0,
1
τ
a3 − α + γ1γ2
τ
ξ2a = 0.
We obtain a contradiction. The continuity of Reµ(ξ) together with Reµ(ξ) > 0 for |ξ| =
N and all µ(ξ) ∈ spec (A(ξ)) and the compactness of Zmid(σ,N) prove the assertion.
Hence, we have:
Proposition 3.12. The solution V to the Cauchy problem of (3.11) satisfies in
Zmid(σ,N)
|V (t, ξ)| . e−ct|Uˆ0(ξ)|,
where c is a positive constant.
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3.1.2.2. Results
From our foregoing observations we immediately conclude:
Theorem 3.13. (Well-posedness result)
We consider the Cauchy problem
utt − αuxx + γ1θx = 0,
θt + qx + γ2utx = 0,
τqt + q + κθx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x), q(0, x) = q0(x)
in R≥0 × R with α, τ, κ, γ1γ2 > 0 and assume
u0 ∈ Hs+1, u1, θ0, q0 ∈ Hs
for a fixed s ∈ R. Then there exists a unique solution satisfying
u ∈ C([0,∞), Hs+1) ∩ C1([0,∞), Hs),
θ, q ∈ C([0,∞), Hs).
Theorem 3.14. (Lp-Lq decay estimate)
We assume u0, u1, θ0, q0 ∈ S. Then we have the following Lp-Lq decay estimate for
solutions to the above Cauchy problem:
‖(ut, ux, θ, q)‖Lq . (1 + t)−
1
2(
1
p
− 1
q ) ‖(〈D〉u0, u1, θ0, q0)‖Lp,rp (3.15)
for dual q, 1 < p ≤ 2 and rp = 1p − 1q .
Next, we state a result on a diffusion phenomenon. The small frequencies are the decay-
determining ones, and we therefore define the reference system:{
Wt +M0W +M1Wx −M2Wxx = 0,
W (0, x) = W0(x)
(3.16)
with
M0 = diag
(
0, 0, 0,
1
τ
)
,
M1 = diag
(−√α + γ1γ2, 0,√α + γ1γ2, 0) ,
M2 = diag
(
κγ1γ2
2(α + γ1γ2)
,
ακ
α + γ1γ2
,
κγ1γ2
2(α + γ1γ2)
, 0
)
,
W0(x) = L˜
(1)U0(x) =

−γ2α −γ2√α + γ1γ2 γ1γ2 0
2γ2
√
α 0 2
√
α 0
−γ2α γ2√α + γ1γ2 γ1γ2 0
0 0 0 1


u′0
u1
θ0
q0
 .
With this reference system we can now state:
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Theorem 3.15. We assume u0, u1, θ0, q0 ∈ S. Then we have for the solution U to the
Cauchy problem (3.10) the estimate∥∥∥U − R˜(1)W∥∥∥
Lq
. (1 + t)−
1
2(
1
p
− 1
q )− 12‖(〈D〉u0, u1, θ0, q0)‖Lp,rp
for dual indices q, 1 < p ≤ 2, rp = 1p − 1q and R˜(1) from the diagonalization procedure in
Section 3.1.2.1.
Remark 3.2. Note that the first three equations and their initial data in (3.16) are the
same as in the reference system (3.8) for the classical thermoelasticity.
Remark 3.3. The system in (3.9) is a strictly hyperbolic one. The propagation of
weak singularities is well studied for such systems (cf. [Bea89]), and we will therefore
omit it to state results in that direction here. However, the hyperbolicity allows it to
directly study the propagation of strong singularities and the asymptotic behavior of
jumper amplitudes of discontinuous solutions. For the 1D case such considerations were
done in [RW05] for the Cauchy problem of the semilinear system even as the relaxation
parameter τ goes to zero, and thus, some results for the classical hyperbolic-parabolic
coupled thermoelasticity model are indicated as well.
At last, we will apply our procedure to the thermoelasticity models of type 2 and 3 in
1D.
3.1.3. Thermoelasticity of type 2 and 3
We consider the Cauchy problem
utt − αuxx + γ1θx = 0,
θtt − κθxx − δθtxx + γ2uttx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x), θt(0, x) = θ1(x)
(3.17)
with α, κ, γ1γ2 > 0 and δ ≥ 0.
If we set δ = 0, then (3.17) denotes the Cauchy problem for the thermoelasticity model
of type 2. When assuming δ > 0, then (3.17) denotes the Cauchy problem for the – in
contrast to the thermoelasticity model of type 2 of dissipative nature – model of type 3.
Remark 3.4. In a first step we should try to transform the above Cauchy prob-
lem into one for a first order system with respect to the time t for an unknown
U = (u+, u−, θ+, θ−)T with u± = ut ±
√
α ux and θ± = (θ + γ2ux)t ±
√
κ θx. Doing
this, we arrive at the system (3.30) with m = 0. The matrix A0 is thus not diagonaliz-
able, and our procedure won’t work. We can moreover not even apply the considerations
from Section 2.2.2.4 and have to come up with another idea.
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The authors Reissig and Wang studied in [RW05] the Cauchy problem for the semilinear
system of type 3 and introduced, following the considerations in [ZZ03], the transforma-
tion
ψ(t, x) =
∫ t
0
θ(s, x)ds+ χ(x)
with a function χ = χ(x) satisfying
κχ′′ = θ1 − δθ′′0 + γ2u′1.
With the new unknown ψ the Cauchy problem (3.17) was transformed into
utt − αuxx + γ1ψtx = 0,
ψtt − κψxx − δψtxx + γ2utx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), ψ(0, x) = χ(x), ψt(0, x) = θ0(x).
Introducing the vector U = (u+, u−, ψ+, ψ−)T with u± = ut ±
√
αux, as usual, and
ψ± = ψt ±
√
κψx, the above problem is equivalently transformed into an initial value
problem {
Ut + A1Ux − A2Uxx = 0,
U(0, x) = U0(x)
(3.18)
with
A1 =

−√α 0 γ1
2
γ1
2
0
√
α γ1
2
γ1
2
γ2
2
γ2
2
−√κ 0
γ2
2
γ2
2
0
√
κ
 and A2 = δ2

0 0 0 0
0 0 0 0
0 0 1 1
0 0 1 1
 .
The system in (3.18) is one of type (2.2), and we can thus apply our procedure.
In fact, for δ = 0, i.e., when considering the Cauchy problem for thermoelasticity of type
2, we have A2 ≡ 0, and (3.18) is an initial value problem for a strictly hyperbolic system
without any lower order terms. The eigenvalues are with the real, positive and distinct
numbers
a± =
1√
2
√
α + κ+ γ1γ2 ±
√
(α + κ+ γ1γ2)2 − 4ακ (3.19)
given by −a+ < −a− < a− < a+ (cf. [RW05]). With L˜(1) and R˜(1) denoting matrices
of corresponding left and right eigenvectors with L˜(1)R˜(1) = I we obtain the explicit
solution representation
U(t, x) = F−1ξ→x
(
R˜(1) diag
(
eia+ξt, eia−ξt, e−ia−ξt, e−ia+ξt
)
L˜(1)Uˆ0(ξ)
)
.
For δ > 0, i.e., when considering the Cauchy problem for thermoelasticity of type 3, the
calculations and results of the diagonalization procedure can be found in [RW05].
To obtain well-posedness for the Cauchy problem (3.17), Hs-regularity of U0 should be
guaranteed, or equivalently that
F(U0)(ξ) =
(
uˆ1 + i
√
α ξuˆ0, uˆ1 − i
√
α ξuˆ0, θˆ0 − i 1√
κ
(ξ−1θˆ1 + δξθˆ0 + iγ2uˆ1),
θˆ0 + i
1√
κ
(ξ−1θˆ1 + δξθˆ0 + iγ2uˆ1)
)
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belongs to the Fourier image of Hs. We thus need an additional assumption for θ1, i.e.,
something like |ξ|−1θˆ1 ∈ L2(−1, 1). Hence, we follow Reissig and Wang and work with
homogeneous Sobolov spaces.
Let φ = φ(ξ) be a nonnegative cut-off function around 0 with φ(ξ) = 1 on [−1, 1].
Definition 3.1. (Reissig and Wang, [RW05])
The space H˙s1,s2, s1, s2 ∈ R, denotes the collection of all distributions u from Z ′, the dual
space to the subspace of the Schwartz space S consisting of functions with dkξ uˆ(0) = 0
for all k ∈ N0, satisfying the property∫
R
φ(ξ)|ξ|2s1|uˆ|2dξ +
∫
R
(1− φ(ξ))|ξ|2s2|uˆ|2dξ <∞.
The space Z ′ can be identified with the factor space S ′/P , where P is the collection of
all polynomials.
The following results are more or less simple corollaries of the ones given in [RW05]:
Theorem 3.16. (Well-posedness result)
We consider the Cauchy problem (3.17) in R≥0 × R with α, κ, γ1γ2 > 0 and δ ≥ 0.
We assume for a fixed s ∈ R that u0 ∈ H˙0,s+1, u1, θ0 ∈ H˙0,s as well as θ1 ∈ H˙−1,s−1 for
δ = 0 and θ1 ∈ H˙−1,s−2, θ1 − δθ′′0 ∈ H˙0,s−1 for δ > 0.
Then there exists a unique solution satisfying
u ∈ C([0,∞), Hs+1) ∩ C1([0,∞), Hs),
θ ∈ C([0,∞), Hs) ∩ C1([0,∞), Hs−2).
For δ = 0 we have moreover θ ∈ C1([0,∞), Hs−1).
For solutions to the Cauchy problem for the thermoelasticity model of type 2 we do not
have any decay, nor can we observe a diffusion phenomenon. We will also omit it to state
anything on the propagation of singularities here and restrict our view from now on to
the Cauchy problem for the thermoelasticity model of type 3, i.e., we assume δ > 0.
Theorem 3.17. (Lp-Lq decay estimates)
We consider the Cauchy problem (3.17) with δ > 0 and assume for a fixed s ∈ R:
u0 ∈ H˙0,s+1, u1, θ0 ∈ H˙0,s, θ1 ∈ H˙−1,s−2 and θ1 − δθ′′0 ∈ H˙0,s−1.
Then we have for the unique solution (u, θ):
(i) If we assume
|D|φ(D)u0, φ(D)u1, φ(D)θ0, |D|−1φ(D)(θ1 − δθ′′0) ∈ L1,
then we have for dual indices q, 1 ≤ p ≤ 2 the estimate
‖φ(D)(ut, ux, θ)‖Lq . (1 + t)−
1
2(
1
p
− 1
q )∥∥(|D|φ(D)u0, φ(D)(u1, θ0), |D|−1 φ(D)(θ1 − δθ′′0))∥∥Lp (3.20a)
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(ii) Assuming the finiteness of the right-hand side of the upcoming estimate, we have
‖(1− φ(D))(ut, ux, θ)‖Lq . e−ct
‖ 〈D〉 (1− φ(D))u0, (1− φ(D))(u1, θ0), 〈D〉−1 (1− φ(D))(θ1 − δθ′′0)‖Lp,rp
(3.20b)
for dual q, 1 < p ≤ 2, rp = 1p − 1q and c being a positive constant.
Remark 3.5. Suppose that the assumptions of Theorem 3.17 hold and that we have
the finiteness of the right-hand side of the upcoming estimate, then we can by a few
further calculations prove
‖(θt, θx)‖Lq . (1 + t)−
1
2(
1
p
− 1
q )
∥∥(〈D〉u0, u1, θ0, 〈D〉−1 (θ1 − δθ′′0))∥∥Lp,rp+2 (3.21)
for dual q, 1 < p ≤ 2 and rp = 1p − 1q .
The reference system for which we can prove a diffusion phenomenon to (3.18) as in
Theorem 2.24 with ns = ms = 2 is a parabolic one, more specific, it takes the form{
Wt +M1Wx −M2Wxx = 0,
W (0, x) = L˜(1)U0(x)
with M1 = diag (−a+,−a−, a−, a+), a± (and L˜(1)) coming from (3.19), as well as M2 =
diag (b+, b−, b−, b+), where b± are positive numbers given by
b± =
δ
4
(
1± γ1γ2 + κ− α√
(γ1γ2 + α + κ)2 − 4ακ
)
.
Hence, the asymptotic profiles of solutions to the Cauchy problem (3.17) with δ > 0 are
(from the viewpoint of decay estimates) parabolic.
Concerning the propagation of weak singularities we can state (cf. [RW05]):
Theorem 3.18. We consider the Cauchy problem (3.17) with δ > 0 and assume for a
fixed s ∈ R that θ1 ∈ H˙−1,s−2 and
(i) that we have
u1 ±
√
αu′0, θ0 ∈ [Hs(R) ∩Hs+1(R\{x0})] \Hs+1(R),
θ1 − δθ′′0 ∈ Hs−1(R) ∩Hs(R\{x0}), θ1 − δθ′′0 + γ2u′1 /∈ Hsloc({x0}).
Then we obtain for any t > 0
ut(t, ·), ux(t, ·) ∈ Hs(R) ∩Hs+1(R\{x0 ±
√
αt}),
ut(t, ·), ux(t, ·) /∈ Hs+1loc ({x0 ±
√
αt}),
θ(t, ·) ∈ Hs+1(R) ∩Hs+2(R\{x0 ±
√
αt, x0}),
θ(t, ·) /∈ Hs+2loc ({x0 ±
√
αt}), θ(t, ·) /∈ Hs+2loc ({x0}).
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(ii) or that we have
u0 ∈ Hs+1(R) ∩ C∞(R\{x0}),
u1, θ0 ∈ Hs(R) ∩ C∞(R\{x0}),
θ1 − δθ′′0 ∈ Hs−1(R) ∩ C∞(R\{x0}).
Then we obtain
(u, θ) ∈ C∞ (((0,∞)× R)\ [{(t, x0 ±√αt) : t > 0} ∪ {(t, x0) : t > 0}]) .
Proof. We discuss only (i). The assumptions
θ1 − δθ′′0 ∈ Hs−1(R) ∩Hs(R\{x0}), θ1 − δθ′′0 + γ2u′1 /∈ Hsloc({x0}) (3.22)
guarantee that
φext(D)χ
′ ∈ [Hs(R) ∩Hs+1(R\{x0})] \Hs+1(R).
Everything else follows from Theorem 2.26 and from the fact that the matrix T−1 from
(2.51) (given by T−1 = −
(
Kˆ(1) + Kˆ(2)
)
, with the Kˆ(i) coming from the procedure) has
only nonzero entries apart from the diagonal.
The picture obtained here is thus very similar to the one for the classical model, i.e., as
in Theorem 3.8.
3.2. Selected results for thermoelasticity models with
dissipation or mass
As mentioned in Section 1.1, we are not only interested in studying thermoelasticity
models of type 1, 2 and 3 and second sound models of thermoelasticity itself, but also
with additional lower order terms, i.e., with a dissipation or a mass term. We will in this
section cover all such cases and state selected results, where the problem has a parabolic
structure from the point of view of decay estimates.
3.2.1. Classical thermoelasticity
Classical thermoelasticity with dissipation
The results for the classical thermoelasticity model without any additional lower order
terms were given in Section 3.1.1. If we add an additional dissipation term into the first
equation, i.e., we are now devoting ourselves to the study of
utt − αuxx + γ1θx +mut = 0,
θt − κθxx + γ2utx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x),
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α, κ, γ1γ2,m > 0, then (with regard to the results discussed in Section 3.1.1.2) not too
many significant changes should be expected.
In fact, we have to study the same system for the vector of unknowns U = (u+, u−, θ)T ,
u± = ut ±
√
α ux, as in (3.2) with an additional summand A0U ,
A0 =
m
2
1 1 01 1 0
0 0 0
 ,
and we obtain exactly the same results on well-posedness and decay estimates as for
the case m = 0, i.e., as in the Theorems 3.5 and 3.6. The dissipation term thus has no
essential helping character so far.
The reference system for the diffusion phenomenon takes the form{
Wt +M0W −M2Wxx = 0,
W (0, x) = W0(x)
(3.23)
with
M0 = diag (0, 0,m) ,
M2 = diag (λ−, λ+, 0) ,
W0(x) =
1
a
 αγ2 0 α−mλ−−αγ2 0 −α +mλ+
0
√
2 a 0

︸ ︷︷ ︸
=:L
u
′
0
u1
θ0

and positive numbers
λ∓ =
α + γ1γ2 +mκ∓ a
2m
, a =
√
(α + γ1γ2 +mκ)2 − 4mακ. (3.24)
Replacing R˜(1) by the inverse of L we obtain the same result as in Theorem 3.7.
Since the additional dissipation term has no essential influence on the large frequencies,
we moreover obtain the same results concerning the propagation of weak singularities
as for the problem without any additional lower order terms, i.e., as in Theorem 3.8.
Classical thermoelasticity with mass
We will now devote our attention to the Cauchy problem for the classical thermoelasticity
model with an additional mass term, that is,
utt − αuxx + γ1θx +m2u = 0,
θt − κθxx + γ2utx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x),
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α, κ, γ1γ2,m > 0. In phase space the above system is given by{
uˆtt + α
(
ξ2 + m
2
α
)
uˆ+ iγ1ξθˆ = 0,
θˆt + κξ
2θˆ + iγ2ξuˆt = 0.
With the help of V = (uˆ+, uˆ−, θˆ)T , uˆ± = uˆt ± i
√
α 〈ξ〉 m√
α
uˆ, 〈ξ〉2m√
α
= ξ2 + m
2
α
, this can
equivalently be rewritten into the first-order system
Vt +
(
iξB
(1)
1 + i 〈ξ〉 m√
α
B
(2)
1 + ξ
2B2
)
V = 0 (3.25)
with the matrices
B
(1)
1 =
 0 0 γ10 0 γ1
γ2
2
γ2
2
0
 ,
B
(2)
1 = diag(−
√
α,
√
α, 0) and B2 = diag(0, 0, κ).
Using the asymptotic expansions 〈ξ〉 m√
α
=
√
m2
α
+ ξ2 = m√
α
(
1 + α
2m2
ξ2 − α2
8m4
ξ4
)
+
O(ξ)6 for small frequencies and 〈ξ〉 m√
α
= |ξ|
(
1 + m
2
2α
ξ−2
)
+O(ξ−3) for |ξ| → ∞, we can
rewrite (3.25) in Zint(σ) as
Vt +
(
A0 + iξA1 + ξ
2A2 + ξ
4A4 +Rs(ξ)
)
V = 0 (3.26)
with Rs(ξ) = O(ξ6) and
A0 = i diag(−m,m, 0), A2 = diag(−i α2m , i α2m , κ),
A1 = B
(1)
1 , A4 = i diag(
α2
8m3
,− α2
8m3
, 0).
In Zext(N) we can rewrite (3.25) as
Vt +
(
ξ2A2 + iξA1 +Rl(ξ)
)
V = 0 (3.27)
with matrices Rl(ξ) = O(ξ−1), A2 = B2 and
A1 =
− sgn(ξ)
√
α 0 γ1
0 sgn(ξ)
√
α γ1
γ2
2
γ2
2
0
 ,
where sgn(ξ) denotes the sign of ξ, i.e., sgn(ξ) = 1 for ξ > 0 and sgn(ξ) = −1 for ξ < 0.
The systems (3.26) and (3.27) are of type (2.53) and (almost) of type (2.54), respectively.
We apply our procedure and obtain concerning the behavior of the eigenvalues to the
coefficient matrix in (3.25):
Lemma 3.19. For the characteristic roots µj = µj(ξ) of the coefficient matrix B(ξ) =
iξB
(1)
1 + i 〈ξ〉 m√
α
B
(2)
1 + ξ
2B2 from (3.25) we have:
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(i) For |ξ| ≤ σ  1 they behave as
µ1,2(ξ) = ∓im∓ iα + γ1γ2
2m
ξ2 +
(
κγ1γ2
2m2
± i(α + γ1γ2)
2
8m3
)
ξ4 +O(ξ5),
µ3(ξ) = κξ
2 − κγ1γ2
m2
ξ4 +O(ξ5)
(ii) and for |ξ| ≥ N  1 as
µ1,2(ξ) = ∓i
√
α|ξ|+ γ1γ2
2κ
+O(ξ−1),
µ3(ξ) = κξ
2 − γ1γ2
κ
+O(ξ−1).
(iii) The assumption (C) is satisfied.
We obtain the same well-posedness result as in Theorem 3.5 and, taking into con-
sideration that the decay-determining numbers ns,j from Section 2.4.1 are given by
ns,j = qj = 2 for j = 1, 2 and ns,3 = p3 = 2, we obtain the same result on decay estimates
as for the Cauchy problem without any lower order terms, i.e., as in Theorem 3.6. More
specific, we observe, similar to (1.11), that the solution u itself satisfies the estimate in
Theorem 3.6. We have analogous results on the propagation of weak singularities as in
Theorem 3.8 (i.e., the same results when replacing in (i) u′0 by i 〈D〉 m√
α
u0 and ux(t, ·) by
〈D〉 m√
α
u(t, ·)) and obtain for the diffusion phenomenon with U(t, x) = F−1ξ→x (V (t, ξ)),
ms = maxj=1,2,3 pj = 4 and the reference system{
Wt +M0W −M2Wxx +M4Wxxxx = 0,
W (0, x) = (u1 + i
√
α 〈D〉 m√
α
u0, u1 − i
√
α 〈D〉 m√
α
u0, θ0)
T (3.28)
with
M0 = i diag (−m,m, 0) ,
M2 = diag
(
−iα + γ1γ2
2m
, i
α + γ1γ2
2m
,κ
)
,
M4 = diag
(
κγ1γ2
2m2
+ i
(α + γ1γ2)
2
8m3
,
κγ1γ2
2m2
− i(α + γ1γ2)
2
8m3
, 0
)
:
Theorem 3.20. We assume u0, u1, θ0 ∈ S. Then we obtain the estimate
‖U −W‖Lq . (1 + t)−
1
2(
1
p
− 1
q )− 14‖(〈D〉u0, u1, θ0)‖Lp,rp
for dual values q, 1 < p ≤ 2 and rp = 1p − 1q .
Remark 3.6. When considering the Cauchy problem for classical thermoelasticity with
an additional mass and an additional dissipation term, i.e.,
utt − αuxx + γ1θx +m21u+m2ut = 0,
θt − κθxx + γ2utx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x)
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with α, κ, γ1γ2,m1,m2 > 0, then one might - having the situation for the wave equation
with mass and dissipation in mind - hope for an exponential decay. However, it is the
coupling with the parabolic heat equation that annihilates this hope. Calculations show
that we obtain only a parabolic decay.
Moreover, special considerations have to be done (cf. the wave equation case) when
m2 = 2m1. In that case our conditions fail when diagonalizing in Zint(σ), and we have
to apply ideas from Section 2.2.2.4. For a more detailed discussion we would like the
reader to refer to Section 3.3.
3.2.2. Thermoelasticity with second sound
Thermoelasticity with second sound and dissipation
The results for the model without any additional lower order terms were given in Section
3.1.2. We will now turn to the study of
utt − αuxx + γ1θx +mut = 0,
θt + qx + γ2utx = 0,
τqt + q + κθx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x), q(0, x) = q0(x).
Regarding the results on well-posedness, decay estimates and on the propagation of
singularities from Section 3.1.2.2, we should not expect significant changes. In particular,
we have already obtained a parabolic decay rate for the above problem with m = 0 in
Theorem 3.14.
We equivalently transform the above Cauchy problem into the one given by (3.10) for
U = (u+, u−, θ, q)T when replacing A0 by
A0 =

m
2
m
2
0 0
m
2
m
2
0 0
0 0 0 0
0 0 0 1
τ
 .
The results on well-posedness and decay estimates are exactly the same as in the The-
orems 3.13 and 3.14. The reference system for the diffusion phenomenon (cf. with the
reference system for classical thermoelasticity with dissipation from the previous section
and Remark 3.1) now takes the following form:{
Wt +M0W −M2Wxx = 0,
W (0, x) = W0(x)
with
M0 = diag
(
0, 0,m,
1
τ
)
,
M2 = diag (λ−, λ+, 0, 0) ,
W0(x) = L · (u′0, u1, θ0, q0)T
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and the positive numbers λ∓ from (3.24). The matrix L is in the cases m 6= 1τ given by
L =
1
a

αγ2 0 α−mλ− 0
−αγ2 0 −α +mλ+ 0
0
√
2 a 0 0
0 0 0 a

and if m = 1
τ
, i.e., we have a connection between the reciprocal of the relaxation time
and the dissipation, it is given by
L =
1
a

αγ2 0 α−mλ− 0
−αγ2 0 −α +mλ+ 0
0
√
2 a 0 −
√
2 γ1τ a
κ−λ−
0
√
2 a 0
√
2 (κ−λ−)a
γ2κ
 .
Replacing R˜(1) by the inverse of L, we obtain the same results as in Theorem 3.15.
Thermoelasticity with second sound and mass
We consider the Cauchy problem
utt − αuxx + γ1θx +m2u = 0,
θt + qx + γ2utx = 0,
τqt + q + κθx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x), q(0, x) = q0(x)
and follow the lines of our considerations for classical thermoelasticity with an additional
mass term from Section 3.2.1. The system that we have to study in phase space is
Vt +
(
B0 + iξB
(1)
1 + i 〈ξ〉 m√
α
B
(2)
1
)
V = 0
for V = (uˆ+, uˆ−, θˆ, qˆ)T , uˆ± = uˆt ± i
√
α 〈ξ〉 m√
α
uˆ, and matrices B0 = diag(0, 0, 0,
1
τ
),
B
(2)
1 = diag(−
√
α,
√
α, 0, 0) and
B
(1)
1 =

0 0 γ1 0
0 0 γ1 0
γ2
2
γ2
2
0 1
0 0 κ
τ
0
 .
We obtain the same well-posedness result as in Theorem 3.13 and the same result on
decay estimates as in Theorem 3.14 with the difference that the solution u itself, mea-
sured in the Lq-norm, satisfies the estimate (3.15) as well. The reference system for the
diffusion phenomenon (cf. with (3.28) and Remark 3.1) takes the form:{
Wt +M0W −M2Wxx +M4Wxxxx = 0,
W (0, x) = (u1 + i
√
α 〈D〉 m√
α
u0, u1 − i
√
α 〈D〉 m√
α
u0, θ0, q0)
T
78
3.2. Selected results for thermoelasticity models with dissipation or mass
with
M0 = diag
(
−im, im, 0, 1
τ
)
,
M2 = diag
(
−iα + γ1γ2
2m
, i
α + γ1γ2
2m
,κ, 0
)
,
M4 = diag (m+,m−, 0, 0)
and
m± =
κγ1γ2
2m2(1 +m2τ 2)
± i
(
(α + γ1γ2)
2
8m3
− κτγ1γ2
2m(1 +m2τ 2)
)
.
For U(t, x) = F−1ξ→x (V (t, ξ)) and S-data u0, u1, θ0, q0 we obtain an estimate as in Theorem
3.20.
3.2.3. Thermoelasticity of type 2 and 3
Thermoelasticity of type 2 and 3 with dissipation
We devote our attention to the Cauchy problems
utt − αuxx + γ1θx +mut = 0,
θtt − κθxx − δθtxx + γ2uttx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x), θt(0, x) = θ1(x)
(3.29)
for the thermoelasticity models of type 2 (δ = 0) and 3 (δ > 0) with additional dissipation
terms.
Introducing the vector of unknowns U = (u+, u−, θ+, θ−)T with u± = ut ±
√
αux and
θ± = (θ+γ2ux)t±
√
κ θx, the initial value problem (3.29) can equivalently be transformed
into one for
Ut + A0U + A1Ux − A2Uxx − A3Uxxx = 0 (3.30)
with
A0 =

m
2
m
2
γ1
2
√
κ
− γ1
2
√
κ
m
2
m
2
γ1
2
√
κ
− γ1
2
√
κ
0 0 0 0
0 0 0 0
, A2 =

0 0 0 0
0 0 0 0
−
√
κγ2
2
−
√
κγ2
2
δ
2
δ
2√
κγ2
2
√
κγ2
2
δ
2
δ
2
, A3 = −δγ22

0 0 0 0
0 0 0 0
1 1 0 0
1 1 0 0

and A1 = diag(−
√
α,
√
α,−√κ,√κ). The system (3.30) is of type (2.2) for δ = 0 and of
type (2.52) with m = 3 for δ > 0 and can be treated with our diagonalization procedure
for all but large frequencies (i.e., assumption (C) holds as well).
For large frequencies the first matrices to diagonalize would be A3 for δ > 0 and A2
for δ = 0, but the eigenspace to the 4-fold eigenvalue 0 is in both cases only three-
dimensional. Diagonalizability is thus not given, and our procedure won’t work.
To overcome the non-symmetry between the terms γ1θx and γ2uttx however, we can
79
3. Applications to parabolic structured models with and without dissipation or mass
differentiate in the first equation of (3.29) with respect to t and obtain after introducing
v := ut the initial value problem
vtt − αvxx + γ1θtx +mvt = 0,
θtt − κθxx − δθtxx + γ2vtx = 0,
v(0, x) = u1(x), vt(0, x) = αu
′′
0(x)− γ1θ′0(x)−mu1(x),
θ(0, x) = θ0(x), θt(0, x) = θ1(x),
which can equivalently be transformed into{
U˜t + A0U˜ + A1U˜x − A2U˜xx = 0,
U˜(0, x) = U˜0(x)
(3.31)
for U˜ = (v+, v−, θ˜+, θ˜−)T , v± = vt ±
√
α vx, θ˜± = θt ±
√
κ θx, and matrices
A0 =
m
2

1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0
 , A1 =

−√α 0 γ1
2
γ1
2
0
√
α γ1
2
γ1
2
γ2
2
γ2
2
−√κ 0
γ2
2
γ2
2
0
√
κ
 and A2 = δ2

0 0 0 0
0 0 0 0
0 0 1 1
0 0 1 1
.
The problem (3.31) is for m = 0 the one given by (3.18) and can be studied for large
frequencies for both cases δ = 0 and δ > 0.
Taking into consideration that the partial Fourier images of the components of U can
be written as functions of the partial Fourier image of U˜ ,
uˆ± = g
(1)
± (vˆ+, vˆ−,
ˆ˜θ+,
ˆ˜θ−, ξ) and θˆ± = g
(2)
± (vˆ+, vˆ−,
ˆ˜θ+,
ˆ˜θ−) (3.32)
with g
(1)
± (F(U˜) treated as constant) having the behavior O(ξ−1) for |ξ| → ∞, we
immediately obtain results on well-posedness and decay estimates:
Theorem 3.21. (Well-posedness result)
We consider the Cauchy problem (3.29) in R≥0 × R with α, κ, γ1γ2,m > 0, δ ≥ 0 and
assume for a fixed s ∈ R
u0 ∈ Hs+1, u1, θ0 ∈ Hs, θ1 ∈ Hs−1.
Then there exists a unique solution satisfying
u ∈ C([0,∞), Hs+1) ∩ C1([0,∞), Hs),
θ ∈ C([0,∞), Hs) ∩ C1([0,∞), Hs−1).
Remark 3.7. Besides changes that are due to our approach - in particular we observe
a regularity improvement for the solution θ in the case δ > 0 - we see that the dissi-
pation term has a helping character with respect to the regularity of the data for small
frequencies (no need of homogeneous Sobolov spaces) when comparing the above result
with Theorem 3.16.
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Theorem 3.22. Assume u0, u1, θ0, θ1 ∈ S. Then the following Lp-Lq decay estimates
hold for solutions (u, θ) to the Cauchy problem (3.29):
‖(ut, ux)‖Lq . (1 + t)−
1
2(
1
p
− 1
q )
∥∥(〈D〉2 u0, 〈D〉u1, 〈D〉 θ0, θ1)∥∥Lp,rp−1 (3.33)
and
‖(θt, θx)‖Lq . (1 + t)−
1
2(
1
p
− 1
q )
∥∥(〈D〉2 u0, 〈D〉u1, 〈D〉 θ0, θ1)∥∥Lp,rp
for dual q, 1 < p ≤ 2 and rp = 1p − 1q .
Remark 3.8. 1. The difference in the regularity is due to the difference in the behavior
of g
(1)
± and g
(2)
± from (3.32).
2. In the case δ = 0, i.e., when considering the thermoelasticity model of type 2, the
decay is generated from the dissipation term only. It has an essential helping influence.
The reference system for which we can prove a diffusion phenomenon as in Theorem
2.24 with ns = ms = 2 is given by:{
Wt +M0W +M1Wx −M2Wxx = 0,
W (0, x) = LU0(x)
with some constant matrix L coming from the procedure, U0 being the initial data to
(3.30) and
M0 = diag (0, 0, 0,m) ,
M1 = diag
(−√κ,√κ, 0, 0) ,
M2 = diag
(
γ1γ2
2m
+
δ
2
,
γ1γ2
2m
+
δ
2
,
α
m
, 0
)
.
We will postpone our considerations for the Cauchy problem to the thermoelasticity
model of type 2 with an additional mass term to Chapter 4 and restrict our view in the
following to the thermoelasticity model of type 3.
Thermoelasticity of type 3 with mass
We consider the Cauchy problem
utt − αuxx + γ1θx +m2u = 0,
θtt − κθxx − δθtxx + γ2uttx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x), θt(0, x) = θ1(x)
(3.34)
with the usual assumptions α, κ, δ, γ1γ2,m > 0 and are now interested whether the mass
term has a similar positive influence as the dissipation term did.
We proceed as in the previous section and divide our considerations into some for the
region of all but large and some for the region of large frequencies, starting off with
Zint(σ) ∪ Zmid(σ,N) = {|ξ| ≤ N}, N  1.
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Therefore we transform the system in (3.34) after applying partial Fourier transformation
equivalently into
Vt +
(
B0 + iξB
(1)
1 + i 〈ξ〉 m√
α
B
(2)
1 + ξ
2B2 + iξ
3B3
)
V = 0 (3.35)
for V = (uˆ+, uˆ−, θˆ+, θˆ−)T , uˆ± = uˆt ± i
√
α 〈ξ〉 m√
α
uˆ, θˆ± = (θˆ + iγ2ξuˆ)t ± i
√
κ ξ θˆ and
matrices
B0 =
γ1
2
√
κ

0 0 1 −1
0 0 1 −1
0 0 0 0
0 0 0 0
, B2 =

0 0 0 0
0 0 0 0
−
√
κγ2
2
−
√
κγ2
2
δ
2
δ
2√
κγ2
2
√
κγ2
2
δ
2
δ
2
, B3 = −δγ22

0 0 0 0
0 0 0 0
1 1 0 0
1 1 0 0
,
B
(1)
1 = diag(0, 0,−
√
κ,
√
κ) and B
(2)
1 = diag(−
√
α,
√
α, 0, 0).
Using the asymptotic expansion 〈ξ〉 m√
α
= m√
α
(
1 + α
2m2
ξ2 − α2
8m4
ξ4
)
+ O(ξ)6 for small
frequencies, we rewrite (3.35) in Zint(σ) as
Vt +
(
A0 + iξA1 + ξ
2A2 + iξ
3A3 + ξ
4A4 +Rs(ξ)
)
V = 0, (3.36)
where Rs(ξ) = O(ξ6), A1 = B(1)1 , A3 = B3, A4 = i α
2
8m3
diag(1,−1, 0, 0),
A0 =

−im 0 γ1
2
√
κ
− γ1
2
√
κ
0 im γ1
2
√
κ
− γ1
2
√
κ
0 0 0 0
0 0 0 0
 and A2 =

−i α
2m
0 0 0
0 i α
2m
0 0
−
√
κγ2
2
−
√
κγ2
2
δ
2
δ
2√
κγ2
2
√
κγ2
2
δ
2
δ
2
 .
We can now apply our procedure and obtain:
Lemma 3.23. (i) The characteristic roots µj = µj(ξ) of the coefficient matrix from
(3.35) behave for |ξ| ≤ σ  1 as
µ1,2(ξ) = ±i
√
κ ξ +
δ
2
ξ2 ∓ i
(
γ1γ2
√
κ
2m2
+
δ2
8
√
κ
)
ξ3 − δγ1γ2
2m2
ξ4 +O(ξ5),
µ3,4(ξ) = ±im± iα + γ1γ2
2m
ξ2 +
(
δγ1γ2
2m2
∓ i
(
(α + γ1γ2)
2
8m3
− κγ1γ2
2m3
))
ξ4 +O(ξ5).
(ii) The assumption (C) holds.
The first matrix to diagonalize, when studying (3.35) in Zext(N) = {|ξ| ≥ N  1},
would be B3. This matrix is not diagonalizable, and we are thus proceeding as in our
considerations in the previous section. We differentiate in the first equation of (3.34)
with respect to t and obtain with v = ut the problem
vtt − αvxx + γ1θtx +m2v = 0,
θtt − κθxx − δθtxx + γ2vtx = 0,
v(0, x) = u1(x), vt(0, x) = αu
′′
0(x)− γ1θ′0(x)−m2u0(x),
θ(0, x) = θ0(x), θt(0, x) = θ1(x).
(3.37)
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Applying partial Fourier transformation and using the asymptotic expansion 〈ξ〉 m√
α
=
|ξ|
(
1 + m
2
2α
ξ−2
)
+O(ξ−3) for |ξ| → ∞, we equivalently transform the system in (3.37)
into
V˜t +
(
ξ2A2 + iξA1 +Rl(ξ)
)
V˜ = 0 (3.38)
for a vector function V˜ = (vˆ+, vˆ−,
ˆ˜θ+,
ˆ˜θ−)T with vˆ± = vˆt± i
√
α 〈ξ〉 m√
α
vˆ, ˆ˜θ± = θˆt± i
√
κ ξθˆ
and matrices Rl(ξ) = O(ξ−1) for |ξ| → ∞,
A1 =

− sgn(ξ)√α 0 γ1
2
γ1
2
0 sgn(ξ)
√
α γ1
2
γ1
2
γ2
2
γ2
2
−√κ 0
γ2
2
γ2
2
0
√
κ
 and A2 = δ2

0 0 0 0
0 0 0 0
0 0 1 1
0 0 1 1
 ,
sgn(ξ) denotes, as before, the sign of ξ. To this system we can apply our procedure.
We observe, as in the last section, that we can write the components of V as functions
of the components of V˜ , i.e.,
uˆ± = g
(1)
± (vˆ+, vˆ−,
ˆ˜θ+,
ˆ˜θ−, ξ) and θˆ± = g
(2)
± (vˆ+, vˆ−,
ˆ˜θ+,
ˆ˜θ−), (3.39)
where g
(1)
± (V˜ treated as constant) behave as O(ξ−1) for |ξ| → ∞, and therewith obtain
the same well-posedness result as in Theorem 3.21 and the same result on decay estimates
as in Theorem 3.22 with the difference that the solution u itself, measured in the Lq-
norm, satisfies the estimate (3.33) as well. Hence, the additional mass term has (just like
the additional dissipation term did) a positive influence with respect to the regularity
of the data for small frequencies (no need of homogeneous Sobolov spaces).
Concerning the diffusion phenomenon, we obtain with U(t, x) = F−1ξ→x (V (t, ξ)), ns = 2
and ms = 4 a result as in Theorem 2.24 for the reference system{
Wt +M0W +M1Wx −M2Wxx +M4Wxxxx = 0,
W (0, x) = LU0(x)
with some constant matrix L coming from the procedure, U0 = F−1(V0), V0 denoting
the initial data to (3.35),
M0 = i diag (0, 0,m,−m) ,
M1 = diag
(√
κ,−√κ, 0, 0) ,
M2 = diag
(
δ
2
,
δ
2
, i
α + γ1γ2
2m
,−iα + γ1γ2
2m
)
,
M4 = diag (0, 0,m−,m+)
and
m∓ =
δγ1γ2
2m2
∓ i
(
(α + γ1γ2)
2
8m3
− κγ1γ2
2m3
)
.
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3.3. An exceptional model
Having Remark 3.6 in mind, we will consider in this section the Cauchy problem
utt − αuxx + γ1θx +m2u+ 2mut = 0,
θt − κθxx + γ2utx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x)
for classical thermoelasticity with an additional mass and an additional dissipation term
that are related to each other as above.
After partial Fourier transformation the above problem is equivalently transformed into
(cf. (3.25))  Vt +
(
B0 + iξB
(1)
1 + i 〈ξ〉 m√
α
B
(2)
1 + ξ
2B2
)
V = 0,
V (0, ξ) = V0(ξ)
(3.40)
for V = (uˆ+, uˆ−, θˆ)T , uˆ± = uˆt ± i
√
α 〈ξ〉 m√
α
uˆ, and matrices
B0 =
m m 0m m 0
0 0 0
 , B(1)1 =
 0 0 γ10 0 γ1
γ2
2
γ2
2
0
 ,
B
(2)
1 = diag(−
√
α,
√
α, 0) and B2 = diag(0, 0, κ).
We can proceed as in our considerations in Section 3.2.1 for classical thermoelasticity
with an additional mass term. For small frequencies ξ ∈ Zint(σ) we have to study a
system
Vt +
(
A0 + iξA1 + ξ
2A2 +Rs(ξ)
)
V = 0 (3.41)
with Rs(ξ) = O(ξ4),
A0 = B0 + i
m√
α
B
(2)
1 =
(1− i)m m 0m (1 + i)m 0
0 0 0
 ,
A1 = B
(1)
1 and A2 = i
√
α
2m
B
(2)
1 + B2 = diag(−i α2m , i α2m , κ). For large frequencies ξ ∈
Zext(N) we obtain a system as in (3.27) with the additional summand B0V .
There occur no difficulties in the diagonalization procedure for all but small frequencies.
In particular, assumption (C) is satisfied, and we have the usual solution representation
(as in Proposition 2.13, (ii)) in Zext(N) with eigenvalues having the same qualitative
behavior as the ones from Lemma 3.19, (ii).
3.3.1. Diagonalization for small frequencies
Step 0: Diagonalization modulo O(ξ)-terms
The matrix A0 is not diagonalizable and thus already (A0) is not satisfied. We will
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therefore apply ideas from Section 2.2.2.4. The eigenvalues of A0 are given by λ0,1 =
λ0,2 = m, λ0,3 = 0 and V˜
(0) =
(
S˜(0)
)−1
V ,
S˜(0) =

1
m
−i 0
0 1 0
0 0 1
 ,
satisfies
V˜
(0)
t +
(
J0 + iξA˜
(0)
1 + ξ
2A˜
(0)
2 +
(
S˜(0)
)−1
Rs(ξ)S˜
(0)
)
V˜ (0) = 0
with
J0 =
m 0 01 m 0
0 0 0
 , A˜(0)1 =
 0 0 (1 + i)mγ10 0 γ1
γ2
2m
(1−i)γ2
2
0
 , A˜(0)2 =
−i
α
2m
−α 0
0 i α
2m
0
0 0 κ
 .
Hence, we have not diagonalized but (let’s say) (2, 1)-block-diagonalized modulo O(ξ)-
terms as good as possible.
Step 1: Diagonalization modulo O(ξ2)-terms
Taking account of the structures of J0 and A˜
(0)
1 , we observe that there is a matrix K(1)
such that V˜ (1) = (I + iξK(1))V˜
(0) satisfies
V˜
(1)
t +
(
J0 + ξ
2A˜
(1)
2 + A˜
(1)
3
)
V˜ (1) = 0 (3.42)
with A˜
(1)
3 (ξ) = O(ξ3). The matrices are explicitly given by
K(1) =
 0 0 (1 + i)γ10 0 −iγ1m
−i γ2
2m2
− (1−i)γ2
2m
0
 , A˜(1)2 =
−
γ1γ2+i(α+γ1γ2)
2m
−(α + γ1γ2) 0
iγ1γ2
2m2
γ1γ2+i(α+γ1γ2)
2m
0
0 0 κ
 .
When looking at the matrix A˜
(1)
2 , we further see that it is not possible to diagonalize
it (or to transform it to the Jordan canonical form of J0) without losing the almost
diagonal structure of J0.
However, having the previous step and the analyticity of the coefficient matrix from
(3.42) near ξ = 0 in mind, we know that there is a σ > 0 such that we can perform a
perfect (2, 1)-block-diagonalization (of A˜
(1)
3 ) in Zint(σ) = {|ξ| ≤ σ  1} with the help
on an analytic block-diagonalizer I +K(ξ), K(ξ) = O(ξ3) (cf. [Kat80]).
The components of V˜ = (V˜1, V˜2)
T = (I +K(ξ))V˜ (1) thus satisfy{
∂tV˜1 + (M + E) V˜1 = 0,
V˜1(0, ξ) = V˜0,1(ξ)
(cf. (2.24)) with (V˜0,1, V˜0,2)
T = TV0, T = T (ξ) = (I + K(ξ))(I + iξK(1))
(
S˜(0)
)−1
,
E(ξ) = O(ξ2) and
M =
(
m 0
1 m
)
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and {
∂tV˜2 + µ(ξ)V˜2 = 0,
V˜2(0, ξ) = V˜0,2(ξ)
with µ(ξ) = κξ2 +O(ξ3) for ξ → 0.
Solution representations are given by V˜2(t, ξ) = e
−µ(ξ)tV˜0,2(ξ) and
V˜1(t, ξ) = F (t)V˜0,1(ξ)−
∫ t
0
F (t− s)E(ξ)V˜1(s, ξ)ds
(cf. (2.25)) with
F (t) = e−mt
(
1 0
−t 1
)
.
3.3.2. Results
An application of Gronwall’s lemma yields
|V˜1(t, ξ)| . |F (t)V˜0,1(ξ)|+
∫ t
0
|F (s)V˜0,1(ξ)||F (t− s)E(ξ)|e
c
∫ t
s
|F (t− τ)E(ξ)|dτ
ds,
which gives for ξ ∈ Zint(σ) the estimate
|V˜1(t, ξ)| . e−ct|V˜0,1(ξ)|
for some positive constant c.
The solution to (3.41) is given by V (t, ξ) = T−1(ξ)V˜ (t, ξ). This together with the above
considerations (and the application of the usual arguments in Zmid(σ,N) and Zext(N))
yields a decay estimate as in Theorem 3.6 with the difference that the solution u itself,
measured in the Lq-norm, satisfies the estimate as well (and the parabolic decay rate
being determined by V˜2 in Zint(σ)). Moreover, we obtain the same well-posedness result
as in Theorem 3.5 and analogous results on the propagation of singularities as in Theorem
3.8 (the same results when replacing in (i) u′0 by i 〈D〉 m√
α
u0 and ux(t, ·) by 〈D〉 m√
α
u(t, ·)).
For a result on a diffusion phenomenon we define the reference system Wt + J0W −M2Wxx = 0,W (0, x) = (S˜(0))−1 (u1 + i√α 〈D〉 m√
α
u0, u1 − i
√
α 〈D〉 m√
α
u0, θ0)
T
(3.43)
with M2 = diag (0, 0, κ). With the notation U(t, x) = F−1ξ→x (V (t, ξ)) and an analogous
proof to the one for Theorem 2.24 we obtain:
Theorem 3.24. We assume u0, u1, θ0 ∈ S. Then the estimate∥∥∥U − S˜(0)W∥∥∥
Lq
. (1 + t)−
1
2(
1
p
− 1
q )− 12‖(〈D〉u0, u1, θ0)‖Lp,rp
holds for dual values q, 1 < p ≤ 2 and rp = 1p − 1q .
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We consider in this chapter the Cauchy problem for the thermoelasticity model of type
2 with an additional mass term, that is,
utt − αuxx + γ1θx +m2u = 0,
θtt − κθxx + γ2uttx = 0,
u(0, x) = u0(x), ut(0, x) = u1(x), θ(0, x) = θ0(x), θt(0, x) = θ1(x)
(4.1)
with the usual assumptions α, κ, γ1γ2,m > 0.
Noting that the solutions u and θ of (4.1) both satisfy
vtttt − (κ+ α + γ1γ2)vttxx +m2vtt − κm2vxx + ακvxxxx = 0, (4.2)
i.e., an equation of 4th order with partial derivatives in t of only even order, we can
calculate the characteristic roots of the system in (4.1) explicitly. They are given by
µ1,2(ξ) = ± i√2
√
(κ+ α + γ1γ2)ξ2 +m2 −
√
((α− κ+ γ1γ2) ξ2 +m2)2 + 4κγ1γ2ξ4,
µ3,4(ξ) = ± i√2
√
(κ+ α + γ1γ2)ξ2 +m2 +
√
((α− κ+ γ1γ2) ξ2 +m2)2 + 4κγ1γ2ξ4.
(4.3)
The eigenvalues are always purely imaginary. We therefore have to divide our consid-
erations into some for the regions of small and large frequencies, where we are able to
apply the procedure from Chapter 2, and some for the remaining region of bounded
frequencies with a positive distance to zero, where we have to study the behavior of the
eigenvalues from the formulas in (4.3) directly.
4.1. The regions of small and large frequencies
The Cauchy problem (4.1) is given by (3.34) when setting δ = 0 there. Hence, we can
follow our considerations for the thermoelasticity model of type 3 with an additional
mass term in Section 3.2.3 closely.
It is the initial value problem for (3.36) with δ = 0 that we need to study in Zint(σ) =
{|ξ| ≤ σ  1}, and we obtain for the characteristic roots from (4.3) the asymptotic
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behavior that is given by the results in Lemma 3.23, (i), when setting δ = 0 and
replacing ξ by |ξ| there.
When studying the system (3.35) with δ = 0 for large frequencies, we observe that the
first matrix to diagonalize, namely B2, has a 4-fold eigenvalue 0 with an only three-
dimensional eigenspace. We therefore differentiate, as before, in the first equation of
(4.1) with respect to t, introduce v = ut, and should now study the initial value problem
for (3.38) with δ = 0 in Zext(N).
The matrix Rl(ξ) can be rewritten as Rl(ξ) = iξ
−1A−1 + R˜l(ξ) with R˜l(ξ) = O(ξ−3) for
|ξ| → ∞ and A−1 = m22√α sgn ξ · diag (−1, 1, 0, 0), and applying our procedure, we find
the following asymptotic behavior of the characteristic roots from (4.3):
Lemma 4.1. The characteristic roots µj = µj(ξ) from (4.3) behave for |ξ| ≥ N  1 as
µ1,2(ξ) = ±iλ−|ξ| ± ic+ |ξ|−1 +O(ξ−2),
µ3,4(ξ) = ±iλ+|ξ| ± ic− |ξ|−1 +O(ξ−2)
with distinct positive numbers
λ± =
1√
2
√
κ+ α + γ1γ2 ±
√
(α− κ+ γ1γ2)2 + 4κγ1γ2 (4.4)
and positive numbers
c± = ±m
2(λ2± − α)λ∓
2α(λ2+ − λ2−)
.
4.2. The region of bounded frequencies with a positive
distance to zero
We are now interested in the behavior of the characteristic roots from the system in
(4.1) in Zmid(σ,N) = {σ ≤ |ξ| ≤ N}. By studying the formulas in (4.3) directly, we
obtain:
Lemma 4.2. The purely imaginary eigenvalues µj = µj(ξ), given by (4.3), have in
Zmid(σ,N) = {σ ≤ |ξ| ≤ N} the following properties:
(i) They are distinct.
(ii) We have 0 < C1 ≤ |dξµj| ≤ C2.
(iii) The second derivatives d2ξµj have for j = 1, 2 in the case
4α(α− κ) + (5κ+ 7α)γ1γ2 + 3(γ1γ2)2 ≥ 0 (4.5)
exactly one pair of roots ±ξ0 and otherwise at the most 4 such pairs.
If (4.5) holds, then ±ξ0 are points of inflection of µj, more accurate, d3ξµj(±ξ0) 6= 0.
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(iv) The second derivatives d2ξµj have for j = 3, 4 in the case
α(α− κ) + (κ+ 2α)γ1γ2 + (γ1γ2)2 ≥ 0 (4.6)
no real roots.
Proof. The distinctiveness of the eigenvalues follows directly from the formulas in (4.3)
and the upper bound in (ii) for |dξµj| from the Lemmas 3.23, 4.1 and continuity argu-
ments. To prove the statement on the lower bound for j = 1, 2, we need to guarantee
that for any ξ 6= 0
dµ1
dξ
=
(
d
dξ
µ21
)
1
2µ1
6= 0.
Let us assume that d
dξ
µ21(ξ) = 0 for a ξ 6= 0. Then we obtain the equality(
(α− κ+ γ1γ2)2 + 4κ(α + γ1γ2)
) ((
(α− κ+ γ1γ2) ξ2 +m2
)2
+ 4κγ1γ2ξ
4
)
=
((
(α− κ+ γ1γ2) ξ2 +m2
)
(α− κ+ γ1γ2) + 4κγ1γ2ξ2
)2
.
By basic calculations we conclude the equivalence to
0 = α
((
(α− κ+ γ1γ2)ξ2 +m2
)2
+ 4κγ1γ2ξ
4
)
+m4γ1γ2 > 0.
Thus, we have constructed a contradiction, and continuity arguments yield the state-
ments in (ii) for j = 1, 2. Similar considerations for dξµ3 yield the remaining statements
in (ii).
By some calculations one can moreover conclude that d2ξµ1(ξ) = 0 is equivalent to
a ξ8 − b ξ4 − c ξ2 − d = 0
with
a = α((κ− α + γ1γ2)2 + 4αγ1γ2)2,
b = 3m4(2α + γ1γ2)((κ− α + γ1γ2)2 + 4αγ1γ2),
c = 2m6(4α(α− κ) + (5κ+ 7α)γ1γ2 + 3(γ1γ2)2),
d = 3m8(α + γ1γ2).
The numbers a, b and d are positive. If we assume that c ≥ 0, then the above equation
has exactly two solutions ±ξ0 and d2ξµ1 therefore exactly these two roots .
We assume now that (4.5) holds. Taking the information from the Lemmas 3.23 (with
δ = 0 and ξ replaced by |ξ|) and 4.1 into consideration, we know that µ′′1(ξ) changes its
sign, when passing through one of its roots ±ξ0. Hence, ±ξ0 are points of inflection of
µ1 = µ1(ξ).
Further, we know that µ1 satisfies the polynomial equation
µ41 + ((κ+ α + γ1γ2)ξ
2 +m2)µ21 + κm
2ξ2 + ακξ4 = 0. (4.7)
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Let us assume that for an η 6= 0 we have
µ′′1(η) = µ
′′′
1 (η) = µ
(4)
1 (η) = 0. (4.8)
We differentiate four times with respect to ξ in (4.7) and evaluate the obtained in η.
Then we get
(µ′1(η))
4 + (κ+ α + γ1γ2)(µ
′
1(η))
2 + κα = 0.
Hence, µ′1(η) takes one of the values
µ′1(η)(1,2) = ±iλ− or µ′1(η)(3,4) = ±iλ+
with the positive and distinct numbers λ± from (4.4). Let us assume that η > 0. Then
we know that −iµ′1(η) > 0. Thus, µ′1(η) can not take the values µ′1(η)(2) and µ′1(η)(4).
By some calculations we can furthermore show that
√
κ < λ+. With this, λ+ > λ− and
using the information from the Lemmas 3.23 and 4.1 as well as the properties of µ′′1, we
have proved that µ′1(η) can not take any of the values µ
′
1(η)(i). Analogous calculations
of course hold for η < 0. Consequently, (4.8) can not occur, and µ′′′1 = µ
′′′
1 (ξ) is not
vanishing in the roots of µ′′1.
The statement in (iv) is proved by similar calculations.
We have a clear understanding of the behavior of the roots from (4.3) only under the
conditions (4.5) and (4.6). Let us therefore introduce the assumption
(D) 4α(α− κ) + (κ+ 2α)γ1γ2 + (γ1γ2)2 ≥ 0
and note that it implies (4.5) and (4.6) and is satisfied when α ≥ κ. The latter should
be, at least to the authors knowledge, satisfied in all practically useful cases.
Remark 4.1. Assuming (D) and reconsidering the results from the Lemmas 3.23 (part
(i) with δ = 0 and ξ replaced by |ξ|), 4.1 and 4.2, one comes to the conclusion that while
the last two roots behave very similar to roots of the classical Klein-Gordon equation,
the first two roots are in their behavior in between of that of roots of the classical
Klein-Gordon and the classical wave equation.
Using the partial differential equation (4.2), we can write down explicit solution repre-
sentations for u and θ consisting of Fourier multipliers of the type
F−1 (a(ξ)eiµj(ξ)tF(w)(ξ))
with in Zmid(σ,N) smooth amplitudes a = a(ξ), j ∈ {1, . . . , 4} and w being from the
set {u0, u1, θ0, θ1}.
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4.3. Results
With the observation in (3.39) we immediately obtain a well-posedness result as in
Theorem 3.21.
Now we are concerned with Lp-Lq decay estimates. For the regions of small and large
frequencies we can apply results from Chapter 2. For the region of bounded frequencies
with a positive distance to zero we need to make some extra considerations and therefore
first study Fourier multipliers of the type
F−1 (a(ξ)eiµ(ξ)tχ(ξ)F(w)(ξ)) ,
where χ ∈ C∞0 (R) with suppχ ⊂ [c1, c2], 0 < c1 < c2 < ∞ or −∞ < c1 < c2 < 0,
a = a(ξ) is smooth on suppχ and µ = µ(ξ) is a real-valued, smooth function with
|dkξµ| ≥ c > 0 on suppχ for a k ≥ 2.
Proposition 4.3. We obtain the decay estimate∥∥F−1 (a(ξ)eiµ(ξ)tχ(ξ)F(w)(ξ))∥∥
Lq
. (1 + t)−
1
k(
1
p
− 1
q )‖w‖Lp
for 1 ≤ p ≤ 2 and 1
p
+ 1
q
= 1.
Proof. The L2-L2 estimate is given by∥∥F−1 (a(ξ)eiµ(ξ)tχ(ξ)F(w)(ξ))∥∥
L2
. ‖w‖L2 . (4.9)
For the L1-L∞ estimates we have for small times t ≤ 1∥∥F−1 (a(ξ)eiµ(ξ)tχ(ξ)F(w)(ξ))∥∥
L∞ . ‖w‖L1 (4.10)
and for large times t ≥ 1 with∥∥F−1 (eiµ(ξ)ta(ξ)χ(ξ))∥∥
L∞ . t
− 1
k ,
where we have used Corollary B.4, the estimate∥∥F−1 (eiµ(ξ)ta(ξ)χ(ξ)F(w)(ξ))∥∥
L∞ . t
− 1
k ‖w‖L1 . (4.11)
Combining (4.10) and (4.11) with (4.9) and applying the Riesz-Thorin interpolation
theorem proves our assertions.
Now we can state with the help of the Lemmas 3.23 (part (i) with δ = 0), 4.1 and the
results of Chapter 2 as well as the considerations from the last section and the above
Proposition 4.3:
Theorem 4.4. Assume u0, u1, θ0, θ1 ∈ S and that the assumption (D) is satisfied. Then
the following Lp-Lq decay estimates hold for solutions (u, θ) to the Cauchy problem (4.1):
‖(u, ut, ux)‖Lq . (1 + t)−
1
3(
1
p
− 1
q )
∥∥(〈D〉2 u0, 〈D〉u1, 〈D〉 θ0, θ1)∥∥Lp,rp−1
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and
‖(θt, θx)‖Lq . (1 + t)−
1
3(
1
p
− 1
q )
∥∥(〈D〉2 u0, 〈D〉u1, 〈D〉 θ0, θ1)∥∥Lp,rp
for dual q, 1 < p ≤ 2 and rp = 32
(
1
p
− 1
q
)
.
Remark 4.2. The decay is generated from the mass term. It therefore has an essential
helping character for the thermoelasticity model of type 2. However, if we have an
additional dissipation term instead, then that generates an even stronger decay (cf.
with Theorem 3.22).
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5.1. Theoretical considerations
5.1.1. The problem
The reasonable replacement of (2.4) for studying linear thermoelasticity models in 3D for
isotropic media as discussed in Section 1.1 (after applying a Helmholtz decomposition)
is the system
V˜t + (B0(η) + i|ξ|B1(η) + |ξ|2B2(η))V˜ = 0 (5.1)
for a d-dimensional unknown V˜ = V˜ (t, ξ), (t, ξ) ∈ R>0 × R3, and matrices Bk = Bk(η),
η = ξ/|ξ| ∈ S2, that are given by smooth functions Bk : S2 → Cd×d (compare e.g. to
(5.18)).
However, the η-dependence of the matrices Bk in (5.1) comes for the considered problems
- aside from the models involving second sound thermoelasticity - only from the coupling
terms and has in any case such a special structure that there are matrices L = L(η) and
R = R(η) with LR = I that are - at least for overlapping open subsets of S2 - smooth
in η such that V = LV˜ satisfies a system
Vt + (A0 + i|ξ|A1 + |ξ|2A2)V = 0, (5.2)
where the matrices Ak ∈ Cd×d are independent of η. I.e., the η-dependence of the
matrices Bk occurs only, because we are displaying the coefficient matrix B(ξ) = B0(η)+
i|ξ|B1(η) + |ξ|2B2(η) in (5.1) in the wrong basis.
The initial value problem that we will therefore study in detail in Section 5.1 is{
V˜t + (B0(η) + i|ξ|B1(η) + |ξ|2B2(η))V˜ = 0,
V˜ (0, ξ) = V˜0(ξ)
(5.3)
for a d-dimensional unknown V˜ = V˜ (t, ξ), (t, ξ) ∈ R≥0 × R3, and matrices Bk = Bk(η)
that are given in such a way that the coefficient matrix in (5.3) can be rewritten into
one as in (5.2) via a similarity transformation involving a matrix that is - at least for
overlapping open subsets of S2 - smooth in η.
The equivalent problem to (5.3) in physical space then is{
Ut +B(D)U = 0,
U(0, x) = U0(x)
(5.4)
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for a d-dimensional unknown U = U(t, x), (t, x) ∈ R≥0 ×R3, and B(D) being a pseudo-
differential operator having a symbol B(ξ) = B0(η)+i|ξ|B1(η)+ |ξ|2B2(η) with the same
features as the coefficient matrix in (5.3).
We note that the only significant change when comparing (2.4) with (5.2) is that ξ ∈ R1
is replaced by |ξ| ∈ R1≥0.
We can therefore apply the diagonalization procedure from Section 2.2 to (5.2). With
the same assumptions (An), (A
′
n), (Bn) and (Aˆn), (Aˆ
′
n), (Bˆn) we obtain in particular
the same results as in Lemma 2.6 and as in the Propositions 2.9, 2.12 and 2.13, when
replacing ξ there by |ξ| in the right spots. Moreover, replacing the previous condition
(C) by
(C) ∃C = C(σ,N) > 0 ∀ξ ∈ Zmid(σ,N)∀µ(|ξ|) ∈ spec (B(ξ)) : Reµ(|ξ|) ≥ C > 0,
we obtain a result as in Proposition 2.14.
In the upcoming sections we will study the initial value problem (5.4) in detail and try
to reproduce results that we have obtained for (2.2) in our 1D considerations in Chapter
2. Let us therefore first agree on the convention that when assuming the existence
of a number n such that (An), (A
′
n), (Bn), (Aˆn), (Aˆ
′
n) or (Bˆn) are satisfied for (5.4) we
mean that this is the case when applying the diagonalization procedure to the associated
system of type (5.2).
5.1.2. Well-posedness
With the condition
∀ξ ∈ Zext(N)∀µ(|ξ|) ∈ spec (B(ξ)) : Reµ(|ξ|) ≥ 0 (5.5)
for the eigenvalues µ = µ(|ξ|) of the symbol of B(D) in (5.4) and an analogous proof to
the one for Theorem 2.15 we obtain:
Theorem 5.1. (Hs well-posedness)
We consider the Cauchy problem (5.4). Suppose that for some n the assumptions (Aˆn)
and (Bˆn) hold together with (5.5) and that we have U0 ∈ Hs for a fixed s ∈ R.
Then there exists a (in C([0,∞),S ′)) unique solution satisfying
U ∈ C([0,∞), Hs).
Further, we get for an arbitrary T > 0 the a priori estimate
‖U‖C([0,T ],Hs) ≤ CT‖U0‖Hs
with a T -dependent constant CT .
94
5.1. Theoretical considerations
5.1.3. Lp-Lq decay estimates
We will, as in the 1D considerations, state and prove decay estimates for solutions to
the Cauchy problem (5.4) in the regions of small, bounded and large frequencies and
therefore introduce functions φint, φmid, φext ∈ C∞(R3) having their support in Zint(σ),
Zmid(σ/2, 2N) and Zext(N), respectively, so that φint + φmid + φext ≡ 1.
In contrary to our 1D considerations in Section 2.4 we will not try to draw complete
pictures for all possible situations in the regions of small and large frequencies, but
provide only the estimates that we need for the applications that we have in mind.
5.1.3.1. Lp-Lq decay estimates for small frequencies
We assume U0 ∈ S, the existence of a number n so that the assumptions (An) and (Bn)
hold and with B(ξ) denoting the symbol of B(D) in (5.4)
∀ξ ∈ Zint(σ)∀µ(|ξ|) ∈ spec (B(ξ)) : Reµ(|ξ|) ≥ 0.
Then we have the solution representation
φint(D)U = F−1
(
R(η)T−1int (|ξ|) diag(e−µ1(|ξ|)t, . . . , e−µd(|ξ|)t)Tint(|ξ|)L(η)φint(ξ)Uˆ0(ξ)
)
.
(5.6)
Due to our assumption, the matrices L = L(η) and R = R(η) may be smooth only in
overlapping open subsets of S2. If that is the case, then we proceed - without actually
carrying it out - locally in open subsets Oj ⊂ S2, S2 =
⋃k
j=1Oj, in which we can choose
L = L(η) and R = R(η) smooth in η and, using a partition of unity, later on glue the
results together. We go on by writing
φint(D)U =
(
d∑
j,r=1
F−1
(
cjrk(ξ)e
−µj(|ξ|)tφint(ξ)Uˆ0,r(ξ)
))d
k=1
with Uˆ0(ξ) = (Uˆ0,1(ξ), . . . , Uˆ0,d(ξ))
T and functions cjrk = cjrk(ξ) being made up of entries
of Tint(|ξ|)L(η) and its inverse.
The multipliers for which we have to derive estimates are therefore
F−1 (a(ξ)e−µ(|ξ|)tφint(ξ)vˆ(ξ)) , (5.7)
where v ∈ S and a = a(ξ) is given in such a way that a(ξ)φint(ξ) ∈ C2(R3\{0}) satisfies
for any α ∈ N30 with |α| ≤ 2 the estimate∣∣∂αξ (aφint)(ξ)∣∣ ≤M |ξ|−|α| for all ξ 6= 0
and is thus a multiplier in Lq for 1 < q < ∞ (cf. Lemma B.7). We further assume
µ = µ(ρ) to be analytic and to satisfy Reµ(ρ) ≥ 0 near ρ = 0. In particular, µ allows
asymptotic expansions
µ(|ξ|) = λ0 + iλ1|ξ|+ λ2|ξ|2 + . . .+ anλn|ξ|n +O(|ξ|n+1) (5.8)
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for any n on suppφint, the numbers λk are in general complex, an = i for odd n and
an = 1 for even n (cf. with Lemma 2.6).
As in the 1D considerations, we should distinguish the two cases in which µ is purely
imaginary and in which µ has a non-vanishing real part on suppφint\{0}. We will restrict
here solely to the latter one, i.e., we consider only situations in which
akλk ∈ iR for 0 ≤ k ≤ m− 1, Re (amλm) > 0, (5.9)
for a number m ∈ N0.
Proposition 5.2. For the multiplier in (5.7) we obtain in the situations (5.9) for dual
values q, 1 ≤ p ≤ 2 the estimates∥∥F−1 (a(ξ)e−µ(|ξ|)tφint(ξ)vˆ(ξ))∥∥Lq . e−ct‖v‖Lp
with a positive constant c if m = 0 and∥∥F−1 (a(ξ)e−µ(|ξ|)tφint(ξ)vˆ(ξ))∥∥Lq . (1 + t)− 3m( 1p− 1q )‖v‖Lp
otherwise.
Proof. We derive first, as in previous considerations, L2-L2 and L1-L∞ estimates. The
derivation of the L2-L2 estimates is straightforward using that a(ξ)φint(ξ) is bounded.
For the L1-L∞ estimates we use analogous arguments as in the proof of Theorem 2.16
in the cases ns,j = pj < ∞. The assertions then follow from applying the Riesz-Thorin
interpolation theorem.
From our considerations in 1D we know that it might also be the imaginary part of
µ = µ(|ξ|) that is determining the decay of the multiplier (5.7) in the situations (5.9),
i.e., when µ has a non-vanishing real part. Hence, the estimates in Proposition 5.2 might
not be optimal. Such questions we want to discuss for each application separately. Let us
nevertheless consider one situation in which we can improve the results from Proposition
5.2, that is, we assume additionally to (5.9)
λk = 0 for 0 < k < l, 0 6= alλl ∈ iR, λk = 0 for l < k < m, (5.10)
l ≥ 2, m ≥ 4 and l < m.
Proposition 5.3. For the multiplier in (5.7) we obtain in the situations (5.10) for
arbitrary but fixed positive numbers ε and dual values q, 1 + ε ≤ p ≤ 2 the estimate∥∥F−1 (a(ξ)e−µ(|ξ|)tφint(ξ)vˆ(ξ))∥∥Lq ≤ Cε(1 + t)− 3l ( 1p− 1q )‖v‖Lpε ,
where Cε is an ε-dependent constant and pε = p
(
1− ε p
1+(1+p)ε
)
.
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Remark 5.1. The constant ε may be arbitrarily small. Hence, we find the desired
estimate for any fixed dual q, 1 < p ≤ 2, but with v measured in a Lpε- instead of the
Lp-norm, ε ≤ p − 1 small. Here, we pay for including quite complex situations in the
setting (5.10).
Proof. Since it is the imaginary part of µ that is determining the decay we will have to
make use of the theory of oscillatory integrals.
Using our assumption on a = a(ξ) we obtain∥∥F−1 (a(ξ)e−µ(|ξ|)tφint(ξ)vˆ(ξ))∥∥Lq . ∥∥∥F−1 (eic|ξ|ltFx→ξ(f(t, ·))(ξ))∥∥∥Lq
with c = −Im (alλl) 6= 0, f(t, x) = F−1ξ→x
(
e−ν(|ξ|)tψ(ξ)vˆ(ξ)
)
, ψ = ψ(ξ) ∈ C∞0 (R3) with
ψ ≡ 1 on suppφint, suppψ sufficiently small, and ν = ν(|ξ|) in particular satisfying
ν(|ξ|) = d|ξ|m +O(|ξ|m+1), Re (d) = Re (amλm) > 0
on suppψ. An application of Corollary B.6 implies∥∥∥F−1 (eic|ξ|ltfˆ(t, ξ))∥∥∥
Lq
. t−
3
l (
1
p
− 1
q ) ‖f(t, ·)‖Lp
for dual q, 1 < p ≤ 2 and t ≥ 1. Deriving L2-L2, L1-L∞ estimates and interpolating for
small times 0 < t ≤ 1 we arrive at∥∥∥F−1 (eic|ξ|ltfˆ(t, ξ))∥∥∥
Lq
. (1 + t)−
3
l (
1
p
− 1
q ) ‖f(t, ·)‖Lp
for t > 0.
It is now our goal to estimate ‖f(t, ·)‖Lp by a term independent of t. Young’s inequality
implies for any ε > 0
‖f(t, ·)‖Lp ≤
∥∥F−1 (e−ν(|ξ|)tψ(ξ)) ∗ v∥∥
Lp
≤ ∥∥F−1 (e−ν(|ξ|)tψ(ξ))∥∥
L1+ε
‖v‖Lpε ,
where pε = p
1+ε
1+ε+pε
= p
(
1− ε p
1+(1+p)ε
)
and p ≥ 1 + ε must be guaranteed.
For the left factor in the above right-hand side we estimate∥∥F−1 (e−ν(|ξ|)tψ(ξ))∥∥1+ε
L1+ε
. 1 +
∫
|x|≥1
∣∣∣∣∫
R3
eix·ξe−ν(|ξ|)tψ(ξ)dξ
∣∣∣∣1+ε dx.
For the latter summand we use Leix·ξ = eix·ξ with L = 1
i|x|2 x · ∇ξ, partial integration
and calculations as in ∫
|ξ|≤c
|ξ|m−kt e−|ξ|mtdξ . (1 + t) k−3m
for k < m. More specific, we partially integrate exactly three times, note that the
appearing decay-determining terms are the above ones with k = 3 and that 1/|x|3 ∈
L1+ε(R3\{|x| ≤ 1}) for any positive ε > 0. Thus, we have proved∥∥F−1 (e−ν(|ξ|)tψ(ξ))∥∥
L1+ε
≤ Cε
for some ε-dependent constant Cε.
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5.1.3.2. Lp-Lq decay estimates for large frequencies
We assume, in analogy to our considerations for small frequencies, U0 ∈ S, the existence
of a number n so that the assumptions (Aˆn) and (Bˆn) hold and
∀ξ ∈ Zext(N)∀µ(|ξ|) ∈ spec (B(ξ)) : Reµ(|ξ|) ≥ 0.
We thus obtain solution representations consisting of Fourier multipliers
F−1 (a(ξ)e−µ(|ξ|)tφext(ξ)vˆ(ξ)) , (5.11)
where v ∈ S, a = a(ξ) is bounded on suppφext and µ = µ(|ξ|) allows an asymptotic
expansion
µ(|ξ|) = λˆ2|ξ|2 + iλˆ1|ξ|+ λˆ0 +O(|ξ|−1)
on suppφext together with Reµ(|ξ|) ≥ 0.
For the applications that we have in mind it is sufficient to restrict not only to the
situations in which µ has a positive real part in the whole zone Zext(N), but to the ones,
where it generates an exponential decay, i.e., we assume
akλˆ2−k ∈ iR for 0 ≤ k < m, Re (amλˆ2−m) > 0 (5.12)
and m ∈ {0, 1, 2}. With analogous calculations as in the proofs of Theorem 2.18 (for
the cases pj ≤ 0) and Theorem 2.17 we obtain:
Proposition 5.4. For the Fourier multiplier in (5.11) we obtain in the situations (5.12)
for dual values q, 1 < p ≤ 2 the estimate
∥∥F−1 (a(ξ)e−µ(|ξ|)tφext(ξ)vˆ(ξ))∥∥Lq . e−ct‖v‖Lp,rp
with a positive constant c and rp = 3
(
1
p
− 1
q
)
.
5.1.3.3. Lp-Lq decay estimates for bounded frequencies away from zero
With the help of the assumption (C) and a result as in Proposition 2.14 we immediately
obtain:
Proposition 5.5. We assume U0 ∈ S and (C). Then we have for solutions U to (5.4)
the estimate
‖φmid(D)U‖Lq . e−ct‖U0‖Lp
with a positive constant c, 1 ≤ p ≤ 2 and 1
p
+ 1
q
= 1.
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5.1.4. Diffusion phenomena
The Cauchy problem (5.4) includes in particular hyperbolic-parabolic coupled systems.
As we have done it in the 1D considerations for the Cauchy problem to system (2.2), we
could therefore ask whether we can find an underlying asymptotic parabolic structure
to solutions of (5.4) in such cases, that is, whether we can prove diffusion phenomena.
We consider only the decay-determining region of the phase space and, since we want to
provide here, as in the previous section, only results that we need for the applications
that we have in mind instead of trying to cover all possible situations, restrict our view
solely to the region of small frequencies.
Suppose now U0 ∈ S, that a number n exists such that (An) and (Bn) hold and hence
that we have a solution representation as in (5.6) with asymptotic expansions for all
eigenvalues µj = µj(|ξ|) as in (5.8), that is,
µj(|ξ|) = λ0,j + iλ1,j|ξ|+ λ2,j|ξ|2 + . . .+ anλn,j|ξ|n +O(|ξ|n+1).
We are looking for an underlying parabolic structure for large times t and therefore re-
strict further onto the cases, where all eigenvalues have a positive real part in Zint(σ)\{0}.
We define pj to be the smallest number k for which Re (akλk,j) > 0, ms := maxj=1,...,d pj,
and exclude the cases in which ms = 0, i.e., the ones in which we obtain an exponential
decay for solutions to (5.4) in the region of small frequencies.
Now we define the reference system:
Wt +
ms∑
k=0
akMk|D|kW = 0,
W (0, x) = L˜(c) · . . . · L˜(0)F−1
(
L(η)Uˆ0(ξ)
)
,
(5.13)
where ak = i for odd k, ak = 1 for even k, Mk = diag(m
(k)
1 , . . . ,m
(k)
d ) with m
(k)
j = 0 if
k > pj and m
(k)
j = λk,j otherwise and |D|k denotes an operator with symbol |ξ|k. The
matrix L = L(η) is the one from the similarity transformation that transfers the system
in (5.3) into one as in (5.2), the matrices L˜(i) are from the diagonalization procedure
and c is the minimal number for which (Bn) holds.
Lemma 5.6. Assume that U0 ∈ Hs, s ∈ R. Then there exists a (in C([0,∞),S ′))
unique solution to (5.13) with regularity
W ∈ C([0,∞), Hs).
With an analogous proof to the one for Theorem 2.24 we obtain:
Theorem 5.7. Assume U0 ∈ S, the existence of a number n so that (An) and (Bn) hold
and that all eigenvalues µj = µj(|ξ|) have a positive real part in Zint(σ)\{0}. Define the
number ms as above and assume it to be positive.
Then we obtain for the solution U to the Cauchy problem (5.4) the estimate∥∥∥F−1 (φint(ξ)(Uˆ −R(η)R˜(0) · . . . · R˜(c) Wˆ))∥∥∥
Lq
. (1 + t)−
3
ms
( 1p− 1q )− 1ms ‖U0‖Lp ,
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where 1 ≤ p ≤ 2, 1
p
+ 1
q
= 1 and the matrices R(η) and R˜(i) are the inverse ones to L(η)
and L˜(i).
The results of Proposition 5.2 further imply in the situation of Theorem 5.7 the estimates
‖φint(D)U‖Lq . (1 + t)−
3
ms
( 1p− 1q )‖U0‖Lp
and
‖φint(D)W‖Lq . (1 + t)−
3
ms
( 1p− 1q )‖U0‖Lp
for 1 ≤ p ≤ 2 and 1
p
+ 1
q
= 1. Assuming that the above two estimates are optimal -
and such discussions we postpone again to the applications - the difference, as stated in
Theorem 5.7, is decaying faster and the asymptotic profiles (at least from the viewpoint
of decay estimates) of solutions to (5.4) are thus given by solutions to (5.13).
In our considerations in 1D in Section 2.5.1 we included more precisely the case in which
the decay of φint(D)U was partly determined by the imaginary parts of the eigenval-
ues. Suppose now that additionally to all the above assumptions there is at least one
eigenvalue that does not only fit into the situation (5.9) but also (5.10). We denote for
each such eigenvalue by ns,j the number l from (5.10). For all other eigenvalues we set
ns,j = pj and assume further that ns := maxj=1,...,d ns,j < ms.
With the same reference system and by applying the arguments used in the proof of
Proposition 5.3 together with analogous arguments to the ones in the proof of Theorem
2.24 we obtain:
Corollary 5.8. Assume U0 ∈ S, the existence of a number n so that (An) and (Bn)
hold, all eigenvalues µj = µj(|ξ|) to have a positive real part in Zint(σ)\{0} and that
at least one fits into the situations (5.9) and (5.10). Define the numbers ns and ms as
above and assume ns < ms.
Then we obtain for the solution U to the Cauchy problem (5.4) the estimate∥∥∥F−1 (φint(ξ)(Uˆ −R(η)R˜(0) · . . . · R˜(c) Wˆ))∥∥∥
Lq
≤ Cε(1 + t)−
3
ns
( 1p− 1q )− 1ms (‖U0‖Lp + ‖U0‖Lpε ) .
Here ε is an arbitrary but fixed positive number, 1 + ε ≤ p ≤ 2, 1
p
+ 1
q
= 1, Cε is an
ε-dependent constant and pε = p
(
1− ε p
1+(1+p)ε
)
.
Hence, solutions to (5.13) describe asymptotic profiles (from the viewpoint of decay
estimates) of solutions U to (5.4) also in cases, where the decay of φint(D)U is partly
determined by the imaginary parts of the eigenvalues.
5.1.5. Propagation of singularities
Before starting to state results on the propagation of singularities, let us remind the
reader of the notion of (Hs-)wave front sets. Let Ω ⊂ Rd be an open set, T ∈ D′(Ω) a
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distribution and (x0, ξ0) ∈ Ω× Rd\{0}. With the help of cut-off functions χ ∈ C∞0 (Ω),
χ ≡ 1 in a neighborhood of x0, and ψ ∈ C∞(Rd), ψ ≡ 1 in a conical neighborhood of ξ0
and ψ ≡ 0 outside a larger conical neighborhood of ξ0, we define the symbol
p(x, ξ) = χ(x)ψ(ξ) ∈ S01,0.
If there are cut-off functions χ and ψ as above such that
p(x,D)T ∈ C∞(Ω) (p(x,D)T ∈ Hsloc(Ω)),
then we call the distribution T in (x0, ξ0) microlocally regular (microlocally in H
s).
Definition 5.1. Let T ∈ D′(Ω), Ω ⊂ Rd open. The set of all pairs (x0, ξ0) ∈ Ω×Rd\{0},
in which T is not microlocally regular (microlocally in Hs), is called (Hs-)wave front set
of T and is denoted by WF (T ) (WFs(T )).
We proceed as in the 1D case. Suppose that the assumptions of Theorem 5.1 hold and
thus that we have well-posedness for (5.4). We define with L˜ = L˜(η), given by
L˜ := ˆ˜L(cˆ) · . . . · ˆ˜L(1) ˆ˜L(0)L(η),
where the above matrices are taken from the diagonalization procedure for large fre-
quencies, and cˆ is the minimal number for which (Bˆn) holds, the vectors
Wˆ0 = (wˆ0,1, . . . , wˆ0,d)
T = L˜F(U0) and Wˆ = (wˆ1, . . . , wˆd)T = L˜F(U).
We further assume that the numbers λˆk,j from the asymptotic expansions of the eigen-
values
µj(|ξ|) = λˆ2,j|ξ|2 + iλˆ1,j|ξ|+ λˆ0,j + . . .+ amλˆ−m,j|ξ|−m +O(|ξ|−m−1) (5.14)
in Zext(N) are all real. That is for instance true when (Aˆ
′
n) is satisfied instead of (Aˆn)
and all matrices Ai from the associated system of type (5.2) are from Rd×d.
Theorem 5.9. We consider the Cauchy problem (5.4) and assume the matrices Ai
from the associated system of type (5.2) to be from Rd×d. Suppose that for some n the
assumptions (Aˆ′n) and (Bˆn) hold together with (5.5) and that for a fixed s ∈ R we have
for all j = 1, . . . , d
w0,j ∈
[
Hs(R3) ∩Hs+1(R3\{x0})
] \Hs+1(R3).
Then we have for j ∈ {1, . . . , d} with (cf. (5.14)):
λˆ2,j = 0: wj(t, ·) ∈
[
Hs(R3) ∩Hs+1(R3\{x : |x− x0| = |λˆ1,j|t})
]
\Hs+1(R3),
λˆ2,j > 0: wj(t, ·) ∈ Hs+1(R3) ∩Hs+2(R3\{x : |x− x0| = |λˆ1,k|t, k ∈ K}),
K := {k ∈ {1, . . . , d} : λˆ2,k = 0},
for all t > 0.
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Proof. Let l, s ∈ R be two fixed numbers with l > s and T ∈ Hs(R3). By using the
definition of H l-wave front sets,
F−1ξ→x(e−iν|ξ|tF(f)) =
1
(2pi)
3
2
∫
R3
ei(x−ν
ξ
|ξ| t)·ξF(f)(ξ)dξ
(for appropriate f) and the fact that ei|D| and e−i|D| are inverse operators on Hs we
conclude that for any t > 0 we have
WFl
(F−1ξ→x(e−iν|ξ|tF(T ))) = {(x+ ν ξ|ξ| t, ξ
)
: (x, ξ) ∈ WFl(T )
}
.
The above fact together with analogous considerations to the ones in the proof of The-
orem 2.26 prove the statements in Theorem 5.9.
Remark 5.2. Analogous remarks to the ones in Remark 2.21 hold true.
We can state a slightly more precise result:
Corollary 5.10. We consider the Cauchy problem (5.4), assume the matrices Ai from
the associated system of type (5.2) to be from Rd×d, that a number n exists for which the
assumptions (Aˆ′n) and (Bˆn) hold and (5.5). We further assume that for a fixed s ∈ R
we have U0 ∈ Hs(R3). Then we have for a fixed x0 ∈ R3 and j ∈ {1, . . . , d} with:
λˆ2,j = 0: wj(t, ·) ∈ Hs(R3),
WFs+1(wj(t, ·)) = {(x0 + λˆ1,j ξ0|ξ0|−1t, ξ0) : (x0, ξ0) ∈ WFs+1(w0,j)},
λˆ2,j > 0: wj(t, ·) ∈ Hs+1(R3),
WFs+2(wj(t, ·)) ⊂ {(x0 + λˆ1,k ξ0|ξ0|−1t, ξ0) : (x0, ξ0) ∈ WFs+1(w0,k), k ∈ K},
K := {k ∈ {1, . . . , d} : λˆ2,k = 0},
for all t > 0, assuming that tjk does never vanish for all k ∈ K, k 6= j and
T−1 = (tlm)dl,m=1 from the corresponding expansion to the one in (2.51).
If we further assume that |λˆ1,k| 6= |λˆ1,l| for all l, k ∈ K, k 6= l, then we can replace ‘⊂’
by ‘=’ in the relation for the wave front sets for j with λˆ2,j > 0.
The considerations in the proof of Theorem 5.9 also hold true for C∞-wave front sets
instead of H l-wave front sets. Hence, we obtain:
Corollary 5.11. We consider the Cauchy problem (5.4), assume the matrices Ai from
the associated system of type (5.2) to be from Rd×d, the existence of a number n for
which the assumptions (Aˆ′n) and (Bˆn) hold and (5.5). We further assume that for a
fixed s ∈ R
U0 ∈ Hs(R3) ∩ C∞(R3\{x0}).
Then we obtain
U ∈ C∞(((0,∞)× R3)\I),
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where
I = {(t, x) ∈ (0,∞)× R3 : |x− x0| = |λˆ1,k|t for such k with λˆ2,k = 0}.
5.2. Applications
We apply the results of the foregoing section onto the Cauchy problems for the classical
thermoelasticity models for isotropic media in 3D with and without dissipation or mass
terms.
The results of the discussions in the next section, i.e., for classical thermoelasticity in
3D without any lower order terms, are partially known. Concerning decay estimates,
they may be found in [JR00], and for results on the propagation of singularities we refer
the reader to [RW99b] and [Wan03b].
5.2.1. Classical thermoelasticity without dissipation or mass
We study the Cauchy problem for (1.1b), i.e.,
Utt − µ∆U − (µ+ λ)∇∇TU + γ1∇θ = 0,
θt − κ∆θ + γ2∇TUt = 0,
U(0, x) = U0(x), Ut(0, x) = U1(x), θ(0, x) = θ0(x)
(5.15)
with the assumptions κ, µ, λ+ 2µ, γ1γ2 > 0.
Let us start our calculations by using the Helmholtz decomposition (cf. [Lei86])
L2 = ∇H1 ⊕D0
with the spaces
∇H1 = {∇f |f ∈ H1(R3)},
D0 = {U ∈ L2(R3)|∀φ ∈ C∞0 (R3) : (∇φ, U)L2 = 0}
and thus by decomposing our solution U into a potential and a solenoidal part
U = Upo ⊕ U so.
The vector Upo is rotation-free and U so divergence-free in a weak sense.
Using that ∇∇TU = ∇× (∇× U) + ∆U , we can decouple (5.15) into U sott − µ∆U so = 0,U so(0, x) = U so0 (x), U sot (0, x) = U so1 (x)
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and 
Upott − (λ+ 2µ)∆Upo + γ1∇θ = 0,
θt − κ∆θ + γ2∇TUpot = 0,
Upo(0, x) = Upo0 (x), U
po
t (0, x) = U
po
1 (x), θ(0, x) = θ0(x).
(5.16)
Remark 5.3. Using the above orthogonal decomposition of L2, one can show that an
element u ∈ Hs with s < 0 decomposes into two distributions
u = u1 + u2,
where u1 ∈ ∇Hs+1 (with ∇Hs+1 being the closure of ∇Hs+1 = {∇f |f ∈ Hs+1} in Hs)
and u2 ∈ Hs with div u2 = 0 in the sense of Hs. Thus, we do not need to restrict our
solution concept for decoupling (5.15).
The vector U so satisfies a Cauchy problem for a free wave equation. Hence, we do not
need to be concerned about well-posedness for this part of the solution. Further, we
can not expect any diffusion phenomena, singularities propagate in the usual hyperbolic
way, and we obtain the Strichartz decay estimate
‖(U sot ,∇xU so)‖Lq . (1 + t)−(
1
p
− 1
q )‖(〈D〉U so0 , U so1 )‖Lp,rp (5.17)
for dual indices q, 1 < p ≤ 2 and rp = 3
(
1
p
− 1
q
)
, assuming U so0 , U
so
1 ∈ S.
We will now have to study the Cauchy problem (5.16) in detail, and we will do this by
transforming it after partial Fourier transformation equivalently into the initial value
problem {
V˜t + (i|ξ|B1(η) + |ξ|2B2)V˜ = 0,
V˜ (0, ξ) = V˜0(ξ)
(5.18)
for the vector V˜ =
(
(Uˆpo+ )
T , (Uˆpo− )
T , θˆ
)T
, Uˆpo± = Uˆ
po
t ± i
√
α |ξ|Uˆpo, α := λ+ 2µ > 0, and
matrices
B1(η) =
−
√
α I3 0(3×3) γ1η
0(3×3)
√
α I3 γ1η
γ2
2
ηT γ2
2
ηT 0
 and B2 = diag(0, 0, 0, 0, 0, 0, κ).
Here and hereafter we denote by 0(k×l) a zero matrix of dimension k × l and by In the
identity matrix of dimension n×n. The problem (5.18) is of type (5.3) with real-valued
matrices Bk .
5.2.1.1. The diagonalization procedure
We introduce the matrices L = L(η) and R = R(η) of left and right eigenvectors of B1
corresponding to the eigenvalues
λ1,1 = λ1,2 = −
√
α, λ1,3 = λ1,4 =
√
α;λ1,5 = −
√
α + γ1γ2, λ1,6 = 0, λ1,7 =
√
α + γ1γ2
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with LR = I by
L=

r1(η)
T 0(1×3) 0
r2(η)
T 0(1×3) 0
0(1×3) r1(η)T 0
0(1×3) r2(η)T 0
−γ2
2
a+η
T −γ2
2
a−ηT γ1γ2
γ2η
T −γ2ηT 2
√
α
γ2
2
a−ηT
γ2
2
a+η
T γ1γ2

, RT =

r1(η)
T 0(1×3) 0
r2(η)
T 0(1×3) 0
0(1×3) r1(η)T 0
0(1×3) r2(η)T 0
− γ1
2a−(α+γ1γ2)
ηT − γ1
2a+(α+γ1γ2)
ηT 1
2(α+γ1γ2)
γ1
2(α+γ1γ2)
ηT − γ1
2(α+γ1γ2)
ηT
√
α
2(α+γ1γ2)
γ1
2a+(α+γ1γ2)
ηT γ1
2a−(α+γ1γ2)
ηT 1
2(α+γ1γ2)

,
where a± =
√
α + γ1γ2 ±
√
α and r1(η) and r2(η) satisfy
span{r1(η), r2(η)} = η⊥.
The vectors r1(η) and r2(η) cannot be parameterized globally on the sphere S2 in a
continuous way (cf. the famous hairy ball theorem from topology). For the following
we proceed locally in two open subsets O1, O2 ⊂ S2 with S2 = O1 ∪ O2 such that in
these Oj the vectors r1(η) and r2(η) can be chosen as continuous functions of η that are
orthogonal and normed. Using a partition of unity, we later on glue the results together.
A direct computation yields that the components V1 and V2 of the vector V =
(V T1 , V
T
2 )
T := LV˜ satisfy {
∂tV1 + i|ξ|D V1 = 0,
V1(0, ξ) = V0,1(ξ)
with D =
√
α diag (−1,−1, 1, 1), V0 = (V T0,1, V T0,2)T = LV˜0 and{
∂tV2 + (i|ξ|A1 + |ξ|2A2)V2 = 0,
V2(0, ξ) = V0,2(ξ)
(5.19)
with A1 =
√
α + γ1γ2 diag (−1, 0, 1) and
A2 =
κ
2(α + γ1γ2)
γ1γ2 γ1γ2
√
α γ1γ2
2
√
α 2α 2
√
α
γ1γ2 γ1γ2
√
α γ1γ2
 . (5.20)
However, noting that for a rotation-free vector W we have η × Wˆ = 0 for η ∈ S2, we
observe that V0,1 vanishes completely and so does V1. Hence, the solution to (5.18) is
given by
V˜ (t, ξ) = R(η)V (t, ξ) = R(η)
(
0(4×1)
V2(t, ξ)
)
, (5.21)
and to find solution representations for V2, we can apply our diagonalization procedure
to (5.19). For the latter we will use for convenience the same notations that would be
used when applying the procedure to the whole system for V .
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Diagonalization for small frequencies
We study (5.19) in Zint(σ) = {|ξ| ≤ σ  1} and note that we can formally rewrite the
system by setting V˜ (1) = V2, Λ1 = A1, A˜
(1)
2 = A2 and by replacing |ξ| with ξ as the one
from (3.5) from the diagonalization procedure for small frequencies in Section 3.1.1.1 for
classical thermoelasticity in 1D.
Hence, we obtain the results from Proposition 3.1 when replacing ξ by |ξ| there. In
particular, we obtain in Zint(σ) the solution representation
V2(t, ξ) = T
−1
int (|ξ|) diag
(
e−µ1(|ξ|)t, e−µ2(|ξ|)t, e−µ3(|ξ|)t
)
Tint(|ξ|)V0,2(ξ)
with Tint(|ξ|) = M(|ξ|)(I+i|ξ|K(2)), K(2) from (3.6) and M(|ξ|) = I+O(|ξ|2) for |ξ| → 0.
Diagonalization for large frequencies
We analyze (5.19) in Zext(N) = {|ξ| ≥ N  1} and start with:
Step 0: Diagonalization modulo O(|ξ|)-terms
The eigenvalues of the symmetrizable matrix A2 are given by
λˆ2,1 = λˆ2,2 = 0 < λˆ2,3 = κ.
A possible choice for the matrices ˆ˜L(0) and ˆ˜R(0) of corresponding left and right eigenvec-
tors with ˆ˜L(0) ˆ˜R(0) = I is
ˆ˜L(0) =
−2
√
α γ1γ2 0
−1 0 1
1
√
α 1
 and ˆ˜R(0) = 1
2(α + γ1γ2)
−
√
α −γ1γ2 γ1γ2
2 −2√α 2√α
−√α 2α + γ1γ2 γ1γ2
.
The vector V˜ (0) = ˆ˜L(0)V2 satisfies
V˜
(0)
t +
(
|ξ|2Λˆ2 + i|ξ| ˆ˜A(0)1
)
V˜ (0) = 0
with
Λˆ2 = diag(0, 0, κ) and
ˆ˜A
(0)
1 =
1√
α + γ1γ2
 −α −γ1γ2
√
α γ1γ2
√
α
−√α α γ1γ2
0 α + γ1γ2 0
 .
Step 1: Diagonalization modulo O(1)-terms
Substep 1: The vector V (1) = (I + i|ξ|−1Kˆ(1))V˜ (0) with
Kˆ(1) =
1
κ
√
α + γ1γ2
0 0 −γ1γ2
√
α
0 0 −γ1γ2
0 α + γ1γ2 0

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satisfies
V
(1)
t +
(
|ξ|2Λˆ2 + i|ξ|Aˆ(1)1 + Aˆ(1)0 + Aˆ(1)−1
)
V (1) = 0
with
Aˆ
(1)
1 =
1√
α + γ1γ2
 −α −γ1γ2
√
α 0
−√α α 0
0 0 0
 , Aˆ(1)0 = 1κ
 0 γ1γ2
√
α γ1γ2
√
α
0 γ1γ2 0√
α −α −γ1γ2

and Aˆ
(1)
−1 = O(|ξ|−1) for |ξ| → ∞.
Substep 2: The block-diagonal matrix Aˆ
(1)
1 is symmetrizable with the eigenvalues
λˆ1,1 = −
√
α, λˆ1,2 =
√
α, λˆ1,3 = 0
and matrices
ˆ˜L(1) =
 1 a− 0−1 a+ 0
0 0 1
 , ˆ˜R(1) = 1
2
√
α + γ1γ2

γ1γ2
a−
−γ1γ2
a+
0
1 1 0
0 0 2
√
α + γ1γ2

of corresponding left and right eigenvectors with ˆ˜L(1) ˆ˜R(1) = I.
The vector V˜ (1) = ˆ˜L(1)V (1) satisfies
V˜
(1)
t +
(
|ξ|2Λˆ2 + i|ξ|Λˆ1 + ˆ˜A(1)0 + ˆ˜A(1)−1
)
V˜ (1) = 0
with Λˆ1 = diag(−
√
α,
√
α, 0),
ˆ˜A
(1)
0 =
1
2κ
γ1γ2 γ1γ2 2γ1γ2
√
α
γ1γ2 γ1γ2 −2γ1γ2
√
α√
α −√α −2γ1γ2
 and ˆ˜A(1)−1 = O(|ξ|−1).
The conditions (Aˆ
′
1) and (Bˆ1) are satisfied, i.e., we have full diagonalizability of (5.19)
for large frequencies.
Step 2: Diagonalization modulo O(|ξ|−1)-terms
Taking into account that (Aˆ
′
1) and (Bˆ1) hold and considering the diagonal entries of
ˆ˜A
(1)
0 , we conclude that there exist matrices Kˆ(1 12)
and Kˆ(2) such that the vector V˜
(2) =
(I + i|ξ|−1Kˆ(2))(I + |ξ|−2Kˆ(1 12))V˜
(1) satisfies
V˜
(2)
t +
(
|ξ|2Λˆ2 + i|ξ|Λˆ1 + Λˆ0 + ˆ˜A(2)−1
)
V˜ (2) = 0
with Λˆ0 = diag
(γ1γ2
2κ
,
γ1γ2
2κ
,−γ1γ2
κ
)
and ˆ˜A
(2)
−1 = O(|ξ|−1) for |ξ| → ∞.
Proposition 5.12. (i) The characteristic roots µj = µj(|ξ|) of the coefficient matrix
A(|ξ|) = i|ξ|A1 + |ξ|2A2 from (5.19) behave for |ξ| ≥ N  1 as
µ1,2(|ξ|) = ∓i
√
α |ξ|+ γ1γ2
2κ
+O(|ξ|−1),
µ3(|ξ|) = κ|ξ|2 − γ1γ2
κ
+O(|ξ|−1).
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(ii) The solution to the Cauchy problem of (5.19) has in Zext(N) = {|ξ| ≥ N  1} the
representation
V2(t, ξ) = T
−1
ext(|ξ|) diag(e−µ1(|ξ|)t, e−µ2(|ξ|)t, e−µ3(|ξ|)t)Text(|ξ|)V0,2(ξ),
where Text(|ξ|) = Mˆ(|ξ|)(I+i|ξ|−1Kˆ(2))(I+ |ξ|−2Kˆ(1 12))
ˆ˜L(1)(I+i|ξ|−1Kˆ(1)) ˆ˜L(0) with
a matrix Mˆ(|ξ|) = I +O(|ξ|−2) for |ξ| → ∞.
Diagonalization for bounded frequencies away from zero
We are analyzing (5.19) in Zmid(σ,N) = {σ ≤ |ξ| ≤ N} and see with an analogous proof
that a result as in Lemma 3.3 holds true. Hence, we have:
Proposition 5.13. The solution V2 to the Cauchy problem (5.19) satisfies in Zmid(σ,N)
|V2(t, ξ)| . e−ct|V0,2(ξ)|,
where c is a positive constant.
5.2.1.2. Results
We are now interested in stating results for the Cauchy problem (5.16) and start off
with:
Theorem 5.14. (Well-posedness result)
We consider the Cauchy problem (5.16) in R≥0×R3 with λ+2µ, κ, γ1γ2 > 0 and assume
Upo0 ∈ Hs+1, Upo1 , θ0 ∈ Hs for a fixed s ∈ R. Then there exists a unique solution satisfying
Upo ∈ C([0,∞), Hs+1) ∩ C1([0,∞), Hs),
θ ∈ C([0,∞), Hs).
Theorem 5.15. (Lp-Lq decay estimate)
We assume Upo0 , U
po
1 , θ0 ∈ S. Then the following Lp-Lq decay estimate holds for solutions
to the Cauchy problem (5.16):
‖(Upot ,∇xUpo, θ)‖Lq . (1 + t)−
3
2(
1
p
− 1
q )‖(〈D〉Upo0 , Upo1 , θ0)‖Lp,rp .
Here 1 < p ≤ 2, 1
p
+ 1
q
= 1 and rp = 3
(
1
p
− 1
q
)
.
Proof. From (5.21) we know
V˜ (t, ξ) =
(
R1(η) R2(η)
)( 0(4×1)
V2(t, ξ)
)
= R2(η)V2(t, ξ). (5.22)
Hence, we have to derive estimates for F−1 (R2(η)V2(t, ξ)) measured in Lq only. The
results of the diagonalization procedure in the foregoing section together with the ones
from the Propositions 5.2, 5.4 and the fact that the result from Proposition 5.13 is
sufficient for obtaining one as in Proposition 5.5 yield the statement of Theorem 5.15.
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Remark 5.4. Combining the result from (5.17) with the one from Theorem 5.15, we ob-
serve that while we obtain a parabolic decay rate when considering the Cauchy problem
for classical thermoelasticity without any lower order terms in 1D (cf. Theorem 3.6),
we have only hyperbolic decay for the corresponding 3D problem. However, a parabolic
decay rate is obtained if the initial data of the displacement, that is, U0 and U1 from
(5.15), are rotation-free.
For a result on a diffusion phenomenon let us define the reference system (cf. (3.8)):{
∂tW2 + (iM1|D| −M2∆)W2 = 0,
W2(0, x) = W0,2(x)
(5.23)
with
M1 = diag
(−√α + γ1γ2, 0,√α + γ1γ2) ,
M2 = diag
(
κγ1γ2
2(α + γ1γ2)
,
ακ
α + γ1γ2
,
κγ1γ2
2(α + γ1γ2)
)
,
W0,2(x) =
 −γ2α −γ2
√
α + γ1γ2 γ1γ2
2γ2
√
α 0 2
√
α
−γ2α γ2√α + γ1γ2 γ1γ2

 ∇
TUpo0
F−1(ηT Uˆpo1 )
θ0
 .
We introduce W (t, x) =
(
0(4×1)
W2(t, x)
)
and being aware of (5.22) conclude with the con-
siderations in Section 5.1.4 (and some as in the proof of Theorem 5.15 for frequencies
with a positive distance to zero):
Theorem 5.16. Assume Upo0 , U
po
1 , θ0 ∈ S. Then we obtain for the solution V˜ to the
Cauchy problem (5.18) the estimate∥∥∥F−1 (V˜ −R(η)Wˆ)∥∥∥
Lq
. (1 + t)−
3
2(
1
p
− 1
q )− 12‖(〈D〉Upo0 , Upo1 , θ0)‖Lp,rp
for dual values q, 1 < p ≤ 2 and rp = 3
(
1
p
− 1
q
)
.
Similar to the 1D case (cf. with Theorem 3.7) we thus conclude that the asymptotic
profiles of solutions to the Cauchy problem (5.16) (from the viewpoint of decay estimates)
are parabolic.
Concerning the propagation of singularities, we can state (cf. Theorem 3.8):
Theorem 5.17. We consider the Cauchy problem (5.16) and assume for a fixed s ∈ R:
(i) Upo1 ± i
√
λ+ 2µ |D|Upo0 , θ0 ∈ [Hs(R3) ∩Hs+1(R3\{x0})] \Hs+1(R3).
Then we obtain for any t > 0
Upot (t, ·), |D|Upo(t, ·) ∈ Hs(R3) ∩Hs+1(R3\{x : |x− x0| =
√
λ+ 2µ t}),
Upot (t, ·), |D|Upo(t, ·) /∈ Hs+1loc ({x : |x− x0| =
√
λ+ 2µ t}),
θ(t, ·) ∈ Hs+1(R3) ∩Hs+2(R3\{x : |x− x0| =
√
λ+ 2µ t}),
θ(t, ·) /∈ Hs+2loc ({x : |x− x0| =
√
λ+ 2µ t}).
109
5. Thermoelasticity in 3D
(ii) Upo1 , θ0 ∈ Hs(R3)∩C∞(R3\{x0}), Upo0 ∈ Hs+1(R3)∩C∞(R3\{x0}). Then we obtain
(Upo, θ) ∈ C∞(((0,∞)× R3)\I),
where I denotes the forward light cone
I = {(t, x) ∈ (0,∞)× R3 : |x− x0| =
√
λ+ 2µ t}.
Singularities in the initial data to the Cauchy problem (5.16) for the potential part Upo of
the displacement and θ are thus propagated similar to the ones for the Cauchy problem
of classical thermoelasticity in 1D.
5.2.2. Classical thermoelasticity with dissipation
We will now devote our attention to the Cauchy problem
Utt − µ∆U − (µ+ λ)∇∇TU + γ1∇θ +mUt = 0,
θt − κ∆θ + γ2∇TUt = 0,
U(0, x) = U0(x), Ut(0, x) = U1(x), θ(0, x) = θ0(x)
for classical thermoelasticity with an additional dissipation term.
Applying the Helmholtz decomposition, the above initial value problem decouples into
Cauchy problems for
U sott − µ∆U so +mU sot = 0
and  U
po
tt − (λ+ 2µ)∆Upo + γ1∇θ +mUpot = 0,
θt − κ∆θ + γ2∇TUpot = 0
(5.24)
with corresponding initial data.
The vector U so now satisfies a Cauchy problem for a damped wave equation. Hence, we
obtain in particular the decay estimate (cf. (1.13))
‖(U sot ,∇xU so)‖Lq . (1 + t)−
3
2(
1
p
− 1
q )− 12‖(〈D〉U so0 , U so1 )‖Lp,rp (5.25)
for dual indices q, 1 < p ≤ 2, rp = 3
(
1
p
− 1
q
)
, assuming U so0 , U
so
1 ∈ S, and a diffusion
phenomenon as in (1.15).
The Cauchy problem for (5.24) can equivalently be transformed into the initial value
problem given by (5.18) with an additional summand B0V˜ ,
B0 =

m
2
I3
m
2
I3 0(3×1)
m
2
I3
m
2
I3 0(3×1)
0(1×3) 0(1×3) 0
 .
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The component V1 of the vector V = (V
T
1 , V
T
2 )
T := LV˜ , where L denotes the matrix
from Section 5.2.1.1, vanishes with the same arguments as before, and V2 satisfies{
∂tV2 + (A0 + i|ξ|A1 + |ξ|2A2)V2 = 0,
V2(0, ξ) = V0,2(ξ),
(5.26)
where V0,2 denotes the vector given by the last three components of LV˜0,
A0 =
m
2
 1 0 −10 0 0
−1 0 1
 ,
and A1 and A2 denote the same matrices as in (5.19). Hence, we have again a rep-
resentation for V˜ as in (5.21). For finding solution representations for V2, we apply
our diagonalization procedure and obtain in particular the following behavior of the
eigenvalues to the coefficient matrix of (5.26):
Lemma 5.18. (i) The characteristic roots µj = µj(|ξ|) behave for |ξ| ≤ σ  1 as
µ1,2(|ξ|) = λ∓ |ξ|2 +O(|ξ|3),
µ3(|ξ|) = m− α + γ1γ2
m
|ξ|2 +O(|ξ|3),
where the positive numbers λ∓ are taken from (3.24).
(ii) The characteristic roots behave for |ξ| ≥ N  1 as
µ1,2(|ξ|) = ∓i
√
α |ξ|+ γ1γ2 +mκ
2κ
+O(|ξ|−1),
µ3(|ξ|) = κ |ξ|2 − γ1γ2
κ
+O(|ξ|−1).
(iii) The assumption (C) is satisfied.
With the above information and an analogous proof we obtain the same results as in
Theorem 5.15 concerning Lp-Lq decay estimates. Combining that with the estimate
(5.25) for the solenoidal part U so of the displacement, we observe that the dissipation
term is strong enough to improve the hyperbolic decay rate that is obtained when con-
sidering the Cauchy problem for classical thermoelasticity without any lower order terms
to a parabolic one.
For a result on a diffusion phenomenon we define the reference system (cf. (3.23)):{
∂tW2 + (M0 −M2∆)W = 0,
W2(0, x) = L˜
(2)L˜(0)F−1 (V0,2(ξ))
(5.27)
with M0 = diag (0, 0,m), M2 = diag (λ−, λ+, 0) and L˜(i) denoting constant 3×3 matrices
coming from the diagonalization procedure for (5.26).
With W (t, x) =
(
0(4×1)
W2(t, x)
)
we obtain:
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Theorem 5.19. Assume Upo0 , U
po
1 , θ0 ∈ S. Then the estimate∥∥∥F−1 (V˜ −R(η)R˜Wˆ)∥∥∥
Lq
. (1 + t)−
3
2(
1
p
− 1
q )− 12 ‖(〈D〉Upo0 , Upo1 , θ0)‖Lp,rp
holds for dual values q, 1 < p ≤ 2 and rp = 3
(
1
p
− 1
q
)
. The matrix R˜ is given by
R˜ = diag(I4, R˜
(0)) · diag(I4, R˜(2)), where the R˜(i) are the inverse matrices to L˜(i).
Hence, the asymptotic profiles (from the viewpoint of decay estimates) of solutions to
the Cauchy problem for (5.24) are given by solutions to (5.27).
5.2.3. Classical thermoelasticity with mass
At last we will consider the Cauchy problem for classical thermoelasticity with an addi-
tional mass term, that is,
Utt − µ∆U − (µ+ λ)∇∇TU + γ1∇θ +m2U = 0,
θt − κ∆θ + γ2∇TUt = 0,
U(0, x) = U0(x), Ut(0, x) = U1(x), θ(0, x) = θ0(x).
We decouple the above problem via the Helmholtz decomposition into initial value prob-
lems for
U sott − µ∆U so +m2U so = 0
and  U
po
tt − (λ+ 2µ)∆Upo + γ1∇θ +m2Upo = 0,
θt − κ∆θ + γ2∇TUpot = 0,
(5.28)
and note that the solenoidal part U so thus satisfies a Cauchy problem for a Klein-Gordon
equation. Hence, we obtain for U so a decay estimate as in (1.11) and no diffusion
phenomena, since the characteristic roots are purely imaginary. Now we devote our
attention solely to the Cauchy problem for (5.28).
This can equivalently be transformed into{
V˜t + (i|ξ|B(1)1 + i 〈ξ〉 m√
α
B
(2)
1 + |ξ|2B2)V˜ = 0,
V˜ (0, ξ) = V˜0(ξ)
(5.29)
for V˜ =
(
(Uˆpo+ )
T , (Uˆpo− )
T , θˆ
)T
, Uˆpo± = Uˆ
po
t ±i
√
α 〈ξ〉 m√
α
Uˆpo, α := λ+2µ > 0, and matrices
B
(2)
1 =
√
α diag (−I3, I3, 0),
B
(1)
1 =
 0(6×6) γ1ηγ1η
γ2
2
ηT γ2
2
ηT 0
 and B2 = diag(0, 0, 0, 0, 0, 0, κ).
After applying the transformation matrix L from Section 5.2.1.1, we observe that the
component V1 of V = (V
T
1 , V
T
2 )
T := LV˜ vanishes, and V2 satisfies{
∂tV2 + (i|ξ|B˜(1)1 + i 〈ξ〉 m√
α
B˜
(2)
1 + |ξ|2B˜2)V2 = 0,
V2(0, ξ) = V0,2(ξ)
(5.30)
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with V0,2 denoting the vector given by the last three components of LV˜0,
B˜
(1)
1 =
1
2
√
α + γ1γ2
−2γ1γ2 −γ1γ2
√
α 0
−2√α 0 2√α
0 γ1γ2
√
α 2γ1γ2
 ,
B˜
(2)
1 =
1
2
√
α + γ1γ2
−2α γ1γ2
√
α 0
2
√
α 0 −2√α
0 −γ1γ2
√
α 2α

and B˜2 being the matrix from (5.20).
We thus have
V˜ (t, ξ) = R(η)
(
0(4×1)
V2(t, ξ)
)
and for finding solution representations for V2, we use asymptotic expansions of 〈ξ〉 m√
α
for small and large frequencies and apply our diagonalization procedure. In particular,
we obtain for the behavior of the characteristic roots to the coefficient matrix from (5.30)
the same results as in Lemma 3.19, when replacing ξ by |ξ|.
With an analogous proof as for Theorem 5.15 and in particular making use of the estimate
derived in Proposition 5.3, we thus obtain:
Theorem 5.20. We assume Upo0 , U
po
1 , θ0 ∈ S. Then the following decay estimate holds
for solutions to the Cauchy problem of (5.28):
‖(Upo, Upot ,∇xUpo, θ)‖Lq ≤ Cε(1 + t)−
3
2(
1
p
− 1
q )‖(〈D〉Upo0 , Upo1 , θ0)‖Lp,rp∩Lpε ,
where ε is an arbitrary but fixed positive number, 1 + ε ≤ p ≤ 2, 1
p
+ 1
q
= 1, Cε is an
ε-dependent constant, rp = 3
(
1
p
− 1
q
)
and pε = p
(
1− ε p
1+(1+p)ε
)
.
Remark 5.5. We obtain the same decay rate for the solenoidal part U so and thus see
that the mass term has, just like the additional dissipation term did, a helping influence
with respect to decay, when comparing with the results for classical 3D-thermoelasticity
without any lower order terms.
With the help of the reference system (cf. (3.28)){
∂tW2 + (M0 −M2∆ +M4∆2)W = 0,
W2(0, x) = L˜
(0)F−1 (V0,2(ξ))
(5.31)
with
M0 = i diag (−m,m, 0) ,
M2 = diag
(
−iα + γ1γ2
2m
, i
α + γ1γ2
2m
,κ
)
,
M4 = diag
(
κγ1γ2
2m2
+ i
(α + γ1γ2)
2
8m3
,
κγ1γ2
2m2
− i(α + γ1γ2)
2
8m3
, 0
)
,
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L˜(0) denoting a constant 3× 3 matrix appearing in the diagonalization procedure for V2
and W (t, x) =
(
0(4×1)
W2(t, x)
)
we obtain:
Theorem 5.21. Assume Upo0 , U
po
1 , θ0 ∈ S. Then we have the estimate∥∥∥F−1 (V˜ −R(η)R˜Wˆ)∥∥∥
Lq
≤ Cε(1 + t)−
3
2(
1
p
− 1
q )− 14 ‖(〈D〉Upo0 , Upo1 , θ0)‖Lp,rp∩Lpε ,
where ε, p, q, pε and rp are as in Theorem 5.20, and the matrix R˜ is given by R˜ =
diag(I4, R˜
(0)), where R˜(0) is the inverse to L˜(0).
Hence, the asymptotic profiles (from the viewpoint of decay estimates) of solutions to
the Cauchy problem for (5.28) are given by solutions to (5.31).
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6.1. Summary
In the following we will collect results for the Cauchy problems of all in Section 1.1
discussed systems of thermoelasticity.
These are on the one hand Lp-Lq decay estimates of the form
‖W‖Lq ≤ C(1 + t)−K(
1
p
− 1
q )‖W0‖ (6.1)
for dual indices q, 1 < p ≤ 2, a constant C possibly depending on p and some number
K (specified in the tables below), ‖W‖Lq denotes an appropriate energy measured in Lq
and ‖W0‖ corresponding (smooth) initial data measured in an appropriate norm (most
of the time in the Lp,rp-norm with a sufficiently large number rp). On the other hand
we have derived results on diffusion phenomena for appropriate reference systems and
results on the propagation of singularities.
Without referring to the precise results or stating them (if they can not be found here or
elsewhere), we will mention in the following tables whether they can be derived with the
methods provided in this thesis. For Lp-Lq estimates we will specify the decay-related
number K from (6.1) and will set results into (simple) quotation marks if they have not
been stated in the thesis.
We divide into collections of the results in 1D and 3D.
Summary in 1D
lower order terms
none dissipation mass
classical
thermoelasticity
K = 1/2,
diffusion phen., prop. of sing.
thermoelasticity
with second sound
K = 1/2,
diffusion phen., ‘prop. of sing.’
thermoelasticity
of type 3
K = 1/2,
diffusion phen., prop. of sing.
thermoelasticity
of type 2
K = 0 K = 1/2 K = 1/3
– diff. phen. –
‘prop. of sing.’
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Summary in 3D
lower order terms
none dissipation mass
classical
thermoelasticity
K = 1 K = 3/2
diff. phen. for Upo, θ diff. phen. diff. phen. for Upo, θ
prop. of sing.
thermoelasticity
with second sound
‘K = 1’ ‘K = 3/2’
‘diff. phen. for Upo, θ, q’ ‘diff. phen.’ ‘diff. phen. for Upo, θ, q’
‘prop. of sing.’
thermoelasticity
of type 3
‘K = 1’ ‘K = 3/2’
‘diff. phen. for Upo, θ’ ‘diff. phen.’ ‘diff. phen. for Upo, θ’
‘prop. of sing.’
thermoelasticity
of type 2
‘K = 1’ ‘K = 3/2’ ‘K = 1’ ?
– ‘diff. phen.’ –
‘prop. of sing.’
We should point out that the assertion concerning the decay estimate for the thermoelas-
ticity model of type 2 in 3D with an additional mass term is a hypothesis (and therefore
tagged with a question mark). It does not entirely follow from the methods and results
provided in this thesis, but involves some deeper thoughts using the stationary phase
method. For more detailed discussions we would like the reader to refer to the next
section.
Reconsidering the above two tables, the methods provided in the thesis have proved to
be strong enough to generate quite a number of results for solutions to Cauchy problems
of well-recognized linear thermoelasticity models with and without additional dissipa-
tion or mass terms from a unified approach. Moreover, applications to other linearized
systems are certainly possible, such as, to name only two examples, to thermoviscoelas-
tic systems (cf. e.g. [DH82]) or to thermoelastic systems with microtemperatures (cf.
[IQ00]).
Both, the additional dissipation and the additional mass term have, from the viewpoint
of decay estimates, a positive influence on the discussed systems of thermoelasticity,
with the dissipation term having a ‘stronger’ one than the mass term.
6.2. Open problems and concluding remarks
In this final section we want to remark on three problems arising in connection with
the contents of this thesis. This is certainly not a complete list, but only a (subjective)
choice of possible generalizations, applications and noteworthy parallel developments.
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Lp-Lq decay estimate for the thermoelasticity model of type 2 in 3D
with mass. When considering the Cauchy problem for (1.6b) with an additional
mass term (as discussed in Section 1.1), then we should (after applying the Helmholtz
decomposition and noting that the solenoidal part of the displacement satisfies a
Cauchy problem for a Klein-Gordon equation and thus in particular a decay estimate
as in (1.11)) study the initial value problem
Upott − α∆Upo + γ1∇θ +m2Upo = 0,
θtt − κ∆θ + γ2∇TUpott = 0,
Upo(0, x) = Upo0 (x), U
po
t (0, x) = U
po
1 (x), θ(0, x) = θ0(x), θt(0, x) = θ1(x),
(6.2)
α = λ+ 2µ, in detail.
It turns out that the solutions to (6.2) behave quite similar to the ones of the Cauchy
problem (4.1) for the thermoelasticity model of type 2 with an additional mass term
in 1D from Chapter 4. In particular, the components of Upo and θ satisfy a partial
differential equation analogous to the one in (4.2), whose always purely imaginary
characteristic roots are given by (4.3), when replacing ξ by |ξ| there.
For the regions of small and large frequencies we can apply our diagonalization
procedure and determine the asymptotic expansions of the characteristic roots, which
are in fact given by Lemma 3.23, (i), when setting δ = 0 and replacing ξ by |ξ|,
and Lemma 4.1. Again, since the characteristic roots are given by (4.3) with ξ being
replaced by |ξ|, we obtain moreover a lot of information from Lemma 4.2. In particular,
we should postulate a condition (D) as in Chapter 4. Then, as in Remark 4.1, we come
to the conclusion that two of the roots behave like roots to the classical Klein-Gordon
equation in the whole phase space, while the other two roots are in their behavior in
some sense in between that of the roots to the classical Klein-Gordon and the classical
wave equation with exceptional behaviors in ξ = 0 and for |ξ| = r0.
Assuming that the small frequencies, as in the 1D-considerations, indicate the correct
decay rate and that the same terms (as in 1D) in the asymptotic expansions of the
roots are the decay-determining ones, then, with the help of Lemma B.5, the guess
from the foregoing table, and thus that we obtain a hyperbolic decay only, should be
the right one.
However, the proof of this assertion, in particular the considerations in the region of
bounded frequencies with a positive distance to zero, involve, due to the fact that we do
not have such powerful tools at hand as in 1D (i.e., the Lemma B.3 of van der Corput),
some deeper thoughts using the stationary phase method.
Global, small, smooth solutions to Cauchy problems for nonlinear ther-
moelasticity models. Lp-Lq decay estimates are known to be important tools for
continuing local solutions of initial value problems for nonlinear evolution equations
to global ones. For classical thermoelasticity such global existence results for small
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data solutions may be found in [Rac92] (and references therein). There the Cauchy
problem for the nonlinear system arising for a homogeneous, initially isotropic medium
is discussed, and there occurs a significant difference between the one-dimensional and
the three-dimensional case. For the one-dimensional problem global solutions always
exist if the data are sufficiently small without any restrictions on the nonlinearity (other
than the ones coming from the derivation), while for the model in 3D purely quadratic
nonlinearities in the displacement have to be excluded. This difference corresponds
with the observed one in the decay rates, cf. Remark 5.4.
The application of other decay estimates derived in this thesis to answer questions on
the existence of global solutions to corresponding nonlinear problems maybe even via a
unified approach is desirable.
Anisotropic media. Recently, the authors Reissig and Wirth introduced in
[RW08] a unified approach for deriving Lp-Lq decay estimates for solutions to the
Cauchy problems of classical thermoelasticity in 2D for homogeneous but anisotropic
media. The approach is based on the partial Fourier transformation and a refined
diagonalization procedure (similar to the one discussed here) applied to a corresponding
first order system in phase space that allows to locate hyperbolic and parabolic microlocal
directions and yields sufficient information for the treatment of those, i.e., in particular
of the hyperbolic ones.
Applications to this unified approach may be found in [Wir08], and the analytical tools
generalize to higher dimensions and allow to treat models in 3D (outside degenerate
directions). The transference of these considerations not only to 3D but moreover to
alternative models of thermoelasticity, such as the ones discussed here, should be of
interest.
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A.1. Preliminaries
We use C and c to denote arbitrary constants throughout the thesis. They may differ
at each occurance, unless explicitly stated otherwise. The symbol D is used to denote
D = −i∇, ∇T = (∂x1 , . . . , ∂xn), i =
√−1, and we do not consider zero to be a natural
number, i.e., N = {1, 2, 3, . . .}. We use the notation N0 = N ∪ {0}. For a complex
number z ∈ C we denote by Re z its real and by Im z its imaginary part.
Bracket symbols with a special meaning are:
|·| denotes the absolute value of a scalar expression, for a vector the
Euclidean and for a matrix the Frobenius norm,
〈·〉m stands for 〈x〉m =
√
|x|2 +m2, m 6= 0, 〈x〉 := 〈x〉1,
b·c denotes the largest integer smaller/ equal to a given number,
bxc = max{m ∈ Z : x ≥ m},
d·e stands for dxe = min{m ∈ Z : x ≤ m}.
We frequently use the asymptotic relations
f . g if there exists a constant C > 0 such that for all arguments we
have f ≤ Cg and
f & g if g . f
for nonnegative functions f and g.
The Landau symbol O will as usual be used for describing an asymptotic upper bound
of a function in terms of another, simpler function, that is, we say f(x) = O(g(x)) as
x → x0 for functions f, g : X ⊂ Rn → C, x0 ∈ X ′ being from the derived set of X, if
there exists a δ > 0 such that
|f(x)| . |g(x)| for x ∈ X with |x− x0| < δ.
Analogous definitions are employed for |x| → ∞ and x → ±∞ if n = 1. Moreover, we
will use the O notation for matrix-valued functions f as well and by this mean that each
component is of the order of g.
For f ∈ L1(Rn) the Fourier transform F(f) = fˆ = F−(f) and the inverse Fourier
transform F−1(f) = F+(f) shall be defined by
F±(f)(ξ) := (2pi)−n2
∫
Rn
e±ix·ξf(x)dx.
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For more general f , such as f ∈ L2(Rn) or even f ∈ D′(Rn) the corresponding natural
definitions are employed. The symbols F and F−1 are further often used to denote the
partial Fourier transforms Fx→ξ and F−1ξ→x with respect to the space variable x.
For matrices we use the notations
In or I for the identity matrix of dimension n×n, I is used if the dimen-
sion is clear,
0(k×l) denotes a zero matrix of dimension k × l,
diag (A1, . . . , An) denotes a diagonal/ block-diagonal matrix with the scalars/ blocks
A1, . . . , An on the diagonal.
In the diagonalization procedure described in Section 2.2.2.1 we make use of some
special notations. We denote by
A
(l)
k a matrix valued in Cd×d that appears in step l of the procedure
with a corresponding summand of the order O(ξk),
Λk a constant diagonal matrix from Cd×d, whose corresponding sum-
mand is of the order O(ξk),
K(l) a constant matrix from Cd×d appearing in step l,
L˜(l), R˜(l) constant matrices from Cd×d of left/ right eigenvectors appearing
in step l,
V (l) the vector of unknowns in step l.
To the above terms (except for Λk) a ‘˜’ is attached if the corresponding step in-
volved eigenvalue theory. The same notations with an additional ‘ˆ’ are used in the
diagonalization procedure for large frequencies.
A.2. Function spaces
In the following we have collected function spaces frequently used in the thesis together
with a short definition:
Lp(Rn) Lebesgue spaces, 1 ≤ p ≤ ∞,
Lp,r(Rn) Bessel potential spaces (cf. Section B.2),
Lp,r(Rn) = 〈D〉−r Lp(Rn), 1 ≤ p <∞, r ∈ R,
Hs(Rn) Sobolev space based on L2(Rn), Hs(Rn) = L2,s(Rn),
Hsloc({x0}) f ∈ Hsloc({x0}) means f ∈ Hsloc(Uε(x0)) for an ε > 0, Uε(x0) =
{x ∈ Rn : |x − x0| < ε}, hence, 〈ξ〉s |F(ψf)(ξ)| ∈ L2(Rn) for all
ψ ∈ C∞0 (Rn) with suppψ ⊂ Uε(x0); Hsloc(Ω), Ω ⊂ Rn, are defined
analogously,
Ck(Rn) space of k-times continuously differentiable functions,
C∞(Rn) space of infinitely often differentiable functions,
C∞0 (Rn) space of C∞(Rn)-functions with compact support,
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S(Rn) Schwartz space of rapidly decreasing functions,
S(Rn) = {f ∈ C∞(Rn) : xα∂βxf(x) ∈ L∞(Rn), ∀α, β ∈ Nn0},
D′(Rn) space of distributions, continuous dual space to D(Rn) = C∞0 (Rn),
S ′(Rn) space of tempered distributions, dual space to S(Rn),
Bspq(Rn) Besov space Bspq(Rn) =
{
f ∈ S ′ : ‖f‖Bspq <∞
}
, s ∈ R, 1 ≤ p, q ≤
∞, where ‖f‖Bspq = ‖ϕ0(D)f‖Lp + (
∑∞
m=1 (2
sm‖ϕm(D)f‖Lp)q)1/q
and {ϕm(ξ)}m∈N0 is a dyadic partition of unity, [BL76],
C([0, T ], Hs(Rn)) mixed space of all u = u(t, x) with u(t, ·) ∈ Hs(Rn) for all
t ∈ [0, T ] and limt1→t2 ‖u(t1, ·) − u(t2, ·)‖Hs = 0 (continuity in
t), normed by ‖u‖C([0,T ],Hs) = maxt∈[0,T ] ‖u(t, ·)‖Hs ,
Ck([0, T ], Hs(Rn)) space of all u = u(t, x) with ∂jtu ∈ C([0, T ], Hs(Rn)) for 0 ≤ j ≤ k.
We often neglect to explicitly state that a function space is considered on Rn, that is,
we write for example Lp instead of Lp(Rn). We further note that Besov spaces Bspq
are independent of the chosen dyadic decomposition together with an equivalence of
resulting norms and that other mixed spaces are defined in an equivalent way.
For completeness we mention the symbol classes of Ho¨rmander. A function
P = P (x, ξ) ∈ C∞(R2n) belongs to Sm1,0(Rn), m ∈ R, if it satisfies
|∂βx∂αξ P (x, ξ)| ≤ Cα,β(1 + |ξ|)m−|α|
for all x, ξ ∈ Rn and all multiindices α, β ∈ Nn0 . The corresponding operator P (x,D) is
called pseudodifferential operator of order m and belongs to the class Ψm1,0(Rn).
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B.1. The class of diagonalizable matrices
The following facts may be found in many books about linear algebra or matrix compu-
tations (e.g. [ZF84]).
Definition B.1. A matrix A ∈ Cd×d is called diagonalizable if it is similar to a diagonal
matrix, i.e., if there exists a regular matrix T so that T−1AT is diagonal.
Diagonalizable matrices could also be characterized as the ones, where the algebraic and
geometric multiplicities of all eigenvalues are equal.
Lemma B.1. Right and left eigenvectors rk and lj (corresponding to the eigenvalues λk
and λj) of a diagonalizable matrix A ∈ Cd×d can always be chosen such that
ljrk = δjk =
{
1, j = k,
0, j 6= k
for all k, j = 1, . . . , d or LR = Id with the notations R = (r1, . . . , rd) and L
T =
(lT1 , . . . , l
T
d ), i.e., the vectors rk and l
T
j form a biorthonormal system.
With the above notations we conclude
LAR = diag(λ1, . . . , λd).
The (for us) most important subset of the (in Cd×d dense) set of diagonalizable matrices
is the class of symmetrizable matrices. Symmetrizable matrices are similar to hermitian
and thus to real diagonal matrices. Hence, they have real eigenvalues.
B.2. Bessel potential spaces
The Bessel potential spaces (or generalized Sobolev spaces) are defined by
Lp,r(Rn) = 〈D〉−r Lp(Rn) = {f = F−1 (〈ξ〉−r F(g)) : g ∈ Lp(Rn)}
(cf. [AH96, BL76]). They may be written in the form
Lp,r(Rn) = {f = Gr ∗ g : g ∈ Lp(Rn)},
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where Gr = (2pi)
−n
2F−1(〈ξ〉−r) denotes the Bessel kernel. Thus, the Bessel potential
spaces are certainly well-defined for 1 ≤ p <∞ and r ∈ R. They are normed by
‖f‖Lp,r(Rn) = ‖G−r ∗ f‖Lp(Rn),
complete, and we have the theorem of Caldero´n (cf. [AH96]):
Theorem B.2. (A. P. Caldero´n)
For r ∈ N, 1 < p < ∞ and W rp (Rn) denoting the usual Sobolev space based on Lp(Rn)
we have Lp,r(Rn) = W rp (Rn) with the equivalence of the involved norms, i.e., there is a
constant A such that for all f
A−1‖f‖Lp,r(Rn) ≤ ‖f‖W rp (Rn) ≤ A‖f‖Lp,r(Rn).
B.3. Oscillatory integrals
As major tools for deriving decay estimates in 1D theory we need the following lemma
and its corollary (cf. [Ste93]):
Lemma B.3. (van der Corput)
Suppose φ is real-valued and smooth in (a, b) and that |φ(k)(x)| ≥ δ > 0 for all x ∈ (a, b).
Then ∣∣∣∣∫ b
a
eiλφ(x)dx
∣∣∣∣ ≤ ckλ−1/k
holds when:
(i) k ≥ 2 or
(ii) k = 1 and φ′(x) is monotonic.
The bound ck is independent of φ and λ.
Corollary B.4. Suppose that the assumptions on φ from Lemma B.3 hold and that ψ
is complex-valued and smooth. Then∣∣∣∣∫ b
a
eiλφ(x)ψ(x)dx
∣∣∣∣ ≤ ckλ−1/k [|ψ(b)|+ ∫ b
a
|ψ′(x)|dx
]
,
where the bound ck is independent of φ, ψ and λ.
In 3D theory we will make use of a result from Pecher (cf. [Pec76]):
Lemma B.5. Let δ ≥ 0,m ∈ N and
ρ :=
 n− 1 if m = 1,n if m ≥ 2.
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Then we have for all v ∈ S and all t > 0 the estimate∥∥∥∥F−1(exp(i t |ξ|m)|ξ|2mδ vˆ(ξ)
)∥∥∥∥
Lq(Rn)
. t−
n
m(
1
p
− 1
q )+2δ‖v‖Lp(Rn), (B.1)
provided the following conditions are satisfied:
1 < p ≤ 2, 1
p
+
1
q
= 1,
1
p
− 1
q
≥ 2mδ
n
and
(
1
p
− 1
2
)
(2n−mρ) ≤ 2mδ.
We need a slight generalization of the above lemma for t-dependent data v.
Corollary B.6. Assume v = v(t, x) to be an element of B([0,∞), Lp(Rn)), that is, we
assume v ∈ B([0, T ], Lp(Rn)) for every T <∞. Then we have the same statement as in
Lemma B.5, when replacing (B.1) by∥∥∥∥F−1(exp(i t |ξ|m)|ξ|2mδ Fx→ξ(v(t, ·))(ξ)
)∥∥∥∥
Lq(Rn)
≤ Ct− nm( 1p− 1q )+2δ‖v(t, ·)‖Lp(Rn),
where the constant C depends (in general) on p and q.
Proof. We sketch the proof to convince the reader of the fact that the above constant
C = C(p, q) is independent of t.
Pecher obtained in a first step of the proof to Lemma B.5 in [Pec76] the boundedness of
the mapping
Lp 3 w 7→ F−1
(
exp(i|η|m)
|η|2mδ wˆ(η)
)
∈ Lq
for 1 < p ≤ 2, 1
p
+ 1
q
= 1, 1
p
− 1
q
≥ 2mδ
n
and
(
1
p
− 1
2
)
(2n−mρ) ≤ 2mδ. Hence, we have
with a constant C = C(p, q) being independent of t∥∥∥∥F−1(exp(i|η|m)|η|2mδ Fx→η(v(t, ·))(η)
)∥∥∥∥
Lq
≤ C‖v(t, ·)‖Lp
for any fixed t > 0.
With the help of the substitutions η = t
1
m ξ and x = t
1
m z we rewrite
F−1
(
exp(it|ξ|m)
|ξ|2mδ Fx→ξ(v(t, ·))(ξ)
)
(y)
=
1
(2pi)n
∫
Rn
∫
Rn
eiyt
− 1m ·ηe−iz·η
exp(i|η|m)
|η|2mδ t
2δv(t, t
1
m z)dzdη
= t2δg(t−
1
my)
with
g(x) = F−1
(
exp(i|η|m)
|η|2mδ Fz→η(v(t, t
1
m z))(η)
)
(x)
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and estimate∥∥∥∥F−1(exp(i t |ξ|m)|ξ|2mδ Fx→ξ(v(t, ·))(ξ)
)∥∥∥∥
Lq
= t2δ
(∫
Rn
∣∣∣g(t− 1my)∣∣∣q dy) 1q = t2δ+ nmq ‖g‖Lq
≤ Ct2δ+ nmq
(∫
Rn
∣∣∣v(t, t 1m z)∣∣∣p dz) 1p = Ct2δ+ nmq− nmp ‖v(t, ·)‖Lp .
At last we want to provide the Mikhlin-Ho¨rmander multiplier theorem (cf. [Ste70],
Chapter IV, §3) and one important corollary of Lemma B.5.
Lemma B.7. (Mikhlin-Ho¨rmander multiplier theorem)
Assume that m ∈ Ck(Rn\{0}) for k = ⌈n+1
2
⌉
satisfies for any α ∈ Nn0 with |α| ≤ k the
estimate ∣∣∂αξm(ξ)∣∣ ≤M |ξ|−|α| ∀ξ 6= 0.
Then the operator
Lp 3 f 7→ F−1 (m(ξ)F(f)) ∈ Lp
is bounded for all 1 < p <∞, that is, m is a multiplier in Lp.
An immediate consequence of Lemma B.5 is:
Corollary B.8. For dual values q, 1 < p ≤ 2, rp = n
(
1
p
− 1
q
)
, n ≥ 2 and data v ∈ S
we have the estimate∥∥F−1 (ei|ξ|tvˆ(ξ))∥∥
Lq(Rn) . (1 + t)
−n−1
2 (
1
p
− 1
q )‖v‖Lp,rp (Rn).
Proof. Note with the help of Lemma B.7 that (|ξ|/ 〈ξ〉)2δ is a multiplier in Lq for 1 <
q <∞ and δ ≥ 0 and hence
∥∥F−1 (ei|ξ|tvˆ(ξ))∥∥
Lq
.
∥∥∥∥F−1(ei|ξ|t|ξ|2δ 〈ξ〉2δ vˆ(ξ)
)∥∥∥∥
Lq
. t−n(
1
p
− 1
q )+2δ‖v‖Lp,2δ
for 1 < p ≤ 2, 1
p
+ 1
q
= 1 and n+1
2
(
1
p
− 1
q
)
≤ 2δ ≤ n
(
1
p
− 1
q
)
.
We choose for large times t ≥ 1 the smallest possible δ, i.e., 2δ = n+1
2
(
1
p
− 1
q
)
, and for
small times 0 < t ≤ 1 the largest possible one, i.e., 2δ = n
(
1
p
− 1
q
)
.
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