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Cette thése traite de Ia modé~sation statistique / stochastique de Ia t614comexion 
entre les apports naturels, qui proviennent des précipitations en régions tropicdes, et les 
indices de la variabilité climatique. Le bu4 poursuivi tout au long de ce présent travaii 
de recherche, est de mettre au point des modéles de prévision du volume cumulatif des 
apports natureIs qui entrent dans un grand réservoir, soit celui du Haut Barrage 
d'Assouan (HBA) situé sur le Nil en Égypte. Dew modèles de prévision des débits ont 
ét6 coflsfruits : le premier est basé sur les fonctions de transfert avec bruit (Fm) et Ie 
second sur les réseaw de neurones artificiels (RNA). Les entrées des modèles sont les 
températures de d a c e  de I'océan (TSO) dans des régions déterminées ainsi que les 
voIumes cumulatifs des apports naturels des années antérieures. La prevision se fiiit 
trois mois avant L'occurrence de la pointe de la m e ,  afin de permettre une meilleure 
planincation des prochains pr61èvements mensuels faits a partir du réservoir. 
Les résultats obtenus grâce aux modèles présentés dans cette thèse sont fort 
satisfaisants et nettement supérieurs à ceux obtenus par les modèles antérieurs et 
présentement utilisés. Les modèles parviennent à expliquer 63% de la variation des 
débits, avec des coefficients de corrélation qui excèdent 0.85 entre les débits prédits et 
les débits observés, ainsi cpe des erreurs relatives de 6% en moyenne- Comparée aux 
modèles de pdvision publiés dans la litte'rature qui n'expiiquent que 36% de la 
vm0abiIit6 de la crue du MI, cette performance elevée de nos modèles est due à deux 
aspects innovateurs de cette thèse. 
Le premier aspect innovateur se rapporte B un meiIIeur choix des prBdicteurs de 
la m e  qui est bas6 sur les études récentes en clunatologie. Deux indices de la variabiiité 
interannueNe chnatique sont UtiIisés. Le premier est repr6sentatif du phénomène qui 
couple le courant maritime EI-NSo avec I'Oscillation Austraie (EI-Niiio / Southeni 
Oscillation, ENSO). Le second, qui est utiüs6 pour la première fois dans le cadre de 
cette thèse, est calcul6 comme la moyenne des anomalies de TSO dans une rkgion 
spécifique de Pocban Indien. Cet indice, qui s'est avM un bon pr6dicteu.r de Ia m e  du 
Nil, permet de raffiner les prtvisions faites à l'aide d'un modèIe où seul un indice de 
l'ENS0 est utilisé comme vanabIe exogene. D'autres indices climatiques ont été testés, 
mais compte tenu que leur utilisation n7arn61iore pas la performance des modèles en 
pr&ision, ils n'ont pas été retenus comme entrées des meilleurs modèles construits dans 
ce travail de recherche. 
Le second aspect innovateur se rapporte au choix de modèles plus appropriés à la 
problématique de prévision des Ccoulements en utilisant les prédicteun chatiques. Les 
mod&Ies de fonctions de transfert avec bruit (Fm) et de réseaux de neurones artificiels 
(RNA) sont utilisés pour la première fois pour prévoir directement les écoulements & 
partir des indices cümatiques. La performance de ces modèles en prévision est 
nettement supérieure à celle des modéies de régression linéaire qui sont généraiement 
utilisés dans les &des de té1~comexions entre les debits et Ies indices climatiques. 
L'analyse des résultats des modèles proposés dans cette thèse, surtout pour les 
années où les modeles donnent de mauvaises prévisions, permet de comprendre Ia 
dynamique de i'interaction entre les TSO dans diff6rentes régions et son impact sur la 
crue du Nil. Pour une d e  donde, lorsque Ie signai de l'ENS0 est faible et celui de 
I'AtIantique sud est très fort, les modéles décrits dans cette thèse ne donnent pas de 
bonnes prévisions. Cela se produit sedement pour 7 ans sur un total de 70 années 
disponiiles, ce qui est relativement E t 6  pour powoir construire mi modèIe statistique 
@ tient compte de cette discordance entre les différents océans. 
La comparaison entre Ies fonctions de transfert avec bruit (FTB) et les réseaux de 
neurones artificiels @NA) permet de tirer Ies deux conclusions suivantes, qyi pourraient 
sYappIiquer à de nombreuses probl~atiques de prévision à moyen terne des 
écoulements de fleuves tropicaux. La première est que (a relation entre les TSO dans 
I'est du PacEque et Ia crue du Nil peut être approximée par une relation Lmdaire à un 
degré acceptable de précision, ni que les résuitats des modéles de FTB et de RNA sont 
similaires. La seconde est que les modèles de FTB sont plus appropriés pour traiter le 
probléme de la prévision à moyen terme des debits en ut-isant l'information climatique. 
Cette derniére conciusion est due à la parchonie des FTB, a l'existence de méthodes 
pour leur validation, et au nombre restreint de données disponibles. Ce dernier point 
d6savantage la modélisation par RNA. 
ABSTRACT 
The principal objective of this research is to improve forecasting models of the 
cumulative volume of natural Mows entering the large reservoir of the High Aswan 
Dam, located on the Nile River in Egypt. This has been accompiished by statisticd / 
stochastic modehg of the teiecomection between the naturai inflows resdting fiom 
precipitation in tropicai regions, and the indices of ciimatic variability. Two forecasting 
rnodels have been buiIt: the first is based on a W e r  fimction with noise (TFN) whiIe 
the second exploits artificiai neural networks (ANN). Inputs to both models are the sea 
surface temperatures (SST) in specific regions as well as the cumulative volumes of 
natural Mows of previous years. The foncast is implemented with a three-month Iead- 
time before the occurrence of the NiIe flood peak; this enables a betîer plaaning of the 
future monthiy withdra~ais from the reservoir. 
The results obtained fiom the models presented in this thesis are very 
satisfactory and appear to be significantiy supenor to those obtained fiom previously 
published or practically implemented modefs. The models explain up to 63% of the 
streamfiow variabiiity, with correIation coefficients between forecasted and observed 
streamfhws exceeding 0.85. Mean absolute percentage mors are typicaiIy of the order 
of 6%. Compared to previously published models which explain only 36% of the NÏIe 
flood variability, the superÏor performance of the models proposed here is due mainly to 
two innovative aspects of the research reported in this thesis. 
The fkst aspect is related to a beîter choice of the predictor of the flood, which is 
based on recent cIimatoIogicai studies. Two mdices of the climatic variab* are used: 
The fZrst Ïs representative of the phenornenon couphg the Ei-Nia0 ocean current with 
the Southern O s d h o n  (ENSO). T6e second, whkh for the nrst time has been 
expioited within the framework of this research, is obtained by averaging the SST 
anomalies in a specific region of the Indian Ocean. The use of this variable, which tums 
out to be a good predictor of the Nile flood, aiiows the rennement of the forecasts 
obtained with models where ody the ENSO index is used as the exogeneous variable. 
ûther indices of the c h t i c  van-abiiity were aIso tested, but none of them were retained 
in the best models use& since they did not improve model performance. 
The second innovative aspect concems the choice of more appropriate models 
related to the streamflow forecasting using climatic predictors. T d e r  fiuictioos with 
noise (TFN) and artScid neural networks (ANN) are used for the 6rst tirne to directiy 
forecast s t r e d o w s  using chnatic indices. The forecasting performance of these 
models is markediy superior to those of hea r  regrestion rnodeIs commody used in 
telecomection studies between streamfiows and dimatic indices. 
AnaIysis of the resdts of the models proposed especiafiy for the years when the 
modeIs provide poor forecasts, enables us to understand the dynamics of the interaction 
between SSTs in different regions of the globe and its impact on the Nile ff ood. If, for a 
given year, the ENSO signal is weak while the South Atlantic one is very stroog, the 
models desmied in this thesis yield inaccurate forecasts. This happens hfkquentiy, 
typicaily about 7 years out of 70. improvement of this resdt would be ci.ifEcuIt, since 7 
years is a reIati3eIy s m d  population sample with which to build a statisticd rnodel that 
takes mto account the opposition between different oceans. 
The cornparison between the TFN and ANN modeIs enables one to draw the 
foUowing two concIusions, which couid be applicable to sever4 mid-range forecasting 
probIems of tropical river streamflows. The first is that a Iinear assumption of the 
relationship between the SST in the East Pacinc and the NiIe flood might weiI be 
justined within a0 acceptable accuracy IeveI, since the r d t s  of the TFN and ANN 
modeis are similar. The second concIZlSion is that the TFN mode1 is more appropriate 
for mid-range sfmuuflow forecashg ushg cihatic information. This Iast concIusion is 
due to the TFN p h o n y ,  to the existence of a validation methodoiogy for the TFN 
models and to the restricted quantity of avaiiable data This last point is 
disadvantageous for ANN modeiing. 
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Chapitre 1 
INTRODUCTION 
La civilisation humaine a débuté à proXimit6 des grands fleuves. La fertilité des 
terres, Ia disponibilité de I'eau ainsi que I'organisation de la société primitive afîn de 
gérer les cours d'eau ont été à la source des grandes civilisations. La prévision des 
épisodes de sécheresse et d'inondation a toujours été une composante importante de 
cette gestion. Dans les textes de la mythologie ancienne et des livres sacrés, on a fait 
aussi référence à cette prévision. Actuellement, la prévision des apports naturels reste 
une question importante pour de nombreux pays. 
~ ' É ~ ~ ~ t e ,  en particulier, dépend, pour pIus de 90% de ces ressources en eau, sur 
Ia crue du Ni qui remph le lac Nasser en amont du Haut Barrage d'Assouan (HBA). 
~ ' É ~ y p t e  fait partie actuellement des pays en déficit en eau avec seulement 922 m3/an 
per capita, dors que le seuil de deficit &abü par L'Organisation des Nations Unies pour 
I'alimentation et L'agriculture est de 1000 m 3 h  per capita (Food md AgricuIiwe 
Organization, 1993). Vu Ia croissance démographique qui n'est pas accompagnée par 
une croissance analogue des ressources hydriques, La quantite d'eau per capita chutera à 
337 m3/an en 2025 (Abu-Zeid et Hehy, 1992). C'est pourquoi toute réduction de 
I'incertitude associée à Ia disponibilité de la crue du Nil est un besoin crucÏd et la 
construction importante du HBA en est un témoin permanent 
C'est ainsi que pIwÏeurs modèles pour la prévision des debits da NiI ont été 
colistruits au cours des demières décennies. Ces modèles peuvent être divisés en bois 
types seion Ies variables d'entrée qui sont : les débits antérieurs, les précipitations ou 
17information ciimatiqge. La crue du NiI est caractérisée par une forte variation 
interannuelle, qyi rend impossible la prévision de la crue à partir uniquement des d&iits 
des -es antéBetues. De plus, I'utSsation des pdcipÏtations comme variaHe d'entrée 
ne permet pas d'étendre i'horizon de prévision au-delà d'un mois, qui correspond au 
temps de réponse hydrologique des tributaires du Nil qui transportent la crue. De plus, 
cet horizon de prévision est i.nsuf5sant pour permettre une gestion efficace du Haut 
Barrage d'Assouan pendant Ia période estivale caractérisée par des consommations 
importantes en eau. 
Nos travaux de recherche ont pour objectif la construction de modèles de 
pdvisions à moyen terme, soit trois mois à I'avance. Ces modèles devraient être 
capables de prédire les volumes cumulatifs de la m e  du Nil qui commence au mois de 
juillet, a sa pointe en septembre et se tennine en octobre, avec un mois de décalage sur 
les précipitations. Les modèles de prévision que nous proposons sont de type 
stochastique et statistique. Ils utilisent, comme variables exogènes, des indices de Ia 
variabfité climatique, permettant ainsi d'étendre l'horizon de prévision. La cornplexit6 
des modéles qui incorporent les indices climatiques est double, car il s'agit d'abord de 
trouver les indices qui peuvent fournir des prévisions fiables et ensuite de choisir un 
modèle de prévision reproduisant la structure dynamique de la relation temporelle entre 
les variables exogènes climatiques et Ia sortie hydromttrique. Au niveau actuel de la 
connaissance scientinque en clunatoIogie, il est difficile de modéIiser cette relation par 
un modèle de circulation dobaie qui sirnuie les équations différentielles qui gèrent le 
système ocho-atmosph6rique. 
Vu la compréhension limitée des processus qui gèrent Ia dation entre les 
températures de d a c e  de l'océan (TSO) et les débits, notre demarche est de type 
exploratoire. EIle consiste tout d'abord B expIorer les indices climatiqyes connus, 
comme ceux qni caractérisent le systéme oc6ano-atmosphérique qui groupe le courant 
maritime d'El-Nibo avec I'Oscülation A d e  de Ia pression atmosphérique au 
Pacifique (&Nino / Smthern Oscination, ENSO). Cependant, les modèles qui ne 
comportent qu'un mdice de I'ENSO ne sont pas assez pedormants pour être utilisés en 
prévision opérationne1Ie. Alors, nous avons identiné les TSO d'autres régions de 
l'océan gIobd qui pourraient être téléconnectées à la crue du NÏI. Ces nouveaux indices 
climatiques seront incorpords avec I'indÏce de I'ENSO dans notre modèle. Cette 
exploration est rendue possible grâce aux recherches récentes en climatoIogie. 
Une fois les séries temporeIies des prédicteurs potentiels élaborées, une analyse 
de causaiité statistique est entreprise pour retenir les van*abIes qui "causent" la crue du 
Nil. Avec Les variables retenues, plusieurs modèIes de prévision sont construits dant  
des modèles de régression simple et multiple, jusqu'aw modéles plus structurés, tels 
que fonctions de transfert avec bruit (FTB) et les réseaux de neurones artificiels (RNA). 
Pour chacune des techniques, des modéles à une sede puis à plusieurs variables 
exogènes sont construits. De p h ,  pour Ies modèles de FTB et de RNA les composantes 
de ddai de la série de sortie sont identifiées et introduites dans le modèle. 
Pour que le rnodèIe soit d7utili*té opératiorme1Ie pour les gestionnaires des 
ressources hydriques, il faudrait que les indices climatiques soient facilement 
accessibles et que la pr6vision soit précise, Cela ajoute donc deux contraintes 
suppIémentaires au modèle. D'une part, les mesures de performance du modèle doivent 
être éIevées : un coefficient de corrélation infërieur à O,$ est insufnsant pour une gestion 
fiabIe. D'autre part, Ies indices chatiques doivent être faciles à extraire des données 
brutes. De même, Ies limites du modèle doivent être identinées et une estimation de 
I'incertitude associée B Ia prévision se doit d'être réalisée. 
Cette thèse est organiste en six chapitres. Suite à cette introduction, le chapitre 
II présente une revue de litt6rature synthetiqne des travaux nombreux qni ont traite de la 
prévision des débits du NiI, leurs avantages et Ieurs lacunes. Le but de ce chapitre est de 
permettre au lecteur de mieux comprendre Ies enjeux d'un modèIe de prévision des 
apports naturels du Na. C'est potquoi ü commence par une description des champs 
atmosphériques et des régimes pIuvÏorn&rÎques qni dominent les sources du Nii. 
Ensuite, une description du eseau hydrographique du Nil est présentée ainsi que les 
téIécomexiom entre, d'une part les précipitations et les débits du NiI, et d'autre part les 
indices clùnatiques. La revue de littérature se termine par une critique des méthodes 
utilisées, suivie d'une justification de remploi des fonctions de transfert avec bruit 
(Fm) et des réseaux de neurones artinciels (RNA) pour la prévision des d&its du Nil. 
La presentation des modéles de FTB et de RNA, utilisés dans cette thèse, se 
trowe au chapitre III. Eue coum la fonaulation générale des modéIes, les hypothèses 
de  base sous-jacentes, la détermination de Ia structure des modèles, l'estimation de leurs 
paramitces, la validation des modèles et I'utilisation des modèles en prévision. La 
présentation des modèles de RNA est particulièrement détaiIIée, avec I'utilisation des 
corrélations croisées d70tdte devé pour la validation des modèles et d'me technique de 
bootsbrap pour la consûuction des intervalles de confiance pour Ia prévision. Ces 
techniques de validation et de bootstrap sont appliquées pour la première fois en 
hydrologie. 
Le chapitre IV décrit les données utilisées dans cette recherche. Celles-ci 
proviennent de deux sources : la sortie du modèle qui est les debits à une station 
hydrométrique situde en amont du Haut Barrage d'Assouan et Ies variables exogènes qui 
sont les températures de d a c e  de i'océan (TSO) à différentes régions du globe. Nous 
démontrons comment les ddbits antérieurs ne sont pas mffisants pour prédire, trois mois 
à I'avance, Ie voIume cumulatif des d&its des mois de la m e .  Le choix des indices 
climatiques à incorporer comme prédictem potentiels dans notre modele de prévision 
est j& La causaIit6 entre ces variables exogènes et la sortie est ensuite établie. Ce 
chapitre IV se temiine par mie appücation des modèles de régression simple et muItipIe 
pour prédire Ie volume de Ia crue du Nil. Les résultats de cette appücation sont Iimités 
et suggèrent l'utilisation de modèles pIus complexes. 
L'application des FTB, suivie de celle des RNA fait l'objet du chapitre V. Pour 
chaque type, les modéies avec une seule variable exogène de TSO sont d'abord 
présentés, subis par Ies mod&Ies a plusieurs variables. Les résultats des modèles de 
FTB et de RNA sont présentés et comment6s. Les modèIes sont validks il partir de 
plusieurs indices sur des kchmtiîîon~ qui n'ont pas seM pour l'estimation des 
pafam&tres. Une comparaison des techniques de FTB et de RNA permet de tirer des 
conclusions interesantes appiicabIes à différentes problématiques de prévision des 
daits utilisant les indices climatiques. Le chapitre V se termine par une interprétation 
clunatologique originale des résultats de nos modéles de pr6vision. 
Enfin, la coucIusion générale au chapitre VI dégage les principales innovations 
apportées par nos modèles de prévision et propose des perspectives de recherche 
intéressantes suite à notre travd. 
Chapitre II 
DESCRIPTION, MODÉLISATION 
ET PRÉVISION HYDROLOGIQUES DU NIL 
2.1 Introduction 
Le Nil compte parmi Ies fleuves les plus longs au monde. II draine 
3,I millions de k x d  sur son cours de 6 671 km (soit 10% de I'Afnque), traversant dix 
pays africains (Burundi, Rwanda, Tanzanie, Congo, Kenya, Ouganda, Éthiopie, 
Érythrée, Soudan, Égypte). II couvre presque tout le territoire de la Corne afincaine et 
foumit, a Iui seul, i'eau douce plus de 90 miliions de personnes en Égypte et au nord 
du Soudan. Le Nil traverse quatre zones cihatiques : équatoriale, tropicale, semi-aride 
et désertique ou aride ; tandis que ses sources sont entièrement comprises dans les zones 
équatoriale et tropicale de la Corne africaine. Comme le montre la figure 2.1, le Ni1 a 
quatre graads tributaires : le Nil blanc, le Sobat, le Nil Bleu et 1'Atbara 11 trouve ses 
origines dans deux plateaux : Ie Nil Blanc dans le haut pIateau kenyo-ougandais (HPKO) 
et le Nil Bleu et l'Atbara dans le haut plateau éthiopien WE). Le bassin du Nil 
comprend cinq grands lacs natureIs : Victoria, Edouard, Albert (ou Mobutu Sesse-Seko), 
Kyoga et Tana; de vastes espaces marécageux permanents ou saisonniers (Ie Sudd, 
Bahr-el-Ghazal et Bahr-el-Arab, et Ies marais de Machar) ; cinq barrages à réservoirs 
(Haut barrage d'Assouan (=A) sur le Nil p~cipaI,  Roseiros et Semar (sur Ie NiI 
Bleu), Khashm-el-Girba (sur 1'Atbara) et Jebel-elMa (sur Ie Nil Blanc)) ; et cinq 
centrales hydroélectrrLques (HBA, I'ancien barrage d'Assouan, Tis kat, Finchaa et Ies 
chutes d'Owen) (Whittington et Guariso, 1983; Shahin, 1985; Howeii et man, 1994). 
L'importance du surtout POUT I'Égypte, a suscité des centaines de recherches 
cowrant des domaines dant de rhydrdogie à I'hydrauIrCque, de I'enWomernent à la 
microbiologie, de l'anthropologie à la poIitique, sans o u b k  tous les aspects socio- 
économiqpes. Ce chapitre se Iimite au domaine de 1'hydmIogie et plus spécifiquement 
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Fi- 2. I : Carte du bassin du MI. 
aux modèIes de prkvision et de simuIation des débits du Nil. La section 2.2 traite de Ia 
gdographie de la Corne africaine et des champs atmosphériques générant les 
pr6cipitations sur les sources du Nil. La section 2.3 est consacrée à la description 
hydrologique des sous-bassins majeurs du Nil et la section 2.4 aux fluctuations des 
débits annue1s qui ont donné lieu au phénomène de Hm. Les modeles de prévision 
statistiques / stochastiques et déterministes sont présentés à la section 2.5. Les forçages 
climatiques à la source des fluctuations interannuelles des débits du Nil sont décrits à la 
section 2.6. Finalement, une critique des études présentées est élaborée à la section 2.7, 
suivie d'une présentation des modèles de prévision proposés dans cette thèse. 
2.2 Corne de 19Afrique : description 
La Come orientale de 17Af?ique s'&end entre les latitudes 5"s et 20%. Une 
opposition esmuest existe entre une bordure océanique (î'océan Indien) à I'est et une 
masse continentale (iYAfnque) a I'ouest L'océan Indien, qui borde aussi bien le coté 
sud-est de la Come, constitue un espace maritime continu sur plusieurs maers de 
kilomètres. À I'ouest et au sud-ouest de I7AfEi~e7 à pIus de 2 500 km de Ia Come, 
I'Atimtique sud joue un rôle important par rapport à la pIw*om&rie au SaheI et 
jusqu'en f i e  de l'est. À l'ouest de la Corne, le reste de ['Afrique forme une masse 
compacte et continue avec un relief peu marqué qui ne présente pas GobstacIes aux flux 
atmosphériques. 
Quant à Ia Come elle-même, on observe une bande mbridienne de reliefs élevés, 
séparant Ia côte à L'est et Ia vaIlCe du Nil à I'owst (figure 2.2). Cette bbère 
montagneuse est constituée des hauts plateaux éthiopien et kenyo-ougandais, séparés du 
sud au nord par un couIoir au niveau du lac Turkana et de I'ouest à l'est par la hc tme 
du Rift Valley. En a q n e  de i'est, Ia topographie est un dédenchem majeur de Ia 
précipitation à travers l'advection oropphique, la canalisation des vents par les reliefs 
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Fimne 2- 2 : Topographie de la Corne de WfÏique (d'après CamberIin, 1994) 
2.2.2 Champs atmosphériques etprécipi;iafrO~ sur la Cutne de I'Afiiqe 
Suivant Nicholson et Entekhabi (1986)' il est préférable de diviser l'année en 
quatre saisons de durées inkgaies : 
une saison d'hiver boréai : de décembre à mars; 
mie saison d'été bodd : de juin à septembre; et 
deux courtes saisons de transition : celIe du printemps boréai ( a d  - mai) et celle de 
l'automne boréal (octobre - novembre). 
Aux sources du Nil Bleu, 80% des précipitations ont Lieu en 6t& mais aux 
sources du Ni1 Blanc, le régime est birnodai ou parfois ûimodai @ics "équatoriaux" du 
printemps et de t'automne et pic ci'& Davies et al., 1985 cités dans Camberlin, 1994) 
(figure 2.3). 
L'aspect fondamental des mécanismes gouvernants ce cycIe saisonnier est le 
déplacement de la Zone de Convergence Intertropicale (ZCIT). Ce terme ûès Iarge 
correspond aux basses pressions situées au niveau de l'Équateur Météorologique (EM) 
entre Ies deux ceifdes anticycloniques subtropicaies, aussi bien qu'à l'axe de confluence 
et Ia bande de convergence qui sont associds aux basses pressions (Hastemth, 1991). 
La position de la ZCIT en latitude varie selon le mouvement apparent du s01ei.I 
(figure 2.4, compiIBe par Camberlin, 1994). Dans la zone intertropicde, la ciradation 
atmosphérique peut être s@arée en une composante méridienne (nord - sud), dite de 
Hadley, et une composante zonaie (est-ouest), dite de Walker- La circdation de Hadley 
est responsabIe en grande partie du mowement de la ZCïï ; tandis que la circuiation de 
WaIker influence significativement Ia varÏabilit6 (interamueiie surtout) de la 
pIwiométrÏe (Janicot et Fontaine, 1993). L'exposé qui suit décrit le mowement de fa 
ZClT pendant Ies mois d ' a d  à octobre. 
Fime - 2.3 : Rdgimes pIwioméûiques à diffkntes régions de la Corne: de 17&que 
(d'après Camberlui, 1994) 
@ La ZCIT remonte vers Ie nord pendant les mois d ' a d  et de mai. Un fiibIe flux 
sud-est domine, emportant de iThumidit6 de Pocéan Indien et donnant naissance à la 
pmn2re saison de pluies au Kenya et en Somalie (Davies et al., 1985). La mousson 
humide du sud-ouest f& son apparition; mais eue est peu épaisse et hcapabIe de 
gagner Ie sommet du haut plateau 6thiopien. 
Longitude 
Fi- 2.4 : Position de la ZCIT (d'aprh Camberlin, 1994) 
La ZCIT, à partir du mois de juin à septembre, est alors à sa position la plus 
septentrionale et les flux de sud-ouest dominent sur la Corne (Camberlin, 1994) : 
* le flux de la "mousson indienne" prend une direction sud-ouest dans les 
massifs du Kenya et du sud-est de l'Éthiopie, une branche s'engoufn;int dans 
le couloir du lac Turkana. 
* le flux de la "mousson atIantique9' ou "congolaise" s'impose sur la façade 
occidentde et jusqu'au nord-ouest de l'Éthiopie. Même s i  I'origine lointaine 
de ce flux est l'Atlantique sud, I'humrtditt5 advectée provient en fait du bassin 
du Congo. 
La Iimite entre les deux moussons, appelée la "co~uence de vent hémisphériquen 
(CVH), est difficile à trancher. A ÀI'écheiIe moyenne7 la CVH peut être placée à 
I'ouest du bassin du Nil BIanc ; ce *, en g6n6ra17 attniuerait les pluies 8éte sur le 
plateau Kenyo-Ougandais à Ba mousson indieme (Okoola, 1990, cite dans Camberlin, 
1994). Cela n'exclut pas tout à f ~ t  que Ia CVH pomrait se situer beaucoup pIus à 
I'est dans queIqws a ~ d e s -  
a En octobre, la ZCIT redescend rapidement et donne lieu à la seconde saison de pluies 
aux sources du NiI Blanc et à Ia sécheresse aux sources du NiI Bleu. 
II est à noter que l'hiver constitue une période sans précipitation importante sur tout 
le bassin du Nd, 
A la lumiére de I'analyse prkédente des champs atmosph&iques et des régimes 
de flux, trois saisons de pluies sont plus ou moins importantes nu le bassin du Ni1 : l'été 
(juin - septembre) sur tout Ie bassin mais surtout sur Ie HPE (source du Nil Bleu), le 
printemps (ad1 - mai) et l'automne (octobre - novembre) sur le HPKO (source du Nil 
Bleu). La transformation de ces précipitations en écoulement fluvial dépend des 
caracthiques hydroIogiques des sous-bassins et des caractéristiques hydrauliques du 
cours d'eau. Cela fera I'o bjet de la section 2.3. 
2.2.3 Cime de iPAfn'que: bansitio~ entte deux régions 
Comme nous l'avons vu, la Corne de I'Afnque est affectée aussi bien par la 
mousson afncahe qu'indienne. Bien que Ie nord de la Corne ait été considM dans 
quelques études comme étant une partie înt6grante du SaheI (p. ex. Palmer, 1986), la 
définition de Nicholson (1985) du SaheI avec la vallée du Nd comme limite orientale est 
la pIus proche de la réalit& Cette confiision provient de la ressembIance au niveau des 
variations interannuelles des pluies et de la tendance a la baisse qu'ont connue les deux 
régions. Les précipitations de ~'fithio~ie du nord sont c o ~ ~ ~ e s  (>-0,65, significatif au 
s e d  de 1%) avec l'indice sahexen des précipitations de Nicholson (Nicholson et 
Entekhabi, 1986) pour la période de 1953 à i. 984. FIohn (1987) a trouvé dgaiement des 
fortes corréIations entre les débits de 1'Atbara et du Nil BIeu et te même indice. 
La dation entre les précipitations sur la Corne de I'AfEcpe et la mousson 
mdienne a fait I'objet d'études depuis WalEcer et %lis (1932) et BIiss (1932). Bhatt 
(1989) indique une conéIation de 0'84 et 0.69 entre d'un côté, un indice des 
précipitati~ns indiennes (AU Inda Summer Mirnoon, Parthasarathy et al., 199 1) et de 
l'autre, les débits en amont du banage de Roseiros (Mi Bleu) et la station de jaugeage de 
l'Atbara, et ceci respectivement. Les résultats de Camberlin (1997) montrent une 
corrélation, assez stable dans le temps, avec les précipitations nir l'ensemble de i'ouest 
de la Corne et la pression de Bombay (Inde). Dans cette reIation, les phases du système 
océano-atmosphbrique qui groupe le courant maritime d'El-Nino avec l'Osciliation 
Australe de Ia pression atmosph6rique au Pacifique (El-Nifio / Southern Oscillation, 
ENSO) semblent avoir une Xaauence importante. Cependant, l'influence de l'ENS0 sur 
cette relation est non déterminante, car la corréIation partielle entre les précipitations sur 
le HPE et la pression indienne, indépendamment de t'indice de I'ENSO, reste 
significative (Camberlin, 1993)- 
23 Hydrologie des sous-bassins majeurs du Nil (SBN) 
Huit sous-bas& majeurs peuvent être identifiés à i'intérieur du bassin du Nil 
(cf. figure 2.1). Ils sont divisés selon le système de drainage, les caractéristiques 
topographiques des sous-bassins, leurs régimes pluviométriques ainsi que la 
disponibilitk des sites de jaugeage. Les huit sous-bassins du Nil sont : Ie lac Victoria, les 
lacs tquatoriaux (Albert, Édouard, Kyoga, Kivu), le Sudd, le Bahr-el-Ghazal, le Sobat, 
le Soudan central, le Ni1 BIeu, et I'Atbara. Une revue plus détaiIi6e de ces sous-bassins 
est dans H m t  (1957), S h a h  (1985) et Sutcliffe et Lazenby (1994). La figure 25 est 
une représentation schématique du Nil avec i'empfacement des stations dés de jaugeage. 
Vu que Ie but de cette recherche est la prévision du volume d'eau qui pawient au 
Léservoir du HBA, un &ment essentle1 de la description qui suit est la contriiution à 
Assouan de chacpe sous-bassh On pourrait grouper ces huit sous-bassins en quatre 
sous-bassins plus grands : Ie plateau kenyo-ougandais, les plaines du Soudan, le Sobat et 
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Fi- 2.5 : Représentation schématique du Nil. 
2.3.1 Haut plateau kenyoi~ugundais 
Le Nil blanc draine tout le pIateau kenyo-ougandais. Celuin est à plus de 1 O00 
m d'altitude et se compose d'un système de lacs (Victoria, Kyoga, Albert, Édouard et 
Kivu). Le lac Victoria occupe une grande portion (67 000 km2) du total du sous-bassui 
(258 000 km2). II a fait ['objet de nombreuses études (entre autres Lyons, 1906; Hunt, 
1957; Kite, 1981; Hydromet, 1984; Piper et al., 1986; Yin et Nicholson, 1998). 
L'Organisation des Nations Unies pour I'éducation, la science et la culture (United 
Nations Educationa~, Scienti!~ und CuItural Orgrmizution, UNESCO) a publié une 
bibliographie extensive des études les plus importantes sur le Lac Victoria (Cd et ai., 
1995). 
À la sortie du lac Victoria (au barrage des chutes d'Owen, station de Jinja) le 
fleuve se dirige vers le lac Kyoga, puis vers les lacs Albert et Édouard, et jusqu'à la 
station de MongaIIa. Dû à l'absence de mesures fiables de i76vaporation des lacs 
Cquatoria~ et des apports des différentes rivières torrentielIes qui s'y jettent, la 
contriiution des lacs équatoriaux est calculée selon la d.ërence entre le débit mesuré a 
Jinja et celui mem6 à Mongaiia. Cette dernière station donne le débit provenant du 
plateau kenyo-ougandais. La contribution de ce tronçon au volume annuel du Nil 
principal B Assouan est de moins de 20%. 
2.3*2 PImnes du Soudan 
Après MongalIa, le Nil Blanc, appeIé dans ce tronçon Bahr-el-JebeI, traverse une 
plaine marécageuse - Ie Sudd -, puis rencontre les deux tributaires : Bahr-el-Ghazai et 
Bab-el-Arab. Malgré la grandeur de ces plaines et Ia présence de deux tri'butaires, le 
biian final est négatif: le Nil BIanc com2ût une perte considérable d'eau par évaporation. 
Le Sudd, spécialement, a f& I'objet d'études extensives dans Ie cadre du projet de 
construction du cand de Jonglei et des craintes ont été sodevées sur I'impact 
en.onnementaI de ce projet (Jonglei InvestÏgatÏon Team, 1946 - 1954). 
2.3.3 Sobat 
Le Sobat comprend deux tncbutairees majeurs : Baro, le plus large, qui a sa source 
dans le plateau éthiopien ; et Pibor qui dmerge du nord de I'Ouganda L'apport du Baro 
est très saisonnier, tandis que celui du Pibor Pest moins. Leur combinaison est moins 
saisonnière que les tniutaires p h  au nord, mais avec un pic d'été très marqué. Son 
hydrognimme, uni-que parmi les diffkents tri'butaires du Nid, fait Ia spécificité du Sobat 
et rend dinicile de le classer avec l'un ou l'autre des triiutaires des deux plateaux. 
Divers triiutaires du Sobat tendent à former des étangs pemanents ou saisonniers. 
Hurst (1957) a estimé les pertes du Baro à 30% et celles du Pibor à 14%. Le Sobat 
contriiue 12% du débit d'Assouan. 
2.3.4 Haut p l m u  kthiopien 
En plus du Baro, tributaire du Sobat, le plateau éthiopien est draine par deux 
grandes rivières : le NiI BIeu et 1'Atbara Ce plateau est la source de plus de 80% de la 
crue du Nil. Bien que le bassin du NiI Blanc soit plus large, les pertes d'eau dans les 
mar6cages diminuent son apport nnaI (mciuant le Sobat) au volume qui arrive à 
Assouan (3 5% du volume annuel), 
Le Nil BIeu est le tniutaire Ie pIus important pour L'Égypte (53% du volume 
annuel), II émerge du lac Tana en Éthiopie à 1 843 m d9aItitude. Cependant, 7% 
uniquement de son debit proviennent de ce lac. Ensuite, Ie Nil Bleu descend une pente 
très raide sur les montagnes éthiopiennes (Egure 2.6). Cette pente raide fait que le 
bassin du Nil BIeu a le pIos grand coeffTcÏent de mieiIernent dans le bassin du Nil 
(cR=o21). 
Le haut bassin du Nil BIeu débouche à El-Diem en amont du réservoir Roseries 
(Soudan). Le Nil bleu mverse le territoire soudanais recevant à I'avai de S e m  
l'apport de ces deux demiers trilutaires : le Rahad et le Dinder, qui trouvent leiln 
sources dans le plateau ethiopien aussi. 
Le tributaire du Nil Ie plus au Nord est 1'Atbam qui rejoint le Nil principaf dans 
les régions des cataractes et contniue 12% du débit du Nil & Assouan. Son diagramme 
est concentré sur une saison plus courte (août - septembre). L'Atbara trouve ses sources 
au nord-ouest du plateau éthiopien. 
La figure 2.6 représente deux sections longitudinales, une pour Ie Ni1 Blanc et 
L'autre pour Ie Ni1 Bleu. La figure 2.7 représente I'hydrogramme annuei à la station en 
amont du HBA avec la contri%ution moyenne de chacun des tributaires majeurs. 
Fimue 2.6 : Sections Iongituduiales dans ie Nil BIanc et dans le Nil Bleu 
(d'après meI, 1994). 
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m e  2.7 : L'hydrogramme annuel à Assouan et Ia contriiution moyenne des 
tributaires majeurs (d'après HilIeI, 1994). 
2.4 Variabilité interannuelle des débits du NI 
Les debits annueIs du Nil ont excessivement fluctué que ce soit 
prdhistoriquement ou dans les années récentes. Le Nil a connu des périodes 
substantiefles de bas débits durarit Ia derni& giaciation (autour de 20 d e s  ans, 
Willi0ams et Faure, 1980) et durant la période de I'holocène (p. ex. de 1180 à 1350, 
Hassan, 1981). Les décIins des anciens royaumes pharaoniques sont associés à des 
pé~Ïodes de bas de'bits (Bell, 1970). Riehi et al (1979) montrent que les niveaux du NiI 
au NiIomètre de Roda (station de jaugeage du Nü près du Caire, cf. figure 2.5) n'ont 
jamais connu de stabilitt5 tout au Iong de Ia série de données dispomife depuis 622. 
Dinant le 2oihe sitcle, une variabilité interannuelle substantielle des débits s'est 
6 3 produite avec un débit m&um de 120 x 10 m Jan en 1916 et un minimum de 
6 3 45,5 x 10 rn fan en 191 3.  La séquence des plus bas débits (sur 5 ans de moyenne 
mobile) a eu lieu durant les armées 80. La période &ente de sécheresse au Sahel, qui a 
duré de 1965 jusqu'à 1987, a son homologue dans les débits du Nil Bleu et de l'Atbara. 
Conway et Huime (1993) et Shahin (1990) ont montré une baisse statistiquement 
significative des débits (15%) pendant cette période comparée aux débits de 1945 à 1965 
ou même à la moyenne à long terme. La figure 2.8 montre trois pdriodes, presque 
distinctes, dans Ies debits du Nil B Assouan de 1 87 1 à 1989. 
1870 1880 1890 1900 1910 1920 $930 1940 1950 1960 1970 1980 1990 
Années 
Fime 2.8 : VariabiIitd des débits annuels à Assouan de 1870 à I989- 
Ces fluctuations ont donné Lieu au fameux 'phdnomène de H d .  La 
préoccupation de Hurst était de déterminer la capacitk à long terme, de rétention d'un 
réservoir. II a découvert que la capacité du résemir, qui pourrait assurer tm 
préIèvement annuel moyen sur une série de débits de longueur d'années (n), est donnée 
par la reIation: 
est Ia capacite du réservoir ou, en d'autres termes, la somme des departs 
cumulatifs de la moyenne (M) de la serie chronologique 
est I'écart type de la série 
est I'exponentiel de Hurst 
est le nombre d'annee dans la série 
Une distribution nomaie donnerait une valeur de K = 0,5. Hurst a trouvé que 
K= 0.74 pour les débits annuels du Nil à Assouan et qu'en géndral K = O,72 en moyenne 
pour toutes les séries chronologiques natureiles étudiées (Hurst et al., 1965). 
La figure 2.9a illustre I 'dyse  de Hirrst et de ses collaborateurs sur la série de 
1870 à 1957. Evans (1994) a mis a jour l'analyse de Hurst et l'a étendue jusqu'en 1989 
(figure 2.9b). il a découvert que - du fait de Ia sécheresse persistante des années 70 et 80 
6 3 - la capacité vive du lac Nasser, calculée à 30 x 10 rn , ne garantit qu'un débit moyen de 
6 3 6 3 78 x IO rn lm au lieu de celui de 82 x 10 rn /an calculé par Hurst sur la série jusquTen 
1957. 
Le phénomène de Hurst constitue une énigme pour les chercheurs, d'autant plus 
que l'analyse des niveaux de la crue du Nil pour L080 années au NiIométre de Roda 
indique un non-rejet de L'hypothèse d'une distrrcbution normale de Ieur E6qyence. 
PIusÏeurs études ont essayé d'expiiquer te phénomène de Hurst par des modèles et des 
arguments statistiques. Bras et Rodriguez.Iturk (1985) attribuent k phénomène de 
Hurst B one ou plusieurs des causes suivantes : 
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Fimne 2.9 : Somme des départs cumuIatifs de la moyenne de la série chronofogique 
a) d'après Hurst et aL, 1965 b) d'après Evans, 1994. 
1. un comportement transitoire dû à de courtes séries d'observation (SaIas et al., 1979), 
2. une non-stationnarit6 de la moyenne du processus (e. g, KlemeS, 1974; Potter, 1976; 
Boes et Salas, 1978). et 
3, un processus stationnaire avec une tr6s longue mémoire. 
A la suite du travail pionnier de Hurst, les modèles stochastiques ont tenté de 
préserver Ies statistiques observées par Hurst. Plusieurs modèles ont ét6 appliqués ou 
spécialement déveIoppés pour tenir compte de I'effet de longue mémoire (troisième 
expiication du phénomène de H m )  : le modèle de Bruit Gaussien Fract io~é  (FGN) 
(Mandelbrot et W a s ,  1969), le modèle fiactionné autorégressif a moyenne mobile 
(FARMA) (Boes et al., 1989) et la famille des modéles autorégressifs (AR) et 
autorégressiCs à moyenne mobile (ARMA) (Yevjevitch, 1967; Hipel et McLeod, 1978). 
2.5 Modèles de prévision des débits du Nil 
Avant d'analyser en détail Ies modèles de prévision, les modèIes stochastiques de 
Box et Jeakins utilisés pour la simulation des debits sont énumérés. Plusieurs modèles 
de type Box et Jenkins ont été utilisés pour Ia simulation des débits du Nil. Pour les 
débits annueIs, BaIek (1977) a ajuste an modèle ARMA d'ordre 13, Aguado (1987) un 
modèle ARMA (2,1,1) et Shahin et al. (1993) un ARMA d'ordre 17 aux niveaux 
maximums. Reusing et Skala (1990), étudiant Ies s&heresses du Nil à partir de la série 
des niveaux au NiIomètre de Roda de 71 5 à 1470, construisent deux modèIes ARMA et 
FGN. Les Wtats d'analyse MqpentieUe des durdes de sécheresse montrent que le 
modèIe FGN produit de pIus Iongues durées de sécheresse pour one certaine probabilité 
d'occurrence. Pour générer Ies débits memeIs, Cury et Bras (1978) ont utifis6 deux 
modeles: Ie modèle périodique PAR(1) muitivdk et un schéma muhivarié de type Iigne 
basée (Broken Lhe, BL) pour simder Ies debits mueIs qui sont ensuite désagrégés @) 
en debits mensuels. Une étude approfondie de Ia modé~sation stochastique du Nil a été 
entamde dans le Master Plan for Water Resources Development and Use (1981) où on a 
comparé les modèles de Cury et Bras (1978) avec un modéle ARMA (1'1) avec 
désagrégation pour obtenir les écodements saisonniers, et aussi un modèle AR (1) avec 
un bruit corn96 (Franchini et al., 1985). En 1995, Salas et al. (1995) ont développé un 
modéle ARMA périodique de type c'contemporain" (CPARMA (2'1)). C'est un schéma 
de modélisation mdtivari6 où la matrice des paramètres est considMe comme étant 
diagonale. Le modèle CPARMA mukiplicatif (CMPARMA) (1,O) est formulé et utiIisé 
pour simuler les t5couiements mensuels multivariés. Un modèle CMPARMA tronqué 
(TCMPARMA) est aussi utilisé pour simplifier I'estimation des paramètres. C'est le 
modèle TCMPARMA qui donne les meilIeurs résultats. II est utilisé actuellement pour 
la simuiation des débits mensuels au ministére des Travaux Publics et des Ressources 
Hydriques (MTPRH) au Caire. 
Comme Ie travail de recherche présenté dans cette thèse traite de la prévision des 
de%its du Nil, la revue de iitt6rature est centrée dans ce qui suit sur les modèIes de 
prévision. Deux categories distinctes de modèles ont été dkveloppées pour la prévision 
des de%its du Nil à Assouan : Ies modèles statistiques I stochastiques (section 2.5.1) et 
Ies modèIes distribués basés sur les propriétés physiqnes des bassins versants (section 
2-52). 
Les modèles statistiques / stochastiques développés pour la prévision du volume 
annuel à Assouan jusqu'B 1970 étaient de type C"régression" au sens large du mot Cela 
ne provient pas du manque de méthodes ou de données; mais surtout des 
résultats satisfaisants des eqyations de &gression caicuiées sur la période "stable" (i-e. 
de fuie v&ation) de 19124957 (Szalay, 1973; cité dans Shahui, 1990). 
Dirrant les ann6es 90, 
plusieurs types de modèIes 
après la période persistante de sécheresse des années 80, 
de prévisions des debits du NiI à Assouen ont été 
déve1oppés. Daas la Iigne des modbles ARIMA, El-Fandy et al. (1994) ont d6veloppé 
un modèle ARIMA (1 ,O, I)x(3,1 ,O) avec les domees des niveaux d'eau au Nilom&tre de 
Roda de 622 - 1021. Ce modèle est utiIis6 pour prédire les niveaux des années de 1022 
à 1457. Aucune mesure statistique pour l'évaluation de la prévision n'est mentionnée 
dans I'articIe d'El-Fandy et al. (1994). En se réferant à Ba figure de la page 91 (El-Fandy 
et al., 1994), le modéle ne paraît pas bien prédire les extrêmes. 
Pendant les mêmes années, Georgakakos et al. (I995a) ont appliqué trois 
techniques de prévision pour les dai t s  mensuels à l'amont du haut barrage: le modèle 
du couloir (corridor model), deux modèles de réseaux de neurones et un modèle 
saisonnier de régression. Les trois modèles utiIisent comme entrée les débits mensuels 
ant6riet.m à la station en amont du HBA sans d'autres variables exogènes. Ces modèles 
de prévision dkveIoppés servent d'entrées à un modèle de contr6le et d'optimisation des 
pr6Ièvements du HBA (Georgakakos et aL, 1995b. Georgakakos et Yao, 1997). 
Le modèle du couloir "cherche" dans les données historiques et 'bchoisit'' 
plusieurs sdquences de debits qui ont traversé les mêmes conditions que la séquence 
actuelle de débit. Chacune de ces séquences est m e  réalisation friture probabIe de la 
séquence des débits. La Iongueur optimale du codoir est de trois mois. La valeur 
optimale pour Ia largeur du couloir (a) est de 0,8, ce qui est indique un b d t  élevé 
detecté dans la séquence du Nil. La figure 2.1 0 illustre les traces de debits produites par 
le modèle du coutok La réduction de i'écart type (Le. I'information additio~meIie 
apportt?e par la prévision comparée à Ia variabilité de la série historique) est de 9% 
sedement en juin et met (Georgakakos et aL, 1995a). 
Georgakakos et al. (I995a) ont égaiement déveIopp6 deux rés= de neurones 
pour prédire Ies debits meme1s à Assouan. Le premier produit toute la séquence de 
débits, tandis que Ie second modèle est formé de 12 réseaux séparés, chacun pour prédire 
les débits H un mois de l'année. Chacun des réseaux de neurones a 13 neurones sur la 
couche cachée. 
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Figure 2. 10 : Traces de voiumes produites par le modèle du couloir 
(d'après Georgakakos et al., 1 995a) 
Le modèle de régression saisonnier consiste simplement en douze équations, une 
pour chaque mois Chaque équation utilise Ies débits des 12 mois antérieurs pour 
prédire Ie débit du mois courant, 
Chacun des trois types de modèle (Ie modèIe du couloir, Ies réseaux de 
neurones, et la régression saisonnière) a des avantages et des lacunes. Le réseau de 
nemones pour la prévision saisonnière a les meiIIeurs résuItats. II a pourtant un nombre 
de paramètres plas grand F e  Ie nombre de donnies dispom'bIes. Le modéte du couIoir 
est Ie pIus fêlale. mais ü a I'avantage d'avoir deux param6tres sedement à ajuster et de 
produire une gamme de débits et non une seule valeur; ce qui est très approprié à 
L'incorporation dans les modèIes de contrôle. 
Atiya et al. (1997) ont développé un réseau de neurones plus parcimonieux (trois 
neurones sur la couche cachée) pour prédire les débits moyens sur des périodes de dix 
jours. Les entrées du réseau sont les écoulements ant&rieu.rs, les écodements aux 
mêmes périodes (pour les deux annees précédentes), ainsi que la moyenne des 
écoulements des douze derniers mois. 
Une observation commune aux modèles de Georgakakos et aï. (1995) et Atiya et 
aL (1997) est que la capacite prévisiomeIIe de ces modéles a sa pointe en hiver mais 
chute en juilletlaoût La difnculté est donc de prédire la crue du Nil BIeu qui 
commence en juiiiet. Même le meilleur modèie de Georgakakos et al. (1995), qui est le 
modèle saisonnier de réseaux de neurones, n'explique que 36 % de la variance du mois 
de juillet. Une fois le debit Cao& connu, les modèIes reprennent leur capacité de 
prédire le futur avec une précision raisonnable. Ces remarques suggèrent que 
I'uiformation sur la m e  du Nil n'est pas "cachée" dans les débits mensuels antérieurs, 
ni même dans la crue de l'an passC (vu la f ~ b l e  autocorrélation d'ordre 1 des dkbits du 
Ni1 BIeu ou de 17Atbara), mais qu'il fallait incorporer une variable exogène 
météoroIogicpe ou climatique. 
2.52 Modllephysique drrfributf : le système de prw&ion des di!&ii du Nil (NF9 
Le National Weather Service (NWS) américain (section du Na.tional Oceanic and 
Atmospheric Administration, N W )  a développé un système de ptévision des débits du 
NÏl (Nile Forecastuig System, NFS) au Haut Barrage d'Assouan @BA). Le premier but 
de ce projet &tait de prédire le voImne de ruÏsseiIernent du NII avec le plus d'avance 
technique possiale (Barrett, 1993). Les composantes du NFS sont illustrées dans la 
figure 2.1 1. 
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I 
Fi- 2. 1 1 : Système de prévision du Nil (version 3.0) 
Le NFS reçoit les images qui proviennent du satellite METEOSAT toutes les 30 
minutes et en produit une estimation des précipitations à l'aide d'une technique 
chatoIogiqye hybride d6veIoppée par Schaake et Newby (1993). Les prhCpitatÏons 
journalières sont interprét6es en tenant compte de la probabiIit6 de précipitation nolle, de 
la distri%ution asymétüqye des pIuies dans Ies journées pIwieuses, et de Ia structure de 
codation spatide de Ia pIuie (Schaake, 1993). 
Une m&hodoIogie a été développée pour prédire les débits à Assouan associés à 
lems probabilités d'occurrence. Ceci est fait par deux modèles: un die stochastique 
appeIé Ia "prévision etendue des 6couIements" (mended Streamflow Predicrion, ESP); 
et un modèle dtterministe. La technique ESP utilise les valeurs des précipitations 
historiques; tandis que le modèle déterministe utilise des pourcentages fixes de la 
précipitation actuelle (Koren et Barrett, 1994). La figure 2.12 illustre la sortie de ce 
Fimire 2- 12 : Exemple de la sortie du modèle ESP (Koren et Bamtt, 1994). 
L'approche du NFS, qui est assez élaborée, originale et basée sur des concepts 
physiques, owre plnsieurs pistes d'amdioration: 
utiliser des indices chnatiques globaux représentatas des forçages qui génèrent les 
champs atmosphérrCques ur fa Corne de i'fique, pour prédire les précipitations avec 
an horizon de prévision plus grand. CecÏ a ét6 réalisé en partie par Lin (1995 a, b 
et c) mais son modèle n'explique que 36% de la variabilité de la précipitation 
annueIIe sur le HPE (cf. section 2.6.2 (b)) 
incorporer les mêmes indices en guise d'information additionnelle pour "biaiser" les 
probabilités d'occunence des débits vers une valeur plus précise. 
2.6 Fluctuations des débits et forçage climatique 
Les fluctuations d6jA remarquees dans les débits reflètent une variabiiité de 
processus natureIs et anthropogéniques. Ces processus opèrent sur différentes échelles 
temporelles comme le montre la figure 2.13 (adaptée de Hulme, 1994). Le cycfe solaire 
a éte ajouté au diagramme de Huhe  (1994). il est à noter que ce signal est plus présent 
dans les phies iî mousson dans les régions arides ou semi-arides où le signal solaire de 
nuages n'est pas masqué. Seleshi et aL (1994) ont essayé à l'aide d'une fonction de 
transfert avec bruit (FTB) de prédire la pluie à Addis-Abeba (Éthiopie) à partir du 
nombre de tiches solaires. 
Peu de ces facteurs identinés s6parément sont vraiment indépendants. Par 
exemple, I'ENSO détermine en partie les caract&istiques du jet tropical de l'est ( J E )  et 
Ia position en altitude de la zone de convergence intertropicale (ZCIT). De plus, 
i'échelie temporelIe sur laquelle chaque variable est identifiée est assez appmxhative. 
Néanmoins, le diagramme (figure 2.13) permet de montrer la complexité et la hiérarchie 
des factems qui détexminent la précipitation du bassin du Ni1 en une certaine année. 
Notons que la variabiIité des cycIes orbitaux opère sur une échelle mil ldnah et 
dépasse par cons6quent retendue de cette thèse. De plus, Ia réponse de la précipitation 
régionale aux sources du Ni1 à l'augmentation de C a  dans I'atmosphère (l'effet de 
serre) est assez incertaine (Conway et Hulme, 1996 ; et Conway et ai, 1996). 
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F i m  2. 13 : Foqages climatiques agissant sur les précipitations du bassin du Ni1 
(d'après H ulme, 1994). 
L'impact des conditions climatiques telles que I'ENSO, le changement des 
tempdratms de d a c e  des océans (TSO), l'amplitude du ET, et la position de Ia ZCIT 
sur Ies debits du Nil sont Ies facteurs responsables en grande partie de la variabilité 
plwiornétrique interannuelle sur le bassin du Nil. Le plus important est I'ENSO. Une 
description de ce phénoméne suh 
-3 -2 -1 O 1 2 3 4 5 
- ~ h a n ~ e ~ f r t  de couvert JTE = Set tropical de k t  * 
Flux de mousson ENSO = El-Nino / Southern Oscillatior - ZCLf = Zone de convergence 
I I 
intertropicale 
I I I I I h 
L'ENSO ou El-Mo / Southern Oscillation, comme I'indique son nom composé, 
est un phénomène doubk : Ie courant maritime El-Nino et Oscillation Australe. 
Régionale 
Locale 
El-Niao est un phénomène d'anomalies chaudes de tempdrahnes (au moins de 
0,S0C) le long de la côte du Pérou et de l'Équateur (Amérique Latine) dans ['est du 
Pacifique. Le nom d'El-Nino (avec un N majuscule) se réfère au Christ Enfant parce 
que ce courant apparaît autour de Noël (l'été austral). La c6te occidentale de 
17Am&ique du Sud expérimente un counuit maritime fioid dinant cette période de 
l'annde. Le réchatrffement El-N'io dure au moins trois saisons, généralement de 12 
à 18 mois. II s'étend au Pacifique équatorial de 160W et jusqu7à la côte de 
L'Amérique du Sud (Kiladis et van Loon, 1988) (figure 2.14). 
Longitude 
Fime 2.14 : AnomaIies chaudes au Pacifique durant la phase EI-Nino 
(d'après NOMOGP,  1992). 
L'Oscülation AustraIe concerne, avant tout, Ies anomalies de Ia circulation zonde 
dans Ie domaine indo-pacifique. Sir Gilbert Waiker a été le premier à rapporter une 
codlation négative entre la pression de d a c e  cl? Ia mer ( S U )  à Tahiti (Polynésie 
Française) et ceKe à Darwin (Australe) (Waiker, 1923). Cette corréIation forme une 
oscillation de type dents de scie. L'Oscillation A u d e  est une d a t i o n  qui 
associe un renforcement (rdentissement) des aliz6s B une augmentation (diminution) 
des ascendances sur I'uidonésie et de la subsidence sur le Pacifique est. Vu Ia 
complexité de cette circulation, plusieurs indices sont proposes pour la quantifier. 
L'indice le plus utilisé est celui de la différence entre la pression à Tahiti et à Darwin 
(Southem Oscillation Index, SOI). 
Bjerkens (1969) a lie Ies deux phénomènes suggérant un couplage océano- 
atmosphérique. Dans cette thèse, le terme ENS0 est utilise pour désigner I'ensemble 
des mkcanismes en jeu. Les deux phases extrêmes de ce mode couplt seront désignées 
par 'phase La-NW (haute pression atmosphérique et fioides anomalies au Pacifique) et 
"phase El-Niiio" (basse pression atmosphérique et chaudes anomalies au Pacifique) 
(figures 2.15 a et 6). 
Figure 2-15 : Représentation schématique de [a ckcuiation de WaIker 
a) année normale b) phase EI-Niao. 
L70sciUation A d e  n'a pas de cycle fixe, mais enregistre des périodicités 
entre 2 et IO ans (Gran& 1996). II a été démontrt qae i'ENSO a un mode b i d ,  se 
propageant d'ouest en est, de l'océan Indien oriental vers le centre du Pacinque 
(Baniett, 199 1; Ropelewski et al., 1992). 
Les t~ldconnexions de l'ENS0 sont multiples et font de Iui le mode majeur de Ia 
variabilit6 climatique interannuelle dans la zone intertropicale. L'impact climatique de 
l'ENS0 a été étudi6 aux échelles indo-pacifique (Rasmussen et Carpenter, 1982; Kiladis 
et van Loon, 1988; .. .), tropicale ou planétaire (Walker et Bliss, 1932; Ropelewski et 
HaIpa  1987; Trenberth, 1991; ...). 
L'importance de I'ENSO vis-à-vis des variations climatiques intertropicaies tient 
aux particularités suivantes (Camberlin, 1994) : 
+ il est un mdcanisme qui implique des masses atmosph6riques et océaniques 
considérables, et l'amplitude des anomalies générées est très forte au regard de la 
van*abiIité climatique intertropicale; 
il concerne d'une manière cohérente l'ensemble des composantes océano- 
atmosphdriques de la région indo-pacifique (pression, vents de d a c e  et d'altitude, 
températures de surface d'oceans (TSO), convection, précipitations, . . .); et 
0 iI est très persistant d'un mois à l'autre. Cette persistance permet d'étendre l'horizon 
de prévision basé sur les uidices dYENSO. 
Après cette brève description de L'ENSO, les études, qui ont relié les forçages 
climatiques aux différents éldmmts hydrométéorologÎques du bassin du Nil, seront 
passees en revue dans ce qui suit. 
2-62 Prh&Ïott ri pumir d'informatioions climatiques 
Donuit Ies quinze demières années, Ies -vaux se sont multipliés sur [es 
cornexions entre, d'une part, Ia vaziabüité phiviométrique (surtout Interannuelle) dans le 
Sahel, I'Inde et Pest de i'Afkique, et d'autre part, la dynamique océano-atmosphérique. 
Le pius grand nombre de recherches a porté sur l'impact des événements ENS0 sur les 
précipitations. 
Pour mieux c l d e r  ces travaux, une distinction s'avère importante entre les 
études c'diagnostiques" et celies de "prévision". Le terme "prévision" devrait 
s'appliquer uniquement à une décIaration sur un événement, dbduite d'une information 
sur des conditions antécédentes. Par conséquent, toute relation entre des variabIes 
concurrentes est plus de genre diagnostic que prévisionnel. 
Les eudes et les modèles de prévision peuvent être à leur tour subdivisés en 
(Hastemth, 1986) : 
r modèles numériques qui simuient les Bquations de cirdations générales; 
a moddes statistiques / stochastiques, où l'entrée n'est autre que les variables à 
prédire: modèles ARMA, analyse théorique de périodicités, . . .; et 
modèles statistiques / stochastiques oit les entrées sont des variables météorolo- 
giques autres que la sortie. Ces modèles peuvent être divisés en deux sous-groupes : 
* modèles de persistance ou par exemple des valeurs de précipitations dans une 
région X sont utilisées pour prédire les précipitations de la région Y. 
* modèles qui combinent ies diagnostics de circulations généraies et les 
m6thodes statistiques. La d6marche, pour construire ce type de modéle de 
prévision, consiste en cinq etapes, comme le montre la figure 2.16. 
F b  2-16 : Modèle de prévision statistique qui incorpore Ies informations cihatiques 






La présente revue de Iittt5rature porte surtout sur ce dernier type d'approche. EUe 
met i'emphase sur les régions des sources du Nil mais inclut d'importants résultats du 
Sahel et de l'Me. La sous-section 2.6.2.1 passe en revue les methodes utilisées et la 
sous-section 2.6.2.2 degage les résultats. 
2-6.2.1 Méthodes utilisées 
Les modéles numériques utilisés sont des modèles de circulations généraies 
(Global circulation model, GCM). Us sont rarement utiIist5s pour prédire des pluies 
régionales, mais un groupe de chercheurs au bureau météorologique britannique (UK 
Me~eoroZogicaI Once, UKMO) a utilisé avec succès un modéle GCM pour étudier le 
f o ~ a g e  océanique des précipitations du Sahel. 
Pour les modèles statistiques '>trrs'', ce sont les analyses des séries temporelles 
avec l'approche de Box et Jenkins ou bien celle de l'analyse spectrale. Ces méthodes 
souffirent de la Limite des séries utilisées pour déduire Ies tendances et Ies périodicités. 
L'exemple connu est ceIui du fameux aai0cle de Faure et Gac (1981 a et b) qui, analysant 
une courte période des de%its du fleuve Senégal, concluent l'existence d'une périodicité 
de 30 ans et font une Sirence de terminaison de la secheresse du Sahei en 1985 et des 
années normales depuis 1992. Cependant, ce qui s'est produit est que l'armée 1987 
comptait parmi les plus sèches et la sécheresse a duré pendant les années 1990. 
Quant aux méthodes statistiques utilisées, on retrouve essentieIIement les 
méthodes de régression simple ou muitipIe pour vérifier la dation entre les vmCabIes, 
que le but soit diagnostic ou prévisionnel. Pour f'anaiyse muftivariée, la méthode 
pr6dominante e s t  I'anaIyse en composantes principales. Une fois fes modes de varÏation 
connus, les relations avec les autres variables sont andysées par Ies méthodes de 
re'gressiom héaires. Cette approche est esswtieIIement diagnostique- 
Peu d'ttudes analysent 
Kulshrestha (1992) ont utiIis6 La 
I'aspect non linéaire 
régression de puissance 
et Ceccatto (1994) ont construit un modèle de réseaux de 
des relations. Thapliyd et 
(Power Regression) et Navone 
neurones pour la prévision des 
pluies en Inde. Ceci est d6, non seulement à la complexité relative des modèles non 
héaires, mais aussi au fait que ceux-ci nécessitent des séries de données plus Iongues 
pour bien caIer les modéles, condition rarement satisfaite dans la plupart des études 
portant sur la variabilité interannuelie. 
2.6.2-2 Re'suItats des recherches 
Reiations avec les cycles solaire et lunaire 
Wood et Lovett (1974) ont proposé une prévision des pluies d'Addis-Abeba en 
Éthiopie basée sur le cycle soIaire de 1 1 ans. Depuis I'an IO66,72% des sécheresses se 
sont produites dans un intervalle de 2 ans avant et un an aprés Le minimum de taches 
soIaïres. D'autre part, des variations de 11 ans ont été trouvées dans les niveaux du lac 
Victoria (Brooks, 1928). Cette périodicité est controversée car elle n'apparaît pas au 
milieu du siécie (Hunt, 1957). 
PLUS récemment, Hameed (1984) et Currie (1987)' analysant la crue d'été du Ni, 
ont trouvé deux pics : l'un à 19'8 ans et I'autre à 10,8 ans. Selon C k e  (1987). Le 
premier pic, présent dans un grand nombre de paramètres météorologiques, résuiterait 
d'un forçage lunaire de I8,6 ans; tandis que Ie cycle de t 1 ans est celui de L'activité 
soIaire. Seleshi et al. (1994) utilisent le nombre de taches solaires pour prddire à L'aide 
d'une fonction de transfert avec bruit les pluies d'Addis-Abeba 
Reiations avec les indices de PENSO en particaüer et avec les TernpCratures de 
Surface des O c k u u  VSO) en g h é d  
* Waiker et Büss (1932) et BIiss (1932) étaient Ies premCers à relier PENSO aux 
débits du Nil. Ils ont utilisé la crue du Nd parmi IO variabIes pour constnme on 
indice de I'ENSO. Dam les années 90, Anderson (1 WZ), Q u h  (1992), Whetton et 
Rutherfùrd (1994) et EItahir et Wang (1999) ont construit une chronologie des 
événements ENS0 depuis le septième siècle, à partir des niveaux d'eau au NiIomètre 
de Roda, 
* À I'écheIIe annuelle, Nicholson et Entekhabi (1986) ont trouvé une reIation positive 
entre les précipitations du haut pIateau kenyo-ougandais et les phases El-NiBo, mais 
la cohërence entre Ies deux phénomènes appmnt seulement dans la bande spectrale 
de 2 2  i 2,4 ans. Plus précisément, la relation entre I'ENSO et les pluies sur le 
plateau Kenyo-Ougandais change de signe avec la saison. En été boréal, les pluies 
déficitaires sont Liées aux phases El-Nio (Janowiak, 1988; Ogdo, 1988). En 
automne boréal, les pIlries excédentaires sont Liées aux mêmes événements 
(Ropelewski et Halpert, 1987; Famer, 1988; OgalIo, 1988; Beltrando, 1990; 
Hutchinson, 1992). Au printemps boréal, les relations sont médiocres. Ceci est 
expliqué par Hastemth (1991). Les variations interannueiles sont Liées aux 
anomalies de TSO dans le Pacifique équatorial est et dans l'ouest de I'océan Indien, 
ainsi qu'à un indice zonaf de pression calculé par la différence entre Ia pression a 
Darwin et celIe de I'AfEque de 17est (Camberlin, 1994). 
* Les connexions ENS0 avec les pIuies d'Éthiopie et les débits de 17Atbara et du Ni1 
Bleu ont fait I'objet de la pIupart des tnivaux de type diagnostic (Fiohn, 1987; 
Janowiak, 1988; Bhatt, 1989; Attia et Abulhoda, 1990; Seleshi et Démarée, 1995; 
Camberlin, 1993 et 1997; Gissila, 1997). Les conéIations sont négatives et 
significatives avec les TSO, quoiqne cpeIques années sembIent ne pas se conformer 
à ce schéma (p. ex. 1976-77 et 1984). La stabilité des relations entre I'ENSO et les 
pre'cipitations estïvaIes au nord de la Corne africaine est mi point de controverse 
entre les études : CamberIin (1997) aflhne cette stabiIité; tandis cpe Ftohn (1987), 
entre antres, signale me ddgradation des rdations avec Ie Sahel pendant Ia mode 
de 1900 à 1940- 
* D m  une étude sur les de%its du Nil, Attia et Abulhoda (1990) ont étabii, par analyse 
composite, une association significative entre les phases ENS0 et les bas débits de 
I'Atbm et du Nil BIeu pendant Ia période de 1914 iZ 1988. 
* Bhatt (1989) a utilisé les mêmes séries de débits du Nil, mais de 19 14 à 1973. lI 
montre l'existence de cordations négatives avec les TSO de juiiIet dans Ie nord- 
ouest de l'océan Indien (conforme aux résultats de Beltrando et Camberh (1993) 
avec la série de phies) et d'un dipôle nord-sud dans l'Atlantique. Ce dernier 
résultat, qui refl &te I'importance de Ia position de la ZCIT pour les précipitations aux 
sources du NiI BLeu, est conforme aux résuItats empiriques (p. ex. Lamb et Peppler, 
1991; Rowell et al., 1995) ainsi que ceux des modèles numériques du UKMO pour 
les précipitations au Sahel (Foiland et ai., 1986; Palmer, 1986; Dmyan, 1988; Parker 
et al., 1988; Folland et al., 1991). 
Les &tudes à caractère prMsionnel sont restreintes pour les précipitations sur le 
HPE. 
* Lin (1995 a, b et c) a d y s 6  les corrélations croisées entre la Précipitation sur 1'Aire 
Moyenne (PAM) du bassin du Nil BIeu et 13 indices de I'ENSO, dont l'indice de 
I'Oscillation Australe (SOI) et les températures de nirface du Pacinque dans les 
régions Nino 2 à 4, pendant Ies mois d'avril à juin qui précèdent la m e  du Nid. 
Deux &sultats importants se degagent de cette étude : 
1. L'analyse des autoconéIations des données menmeiIes des divers indices de 
I'ENSO indiqe une baisse brusque des coefficients au printemps. Le signal 
climatique de I'ENSO ne *ste pas a un mois donné, laissant place au nouveau 
cycle annuel qui commence. Ceci est cornu sous Ie nom de Ia discontinuité de 
printemps ( S ' n g  break). Chaque indice possède sa propre date de 
discontinuit6- CeiIes-ci sont iUustrées Ia figure 2-17. 
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Fime 2.17 : DifTirents indices de I'ENSO et leurs discontinuités de printemps 
(d'aprés Lin, 1995a) 
2. La PAM du bassin du Nd BIeu est plus corréIée, au pas de temps mensuel, avec 
la région du Niiio 3. Le tabIeau 2.1 et les figures 2.1 8 a à d rément les 
corréIations pIus importantes trouvées par Lin (1995 a, b, et c). 
TabIeau 2. i : Corrélations entre Ia PAM du Nil BIeu et diffErents indices de I'ENSO 
Sept MAP vs. May ~ah;Dar.).SW 
( E h  Me besbr, 1934 - 1994) 
Sept MAP vs. May Nlno3.SST 
(8lue~ebasfn*1352-1994) 
7-9 MAP vs. May Nino3.SST 
(Blue NBe bssin, 1952 - 1994) 
KID. 
~ ; ~ ~ ~ a s n n . s r s z a s ~ z ~ s  
Sea Surface Temperature (degree) 
Fimare 2-18 : ReIations linéaires entre Ia PAM au Nil Bleu et différents indices de 
I'ENSO (Lin, 199%) 
* EItahir (1996) et Amaresekeni et al. (1997) ont établi, par r6gression lin*, que la 
relation, entre un indice de E N S 0  proposé par Wright (1989) et Ies de%its annuels 
du Nil principal, exphque 25% de la variabiIit6 interannuelle de ces deTb&- EItahir 
(1996) suggère que Ia variabilité de L'ENSO soit Ia cause de Ia non-stationnanté de 
la moyenne des débits annuels à Assonan et par la suite domant lieu au phénomène 
de Hinst Les fluctuations, qui ont Leu autour de cette moyenne variable, setaient 
dues à des facteurs climatiques, hydrologiques ou anthropiques autres que I'ENSO. 
Eltahir (1996) propose une dation béaire entre Ia moyenne des débits aunueIs du 
Nil à Assouan et Ies TSO au Pacinque 6qytoriai avec un coefficient de corrélation 
de -09. 
* Wang et EItahir (1999) utilisent une approche bayesienne pour prédire une 
estimation approximative du volume du ruissellement du Nil à Assouan (crue 
abondante, moyenne, ou dkficiente). La prévision est évolutive : avant juin de 
17ann6e de m e ,  seule l'information climatique est utilisée comme entrée, en juin les 
précipitaiions sont incorpotdes et en juillet, les écoulements de juin sont ajoutés au 
modèle ; ainsi l'information est utiiisde au fur et à mesure qu'eue est disponibie. 
* Seleshi (1997) utilisant une fonction de W e r t  avec bruit (FTB) propose un 
modele pour Ies pluies en Éthiopie incorporant divers indices climatiques (figure 
2.19). Le modèle de F ï B  explique plus de 60% de la variabilité pIwiométrique, 
mais il s o h  de plusieurs lacunes : 
- iI est peu parcimonieux, posstdant 5 entrées et 13 paramètres à estimer, et 
- la composante de tetard (3 ans) associée au nombre de taches soIaires et celle de 
2 am associée aux TSO de l'océan Indien sont difficiles à expliquer. 
* Camberlin (1994) propose ce schéma pour expliquer l'intemction entre Ies 
précipitations d'été boréal sur toute Ia Corne de I'fique et Ia ckcdation océano- 
atmosphérique (figure 2.20). Le schha est assez complexe et diEde & modéIiser 
au compIet daas un cadre prévisionnei, vu Ies relations de feed-back qui existent 
entre la pIupart des 6Iéments du système. Néanmoiris, ü donne une bonne indication 
des générateurs de L préCÏpItsrtions sur le HPE (PRECP. NORD, sur Ie graphiqye) 
I SOI (Pression Atmosphérique 
TSO d'avril B juin de (-43 + 27B) E, + 
(33B - 3 0 ~ ~ ) ~ ~  + 
TSO d'avril B juin du 
Pacifique tropical est (E3 1 + 0.8B3 
TSO d'avril à juin de I - o,~B' - 0 , 3 ~ " ] ~ ~  
L'AtIantique sud (Ad ~ - o J B + o , ~ B '  
Nombre annuel de taches 
solaires (S3 




de juin à 
septembre 
sur Ie HPE au 
nord du centre 
Fime 2.20 : Connexions avec Ies variations interannueles des précipitations d'été dans 
Ia Corne de I'AfEcpe et la cnculation océano-atmosph6rique (Camberlni, 1994). 
2.7 Discussion générale et méthodes proposées 
2.7.1 Remarques sur lei rhuIfailF d6gugéS de la revue de litrérature 
Plusieurs remarques émanent de l'adyse des résultats des etudes déjà citées dans 
cette revue de Iittératm sur la simulation et la prévision des dt5bits du Nil : 
* le regroupement des années séches et humides rend difficile la modkiisation pour 
la simulation ou la prévision et mggère I'existence d'une relation avec les 
conditions climatiques persistantes ; 
* le volume de la crue du Nil Bleu est difficile à prédire par l'analyse des séries 
temporelles et la régression, si seuls les écoulements antérieurs sont utilisés. 
Les études ont essayé de trouver la relation entre les débits à Assouan et les indices 
de l'ENS0 ou même de construire la chronologie de I'ENSO a partir des niveaux 
d'eau au NiIomètre de Roda prés du Caire. Une telle approximation néglige que ces 
écoulements proviement des précipitations sur plusieurs sources qui sont 
différemment corrélées avec L'ENSO. U est donc suggéré que toute nouvelle 
approche, pour quantiner I'apport du bassin du Nil, distingue entre les dairents 
circulations et régimes dominant les bassins versants du Nil BIanc et du Ni1 Bleu 
(Evans, 1994). Les observations sur les deux dernières décennies fournissent 
l'évidence, en cas de besoin, de l'importance de traiter les Nifs Bleu et Blanc 
sdparément ou au moins de dtvelopper des modèles de prévision saisonnière. 
Les chercheurs étudient la relation des précipitations avec une sede vanvanable (l SOI 
par exemple). Pourtant, comme déjà cité, les précipitations de la Corne de I' Afkqne 
dépendent à la fois de deux composantes de circulations: la composante de Hadey 
(@ infiuence Ia position de Ia 2 0  et celle de Walka (comme le SOI). 
Aunine des approches n'&se I'infonnation cachk dans les domées de Ia variable 
de sortie @énodi&e's, structure CautocorréIation, ..) avec L'information apportée 
par les facteurs clllnatiques. Ceci est possi1e surtout à l'aide des modèIes de 
fonctions de W e r t  avec bruit. 
2.1.2 Remarques sur lès mit ho de^ danr la revue de liiYPature 
Comme déjà remarqué, la régression linéaire est utiiisde dans la plupart des 
études de prévision de type 'Yorçage climatique - précipitations ou debits". Cette 
approche s o m  de plusieurs lacunes (Tabios et Salas, 1982). La plupart des études 
analysées ne prenaient pas en consid6ration : 
17autocorrt51ation de Ia série des entrées et aussi celle des sorties: ceDe-ci réduit les 
degrés de Ebert6 et suggère des relations là où il n'y en a pas; 
la coüinéarité des variables d'entrée dans la régression multiple; et I ou 
la validation des relations: ceHe-ci doit être faite sur un ensemble de données 
différent de celui qui a servi à estimer les paramètres de l7Çquation de régression. 
Des modèles plus structurés, tels que les fonctions de W e r t  avec bruit (Fm) 
et les modéIes autorégressifs i moyenne mobile avec variabIe(s) exogéne(s) 
(Aufotegressive m&g average with exogenous variable, ARMAX), permettent 
(Brown et Katz, 199 1) : 
- une interpretation rdativement directe des fonctions de corrélation croisée entre les 
séries temporelIes, 
- une considération de plusieurs varïabIes simdtanément, 
- Ia modeliation des structures de dépendances temporelles plus compIexes qui 
agissent sur des écheff es de temps dine'rents, et 
- me représentation autocodie du bruit. 
D'autre part, la régression iin6aÏre n'est pas appropriée si la dation entre les 
entrées et les sorties n'est pas lindaire. Ceci est commua en hydroIogie et en 
mét6orologie. Voici quelques exemples de relations non linéaires: 
la dation pluie-ruissellement: le ruisseIlement commence lorsque la précipitation 
dépasse Ie seuil de la somme de L'évaporation et de I'idiItration. C'est le cas d'un 
phénomène qui ne se produit que si I'événement générateur dépasse un certain seuii. 
les m e s  et les sécheresses : c'est le cas d'un phénomène où les deux extrêmes 
n'agissent pas de la même manière. 
a la persistance de la sécheresse: la précipitation augmente l'humidité du soi qui à son 
tour augmente l'évaporation et par suite la précipitation formant une boucle. C'est le 
cas d'un système à feed-back. 
Ces exemples très communs en hydroiogie suggèrent I'utilisation de modèles 
plus adaptés aux relations non linéaires. il a été démontré par Nemec et Schaake (1 982), 
Gleick (1987) et Schaake (1990) que la repense du à un changement de 
précipitation est très non linéaire et que la non-linéarité est phs  grande dans les climats 
arides. Les réseaux de neurones artificieis (RNA) introduisent une relation non linéaire 
entre les entrées et les sorties. Les deux sections qui suivent définissent les FTB et les 
RNA et énumèrent leurs applications dans le domaine de I'hydrologie. Une présentation 
plus compIète des deux méthodes figure au chapitre III ainsi que comment elles sont 
appliquees dam ce travail de recherche. 
2.7.3 Fonctions de bansfert mec bmit 
Une fonction de transfert avec bmit additionné (rransferficntion with added 
noise, ou fonction de transfert avec bruit (Fm)) est un modèle stochastique qui possède 
une ou p1usieurs vanables exogènes à L'entrée. Les relations temporelles entre celles-ci 
et la (ou les) sortie(s) sont modéüsées mathématiquement. QuaIitativement, un modèle 
de F'Iï3 à une sortie p o d  être formuié comme : 
Sortie = composante dynamique + bruit (2. 2) 
La mamgère par Iaquelle chacune des séries d'entrée (&) incorporées dans le 
modèle affecte la série de sortie (Y;) est modélisée par la composante dynamique. Le 
bruit tient compte de tous les autres influences qui ne sont pas pris en compte par ia 
composante dynamique. 
Les fonctions de transfert avec bruit ont été largement utilisées en hydrologie 
pour des appiications aiiant de la modélisation de la relation précipitation-ruissellement 
(Anselmo et Ubertini, 1979; Anseho et al., 1982; Baracos et al., 1981; Hipel et al., 
1982; Moore, 1982; Thompstone et al., 1983; Snorrason et al., 1984; Noakes et a', 
1985; Thompstone et al., 1985; Snonason et Einarsson, 1986; Fay et al., 1987; McLeod 
et al.. , i 987; Haitiner et Salas, 198 8 ; Novotny et Zheng, 1990) à la prévision des débits 
connaissant les debits antérieurs (Olason et Watt, 1986; El-Sayed et Errih, 199), à la 
moddisation du transport de sédiments et la qualité des eaux (Laukkanen, I986), à 
I'évapotranspiration (Hameed et al., 1995) et à la modelisation de la fluctuation de la 
nappe souterraine (Knotters et van Waisurn, 1997; Knotters et De Gooijer, 1999). 
Delleur (1986) a démontré qu'un modèIe de FTB est en fait la version discréte dans le 
temps des équations diffirentieIIes continues dérivées des principes de conservation de 
masse et de celle de la quantité de mouvement 
2.M Réseam de neurones arfriciek 
Historiquement, I'intédt pour le domaine des réseaux de neurones &ciels 
(EUVA) a débuté avec les travaux de Neumann, Tirring, McCullogh, MinSb et Pitts. Il a 
émergé du desir de constnrire mi système artifTcieI capable de reproduire certaines des 
foactÏodtés intelligentes du cerveau humain, telles que I'apprentissage de tgehes 
compIexes, Ia géneralisation et les capacités de raisonnement et de déduction. La 
structure des RNA tente d'imiter Ie cerveau humain en plusieurs aspects : 
- Les RNA sont des réseaux avec plusieurs unités simples (dites neurones) qui sont 
Mes par des cornexio~~~ et qui opèrent exclusivement sur les entrées qui Ieur 
parviennent 
- Les poids de ces connexions sont d&ennin& par apprentissuge. Celui-ci se fait par 
essais et erreurs comme un enfant qui apprend à soulever un poids sans pour autant 
comprendre les lois de gravité de Newton. 
- Les RNA sont des processeurs parallèles puisque les calculs dans les neurones sont 
largement independants les uns des autres. 
C'est en 1943 que McCuiiogh et Pitts (1943) ont fonnulk le modèle du neurone, 
utüisé jusqu'ii maintenant. Rosenblatt (1962) a rassemblé plusieurs neurones, avec des 
fonctions à seuil, sur deux groupes d'entrée et de sortie et a proposé une règle pour 
ajuster itbrativement les paramétres des neurones (les vaieurs des poids et des seuils). 
Un peu plus tard, Minsky et Papert (1969) ont demontré l'incapacité du modèle de 
Rosenblatt d'apprendre une foncti-on aussi simple que le bbou-exclusiP ou tout autre 
patron de disahination entre deux ensembies non Linéairement inséparable. 
Werbos (1 974) et puis Rumehart et al. ( 1  986) ont owert Ia voie aux réseaux de 
neurones par la mise au point du perceptron multicouches et de l'algorithme de 
rétropropagation permenant d'ajuster, par un simple calcul de dérivées, les poids et 
seuils des neurones pour satisfaire un critère de minimisation d'une fonction d'erreur. 
C'est ce type de RNA qui est le plus utilid pour la prévision. L'exposé plus détaillé des 
RNA au chapitre III porte sur le perceptron multicouches. 
Danieil (1991) fut le premier à utiliser les RNA en hydrologie. II cite dur 
applications potentieues des RNA dans le domaine des sciences de I'eau Certaines de 
ces applications ont COMU plus de succès que d'autres : 
- la moddiisation d e  la relation pluÏe-ruisseiiernent surtout pour Ia prévision ii court 
terme (I à 7 jours) utilisant des données générées (Smith et EIi, 1992 ; French et al., 
1992 ; Smith et  Eli, 1995 ; Mmns et HaD, 1996 ) ou utilisant des données réeiies 
(Cnspo et Mora, 1993 ; Zhu et ai., 1994 ; Anmala et al., 1995 ; rchyanagi et al., 
1995 ; Hsu et al., 1995 ; Dimoupouios et al., 1996 ; Mason et ai., 1996; Dawson et 
WiIbyy I998), 
- la prévision de débits provenant de la fonte de neige (Markus et al., 1995 ; Ribeiro- 
Corréa et al., 1995 ; Birikundavyi et  al., 1999) 
- la pdvision des d4bits connaissant les débits antérieurs ou des débits à d'autres sites 
(Kanmanithi et al-, 1994 ; Raman et Smikmar, 1995 ; Atiya et al., 1997 ; 
Thinunaiaiah et Deo, 1998) 
- la prévision de la q u a  de l'eau @aaieI et Wundke, 1993 ; Maier et Dandy, 1994) 
- la pr6vision de la consommation en eau (DanieII, 1991 ; Zhang et al., 1994; 
Fleming, 1994) 
- l'optimisation muiti-objective (Wen et Lee, 1998) et la prise de ddcisiom sujette à 
l'incertitude (Ham et al., 1994 ; Basheer et al., 1996). 
Malgré le mccès de leurs applications en hydrologie, les RNA ont suscité 
beaucoup de critiques, parce qu'ils sont des modèles de boîte noire, et qu'il leur manque 
une méthodoIogie de validation rigoureuse (De MatSiIy' 1994). Fortin et al. (1997) 
rejette l'utilisation des RNA pour la prévision hydrologique, sous prétexte qu'elIes 
n'offrent pas de mesure pour quantifier I'incertitude associée à Ia prévision. Ces 
critiques, bien gw fondées, ne sont pas aussi absoiues qu'elles le paraissent, comme cela 
sera montré dans les chapitres qui suivent. 
II est important de signaier ici qu'aucune des applications des FTB ou des RNA 
passées en m e  dans la I i t thture n'a modélisé directement Ia relation entre les 
varÏabies climatiques et les debits dans un but prévisiome1. 
Chapitre III 
MÉTHODOLOGIES DE RECHERCHE 
3.1 Introduction 
Le but de ce chapitre est d'exposer le fondement théorique et le développement 
des deux mdthodes de prévision proposées dans ce travail de recherche : les fonctions de 
transfert avec bruit additionné (ou fonction de transfert avec bruit, FTB) et les réseaux 
de neurones artificiels (RNA). Comme déjà mentionné dans le chapitre II, les modèles 
de régression linkaire, couramment utilisés en cbatologie pour la prévision a moyen 
terne, sont incapables de modéliser la structure dynamique enm Les variables d'entrée 
et de sortie ; de plus, ils dofient pas une représentation autocorrélée du bruit. Les FTB 
sont une extension de la régression linchire multiple qui tient compte des lacunes 
mentiom6es cidessus. Les modèles de RNA, qui ont émergé du domaine de 
L'intelligence artificielle, ghéralisent les FTB, explorant la non-Iinézuité des relations 
entre les entrées et les sorties. La supériorité des FTB et des RNA est démontrée en 
comparant Leurs résultats (chapitre V) à ceux obtenus par régression linéaire (cf. section 
45). 
Ce chapitre est organianis6 en deux grandes sections qui suivent celle de 
I'lntroduction : la section 3.2 est consacrée aux FTB et la section 3-3 aux RNA. La 
présentation de chacune des deux méthodes porte sur Ieurs fomdations et hypothèses 
de base, sirivies des aigorithmes pour la constnrctioion des deux modeles. Elle est centrée 
sur I'disation des deux méthodes en prévision et une attention sp6cia.k est portée sur Ia 
quantification de Pincertitude des prévisions (cf. sections 3.2.6 et 33.8). Les hypothèses 
des FTB permettent de c o m t m k  des hnites de confiance théoriques pour les 
préMsions, tandis qrie les limites de confiance pour Ies pxx5visÎons des RNA sont 
c o ~ e s  en &sant une technique de bootstrap. 
3.2 Fonctions de Transfert avec Brnit @TB) 
Une fonction de transfert avec bruit additionné (Trwfer  fircntion with added 
noise ou fonction de transfert avec bruit (FTB)) est un modèle de type Box et Jenkins 
(1976) qui possede m e  ou pIusieurs variables exogènes à I'entrée. 11 est dit modèle de 
régression dynamique, car les relations temporelles entre les variables d'entrée et de 
sortie y sont modélisées. En guise d'exemple, un modéle stochastique peut ê e  
déveIopp6 pour modtliser la relation mathématique entre la séne de debits et une ou 
plusieurs séries de variables exogènes, telles que les prkipitatious ou les températures. 
La mod6Iisation par FTB suit les trois étapes de L'approche classique de Box et Jenkins 
(1 976) (Egure 3. 1), soit : 
- ('identification du modèle (pour déterminer la structure du modèle, Le. Le nombre et 
I'ordre des paramètres de la relation dynamique ente les variables exogènes et les 
sorties, ainsi que la modélisation du bruit) ; 
- t'estimation de ses paramètres ; et 
- Ia validation du modèle. 
Cependant, avant de procéder à la cotlstntction des FTB par les trois étapes 
précedentes, chacune des séries (&) des vanables exogènes (séries d'entrées) doit être 
modélisée par le modèle de type Box et Jenkins (1 976) Ie plus approprié. Le  cas général 
de ce type est le modéle autorégressif integr6 avec moyenne mobiIe (Autoregressive 
integrated noving average, ARMA) le PIUS appropri6. Les résidus (ujt) de ces modeles 
ARIMA sont appelés les innovatrCons des vmCabIes exogènes. Ces innovations servent à 
I'identificaton des FTB et à leur validation. Pour 6viter toute arnbigtüté dans cette 
thése, Ie terne imovatiotw est restreint aux résidus des séries de sortie et Sentrées, 
tandis qne le terme résidus est restreint aux différences entre Ies vaieurs observdes et 
celles prédites dans les difftrents modèles de prévision construits par FTB ou RNA. 
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Fimire 3.1 : Représentation des étapes de construction d'mi modèle de Box et Jenkins 
(d'après Salas et aL, 1980) 
Comme dejà mentionné à la section 2.7.3, une FTB comprend deux 
composantes : une composante dynamique, qyi mod4ise la relation entre chacune des 
variables exogènes (X;) incorporées dans le modele et la variabIe de sortie (K) ; et une 
composante de bruit, qui tient compte de toutes les autres idluences qui ne sont pas 
prises en compte par Ia composante dynamique. Le texte qui suit présente les 
paramètres B estimer pour ces deux composantes. 
3.2. 1. I Composunte dynamique 
La composante dynamique qui relie m entrées à la sortie est de type : 
111 
Composante dynamique = V,  ( B )  X,* 
14 
(3- 1) 
Les coefficients vi du polynome Y,  sont nommés les poids de lu fonction de 
transfert ou Ies poids de lafonction impulsion-réponse de la iihe série d'entrée (X,). Par 
souci de parcimonie, la fonction impulsion-réponse pourrait être formulée par le 
rapport : 
ou 
Q ( B )  est L'opérateur du numérateur de Ia iiac entrée et mg est Ie paramètre du 
nmn6rateur au délai j de rentrée i, 
A,@) est I'opérateur du dénominateur de iiw entrée, et 4 est le paramètre du 
dénominateur au d&i j de I'entrée i, et 
B' est I'opératem de transIation - aaière au délai 5 défini comme 
si et ri sont respectivement les ordres des opérateurs du numérateur et du dénominateur 
de la fonction impulsion-réponse associée à la série d'entrée &, et 
bmint est le décalage requis avant que la serie d'entrée X;i n7af5ecte & 
3.2.1.2 Terme de Gm'r 
Comme déjà mentionne, il y a généralement une proportion de la variabilité de la 
série de sortie non expliqy6e par les effets dynamiques des séries des entrées sur la 
sortie. Le bruit (Nt) est donc la différence entre la sortie et la composante dynamique. il 
est généralement autocori.eI6 et pourrait être modéîisé, dans le cas stationnaire9 par un 
mod&Ie autortgressifà moyenne mobile (ARMA) : 
où 
Q(B) est I'opérateur autorégressif, te[ que 
4 est le paramètre autorégressif au délaifi 
O(B) est l'opérateur de moyenne mobile, tel que 
est le paramètre de moyenne mobile au délai& 
pe tq  sont respectivement les ordres de l'opérateur de moyenne mobiie (au 
numérateur) et de I'opérateur autorégressif(au dc5nominateur) du temie du bruit, 
et est supposé être un bruit bImc de moyenne nulle et de variance a: qui sint une 
distribution nomde ~ ( 0 ,  CF:) . 
3.2.1.3 FontruIution générale 
Un modèle de fonction de transfert avec bruit avec une sortie serait formulé : 
où m est le nombre de séries d'entrte incorporées dans le modèle de Fm. 
La figure 3.2 illustre cette formulation pour Ie cas d'une seule entr6e pour 
simpliner Ie schéma La section suivante présente les hypothèses de base de la 
modélisation par FTB. 
Entrée . Composante nt (BI p,' Sortie 
(- x ,  - * dynamique At ( B )  CU; 4 
F i ~ e  3 . 2  : Représentation d'un modèle de FTB (d'après Hipel et McLeod, 1994) 
3.2.2 Hypotlièses de 6are de la modPliatio~ pur FTB 
La modéiisation par FTB repose sur quatre hypothéses principales (Box et 
Jenkins, 1976; &el et McLeod, 1994; Liu a al., 1994) : 
1- les &es d'entrée peuvent affécter la variable de sortie mais non le contraire (Ï.e. la 
relation entre les entrées et Ia sortie est unidUectiome1Ie). Si cette hypothèse n'est 
pas satisfaite, un modèle de FIa n'est pas approprit5 et devrait être rempIacé par un 
modèIe mdtivarié où Ies séries d'entrée et de sortie s'affectent mutueIIement. La 
vérincation de cette hypothese se fait à L'aide du caIcui de Ia fonction de codation 
croisée entre Ia série de sortie et les séries des variables exogènes. 
2- les séries d'entrée sont indépendantes du bruk 
Puisque le bruit est dtfhi comme la proportion non expliqde par la composante 
dynamique, la série Nt est supposée indépendante des sdries d'enees 4,. Comme la 
série Nt est générée par et et les séries & sont générées par les séries d'innovation ui, 
i1 s'agit de vérifier s i  la série des residus et est indépendante des séries uifi 
3- le syst6me modélise est stable. 
La Stabat6 du système signifie qu'un changement infInit&hal nni d'une série 
d'entrée entraîne un changement infinitdsimal fini de la série de sortie. La 
convergence de la fonction Y,@) est déterminée par l'opérateur A i ( B ) .  La 
condition suffisante et nécessaire pour satisfaire la stabilité du système est que tes 
racines de t'équation A, (B)  = O se situent hors du cercle unitaire. Ceci revient à due 
que la somme des poids de la fonction impulsion-réponse est finie. 
4- Ies résidus sont iadbpendants et identiquement distniués. 
Théoriquement, il niffirait de faire l'hypothèse que les résidus et sont indépendants 
et identiquement distribués ( 11~(0,af) . Pratiquement, I'hypothése de la normalité 
des résidus est nécessaire pour obtenir une estimation efficace des 
paramètres. En fait, cette hypothèse de Ia nomalit6 des résidus ne restreint pas la 
flexibiIit6 des modèles de FTB. Les résidus sont donc supposés indépendants et 
Ïdenticpement distribu6s suivant une distrr%ution normale (~vID(o,~:) ). 
Dans une m, Ies series d'entrée ne sont pas dcessairement ind6pendantes. Une 
sërie d'entrée peut affecter une autre, tout en influençant la série de sortie. Néanmoins, 
le choix des séries d'entr6e avec le minimum possiibIe d'interaction entre elles faciliterait 
Ia tâche d'identiification du modèle. En ce qui suit, Ies étapes de la construction d'un 
modèle de FTB, Le, ridenfication du modéle, l'estimation de ses paramètres et ensrrite 
sa vaiidation, sont présentées- 
3.2.3 Identilcat'ikn du modèle 
Eue consiste il identifier Ies structures de La fonction impulsion-réponse et puis 
celle du mod61e de bruit Plusieurs méthodologies ont et6 conçues pour i'identincation 
de la structure de FTB : les méthodes empiriques, la méthode de Box et Jenkins (1976), 
celle de Haugh et Box (1977), et la méthode de Liu et Hanssens (1982) combinée à la 
mithode du coin (Corner method) développée par Beguin et al. (1980). 
3.2.3.1 Méthodes empiriques 
Les méthodes empiriques consistent à choisir une structure de la fonction 
impulsion-réponse basée sur la connaissance du phénoméne à modéliser (p. ex. Hipel et 
d, L982). Pour estimer les paramètres de cette fonction, le terme de bruit est supposé 
un bruit blanc. Après cette estimation première, les résidus du modèle de FTB sont 
modélisés par un ARMA et la structure complète de la FTB est spécifiée. 
3.2-3.2 Méthode de Box et J e n h  (1 976) 
Box et Jenkins (1976) ont foumi une procédure pour la modélisation FTB à une 
seule entrée et une seule sortie. Cette procédure consiste à : 
- Trower le meilleur modèle AR[MA pour la série d'entrde et estimer les innovations 
ut de cette série, soit : 
de sortie Y,  en j3,,  tel que : 
- Calculer les poids de la fonction de corrélation croisée (FCC) entre les résidus ut et 
Pt. La FCC est définie comme suit : 
est la fonction de covariance croisée au délai k de [a série des résidus; 
PZ est le nombre d'observations utilisées, 
t-t 
n 
c, (O) = n-' C fl: 
(3. IO) 
sont respectivement les variances de la série ÿ et Pt. En fait L'équation 3.10 peut 
servir à caIculer la fonction d'autocorrélation (FAC) des résidus en remplaçant la 
&rie 8, par la série ut. 
- Suivre Ia forme de la FCC et L'occinrence des poids significatifs aiin d'identifier les 
paramètres à incorporer dans la fonction impulsion-réponse ( V(B)).  
- Estimer Ie terme du bruit par : 
Nt = (Y; - F) - V(B)(X, - X) (3.14) 
et Ie modéliser, dans le cas stationnaire, par Ie modèle ARMA le PIUS approprié. 
3.2-3.3 Méthode de Haugh et Box (1977) 
Haugh et Box (1977) ont développé une procédure légèrement diffërente de celle 
de Box et Jenkuis (1976). mais qui est basée ausa sur une procédure de pré- 
blanchissage. Elle consiste en plusieurs étapes : 
- Trouver les meilleurs modèles ARMA pour la série d'entrée et de sortie et obtenir 
les séries des innovations blanchies ut et vt . 
- Calculer la FCC entre les résidus ut et vt avec ses limites de confiance. 
- Utiliser les poids signincatifs de la FCC (les r,(R) significatifs aux délais k) pour 
déterminer les paramtitres de la fonction impulsion-réponse aux mêmes délais k : 
- Identifier le terme du bruit selon la demière étape de la procédure précédente de Box 
et Jenkins (1976). 
3.2.3.1 Méthode de Liu et Humsens (1982) 
Liu et Hanssens (1982) ont proposé une approche utilisant une méthode qui 
repose sur les propriktes Iinéaires de Ia forme poIynom*ale de la fonction 
impulsion-réponse. Leur approche poumit être considérée comme une généralisation de 
la régression iineaire multiple. Son avantage est la possibilité de son appiication directe 
au cas de la FTB B plusieurs variables exogénes et sortie unique. Elle consi-ste en trois 
étapes : 
- Supposer Ia fonction impuision-réponse entre Ies variables exogènes et la sortie 
comme suit : 
ki sont choisis snfnsamment grands pour incorporer toute la relation dynamique 
e n .  les X;r et Y;. Nt est supposé, non comme un bruit blanc dans la méthode 
empirique ordinaire, mais plutôt, comme un modèle autorégressif AR(I) dans le cas 
non saisonnier (Liu et d, 1994) : 
Cette hypotMse concernant Nt offie plusieurs avantages, B savoir : 
- elle est bonne si Nt est effectivement un AR(1); 
- elie est une bonne approximation si le bruit est un modèle à moyenne mobile 
(MA) pur de bas ordre; 
- elie permet d'identifier le besoin d'une diff6rentiation si / 9 1 ; 
- elle permet une représentation du bruit comme un bruit blanc si 4 = 0 . 
- Exm0ner les estimations des paramètres et surtout le paramètre AR(I) comme déjà 
mentionné. Les résidus sont aussi examinés pour detecter les anomalies du modèle. 
Le terme de bruit est estid et modélisé de la même manière que les deux méthodes 
préc6dentes. 
B ~ ~ #  ) en utilisant la méthode du - Trower une forme rationnelle ( 5  ( B )  = - 
A, (4 
coin (Beguin et a[., 1980; Liu et Haossens, 1982) af in  d'identifier les ordres si et ri 
de la forme r a t i o d e  de l'opérateur Y,@') pour chaque entrée &. Une description 
détaülée de la méthode du coin se trouve dans Pankxaîz (1991). 
3.2.1 Esdinraiin der patamPtres 
Après PiderMication d'un ou pIusieurs modèles possiïIes de Flï3, vient L'étape 
de I'estimation des paramètres de chacun des modéIes avec Iems erreurs d'estimation. 
En supposant que les résidus de Ia FTB sont normaux, ind-dants et identiquement 
distri%u6s9 des estimateurs peuvent être obtenus avec la méthode de vraisemblance 
maximale. PIusieurs algorithmes plus o u  moins exacts en présence d'une composante 
de moyenne mobile ont &té développés pour l'estimation des param6tres (Box et 
Jenkins, 1976; McLeod, 1977; Hiilmer et Tiao, 1979; BrockwelI et Davis, 199 1). Le 
logiciel SC& utilise dans cette techerche, incorpore l'algorithme de Hillmer et Tiao 
(1979), se servant d'une méthode d'optimisation non Iinhire des moindres carrés de 
type Gauss-Marquardt (MACC, 1965). Si un ou plusieurs paramètres sont statiquement 
non signifiants, ils devraient être exclus du modèle et par la suite, il faudrait 
recommencer I'estimation des paramhtres. 
3.2.5 Vaiidation du modèle 
La troisième et demière étape consiste à valider le modèle pour vérifier si les 
hypothèses de base de la modélisation par FTB sont respectées. Une fois que la 
structure complète de la fonction de transfert est identifiée, tes résidus du modèle et sont 
caIcdés comme Ia diffdrence entre les vaieurs observées de la série de sortie et les 
valeurs prédites à un pas de temps : 
où 
sont les prdvisions a un pas de temps. 
Ces re4dus doivent s u M e  mi MD(o,nf), ne montrant aucun patron particulier. Cls 
doivent être aussi non cordés avec Ies innovations des séries d'entrée. 
3.2.5. I Vérijkation de I'uutacoméloran des réstifus 
Pour vénner I'ind@endance des résidus, l'out2 mentie1 est I'exploration de Ia 
fonction d'autocorréiation @AC) et Ia fonction d7autocorréIation partieIfe (FACP). 
Néanmoins, pour arriver au même but, pIwieurs formulations du test de Portemanteau 
ont éte développées dont celle de Ljung et Box (1978) : 
où 
QL est la statistique du test QL est distribude selon une Ioi X* avec (L-p-q) degrés 
de liberté. Si QL depasse la valeur critique de x : - ~ ,  au niveau de confiance 
désir&, les résidus sont considérés autocorrélés. 
L est le plus grand délai considW. U ne devrait pas dépasser n/4; 
p et q sont respectivement les ordres des opérateurs AR et MA du modèle de bruit N, 
r,(k) est le coefficient d'autocorrélation d'ordre k de la série des résidus et; 
n est le nombre d'observations utilisées dans I'estimation des paramètres. 
3.2.5.2 Vénfj?cation de I'indpendmce entre [es variables exogènes et [e bruit 
Pour tester l'existence de corréIation croisée entre les séries d'entrée et le terme 
de bruit Nt, l'outiI essentie1 est l'exploration de la fonction de corrélation croisée (FCC) 
entre Ies résidus du modéIe de FTB et ceux des innovations des séries d'entrée. Les 
coefficients de co~éiation croisée sont caicui6s pour des déIais k dant de k = -n/4 a 
k n / 4. Une fomuIaton similaire du test de Portemanteau pourrait être utilisée : 
ou 
QL est la statistique du test Elle mit une loi x2 avec (L-rr~i) degrés de iibert6; 
si et ri sont respectivement Ies ordres des opérateurs du numérateur et dénominateur de 
I'opératem assoc56 à I'entrée &; 
r,(k) est le coefficient de corrélation croisée d'ordre k entre la s&Ïe des résidus ut et et; 
Pour tester si r, (k) possède des valeurs significatives aux délais négatifs, ce qui 
constituerait une violation de la première hypothèse des FTB, Ie même test pourrait être 
formulé comme suit : 
k-t 
Mais puisque r,(-k) = r, (k) , la statistique du test s'écrirait alors : 
Si QL caicdte est infSrieure à la valeur critique de QL au niveau de confiance 
dtské, on deduit I'absence de corrélation crois6e. Si les corrélations croisées sont 
signincatives même si les résidus sont indépendants, ceci est une indication que le 
modèfe de la fonction impulsion-réponse n'est pas approprié. Si les résidus ne sont pas 
indépendants et les coefficients de corrélation croisée non significatifs, c'est une 
indication que le terme de bruit est Ie seul à changer. 
3.233 Test de normalité 
En plus d'être hdkpendants, les résidus et devraient suivre me distriiation 
normale avec m e  variance constante. II existe pIusÏeurs tests de nomahé (p. ex. 
KoImogorov-Smirnov; Shapiro-WÏk, (Shapiro et Wi 1965); ...) et 
d'hom~scéd~cité (p. ex. Hipel et al., 1977) 
3.2.6 PréuImuiz par Fl23 
Les prévisions par ETi3 sont produites de façon B ce que L'erreur quadratique soit 
minimaie (Minimum mean square errorforecasis). Les prévisions à un horizon 1, par un 
modèIe fornulé selon L'équation 3.8, sont calculées suivant la procédure suivante (Box 
et Jenkins, 1976; Hipel et McLeod, 1994) : 
- éiiminer tout d'abord les dénominateurs de l'équation 3.8 et écrire la FTB comme : 
Les termes entre crochets [.] réfèrent aux espérances conditiomeiies des variabIes et 
Ies &) , dans le texte qui suit, réfèrent aux prévisions de la série Y. 
- isoler le terme Y,[ du côté gauche de I'équation : 
- appliqner Ies règies suivantes pour obteM des prévisions à erreur quadratique 
minimaie : 
y+, pourjso  
[L,I= { iî(j) pour j > O 
puisque &+, sont des observations connues pour ja et à déterminer par prévision 
&'' sont déterminés par pr6vision avec 
p o u r j s o  
pour j > O  
des modéles ARlMA pour les entrées ou 
connues d'avance comme c'est Ie cas de cette recherche (cc section 52.4). 
e,, pour/SO 
[el+, I=  { 0 pourj>o 
puisque et+, sont COMUS p o u r j .  et leur esp6rance est égaie à zéro pour jb0. 
- calculer les variances des prévisions selon la formule : 
où 
est la variance des résidus du modèle ARMA de la serie X;, d'entrde 
(bquation 3.9). 
CF: est la v h c e  des résidus du modèIe FTB, 
< sont cdcuiés pour la série & d'en* par I'éqnation suivante : 
y, sont calculés par I'équatbn suivante : 
Pour la prévision ii un pas de temps, avec les valem des séries d'entrée connues 
pour j=l, la variance de la prévision est réduite à : 
- calculer les Limites de confiance à 95% pour les prévisions f(l), en supposant que 
les series uu et e, sont respectivement NID(O, ) et NID(O, 0: ) : 
- Si les séries Y, et xf subissent par une transformation Box-Cox (Box et Cox, 1964), 
les pr6visions qui ont une erreur quadratique moyenne minimale sont celles du 
domaine transfoun6. Pour obtenir des prévisions avec la même propriété dans le 
domaine original (non traasformk), il faut que les prévisions subissent une 
transformation inverse Box-Cox, Si Ia série de sortie subit une transformation 
logarithmique, les pr&isions dans le domaine non transformé sont caiculées comme 
suit (Granger et Newbold, 19%) : 
et la variance des erreurs de la prévision au domaine non W o r m é  est : 
De plus, Ia Innite de confiance snpérÎeure pour la prévision (LPS) et sa Iimite 
infirieme (Pl) sont respectivement obtenues par : 
3.2* 7 Erreur de gkntfrulhtion 
Pour choisir le meilleur modéle parmi un ensemble de modèles possiiles, la 
théorie statistique permet l'utilisation de plusieurs critères (Judge et al., L985) : I'eneur 
de prévision naale (EPF) (Akaike 1969, 1970a) et ses versions (Akaikef 1970b; 
McClave, 1975; Bhansali et Downham, 1977), le critère d'information d'Akaike (CIA) 
(Akaike 1973, 1974), le critère de Shibata (Shibata, 1976), Ie crithe de Schwarz ou 
critère d'information bayesien (CIB) (Schwarz, 1978). Ces crithes sont formuiés de 
façon à prendre en considération la variance des résidus non expliquée par te modéIe 
avec une pénaiitk qui augmente proportionneNement au nombre de pmètres  estimk 
par le modèle. 
Rao et al. (1982) ont appliqué Ie CIB au choix d'un ARMA modélisant des 
séries de débits annuels. Le CZB donne des estimations plus réalistes pour tes réseaux de 
neurones. C'est pourquoi il est choisi pour fins de comparaison. Le CIB est formulé 
comme : 
où 
m, est Ie nombre total de paramètres UtiIisés par Ie modèle. 
3 3  Réseaux de neurones artinciels (RNA) 
3.3.1 Ptthentah générale et d@itions 
Les modèles de RNA, présentés dans cette thèse, possèdent quelques aspects 
innovateurs pertinents pour le domaine de Ia pdvision hydrologique. Aucune des 
applications pubIiees dans la littérature n'a utilise les RNA pour une prévision des débits 
à un horizon de plus d'un mois, et surtout utilisant une information climatique, teiie que 
les TSO, comme entr6es. L'implémentation des RNA dans cette recherche se veut aussi 
compIète que possible d'un point de vue statistique: une méthodologie pour Ia 
validation des rnodtles non héaires est appliquée aux RNA et une quantification 
empirique de I'incertitude est effectuée. Aucune des applications publiées des RNA en 
hydrologie ne va aussi Ioin. Cette section a pour but de présenter la structure générale 
des RNA : le modèle du neurone, le perceptron multicouches et sa version récurrente, 
ainsi que la dénnition du processus d'apprentissage. 
3.3.2 Mod2fe du neurone 
Comme déjà mentionné, McCullogh et Pitts (McCulIogh et Pitts, 1943) ont 
formuI6 Ie modèle du neurone. Celui-ci est la cellule élémentaire de calcul dans un 
RNA, II consiste en une unit6 d'addition et une fonction d'activation, 
ln 
f - Une unité d'addition qui effectue une somme pondérée des entrées X, par 
r-t 
les puids des connexions (y,, i = 1,m). WF est le poids de Ia co~exion qui fie 
rentrée Xi au neurone q,-. Wg est positif, s i  Ia série X, doit augmenter la sortie du 
neurone q et K, est négata, si 9 do& Ia diminuer. 
2- Une fonction d'activation @ sert à limiter la sortie du neurone n/ dans un 
intervde préd6fcrnE et f ou augmenter la non-linéarité du neurone. Le modèle du 
neurone peut inclure une valeur limite dite un seuil S (threshofld). Le terne seuil est 
préféré au terme biais couramment utilisé pour éviter toute ambÏgui"t6 avec la sens du 
terme biais en statistique. 
est l'entrée de ta fonction d'activation du neurone j 
est la sortie de la fonction d'activation du neuronej 
est l'entrée i connectée au neurone j 
est le poids de la connexion entre l'entrée X, te neuronej 
est le seuil du neurone j 
est le nombre d'entrées connectées au neurone j 
est la fonction d'activation du neurone j 
Le schéma d'un neurone est présenté à la figure 3.3. 
d n i t 6  d'addition Fonction d'activation 
Figure 3.3  : Schéma d'un neurone 
II existe au moins trois types de fonction d'activation : 
Les fonctions à seuil (Hmd Lbi t ter )  (figure 3.4a) 
centreces autour de 0,s , 
ou centrées autour de O, 
a Les fonctions linéaires a seuil (figure 3.4b) 
centrées autour de 0,s , 
ou centrées autour de O, 
In, 2 0,5 
-0,5<In, COS (3-44) 
15 S -0,s 
Les fonctions sigrnordes qui peuvent avoir une forme logistique ou une forme 
hyperbolique (figure 3.4~). L'équation gdnéraie des fonctions sigmoïdes est : 
exp(k, - In,) - l 
Out, = c, +r,; c,,k,,r, E Re; c&, > O  
exp(k, - In, ) + l 
La forme logistique : 
avec un ensemble d'amv6e de O à 1. 
La forme tangente hyperbolique .- 
our, = f (In,) =th([?) = exp(In, - exp(ln, 
expvn, + exp(In,) 
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Fi- 3.4 : Fonctions d'activation de neurone (a) à set& @) héaires à seuÏI, 
(c) sigmofdes : logistique et tangente hyperbolique 
Le perceptron multicouches, qui est le réseau de neurone le plus populaire, est 
formé de trois groupes de neurones (figure 3.5) : 
groupe primaire (ou groupe d'entrées) comtitu6 de neurones qui recueillent les 
entrées; 
groupe intermédiaire ou couches cachées (une ou plusieurs) qui tmndiorment et 
propagent l'information à travers le réseau; et 
groupe de sortie qui contient les neurones qui produisent les résuitats. 
Pour éviter toute ambigufté en parlant du nombre de couches dans ce document, 
les RNA sont identifiés par leur nombre de couches cachées. 
L'équation genéraie d'un RNA de type perceptron muiticouches, avec une setde 
couche cachée et une sortie scalaire, est écrite comme suit : 
oh 
WH,, est le poids de Ia connexion entre la entrée et  le^*^ neurone sur la couche 
cachée 
WO, est Ie poids de la connexion entre letLm neurone sur la couche cachée et le 
neurone de sortie 
f, est Ia fonction d'activation du neurone de la couche cachée, 
f, est Ia fonction d'activation du neurone de la sortie 
est Ie seuiI de la fonction d'activation dufmC neurone sur la couche cachée 
S, est le seuil de la fonction d'activation du neurone de sortie 
HU est Ie nombre de neurones sur la couche cachée. 
Figure 3.5 : Réseau de neurones artinciels de type perceptron multicouches avec une 
seule couche cachée et une sortie 
Trois types dTentrt!e pourraient être introduits dans le RNA de l'équation 3.48 
afin de prédire une sortie quelconque : des variables exogènes, des composantes de délai 
de la série de sortie (Le. des vaieun de la série de sortie antérieures à la valeur à prédire), 
et des erreurs des sorties du RNA pour les pas de temps antérieurs. Si les deux premiers 
types sont utilisés seuIs, le RNA est de type autoréqessif neuronal avec vmubIes 
exogènes ou NNARX (équation 3.49); 9 les erreurs antérieures sont introduites, le RNA 
est ct i tde  type-aütoré@-ess~~ nnWo~Inà ïnOyenne nio6iCe aiec vdübies bexogène~ ou 
MVARU.QX (équation 3.50). Ce demier est dit réseau de neurones récurrent parce qu'il 
renferme une boucle : la sortie du RNA dépend, non seulement des entrées actueues, 
mais aussi des erreurs des sorties anterieures (figure 3.6). 
est la valeur de I'erreur du RNA, 1 pas en arrière, calculée comme : 
r5 
= Y, - Y;-, 
sont respectivement le nombre de composantes de délai de la série de sode et le 
nombre d'eneurs antérieures à incorporer comme entrées. Par analogie aux 
méthodes de Box et Jenkins (1976), p et q sont appelés respectivement les ordres 
du terme autorégressif et de celui à moyenne mobile. 
Fi- 3.6 : Réseau de neurones artificieIs de type NNARMAX avec une seule couche 
cachée, une sortie et une boucle de moyenne mobile 
Sans sous-estimer toute I'anaiogie cognitive à 170rÏgine du développement des 
RNA, le perceptron muIticouches, ddcrit par l'éqyation 3.49, appartient à la classe des 
modèles statistiques non lindaires de régression et de discrunination, Dans le cadre des 
outils statistiques, Ies réseaux de neurones pourraient être considkrés comme étant une 
Wechnique d'infhnce (de gdnédsation) non Iheaire, nonparamétrique, entièrement 
indkpendante du mod&1eY' (Azoff, 1994). L'application de la statistique aux RNA est 
détaillee dans Cheng et Titterington (I994), JXipIey (1994). Bishop (1995) et RipIey 
(1 996). 
L'apprentissage d'un RNA est l'estimation de l'ensemble de ses paramètres 
(Ow) (ses poids WN, WO et ses seuils S), Cette estimation se fait par minimisation 
d'une fonction objectif(terrne plus générai que fonction d'erreur) de type : 
afin de trouver les paramètres ëmA, tek que 
A 
0, = arp,, (0,) 
à l'aide d'une procédure itérative 
@,, (it + 1) = O, ( i f )  + A & , ,  (it) 
où 
UT est la transposée de la maûice (.) 
if est le nombre d'itérations effectuées 
AB, (il) est la correction apportde à 0, à I'itdration it. 
3-3.4 Propn'étiés des &eaux de neurones 
Si ies appiications des réseaux de neurones sont tr is avancées comme le 
montrent les exempIes cites précédemment (cf. section 2.7.4), les questions 
mathematiques sont encore plus nombreuses que les renses. Comme le montre 
I'exposé qui sui .  les hypothèses de base requises pour la modélisation par RNA ne font 
pas L'unet6 des théoriciens. On manque aussi de cadre d'implémentation des 
réseaux de neurones artificiels. II s'agit donc pIus de proprféttés que d'hypothèses de 
bases rigoureuses. Les RNA possèdent les propriétés suivantes (d'après Mangeas, 
1997 ; Haykm, 1999) : 
Étant donné que le neurone est un &ment non lin6aire et que les neurones sont 
pamUèIement distncbu6s dans le réseau, celui-ci peut s'adapter aux phénomènes 
physiques complexes, Ià où le mécanisme responsable de la génération du signal 
d'entrée et/ou les relations entre les entrées et les sorties sont non héaires. Mais 
cette non-linéaritb ne dépend pas uniquement de Ia fonction d'activation, mais 
aussi de la nome des poids. Plus cette norme est petite, plus les entrées (In) 
pawenant aux neurones se situent au voisinage de zéro et plus les fonctions 
sigrnordes utilisees sont proches des fonctions Linéaires (cf. figure 3.4~). 
3.3.4.2 Tolérance au manque d'information 
Vu que la distribution de I'uiformation est parailele, l'endommagement d'un 
neurone ou d'une connexion ou bien la perte de données ne provoquent pas un 
échec idmédiable dans la performance du réseau, mais seulement une 
dégradation moins sérieuse dans les résultats. Ceci est seulement vrai si la 
couche cachée est munie de suffisamment de neurones. Le caicuf de la sortie 
étant mené par plusieurs neurones, il y a différents chemins de ITentrée à la 
sortie. 
3.3 -4.3 Résistance aux entrées aberrantes 
Du f& des nitres saturants que constituent les fonctions d'activation sigmoïdes, 
le réseau est résistant aux valeurs aberrantes. Néanmoins, un réseau de neurones 
est prisonnier des données qyÏ ont servi à sa c&%ration. Si ces damées ne sont 
pas dparties sur tout Ie continuum de leur variabilité, Ie réseau sera incapable 
d'extrapoler sm Ies données. Par contre, pour un modèle iinéaire9 iI sutfit que Ies 
exemples pour l'estimation des paramètres se situent sur les extrémités de ce 
continuum, 
3.3.4.4 Possiilité de se passer de prerequis 
Le réseau de neurones est - en principe - capabIe de faire correspondre à un 
ensembie de soxties, un ensemble donné d'entrées, sans avoir recours pour cette 
opération B une distn'bution de probabilité des variables du modèle ou à un 
prérequis des reIations entre elles (Hayklli, 1999). Cette notion, bien que 
présente dans plusieurs réferences de base sur les RNA, n'est pas partagee par les 
statisticiens qui ont énidi6 les RNA. En fat? Bishop (1995) démontre que les 
RNA requièrent Ies mêmes hypothèses de distribution que les autres modèles 
statistiques pour obtenir des estimations efficaces et optimales. 
D'autre p a  toute connaissance du phénomène modélisé est utile pour 
déterminer la structure du réseau, analyser les résultats* choisir Ia fonction de 
transfert et determiner les critères de l'erreur que le réseau doit satisfaire. 
3.3.4.5 Non-unicite du modèle par rapport aux paramètres 
On peut trouver deux ensembles de poids différents qui génèrent la même sortie. 
De même, un même ensemble d'entrées et de sorties peut aboutir à des 
ensembles de paramètres très différents à chaque fois que le RNA est entraîné. 
Les performances de ces différents modèles peuvent cependant être identiques. 
3 3  -4.6 Adapta bilite 
Les réseaux de neurones pourraient être conçus de maniére à changer Ies poids 
de Ieurs synapses en temps réel, en fonction des changements de L'environ- 
nement IIs peuvent donc opérer dans un envhmernent non stationnaicep Le. 
dont les proprï6tés statistiques sont fonction du temps. 
3.3.4-7 Utilisation des données à leur état brut 
Le réseau de neurones - en principe - traite avec les données telles qu'elles sont, 
sans trandiormation pour rendre leur série homogène ou stationnaire ou pour 
changer leur échelle. Néanmoins, il est préférable de standardiser Ies entrées et 
les sorties (i.e. soustraire une mesure de localisation, telle que la moyenne, et 
diviser la différence par une mesure de la dispersion, telle que L'écart type). 
Cette transformation permet de mieux M e r  les minima locaux et d'avoir, pour 
une vdeur d'initiaiisation des poids et seuils proches de zéro, une vaieur plus 
proche du minimum giobd. Ceci est d'autant plus vrai pour les méthodes 
d'apprentissage de type gradient de la plus forte pente (steepest descent 
gradient)), telles que la rétropropagation, qui sont très sensibles aux valeurs 
initiales, 
3 -3 A 8  Autres propriétés 
Haykin (1 999) fait allusion à d'autres avantages des réseaux de neurones, dont: 
* Universaüté des analyses et des conceptions: possibilité de partager Ies théories, 
les types de neurones, les aigorÏthmes d'apprentissages, . . .etc., dans différentes 
applications des réseaux de neurones. 
* Analogie avec la neurobioIogie: la science neurologique @ire le 
développement d'autres réseaux artinciels qui sont, à leur tour, des outils de 
recherche pour interpréter les phénomènes neurobiologiques. 
Les sections 3 3  3 à 3 -3.5 decrivent les étapes de Ia construction d'un RNA. Celles-ci, 
par d o g i e  aux étapes de Ia méthodologie de Box et Jenkins (1976), sont nommées : 
identüÏcatiion du RNA, estimation de ses parametses et vaüdation du modèle. 
3.3.5 Idenlifcatr'on d'un RNA 
Comme déjà mentionné, il n'y a pas de méthodologie bien précise et rigoureuse 
pour d6velopper un RNA capable de résoudre un problème donné. On va vers ce but par 
essais et erreurs, voire par tâtonnements. Ceci est dû à la flexibifite inhérente au RNA, à 
son caracthe foncièrement non Linéaire et à la diniculté de déterminer la signifiante 
statistique des paramètres estimés, tellement I'ùrformation est cachée dans la structure 
parallèle du RNA. L'identification d'un RNA de type NNARX ou NNARMAX consiste 
en une sdne de choix de la part de l'utilisateur- 
3.3.5.1 Choix des entrées du RNA 
Ce choix devrait tenir compte des autocorréIations pour déterminer les 
composantes de délai de la série de sortie, des corréIations croisées et de I'analyse de 
causditk pour déterminer les variables exogènes à incorporer. II tient aussi compte de la 
disponibilité des données, des facteurs déterministes ou de toute Somation cornue & 
(Lachtemacher et Fder, 1994; DimopouIos et al., 1996). Ii est à noter que tous 
ces outils appartiennent plus aux modèles linéaires. Par conséquent, ils servent juste à 
suggérer une première tentative de RNA. 
3.3.5.2 Choix du modèle de neurone 
Ce choix comprend aussi cehi de Ia fonction d'activation. Celle-ci est 
essentieHe pour introduire Ia non-héanté dans le RNA. Sans la non-h6arité, les RNA 
ne sont pas plus puissants qu'un modèle héaire génMst5, parce qne la combinaison de 
fonctions ~~ demeure m e  fondon héaire. Mais s'il est connu, par Ies lois 
phJrsiqyes par exemple, que Ie syst6me à modeüser est héaire, iI est possible d'imposer 
des contraintes aux RNA pour forcer Ies paramètres à &ser la portion presque finéaire 
de la fonction d'activation sigmoïde. L'e-polation est plus fiable avec les modèles 
lin6aires qu'avec les modèles non linéaires flexÏbIes, même si elle n'est pas aussi fiable 
que I'hterpolation. 
3.3.5.3 Choix de Ia structure du modèle 
La structure d'un RNA est dktenninee par le nombre de couches cachées, 
l'existence de connexions entre les neurones (un RNA peut aussi être partiellement 
connecté) et le nombre de neurones sur les couches cachées. Elle doit être aussi 
adéquate tant pour I'ensemble de données qui a  se^ à I'apprentissage du RNA que pour 
d'autres données (ensemble de test). II est il noter que la complexité du modèle de RNA 
dépend aussi bien du nombre de poids et de seuils que de leurs normes (Vapmik, 1992). 
Les nombres de neurones et de couches jouent uniquement sur le premier facteur. 
Dans Ia plus part des problémes de prévisions, une seule couche cachée est 
snfiisante, car un RNA à une couche cachée est un approximateur universel capable de 
modéliser n'importe quelle fonction continue dans Re a n'importe quelle précision 
(Homik et al., 1989). Mais, cette propriét6 ne garantit pas qu'un RNA saura modéliser 
me fonction quelconque avec un nombre raisonna6le de neurones, ni qu'if sera 
possible de déterminer ce nombre pour un problème en question (Fortin et al., 1997). La 
question de Ia structure du RNA est Ioin d'être résolue. La réponse la pIus difficile à 
d6temiiaer est le nombre de neurones mhimol et ud6quut. 
Un réseau incapabIe de modéliser la complexité d'mi système, que ceIa soit faute 
de nemones sur la couche cachée on de temps suilisant d'apprentissage, est dit qy7iI 
soofne de sous-qprrmitsuge (mderfim'ng). Un réseau qui perfonne bien sur son 
ensembIe d'apprentissage, mais qui perfonne beaucoup m o b  bien sur d'autres donnéesy 
que cela soit dû à trop de neurones sur la couche cachée ou B un apprentissage excessif, 
est dit qu'il soufEe de wopprentLssuge (overj?ttfng). Évdué sur un ensemble test, un 
RNA insuffisamment complexe produit des sorties avec un biais excessif. Un RNA qui 
a surappris fait une mauvaise évaluation de ia vanCance de la perturbation aléatoire 
associée au phénomène m0dt9is6~ et par conséquent, produit des sorties avec une 
variance excessive (Gernan et al, 1992). Le choix de la structure du RNA est donc un 
compromis entre le sous-apprentissage et le surapprentissage. Le surapprentissage est 
spécialement dangereux, car iI pourrait produire des sorties qui dépassent largement 
I'ordre de grandeur des variabIes (White, 1992). 
II existe pIusieurs règles heuristiques pour suggérer à priori un nombre de 
neurones sur la couche cachée en fonction du nombre d'obsefvations utilisées dans 
l'apprentissage et le nombre d'entrées du modèle (p. ex. Weigend et al., 1990; Minns et 
Hall, 1996; ...). Plus le nombre de param6tres dans le RNA augmente par rapport au 
nombre d'observations, plus le surapprentissage ampline Ie bruit dans les sorties du 
RNA (Moody, 1992). 
Cependant, ces règies heuristiques dépendent de Ia nature des données utilisées 
et du bruit qui y est présent. Eues ne sont donc pas à généraliser (Sade, 1999). 11 faut 
procéder par essais et erreurs. Plusieurs méthodes pour déterminer Ie nombre de 
neurones dans la couche cachde d'un RNA sont disponibles afin d'obtenir rm modèIe 
avec une borne capacité de généralisation. QueIques-unes de ces méthodes sont 
présentées ii la section 3.3.7.2. 
3.3.6 Estimatiion derparamèîres (apprentissage) du RNA 
L'estimation des paramètres comporte plusieurs choix: le critère d'erreur à 
atteindre, I'aIgonthme d'optimisation de ce m i ,  Ies paramètres de Iraigorithme et la 
gamme des vaieurs initiaies aléatoires des poids et s e a .  Dans Ia modéIisation par 
RNA, certains choix ont été fats pour ce travail : 
Un des objectifs de cette recherche étant de comparer les FTB et les RNA, un même 
critère d'erreur est choisi pour les deux rnkthodes, soit l'erreur quadratique moyenne. 
11 est recommandé d7initiaIiser Ie RNA avec des valeurs de paramètres proches de 
zéro pour 6viter d'obtenir des matrices mal conditionnées (Sade, 1999). 
Le RNA devrait être enûaîné en commençant par plusieurs valeurs initiales 
différentes pour éviter les minima locaux. 
II existe plusieurs algorithmes pour estimer les paramètres d'un RNA. Le plus 
populaire de ceux-ci est la réhopropropagutiun du gradient de l'erreur. Celui-ci, comme 
son nom I'indique, est un algorithme qui ajuste les poids et seuils du RNA en utilisant 
Ies dérivées premières de la fonction objectif (d'oii gradient) et propage l'ajustement des 
neurones de sortie vers ceux de la première couche cachée (d'où réh.opropagation). La 
rétropropagation est surtout adaptee aux fonctions d'activation dérivables avec des 
patrons d'entraînement abondants (Lippmann, 1987). 
La rétropropagation, comparée aux autres méthodes d'optimisation de la Fonction 
objectif décrites ci-dessous, souftie spécialement de Ia Ienteur de la convergence de la 
méthode et de la diffiCUIt6 B déterminer le taux d'apprentissage. Pour remédier à Ia 
première Iacune, il existe deux variantes de Ia rétropropagation : la Qruckprop (Fahlman, 
1989) et Ia rétropropagation résiliente (Eüedmiller et Braun, 1993). Les méthodes 
d'optimisation non Iin6aires connues dans Ia litt6raîure de recherche opératiomeiie et 
d'analyse numérique depuis de nombreuses années pewent aussi être utilisées pour 
entraîner mi RNA. De plus, eff es sont plus efEcaces et plris capables d'éviter Ies minima 
Iocaux, 
Ces méthodes d'optimisation non Iin6aires se servent soit du calcul du gradient 
conjiigué (A ceIui de la plus forte pente) ou bien du deuxième ordre de l'expansion de 
Taylor de la fonction objectif (méthodes newtoniennes ou quasi newtoniennes). 
où H est la matrice hessienne (ceile des d6rivées secondes). 
La différence entre les m6thodes newtoniennes et quasi newtoniennes est dans 
I'approximation de H. Mais elles ont besoin de beaucoup de temps de calcul sur 
ordinateur (Demuth et Beale, 1998, p.36 du chapitre 5). La méthode de Levenberg- 
Marquardt (Marqwdt, 1963) est une méthode intermédiaire entre le gradient de la plus 
forte pente et les méthodes quasi newtoniennes. ElIe est ameuement la méthode 
standard tant que la fonction objectif est une somme d'erreurs quadratiques ; ce qui est 
le cas typique dans les RNA (Mangeas, 1997'). Eiie est basée sur une approximation de 
Ia matrice hessieme comme 
où J est la matrice jacobienne (des dérivées premières), qui est cdculée par 
rétropropagation. 
Les algorithmes du gradient conjugué, des méthodes qyasi newtonie~es et de 
Levenberg-Marguardt fonctionnent mieux que i'aigocithrne classique de rétropro- 
pagation (Batsekas et Tsitsiklis, 1996). 
3.3.7 Limites etprécaufrôns dans la modéîiratirion par RNA 
Deux qnestions doivent être r6soIues dans Ia modélisation par RNA : 
comment être Ie plus proche possibIe du mmimum global et comment obtenir un RNA 
performant bien sur des données qui n'appartiennent pas B son ensemble d'appren- 
tissage. 
3 -3.7.1 Problème des minima locaux 
Pendant la minimisation de la fonction objectif, les poids et seuils peuvent 
converger vers des valeurs qui repdsentent des minima locaux de Ia fonction objectif et 
non un minimum global. De fait, avec la complexité de la d a c e  de la fonction 
objectif, il est quasiment impossible d'atteindre le minimum giobd. Il faut pourtant en 
être le plus proche. Pour éviter les minima locaux, iI est coaseîiIc5 de (Chitra, 1993) : 
* Réinitialiser plusieurs fois les poids et recommencer l'apprentissage. 
* Augmenter légèrement les poids pour sortir du voisinage du minllnum local et 
recommencer I'optimisation. 
* Utiliser les techniques plus complexes d'optimisation stochastique globale, 
comme le rem? s i d é  (simulated annealing, cf Aarts et Korst, 1989; Reeves, 
1993; et Masters, 1995). 
3 3.72 Problème de gén6raIisation 
La modélisation par RNA consiste, comme déjà cité, à trouver la juste mesure 
entre le sous-apprentissage et le surapprentissage. La cornplexit6 du RNA dépend aussi 
bien de la dimension de la matrice des paramètres que des normes de ceux4  ( V a p e  
1992). Le problème de sousapprentissage est facile à résoudre en augmentant la tailIe 
du réseau. Plusieurs méthodes ont tenté de résoudre le problème de surapprentissage, 
voire l'automatiser. Dans le texte qui suit, trois méthodes sont présentées : I7é1agage, 
I'anêt prématuré et fa réguiarisation. 
Une premi&re méthode est de commencer avec un réseau complexe, et de 
supprimer les neurones avec des poids de connexions négiigeables. Cette méthode 
s'appelle l'élagage (pnming). L'élagage est une méthode d7éIimination par pas 
(stepise) descendants qui tend à éliminer les poids d'un RNA entièrement connecté. U 
powait être fait selon deux mithodes, celle du dommage optimal du cerveau (optimal 
brain damage, Le Cun et al., 1989) ou celle du chirurgien optimaf du cerveau (optimal 
brain surgeon, Hassiibi et Stork, 1993; et Hansen et Pedersen, 1994). La première 
méthode est bast5e sur le caicui de Ia matrice de dérivées secondes de la fonction objectif 
en fonction des paramktres, tandis que la seconde est basée sur le caicui de 
l'augmentation minimaIe de la fonction objectif due à L'éIunination d'un poids. Le 
réseau allégé est réentraîné et sa capacité de généralisation est testée ii chaque 
élimination. Le RNA obtenu par élagage, et qui minimise I'erreur de généralisation (cf. 
section 3.37), est choisi. Une telle procédure joue sur la dimension de la matrice des 
paramètres. EUe est coûteuse du point de vue temps et durant la procédure de 
1'6IÏmination des poids, on pourrait tomber sur des RNA instables. Une méthode inverse 
est aussi connue. II s'agit de commencer par un réseau simple et le rendre plus 
complexe en ajoutant des neurones sur la couche cachée. Le RNA retenu est celui gui 
minimise I'erreur de généralisation. 
b) Arrêt prématuré 
Une deuxième méthode, appeIée I'arrêt prématuré (emly stoppmg, p. ex. 
Weigend, 1994), consiste à utiliser beaucoup de neurones sm la couche cachée pour 
éviter tes minima locaux et en même temps limiter le temps d'apprentissage. L'arrêt 
prématuré joue indirectement sur le nombre effectif de param&res. II est basé sur le 
concept statistique de la division d'échantiIIon (spli-sumpling). Les données sont 
divisees en trois ensembles : ceIui de I'apprentissage, ceIuÏ de la validation (pour arrêter 
l'apprentissage) et celui du test (pour tester la généralisation du RNA). L'algorithme 
d'apprentissage RNA est arrêté, avant qu'fi atteigne le minimum, Iorsque le critère 
d'erreur, mesuré sur I'ensemble de validation, commence à augmenter de façon 
constante. Notons que cette méthode produit un modèle qui est biaisé vers l'ensemble 
de validation. La méthode est aussi critiquée car ni l'ensemble d'apprentissage ni celui 
de validation n 7 ~ s e  176chantiiIon au complet. 
c) Régularisation 
Une troisième méthode, dites méthode de r&guiarisation (weight deccry, p. ex. 
Weigend et al., I991), joue sur Ies nomes de la matrice des param&tres. Elle coosiste à 
introduire un terme de pénalité dans Ia fonction objectif utilisée, afin de restreindre 
progressivement L'espace du vecteur des paramètres dans un voisinage de zéro. La 
fonction objectif s'écrirait alon : 
où q est un coefficient pondérant les termes de régularisation et I est la matrice identité. 
Plus q, est grand, plus on considère qu'iI est important d'avoir un modèle de faible 
compIexité. Cette méthode fi& i'hypothèse implicite qne Ia distnauton des Mais 
param6tres est gaussieme et centrée autour de zéro. Mc&. @. ex, McKay, 1992a et 
1992b) et Neal (1996) éIaborent un cadre statistique basé sur la théorie bayesienne pour 
déterminer Ie coefficient de répuian'satio~~ 
Les trois méthodes &&es ci-dessus jouent sur Ies facteurs de temps d'appren- 
tissage, de Ia dimension et de Ia norme de Ia matrice des paramètres- Cependant, Ie sur- 
apprentissage peut être dû à un mauvais choix de I'ensemble d'apprentissage. Un 
ensemble avec peu de bruit, beaucoup de redondance ou qui ne reflete pas toute la 
variabilité de la population des variables d'entrée, entraînerait une mauvaise 
performance du RNA sur des données hors de son ensemble d'apprentissage. 
3.3.8 Vafidation d'un modèle de RNA 
La mod6Iisation par RNA manque d'outils de validation comme celles des 
modèles de Box et Jenkins. Idédement, les résidus du modèle devraient être 
impdvisttbles quelle que soit la combinaison des enMa et des sorties antérieures du 
modèle. La première validation est l'inspection des graphiques de la FCC entre les 
séries de variables exoghes et les résidus du modèle et la FAC des résidus du modèle. 
Ces outils qui appartiennent aux modèles linéaires de Box et Jenkins (1976) sont 
insuffisants, parce que les relations entre les entrdes et les sorties, dans les RNA, 
peuvent prendre n'importe queIIe forme. Bien qu'une vérification complète de 
l'indépendance soit irréaiisable, Bilhgs  et Zhu (1994) proposent de vériiier si Ies poids 
de six fonctions de corrélation croisée à des ordres plus élevés sont tignincatifs. Ces 
FCC ont été proposees comme methode de vaIidation pour les RNA par Nmgaard 
(1997). Dans I'implémentation de ces méthodes de validation faites dans ce travail de 
recherche, les poids des FCC sont cdcul6s jusqu'au délai Ikl=d4, suivant les 
suggestions de Box et J e n h  (1976) et Hipe1 et McLeod (1 994). 
r (k) = xrr2 =4 ~ ( k l  S n/4 (3.60) 
t=t 
n-k c(x:(~ - ) - ( e ~  -s -e) 
n-k 
x(a(r) -a)-(xtz(r - k )  -F) 
a, ( r )  = Y(r) - e(t)  
4 r-i 
II est aussi intéressant d'examiner I'histogramme des résidus et vérifier par des 
tests, comme mentionne à Ia section 3.2.5, I'hypothèse de Ia distrtcbt~tîon normale des 
résidus- La vénncation ultime reste bien sQ la perfommce du modéle en prévision. 
L'mm de généralisation est une inférence statistique sur la performance d'un 
modèle sur un échantillon qui n'a pas été utiIisé pour l'estimation des paramètres de ce 
modèle. Les méthodes pour estimer cette erreur peuvent être groupées sous deux 
grandes catégories : les méthodes basées sur des statistiques calculées à partir de 
PéchantiIlon d'estimation des paramètres et celles basdes sur les techniques de ré- 
échantillonnage. 
Comme déjà cité à la section 3.2.7, la théorie statistique offie, pour le cas des 
modéIes héaires, plusieurs statistiques de la première categorie. Celles-ci peuvent être 
utilisées comme des estimations approximatives de l'eneur de généralisation d'un 
modèle neuronal à condition d'avoir un "grand" nombre de cas pour I'apprentissage. En 
fait, le critère d'information bayesien (Cm) a été mentionné comme étant un meilleur 
estimateur de I'erreur de généralisation des RNA (Sade, 1995 ; Mangeas, 1997). Le 
cn*tère d'information d9Akaike et l'erreur de prévision h a i e  tendent B sous-estimer cette 
erreur (Sade, 1 995). 
La validation croisée (cross-validation) et les techniques de bootstrup (Enon, 
1979) font partie des techniques de ré-échantillonnage utilisées pour l'estimation de 
I'eneur de généralisation des RNA. ElIes sont jugées meilleures que les statistiques a 
partir d'un seui échantilIon (Efion et Tibshirani, 1993 ; Tisbshirani, 1996). Une breve 
description est donnée dans Le texte qui suit. 
3 3 -9-1 Validation croisée 
La validation croisée d'ordre k consiste à diviser l'échantillon utiIisé pour 
I'apprentissage du RNA en k sous-échantillons de tailles presque égaies. Le RNA est 
en-é kissant de côte un des sous-6chantilIons. Le critère d'erreur choisi est cdcuié 
sm Ie sous4chantilIon abandonné. La procédure est *tee pour les k échantiIIons et 
l'erreur de géneraIisatÏon est Ia moyenne des erreurs calculées. Si k=n (le nombre de cas 
~%Zsé pour I'apprentissage), Ie RNA est entraîné n fois. Cette variante est appelée 
vuIfdation croisée laissant une observation de coté (leuve-1-out cross-validiation). Cette 
technique donne des estimations raisoonables pour les fonctions d'erreur continues, 
comme I'erreur quadratique moyenne (mon et Tibshirani, 1993). 
Une distinction est nécessaire entre la technique de validation croisée et celie de 
la division d'échantillon utilisée dans Ia méthode d'arrêt prématuré. Dans la division 
d'échanhïon, un seul sous-ensemble (celui de la validation) est consacré à I'estimation 
de L'erreur ; il n'y a donc pas de validation croisée. La validation croisée, proprement 
dite, est nettement supérieure aux méthodes basees sur la division d'échantillon, avec Les 
échantiiions ümit6s (Goutte, 1997). 
3 3 - 9 2  Technique de bootstrap 
Le bootstrap consiste à former de 200 à 2000 échantillons aléatoires de taille n 
par tirage avec remise à partir de l'échantillon original (Efion, 1979). Ces échantillons 
sont utilisés pour cdculer une statistique d'intérêt, pour ré-entrarner un RNA et estimer 
I'erreur moyenne des sorties des RNA obtenus, ... etc. Le bootseap peut être utiIisé 
sans cornaître la distriiution de probabiiit6 du bruit et il tient compte de la variabilité 
due aux vaIeurs initiales des poids et seuils et à I'occunence de minima locaux. II est 
cependant trts coûteux en ce qui concerne le temps de calcul (Baxt et White, 1995 ; 
Tibshirani, 1996 ; Heskes, 1 997). 
Un des meilleurs estimateurs par bootstrap est I'esthnateur 0.632 ( e r n ~ , ~ ~ ~ ,  Efion 
et Ebshll?uu, 1993, pp. 252-255)- 11 fonctionne bien pour de petits échantiilons. 11 est 
calcuié comme : 
ewwp est, utilisant les termes d'Efkon, l'erreur apparente du modèle : par exemple la 
variance des résidus du modèle calculée sur le même ensemble utilisé pour 
l'estimation des paramètres, et 
est la moyenne des erreurs obtenues par des RNA entraînés avec des échantillons 
de bootsüap qui ne contiennent pas le point prMit, tel que 
fi 17s est I'erreur de prévision du modéIe pour le cas ci7 cdcuiée à partir de tous les 
modèles avec des paramètres am, ajustes sur certains échantillons de bootstrap 
Xb. Les échantiIioas qui forment l'ensemble Ci ont en commun qu'il leur 
manque le cas ci, i.e. celui-ci n'a pas étd tiré dans le tirage des échantillons. 
Bi est le nombre de ces échantillons appartenant B Ci. 
n est le nombre d'observations de I'~chantil1on original. 
Le facteur de pondkration de 0,632 provient d'me démonstration théorique (Efion et 
Tibshuani, 1993)- 
3.3. IO Esh0mati%n de I'incertit~de associée ci la préviston 
L'estimation de I'incertitude associée à la prkvision est essentielle dans un 
modèle. Cependant, aucune des publications qui traitent des applications des RNA en 
hydroIogÏe n'aborde cette question. 
Les methodes statistiqyes traditionneIIes, que les modèles soient linéaires ou non 
héaires, posent I'hypothèse que Ia fonction objecta (ou fonction d'erreur) à un 
minimum global eqne. Cette hypothèse n'est pas satisfaite par les modèles de RNA. 
Sous certaines hypothèses, des intervalles de c o h c e  sur ia prévision peuvent être 
caIcuiés pour des RNA (Chryssoloinis et al., 1996 ; De Veaux et al., 1998). Néanmoins, 
on peut obtenir des intewdes de codknce empiriques en utiiisant les techniques de 
bootstrap sans avoir à poser des hypothèses restrictives. En fait, on peut construire, par 
bootstrap, deux genres d'intervalles de confiance : un sur la sortie moyenne d'un RNA et 
l'autre sur la réakation friture de la série à prédire. Ils sont définis comme suit : 
Pour la même entrée xo, un intervalle de confiauce à un niveau de 95% pour la 
sortie moyenne d'un RNA ( est un intervalle [LCIO ,LCSQ], tel que 
Pour une entrée xo, un intervalle de prévision à un niveau de confiance de 95% 
pour la réaIisationfirture (Yo) est un intervalle [LPI' , LPSo], tel que 
Un intervalle de confiance est pIus &oit que l'intervalle de prévision 
correspondant, parce que le premier ne tient pas compte de la variation due au bruit dans 
Ia série de sortie Y, L'intervalle de confiance traite de la sortie moyenne du modèle, 
tandis que I'intervde de pr6vision est celui des réalisations Futlrres du processus. Les 
deux types d'intervalle, caicuiés par bootstrap, tiennent compte de la variabilité due à 
lVéchantiIIonnage des S & ~ S  d'entrée et celle causée par le processus d'apprentissage, 
telle que les vaieurs initiales des param6tres et I'occurrence de minima locaux. Pour 
obtenir l'intervalle de pdvision à partir de ceIui de confiance, il faudrait élargir ce 
dernier en ajoutant une fonction appropriee de la variance du bmit (Heskes, 1997). 
Par exemple, pour cdcder L'Intervalle de confiance sur la sortie moyenne d'un 
RNA, nb échantiIIons de bootstrap sont tirés avec remise de 17échantiIlon original. Pour 
chque BchantiUon, un RNA est entraîné, pour donner nb RNA. Les sorties des RNA sur 
chaque point de I'easemble test sont calculées par les nb modèles, et aussi leurs 
variances non biaisées (Tibshirani, 1996) : 
En supposant que Ie bruit est gaussien, I'iatervalle approximatif de confiance de la sortie 
moyenne est calculé comme : 
Cet intervalle de confiance est diffirent d'un point 2i l'autre, permettant ainsi de 
quantifier l'incertitude associée à chaque sortie. 
Quant a l'intervaiie de prévision, il est calculé comme 
en utilisant l'équation 3.73 qui calcule l'erreur de ghéraiisation err0.m. Cet intervalle 
s'avére plus grand (Le. plus conservateur) que les mtervalles théoriques. 
Chapitre IV 
DONNÉES DE L'ÉTUDE 
ET ANALYSES DE CAUSALITÉ 
4.1 Introduction 
Comme déjà mentionné au chapitre 1, la contriiution majeure de cette thèse, sur 
le plan pratique, est i'am6iioration de la prévision stochastique, à un horizon de trois 
mois, des volumes de la m e  du NiI, en utilisant comme entrées les temp&atures de 
d a c e  de I'oc&m (TSO). Le succès de ce voIet de recherche depend de l'analyse des 
données utilisées et du choix adéquat des séries de TSO à incorporer dans les modéles 
de prévision. 11 dépend aussi du choix des modèles de p16vision comme cela sera 
démontré plus loin (chapitre V). Deux types de données sont employés : les débits 
mensuels aux stations de jaugeage sur le Nil et les TSO. 
Ce chapitre est divisé en quatre grandes sections autres que la section de 
I'introduction. La section 4.2 présente une analyse des debits du Ni1 à la station de 
jaugeage à l'amont du Haut Barrage d'Assouan (HBA), appelée dans cette thèse station 
d'Assouan. L'analyse porte sur Ies caractéristiques statistiques de ces données, sur la 
variabilitk interannuelle de la m e  et sur la prévisibiIité de cette crue trois mois à 
L'avance utiIisant comme entrées les débits antérieurs. La section 4.3 présente la banque 
de données de TSO de l a m e  sont extraites les variables explicatives de la crue du Nil. 
La descrÏption de cette banqye de données, sa r6soIution spatiaie, son étendue 
temporelle, ahsi que le contrôle de Ia @te des données sont des points à considérer 
dans I'évaiuation de ce  genre de données. La section 4 3  se termine par la formation de 
pIusieurs séries de TSO qui servent comme prédicteus potentiels de Ia crue du Nü. La 
section 4.4 traite de I'andyse de causalité entre la série de Ia crue du Nil et ceIIes des 
précücteurs potentieIs. Cette analyse v k  à tester statistiquement, si  Ies TSO "causent" 
la m e  du NiI. Elle permet de choisir les meilleures variables explicatives à incorporer 
dans les modèles de prévision. Des modHes de régression simple et multiple sont 
présentés à la section 4.5 pour fins de comparaison avec les modèles plus complexes de 
FTB et de RNA, dont l'application est faite au chapitre V. 
4.2 Débits du Nil 
43.1 Desct@tion des donntfes disponibles 
Les volumes mensuels à plusieurs stations de jaugeage ont été obtenus du 
ministère des Travaux hibiics et des Ressources Hydriques (MTPRH) d'Égypte. La 
Este des huit stations et les périodes disponibles, fournies par le ministère, figurent au 
tableau 4.1 (cf. figure 2.5 pour la Iocaiisation de ces stations). A chaque station deux 
types de strie sont dispomiles : Ies debits actuels (observés) et les debits "naturaiisés". 
Les iduences des p&es d'eau, de la nigularisation et de l'évaporation des réservoirs 
artificiels ont été enievées des débits naturalis6s1. 
Tableau 4. 1 : Stations de  jaugeage disponibles sur le Nil et ses mautaires 
1 Stations de jaugeage - Tributaire jauge PCriode disponible 
Ni1 Blanc 1914-1983 




NiI Bleu 19144989 
Ni1 Bleu I 1912-1989 
' Cette même sCne nahtraIisée a et6 utüiJee pour k mod&sation par TCPARMA (d section 25.1 de 
cette thése et le rapport interne de Salas et aI., 1995). Ce xuod6fe multfvan'e est le modèle opératiomeI an 
MTPRH pour la srnidation des débits mensuek am diverses stations du NI1, 
La figure 4.1 représente i'hydrogntmme annuel observé à six stations de jau- 
geage. Il est clair qw les stations associées aux précipitations sur Ie haut plateau 
éthiopien @PE) ont un hydrogramme avec une seule pointe marquée (figure 4.1 (c) 
(0). Les crues à ces stations commencent au début de juillet et ont une pointe en août. 
Fimne4- 1 : Hydrogmnme annuel aux stations de jaugeage sm Ie Nil Blanc à 
(a) Mongaila et à (b) Mstlakal ; suc le Nü Bien à (c) RosehsT à (d) Semar et à (e) 
Khartoum et sur (f) I'Atbam 
Janvier Mars Mai Juillet Septembre Novembre 
Mob 
Fiwe 4.2 : Moyenne et écart type des débits mensuels d'Assouan 
Une indication de ia dispersion, autre que k a r t  type, est domée pat les 
graphiques boxplots (diagramme de Tukey) des débits menswIs (figure 4.3). La 
distance intercentüe ainsi que la distance entre les moustaches (whiskers)), fixées B 1 5  
fois la distance mter-centiIe, parnet de quantifier la dispersion des débits mensueis. La 
dispersion des débits des mois d'août à octobre est beaucoup plus grande que celle des 
autres mois. Les boxplots indiquent aussi Ia présence de vaieuts aberrantes qui 
dépassent largement les moustaches en 1945,1972,1984 et 1988. II s'agira de voir, s i  
Ies modèIes de prévision proposés dans cette thèse pewent prédire ces valeurs avec 
préCr-sioff, 
jan S v  rnar au mai jui jut aoG sep oct nov déc 
Mois 
Figure 4.3 : Boxplot des débits mensuels ii la station d'Assouan 
Conservant Ies mêmes critères de division des saisons proposés par Nicholson et 
Entekhabi (1986) (cf. section 2.22). mais décaiant d'un mois leur caiendner compte 
tenu du temps de la réponse hydrologique et hydrauiique du Nil, les saisons seront 
définies comme suit : 
- i'étt : de j d e t  à octobre, 
- I'automne : de novembre à décembre, 
- I'hiver : de janvier à avril et 
- le printemps : de mai àjuin. 
La contribution des volumes d'écoulements de chaque saison aux volumes annueIs à la 
station d'Assouan est ilIustrée à la figure 4.4 (a). On remarque que les debits d'été et 
d'automne c o d e n t  83 % des volumes annuels et que Ies débits d'été représentent 
68 % des voIumes annueIs. La corrélation croisée entre Ies de%its d'été et ceux 
d'automne est de 0,73 et elle est significative & 95%' tandis que les corrélations croisées 
entre les débits d'été avec Ies autres débits saisonniers ne sont pas significatives à 95 %. 
La prévision des de3its d'été est Ia clé d'une bonne prévision des volumes qui rentrent 
au HBA. On peut souligner ici que dans les modèles statistiques et stochastiques de 
prévision des debits d'Assouan, Ia lacune majeure etait leur fable performance dunuit 
les mois de crue (cf. section 2.5.1). 
La contribution des divers mois d'étk aux volumes d'écoulements d'été est 
présentée à la figure 4.4 (b). Les débits d'août et de septembre sont la cl6 d'une b o ~ e  




Fimm 4.4 : (a) Pourcentage des volumes saisonniers moyens par rapport au volume 
annuel moyen à Assouan (b) Pourcentage des volumes moyens des mois de juillet à 
octobre par rapport au voIume moyen d'dté à Assouan 
Les failes corrélations entre les débits saisonniers d'hiver et du printemps avec 
I e s  de* d'été suggèrent de les traiter séparément Comme déjà mentionné au chapitre 
l& les observations sur les deux dernières ddcennies fournissent i7évÏdence d'me 
diffince entre les circulations atmosphériques dominant Ies bassuis versants du Nil 
Blanc et du Nil BIeu (cf- sections 2.22 et 2-72)- C'est pourquoi, la série des deâits du 
Nil qui sera prédite d a .  cette recherche est Le volume cumulatif qui rentre au HBA 
durant les mois de juillet à septembre. Cette serie renfemie donc une seule valeur par 
ann6e. Elle est appelée, dans ce document, Ia &rie d'ASSOUAN (en majuscules) pour 
6viter toute c o ~ o n  avec les débits annueIs ou mensuels à la station d'Assouan. ElIe 
s'&end de 1920 B 1989, soit 70 années. La limite infieure est imposée par la 
disponibiiite des données de TSO de bonne qualité (cf. section 4.3) et l'année 1989 est la 
iimite supérieure des debits d'Assouan disponibles pour cette recherche (cf. tableau 4.1). 
Un boxplot de la série d'ASSOUAN est illustré à la figure 4.5. On remarque 
trois vdeurs aberrantes aux années 1945, 1984 et 1988. La prévisibilitk de la série 
d'ASSOUAN est discutée dans la prochaine section. 




Fi- 4.5 : BoxpIot de Ia sérÏe d'ASSOUAN 
4.2.3 Prévkibitirk de la crue du Nil 
Comme déjà mention&, la montée des eaux de la crue du Nil commence en 
juiIIet, suite aux précipitations sur le HPE qui commencent en juin. Les écoulements du 
printemps B Assouan proviennent en grande partie du Nil Blanc (cf. figure 4.1). Pour 
prédire la série d'ASSOUAN connaissant sedement Ies écodements précédents, que 
cela soit à la station d'Assouan ou à d'autres stations en amont, quatre approches sont 
possibIes : 
(9 utiliser les débits du printemps à des stations sur le Nil Blanc, 
(i) utiliser des debits précédents à des stations sur le Nil Bleu, 
(üii utiliser les débits mensuels précédents a la station d'Assouan, ou 
(iv) utiliser les volumes aux années précédentes de la série d'ASSOUAN. 
La figrire 4.6 a et b ülustre les fluctuations des debits du printemps à la station de 
MalakaI, représentative des écoulements du Nil Blanc et du Sobat, et ceIles des débits 
d'été à Assouan de 1914 B 1989. On remarque que les fluctuations entre ces deux 
stations sont très diffi!rentes, voire parfois opposées, donc Ia première approche ne peut 
pas être utilisée. 
Quant à la deuxième approche, elle permet un horizon de prkvision qui ne 
d6passe pas un mois, vu que Ia montée des eaux aux stations Iiées au HPE ne commence 
qu'en juillet (cf. fi- 4.2 (c) à (0). Cet horizon est insunisant pour la planification de 
la gestion du HBA pendant Ies mois d'été. 
Pour véd5er Ia possibiIité d'utiliser les debits des mois de juin par exemple, pour 
prédire Ies mois de juilIet à octobre (troisième approche), les conéIations croisées sont 
calculées. La figure 4.7 illustre les corréfatio11~ croisées entre les débits du mois corwnt 
et les debits a un délai d'un, deux, trois et qnatre mois. Supposant qne les de% du 
mois de juin sont connusF Ies débits des mois d'août, septembre et octobre ne sont pas 
prévis~cbIes, vu que Ies coefficÏents de correlations (indiqués en noir) ne sont pas 
s Ï g r i i n c ~ .  De plus, Ie coe5cient de corréIation entre les debits de juin et ceux de 
j d e t  ne dépassant pas 0,4 ; cela est insuffisant pour constnure un modèle de prévision 
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Fi- 4.6 : FIuctuations des écodements du Ni1 Bleu et du Ni1 BIanc (a) volumes du 
printemps à MaIakd (Nil Blanc) et (b) voIumes d'été à Assouan. 
Finaiement, la quatrième approche, qui consiste en une modéIisation de la série 
d'ASSOUAN par les modèles ARIMA, est expIorée en détaiIs à la section 4.4.1. I où des 
modèles AR(3) et MA(3) sont ajustés à la série d'ASSOUAN. Ces modèles 
n'expliquent que 6% de la variabilité de cette série. 
Janvier Mars Mai Juillet Septembre Novembre 
Mois 
a v e c  les ddbii du mois passe -+avec les debits de trois mois en amére 
+avec les ddbii de deux mois en anidn Y avec les debits de quatre mois en arriére - - - - - -  seuils de signifianœ a 95% 
Figure 4.7 : Corrélations croisées des débits mensuels a plusieurs délais 
L'exposé cidessus demontre l'échec des quatre approches déjà mentionnées 
pour prCdire la crue du Nil co~aissant miquement des débits antérieurs à cette même 
station ou à d'autres stations en amont- La soIution est d'utiliser des varÏabIes 
expücatives, telles que les prkipitations sur Ie HPE ou les indices de Ia varÏabilité à 
l'écheIIe climatique. Un des indices Ies pius utEsés en chatologie est la température 
de d i c e  de l'océan (TSO). L'utüisation des précipitations permet seulement un 
horizon de prévision qui ne dépasse pas le temps de réponse hydrologique, tandis que 
i'utifisation des TSO permet un horizon pIus Iong, vu l'inertie theftnicpe de I'océan. La 
persistance des valeurs de TSO pendant des mois est due en grande partie à cette mertie 
et of&e la possÏ'biIit6 d'dtendre I'horizon de prévision. La description des données de 
TSO fait i'objet de la prochaine section. 
4.3 Températures de surface de l'océan (TSO) 
Les températures de surface de l'océan (TSO) occupent une place importante dans 
le syst8me coup16 océano-atmosphérique qui gère, à I'échelie climatique, la formation 
des vents de d a c e ,  des flux humides et des courants océaniques. Ce système domine, 
par conséquent, Ia variabfit6 des précipitations, des températures et des pressions a la 
même échelle. Les TSO influencent l'6vaporation de l'océan qui constitue la source 
majeure de l'humidité. EIies sont Ies variables clés a Pinterface du système o c h o -  
atmosphérique, car elles gouvernent i'échange &ergétique entre l'océan et I'atmosphère 
et sont en même temps, les r idtats  de cet dchange. ElIes sont aussi de bonnes 
indicatrices du système plus complexe de pressions et de vents de surface. Par 
conséquent, des mesures fiables des TSO permettent une bonne compréhension de la 
variabilité hydrologique, voire une prévision plus ou moins précise de celle-ci, 
dependant des régions climatiques. 
La première ktape de la démarche de recherche, présentée dans cette thèse, 
consiste à identifier, dans une banque de données de TSO, les régions de I'océan giobd 
qui sont tél6connectt5es à la crue du Nil. Une fois les régions identifiées, il s'agit de 
former des séries temporelles en prenant Ia moyenne des departs de ces TSO par rapport 
à la moyenne à long terme de ces régions. Les séries des départs de Ia moyenne sont 
appelées les séries d'anomalies. 
La banque de données de TSO, utiIisée dans cette recherche, a été fournie par Ie 
seMce météoroiogique britannique (Umted Khzgdom Meteorologr'cui Wce,  UKMO) 
sur Ie CD-ROM de dom6es compildes de TSO qui porte le nom GOflAplltls (Glooal 
Ocem Sdace Temperaîure Atlas +). Les données de cette éîude sont extraites du 
fichier de domées de TSO nommé GISlXZ.2 (Globat Sea Ice und Seo Siirjtuce 
Temperature &tata set version 2.2) qui fait partie du GOSTAplw. La résohtion de ces 
données est de 1W%l mois. Les données du GEST2.2 comment Ia @ode de 1903 à 
1994, soit 92 années. Avant de passer à l'identification des régions téldconnectées aux 
écoulements du Nil, voici une description du fichier GISSTL.2 et une présentation du 
contrôle de la qualité effectué sur ses données. 
4.3.1 Descn'ption des données 
Pour constituer les banques de données de TSO, les enregistrements de mesures 
de températures faits par les navires sont compiIés. Ces mesures sont rassembIées 
depuis les trois derriiè~s ddcedes du lgihe siècle dans la base de données du senrice 
météorologique britannr*que appelée Ia Meieorologicui mce Main Mmne Daia Base 
(MOMMDB). Cette banque de données a &té complétée par : 
- la banque de dom6es Conrolidated Data Set (CDS) tenue par le MassachZrsens 
Imtitute ufTechnolugy (MIT) et qui rassemble les prises de TSO faites par Ia marine 
des États-unis (US N q  Fleet NurnericaI Oceanogiqhy). Le compkment est 
surtout remarqué pour les années 1960 et 1970 ; 
- la climatoIogie giobaie #Aiexander et Mobley (AM) (1976) qui inclut des estima- 
tions faites pour des régions oii les données MOMMDB-CDS sont manquantes ; et 
- certaines données provenant de la Comprehemive Ocem Atmospheric Data Set 
(COADS) de Woodndf et ai. (198'7). 
La figure 4.8 ilIustre le nombre d'observations disponibles dans la MOMMDB et 
dans la MOMMDB complétee par Ia COADS. On remarque l'influence des deux 
guerres mondides sur la disponibilité des données. Dans plusieurs études climatiques, 
on fait l'usage des dondes commençant par les années 1950. Une séne qui s'étend de 
1950 à 1989 n'est pas suffisamment longue pour ajuster un modèle de prévision, 
d'autant pIus pu'une partie de Ia série est résede à Ia validation du modèIe. Les 
données de TSO sont utilis6es dans la présente recherche depuis i'année f 920 jusqu'à 
I'aonie 1989 (Iimite s u p é r i e  des domées de deaits), soit 70 années. Le processus de 
contrôIe de la qualit6 des données qui a abouti au GISST2.2 est exposé à Ia section 
suivante. 
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Figure 4.8 : Nombre annuei d'observatio11~ de TSO (tirée de Folland et Parker, 1995). 
4.3.2 CinttOie de la qua&.& dis donndes 
Le processus de contrôle de la qIIS;ilif& des donnkes de TSO du GISSTL.2 passe 
par les étapes suivantes : 
4 É~iminer tes d o d e s  redondantes ou Mai is tes  (qui sont supdrieures à 37OC et qui 
sont inférieures ik -2OC). 
4 Contrôle de Ia quaiîtt : cela est rMis6 en deux étapes : 
- éliminer les enregistrements individuels de TSO qui dépassent t 6°C de la 
moyenne de la rdgion dans Iesquelles ils sont enregistrés, 
- tronquer les valeurs aberrantes en utilisant une procédure de rognage (trimming) 
(Afifi et Azen, 1979). 
4 Correction des emurs systématiques de mesures : au 1gihC siècle ainsi qu'au 
début du 2oihe siècle, les enregistrements de TSO se faisaient grâce à des seaux en 
toile (cmm bucket) non isoIés ou des seaux en caoutchouc faiblement isolds. Par la 
suite, des seaux en bois ou en cuir mieux isolés étaient utiIisés. Cependant, les effets 
des échanges énergétiques entre l'eau du récipient et I'enviromement une fois le 
seau retiré de l'océan subsistaient (Folland et Parker, 1990 ; Parker et Folland, 
199 1). Après 194 1, la methode d'enregistrement change complètement avec la 
généralisation des enregistrements par prise d'eau Folland et Parker ( 1 995) ont 
modélisé Ie probIème avec Ies équations complètes de transfkrt de chaleur et 
d'humœdité après avoir étudié toutes les pratiques de mesures des TSO au cours des 
années. La correction, qu'ils ont proposée, varie selon Ia Iocalisation géographique 
et la saison ; de plus, elIe est insensible aux valeurs incertaines comme la taille des 
seaux Les TSO ainsi corrigées sont pius conformes aux enregistrements de Ia 
temperature de Pair ii la surface de Ia mer. 
+ Fusion avec les données par satellites : pour les domdes de TSO depuis 1982, les 
enregistrements de TSO in situ sont fbiomés avec les estimations de ces TSO à 
partir des images par AVHRR (Advmued Vety High Resolution Radiometer). Cette 
fusion de données permet de comger Ies biais syst6maticpes dans les estimations par 
images sateIlitaires (Reynolds, 1988), tout en assurant une cowertme pins giobaIe. 
Après cette brève description de la banque de données du semgce météoroIogique 
britannique, Ia prochaine section présente la procédure utilisée pour Ia formation des 
séries des moyennes de TSO a certaines régions qui servent comme prédicteurs 
potentieIs de la série d'ASSOUAN. 
4.3.3 Choir dm prédcteum potentiek de la sPné d'ASSOUAN 
L'identification des régions de l'océan global où Ies TSO Muencent la crue du 
Nil est une tache complexe, vu le grand nombre de domkes de TSO. Elle est basée, en 
premier lieu, sur les études clùnatoIogiques qui ont trait6 de la climatologie du haut 
plateau éthiopien (HPE). 
La figure 4.9 (adaptée de FoIIand et al., 1991) illustre les vents de surface qui 
innuencent le HPE. On remarque que le HPE est sujet à des vents qui proviennent des 
océans Indien et Atlantique. Reste à déterminer quelles régions de ces océans pourraient 
être représentatives de la variabilité des TSO et en plus être des prédicteurs de la m e  du 
NiI avec un horizon de prévision qui depasse le temps de réponse hydrologique et 
hydraulique du bassin du Nil. Un tel horizon, pourvu que le modéle de prévision soit 
fiable, o f i  une utilité opératiome1Ie. 
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Fimrre 4.9 : Vents de d a c e  en &6 qui atteignent Ie HPE 
Basé sur les études climatologiques présentées aux sections 2 2  et 2.6, il faut 
aussi ajouter à l'Atlantique et a l'océan Indien, qui sont les sources des flux de 
moussons, la région d'El-NiBo (au Pacinqw est). Donc, les TSO liées à la crue du Nil 
et aux précipitations sur le haut plateau éthiopien (HPE) se situent au Pacitique est 
(région El-Niao), à l'Atlantique sud et à L'océan Indien. Les TSO sont celles du mois de 
juin, considérées reprksentatives des TSO de la saison. Cela permet de prédire la m e  
du Nil trois mois avant I'occurrence de la pointe de celle-ci. 
433.1 Pacinqpeest 
Suivant Eltahir (1996), Arnaresekera et al. (1997), Wang et EItahk (1999)' et 
Piechota et Dracup (1 999), un indice de l'ENS0 proposé par Wright (1989) est utilisé 
pour la prévision des débits. Cet indice, appelé indice homogénéisé, est forme en 
prenant la moyenne des anomalies de TSO au Pacifique sur la région qui cowre de 6W 
a I2W, et 179°C) à 90'0 ; de 2W à 6"s et 1 80°0 à 90'0 ; de 6"s a IOOS et 1 50°0 à 
I loOo* 
La région choisie par Wright est en accord avec Ies régions du Pacifique qui sont 
significativement corrélées avec les dkbits des tniutaires du Nil Bleu (figure 4.10 tirée 
de Bhatt, 1989, p. 1 1 39) et avec les précipitations sur le haut plateau éthiopien (figure 
4.1 1 tirée de Camberh, 1994, p295). Cette série de TSO sera appelée WRHOM pour 
Wright Homogénéisé. 
4.3.3.2 O c h  Indien 
Pour l'océan Indien, on remarque sur I e s  figures 4.10 et 4.1 1 que Ies corrélations 
sont moins signincatives et qae I'uniformit6 spatiaie est moins forte. Ume seule région 
de L'océan Indien possède des corréIaîions significatives avec le bassin du Ni1 tout en 
conservant mie uniformrrmrté spatiale. Cette région se situe près de I'Îie de Madagascar (de 
20% à 40°S et 50°E à 80°E, figure 4.1 1) à ta trace au sol de la source du jet de Somalie 
responsable du flux de mousson indien (figure 4.9). La série est appelée STHIM>. 
Longitude 
Les +f- indiquent les signes des codlations et les carrés ombrés indiquent les régions 
significatives au niveau de 95% 
F i w e  4.10 : Corrélations entre Ies ddbits de juillet et d'août à Roseilos et les TSO aux 
mêmes mois, calculées mr la période 19484972 (tirée de Bhatt, 1989) 
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Fi- 4.1 1 : Corréiations entre Ies précipitations sur Ie HPE de juillet à septembre 
et Ies TSO aux mêmes mois, caicuI6es sur Ia M o d e  1953-1988 
I I I  
4.3.3.3 Atlantique sud 
L'Atlantique sud tout entier est négativement codé avec les débits des 
tntbutaires du Nil Bleu (figure 4.10) et avec les pr6cipitations sur le HPE (figure 4.1 1). 
L'équateur mét6orologique f ~ t  la séparation entre les régions corréIées négativement 
dans I'AtiantÏque sud et les régions con6Iées positivement dans l'Atlantique nord. [I se 
situe à la trace au soi de ['axe de coduence de la ZCIT. 
La série STHATL est constituée en calculant la moyenne des anomalies de TSO 
sur tout 1'AtIantique au sud de l'équateur m&torologique. Deux autres sous-régions de 
I'Atlantiqye sud sont conélées sipificativernent avec les précipitations sur le HPE : 
- une bande de IO0 juste au sud de l'dquateur météoroIogique, et 
- une région prés de la côte namibienne (de 15"s B 359 et 10°0 a 10"E), a la trace au 
sol du f i  ux de mousson sahélien (figure 4.9). 
La première série est appelée ATLEQU et la deuxième ATLNAM. 
Les sdries WRHOM, STHIND, STHATL et ATLNAM sont iIIustrées à la figure 
4.12 a et b. Les départs par rapport à Ia moyenne de la série d'ASSOUAN sont 
représentés en barres grises sur fa même figure pour comparer L'ailure des séries de TSO 
avec celle d'ASSOUAN. Les graphiques suggèrent une connexion opposée entre les 
séries de TSO et ASSOUAN, Le. une association entre la réduction des apports naturels 
a Ie réchauffiernent de I'océan dans Ies régions choisies. Cela est plus remarqué pour la 
s&ie WRHOM* 
Les régions de TSO qui ont servi à former les séries: WRHOM, STHIND, 
STHATL, ATLEQU et ATLNAM, prédicteurs potentiels de la crue du Nil, comme 
expliqué ci-dessus, sont ilIustrées à la figure 4.13. Les séries des moyennes des 
anomaües de TSO dans ces régions au mois de juin sont standardisées, Le. Ia moyenne 
de la série à Iong temie est soustraite et la différence est divisée par i'écart typee Les 
séries standardistks sont appeI€es Ies anomair'es stdidisées. 
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Figme 4.12 : Départs standardises de Ia moyenne du volume de la m e  d'été 
(ASSOUAN) et des TSO (a) WRHOM et STHIND et (b) ST'I3ATL et ATLNAM 
Longitude 
ATLEQU Moyenne dcs anomalies de TSO sur une bande de 1 O* au sud de l'kquateur m6t6omlogique 
ATLNAM Moyenne des anomalies de TSO sur une région prés de la cote namibienne au sud de 
l'Atlantique (de lSW ii 35% et de 10'0 LC TOT) 
HPE Haut plateau éthiopien (région à ombrage plus fonce) 
EM Equateur mét6omlogipue (ligne brisCe) 
STHMD Moyenne des anomalies de TSO sur une région de 20% ii 40'5 et 50% A 80% (dans i'océan 
indien sucl) 
WRHOM indice de E N S 0  propos4 par Wright (1989) constitué en faisant la moyenne des TSO sur 
une région qui s'€tend de 6% à 12% et 179'0 à 90'0 ; de 2% il 6 5  et 180a0 A 90'0 ; de 
6's il 10°S et 150°0 A 1 10'0 (au Pacifique est) 
Fimue 4.13 : Locaiisation des régions de TSO utilisées comme prédicteurs potentiels de 
Ia crue du Nil. 
4.4 Analyse de causalité 
Granger (1969) d6nnit la causalité entre deux séries temporelles en fonction de la 
prévisibilitd : une vanabIeX; est la cause d'me variable Y,. s i  la variable actueUe Y ,  peut 
être prédite en ntilisant Ies valeurs passées de X, qu'en ne le faisant pas. Toute 
autre information, incIuant Ies  vdems passées de Y;, est utilisée dans Ies deux cas. Cette 
ddfhition de la causaiité ne fait pas l'hypothèse que le système est héaire. Cependant, 
si l'hypothèse de linéarité est posée, Ies prévisions lineaires peuvent être comparées 
(Hipl et McLeod, 1994). 
II existe piusiem tests formels de causaiitk, comme cela sera présenté p h  Ioin 
(section 4.42). Ces tests sont basés sur le '~réb1anchissagen des séries d'entrée et de 
sortie, qui consiste à trouver les meilleurs modèles ARIMA pour chacune de ces séries. 
Comme déjà mentiorné au chapitre III, les rtsidus de ces modèles sont appelés les 
innovations. Les résultats des tests de causalité entre deux séries sont plus fiables, s'ils 
sont faits sur Ies innovations. De faif si les enheu X, et les sorties Yf sont autococrélées, 
les estimations de la fonction de corréIation croisée W C )  à différents délais de temps 
pourraient être corrélées entre eues (Bartiec 1966) donnant des résultats erronés du test. 
D'autre part, le préblanchissage n'affecte pas le moteur qui gouverne la relation entre les 
deux séries (Hipel et McLeod, 1994). 
La modélisation de chacune des séries de sortie et d'entrée constitue donc la 
p r e d r e  étape de I'anaiyse de causalité. Elle est présentée daos le texte qui suit. 
44-1 Mod&fkatioon de chacune des sdn*ès d 'entrge et de sortie 
4.4. 1 . 1 Modélisation de la &rie AS SOUAN 
La figure 4-14 (a et b) montre, respectivement, la fonction d'autocorréIation 
(FAC) et Ia fonction d'autocorrélation partieII (FACP). En regardant les résultats, on 
peut suggérer soit un bruit blanc, si on négIige le poids au 3ihe délai de Ia FAC (modèle 
A), un modèIe autorégressifd'orcire 3 (AR(3), modèIe B) ou bien un modèle à moyenne 
mobiie d'ordre 3 (MA(3), modéIe C), avec Miqnement le 3i&'"e paramètre à estimer dans 
les deux derniers cas. Ces deux modèIes sont ajustés à Ia serie #ASSOUAN. 
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Fime 4. 14 : (a) Fonction d7autocorré1ation (FAî) et (6) fonction d'autocorréIation 
partieue (FACP) de Ia série d'ASSOUAN 
L'estimation des paramètres des modèles, Ia variance estimée du bruit (-9, le 
coefficient de d6termhation (@ et le coefficient d'information bayesien (CD) sont 
tabulés pour les trois modèles (tableau 4.2). Le meilleur modèle aurait un lt? pius élevé 
et des G2 et CIB plus petits- SeIon Ies trois aitéres, Ie modèle C, soit MA(3), est le 
meilleur, bien @iI exphque 6% de la variabilité. Quel F e  soit Ie modèIe 
choisi, Ie anrit a prescpe Ia même variance que Ia série origmaIe d'ASSOUAN 
(modèle A). 
Tableau 4.2 : Comparaison entre les mod&les ARMA pour la serie #ASSOUAN 
Paramètres 1 Estimation 1 Emur Std. l R' 
I 
B CONST 4,0437 0,0254 ;i9 
0,240 E-O 1 -3,728 
0,233 E-0 1 -3,699 
4.4.1 -2 Modérisation de la serie WRHOM 
La skie WRHOM est fonde, comme dPja mentionne, en prenant la moyenne 
des anomalies de TSO dans une région spécifique du Pacifique est. La FAC et la FACP 
de WRHOM (figure 4.15 a et b) suggèrent que la sérÏe est un bnrit aléatoire, donc 
modéliset par un bruit bIanc à variance égaie à 1,O. Le test modifik de Portemanteau de 
Ljung et Box (1978) sur Ies résidus (cf. section 32.5) est accepté pour des délais L=20 et 
L=30. 
La cod1ation misée à décalage nd, entre les innovations de la série WRHOM 
(qui sont les mêmes qpe Ia série WRHOM, car ceIIe-ci est un bruit bIanc) et les 
innovations d'ASSOUAN, est égaie à -0,56, cdcdée sur Ia m o d e  19204989 (figure 
4.1 9a). 
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Fi- 4.15 : (a) Fonction d'autocorr6Iation (FAC) et @) fonction d'autocorrélation 
partielle (FACP) de la série de WRHOM 
4-4- 1.3 Modélisation de Ia série STHIND 
La FAC de la série STHIND (moyennes des anomalies de TSO dans une région 
de I'océan M e n  sud) (figure 4-16 a) montre mie tendance qyi diminue lentement ce qui 
connmie fa non-s ta t iodé  de la &rie nidiquant i'adéqnaton d'un modèle ARMA 
(O,I,l). Le modéIe expIique 39% de Ia variance et passe le test du Portemanteau. La 
corrélation croisée à décalage nul, entre Ies hovations de STHIND (aprés le fiftrage par 
ARMA (O,1,1)) et les innovations d'ASSOUAN, est égaie à -0,35, calculée sur Ia 
période 1920-1989 (figure 4.19b). 
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F i m e  4-16 : (a) Fonction d'autocorrélation (FAC) et (b) fonction d'autocorrélation 
partielle (FACP) de la série de STHIND 
4.4.1 -4 Modasati*on des séries de 17Atlantique sud : 
La série ATLEQU (moyenne des anornafies de TSO sur une bande de 10' de 
Iatitude au sud de 176guateur météorologique) est sÏgnifÏcativement c o d é e  avec la série 
d'ASSOUAN pour les mois de crue sedement ( jd Iet  à octobre). Donc, elle ne peut pas 
être pourprédire d'avance Ia série ASSOUAN. Par contre, les deux autres séries 
considtirées de 1'AtIantipne (ATLNAM et STHATL) sont signiscativement corrélées 
avec ASSOUAN depuis le mois de mai et jusqu'à septembre. Cette constatation est en 
accord avec Ies résultats de Nicholson (1997) sur L'évolution des TSO dans I'Atlantique. 
La série ATLNAM, formée en prenant la moyenne des anomalies de TSO près 
de la côte namibienne au sud de L'Atlantique, est modélisée par un processus MA(1). La 
FAC et la FACP sont illusirées à la figure 4.17 a et b. 
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F i m e  4.17 : (a) Fonction d'autocorrélation (FAC) et (b) fonction d'autocorrélation 
partieHe (FACP) de Ia série de ATL;NAM 
La série STHATL? formée par la moyenne des anomalies de TSO sur tout 
I'AtIantique au sud de la position estivale de i'éqwteur météorologique, p o d  être 
modélisée par un processus AR(4) avec des paramètres au deuxi5me et au quatrième 
délai seuiement B estimer comme le suggèrent la FAC et la FACP de STKATL (figure 
4.1 8). La corréIation croisée entre Ies innovations d'ATLNAM et ceIIes d'ASSOUAN 
est plus éIevée que celle entre les innovations de STHATL et celles d'ASSOUAN. 
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Figure 4-18 : (a) Fonction GautoconéIation (FAC) et (b) fonction d'autocodation 
partieile (FACP) de la série de STHATL 
Une analyse plus poussée révèle une dégradation de Ia conéIation croisée pour Ia 
période avant 1945 comparée à celle sur toutes les années, Le. r 1 9 2 a e  -0,36 (figure 
4.19~) mais -0,56 (figure 4.19d). La même remarque a été faite par Parker et 
al. (1988) qui ont utilisC un indice de la précipitation au Sahel. La série ATWAM sera 
introduite comme un prédicteur potentiel de la série BASSOUAN. 
Plusieurs tests formels ont été développés pour tester la signincation de la 
causalit6 entre les innovations (Haugh, 1976; Pierce, 1977; McLeod, 1979). S'il est 
reconnu, à priori, à travers les caractéristiques physiques du système modélisé par 
exemple, que la variable de sortie n'est pas la cause de Ia variable d'entrée, Haugh 
(1976) et aussi Pierce (1 977) ont formulé la statistique du test de eausalialité comme : 
r,(k) est le coefficient de corrClation croisée au délai k entre les innovations (ut) de la 
série d'entrée (m et les innovations (vJ de la série de sortie (YI) ; 
L est choisi de telle rnankre qu'après L Imités de temps, on s'attendrait à ne pas 
avoir de relations entre la série d'entrée et Ia série de sortie (HipeI et McLeod, 
1994) ; 
QL suit approximativement une dismiution zZ, avec L+1 degré de Libert6. Si Qr 
dépasse x:+, au niveau de confiance ddsiré, on déduit l'existence de causalit6 
sipnincative entre 4 et YI. 
Granger (1980) et Granger et NewboId (1986) ont postuié que Ia statistique du 
test de Haugh I Pierce est biaisée : eiie tend moins vers Ia concIusion de signification de 
Ia causalité. Donc, s i  en utilisant ce test, les résultats confirment une reIation de cause à 
effet, ceci est une forte indication de l'existence statistique de cette reMon. 
La figue 4.19 (a, b, c et d) montre les FCC entre d'une p a  Ies innovations des 
séries WRHOM, STHIND, ATLANAM 19204989 et A W A M  19454989, et d'autre 
p e  celles d'ASSOUAN. Les figines 4.19 (a a d) montrent des pointes M s  
SignScatives au délai k- zéro. 
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F i m e  4.19 : Fonction de cordation croisée @CC) entre Ies imiovations des séries 
et les inmvati~ns d'ASSOUAN 
La statistique de test Qr est tabd6e pour les délais 42,3,5, 10,15,20 et 24 pour 
Ies FCC mentionnées ci-dessus (tableau 4.3). La dation causale est acceptde, au niveau 
de confiance de 95%, jusqu'au déIai 20 pour la série W O M ,  sedement jusqu'au délai 
3 pour la série STHIND et jusqu'au delai 10 pour la série ATLNAM. Le déIai maximai 
de 20 pour la sQie WRHOM est difficile à expliquer par une téléconnexion physique 
directe entre les TSO de la région du Pacifique est et la crue d'Et6 du Nil. il est 
probablement dû à la nature récurrente de l'&énement ENSO. 
Tableau 4.3 : Statistique QL du test de causalité entre d'une part, les séries W O M ,  
STHIND et STHATL et d'autre part, la séne d'ASSOUAN, avec les valeurs critiques du 
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4.5 Modèles de riigression entre le TSO et ASSOUAN 
Utilisant les ûois prédicteurs potentiels identifiés selon les études 
~Limatologiques publiées dans Ia Littérature et Ies analyses de causalité effectuées à Ia 
section précédente, trois modèles de régression simple sont ajustés : 
Modèle DR : 
ASSûUAN = f (WRHOM) 
Modèle ER : 
ASSOUAN = f (STHIND) 
Modèle FR : 
ASSOUAN = f(ATLNAM) 
Trois autres mod5Ies de régression multiple sont ajustés pour prédire Ia série 
d'ASSOUAN en incorporant la série WR.KOM dans ces tmis modèles, car elle possède 
le coefficient de corrélation croisée Ie plus élevé avec Io série d'ASSOUAN. Le premier 
modèle (GR) a WRHOM et STHIND comme entrées, le second (HR) a W O M  et 
ATLNAM comme entrées et le troisième (IR) a les trois séries WRHOM, STHIND et 
ATLNAM comme entrkes. L'indice R dans I'appeUation des modèles se réke à 
régression. 
Le tableau 4.4 montre une comparaison entre les diff6rents modèles de 
régressions simple et multiple, seIon leurs paramètres, Leurs coefficients de 
détermination ajustés et Ia variance de leurs résidus. Les paramètres associés à la série 
ATLNAM sont statistiquement non significatifst Le meilIenr modèle est GR. VU qdiI a 
le coefficient de détermination ajust6 b plus éievé. Ce cr i th  est &sant pour choisir 
Ie meilleur modèIe de régression- 
La régression linéaire a permis d'établir un ben entre la crue du Nil et les TSO, 
cependant avec un R' qui ne dépasse pas 30 %, ce modéle ne peut pas être utilise de 
fqon fiable pour la prévision de la crue du Nil. Le chapitre V présente la prévision de la 
crue du Nil avec les mêmes séries de TSO comme entrées, mais avec les modèles de 
fonction de transfert avec bniit (FTB) et les réseaux de neurones artinciels (RNA) déjà 
présentés au chapitre III. Les prévisions obtenues par ces deux modèles donnent des 
résultats nettement meilleurs que ceux obtenus par régression linéaire. 
Tableau 4.4 : Comparaison entre les modèles de régression 
Modéle 



















1 ATLNAM 1 -0,04740 1 0,03 826 
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Chapitre V 
MODÉLISATION ET PRÉVISION 
PAR FONCTIONS DE TRANSFERT AVEC BRUIT 
ET PAR &SEAUX DE NEURONES ARTIFICIELS 
5.1 Introduction 
Ce chapitre a pour but de présenter les applications des modèles de fonctions de 
transfert avec bruit (FTB) et de réseaux de neurones artificiels (RNA) pour la prévision 
de la m e  du Nil en utilisant comme variables exogènes les températures de surface de 
l'oc6an (TSO). Les fondements théoriques des deux méthodes de prévision sont 
detaillés au chapitre III et les données utilisées sont décrites au chapitre N. Ces 
applications constituent les premières des FTB et des RNA pour modéliser directement 
la relation entre les TSO et les débits. Les modèles offrent des potentialités intéressantes 
d'utilisation optkationnelle, car leur performance en prévision est plus élevée que les 
modèIes publiés dans la Littérature et que les rnodèIes de régression Linéaire présentés à 
la section 4.5. 
La démarche, qui mène à la construction des modèles de FTB et de RNA 
proposés dans ce travail de recherche, commence par L'identification des indices 
climatiques prédicteurs de la crue du Nil, basée sur les études climatologiqyes et les 
analyses de causalit& Trois prédicteus sont retenus au chapitre IV, soit WRHOM, 
STHIND et ATINAM (cf. section 4.33). Ces prédicteurs sont incorporés comme 
variables exogénes dans In modèles de prévision par ETB et RNA avec les composantes 
de d&i de Ia série de sortie ASSOUAN, Bien que, fEit50riquement, rien n'empêche de 
cons- directement des modèles de FTB ou de RNA à pIusieurs variables exogènes, 
commencer par constnme phsieurs modèles à une varÎabIe exogène permet une 
meilleure identification des structures des modèles et une compréhension plus précise de 
leurs comportements. 
Ce chapitre est subdivisé en quatre sections autres que celle de I'introduction. La 
section 52 de ce chapitre présente la construction des modèles de FTB et les résultats 
obtenus par ces modèles et la section 5.3 presente la construction des modèles de RNA 
et l e m  résultats. Une fois les modèles coastfuits et valides, une comparaison des 
rédtats des deux types de modèles est elabor& à la section 5.4. Cette comparaison est 
basée sur le pourcentage de la variabilitr! (p) de la crue du Ni expliqué par chaque 
modèle, sur la variance des résidus, mais surtout sur l'erreur de généralisation calculée 
par le coefficient d'information bayesien (CIB) (Schwarz, 1978) et sur la performance en 
prévision de chaque modèle. La section 5.4 se termine par une comparaison entre les 
résultats des modèles proposés dans cette thèse et ceux des modèles publiés dans la 
littérature. La section 5.5 est consacrée à une interprétation des comportements des 
modéles propos& fondée sur les &des récentes en climatologie. 
5.2 Modèles de FTB 
Les modéles de FTB sont developpés suivant les trois étapes classiqpes de Box 
et J&s (1976) décrites au chapitre III. Des FTB à une variable exogène (section 
5.2.1), puis des FTB à plusieurs variables exogènes (section 5.22), sont construites et 
validées. Plusieurs modèles possibIes sont développés. La vaüdation de ces mod6Ies est 
f ~ t e  tout d'abord par i'inspection visuelle de la fonction de corrélation croisée (FCC) 
entre Ies iimovatioas des f i e s  de variables exogenes et Ies résidus des modèles de FTB. 
Cette inspection permet de détecter les anomalies dans la structure de la fonction 
impulsion-réponse- Ensuite, on procède à t'inspection visueIIe de fa fonction de 
i'autocorrélation (FAC) et de celle d'autoconélation partieHe (FACP) pour vérifier si les 
sont mdiipendants et par conséquent, de l'adéqgation du modèle de bmit Dans 
le cas de I'appiication traitée dans ce chapitre, peu d'importance est donnée aux poids 
signincatifs isolés détectés pour des délais négatifS. Ii est difncile de justifier <lue la 
crue du NiI puisse influencer les temperatures de d a c e  de l'océan. La relation entre 
les deux variables n'est donc pas un systhe à feed-back et par conséquent, la présence 
de ces poids sïgnincatifs ne représente pas une violation de la première hypothèse des 
FTB (cf. Section 3.22). Les tests modifiés de Portemanteau sur les coefficients 
d'autocorrélation (éqyation 3.20) et sur les coefficients de corrélations croisées 
(équations 3.21 et 3.23) sont aussi entrepris. Le meilleur modéle est celui qui possède la 
plus petite emur de gén6ralisation caicui6e selon Le coefficient d'information bayesien 
(cm- 
S.2J Modèles de Flg avec une seule var ide  exogène de TSO 
Basé sur l'analyse de causalit6 entre les TSO et la série d'ASSOUAN (cf section 
4.4) ainsi que sur Ia rewe de littérature sur les forçages climatiques qui agissent sur les 
précipitations aux sources du Nil (cf. section 2.6)' trois modèles de FTB a une variable 
exogène de TSO sont construits : 
ASSOUAN = f (WRHOM, ASSOUAN) 
A S ' W  = f (SIWM), ASSOUAN) 
Modèle Fr : 
ASSOUAN = f (ATLANTIQUE, ASSOUAN) 
Deux séries de TSO de I'Atlantique, ATWAM et STEUTL ddjà présentées au 
chapitre IV, sont incluses, une à la fois, dans le modèle Frpour choisir la meilieure dans 
la prévision de la série d'-W. Une seule est ii choisir, pour éviter d'inclure des 
variables exogènes possédant de fortes corrélations entre elles. Le modèle avec 
ATLNM comme unique variable exogène possède un @ de 22,5% et un coefficient 
d'information bayesien (CB) de -3,742, tandis que le modèle avec S T ' T L  comme 
variable exogène posséde un R' de 9% et un CIB de -3,697. Déjà, la série ATUVAM a la 
corrélation croisee la plus élevée avec le Nil parmi les series du sud de L'Atlantique (cf. 
section 4.4). Dorénavant, la série A T W A M  sera la seule considérée, parmi celles de 
l'Atlantique, dans les modéles de FTB et le modéle Fr sera défini comme : 
ASSOUAN = f (ATLNAM, ASSOUAN) (5.4) 
Deux modèles de FTB, avec WRHOM comme unique variable exogène, sont 
construits : LITI et Dn. En examinant la FCC entre Ies résidus du modèIe Drt et Ies 
résidus de la série d'entrée (KRHOM) (figure 5.1 a et b), aucune valeur signifxcative 
n'est détectée. Cependant le modèle Dn a été construit avec un paramètre du septième 
délai en plus de celui du délai zéro. Ce modèIe servira pour Ia comparaison avec le 
modèIe Jr a plusieurs variabIes exogènes detaillé à la prochaine section. L'erreur de 
génédisation du modèle Dn est légèrement supérieure à celle du modèle DTI, maigré Ie 
terme de pénalitk (equation 3.32) augmenté par le paramètre additionnel. Le test de 
Pitman (Phan ,  1939) permet une comparaÏson pIus rigoureuse entre les differents 
modèles (& section 5.2.4). 
Le modtle Er a un coefficient légèrement significatif au troisième délai du côté 
négatÎf (figure 5.2). Cependant, comme déj8 mentionné dans l'introduction, Î l  est 
diffTcÏIe de justiner que la crue du Ni1 puisse innuencer les températures de d a c e  de 
L ' o c ~ ,  et par conséquent, la présence de ces poids signiscatifis ne peut pas suggérer un 
système à feed-back 
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Fiwe 5.1 : Fonction de corrélation croisée (FCC) entre Ies innovations de Ia série 
WRHoM et les residus des modèles (a) Drl et (b) Dn 
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Fienre 5.2 : Fonction de cordation croÏsée @CC) entre les innovations de la série 
STïYZMD et Ies résidus du modèle ET 
Trois modèles de type Fry avec ATLNAM comme unique variable exogène, sont 
construits : FTI, Fn et Fn. Le modèle Frry avec ATWVAIM comme variable exogène et 
un seul paramètxe au délai O, montre dans sa FCC, un poids significatif au déIai 1 (figure 
5.3 a). Après avoir indus un paramètre à ce dtlai dans Ie modèle Fny un autre poids 
significatif au swérne délai apparaît (figure 53 b). Le modéle Fm avec des paramètres 
aux délais O, 1 et 6, est meilIeur avec un CIB Iégèrement pius petit. 
Les FCC entre d'une part les innovations des séries des variabies exogènes 
(WRHOM (figure 5.1 b), STHCND (figure 5.2) et ATLNAM (figure 5.3 c), 
respectivement) et d'autre part, les résidus des modèles DR, ET et Fn ne montrent pas 
de valeurs significatives pour tous les délais positifs ; ce qui est en parfait accord avec 
les hypothèses de la modélisation par W. 
Les graphiques des résidus des modèles de FTB Dn, Er et Fn ne montrent aucun 
patron particulier. Les FAC (figure 5.4) et Les FACP Uldiquent que les résidus sont 
hddpendants. D'ailleurs, les tests modifiés de Portemanteau (Ljung et Box, 1978) sont 
tous acceptés au niveau de confiance de 95%. 
L'estimation des paramètres et la structure du terme de bruit des modèles de FIa 
à une variabIe exogène sont résumées au tableau 5.1 avec trois critères pour comparer 
les modèIes : le coefficient de détermination (fi, Ia variance des résidus (-9 et le 
coeficient d'information bayesien (CD?), Le meilleur modèle posséderait un R' plus 
éIevé et des c: et CI23 pIus petits. Les comparaisons les plus importantes restent 
cependant Ia performance en prévision des modèles sur un ensemble de données qui 
n'est pas utZ~6 pour I'estimation des paramètres des modèIes (cf. section 5.23) et les 
tests de signification de la différence entre Ies varÎances des résidus des modèfes (& 
section 52.4). 

- - - 
f 4 7 10 13 16 19 22 
DB lais 
Poids de la fonction d'autocon&tation 
C C - _ _ _  Limites de confiance à 95% 
Fiwe  5.4 : Fonction d'autoconéIation (FAC) des résidus des modèles (a) Dm, (b) 
ET et (CI Fn 
Le coefficient de détermination lt2 n'est pas tin critère répandu pour évaluer les 
modèies Box et Ienkins (ou ceux des RNA). Il peut même mener à de fausses 
conclusÏons (Liu et aL, 1994). Malgr6 cela, il est utilis6 dans ce travd pour tins de 
comparaison avec les résuitats pubLies dans la Iittéranire (chapitre II) (p. ex. Lin, 1995% 
b, et c; Eltahn, 1996, Gissila, 1997; Arnarasekera et al., I997), ainsi cpe les modèles de 
régression Iin6aUe ajustes au chapitre W. 
Tableau 5.1 : comparaison entre les modèles de FTB il une variabIe exogène 
Modèle Paramètres Estimation Erreur Std. l? ce 2 CLB 
Nt = (1 - 8 , ~ ' ) - e t  
4 -0J668 0.1 131 
Dn CON= 4,0379 O.Mo2 34,4 0,158 E-O 1 -3,966 
WRHOMo 4,0834 0.0 f 35 
Nt = ( I - B , B ~ ) - ~ ,  
4 4,3697 0.1 1 03 
L 
Fn CONST 4,0471 0,Of 76 10-7 0,214E-01 -3,723 
ATtnrAMo -0.0978 0,0338 
5.2.2 Modèles de FTB à plmëum varr'ubIks exogènes 
Intuitivement, 2 n'y a pas de raisons pour penser que les composantes au délai 
zéro de la fonction impulsion-réponse des modèles ii une variable exogene (modèIes 
DTI, Dn, ET, FTI B Fm) vont changer de manière importante une fois les variables 
exogènes incorporées dans un modéle B plusieurs variables exogènes. Vu que les 
modéies avec WRHOM comme variable exogéne sont les meilleurs parmi les modèles 
dkjà proposés (cf. tableau Sol), cette variable sera incorporée dans tous les modèIes à 
phsieurs vari*ables exogenes. La variable STHIND est introduite au modèle GI, la 
variable ATLNAM au modèle HT et ensuite les deux variables ensemble au modèle Ir. 
Modèle f i  : 
Modèle Ir : 
La FCC des innovations de la série WRHOM avec les résidus du modèle GT, 
montre une vaIeur Iégèrement significative au septi6me déIai (figure 5.5 a), ce qui 
suggère Ia construction du rnodéle JE avec un paramètre à ce délai, cpi est p h s  
conforme B Ia zi* hypothèse de modélisation par FTB. Les structures des modèles 
ARMA pour le terme de bruit des modèles G+ et JT sont respectivement : 
Les FCC entre les innovations des séries de variables exogènes utilisées 
( R M " M  et STHIND) et les résidus du modéle Gr et JT sont illustrées aux figures 5.5 et 
5.6. La FAC des résidus du modèIe JT (figue 5.7) montre que ceux-ci sont indépendants. 
Bien que le nombre de paramètres du modèle Jr soit relativement plus grand que les 
autres modèIes, son CIB reste inf6rieu.r (tableau 52). 
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F- 5.5 : Fonction de cordation croisée (FCC) entre d'une parf les imiovations des 
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Fime 5.6 : Fonction de corrélation crois& (FCC) entre d'une part, les innovations des 
séries (a) WRHOM et @) S ï 7 Y . D  et d'autre part, les résidus du modèle Jr 
-Poids de la foncüin d'autocon6Catron - - - - - -  Limites de confiance a 95% 
Fimue 5.7 : Fonction d'autocorrélation (FAC) des résidus du modèle Jr 
Le tableau 5.2, comme le tableau 5.1, présente i'estimation des param&tres, Ia 
structure du terme de bruit, et Les critères de comparaison (eG2, CD) des modèles de 
FTB à plusieurs varïabIes exogènes. Le paramètre AT'AIMO, associé ii la série 
ATL2VU dans le modéle Ir, est non significatif et le CIB du modèle Ir est pIus grand 
que celui du rnodèIe (tableau 5.2). Le modèle Ir. aprés avoir enlevé AT-, est 
dduit au modèle Gr. Dans l'exposé qui suit, les modèle Ir ne sera plus considéré. 
Tableau 5.2 : Comparaison entre les modèles de FTB à plusieurs variables exogènes 
Modè Ie Paramètres Estimation Erreur Std. R' CC CIB 2 
5.2.3 Remarques gMraIes sur lès r&uIfais des modèfis de FTB 
Les tableaux 4.2,S.I et 5.2 résument les modèles ARMA et FTB constniits pour 
la prévision de la cnie du Nil. Les remarques suivantes s'en dégagent : 
+ L'inclusion des séries des TSO comme variables exogènes améliore 
significativemernt la capacité des modèles de Box et Jenkins d'expliquer la 
variabilitk de la série &ASSOUM. Alors que le meilleur modéle ARMA (modéle 
C, tableau 42) explique seulement 6% de la variabilité du volume de la m e ,  le 
meilleur modèle de FTB (modèle JT) explique 63% de cette variabilité. La variance 
des résidus du modèle Jr est de 40% inférieure a celle du modéle C. 
+ La constante de la FTB regroupe toutes Ies constantes qui figurent dans I'écpation 
3.8. Elle est égale à la moyenne de Ia série d'ASSOUAN, car les moyennes des 
autres séries sont égaies à zéro. 
4 Les estimations des paramètres au délai zéro associés aux séries WlPHOM et 
STHIPJD varient peu, que ce soit dans un modèle de ETB à une seule variable 
exogène ou à plusieurs variables. Ces paramètres van-ent peu, même si on utilise des 
échantillons de 25 années pour les estimer. Le rapport de la différence entre 
l'estimation la plus et la moins élevée à la moyenne des esthés est moins que 20%. 
Estimation la plus élevée - Estimation la plus basse 
c 0,20 (5. 10) 
Moyenne des estimations 
Quant aux paramètres associés ii la série d'ATWAnii, iIs sont très instables dans le 
temps et peuvent changer de signe dépendant de la période d'années utilisée pour 
leur estimation. 
+ Les résultats obtenus sont meiIIeurs que ceux de Seleshi (1997) qui a utiIisé un 
mode1 de FTB pour prédire les anomaües de précipitations sur te HPE avec 5 
variables exogènes et IS pafam6tres à estimer. Le modèle de FïB présenté ci-dessus 
est plus parcimonieux (7 pararnetres sedement à estimer), et plus vraisemblable du 
point de vue des téléconnexions exploitées pour fins de prévision (cf. section 5.5). 
Après avoir présenté les différents modèles FTB et v M 6  approximativement la 
stabilité temporelie des estimations des paramètres, la performance des modèIes en 
prévision est discut& dans la prochaine section. 
Tout d'abord, une distinction est nécessaire entre "les valeurs ajustées" de la 
série de sortie et "les valeurs prédites". Les premières désignent les prévisions à un pas 
de temps de la série de sortie produites en utilisant un modèle dont les paramètres sont 
estimés nu la même période de temps de prévision (ici de 1920 à 1969). Quant aux 
valeurs prédites, elles réfèrent aux prévisions à un pas de temps avec un modèle oii 
seules les données des années passees ont étd utilisées pour l'estimation des paramètres. 
Par exemple, pour prédire la valeur de Ia série d'ASSOUAN en 1970, le modèle FTB est 
ajusté aux données utilisées de 1920 à 1969. Pour pr6dire la vdeur de 197 1, les données 
utilisées dans l'estimation des paramètres du modèle vont de 1920 à I970, et ainsi de 
suite. La prévision i un pas de temps est faite trois mois à L'avance, Le. les entrées 
utilisées sont les données de TSO de juin de L'année courante pour prédire le volume de 
Ia crue du Ni qui possède sa pointe en septembre. Cette approche a l'avantage d'utiliser 
les valeurs actueîfes des TSO et ainsi éliminer l'erreur et l'incertitude associées à la 
prévision des entrées. D'autres études ont utiIis6 une prévision des TSO pour étendre 
L'horÏzon de prévision (EItahk, 1996; Amarasekem et al., 1997). 
Qnatre indices sont utilisés pour évatuer la performance en prévision des 
modèles déjà présent6s : 
est Ie coefficient de corrélation entre les vaieurs observées Y, et les 
vaieurs prédites t ,  
E Q M  est la racine cade  de l'erreur quadratique moyenne des prévisions 
MDA est la moyenne des d i f f h c e s  absolues entre Y I  et Y, 
WEA est Ia moyenne des pourcentages des erreurs absolues calculée comme 
oii y e s t  le nombre des vdeurs prédites. 
Les valeurs ajustées des modèles Dm, ET, Fn, G+ et J7 pour la période de 1920 à 
1969 sont illustrées aux figures 5.8 de (a) à (e). Les valeurs prédites utilisant les mêmes 
modèles sont illustrées aux figures 5.9 de (a) a (e) pour la péxiode de 1970 a 1989. La 
figtue 5.8 montre que le modéIe JT est nettement supérieur aux modèIes DR, Er, Fn. Le 
modèIe JT prédit aussi bien les crues abondantes (1 929 - 1945 - 1954 - 1964) que 
déficientes (1939 à 1941 - 1951 - 1965 - 1966 - 1968)' avec que1ques exceptions 
durant les années 1938, 1948, 1949, 1958 et 1961. Les raisons de ces mauvaises 
prévisions sont discutées B la section 55 .  
La figure 5.9 montre des résultats simiIaires avec de bonnes prévisions obtenues 
par Ie modèIe Jr dans toutes les années irmisées pour Ie test sauf ramée 1984. Cette 
mauvaise prévision est aussi comment& à la section 5.5. 11 est à noter ici que le 
meilleur modèle Jr est capable de prédire avec précision la plupart des m e s  détectées 
comme vdeurs abemmtes (cf. section 4.1) comme 1945,1972 et 1988. 
Années 
+Valeur observée - O - Valeur ajustée 
1 1 
1920 1930 1940 1950 1960 1970 
Ann des 
+Vateut observée - o - Valeur ajustée 
Fi= 5.8 (suite) : VoIumes de la crue d'kt6 à Assouan ajustk en utilisant les modèles 
Les quatre indices de @ormance en prévision cités précédemment sont caicdés 
pour les six modèIes Dn. EG F& Gr, Kr et Jr sur deux ensembIes de données qui ne 
sont pas ufilisés pour I'estimation des pafamètres des modèles. Le premier ensemble 
test couvre Ia @ode de 1970 à 1989, dors que le deuxième ensemble test comme Ia 
mîme période sans 17année 1984. Les résuftats des quatre indices de performance sont 
présent6s au tabIeau 5.3. 
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Figure 5.9 : VoIumes de la m e  d'étt5 à Assouan prédÏts en Ies modèles de 
f 970 1975 1 g80 1985 1990 
Années 
+Valeur observ6e 
- o- Valeur prédite 
* - - - - -  Limites de confiance de fa ppr4vision a 95% 
Le meiileur modèIe (JT), ayant te plus bas C., est nettement supérieur pour tous 
les indices de performance sans ou avec l'année 1984. Une analyse ptus poussée permet 
de détecter 1984 comme une valeur aberrante, mais il faut Interpréter avec précaution 
cette conclusion d'aberrance vu  que I'am6e 1984 est vers I'extrémmrté de Ia série (Liu et 
al., 1994). Le volume de Ia crue du NiI observé en 1984 est ilIustré par un cercle noir 
sur Ia figure 5.9. 
Tabieau 5.3 : Performances en prévision des modèles Dm Ez. Fm, Gr, &et JT 
I 1970 iZ 1989 1 1970 à 1989 excluant 1984 
5.23 Test de comparaISon entre la prtfikions des dvflrents mod& 
Pour tester si les prévisions obtenues par un modèIe sont significativement 
différentes de celles obtenues par un autre modèle, plusieurs tests sont disponibles, tel 
que Ie test du ptient  de vraisembIance (Rao, 1973) et les tests non paramétriques 
comme celui de Wikoxon (Wilcoxon, 1945). Ces tests donnent presque les mêmes 
résultats. C'est pourquoi Hipel et McLeod (1994) ont recommandé d'utiliser Ie test de 
Pitman (Pitman, 1939), éq@vaient au test du quotient de mCsemblance, parce qu'il 
demande moins de calculs que ce dernier. Le test de Pihnan consiste à vérifier si la 
variance des erreurs de prévision produites par un modéle est significativement 
différente de celle d'un autre. II revient A tester si le coefficient de corrélation r, entre Sr 
Modèle r REQM 
Jr 6,241 
(Ia somme des efxeurs de prévision des deux modèles comparés, i.e. S, = e,, t e, ) et Dr 
r 
0,916 
(la diffirence entre les erreurs de prévision des mêmes deux modèles comparés, Le. 
R, = e,, -eu) est tignincativement différent de zéro. A condition que le nombre (y) 
MDA 
4,379 























































Le test de Pitman a pour but de comparer Les modiles deux à deux. Ainsi le 
modde est comparé a w  huit autres modèles proposés (DR> El; Fn, Fm Fn GK 
Hz JT), le modèle Dn est comparé aux sept modèles restants (El; FTI, Fm Fn, Gz Hz 
JT) et ainsi de suite, jusqu'à ce que toutes les comparaisons soient terminées. Pour ce 
faire, vingt cinq valeurs sont prédites à l'aide de chacun des modèles. Pour comparer Ies 
deux modèles DTr et Dn par exemple, le coefficient de coné1ation r , présenté au 
paragraphe précédent, est calculé utilisant les deux séries des 25 prévisions faites a 
('aide des deux rnodèIes. Le tabIeau 5.4 montre les valeurs calculées du r de Piman, 
Pour nlc2.5, la différence dans I'erreur quadratique moyenne de prévision de deux 
modèles est significative au niveau de 95%, si Ir[ > 0.392. Si rc-0.392, le premier 
modèle (DrI pour cette comparaison spécifique) est meiIIeur et si r>û,392 le deuxième 
modele (Dn) est meilleur. 
Les résuitats des tests de Pitman sont tabuiés (tableau 5.4) avec 36 comparaisons 
entre Ies neuf modèles proposds. Les modèles sont comparés deux à deux : le premier 
est srnié sur une Ligne et le second sur une colonne. Les résultats c o b e n t  que Les 
modèles Gr et Jr sont, dans tous Ies tests de Pitman, significativement meilleurs ou 
équivaients aux autres modèles. Les modèles Gr et Jr, par contre, ne sont pas 
sipnincativement différents. N h o i . ,  puisque le modèIe & a Ie pius petit REQM, 
MPAE et MDA de prévisions (tableau 53) et en plus est favon selon Ie CIB et Rf  
(tableau 5-21, il est Ie modèle recommande, parmi Ies neuf rnodèies de FTB, pour Ia 
prévision de Ia crue du Nil utilisant les TSO comme variabIes exogènes. 
Tableau 5.4 : Résultats de la comparaison par paires de modèles entre les neuf modèIes 
de FTB proposés, utilisant le test de Pitman 
1 1 Modéle 
Modéle . 
Dt2 ET Frt Fn Fi3 
0, 031 (=) 4,16 (2) 4,20 (=) -0,3?(=) 4,32 (=) 
(=) : la ciifErence entre I e s  pr&kions des 2 modtles comparés n'est pas significativet 
( )  : le modéte de Ia ligne est meiI1eur que cehi de la colonne, 
(+) : le modéle de la colonne est mei1Ieur que celui de Ia [igne, 
Les vdeurs de codlation significatives au niveau de 95% sont indiquées en p. 
5.3 Modèles de réseaux de neurones artifciels 
L'application des réseaux de neurones artificieIs (RNA) proposée dans ce travd 
de recherche présente deux aspects innovateurs dans les applications des RNA en 
hydrologie : le premier se rapporte aux variables exogènes ~tïIist?es et ii l'horizon de 
prévision du modèle de RNA, le second aspect se rapporte à L'approche plus complète 
de l'application des RNA en hydroIogie. 
Pour ce qui est des variables exogènes, aucune des applications publiées dans la 
ütt6rature n'a utilisé les RNA pour prédire directement les débits à l'aide des TSO 
comme variables exogènes. Les RNA sont généralement appliqués pour la prévision 
très cout terme (moins que sept jours), tandis que les modèles de RNA proposés dans 
cette thèse sont conçus pour la prévision a moyen terme (3 mois ii l'avance). De plus, 
l'implémentation proposée des RNA accorde une attention particulière à la vaiidation 
des modèles et à la quantScation de l'incertitude par une technique de bootstrap. Par la 
suite, les résultats obtenus par les RNA sont comparés avec ceux obtenus par les FTB 
déjà présentées. La comparaison, présentée dans ce travail, n'est pas aussi extensive que 
celle de Michie et al. (I994), car elle ne traite que de deux types de données : les débits 
et les TSO. La comparaison de Michie et al. (1994) porte surtout sur les modèles de 
classifkation et non les modèles de prévision. 
La coi1stzz1ction des modèles de RNA, présentée dans ce chapitre, suit les étapes 
décrites au chapitre 3. De la même façon que pour la construction des modèles de FTB, 
des modèIes de RNA à une variable exogène de TSO (section 5.3.1)' puis des modèles à 
plusieurs variables exogènes (section 532) sont proposés. Comme la relation entre les 
entrées (TSO) et la sortie (crue du Nil) possède un coefficient de corrélation qui ne 
dépasse pas 0,6 (cf section 4 4 ,  les RNA auraient tendance B modéliser aussi le bruit  
C'est pouquoi, dans la construction des RNA, il faut éviter le surapprentissage. 
Deux mesures de prdcaution sont ufilisées à cette h : 
- avoir Ia structure la plus simple du RNA : utiIiser des modèIes avec un ou deux 
neurones seulement sur la couche cachée- 
- utiliser une technique d'anêt prématuré : essayer pIusieurs nombres d'itérations et 
retenir celui qui donne la piris petite erreur de génédsation t e k  que d c d é e  par 
validation croisde. Cette méthode évite les lacunes de la division de L'échantillon 
d i ~ 6 e  d'habitude avec L'anêt prématuré, mais elle nécessite beaucoup de temps de 
calcd et eue ne donne pas la valeur optimale d'arrêt tout de suite. 
Les modèles de RNA construits dans ce travaü de recherche sont du genre 
autorégressifnewonaI avec variables exoghes (MVARX) (équation 3.50). L'utilisation 
du modéle genre autorégressif nmonuI à moyenne mobile avec variab[es exogènes 
( M W  (équation 351) a donné, pour certaines années, des sorties dix fois plus 
grandes que les valeurs observées. Nmgaard (1997) a mentiorné que Ies NNARMAX 
sont souvent instables et a recommandé I'utilisation des modèles NNARX à chaque fois 
que cela est possible. Les FAC des résidus des modéles NNARX utilisés sont testés 
pour vériner, si on n'a pas besoin d'incorporer une composante de moyenne mobile. 
Le nombre p de composantes de déIai de la série de sortie à incorporer comme 
entrées au RNA est déterminé par essais et erreurs. Ce nombre est équivalent à l'ordre 
@) de l'opérateur autort5gressif dans Ies FTB. Au début, p est égal à quatre (c'est le 
chiffie qui se répète Ie p h  dans les modéles de Fm). Ensuite, les poids associés à ces 
quatre composantes de d6Iai sont comparés entre eux. Les poids, relativement petits, 
sont éIiminés avec les composantes de ddai correspondantes, donnant ainsi un modèle 
pIus parcimonieux. Les sorties des mod5Ies avant et après la suppression des poids sont 
aussi comparées. Si le modéle réduit a la même performance que Ie modèle de départ, 
c'est le modèle réduit qui est choisi. Faute de tests statistigues sur la sipninance des 
paramètres d'un RNA, cette manière de procéder permet d'arriver B un modèIe 
performant et parcimonieux. 
La vafidation des modèles suit la rn6thodoIogie décrite à la section 33.6 utilisant 
Ies FCC entre Ies sénes de variables exogènes et les résidus du modèle (équation 3-59), 
la FAC des résidus (section 3.2.3) et Ies FCC d'ordre plus devé décrites par les 
écpations 358 et 3.60 à 3 -65. 
Le meilleur rnod6Ie pour prédire la m e  du Nil est choisi selon trois mesures de 
I'eneur de génétaüsation : le coefficient d'information bayesien (CD), l'estimation de la 
variance du bruit calculée par validation croisée et celle calculée par la formule suivante 
de I'estimation non biaisée de la variance, utilisée dans les modèles linéaires : 
La performance des modèles en prévision est testée sur deux échantiIlons qui 
n'ont pas été utilisés pour ['apprentissage des RNA, comme dPjk présenté à la section 
52.4, et les prévisions produites par les dinérents modèles proposés sont comparées à 
l'aide du test de Pitman (cf. section 52.5) et du test non paramétrique de Wilcoxon 
(Wilcoxon, 1 945). 
5.3.1 Modèies de RNA avec une seule variable exogène de TSO 
Les mêmes variables exogènes utiIis6es dans les modèIes de FTB, et qui ont ét6 
choisies seIon Les diagnostics climatoIogiques (cf. section 2.6) et les anaiyses de 
causalit6 (cf. section 4.4), sont incorporées dans les modèles de RNA. Trois modèles de 
RNA à m e  variable exogène de TSO sont donc développés, chacun avec une des trois 
varÏabIes exogènes retenues et des composantes de délai de la série de sortie : 
Modèle & : 
ASSOUAN = f (WRHOM,ASSOUAN) 
Modèle EN : 
ASSOUdN = f (STH12VDD, ASSOUAN) 
Modèle FN : 
Les figures de 5.10 à 5.12 illustrent les six FCC utilisées pour chaque figure a h  
de v é s e r  l'adéquation des modèles, selon la méthode proposée par BilIings et Zhu 
(1994) et utilisée par Nmgaard (1997). Comme déjà mentionné pour la vdidation des 
modèles de FTB, les poids positifs proches de zéro sont inspectés vu que la physique de 
la relation entre les TSO et la crue du Nil ne supporte pas I'hypothèse que les TSO 
soient influencées par la crue du Nil. Aucun poids significatif aux délais positifs proche 
de zéro n'est detecté dans les 18 FCC illustrées, sauf ceux au 3Ihc d6Ia.Ï de la FCC entre 
le cané de I'entrée et Ies résidus du rnodde FN et au 4itme délai de la FCC entre le carré 
de l'entrée et Ie carré des résidus du même modèle FW- Ces coefficients sont peu 
significatifs. 
II est à noter que Le poids au dtIai zéro de la première figure est égal à un, vu que 
c'est l'autocorrélation d'une série avec elle-même (équation 3-65). Quant à la figure 
5.13, eue 3Iusfi.e les FAC des trois modèles de RNA à variable exogène uniqne. Les 
poids des FAC ne dépassent pas la Iimite de confÏance de 95%- 
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Fi- 5.10 : Fonctions de corrélation crokee pour valider le modèle DN (X étant 
WRHOM, et a, (t) = Y@) - e(t) ) 
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Figure 5.1 I : Fonctions de corrélation croisée pour valider le modèle EN (Xétant 
STHlND, et q (t) = Y(t) - e(t) ) 
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Fime 5.12 : Fonctions de corr6lation croisée pour valider Ie modèle FM (Xétant 
A W A M ,  et a, (t) = Y(t) - e(t) ) 
Poids de ta fonction d'autocorrélation 
...--c Limites de confiance ii 95% 
Figure 5.13 : Fonction d'autocorréIation des résidus des modèies (a) DN, (b) EN et (c) FN 
Le tabIeau 5.5 montre une comparaison de ces trois modèles selon Ia variance du 
bruit estimde par validation croisée, le coefficient de détermination ajusté et le critère 
d'information bayesien (CD?) de chaque modèle. Comme déjà cite dans les propriétes 
des RNA, mi même ensemble d'entrees et de sorties peut aboutir B des ensembIes de 
paramètres très d i f f i t s  à chaque fois que le RNA est entcaÎné. II est donc sans mtérêt 
157 
de présenter les paramètres des RNA, d'autant plus que leur signification est masqyée 
par la complexité du réseau et la non-Iinéarite des connexions. 
Tableau 5.5 : Comparaison entre les modèles de RNA à une variable exogène 
Le modèle DN (avec WRHUM comme variabIe exogène) est le meilleur pour les 
trois critères déjB cités, ayant la plus petite variance du bruit et le plus petit CIB. On 
remarque aussi que I'estunation de par validation croisée est plus grande pour Ies 
trois modéles. L'estimation non biaisée de la variance est plus optimiste. L'estimation 
de Ia variance par validation croisde introduit l'effet du &-entraînement du RNA pour 





X3.2 M a r e s  de RNA à p l ~ k u m  van'ab€es exog2nes de TSO 
Comme dans le cas des modèIes de Fïï3, trois modèles à plusieurs variables 
exogènes sont construits. La variable WRHOM est utiIisée dans chacun des trois 
mod&Ies. La varÏabIe STHIND est introduite au modèle Gn, Ia variabIe ATLNAM au 






d estimée par 
O: = - +m,) 
t-t 
0,I 16 E-01 
0,133 E-01 
O, 156 E-O 1 
(r,' estimée par 








ModèIe GN : 
ASSOUAN = f (WRNOM, S T m D ,  ASSOUAN) 
Modèle HN : 
ASSOUAN = f (W-, ATLNM, ASSOUAN) 
Modèle IN : 
ASSOUAN = f(WRHOM, SlXBVD, A T M ,  ASSOUAN) (5.20) 
Les FCC d'ordre 6lev6 pour les modèles GN, HN et IV sont illustrées aux figures 
5.14 a et b, 5.1 5 a et b et 5. I6 a, b et c, respectivement. Seuls les poids positifs proches 
de zéro sont inspectés, vu que la physique de la relation entre les TSO et la m e  du Nil 
ne peut pas être un systèrne à feed-back Des poids significatifs sont détectés à deux 
délais : au 2jhC délai de Ia FCC entre le carré de la série WRHOM et le carré des résidus 
pour les modèles GN, HN et IN, ahSi qu'au 3ihe délai de la FCC entre Ie carré de la s&ïe 
STHIND et les résidus des modéles GN et IN. Des composantes de délai de WRHOM et 
de STHIM) sont incorporés, mais la performance des modèIes n'est pas améliorée. Ces 
poids semblent d'ailleurs peu SignincaHs. Comme les poids des FCC au 7jhC délai 
associés à la série d'entrée WRHOM ne sont pas signincatifs, il n'y a pas de raison de 
comtruk un modèle analogue au modèle 3 de FTB. 
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Figure 5.14 : Fonctions de corrélation croisée pour vsilider Ie rnodèIe GN : (a) X étant 
WRHOM, (b) X b t  STHlElD et a, (t) = Y(t)  - e(~) 
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F i g u r p r  Fonctions de corrélation croisée pour valider le modèIe : (a) X 
étant WRHOM, (b) Xétaut STHIM> et a, (t)  = Y(t) - e(t) 
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Figure 5.15 : Fonctions de condation croisee pour vaiider le modéle HM (a) Xétant 
WRHOM, @) X étant ATLNAM et a, (t) = Y(r) - e(t) ) 
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Figure 5-15 (suite) : Fonctions de corrélation croisée pour valider Ie modèle &(a) X 
étant WRHOM, @) X étant ATWAM et cr, (t) = Y(t) - e(t) 
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Figure 5.1 6 : Fonctions de codation croisée pour valider le modèle IN (a) X étant 
W R H O K  (b) Xétant STHIM), (c) Xétant A m A M  et q ( t )  = Y(t) - e(t) 
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Figure 5. 16 (suite) : Fonctions de corréIation croisde pour valider Ie modèle IN (a) X 
étant WRHOM, (b) X étant SïMND,  (c) Xétant ATLNAM et cx, ( t )  = Y@) - e(t) 
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Fimire 5.16 (suite) : Fonctions de corréIation croisée pour valider le modèIe Inr(a) X 
étant WRHOM, (b) X h t  STHIND, (c) Xétant ATLNAM et a, (t)  = Y(t)  - e(t) 
Les FAC des résidus (figrire 5.17) indiquent que ceux-ci sont bIancs. Le tableau 
5.6 présente une comparaison entre les différents modèIes de RNA a phsieurs variables 
exogènes de TSO selon le nombre de paramètres utilisés, la variance du bruit et le CIB. 
En fonction des trois critires, le modele GN est le rneiIIeur. 
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Fimire 5-17 : Fonction d'autoco~Iation des r6sidus des modèles (a) GN, @) HN et (c) IN 
TabIeau 5.6 : Comparaison entre Ies modèles de RNA à plusieurs variables exogènes 
5.3.3 Perfona~ce dm modèles de RNA en protlrion 
Modéle Nombre de d estimée par 
r-1 
GN 7 O, 1 04 E-0 1 
HN 7 0,117 E-01 
IN 8 0,109 E-O t 
Les sorties d'un modèle de RNA, utilisant I'échantiUoa d'apprentissage, sont 
appelks les Vaieurs ajustéesy', tandis que Ies sorties de ce même modèle, utiIisant des 
échantiIIons appartenant à l'ensemble du test, sont appeltes les "valeurs prédites". Les 
vaieurs ajustées des modèles DN, EN, EN, GNt HN et IN pour la période de 1920 à 1969 
sont iliustrées aux figures 5.18 de (a) à (0. Les valeurs prédites utilisant les mêmes 
rnodéIes sont présentdes atm figures 5.19 de (a) à (f) pour la période de 1970 à 1989. 
Comme pour le meiIIeur modèle de FTB, le meiiIeur modèle de RNA (GNI 
figures 5.1 8 d et 5.1 9 ci) a une haute capacité de prévision dans Ies années de fortes et de 
faibles mes. Pourtant, il pd&t mai Ia crue du Na pour les années : 1938, 1949, 1954, 
1958, 1959, 1961 et 1984. Ces 7 années, sur un totai de 70 d e s  prédites, constituent 
un faible pourcentage d'échec du modèle. Ce sont presque les mêmes années où les 
modèles de FTB échouent, sauf que le meilleur modèle de FTB (JI) prédit bien la m e  
de I'année 1954 mais mai celle de L'année L948. Une interprétation ciimatologique de la 
mauvaise pc&ision des deux types de modèles est présent6e à la section 5.5. Elle 
pennet de conniûtre les Wes des modèles reliant les TSO (Pacifique + océan Indien) 
aux crues du Nil- 












1 +Valeur observée - 4 - Valeur ajustee 1 
1 +Valeur observée - I - Valeur ajustée 1 
F i m  5-18 (suite) : VoImnes de Ia crue d'&é ajustées utüisant Ies modèles de RNA : 
(a) DN (6) EN (cl FN (dl GN (el et (0 IN 
Années 
1970 1975 1880 1885 1990 
Années 
+Valeurs observées - 4 - Vakurs prédites - - + - -Un, de conf- de la sortie du RNA B 95% 
----*a tim, de conf, de la prévision à 95% 
A 
Fimne 5.19 : VoIurnes de la m e  d'étk prédits, utilisant les RNA, pour les modèles : (a) 
-Valaurs observées - + - Valeurs p r ê â i i  
- - * - -Lun, de conf. de la sortie du RNA à 95% 
--CC-- Lim, de conf. de la prévision B 95% 
- - - -- 
Fi- S. 19 (suite) : VoIumes de la crue d ' t é  prédits, f i s a n t  les RNA, pour les 
mdèIes : fa) Dx @) EN (c) FN (d) GN fe) HN et ff) lN 
Quatre indices de performance servent à évaluer la performance en prévision des 
RNA : le coefficient de corrélation entre les valeurs prédites et observées (r), la racine 
de l'erreur quadratique moyenne (REQM), la moyenne des différences absolues ( m A )  
et la moyenne du pourcentage des erreurs absolues (MPEA) comme pour les FTB (cf. 
section 52.4). Ils sont calculés pour les six modèles sur deux ensembles tests, comme 
pour les FTB, qui ne sont pas utilisés pour L'apprentissage des RNA. Rappelons que te 
premier ensemble de test couvre la période de 1970 à 1989, alors que 1s deuxième 
ensemble de test couvre la même période sans I'mée 1984. Les quatre indices de 
performance sont présentés au tableau 5.7. 
Tableau 5.7 : Pdormance en prP.viaon des modèles DM, EN, FM GN. HM et J' 
Un rneilIeur modèIe aurait un coefficient de corréIation p h  éIevé et des M Q M ,  
MDA et upEa PIUS petits. En fail, Ie REQM et Ie MPE4 sont les PIUS importants, car le 
premier reflète ï'importance des grandes erreurs et le second a un amait opératiorme1, vu 
 une erreur de 5 x 10' m3 ne peut être vraiment jugée qu'en sachant L'ordre de 

































































modèIe IN est très voisin de ce dernier, car l'introduction des TSO de I'Atlantique à ce 
modèle n'améiiore pas sa performance. Ceci a été remarqué dans les modèles de FTB 
par la non-signification du paramètre associé à la série ATJ3M.M. 
5.3.4 Test de compararSon entre les prévisions des dzflirents modèles 
Bien que les mesures de performance du tableau 5.8 permettent une borne 
comparaison entre les modèles, elles ne fournissent pas une indication pour montrer si 
un modéle particulier est signincativement "meilleur" qu'un autre d'un point de vue 
statistique. Le test de Pitman a et6 présenté à la section 5.25. 11 fait deux hypothéses : 
(i) les paires de résidus (er,l,e2,,) suivent conjointement une distribution nonnale de 
moyenne égaIe a zéro, (ü) les résidus sont indépendants pour des valeurs successives de 
t, Le. l e m  poids de la FAC ne sont pas significatifs. La deuxième hypothèse du test a 
ddja été verifXe, et les moyennes des séries des résidus ne sont pas différentes de z&o au 
niveau de confiance de 95%. Le test de Shapiro-Wik indique, à un niveau de confiance 
de 95%, que Ies résidus de RNA suivent une distribution nonnale. Cette hypothèse, loin 
d'être explicite dans les modèles de RNA (cf section 3.3.2), est nécessaire pour pouvoir 
utiliser le test de Pitman. Les résultats du test de Pitrnan sont présentés au tableau 5.8. 
ns indiquent que les modèles DN, GM HN et IN sont 6qWvaIents de point de vue de la 
difkence entre leurs prévisions, Rappelons que le même test de Pitman, utilisé pour 
tester Ia signification de la différence entre la variance des résidus des deux modèIes (Dr 
et Gr) de FTB a c o d i m 6  que le modèIe Gr est meilleur. 
Le test non paramétrique des rangs signes de Wilcoxon (Widcoxon, 1945) est 
aussi ut iW pour tester la différence entre les modèles DN, GM HN et ln- Le test de 
Wiicoxon teste Ia signincation de Ia différence absohe entre les canés des résidus : 
Tableau 5.8 : Rdsuitats de la comparaison par paires de modèles entre les six 
modèles de RNA proposés, utilismt Ie test de Pitrnau 
- 
(=) : la diff6rence entre les prévisions des modeIes comparés n'est pas significative, 
(-) : Ie modéle de [a ligne est meiHeur que celui de ta colonne, 
(+) : le modéîe de Ta coConue est meiIleur que cetui de la ligne. 
Les valeurs de corrélation significatives au niveau de 95% sont indiqu6es en gras. 
Il ne pose pas l'hypothèse de nomalit6 des résidus, mais fait les hypothèses mivantes : 
- la distriiution de la diff6rence absohe pil est symétrique, 
- les différences IDi( sont mutuenement indépendantes, 
- les ID,I possèdent la même médiane, et 
- la popdation des pi[ est continue- 
Les résultats du test de Wilcoxon sont identiques B ceux du test de P h a n  mis à 
part que Ie test de Wilcoxon mdÏqne pue Ie modèle GN est meilIeur que cehi de DM au 
niveau de signincation de 95%- Pour caIcuier Ia statistique du test de Wdcoxon, le rang 
des Dl est muItipiÏé par le &ne de Di- Le modèle Gnr a des erreurs de moindre 
amphde que celle de LIN, ce qui explique la différence des conclusions des tests de 
Pitmm et de Wicoxon. Néanmoins, si Ies hypothèses d'un test paramétrique sont 
respectées, celui-ci est plus performant que les tests non paramétnques. 
5.4 Comparaison entre les modèles de FTB et de RNA 
Les figures 5.20 de (a) à (0 iuustrent les prévisions produites par le modèles de 
FTB et de RNA du genre D, E, F, G, H et 1, respectivement. Eues proviennent des 
figines déjà présentks (figures 5.9 et 5.19). Le tableau 5.9 récapihile les indices de 
performance de tous les modèles qui ont W déjà présentes aux tableaux 5.3 et 5.7. 
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pour Ie modèle de type (a) 4 @) E, (c) F, (d) G, (e) Het (f) 1 
1975 t 980 1985 t 990 
Années 
+Valeurs observées - + - Vateurs prédides utilisant ie RNA - - dk - -Valeurs prédifies utilisant Ia R B  
i 
Fi- 5.20 : Compatai*son entre les prévisions utilisant les modèIes de FTB et de RNA 
. - -- - - -- - - - -- 
+Valeurs observées - +- Valeurs prédites utilisant le RNA - - * - -Valeurs préâiies utilisant la FTB 
Fimm 5- 1 I (suite) : Comparaison entre Ies prévisions utilisant les moddes de FTB et de 
RNA pour le modèle de type (a) D, (b) E, (c) F, (d) G, (e) H et (f) I 
Les concIusions suivantes sont tirées du tableau 5.9 et de la figure 520 : 
+ Les prévisions par Ies modèles de FTB sont presque d a i r e s  à celles obtenues par 
Ies modèles de RNA. Cette similarité est due à deux facteurs : 
- ltypothèse de linéarité de la relation entre les TSO choisies et la série 
d'ASSOUAN est une approximation acceptable. Ceci rejoint les concIusions de 
Bhatt (1 989). 
- les RNA ont besoin de plus de 50 données pour ddtecter la présence d'une 
composante non linéaire entre la sortie et les entrées. Les modèles construits de 
RNA fonctionnent plus daas la portion quasi linéaire de la fonction d'activation 
sigmoïde. En fait, les RNA sont surtout utilisés en hydrologie pour modéliser la 
relation non linéaire entre les précipitations et le et où les 
observations sont pIus abondantes. Fortin et al. (1997), dans leur revue 
bibüographique des méthodes de prévision des débits, exduent les RNA dans les 
prévisions des débits saisonnien ou annuels faute de données. Cependant, cette 
présente recherche montre que les RNA permettent d'obtenir des prévisions 
précises, pourvu que Ies précautions pour éviter Ie surapprentissage déjà 
mentio~ées au début de la section 5.3 soient intégrées. 
+ On remarque, quand même, que les modèIes de RNA sont Iégèrement plus 
performants que Ieurs homologues de FTB, surtout sur L'ensemble des tests sans 
l'année 1984. L'année 1984 est ua cas très différent de ce que les RNA ont connu 
dans I'ensernbIe d'apprentissage. Le seul modèIe de FTB qui soit supérieur est le 
modèle Jr avec un paramètre additionnel au septième delai associé à la série 
WRHOM. Les prévisions de ce modèle sont plus précises grâce à Ia forme de 
I'équation de prévision par FTB (bquation 3.25). L'opérateur autorégressif <D(B), 
qui mdtiplie les fondons d'impulsion-dponse, permet L'ntilisation des vdems des 
s6rÏes de variables exogènes à pIusieurs délais, sans pour autant augmenter le 
nombre de paramètres. C'est l'avantage des FTB sur Ies modèles ARMAX, que le 
NNARMAX g6nhiise. Cependant, si les relations entre les entrées et les somes ne 
toléraient pas une approximation liueaire, les RNA auraient été nettement supérieurs. 
4 Les REQM des modèles de FTB sont, en génerai, plus petits que ceux des modèles 
de RNA. Les prévisions par FTB sont conçues de manière à minimiser ce critère- 
Par contre, ies MPEA des RNA sont, en g é n u ,  plus petits que ceux de Fm. La 
transformation logarithmique de la sortie favorise les MPEA plus petits? car La 
diBirence entre deux logarithmes est équivalente à la diffërence entre les rapports 
des deux valeurs non transformées. 
+ La série de WRHOM semble dominer le comportement du RNA. L'ajout des autres 
variabIes exogènes n'améliore pas les indices de performance comme c'est le cas 
pour les modèles de FTB. Ceci provient du fait que le modèle DN de RNA, avec 
WRHOM comme unique variable exogène, sembIe être plus performant que son 
homologue de FTB. 
4 La figure 5.21 ilIustre une comparaison entre les prévisions des modèles Gr, JT et 
Gw On remarque que le modèle GN tend à avoir une prévision plus proche de Jr que 
de Gr. 
En f& la supériorité du modèle JT par rapport au modèle GN provient 
essentiefletnent de sa meilleure prévision de Ia crue de 1975, Si on d v e  cette 
année de l'ensemble test, Ies rédtats des indices de performance seraient pour Ie 
modèIe JT : REhQ= 3,811, MDA= 3,115 et MPE4 =(i, 853 ; et pour le modèk GN, Üs 
sefafknt : REMQ= 3,914 MDA= 3,042 et MPEA= 5,608. 
1975 1980 1985 1990 
h n h s  
+Valeurs observées 
- + - Vaburs prédites utilisant le moddle (G) de RNA 
- - 0 - -Valeurs prédites utiiïsant le modele (J) de 
- - O - -Valeurs préâites utilisant le modele (G) de FTB 
Fime 5.21 : Comparaison des prévisions utiIisant les modèles de FTB Gs et JT avec 
celles utilisant le modèIe de RNA GN 
Le tableau suivant (tableau 5.10) ilIuStfe une comparaison entre les modèles, 
proposés dans Ia présente recherche, et ceux publiés dans la Ettérature. Ces modèles 
sont tous conçus pour pr6dire soit les précipitations sm le haut plateau éthiopien (HPE) 
ou bien Ies écoulements du Ni principal ou un de ses tn%utaïress. Le tableau demontre 
sans éqyhoqye que Ies modèIes (en gras), proposés par Ia présente recherche, ont une 
perfomiance supénLeure aux autres modèles publiés. Le modèIe Jr est légèrement 
supérieur à celui de Seleshi (1997), tout en étant p h  parcimonieux et pIus 
vraisemblabIe du point de w e  des téIécomexÏons exploitées pour fins de prévision. 
Tableau 5.10 : Comparaison entre les modèles de la présente recherche et ceux publiés 
dans la iiaérature 
1 Modèle VarÏabre à prédire Variables explicatives 
Écoul. Ni princip. 
Écoui. Nü Bleu 
Écod. Atbara 
-- 
Indice de TSO 
Indice de TSO 
Indice de TSO 
r entre -27 et -,44 
r entre -32 et 4 7  
r entre -,3 7 et 4 4  
kera et al. 
(1997) 
Camber- - Indice de pression 









Ecoui. Nii princip. Indice de TSO 
Précip. HPE indice de TSO 
Précip. HPE Pression à Darwin 
- - Indices de TSO au 
Pacifique, Atlan- 
tique et ocban 
Indien 
- Pression a Darwin 
- Nbre, Taches 
solaires 
Indices de TSO su 
Pacifique et océan 
indien 
RNA ECOUL dVtC Nid 
princip. 
lndices de TSO au 
Pacifique et  oc6an 
[ndien 
5.5 Discussion 
L'analyse des prévisions calculées à l'aide des modèles de FTB et de RNA déjà 
mentionnées conduit aux remarques suivantes : 
+ Les r6suItats des modèles de FTB et de RNA sont similaires. Basé sur I'analyse 
présentée à la section précédente, on peut conclure que L'approximation linéaire de la 
relation entre les TSO à l'est du PacifÏque et la crue du Nil est justifiée à un degré 
acceptable de précision. 
+ La série WRHOM, représentative de L'ENSO, est la meilleure variable explicative de 
Ia sdie d'ASSOUAN. Eue est utilisée dans les modèles de FTB et de RNA de type 
D, G, H et I. En comparant Ies modéies avec WRHOM et ceux saos WRHOM 
(modèles de type E et F), on remarque que I'hcorporatÏon du signai ENS0 permet 
de suivre les fluctuations de la m e  du Nil. On remarque aussi que cette série seule 
ne pennet pas de prédire avec pr6cision la m e  du Nil. Cette remarque est en accord 
avec Eltahir (1996) et Amaresekera et al. (1997). La varÏabilité interannueile des 
débits du Nil est donc plus étroitement liée à la circulation zonaie (dite de Waiker) 
comme celle de L'ENSO. Ceci rejoint les conclusions de Camberlin (1997). La 
circulation zonaIe est liée à la pénétration boréaIe de la ZCXT, qui f& partie de la 
circulation mQidionale (dite de Hadey) (Huime, 1994). Ce Ken se fait via 
l'affaiblissement du jet tropical de I'est (JTE) aux hautes couches troposphériques. 
Un dépIacement mt5Ïdiona.i de 200 km de Ia trace au sol de la d a c e  de confIuence 
de la ZCïï se traduit par un déficit des précipitations de plus de 400 d a n  (Huime, 
1988 ; Hastemth, 1991). 
4 Le modèie de type E, qui a la série STHIND comme unique variable exogène, est 
visMement moins habiIe dans Ia prévision que Ie modele de type D. La séne 
SEDJD ne peut pas être &s€e comme valeur explicative urique de Ia s6rÏe 
ASSOUAN La même remarque s'applique à la série ATLNAM. 
Quand la série ATLNAMt qui est le meiIleur p&dicteur parmi les séries de TSO du 
sud de l'Atlantique, est incorporée aux modèles Ir ou IN, elle n'amdiore pas Ies 
prévisions produites par les modèles GT et GN (qui ont comme variables exogènes les 
séries WRHOM et STHIND). 
+ L'utilisation des deux prédicteun WRHOM et STHIND ensemble, dans les modèles 
de type G, I et J, permet de suivre les fluctuations de la crue du Nil et aussi de 
prédire cette dernière avec précision. L'ajout de STHIND '"ranme" la réponse des 
modèles avec WRHOM. Des recherches antérieures ont lié le forçage de l'ENS0 au 
Pacifique est avec un jet tropical de l'est (JTE) moins rapide et moins étendu (au 
troposphère élevé, 2OOhPa) (Moron et a', 1995; Trzaska et al., 1996b). Quand les 
anomalies de TSO de l'oc6an M e n  sont associées au forçage ENSO, 1'Atnque de 
l'est expérimente des anomalies importantes au bas troposphère (850hPa). Ces 
anomalies se reflètent en un flux de vent d'ouest augmenté (au nord du 15'- degré 
de latitude nord) et un flw de mousson affaibli, très marqué sur toute la région est 
afkicaine. Sans le forçage des TSO de l'océan indien, les anomalies de vent et de 
mousson sont beaucoup moins importantes (Trzaska et ai., 1996a). Ces constatations 
rejoignent parfaitement le comportement des FTB déjà présentées. 
+ Les modèles de FLa et de RNA semblent prédire moins bien Ia crue du Ni1 quand 
les séries de WRHOM et STHIND ont des valeurs proches de zéro et Ia série 
(L'ATLNAM a des valeurs élevées positives ou négatives. Ceci se produit aux 
années : 1938,1949,1958,1959 et 1984. Les années 1958 et 1959 appartiennent en 
fait à I'ensembIe des armées signaides par Tnaska et aL (1996a) où I'ENSO et 
I'océan Indien ont des valeurs faiales et 1'Atlmtique montre un rd'ioidissement. Les 
années avant 1950 sont peu étudiées en climatologie. La mawatse prévision de la 
sécheresse de 1984, identifiée comme une valeur abenante dans les modèfes de FTB 
et qui tombe & I'extckieur des Iunites de confiance de la prévision des modèles de 
FTB et de RNA, est due elIe aussi à une discordance entre L'ENSO et L'Atlantique. 
Pour cette année, les TSO de Ia région du Pacifique montrent un événement faible de 
type La-Nina, qui devrait être associé à une crue du Nil au-dessus de la moyenne. 
Cependant, l'Atlantique sud montre un événement fort de type El-Niao. Ce 
réchauffement excessif de 1'Atlantique a déclenché la sécheresse la plus forte sur 
tout te Sahel, la côte de Guinée aussi bien qu'en f i q u e  de l'est (Lamb et Peppler, 
1991). L'accord entre les TSO de i'Atlantique et Ia phase 'Yioide" de l'ENS0 
semble être ndcessaire pour produire une crue abondante du Nil. Cette remarque 
appuie les hypothéses de Nicholson (1997) qui, étudiant la variabilité de la 
pluviométrie au Sahel, conclut que les TSO de IyAtlantique sud modulent le signal 
'Yioid" de I'ENSO. L'incorporation de ce comportement dans un modèle 
stochastique de prévision ou dans une règIe de logique floue dans un RNA est une 
avenue de recherche intéressante. On remarque aussi que, pour Ies rnodèIes de type 
F, le coefficient de corrélation r, caIcul6 sur l'ensemble des années excluant 1984, 
est plus faible que le coefficient de corrélation calculé sur l'ensemble avec l'année 
1984 (cf. tableau 5.7). 
+ La mauvaise prévision de la crue de I'annke 1961 est due i un scénario différent : 
cette année a connu une hausse considérable du niveau du lac Victoria en été aux 
sources du Nil Blanc (Hydromet, 1984). Le résuitant a pu atteindre la 
station de jaugeage d'Assouan, malgr6 la présence des régions marécageuses (cf. 
section 2.3.2). Comme d6jà expliqué au chapitre 4, les variations au Nil Blanc ne 
sont pas considérées dans les modèIes étudiés, vu leur fiible importance pour la 




PERSPECTIVES DE RECHERCHE 
Au cours de notre travail de recherche, nous avons mis au point deux modèles de 
prévision des débits, dont la source est les précipitations en régions tropicales. Le 
premier est basé sur les fonctions de transfert avec bruit (FTB) et le second est basé sur 
les réseaux de neurones artificiels (RNA). La sortie de l'un ou I'autre des modèles est le 
volume cumulatif des apports naturels qui entrent dans un grand résenmir, soit le Haut 
Barrage d'Assouan (HBA). Les entrées des modèles sont les températures de d a c e  de 
I'océan (TSO) dans des régions déterminées ainsi que Ies volumes cumulatifs des 
apports naturels des années anterieures. Les deux modèles font ieurs prévisions à la fin 
du mois de juin, trois mois avant l'occurrence de la pointe de la crue qui a Lieu en 
septembre. Au début du mois de juillet, il n'existe pas assez d'informations dans les 
volumes de crue des années antérieures, ni dans les précipitations du mois de juin pour 
pouvoir prédire avec précision le volume cumdatifdes mois de juillet à octobre (comme 
déjà démontré au chapitre IV). Voilà pourquoi nous avons eu recours à une infionnation 
climatique, teiie que les TSO. 
Les résultats obtenus grâce aux modèles présentés dans cette thèse sont fort 
satisfaisants. Bien que i'utilisation des TSO ou d'autres indices ~Iimatiques, comme 
entrées des modèles de prévision des débits du Nil, ne soit pas récente (Wafker et Bliss, 
1932 ; BLiss, I932), Ies r6SUItats des modèles publiés dans la littérature indiquent <lue la 
variation des débits du NiI, expliquée par les indices climatiques, est entre 25 et 30%. 
Ceci est insuffisant pour bâtir un modèle fiable de prévision des de%* Les modèles, 
présentés dans cette thèse. riveIent des potentialités intéressantes. IIs parviennent à 
expiiquer 63% de Ia varÏation des débits, avec des coefficients de corréfation qui 
excèdent 485 entre les débits prédits et les d6bits observés et des erreurs relatives de 6% 
en moyenne. Comparée aux modèles de prévision d6jà publiés et utilisés, cette 
performance élevée est due à deux aspects innovateurs de cette thèse, Le premier se 
rapporte à un meilleur choix des prédicteun des volumes cumulatifs de la me,  basé sur 
les études récentes en climatologie. Le second se rapporte au choix des modéles plus 
appropnés à la problématique de prévision des débits en utilisant les prédicteurs 
climatiques comme entrées. Un important apport de notre thése est également la 
comparaison entre les fonctions de sansfert avec bruit (FTB) et les rdseaw de neurones 
aainciefs (RNA). 
Choir des indices climatiques 
Nos modères de prévision tiennent une de leurs origùialités dans I'utilisation de 
plusieurs indices climatiques comme entrées des modèles de prévision, tout en 
consenmit une explication physique du Lien entre les entrees et la sortie. En général, les- 
études précédentes utilisaient UIUqyement un indice de I'ENSO (El-Niao / Southern 
Oscillation) comme seul prédicteur des débits du Nil. Elles attribuaient la variation non 
expliquée des débits du Nil à des facteurs locaux indépendants des indices climatiques. 
Les conclusions de notre recherche confirment que L'ajout d'un indice climatique relié à 
l'océan Indien, qui est la source majeure d'humidité pour le bassin du Nil, améliore 
considérablement les previsions de nos modèles. La  moyenne des TSO à une région de 
I'océan Meri P la trace au sol de 170rigÏne du jet de Som& s'est avérée un bon 
prédicteur de la crue du Nii. Cet indice est une nouveauté pertinente de notre thèse. ff 
permet de raffiner Ies prévisions faites à I'nide d'un mod&le où seul un indice de 
I'ENSO est utilisé comme variable exogène. Ces conclusioas rejoignent les récentes 
dtkouvertes en cIimatoIogie comme déjà présenté au chapitre V. 11 est à noter que le 
choix des prédicteurs de TSO basé sur les études clunatoIogÎques est connmié par one 
4 y s e  de causaIjit6 statistique entre les prédlcteurs et Ies deOits du Nil. 
D'autre part, Ia pr6vision saisonni&, pour laquelle nous avons opté, constitue 
un raffinement du modèle. Les recherches précédentes reiiaient les indices de I'ENSO 
aux debits annuels du Nil. Ceci est en contradiction avec les découvertes 
climatologiques récentes qui démontrent la réponse contradictoire des débits annuels des 
deux tributaues majeurs du Nil au même forçage de I'ENSO. Les modèles, daborés 
dans cette thèse, pemettent de dissocier la contribution des deux sources du Nil par la 
prévision des débits de la saison de crue uniquement, ce qui représente une réponse 
cohérente au forçage de I'ENSO. 
L'utilisation des études diagnostiques en cIi~natoIogie a donc permis de 
constniire des modèles de prévision qui sont supportés par la physique des phénomènes 
générateurs des crues du NII, et par consdquent, Ies résuitats de ces madéles sont fiables 
et permettent, à leur tour, de valider les études climatologiques. 
Choir des modèles de prevision 
Les modéIes de fonctions de ûandert avec bruit (FTB) et de réseaux de neurones 
aainciels (RNA) sont utilisés pour la première fois pour prévoir directement les débits à 
partir des indices climatiques. La performance de ces modéles en prévision est 
nettement supQieure à celle des modèles de régression Linéaire. Les études, publiées 
dans la littérature, des téIéconnexions entre les de%its et les indices climatiques 
utilisaient en générai des modèles de régression linéaire simpIe et multiple. Ces 
modèles ne permettent ni de modéIiser parcimonieusement la structure dynamique de fa 
relation entre Ies variables d'entrée et de sortie' ni de modeliser la structure 
d'autocorréIation du bnùt par un modéle de type ARMA Par contre, ies fonctions de 
transfert avec bniit (lTB) permettent ceia et les réseaux de neurones artificieIs (RNA) 
sont une extensÎon des fonctions de traasfert en permettant une représentation non 
h6aire de Ia relation entre Ies entrées et Ia sortie, 
Pour démontrer la n6cessité de recourir à ces modèles plus cornpiexes, un 
modèle de ngression multiple est ajusté aux mêmes entrées et sortie (chapitre N). La 
moyenne des erreurs relatives de prévision du meilleur modèie de rbgression est de 83% 
avec un coefficient de corrdation de 0'8 entre les débits prédits et ceux observés. Les 
meiileurs modèles de FTB et de RNA ont un coefficient de corrélation entre Ies débits 
prédits et ceux observ6s qui s76lévent à 0 9  et une moyenne des erreurs relatives de 
prévision de 6% ; ceci constitue m e  amélioration importante de la fiabilité de nos 
modèles par rapport à celle obtenue par une régression Illiéaire. RappeIons que le 
pourcentage de Ia variance expliquée par les modèles publiés et utilisés reliant les 
indices climatiques à la m e  du Nil ne ddpasse pas 36%. 
L'analyse des résultats, surtout pour les années où les modèles donnent de 
mauvaises prévisions, permet de comprendre la dynamique de ['interaction entre les 
TSO à différentes régions et son impact sur la crue du Nil. Dans les années où le signd 
de l'ENS0 est faible ou dans la phase froide (Le. un Mnement de type La-Nina) et en 
même temps que l'Atlantique sud est chaud, Ies modéles décrits dans cette thèse ne 
donnent pas de b o ~ e s  prévisions. Le nombre d ' d e s  ou ceIa se produit (7 annees 
seulement çur un total de 70 années disponibles) est relativement petit pour pouvoir 
construire un modele statistique qui tient compte de cette discordance entre les différents 
océans. 
En conclusion, Ies modèIes de FTB et de RNA oflient un grand potentiel 
d'utilisation ophtionneue pour la prévision des apports naturels qui rentrent au 
réservoir du Haut Barrage d'Assouan, vu les résultats satisfaisants des modèIes et Ia 
connaissance de leurs limites. 
Comparaison entre les modéles de FTB et de RNA 
La comparaison entre les modèles de FTB et de RNA permet de tirer les deux 
concIusions suivantes9 qui s'appliquent B de nombreuses probMmatiques de prévision & 
moyen terme des de%its de fleuves tropicaux : 
+ Les résultats des modeles de FTB et de RNA sont similaires. Basé sur L'analyse 
présentée au chapitre V, on peut conclure que la relation entre les TSO dans l'est du 
Pacinque et la crue du Nil peut être approchée par une relation Linéaire à un degré 
acceptable de pdcision. 
+ Les modèles de FTB sont plus appropnds pour traiter le problème de la prévision des 
débits saisonniers à un horizon de trois mois, grâce à leur parcimonie, à L'existence 
de méthodes pour leur validation et sintout vu Ie nombre restreint de données qui 
désavantage la modélisation par RNA. Cela n'est vrai que si l'hypothèse de linéarité 
est acceptable. 
Perspectives de recherche 
Suite à notre travail, les perspectives de recherche se situent a deux niveaux : 
(i) introduire d'autres variabIes dimatiques exogènes pour prendre en compte 
d'autres facteurs, et 
(3 amdliorer les modèIes de prévision. 
En ce qui concerne les variables climatiques à introduire, on pourrait utiIiser 
i'dyse muitZvarZe pour detenniner sur I 'ock global les composantes principales 
reliées aux de%b du NÏI. On pounait aussi introduire les prédicteurs de la mousson de 
1'I..de, 
En ce qui concerne Ies modèIes de prévision, une alternative au modèie de FlB 
serait d'utiliser Ies moddes ARMAX non héaires et compara Ieur performance aux 
modèIes de RNA. Une amélioration des RNA serait de coastniire un RNA où les 
neurones ne sont pas compléternent connectés, avec une chision entre les variables 
exogènes et les composantes de délai. Une amélioration prometteuse serait aussi 
d'utiliser les types de RNA avec des règles de logique floue ( F m  Logic N e m l  
Networkr) qui permettraient de modéliser la dépendance des de%its du Ni1 au forcage de 
i'ENSO dans sa phase fioide sur l'état de I'Atiantique sud. 
La recherche en hydrologie globale et en hydro-climatologie ne fait que débuter. 
L'abondance des domies par satellites permettra une couverture plus globale, 
indépendante du trafic maritime, une numérisation instantant!e des données et par la 
suite, un actes quasi instantad à I'infonnation. Cette extension des séri-es temporelles 
ajoutera de la robustesse aux modèles et éliminera les influences transitoires. D'autre 
part, les progrès en cIimatoIogie thkorique et empirique ouvrent Ia voie vers une 
meilleure connaissance du système couplé océano-atmosphérique et surtout de sa 
composante hydrosphénque. 
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