The Simpson's 3/8 rule is used to solve the nonlinear Volterra integral equations system. Using this rule the system is converted to a nonlinear block system and then by solving this nonlinear system we find approximate solution of nonlinear Volterra integral equations system. One of the advantages of the proposed method is its simplicity in application. Further, we investigate the convergence of the proposed method and it is shown that its convergence is of order O h 4 . Numerical examples are given to show abilities of the proposed method for solving linear as well as nonlinear systems. Our results show that the proposed method is simple and effective.
Introduction
We consider the system of second kind Volterra integral equations VIE given by 
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Numerical solution of Volterra integral equations system has been considered by many authors. See for example 1-5 . In recent years, application of HPM Homotopy Perturbation Method and ADM Adomian Decomposition Method in nonlinear problems has been undertaken by several scientists and engineers 6-8 . HPM 8 was proposed by He in 1999 for the first time and recently Yusufoglu has proposed this method 9 for solving a system of Fredholm-Volterra type integral equations. Block by block method was suggested by Young 10 for the first time in connection with product integration techniques. On the other side, the engineers are facing certain challenges to deal with complexity and efficient mathematical modeling. Thus, there are several research have being carried out related to these problems. For example, more details on the modeling of complexity we refer to 11 , direct operational method to solve a system of linear in-homogenous couple fractional differential equations, see 12 and for a class of fractional oscillatory system, see 13 .
In this paper, we consider block by block method by using Simpson's 3/8 rule for solving linear and nonlinear systems of Volterra integral equations. And we make a block by block method comparison between our method and HPM.
This paper is organized as follow: in Section 2, we present some background material on the use of this method. In Section 3, we prove the convergence result. Finally, numerical results are given in Section 4.
Starting Method
Consider a system of nonlinear Volterra integral equations in 1.1 and further, we suppose that the system equation 1.1 has a unique solution. However, the necessary and sufficient conditions for existence and uniqueness of the solution of 1.1 can be found in 14 . The idea behind the block by block methods is quite general but is most easily understood by considering a specific. Let us assume that m 2 in 1.1 and use the Simpson's 3/8 rule as a numerical integration formulae. Let F i,j f i x j then
approximating the integrals by Simpson's 3/8 rule, we have
where
Further we also get
2.4
In order to evaluate the integrals on the right hand sides, we introduce the points x 2/3 2h/3, x 4/3 4h/3 and the corresponding values F 2/3 , F 4/3 and use the Simpson's 3/8 rule with step size 2h/3, then we gain 
2.7
Substituting from 2.7 into 2.5 we obtain the following values for F 1,2 , F 2,2 
2.8
Also we get 
where 
2.12
Substituting 2.12 into 2.10 , we obtain the following values for F 1,1 and F 2,1 : 
The General Scheme
Consider the system of VIE
Let 0 x 0 < x 1 < · · · < x N a be a partition of 0, a with the step size h, such that x i ih for i 0, 1, . . . , N. Then we can construct a block by block approach so that a system of p simultaneous equations is obtained and thus a block of p values of F is also obtained simultaneously. We put p 6 for simplicity. Setting x x 3m 1 in 3.1 we get
or equivalently
3.3
Now, integration over 0, x 3m can be accomplished by Simpson's 3/8 rule and the integral over x 3m , x 3m 1 is computed by using a cubic interpolation. Hence · · · k 2,2 x 3m 3 , x 3m 3 , F 2,3m 3 }.
3.9
Equations 3.4 -3.9 form a system with six unknowns for m 1, 2, . . .. In fact, we have six simultaneous equations at each step.
Convergence Analysis
In this section we investigate the convergence of the proposed method. The following theorem shows that the order of convergence is at least four. Proof . We have 
then from Gronwall inequality, we have
For functions k and f with at least fourth-order derivatives, we have R o h 4 and so ε m ∞ o h 4 and the proof is completed.
Numerical Results
In this section, some examples are given to certify the convergence and error bounds of the presented method. All results are computed using the well-known symbolic software Maple 12. Tables 1-3 show the obtained results for nonlinear examples and Tables 4-6 Example 5.1. Consider the following system 9 :
with the exact solutions f 1 x x and f 2 x x. In Table 1 we compare the errors e f 1 and e f 2 obtained using the present method and method in 9 . 
the exact solutions are f 1 x cos x and f 2 x sin x . The errors are given in Table 2 .
Example 5.3. Consider the following system 15 :
where the exact solutions are f 1 x sec x and f 2 x tan x . with the exact solutions f 1 x e −x and f 2 x 2 sin x . Table 4 shows the errors. the functions g 1 x and g 2 x are chosen such that the exact solutions are to be f 1 x cos x and f 2 x sin x . The errors are given in Table 5 .
