Abstract: Covering arrays are combinatorial structures which extend the notion of orthogonal arrays and have applications in the realm of software testing. In this paper we raise several new problems motivated by these applications and discuss algorithms for their solution.
There is a vast array of literature on covering arrays, and the problem of determining the minimum size of covering arrays has been studied under many guises over the past 30-40 years. A recent survey [ 8] with a comprehensive bibliography is available on the internet. For undefined terms we refer the reader to Colbourn and Dinitz [ 7] .
In this paper we discuss some generalizations of the problem of creating small covering arrays. Our motivation is from the area of software We also describe the software used to solve these problems and discuss the algorithms implemented.
THE PROBLEMS

Heterogeneous alphabets
In practice the number of values to be tested varies from parameter to parameter, and thus we need to study the problem of covering arrays with heterogeneous alphabet sizes. Some theoretical work [ 11] has been done recently on this problem, and there are some commercial covering array generators which generate arrays of this type (see e.g. [ 6] ).
The precise formulation of the problem is as follows: 
Embedding covering arrays
A third problem that arises in the real world is that of extending a given set of test vectors. Often the application has been tested in the past, and a set of regression tests has been used to guarantee compatibility and consistency with prior releases of the software. In this case we are interested in the minimal extension of a given array to achieve coverage of the t-tuples. (Curt Lindner is very fond of embedding problems -so this should be right up his alley.)
The embedding problem for a given positive integer t is to construct a covering array B of smallest size whose initial columns are precisely the columns of a given testing array A .
Minimizing covering arrays
A complementary problem is the construction of efficient regression test sets. Here one is given a t -covering array B , and one is required to find a smallest subset of the columns which retains the property of covering all the t-tuples.
The regression test problem is a special case of the classical set covering problem, which is known to be NP-complete. On the other hand, the standard covering array problem is a special case of the regression suite problem, where the input array A is just the universal array U of size i i g containing all the distinct column vectors.
Forbidden configurations
Another formulation of the regression suite problem comes from the socalled forbidden configuration problem.
The set of values used for testing a software component often contains one or two inadmissible data values. For example if a parameter was specified as taking positive integer values only, one might still want to test the software by inputting 0 or a negative number. One might also want the test vectors to contain not more than one inadmissible data value -so as to test the error handling of each parameter separately.
In general there may be an arbitrary set of column vectors which the tester regards as unacceptable members of a testing array. The forbidden configuration problem is specified by giving a testing array F of forbidden configurations, and asking for the construction of a covering array A which contains none of the columns of F . The problem has no solution if the complement, F , of F with respect to U is not a covering array.
The forbidden configuration problem for F is equivalent to the regression suite problem for F , and vice versa.
We have implemented heuristic solutions to these problems and made the software available on the internet for academic use. In the remainder of this paper we describe the software and the algorithms used to heuristically solve these problems. In the next section we summarize the results from the literature that we used.
BACKGROUND RESULTS
Elementary counting arguments show the following result:
, and hence
The following monotonicity results are used heavily in the heuristics for constructing covering arrays.
Lemma 3.2:
For all positive integer parameters, we have:
The construction of orthogonal arrays of strength t for alphabets of size g a prime power, shows that the lower bound of Lemma 3.1 can be met provided that the number of rows is not larger than 1 g . [ 14] give a construction for near optimal covering arrays using affine geometries over finite fields. It is one of the few constructions in the literature for covering arrays with heterogeneous alphabets. 
The size of the strength 2 covering array numbers are known precisely when all the domains are of size 2. This result was proved by Renyi using methods from extremal set theory. This result is actually couched in terms of the budget problem, in that it starts from a fixed number of columns and determines the maximum number of rows in a covering array of strength 2 over the binary alphabet. 
The following result (whose proof appears in [ 8] ) is a common generalization of the results of Tang and Chen [ 15] , Chateaneuf, Colbourn, and Kreher [ 4] , and Boroday [ 1] . It gives a method of squaring the number k of rows in a covering array of strength t while multiplying the number of columns by a factor dependent only on t and g , but independent of k . This factor is related to the Turan numbers ) , ( g t T (see [ 17] ) that are defined to be the number of edges in the Turan 
The following result is a doubling construction for covering arrays of strength 3 and 4. The result for strength 3 is due to Chateauneuf, Colbourn, and Kreher [ 4] , while the result for strength 4 can be found in [ 8] . 
THE ALGORITHMS
In this section, we discuss how the results presented in section 3 can be used and extended by heuristic methods to solve practical problems in the generation of covering arrays and the solution of the other problems described in section 2. All of these algorithms are available in the Combinatorial Test Services (CTS) package [ 9] which we have created.
We first discuss the construction problem for covering arrays.
The main methods used to construct covering arrays are the direct and recursive constructions given in Theorems 3.3 to 3.10, and these are realized by straightforward implementations of the construction and recursion algorithms. However, Lemma 3.2, the monotonicity lemma, often produces smaller arrays when the alphabet size is not a prime power or one less than a prime power (when Theorems 3.3, 3.5, and 3.7 are applicable).
We The resulting covering array is over a larger alphabet than required, and Lemma 3.2 can be used to reduce the alphabet sizes. When applying Lemma 3.2, we are also careful to remove any columns which contain fewer than t elements of the original alphabets, thus reducing the size of the array.
Another difficulty in programming the use of the results of Section 3 is in deciding which result to apply for any given parameter set, and which recursions to use. The CTS package tries several alternatives and chooses the smallest array that is constructed. Since all the algorithms are deterministic, the time involved in trying several alternatives is negligible.
In Section 5, Tables 1-3 we give the bounds on ) , , ( g k t CAN for 4 t produced by the CTS package. These results are almost always as good as the best theoretical results, the only exceptions being where special constructions have been used to give particular special case improvements. The other major difference between our approach and the theoretical approach is that not only does the CTS package provide the bounds, it also provides the array explicitly in several different formats. Other similar tables of results may be found in [ 4] , [ 15] , and [ 18] .
We deal with the testing budget problem using a similar approach. The CTS package first constructs a covering array, and then orders its columns in such a way as to maximize the incremental coverage achieved by each new column. It does not explore all possible orderings of the columns, but rather takes a greedy approach, selecting the next column myopically using an algorithm whose complexity is quadratic in the number of columns. For larger arrays we use a linear algorithm which achieves similar results.
The same heuristic is also used for the selection of a regression suite.
The CTS heuristic for the embedding of a testing array is different from that given by Cohen, Dalal, Fredman, and Patton in [ 6] and also from that of Lei and Tai in [ 10] . Assume that we are given an array, and we are required to add a new column. We first find the set of t rows with the largest number of missing t-tuples, and select one of the missing tuples as the values in those rows. We then rank all the remaining (row, value) pairs by computing t values, ( 1 1 0 ,... , rows. We then choose the (row, value) pair with the lexicographically maximum potential vector. If several pairs achieve the same maximum potential vector, we break the tie by a random choice among those pairs that achieve the maximum.
Despite the fact that the forbidden configuration problem is theoretically equivalent to the regression testing problem, in practice it is not. (I once asked Curt Lindner "What is the difference between theory and practice?" He answered: "In theory, there is no difference...") It all depends on the representation used for covering arrays and forbidden configurations. The CTS package does not implement a construction algorithm which takes into account forbidden configurations, but rather it provides services for deleting and perturbing columns which contain a forbidden configuration.
There are many open theoretical and algorithmic problems which remain to be tackled. We hope that this paper will inspire others to improve on our results.
The CTS package which implements our algorithms will probably be made available in object code form for academic use. The package contains complete documentation and header files for the use of our combinatorial testing services. [ 18] . We have extended the table to include the results of [ 6] and those of this paper. The IPO algorithm is reported in [ 10] , the TConfig algorithm is reported in [ 18] , the AETG algorithm is reported in [ 6] , and the last column, CTS, represents the results reported in this paper. 
NOTE ADDED IN PROOF
