In this paper we investigate the stability and instability of boundary layers of incompressible Euler equations.
Introduction
In this paper we study the stability of boundary layer type solutions for the 2D incompressible Euler equations @ t u + (u:r)u + rp = 0; (1) r:u = 0: (2) There are two main motivations for this study. First the Prandtl boundary layers which appear in the inviscid limit of the Navier Stokes equations have a size p where is the viscosity. Recent works 14], 15], 6] have shown that when the size of the layer is of order of the viscosity the layer is completely dominated by viscous e ects : if the layer is small enough it is stable, else it can be unstable (and is unstable indeed in some cases 14]). The size of Prandtl layer being much larger that , the viscosity is no longer able to stabilize by itself the layer and we have to nd a stabilizing e ect elsewhere, namely in the corresponding inviscid equations, in the Euler equations. Therefore we have rst to investigate the stability of boundary layer type solutions for the Euler equations, which is moreover a classical approach in Fluid Mechanics, see 7] , 20], 22]. The idea is the following : we physically know that the viscosity is not su cient to control Prandtl layer and that an eventual stabilization mechanism has to be found in Euler equations. Hence we rst ignore the viscosity and study the stability of inviscid boundary layers, before trying to add viscous e ects (which is a real di culty : as noticed by Rayleigh, viscosity can have a destabilizing e ect !). The methods of this paper will be applied to Prandtl layer in 13] (with weaker results). The second motivation is the study of the semigeostrophic asymptotic, which arises in the study of frontogenesis in Meteorology, following Hoskins 16] , which is a limit more complicated than that studied here, but which contains it as a particular case.
So let us turn to the stability of a solution u = (u 1 (t; x; y; y ); u 2 (t; x; y; y )) of (1,2) on T x R + y . It will be clear in the proof that the geometry of the domain is unimportant in the proof of the stability Theorems, which can be extended to R x R + y , to smooth exterior or interior domains. The dimension 2 is however crucial.
The study of the stability of pro les of the form (0; u 2 (t; x; y)) has a long story and began with Rayleigh (1880) who proved that a necessary condition for instability is that u 2 should have an in ection point. It was then sharpened by Fjortoft, Tollmien, Lin (see the books of P.G. Drazin and W.H. Reid 7] , L. Landau and E. Lifchitz 18] and H. Schlichting 22] ). Mathematically the problem has been investigated by V.I. Arnold who gives su cient conditions for the nonlinear stability of stationnary solutions of (1, 2) . Using the functionnal Notice however that this criterium does not apply in our case since r =r is neither positive nor negative. Moreover we would like to handle nonstationnary solutions. The prize to pay is that we get stability over times of order O (1) and not global stability. The paper is divided in two parts. In the rst one we prove stability results using an energy method when basically there is no in ection point in the pro le (the conditions are a little more technical). Namely let us assume (8) r:v = 0:
Theorem 1.1 (linear stability under assumption (H)).
Under assumption (H) there exists C(t) 0 depending only on u such that @ t I(t) C(t)I(t) + Z j curl wj 2 for every solution v of (8, 9 ).
Let us turn to the nonlinear equations @ t v + (u :r)v + (v:r)u + (v:r)v + rp = w; (10) r:v = 0:
(11) Let us assume moreover (H') which consists of (12) and (13) : j@ x @ y u j C exp(?y= ) + C exp(? y) for + ; (12) As an application of Theorems 1.1 and 1.2 we will justify asymptotic expansions of the boundary layer. Namely (16) for 0 < 1 and for every s.
Therefore the boundary layer has a completely regular behavior if initially there is no in ection point in it (more precisely if (H) holds true). This fact is physically well known. Similar theorems have been proved for the study of the inviscid limit of parabolic equations, in the noncharacteristic case in 14] and in the totally characteristic case in 12] . Notice that here the boundary layer is stable and survives over times of order O(1) whereas there is no dissipation mechanism and no viscosity. The layer is therefore purely inertial. Totally characteristic hyperbolic systems as noticed in the last section of 12] have a similar behavior : in this latest case boundary layers can survive because of a particular algebraic property of the coe cients of the system. The stabilization e ect is here much more complex. We refer to the beautiful mechanism suggested by Lin, as described for instance in 11] for physical insights.
In the second part of the paper we prove an instability result for a particular pro le having an in ection point. Namely we rst recall Theorem 1.4 (Rayleigh, 1894, revisited) .
There exists a sequence of stationnary solutions u of (1,2) and a solution v of (8, 9) 
for some positive constants C 1 and C 2 .
We then precise Theorem 1.4 in the following fully nonlinear instability result Theorem 1.5 (Nonlinear instability).
For every N and s arbitrary large there exists two solutions u and v of (1,2), u being moreover stationnary and smooth and having a boundary layer type The situation is therefore highly chaotic when there are in ection points in the boundary layer pro le : the smallest error on the initial data (measured in Sobolev spaces) leads to order one errors on the solution, even in very short times, of order o(1). We conjecture that the same pro le u would be stable over times of order O(1) if we consider analytic perturbations instead of perturbations with Sobolev regularity, since it will be clear in the proof that the instability comes from eigenmodes which are highly oscillatory in the x direction, with period , these eigenmodes being typically \killed" by any reasonable analytic type space (they are damped by a factor exp(?C= )). This remark is coherent and makes the link with the work 4] on the inviscid limit of Navier Stokes equations in an analytic framework.
Notice that the stability results are valid only in two space dimension, whereas Theorems 1.4 and 1.5 hold in fact in any space dimension.
After rescaling space and time by an factor as explained in section 6, Theorem 1.5 gives an example of stationnary solution of 2D Euler equations, in (C ?8 + C) Z j j 2 : Proof System (39,40) has a very deep structure (see 3] for other formulations, and in particular kinetic formulations). Let us extend u 1 and u 2 for x 2 T to x 2 R by periodicity, and let us introduce the characteristics X(t; x; y) and Y (t; x; y) de ned by @ t X(t; x; y) = u 1 (t; X(t; x; y); Y (t; x; y)); @ t Y (t; x; y) = u 2 (t; X(t; x; y); Y (t; x; y)); with X(0; x; y) = x and Y (0; x; y) = y and let u 1 (t; x; y) = u 1 (t; X(t; x; y); Y (t; x; y)):
Green functions
Then (39,40,41) can be rewritten 
Remarks
This Proposition holds in any space dimension. Notice the lost of one derivative in the estimate. This is a crucial point, probably the main di culty of (viscous) Prandtl equations. The proof fails when f depends on y ! Notice that if f = 0 the proof is completely \geometric" : X and u 1 are given explicitely, and Y can easily be deduced from the incompressibility condition. In general there is no global smooth solution since (44) can only be solved in small time. It is easy to construct explicit examples of solutions which blow up at a particular time. We refer to 8] for evidence of blow up for (viscous) Prandtl equations.
Linearized inviscid Prandtl equations
Let us turn to the study of 
Remarks
The proof is in fact more elaborate than the proof of existence for nonlinear inviscid Prandtl equations. This proof opens many interesting questions : rst is it crucial that u 1 and u 2 are solutions of (39,40) (notice that f must be independent on y, therefore we can not de ne f by (39) even if (u 1 ; u 2 ) is divergence free). Moreover there is again a lost of regularity in the solution, at t = 0 : is it possible to get this result with a \classical" energy method ?
Construction of an approximate solution
Notice that the pressure p also has an asymptotic expansion, namely The construction is classical (see for instance 11], 18]) and can be traced back to Lord Rayleigh 21] . We will however recall it since it is the rst step of the next section. First we rescale time and space according to t = t 0 and x = x 0 ; y = y 0 (62) and observe that equations (8, 9) are invariant under this change of variables. Letṽ l be a given pro le and let 
Proof
We split the proof in several parts. 
For A and B large enough, T " exists and is strictly positive. We want to prove that for a suitable choice of A and B, T " = +1, which would imply that (86) and (87) are global in time. Let us assume by contradiction that T " < +1.
Using (80) and (81) The function F is smooth in both variables and dF dc (0; c + ) 6 = 0 since c + is a simple root of F(0; c) = 0, therefore the application of the implicit function Theorem ends the proof.
Construction of an approximate solution
Let us turn to the proof of Theorem 1.5. The rst step is to construct an approximate solution. Let be small enough such that j2k=c 0 j > jk=c + (k)j, and let u = (ṽ ; 0). Notice that u is a stationnary solution of (1,2). We will build v starting from u and using several times (8, 9) and the estimates on this system given in section 7.1 in order to construct a very precise approximate solution to (1, 2) . The idea is to start from the instable mode v 0 described in the last section and to add corrective terms in order to get an approximate solution up to times of order log ?1 . is a sum of terms of the form R j1;j2 = < 0 (t; y) exp i(k j1; 1 + k j2; 2 )x ?i(k j1; 1 + k j2; 2 ) (t; y) exp i(k j1; 1 + k j2; 2 )x for some function , with (t; 0) = 0, j@ n y (t; y)j CC n exp(jkj=c 0 jt) exp(?k 0 y) and jk j1; 1 + k j2; 2 j jk if we assume (96) for j 1 < j and j 2 < j. But jjk=c 0 j j2k=c 0 j > jk=c + (k)j (provided is small enough), hence using (92), jjk=c 0 j > jk j1; 1 + k j2; 2 jj=c + (k j1; 1 + k j2; 2 )j. Proposition 7.1 then gives that the solution v j1;j2 of (102,103,104) is of the form 0 j1;j2 (t; y) exp i(k j1; 1 + k j2; 2 )x ?ik j1;j2 (t; y) exp i(k j1; 1 + k j2; 2 )x with j@ n y j1;j2 (t; z)j CC n exp(jkj=c 0 jt) exp(?k 0 y):
We will not detail more the proof. with independent on which ends the proof of Theorem 1.5 after scaling back by (62).
Proof of instability

