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Resumen
En la actualidad, la industria del automóvil utiliza cámaras y técnicas de visión para integrar
funcionalidades avanzadas que asisten a las personas durante la conducción. Sin embargo, la in-
vestigación en vehículos autónomos supone un paso más allá de los sistemas ADAS y es un área
de gran interés tanto en el sector académico como industrial. Son muchos los desafíos que surgen
a raíz de las plataformas robóticas autónomas en escenarios urbanos, debido principalmente a
su complejidad en cuanto a la estructura de la escena y a los participantes dinámicos (peatones,
vehículos, vegetación, etc.). Por este motivo, proveer a dichas plataformas de las capacidades
para el entendimiento de escenas es un objetivo esencial, ya que las cámaras captan las escenas
3D de forma muy similar a como es percibida por una persona. De hecho, la necesidad de realizar
entendimiento de escenas 3D, ha provocado un creciente interés en el etiquetado conjunto de
los objetos y la estructura de la escena. Concretamente, con el objetivo de inferir la geometría
y otra información semántica relevante en entornos urbanos. En este aspecto, esta Tesis aborda
dos desafíos: 1) la predicción de la geometría de intersecciones de carreteras y/o calles y, 2) la
detección y la estimación de la orientación de coches, peatones y ciclistas. Para llevar a cabo
dicho etiquetado automático, se extraen distintas características visuales de imágenes estéreo
pertenecientes a la base de datos pública conocida como KITTI. En consecuencia, para inferir
los objetos y las intersecciones en escenas de carretera, esta Tesis propone un aprendizaje super-
visado de modelos discriminativos, haciendo uso de técnicas robustas de “aprendizaje máquina”
para recolectar la información relevante de las características visuales.
Para llevar a cabo la primera de las tareas, se emplean mapas 2D de ocupación, que se
construyen a partir de las secuencias estéreo capturadas por un vehículo en movimiento en
una ciudad de tamaño medio. En base a estas imágenes de vista de pájaro, se propone una
parametrización para carreteras rectas y otra para intersecciones de 4 vías. A su vez, las
dependencias entre las variables aleatorias discretas que definen dicha geometría se representan
mediante Modelos Gráficos Probabilísticos. A continuación, el problema se formula como una
predicción estructurada, utilizando Conditional Random Fields (CRF) para el entrenamiento
y convex Belief Propagation (dcBP) y Branch and Bound (BB) para realizar inferencia. La
validación de la metodología propuesta se realiza mediante un conjunto de pruebas a partir
de imágenes reales e imágenes sintéticas con diferentes niveles de ruido aleatorio. Además se
incluye un análisis de las dificultades observadas para el caso de escenas reales, ya que, estas
imágenes recuperadas de las secuencias estéreo presentan unos mapas de ocupación dispersos y
ruidosos.
x Resumen
En relación a la detección y la estimación de la orientación de objetos en scenas de carretera,
el objetivo de esta Tesis es competir en el desafío internacional conocido como KITTI evaluation
benchmark, que anima a los investigadores a avanzar el estado del arte actual en métodos de
reconocimiento visual, y en particular para el entendimiento de escenas 3D urbanas. Esta Tesis
propone modificar el detector de objetos basado en partes y ampliamente conocido como DPM,
con el propósito de aprender modelos mejorados a partir de datos 2.5D (color y disparidad). Por
este motivo, se revisa el planteamiento del DPM, que está basado en descriptores HOG y “mix-
ture models” que se entrenan mediante “latent SVM”. En base a ello, esta Tesis realiza una serie
de modificaciones sobre el método DPM: I) Se extiende el proceso de entrenamiento del DPM
para adaptarlo a las nuevas “3D-aware features” diseñadas. II) Se realiza un análisis detallado
del aprendizaje paramétrico supervisado para distintas configuraciones. III) Se introducen dos
planteamientos adicionales con el objetivo de mejorar la detección de objetos: “whitening” de las
características visuales y análisis de consistencia entre las vistas estéreo. Adicionalmente, a)
se analiza la base de datos de imágenes KITTI y detalles importantes en relación al protocolo de
evaluación; b) un largo conjunto de experimentos de validación cruzada muestran el rendimiento
de las contribuciones propuestas y se comparan contra una línea de base que usa DPM y, c)
finalmente, los resultados de nuestra propuesta se publican en el ranking de la web de KITTI,
siendo el primer planteamiento que se publica basado en datos estéreo, obteniendo una mayor
precisión en la detección de coches (3%-6%) y consiguiendo el primer puesto para la detección
de ciclistas.
Palabras clave: detección de intersecciones, CRF, detección de objetos, DPM, datos 2.5D.
Abstract
Nowadays, vision sensors are employed in automotive industry to integrate advanced func-
tionalities that assist humans while driving. However, autonomous vehicles is a hot field of
research both in academic and industrial sectors and entails a step beyond ADAS. Particularly,
several challenges arise from autonomous navigation in urban scenarios due to their naturalistic
complexity in terms of structure and dynamic participants (e.g. pedestrians, vehicles, vegeta-
tion, etc.). Hence, providing image understanding capabilities to autonomous robotics platforms
is an essential target because cameras can capture the 3D scene as perceived by a human. In fact,
given this need for 3D scene understanding, there is an increasing interest on joint objects and
scene labeling in the form of geometry and semantic inference of the relevant entities contained
in urban environments. In this regard, this Thesis tackles two challenges: 1) the prediction of
road intersections geometry and, 2) the detection and orientation estimation of cars, pedestrians
and cyclists. As source of data for these semantic labeling tasks, different features extracted
from stereo images of the KITTI public urban dataset are employed. Then, in order to predict
the objects and intersection layouts in road scenes, this Thesis proposes a supervised learning
of discriminative models that rely on strong machine learning techniques for data mining visual
features.
For the first task, we use 2D occupancy grid maps that are built from the stereo sequences
captured by a moving vehicle in a mid-sized city. Based on these bird’s eye view images, we
propose a smart parameterization of the layout of straight roads and 4 intersecting roads. The
dependencies between the proposed discrete random variables that define the layouts are repre-
sented with Probabilistic Graphical Models. Then, the problem is formulated as a structured
prediction, in which we employ Conditional Random Fields (CRF) for learning and convex Belief
Propagation (dcBP) and Branch and Bound (BB) for inference. For the validation of the pro-
posed methodology, a set of tests are carried out, which are based on real images and synthetic
images with varying levels of random noise. Besides, we include an analysis of the difficulties
observed when employing the sparse and noisy grid maps recovered from stereo images.
In relation to the object detection and orientation estimation challenge in road scenes, this
Thesis goal is to compete in the international challenge known as KITTI evaluation benchmark,
which encourages researchers to push forward the current state of the art on visual recognition
methods, particularized for 3D urban scene understanding. This Thesis proposes to modify the
successful part-based object detector known as DPM in order to learn richer models from 2.5D
data (color and disparity). Therefore, we revisit the DPM framework, which is based on HOG
features and mixture models trained with a latent SVM formulation. Next, this Thesis performs
xii Resumen
a set of modifications on top of DPM: I) An extension to the DPM training pipeline that accounts
for our contributed 3D-aware features. II) A detailed analysis of the supervised parameter
learning for different setups. III) Two additional approaches are presented with the aim of
improving object detection: “feature whitening” and “stereo consistency check”. Additionally,
a) we analyze the KITTI dataset and several subtleties regarding to the evaluation protocol; b)
a large set of cross-validated experiments show the performance of our contributions against a
baseline DPM approach and, c) finally, our best performing approach is publicly ranked on the
KITTI website, being the first one that reports results with stereo data, yielding an increased
object detection precision (3%-6%) for the class ’car’ and ranking first for the class ’cyclist’.
Keywords: intersections layout, CRF, object detection, DPM, 2.5D data.
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Chapter 1
Introduction
- Robotic traffic agent: “Didn’t you see the cyclist?”.
- Autonomous vehicle: “There was a human-driven car
partially occluding my sight”.
- Pedestrian: “I’m disoriented. Could anybody provide
an understanding of this scene?”
A science fiction Tale? by J. Javier Yebes.
Probably, this science fiction tale may become a reality in the next 20 or 30 years, in
which, assisted by robotic platforms, road fatalities in urban and interurban environments
could asymptotically approach to zero and autonomous navigation would dominate our mo-
bility patterns. Actually, the uncertainty and freedom of human decision-making (but also
governed by laws and rules) cause risks and reliability at the same time. Therefore, as
many times devised in books and films, could we live in a world fully dominated by ma-
chines in a total reliable way? We do not know yet, although autonomous or driverless ve-
hicles [Google, 2011, MRG Oxford, 2012, Broggi et al., 2013] have arrived and will be present
in the market within the next years. However, many challenges remain unsolved and the only
way of imagining a robotic world is through an intermediate step: the co-existence of autonomous
and non-autonomous robotic platforms.
(a) Google’s car (b) Google’s self driving tests
Figure 1.1: Current 3D scene understanding for autonomous vehicles. The images have been
obtained from [Google, 2011].
In relation to autonomous navigation, having huge mapping data and relying on GPS is not
enough, because of the constant need of accurate map updates, the loss and limited precision of
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GPS signal and the dynamic changes of the environment. Indeed, man-made environments use
to be very dynamic, i.e. moving vehicles, pedestrians, cyclists, urban structure and road changes,
traffic signals modifications, etc. On the other hand, the basic human sensory sources while driv-
ing are the eyes and brain training, i.e. the visual perception of the scene and the previous knowl-
edge about traffic rules, etc. Hence, providing image understanding to autonomous vehicles and
robots in general, is a key issue that the research community and the industry have been recently
working on and will continue doing [Buehler et al., 2009, DARPA RC, 2013, Geiger et al., 2014].
Figure 1.2: Current 3D scene understanding for autonomous vehicles. Ground truth labeled
objects from [KITTI, 2012].
Figure 1.3: Current 3D scene understanding for humanoid robots. Sample scenario from the
DARPA Virtual Robotics Challenge [Molinos et al., 2013].
The improvements in vision sensors, their price and size reduction, added to the progress in
Machine Learning (ML) and Computer Vision (CV) approaches, have increased the appealing
of vision systems to the industry and research community. In addition, providing 3D scene
understanding and extracting useful semantic information from images require the employment
of CV and ML advanced techniques, which allow to learn descriptive models from large datasets
and to infer about objects and scene layout from new images. Two main branches can be
distinguished1: unsupervised or supervised learning [Bishop, 2006]. The first one is able
to cluster or to estimate the distribution density of the training samples without the need of
manually labeled or annotated data. However, the supervised approach grants the definition
1There are also many approaches in the literature that are categorized outside of supervised and unsupervised
methods. More specifically, they are usually framed under reinforcement and semi-supervised learning. However,
they will not be treated in this Thesis.
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of error measurements from the valuable annotations, favoring the learning of semantics from
complex and real scenes, which added to the current availability of varied and large-enough
annotated datasets, makes supervised learning an important field of research. This Thesis
chooses this approach to solve object and scene layout prediction tasks. The section below gives
a general introduction to ML concepts for supervised learning and inference from visual data.
1.1. Supervised Learning and Inference of semantic information
The general goal of image analysis and computer vision is to extract some interpretable or
high-level information from matrices of numbers, which are the images. This yet undiscovered
semantic information that has its origin in the 3D scenes captured by any imaging sensor, which
is in turn approached by light rays traversing an optical lens, is in the form of pixels. Indeed, this
is a nice idea for digitizing our human memories and surroundings with the aim of permanently
saving them, preventing the risks of photo paper corruption along the time. However, this has
opened infinite possibilities for image enhancing and “on purpose” picture modification with
editing programs [Adobe, 2014]. This could be viewed as an initiatory supervised machine
intelligence where specific algorithms equalize, blur, blend, stitch, filter, resize or, in general,
retouch an image under the manual supervision of a human. However, the role of Machine
Learning is beyond the previous idea and it is, actually, an horizontal discipline aimed at learning
from data.
Teaching machines to differentiate semantic entities (e.g. scene layout and objects in our
case) from a bunch of pixels is a state-of-the-art challenge [INRIA, 2012], which regards finding
the appropriate representations, variables and structures to build a model relating the image
data to the high-level information, i.e. road intersections layout, objects category, location
and orientation in our case. The intermediate representations are commonly visual features in
the form of engineered computations on the image pixels like color spaces, edges, gradients or
more complex local and global descriptors [Lowe, 2004, Oliva and Torralba, 2001]. Typically,
the variables can be separated in observed (image or visual features), output (e.g. object class)
and auxiliary (sometimes latent or hidden), while their interactions are reflected in the model
structure [Nowozin and Lampert, 2011].
Moreover, recognizing patterns in data can be done supervisedly when the image dataset is
annotated such that the input variables (e.g. images) are related to the output variables (e.g.
category) with known labels, i.e. the dataset is provided with a ground truth. On the contrary,
unsupervised ML techniques cluster unlabeled samples in search of some dominant patterns or
distributions in the data. Finally, there is also a semi-supervised strategy when there are some
missing or noisy labels and a reinforcement learning where the algorithm searches for the optimal
outputs depending on a set of defined rewards. [Duda et al., 2001].
Therefore, the supervised learning of parametric models, which is the case for the models
presented in this Thesis (Chapters 3 and 4), consists in estimating and adjusting the values of a
fixed number of parameters from labeled data, i.e. the KITTI image dataset [Geiger et al., 2012].
This process, also known as training the model, relies on pattern recognition and statistical tech-
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niques [Bishop, 2006], which allows to learn complex relationships between the visual data and
interest variables. In order to encode these interactions between observed and unknown variables,
Probabilistic Graphical Models (PGM) provide a concise representation that could describe a fam-
ily of probability distributions and their dependencies in a graph [Koller and Friedman, 2009].
More specifically, the methodologies proposed in this Thesis are based upon discrete models de-
fined by undirected graphs (also known asMarkov Random Fields (MRFs)) constructed by hand
(which required deep knowledge and domain experts advice). The parameters of the structured
model can be learned via Conditional Random Fields (CRF) or Structured Support Vector Ma-
chines (SSVMs) [Nowozin and Lampert, 2011, Hazan and Urtasun, 2010] through the definition
of the corresponding loss functions and optimization algorithms. Moreover, these discriminative
approaches make predictions based on modeling conditional distributions, which implicitly in-
volves the need of taking decisions based on P (Label|Data), as opposed to the generative models
that try to learn the distribution P (Data|Labels).
Once the model is defined and the parameters are learned, the inference (or also called
testing) step consists in effectively predicting the labels for the output variables given
new measurements or observed data. Message Passing [Bishop, 2006] and Branch and
Bound [Lampert et al., 2009] are examples of approximate and exact inference algorithms that
estimate the labels of the random variables defined in a graphical model. Hence, this grants to
machines the capacity of extracting useful semantic information and 3D scene understanding
from numeric matrices such as images.
Usually, the training is carried out as an oﬄine process (but can be also approached as an
incremental learning), while the testing can be done online. In fact, the ultimate goal is to
learn a model that can be applied in real-time or interactive systems for the service robotics or
the autonomous vehicles. This Thesis studies and proposes machine vision systems which can
be integrated as market products in the near future. However, all the research work reported
in this document has intensified on the supervised learning and inference techniques for object
and scene layout prediction, leaving the technological transference to the application-oriented
research projects and to the specific collaborations with industry.
1.2. Research questions
The aim of this section is to highlight and summarize the motivations, research hypotheses
and approaches of this dissertation. First of all, Fig. 1.4 depicts the gist of this Thesis as a word
map that presents the concepts introduced before. In fact, the research work in this Thesis con-
tributes to the state of the art in 3D scene understanding for autonomous robotics platforms.
Particularly, in two challenges: 1) the prediction of road intersections geometry and, 2) the de-
tection and orientation estimation of cars, pedestrians and cyclists. For automatically labeling
the road scene and the road users, the goal of this Thesis is to learn and infer this semantic in-
formation using different features extracted from stereo images (2.5D data) of the KITTI public
urban dataset [Geiger et al., 2012]. Then, two methods for supervised learning of discrimina-
tive parametric models will be presented: CRF [Hazan and Urtasun, 2010] and Discriminative
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Part-based Models (DPM) [Felzenszwalb et al., 2010b]. For inference, three methods will be em-
ployed: distributed convex Belief Propagation (dcBP) [Schwing et al., 2011], Branch and Bound
(BB) [Lampert et al., 2009] and the DPM detector [Felzenszwalb et al., 2010b]. Moreover, the
intersection and object models will be described as PGMs [Koller and Friedman, 2009] and they
will be validated on real images employing a thorough set of experiments.
Figure 1.4: Word map depicting the gist of the Thesis.
In brief, the contributions of this Thesis are divided in two main blocks corresponding to the
two challenges mentioned above.
1. Different parameterizations of discrete random variables are proposed to describe the
geometry of intersections from bird’s eye view images, i.e. occupancy grid maps from
stereo sequences. Particularly, several discriminative models are studied for straight roads
and 4 intersecting roads, which are an alternative to the seminar generative approach
in [Geiger et al., 2011a]. The parameters of our graphical models are learned with CRFs
and the labels from the random variables are predicted with dcBP and BB.
2. For the object detection and orientation estimation tasks, this Thesis proposes the first
approach employing stereo data in the international challenge known as KITTI evaluation
benchmark [KITTI, 2012]. The part-based object detector known as DPM is revisited
and modified in order to learn richer models from 2.5D data (color and disparity). In
particular, I) the DPM training pipeline is extended to account for 3D-aware features,
II) a detailed analysis of the supervised parameter learning is provided and, III) two
additional approaches are explored: “feature whitening” and “stereo consistency check”.
Additionally, a detailed review of the KITTI dataset statistics and the subtleties of the
evaluation protocol are studied.
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1.3. Organization of the Dissertation
The remainder of this dissertation is organized as follows: the state of the art is discussed
in Chapter 2. Then, the supervised learning methodologies of the parametric models for object
and scene layout inference are presented. In particular, Chapter 3 describes how to infer road
intersections from bird’s eye view perspective images formulating the problem as a structured
prediction. This proposal is fully demonstrated on synthetic images with noise and the challenges
of real data are also addressed. Chapter 4 studies the supervised learning of a state-of-the-
art part-based object detector, contributing with new features based on 2.5D data (color and
disparity) and the additional tunning of the training pipeline to favor better learned parameters.
Next, in Chapter 5, the KITTI image dataset is reviewed and a large set of experimental results
for the object detection and orientation estimation challenge are included, with a special focus
on the evaluation protocol employed for comparison. Moreover, it shows the results published
on the KITTI benchmark website [KITTI, 2012]. Finally, Chapter 6 concludes the dissertation
with the main contributed approaches and results, as long as the identified future guidelines.
Chapter 2
State of the Art
Nowadays, vision sensors are employed in automotive industry to integrate ad-
vanced functionalities that assist humans while driving. During the last years, a big
research effort has been made to design and study Advanced Driver Assistance Systems
(ADAS) [González et al., 2013, Daza et al., 2014] and autonomous vehicles [Geiger et al., 2014]
that rely on cameras as sensing technology and source of data [Sivaraman and Trivedi, 2013].
On the contrary, other sensing modalities as Global Positioning System (GPS), Light Detec-
tion And Ranging (LiDAR) and Radio Detection And Ranging (RaDAR) have a well-established
market as on board integrated systems for navigation, active safety and primary obstacles de-
tectors [Lissel et al., 1994, Sukkarieh et al., 1999, Autoliv, 2014], yet information fusion is an
open field of research [Matzka et al., 2012, Erbs et al., 2013]. In this context, the Defense
Advanced Research Projects Agency (DARPA) Urban Challenge [Buehler et al., 2009] was a
breakthrough for autonomous vehicles, in which the competitors (e.g. [Urmson et al., 2007,
Montemerlo et al., 2008, Kammel et al., 2008]) based their systems on manually labeled maps,
aerial imagery, GPS signal, RaDAR sensors and accurate and expensive LiDAR devices. How-
ever, vision cameras and image processing techniques were almost not employed for real obstacle
detection and environment perception, relying on the data from several RaDAR and LiDAR sen-
sors. This technological approach has also been followed by the well-known existing Google’s
car in order to accurately perceive the 3D environment, while an on board camera is in charge
of traffic lights detection.
So far, autonomous navigation on highways and non-naturalistic pathways (lacking re-
alistic numbers of vehicles, obstacles, pedestrians, urban structure, etc.) has been effectively
demonstrated with the above DARPA-UC approaches. However, urban scenarios remain a
big challenge due to their naturalistic complexity, GPS signal loss and the need of very accu-
rate maps which are also impractical. Hence, providing image understanding capabilities to
autonomous vehicles will be an important part of the solution in urban environments because
cameras can capture the 3D scene as perceived by a driver, who performs a local navigation
based on the scene features, while global waypoints can still be established by other navigation
techniques. In addition, given this need for 3D scene understanding, there is an increasing in-
terest on joint objects and scene labeling [Wojek and Schiele, 2008, Geiger et al., 2011b] in the
form of geometry and semantic inference of the relevant entities contained in urban environ-
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ments. Consequently, this Thesis tackles both challenges of object and scene layout estimation
from images. More specifically, the inference of road intersections geometry and the detection
and orientation estimation of cars, pedestrians and cyclists with respect to the vehicle.
With regard to visual perception in robotics, the tasks of autonomous navigation
and recognition of places and objects are receiving a lot of funding and research interest
around the world. In particular, the DARPA Robotics Challenge (DRC) [DARPA RC, 2013]
is an open competition that concerns robot systems and software teams to build robots ca-
pable of assisting humans in responding to natural and man-made disasters. It is focused
on the development of humanoid robots with the aim of operating in rough terrain and aus-
tere conditions, where many tasks has to be solved, but regarding to visual recognition, the
following tasks can be pointed out: environment perception, mapping and navigation plan-
ning [Molinos et al., 2013]. In parallel, there is also a great interest in service robotics, e.g. to
aid the visually impaired [Alcantarilla et al., 2012] and to track people indoors for robot-human
interaction [Munaro and Menegatti, 2014]. All these robotic applications can be benefited from
the theoretical and practical concepts presented in this Thesis. Indeed, they also require an
image understanding of the surroundings and they pose similar challenges under the assumption
of moving robotics platforms.
On the other hand, the improvements in camera features, their price and size re-
duction, added to the progress in machine learning and computer vision approaches for
robotic platforms, have increased the appealing of vision systems to the service and mili-
tary robotics, the automotive industry and the research community. Imaging devices pro-
vide a higher level of abstraction and semantic information more natural to interpret by hu-
mans compared to other sensors, e.g. guiding visually impaired users [Rodríguez et al., 2012],
assisting in catastrophes [Molinos et al., 2013], intelligent parking [Toyota, 2014], light-
beam [Alcantarilla et al., 2011], autonomous vehicles [Geiger et al., 2014], etc.
The extraction of this high level information involves many challenges on image scene
understanding in order to obtain more precise data that can leverage the autonomous driving
platforms and assistance systems. These challenges may include and are not limited to object
detection under occlusion [Pepik et al., 2013, Hejrati and Ramanan, 2012], estimation of objects
orientation on 3D scenes [Pepik et al., 2012a], detection at far distances [Park et al., 2010], de-
termining geometric layout of the scene [Wojek et al., 2013, Geiger et al., 2011b], dealing with
varying illumination conditions [Milford and Wyeth, 2012], appropriate modeling and paramet-
ric learning of complex scenes [Zhu et al., 2012] and large-enough and naturalistic datasets.
As a matter of fact, a lot of research effort lies on the existence of public datasets
and common evaluation metrics for advancing the performance of visual recognition
systems. There are many benchmarks, some of them also widening to a higher num-
ber of categories non-restricted to road environments, like Caltech-101 [Fei-Fei et al., 2004],
Pattern Analysis, Statistical Modelling and Computational Learning (PASCAL) Visual Object
Classes (VOC) [PASCAL VOC, 2012], EPFL Multi-view car [Ozuysal et al., 2009], Middelbury
stereo [Scharstein and Szeliski, 2001], ETH Multi-Person [Ess et al., 2008] and MIT-CSAIL La-
belMe [Torralba et al., 2003], among others.
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This Thesis employs the recent KITTI Vision Benchmark Suite [Geiger et al., 2012], which
provides a wide set of video sequences and stereo images (in color and gray-scale) of road scenes
captured from a vehicle in urban and inter-urban naturalistic environments. The images are split
in different challenging benchmarks for the tasks of stereo reconstruction, optical flow, visual
odometry/Simultaneous Localization And Mapping (SLAM), object evaluation, object tracking
and road segmentation. All datasets are provided with ground truth labeling plus common
evaluation protocols to engage labs and researchers on pushing forward the state of the art
in visual recognition systems for robotic applications and autonomous/intelligent vehicles. In
addition, the KITTI autonomous driving platform provides positioning data from an inertial
navigation system (GPS/IMU) and dense 3D point clouds from a Velodyne Laserscanner. They
are used for the annotation of the images (object bounding boxes labeling, tracklets, loop closures
and fine-grained odometry, etc.) and are also available to be employed in new systems and
method proposals. However, the contribution of this Thesis is specifically on the use of stereo
images for 3D scene understanding based on the supervised learning of complex models to infer
objects and layout on road scenes.
In the next section, an overview of the computer vision trending topics is introduced, which
is followed by the literature relating the two challenges addressed along the Thesis, i.e. scene
layout inference (Section 2.2) and objects detection and orientation estimation (Section 2.3).
2.1. Trending topics in computer vision
Within the computer vision area, three trending topics can be identified from the state of
the art of the IEEE Conf. on Computer Vision and Pattern Recognition 2013. This helps to
depict a general view of the research work carried out in this Thesis encapsulated in the main
vision branches under research and to set the basement for future guidelines.
1. RGB-D sensor data is currently the feed for many papers [Jiang and Xiao, 2013] in order
to parse the images into its constituent objects, which is tightly related to the affordable
Microsoft’s Kinect [Microsoft, 2014] and Asus Xtion [Asus, 2014] color and depth sensors
for indoor environments and the emergent Time of Flight cameras [Jiménez et al., 2012].
Outdoors, LiDAR [Velodyne, 2014] is still the most reliable device for 3D point cloud
registering, but stereo vision cameras are a more cost-effective an easy to integrate solution.
Therefore, this Thesis contributes to the current state of the art that relies on 2.5D data
(color and disparity) obtained from stereo images and, particularly in this case, available
in the public dataset [KITTI, 2012].
2. Mid-level patch discovery is a recent idea starting to be exploited with different ap-
proaches, which basically intends to discriminate image patches (e.g. object parts) that
can be learned from large datasets, constraining the patches to be the most informative
ones [Maji and Shakhnarovich, 2013]. This Thesis studies a parametric part-based model
that is supervisedly learnt from a large naturalistic urban dataset for object detection and
orientation estimation. However, future guidelines also point out to research proposals for
unsupervised learning [Singh et al., 2012].
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3. Deep-learning and feature learning are complex and highly dimensional problems
being under active research in the computer vision community [Sermanet et al., 2013]
and also supporting the unsupervised fashion of directly learning from readily-available
unlabeled data. In fact, feature learning substitutes the common engineered visual fea-
tures such as HOG [Dalal and Triggs, 2005], SIFT [Lowe, 2004], SURF [Bay et al., 2008]
in search of automatic learned features that better describe the appearances in 3D scenes.
This would be a natural line to evolve current versions of featured-based approaches as
the ones presented in this Thesis.
2.2. Scene layout: inferring road intersections
Lane estimation and road detection for assisting drivers have been under active research dur-
ing the last years [McCall and Trivedi, 2006, Danescu and Nedevschi, 2009], typically for lane
departure warning. In fact, this is a mature research line that very recently has been success-
fully extended to onboard smartphones [Bergasa et al., 2014]. Beyond it, there has also been
an increasing interest on automatically estimating the shape and geometry of intersections from
moving vehicles with different approaches: detection and tracking based on a previously digi-
tized map [Gengenbach et al., 1995], classification of intersections shape and road edges tracking
employing color appearance [Rasmussen, 2003] and a more complete urban scene understanding
from image superpixels [Ess et al., 2009].
The capability of detecting intersections in urban environments can lead the recognition of
other semantic entities like pedestrian crossings, traffic lights, etc. Besides, intersections cor-
respond to places where navigation decisions must be made, thus, it is of great interest for
autonomous driving. [Geiger et al., 2011a] introduced a generative model for 3D urban scene
understanding to estimate the geometry and topology of intersections and other traffic seman-
tics. This approach employed a set of bird’s eye view perspective images (or occupancy maps)
built from stereo sequences captured by a moving vehicle in a mid-sized city of Germany. Static
(occupancy grids from 3D voxelized scenes) and dynamic (3D flow vectors) features were used to
learn non-parametric data distributions, which dependencies were defined with a Bayesian net-
work. Alternatively, [Singh and Kosecká, 2012] presented a street intersection recognizer based
on a boosting classifier where the feature vectors were defined as a normalized histogram of
five pixel-wise labels from the urban scenes. In this case, the authors employed omnidirectional
images making use of the different views to obtain several sources of appearance and geometry
information of a given location.
Inspired by [Geiger et al., 2011a], we also support the idea of in-vehicle integration of the
cost-effective stereo-vision sensors. Despite the higher noise and weaker depth information at
larger distances compared to LiDAR, they are more appealing to industry. Hence, the in-
herited difficulties while employing stereo data have to be solved by applying probabilistic
models that account for uncertainty and by the application of learning algorithms that cap-
ture patterns from stereo data. Inferring the intersections geometry from stereo-vision occu-
pancy maps is a very challenging task due to the sparsity of the 3D maps reconstructed from
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stereo video sequences and the uncertainty associated to the disparity measurements. How-
ever, occupancy grids have been largely used for obstacle detection and driving assistance
in the context of robotics and autonomous navigation [Thrun, 2003], e.g. for estimating the
free space ahead [Badino et al., 2008], for estimating the grid in combination with optical flow
cues [Braillon et al., 2008] and to provide useful information for obstacle detection and also
tracking [Nguyen et al., 2012] in urban environments.
On the other hand, 3D scene understanding has become a key component in autonomous
driving and robotics applications with the aim of estimating the spatial layout in man-made
environments [Tretyak et al., 2012]. In [Gupta et al., 2010], the urban scene layout is recov-
ered through a set of 3D blocks with volume and mass that are governed by physical and
geometric rules. This approach does not achieve a metric reconstruction but a qualitative and
globally-consistent scene from single images, which provides a semantic understanding of the
environment. In relation to indoor scenes, [Wang et al., 2010] tackles the room layout predic-
tion in the form of faces (walls, floor, ceiling), adding some latent variables that account for
the clutter usually present in the rooms (furniture, etc.). The problem is formulated as a dis-
criminative structured prediction in which the 3D parametric box that best fits the room is
selected from a discrete space of hypothesis. Actually, indoor scenarios can be more tightly
constraint with the “box” idea [Hedau et al., 2010], which assumes the Manhattan World where
three dominant and orthonormal vanishing points can be reliable determined. Hence, the room
and objects faces are modeled as 3D boxes aligned with these dominant directions. Going beyond
these works, [Gupta et al., 2011] proposes a proof-of-concept for the modeling of human-scene
interactions, jointly estimating the scene geometry and human poses in workspaces.
Summarizing the above paragraph, this human-oriented viewpoint and the Manhattan-world
assumption allow to infer additional semantics from daily environments considering monocu-
lar images and physical world constraints. Similarly, the goal of this Thesis is on providing
semantic and geometric information to autonomous robotics platforms, but navigating in dy-
namic and naturalistic urban scenarios. We make use of the stereo information as the single
source of data to predict the road intersections layout based on geometric constraints without
the Manhattan-world assumption and without any map priors. In addition, we learn a para-
metric discriminative model (as opposed to the generative approach of [Geiger et al., 2011a]),
inspired on the discriminative 3D indoor scene understanding of [Schwing et al., 2012] and the
room faces of [Wang et al., 2010]. According to it, the intersection layout will be described as
an undirected graphical model of discrete random variables, which poses a structured prediction
problem where the parameters are learnt with a CRF [Hazan and Urtasun, 2010]. We also make
use of the integral geometry idea [Schwing and Urtasun, 2012] to efficiently compute the features
of the scene and to allow the decomposition of the CRF potentials. However, as the Manhattan
World assumption does not hold, we define variables encoding the angles of the streets but also
the intersecting points, because the vanishing points are unknown, as it will be explained in
Chapter 3.
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2.3. Object detection using Part-Based Models
Nowadays, 3D scene understanding is viewed as a joint problem where the prediction of scene
structure and the semantic entities on it can be thought as a symbiosis, in which both inference
problems can benefited from each other. Autonomous vehicles and personal robotics are the
direct areas of application for indoor and outdoor environments [ICCV Workshop, 2013] and
this Thesis intention is to also contribute to this research line. Previously, the main reference
works on scene layout prediction have been reviewed, with the focus on the open problem of
road intersections prediction. This section inspects the main related works on object detection
and it is divided in three subsections: object detection and the part-based model employed as
baseline; additional works extended to 3D reasoning and improved implementations and, finally,
related literature on the use 2.5D data (color and disparity).
2.3.1. Object detection and DPM
Object detection from images has been under active research since 1970s and closely re-
lated to the beginning of computer vision a decade before. Actually, the early work on pic-
torial structures and spring-like object parts [Fischler and Elschlager, 1973] has motivated the
flourishing of several approaches for visual recognition of objects that have been tested on
a common and well-known benchmark [Everingham et al., 2010, PASCAL VOC, 2012]. For
example, Bag of Features (BoF) approaches [Yebes et al., 2011] were fruitful multi-class cat-
egorization algorithms applied to natural scenes and intelligent vehicles. However, they had
the shortcoming of not predicting the object location, despite the proposal of spatial pyramid
matching [Lazebnik et al., 2006]. This was solved by another remarkable approach: Multiple
Kernels [Vedaldi et al., 2009] also employing visual words, but combined with additional features
and a three-stage classifier for locating and classifying objects. A different approach based upon
compositional models [Malisiewicz et al., 2011] announced the novel Exemplar-SVMs trained
from only one positive example and millions of negative ones. This work supported the idea of
direct association between object detections and the training exemplar such that any meta-data
attached to the exemplar could be transferred to obtain better scene understanding beyond the
2D bounding boxes.
However, given the strong research interest on the object classes ’Car’, ’Pedestrian’ and
’Cyclist’ for autonomous navigation in urban areas [ICCV Workshop, 2013], the main challenge
is at increasing the hit ratios and reducing false positives in complex, dynamic and naturalis-
tic urban scenarios [KITTI, 2012]. Indeed, pedestrian detection has received a lot of attention
in order to reduce road fatalities and it is an area with many contributed works during the
last years [Dollár et al., 2012]. Despite the advances for this extent, the generalization towards
recognizing wider sets of road participants (cars, trucks, cyclists, etc.) has motivated the ap-
plication of successful object detectors to the road scenario [Geiger et al., 2011b], where LiDAR
data can be used for labeling the ground truth and camera sensors can provide the input data
for recognition, as they are cheaper and easier to integrate in the autonomous vehicles of the
future.
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Considering that, this Thesis contributes to the state of the art about Part-Based detectors
by the addition of 2.5D sensor data (color and disparity) and tackles the object detection and
orientation estimation challenge posed in [KITTI, 2012]. The baseline for comparison is the
original Discriminatively Trained Part-Based Models (DTPBM) [Felzenszwalb et al., 2010b] or
commonly referred to as DPM in the literature. It classifies and locates objects at different
scales based on a pyramid of appearance features, i.e. a scale pyramid of modified Histogram
of Oriented Gradients (HOG) descriptors [Dalal and Triggs, 2005] and it has been successfully
tested on PASCAL challenges [PASCAL VOC, 2012] and applied to many other works and
datasets, showing outstanding performance in 2D bounding boxes inference for object detec-
tion and classification, but also in segmentation, person layout and action classification tasks.
Besides, it received a ”Life Achievement Prize” for its contribution to community and its free
distribution [Felzenszwalb et al., 2010a].
Regarding to the application of part-based models, [Geiger et al., 2011b, Geiger et al., 2012]
made an adaptation of DPM for the object detection and evaluation challenge [KITTI, 2012].
Basically, they discretized the number of possible object orientations, i.e. 16 bins for cars, so
that, every component of the mixture model corresponded to one orientation. Besides, they
enlarged small examples by factor 3 and harvested random negatives from positive images,
keeping for training only those negatives with a bounding box overlapping less than 20% with a
positive label. Two versions (supervised and unsupervised) were reported on [KITTI, 2012] and
they are the baseline precision-recall curves for the experiments in Chapter 5. The goal of this
Thesis is to provide further evidence of the supervised learning with DPM while adding 2.5D
cues from disparity maps, such that better precision-recall curves can be obtained.
In [López-Sastre et al., 2011], mDPM was evaluated for object category pose estimation
where some supervised adaptations were proposed: fixing the latent component to the object
pose available in the ground truth, removing bilateral symmetry and developing a modified
training pipeline that regarded the coordinate descent algorithm and the selection of nega-
tives examples from opposite views. Despite their improvement in orientation estimation tested
in four different datasets, they only employed visual features from color images and KITTI
could not be compared concerning the joint challenge on detection and orientation estima-
tion. Thus, this Thesis provides results and a discussion applying some of the suggestions
from [López-Sastre et al., 2011] while employing both color and disparity features on KITTI
urban scene stereo images.
On the other hand, a new approach (OC-DPM) for explicit occlusion reason-
ing [Pepik et al., 2013] based on the DPM framework, has recently reported increased ratios,
both in object detection and orientation estimation of cars [KITTI, 2012], but employing 12 view-
points instead of 16. This is actually a very promising approach to overcome the missed detec-
tions and false positives of DPM over KITTI. However, despite the benefits of occlusion modeling,
it is not yet clear whether the improvements came directly from it or due to the decreased num-
ber of viewpoints. A similar approach is also supported by [Hejrati and Ramanan, 2012] that
proposed the detection and analysis of the geometric 3D configuration of objects in real-world
images with heavy occlusion and clutter but tested on PASCAL cars [PASCAL VOC, 2012].
Their model reasons about 2D and 3D shapes and 3D viewpoints, which requires learning local,
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global and relational structures and parameters, but again, based only on color images. One
remarkable difference is that the space of object viewpoints is not discretized, as opposed to
previous methods. Moreover, their approach relies on landmark appearance and global visibility
changes.
2.3.2. Extensions of DPM: 3D reasoning and efficient implementations
Although the explicit 3D reasoning about objects and the computationally-efficient imple-
mentation of DPM are out of the scope of this Thesis, the following paragraphs introduce some
noticeable proposals on these topics, which can inspire future guidelines.
Extending DPM to account for 3D peculiarities of the objects in the scene can leverage the
semantic image understanding and it is, actually, a recurrent topic in computer vision and object
modeling. However, very recently, several works have appeared in the literature that formulate
varied solutions building over DPM. [Pepik et al., 2012b, Pepik et al., 2012a] have proposed an
object detection and orientation estimation as a structured prediction problem that can learn
from 3D geometric constraints with the support of Computed-Aided Design (CAD) models.
Thanks to this synthetic data, the model is able to account for 3D deformable parts, whose
locations are consistently estimated across viewpoints. However, the experiments do not show
relevant improvements in the 2D bounding box inference and achieves state-of-the-art results
in parallel tasks as wide-baseline matching, yielding more interesting contributions towards 3D
object models, explicit 3D reasoning and fine-grained viewpoint estimation in these contexts.
More complex and futuristic methods have devised a higher level of abstraction, i.e. to
include a 3D cuboid model [Fidler et al., 2012], in which DPM is extended in the features
and filters size to learn objects 3D location and orientation from monocular images. The au-
thors propose a deformable 3D cuboid composed of faces and parts, which are both subjected
to deformations with respect to the anchors in the cuboid (stitching points). Alternatively,
in [Wang et al., 2013], a joint object detection and occlusion reasoning approach is formulated
as a novel structured Hough voting scheme for indoor environments extracting visual features
from RGB-D data.
Differently, the reduction of the high computational requirements of DPM has been stud-
ied in [Kokkinos, 2012b, Kokkinos, 2012a, Kokkinos, 2011], which presented an efficient object
detection with an algorithmically enhanced version of the objects image search inside DPM,
comparing BB [Lampert et al., 2009] and Cascaded Detectors [Viola and Jones, 2001a]. An-
other efficient approach [Dubout and Fleuret, 2013] has described a general and exact method
to speed up the DPM by a reduction of the computational cost of the convolutions between the
model parameters and the features at multiple scales. In particular, the authors have proposed
to use the properties of the Fourier transform demonstrating its effectiveness. Similarly, there is
a very recent work on fast computation of feature pyramids [Dollár et al., 2014] reporting sig-
nificant time savings during training with a slight decrease in detection performance. Certainly,
in relation to hardware acceleration, [Hirabayashi et al., 2013] has implemented DPM on GPUs
to parallelize and accelerate its computation for real-time applications, in which smartphones
or other camera sensors can remotely connect to a cluster of servers for object detection.
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Finally, due to the great activity in this research field, the DPM has been very recently
outperformed by the feature pooling approach [Benenson et al., 2013], which relaxes the fixed
cell griding of the original HOG proposal to learn more representative features from color and
gradients. This work also involves a higher hypotheses space with a costly training process in
memory, CPU and time. Besides, this is complemented in the paper with a thorough evaluation
of feature selection, preprocessing and training methods, yielding impressive results compared
to other state-of-the-art methods. Consequently, providing flexibility to features shapes is a
promising approach according the results presented by Benenson et. al.
2.3.3. Using color and disparity. Features and approaches
DPM relies on the HOG visual features computed from color images to learn the appear-
ance patterns of objects. These features have been widely employed since the seminar pa-
per [Dalal and Triggs, 2005] in conjunction with a linear SVM classifier. The image patch under
analysis is divided in squared cells of fixed size and a histogram of color gradients is calculated
and normalized depending on neighboring blocks. Typically, the alternative visual features on
image classification and image matching have been based upon the computation of keypoints
and their associated descriptors [Lowe, 2004, Bay et al., 2008]. Since all these works, several
extensions have been proposed showing improved results in several tasks, but in general terms,
they can not be applied to every vision problem with a granted level of success. In fact, there
is an open discussion on which approach would be the best one: better features and more data
or better models and learning algorithms [INRIA, 2012, Zhu et al., 2012]. The experiments on
this Thesis contribute to extract some useful knowledge in this regard.
In relation to HOG extensions, 3DHOG [Kläser et al., 2008] was devised as a spatio-temporal
descriptor based on HOG and the extraction of interest points with the Harris3D detector. The
authors formulated the problem of binning 3D gradients using convex regular polyhedrons,
applying the algorithm to action recognition in videos. Similarly, we will extend the HOG
features to account for disparity gradients that can provide a 3D notion of the scene. However,
we formulate an atemporal problem in 2D, based on the feature vector length and the model
complexity rather than 3D vectors.
In line with the recent wave on feature learning, [Ren and Ramanan, 2013] proposes the
new features called Histogram of Sparse Codes (HSC) that are not engineered as HOG, but
learned from data. Dictionaries are learned from data with K-SVD and per-pixel sparse codes
are aggregated to form local histograms. The authors pose the question on whether we may
already be saturating the capacity of HOG and they show that HSC outperforms HOG on top
of common baselines like DPM. However, this approach requires very large feature vectors (the
original 32 of HOG vs 300 of HSC), which causes feasibility problems for training. In this Thesis,
the longest extended HOG vectors that will be tested have 92 elements.
With the aim of combining color and disparity cues for pedestrian detection,
[Walk et al., 2010] proposed the HOS and DispStat features. The first one based upon the
HOF-like feature by [Rohrbach et al., 2009] extracted from the depth field, but in the case of
HOS, it was directly computed on the disparity map. The second one (DispStat) based on a sim-
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ple average of disparity values in a HOG cell. Their experiments showed a lower miss rate when
concatenating several features (HOG + HOF + HOS + DispStat), which suggests the benefits
of adding depth/disparity cues for the pedestrian detection problem. Inspired by this work, the
application of longer features combining color and disparity have not been tested on more ob-
ject classes. Hence, this Thesis extends the research to additional classes (cars and cyclists), for
object location and orientation estimation and employing a larger dataset [Geiger et al., 2012].
A different fusion of intensity and depth [Makris et al., 2013] integrates both sources of data
in a probabilistic framework during detection. The whole approach is based on a dictionary (or
BoF) of SIFT local features and a part-based model. Although the work shows comparative
performance values against DPM, the gains for occluded vehicles are minor and the precision
decreases for unoccluded ones. However, compared to the same approach without disparity
features, the main conclusion is that stereo measurements help to discard object parts out of
the vehicle’s depth vicinity. This matches our intuition of the possible benefits while adding
disparity features to DPM.
Moreover, the use of disparity as an additional feature in outdoor environments can provide
enriched measurements, but also carry uncertainty (larger at farther distances) and outliers
(due to occlusion, disparity estimation errors and the sparsity of the disparity maps). Several
methods have been proposed and are under research for a fine-grained and reliable disparity
map computation [Mattoccia, 2013], which usually include a left-right consistency check when
matching features or blocks between the left and right frames of the stereo rig. This opens
the question of whether a “married matching” based on epipolar geometry constraints can yield
lower number of false positives that improves the object detector performance. Consequently,
this Thesis carries out a set of experiments on the left-right simultaneous detection idea.
In relation to previous proposal, [Bao et al., 2012] introduced the object co-detection to
match an object instance in multiple views by measuring appearance consistency between ob-
jects parts and geometry of the same object in different images, but no disparity information
was employed, though. For the specific task of object detection using stereo images, the re-
sults published in that work show increased average precision compared to DPM for the tested
datasets. Another related approach, presented the concept of 3D scene-consistency for the stereo
matching [Bleyer et al., 2012], applied to the pixel-wise labeling task (or object segmentation)
in the PASCAL challenge [PASCAL VOC, 2012]. Basically, it jointly estimated objects labels
and disparities by minimizing a defined energy function given some physical constraints, which
accounted for 3D reasoning. As can be seen, mixing color and disparity appearance for object
recognition is a topic of a great interest and in this case, constraining to 3D scene physical rules.
Similarly, we will make use of the epipolar geometry for 3D scene-consistency.
An even greedier approach [Roig et al., 2011] proposed a multi-object detection for a multi-
camera system with consistency checks between views, in which a CRF was defined to model
the objects occlusions and interactions between views, while the underlying class detectors were
based on DPM [Felzenszwalb et al., 2010b]. Although tested on urban environments for the
same object classes contained in this Thesis, the fixation of the cameras in urban structure
provided a background subtraction prior, helping the inference tasks. On the contrary, inferring
objects from moving platforms involves changing background, which increases the complexity.
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Finally, the scaling of disparity values to accommodate to the objects height variances de-
pending on their depth in the scene, is also an important issue pointed in [Walk et al., 2010,
Helmer and Lowe, 2010]. In the first citation, disparity is scaled depending on the ratio of the
current object hypothesis and a reference height for the object class. The latter work is applied
to indoor environments to detect small objects for mobile robotics. It employs a disparity prior
that accounts for depth and scale agreement of the bounding box, leading to a reduction in the
false positives and increased scores for the correct detections. Following the same considerations
when computing the disparity features proposed in this Thesis, we also demonstrate the benefits
of adding this scaling to increase object detection ratios.
2.4. Overview
On the next pages, three tables provide schematic details of the main literature reviewed
along this Chapter. More specifically, Table 2.1 summarizes the state-of-the-art works in au-
tonomous navigation and recent ADAS systems, which are the motivation for this dissertation.
The table indicates a variety of sensors employed in different state-of-the-art systems and au-
tonomous vehicles. In the second column (’vision’), several refers to distinct cameras around
the vehicle, while mono and stereo are related to monocular or stereo vision systems without
differentiation between grayscale or color modalities.
Next, Table 2.2 depicts indoor and outdoor scene understanding approaches from vision
sensors, in relation to our urban scene layout prediction of road intersections. The approaches are
categorized as generative, discriminative or alternative non-probabilistic methodologies. Besides,
the learning and infering algorithms are also indicated on the table.
Finally, Table 2.3 gathers related works for the object detection and orientation estimation
challenge [KITTI, 2012] in three main aspects: extensions and other approaches on the successful
DPM part-based detector, complex 3D object reasoning and the addition of disparity data for
image understanding. Besides, due to the large variability of approaches, validation datasets
and features, a set of brief comments have been attached to the table to highlight the main
characteristics of every work.
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Table 2.1: Brief review of the state of the art in ADAS and autonomous navigation
Reference Vision GPS IMU LiDAR RaDAR SoNAR Observations
[Lissel et al., 1994] no no no no yes no Car applications with RaDAR sensors
[Sukkarieh et al., 1999] no yes yes no no no Sensors fusion applied to autonomous land vehicles
[Sotelo et al., 2006] stereo no no no no no ADAS. Pedestrian detection from stereo images
[Urmson et al., 2007] stereo yes yes yes yes no Tartan racing team entry in the DARPA-UC
[Montemerlo et al., 2008] stereo yes yes yes yes no Stanford racing team entry in the DARPA-UC
[Kammel et al., 2008] no yes yes yes no no AnnieWAY’s team entry in the DARPA-UC
[Buehler et al., 2009] stereo yes yes yes yes yes Book of the 2007 DARPA Urban challenge
[Google, 2011] stereo yes yes yes yes no Google autonomous car
[Matzka et al., 2012] stereo yes yes yes yes yes Sensor fusion for automotive vision systems
[Geiger et al., 2012] stereo yes yes yes no no KITTI vision benchmark
[Dollár et al., 2012] mono no no no no no ADAS. Pedestrian detection survey
[MRG Oxford, 2012] several yes yes yes yes no RobotCar autonomous and electric vehicle
[Erbs et al., 2013] stereo no no no yes no
Fusion of image, depth and radar data for semantic
segmentation
[Sivaraman and Trivedi, 2013] several no no no no no Review on recent monocular and stereo detection sys-
tems from vehicles in road scenarios
[González et al., 2013] mono yes no no no no ADAS. Traffic panels recognition
[Broggi et al., 2013] several yes yes yes no no Braive autonomous car
[Daza et al., 2014] mono yes no no no no
ADAS. Fusion of indicators for driver drowsiness de-
tection
[Geiger et al., 2014] stereo yes yes yes no no 3D urban scene understanding
[Autoliv, 2014] no no no no yes no ADAS. Commercial system for obstacle detection
[BMW, 2014] several yes no no yes no
ADAS. BMW Intelligent parking, driving and vision
commercial systems
[Toyota, 2014] mono no no no yes yes ADAS. Toyota Intelligent parking also based in ultra-
sonic sensors
Table 2.2: Summary of the indoor and outdoor scene layout prediction approaches
Reference Scene Data Approach Learning Inference Observations
[Gengenbach et al., 1995] outdoor mono
Kalman
tracking
- -
Recognition of intersections and
lane structures
[Rasmussen, 2003] outdoor polycam discriminative SVM SVM
Road intersections detection via
shape analysis
[McCall and Trivedi, 2006] outdoor
several
sensors
feature
extraction
and tracking
- - Road lanes detection-and-tracking
[Badino et al., 2008] outdoor stereo generative
distributions
modeling
dynamic
programming
Estimation of navigable space from
stochastic occupancy grids
[Danescu and Nedevschi, 2009] outdoor stereo particle filter - - Probabilistic lane tracking
[Ess et al., 2009] outdoor mono discriminative AdaBoost Boosting
classifier
Urban scene classification: road
users and layouts based on super-
pixels analysis
[Gupta et al., 2010] outdoor mono generative -
interpretation
by synthesis
Urban blocks governed by physical
and geometric constraints
[Wang et al., 2010] indoor mono discriminative SSVM ICM
Room layout prediction of the walls
and furniture faces in cluttered
scenes. Based on vanishing points
[Hedau et al., 2010] indoor mono generative
logistic
regression
exact
Room geometry with ’Manhattan
world’ assumption
[Geiger et al., 2011a] outdoor stereo generative
distributions
modeling
MCMC
Intersections geometry and topol-
ogy with a complex probabilistic
framework
[Singh and Kosecká, 2012] outdoor omnidir. discriminative boosting boosting Semantic urban layout and streets
intersection classification
[Tretyak et al., 2012] outdoor mono discriminative
Probabilistic
Hough
discrete ap-
proximation
Estimation of spatial layout in man-
made environments
[Schwing et al., 2012] indoor mono discriminative SSVM, CRF dcBP
3D indoor scene understanding with
structured prediction
[Schwing and Urtasun, 2012] indoor mono discriminative SSVM, CRF BB 3D indoor scene understanding with
exact inference
[Bergasa et al., 2014] outdoor several
sensors
events
detection
and tracking
- -
Lane departure warning on an on-
board smartphone
[Geiger et al., 2014] outdoor stereo generative
distributions
modeling
MCMC
3D outdoor scene understanding.
Joint scene and objects labeling
ours outdoor stereo discriminative CRF dcBP, BB
Urban scene layout. Inferring
road intersections
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Table 2.3: Summary of the literature in object detection and related approaches
Reference Data Method Objects Dataset Observations
[Fischler and Elschlager, 1973] mono Pictorial structures and
dynamic programming
faces own First proposal of visual
recognition with object parts
connected by ’springs’
[Lazebnik et al., 2006]
color, weak
features, SIFT
Spatial Pyramid Matching several Caltech,
others
Object classification and
location estimation
[Kläser et al., 2008] color, 3DHOG spatio-temporal descriptors
from 3D gradients
actions video
datasets
Action recognition in videos
with the 3DHOG descriptor
[Vedaldi et al., 2009] color, SIFT,
others
linear and non-linear kernel
SVMs
several PASCAL Object classification with
visual words and a 3-stage
classifier
[Everingham et al., 2010] color Visual Object Classes
challenge
several PASCAL Object recognition benchmark
[Walk et al., 2010]
stereo color,
HOG, HOF,
HOS, DispStat
Color and disparity features
and combining different
classifiers
pedestrian ETH, TUD New features with color and
disparity plus classifiers
combination for pedestrian
detection
[Malisiewicz et al., 2011] color, HOG Exemplar SVMs several PASCAL Object detection training with
a single positive sample.
Meta-data for scene
understanding
[Yebes et al., 2011] color, SIFT,
SURF
Bag of Features several Caltech,
others
Multiple object classification
applied to occupants
monitoring
[López-Sastre et al., 2011] color, HOG mDPM car
ICARO,
EPFL,
PASCAL
Object category pose
estimation
[Geiger et al., 2012] stereo color KITTI Vision Benchmark
car,
pedestrian,
cyclist
KITTI Complex, dynamic and
naturalistic urban scenes
[Dollár et al., 2012] color Survey of state-of-the-art in
pedestrian detection
pedestrian several ADAS. Pedestrian detection
survey
[Bleyer et al., 2012] stereo color 3D-scene consistency and
stereo matching with GMMs
scene Middlebury Joint pixelwise object
segmentation and depth
estimation
[Pepik et al., 2012a] color, HOG 3D deformable part models,
CRFs
car PASCAL,
EPFL
3D CAD models of objects
and geometric constraints
[Hejrati and Ramanan, 2012] color, HOG DPM, MRFs and 3D models car PASCAL 3D objects shape and
geometry from monocular
images. Continuous objects
viewpoint space
[Kokkinos, 2012a] color, HOG DPM, Branch&Bound,
Cascade detectors
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Chapter 3
A discriminative model for learning
road scene layout
Providing image understanding capabilities to autonomous vehicles in urban environments
is challenging [Pepik et al., 2013, Wojek et al., 2013]. However, cameras can capture the 3D
scene as perceived by a driver, who performs a local navigation based on the scene features.
In addition, given this need for 3D scene understanding, there is an increasing interest on joint
objects and scene labeling [Geiger et al., 2014] in the form of geometry and semantic inference
of the relevant entities contained in urban environments. Chapter 4 will describe the object
detection while this chapter describes the Probabilistic Graphical Models (PGM) and Machine
Learning (ML) techniques for supervised learning and inference of intersections layout. Assuming
that the topology is known, i.e. the number of intersecting roads, the geometry of straight roads
and 4 intersectings roads are predicted from stereo data captured by a moving vehicle.
Firstly, the introduction depicts a general view of the approach including the problem de-
scription, general formulation and the specific goals to achieve. Then, the models for the different
intersection topologies are proposed and defined in detail. The last section provides experimental
results for the different models using synthetic and real images.
3.1. Introduction
As reviewed in Chapter 2, lane estimation and road detection for lane departure
warning have been under active research during the last years [McCall and Trivedi, 2006,
Danescu and Nedevschi, 2009]. Beyond it, there has also been an increasing interest on automat-
ically estimating the shape and geometry of intersections from moving vehicles [Ess et al., 2009,
Singh and Kosecká, 2012]. Similarly, service robotics can also be benefited from the estimation
of the spatial layout in man-made environments [Tretyak et al., 2012], but in this case relying
on the Manhattan world assumption, which defines the two or three dominant vanishing points
of an outdoor or indoor scene, respectively.
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3.1.1. Problem description
Let us consider a moving observer (e.g. robot, mobile platform, vehicle) with a stereo
camera on it, which is navigating through structured and non-open spaces, such as streets
inside cities (or corridors within buildings). The images from the camera are processed by the
Efficient Large-Scale Stereo Matching (ELAS) library [Geiger et al., 2010], which reconstructs
and voxelizes the 3D scene in order to obtain the 2D occupancy grids of the environment.
This 2D map is a Bird’s eye Perspective (BeP) image of the local surroundings in front of
the observer, which is built from a sequence of frames of variable length. The grids of this
occupancy map are referenced to the first frame of the sequence and their metric equivalence
to the 3D world is reported in [Geiger et al., 2011a]. Fig. 3.1 displays four examples of these
occupancy maps together with the last image frame in grayscale. The white grids indicate
occupied areas, the black ones correspond to unoccupied or free space and the gray ones are
just unobserved samples. This approach assumes that urban structure (buildings, parked cars,
vegetation, etc.) are obstacles bounding the free space that could be traversed, thus, they are
represented in white. Besides, the lines in green reproduce the ground-truth location of the roads
boundaries which define rectilinear intersections. Finally, the unitary axes marked as (0, 0) are
the reference coordinate system for the last frame of the sequence, because internally, the model
of [Geiger et al., 2011a] is represented with respect to this frame.
(a) (b)
(c) (d)
Figure 3.1: Examples of bird’s eye perspective images from [Geiger et al., 2011a].
3.1 Introduction 23
As it can be seen from the BeP images above, the prediction of the green-labeled intersections
from the occupancy maps is very challenging due to the sparsity of the stereo reconstruction
(figures 3.1.a,b,c,d); the additional noise because of moving objects (figure 3.1.b) or vegetation
between opposite street lanes (figure 3.1.d); the intrinsic uncertainty of disparity measurements
at farther distances and the lack of scene structure that bounds the streets (figure 3.1.a).
Therefore, learning a parametric model of the roads layout from the 113 provided se-
quences [Geiger et al., 2011a] must be supported with tight physical constraints of the inter-
section geometry and powerful statistical algorithms that can work under high level of noise.
Moreover, our proposed layout inference will be based upon grid map features counting, without
any prior map of the environment, thus, facing a pure stereo-vision challenge.
3.1.2. Problem formulation: structured prediction and CRF
In order to predict the intersections layout of outdoor urban scenes from a single BeP image,
the layout will be represented in terms of several discrete random variables, which capture the
geometry of the intersecting streets. These variables are not independent, so that we have a
structured prediction problem [Nowozin and Lampert, 2011]. This means that, as opposed to
a classification problem in which one individual variable (i.e. the category) can be predicted,
a structured prediction algorithm will jointly infer about the values of the unknown variables,
which are related to each other. Besides, these relationships will be properly represented with
Probabilistic Graphical Models [Koller and Friedman, 2009] in the next sections.
In general terms, we will define a graphical model with a parameterized conditional proba-
bility distribution that has the form of a “Boltzmann distribution”, which is usually known as
a log-linear model in ML community:
p(y|x,θ) =
1
Zp(x,θ)
exp(−E(x, y,θ)) (3.1)
where y ∈ Y corresponds to the structured labels defining the model, x ∈ X are the observed
objects and θ are the parameters or weight vector to be learned. The quantity Zp(x,θ) is
usually called the partition function and it has normalization purposes being a summation over
the possible configurations of y. Lastly, E is the energy function, which is linear dependent on
θ and can be decomposed as E(x, y,θ) = θT · φ(x, y), such that the potential φ : X × Y → Rd
maps the (x, y) pairs to multidimensional feature vectors.
For structured prediction, i.e. for predicting the values of the random variables y that
define our desired output (e.g. intersection layout), the goal is to solve the next inference task
employing the parameters θˆ, which have to be previously learned.
yˆ = argmax
y
E = argmax
y
{
θˆ
T
· φ(x, y)
}
(3.2)
Every specific problem requires a particular description of the potentials φ(x, y), which can
be any function of any number of variables such that the order of each potential is given by
this number. Besides, the cardinality of each discrete variable defines the size of every potential
24 Chapter 3. A discriminative model for learning road scene layout
function. For example, given 3 discrete random variables of 20 labels each one, the total size
would be 203. On the other hand, to have feasible learning and inference procedures, it is
desirable to design low-order potentials (tuples of two or three discrete variables). Sometimes,
the problem definition imposes high-order functions that need to be reduced in size by decreasing
the number of states of each variable. Consequently, this limitates the search space and causes
discretization artifacts [Wang et al., 2010]. Differently, the problem can be decomposed in a sum
of any number of functions of low order without reducing the search space [Schwing et al., 2012].
We follow the latter approach, which favors faster and more accurate learning and inference tasks.
However, this decomposition is not trivial as we will show in the next sections for the specific
case of road intersections modeling.
As stated before, we will make use of PGMs to describe the structure of the problem.
Then, every potential can be represented by a factor graph (e.g. Fig. 3.4), which is a bipartite
graph that encodes the relationships between the random variables yk ∈ Y (rounded nodes
in the graph) linked to the corresponding feature or potential (square nodes that are called
factors) [Koller and Friedman, 2009].
To sum up, building the potentials is equivalent to the generation of the hypotheses
space where inference will find the solution with the maximum energy (Eq. 3.2). In par-
ticular, each potential is restricted to the existence domains of the random variables linked
to the factor representing that potential. Thus, it is a subset of the whole space. In gen-
eral, this inference task can not be solved by brute-force analysis1, which consists in ex-
haustively computing all combinations to search for the global maximum. In fact, it is an
Non-deterministic Polynomial-time hard (NP-hard) problem that can be approached with dif-
ferent algorithms [Koller and Friedman, 2009]. In this Thesis, it will be solved with an ef-
ficient approximate message-passing algorithm [Schwing et al., 2011] based on Belief Propa-
gation [Bishop, 2006]. Moreover, we will also employ a BB strategy which relies on the
Efficient Subwindow Search (ESS) by [Lampert et al., 2009] and the exact inference solution
of [Schwing and Urtasun, 2012].
For parameter learning, the objective is to calculate the vector θˆ that makes p(y|x, θˆ) as
close to an hypothetical true conditional distribution tcd(y|x) as possible and, also, generalizes
well to unseen data (x). Although this distribution is not known, given the annotated labels of y
from the training dataset we can approximate it. Typically, the regularized conditional likelihood
maximization is employed for the probabilistic training, which means that our discriminative
parametric model will be learned with Conditional Random Fields [Hazan and Urtasun, 2010].
This differs from the original generative proposal of [Geiger et al., 2011a]. Hence, we are only
interested in modeling the distribution of the conditional probability of all the variables y given
the observations x. The notation that introduces the probabilistic training with CRFs is formally
stated in Equations 3.3 to 3.5.
Firstly, let us consider the observed data (occupancy grids) vectors x and the output vector
of random variables y. Besides, let us define the conditional probability as the product of unitary
1The feasibility of the brute-force solution depends on the size of the graphical model and the size of the random
variables. While doing this statement, we assume complex problems that can not be solved using brute-force, or
would required many resources.
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ψi (dependence on only one random variable) and higher order ψα terms (dependence on several
random variables) in Eq. 3.3.
p(y|x) =
1
Zp(x,y)
∏
i
ψi(yi,x)
∏
α
ψα(yα,x) (3.3)
Zp(x,y) =
∑
y
ψ(y,x) (3.4)
ψ(y,x) = exp
{
−θT · φ(y,x)
}
(3.5)
Comparing the equations 3.1 and 3.5, the term θT · φ(y,x) is the energy function E that
was previously defined. Then, the conditional probability can be rewritten as a summation on
the exponential:
p(y|x,θ) =
1
Zp(x,y)
exp−
{∑
i
θTi · φ(yi,x) +
∑
α
θTα · φ(yα,x)
}
(3.6)
To fully characterize this conditional probability given a training dataset Ds with pairs
(xk,yk), we need to estimate the parameter vector θˆ. This is carried out employing the regu-
larized conditional likelihood maximization in Equations 3.7 to 3.9, which define the soft-max
function proposed by [Hazan and Urtasun, 2010].
θˆ = argmin
θ
{∑
Ds
lnZ(xk,yk)− θ
T · d+
C
p
· ‖ θ ‖pp
}
(3.7)
d =
∑
Ds
φ(yk,xk) (3.8)
lnZ(xk,yk) =  · ln
∑
yˆ∈Y
exp
(
∆(y, yˆ) + θTφ(y,x)

)
(3.9)
In the equations above, Z is the soft-max partition function, which extends the partition
function of log-linear models to norms with the aim of preventing overfitting. The vector d
corresponds to the empirical means, C and p are constants to control the regularization term
and ∆(y, yˆ) is the loss function that quantifies the error between predicted and ground-truth
labels. Lastly, the parameter  performs the commutation between CRF and SSVMs as described
in [Hazan and Urtasun, 2010]. In particular, for CRFs training,  = 1.
3.1.3. Goals
Once the problem has been introduced and formulated in terms of structured prediction
theory and CRFs in particular, we enumerate below the main goals of this chapter with a
top-down view of the scene layout challenge.
Learn and infer the geometric layout of road intersections from stereo-camera sequences
captured by a moving vehicle.
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Implement and test a discriminative approach for this task, as an alternative to the seminar
generative approach in [Geiger et al., 2011a].
Assuming the rectilinear intersection topology is known, define a parameterization and a
graphical model for straight and 4 intersecting roads.
Compute the potentials of the proposed factor graphs given the parameterization and the
observed data in the form of 2D occupancy grids.
Define a loss function, learn the parameters for each topology and perform inference tests
on synthetic data built from ground truth and also on the challenging real data.
Discuss the main conclusions and derive further considerations after the experiments.
3.2. Modelling 1 straight road.
Let us consider a basic case where there is only one straight road contained in the BeP image
as can be seen in Fig. 3.2. This means that the road segment, where the ego-vehicle is driving
through, is prolongated and no crossing streets are measured.
(a) Last frame of the sequence (b) Measured 2D grid map
Figure 3.2: Last frame and BeP images of a straight road sample [Geiger et al., 2011a].
Due to the process of BeP creation, naturally, the starting position of the ego-vehicle path
will always be on the bottom boundary of the image. This constraints the hypotheses space,
i.e. there are no horizontal roads crossing the BeP images, and simplifies the definition of the
model for 1 straight road. Considering this premise, 3 random variables are proposed that
fully describe the road in the BeP. Assuming that street line boundaries are parallel, the three
random variables are the fixation points p1 and p2 and the angle α, as it is depicted in Fig. 3.3.
In general, the domain of p1 and p2 is not limited to the image width and they can also have
negative values, which is denoted by the dashed line on the bottom part of the figure. This will
allow to describe roads that do not start on image bottom, but they cut left or right BeP image
sides. However, in the specific case of 1-straight road, the domain is restricted to a narrower
range because of the presence of the ego-vehicle in the street.
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Figure 3.3: Parameterization for 1
straight road in the BeP and pictorial
representation of the proposed feature
function H(x, pi, α) with the domain
areas inside the grid map. We assume
that the features are normalized over
the whole image dividing by the total
number of grids of each type. Thus,
the green region corresponds to the sub-
traction 1−H(x, p2, α).
As stated in Section 3.1.2, we formulate the road layout inference as a structured prediction
problem, in which the potentials of Eq. 3.2 have to be defined. Our proposed model for 1 straight
road is represented by the factor graph in Fig. 3.4, which implicitly shows the dependencies
between the random variables and the factorization of the conditional probability previously
defined in Eq. 3.6. As can be observed, we only propose to use pairwise potentials and they are
mathematically defined in Eq. 3.10. Three of them account for visual features on the BeP image
and the latter one corresponds to a constraint that enforces p1 < p2.
Figure 3.4: Factor graph for 1 road.
logψ(y,x) =
∑
r∈Υ
θTr · φr(x, p1, p2, α) + θg · φg(p1, p2) (3.10)
r ∈ Υ = {nry, rd, nrg} | nry =non-road in yellow, nrg =non-road in green and rd =road.
φnry(x, p1, p2, α) = H(x, p1, α).
φrd(x, p1, p2, α) = H(x, p2, α)−H(x, p1, α).
φnrg(x, p1, p2, α) = 1−H(x, p2, α).
φg(p1, p2) = G(p1, p2)

0 if p1 < p2−∞ if p1 ≥ p2
The first three potentials are decomposed as functions that measure a set of features in the
BeP image. In particular, we propose to extract information by counting the different grids
on the image, i.e. the white pixels (Occupied grids) and the black pixels (Free grids). Thus,
we define the 2D visual features as [O,F ], where O accumulates the white pixels and F the
black ones in a selected image region. These features are normalized with respect to the whole
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image. Besides, the decomposition is carried out following the premise of lowering down the
order of the potentials to reduce computational complexity during inference. Consequently, a
pairwise function2 H(x, pi, α) is proposed, which computes the [O,F ] vectors for each image
patch created as the left half region of a BeP image, which has been split by a line hypothesis
line(pi, α), as represented in Fig. 3.3.
In total, there are three measured regions that have been colored in yellow, blue and green.
More specifically, the yellow and green ones correspond to non-road areas, which would be ideally
filled with white pixels. Due to the normalization, the visual features on the green area can be
obtained by subtracting H(x, p2, α) from 1 (representing the total number of visual features).
Additionally, the blue region overlaps with the yellow one, such that their subtractionH(x, p2, α)
- H(x, p1, α) corresponds to the road area (ideally filled with black pixels). In fact, this is the
trick to decompose the 3-tuple problem defined by φ(p1, p2, α) into a linear combination of
2-tuple H(pi, α) functions.
3.2.1. Loss definition for learning
The parameter learning is carried out with CRFs as exposed in Section 3.1.2 based
on [Hazan and Urtasun, 2010, Schwing et al., 2011]. The parameter vector is composed of 7
elements coming from the 3 potentials that measure 2 features on each region, and the addi-
tional pairwise constraint, i. e. θ = [θOnry, θ
F
nry, θ
O
rd, θ
F
rd, θ
O
nrg, θ
F
nrg, θg]. It must be noted that
in theory, the learned parameter vector θˆ must present the same signs as the following mask
θ˜ = [+,−,−,+,+,−,+] in order to correctly add the votes of each feature during inference.
Indeed, we want to maximize (see Eq. 3.2) the energy related to occupied grids (bounding urban
structure) in the non-road regions and the energy of the free grids in the road areas. Hence,
the features multiplied by negative weights will be minimized because they correspond to “out-
liers” or noise on each region, i.e. white pixels on road hypotheses and black pixels on non-road
hypotheses.
The learning process can be guided by the definition of the following loss function, which
accounts for the pixel-wise error and it is decomposed like the image features. The error is
computed as the percentage of pixels that are wrongly predicted on each of the areas of interest
for every road hypothesis. Keeping in mind the pairwise potentials defined for inference, the
loss function decomposition is represented with the factor graph in Fig. 3.5 and Eq. 3.11.
Figure 3.5: Factor graph
of the loss for 1 road.
2This function is considered as “pairwise” because it depends on two output random variables: pi and α. The
vector x represents the observable 2D grid map.
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∆(y, yˆ) =
∑
r∈Υ
φloss,r(xgt, p1, p2, α) (3.11)
xgt = [x, p
gt
1 , p
gt
2 , α
gt] represents the observed data and the ground-truth labels for the
defined random variables.
r ∈ Υ = {nry, rd, nrg} | nry =non-road in yellow, nrg =non-road in green and rd =road.
φloss,nry(xgt, p1, p2, α) = L1(xgt, p1, α) = HF (p1, α).
φloss,rd(xgt, p1, p2, α) = L3(xgt, p1, α) + L4(xgt, p2, α) = −HO(p1, α) +HO(p2, α).
φloss,nrg(xgt, p1, p2, α) = L2(xgt, p2, α) = 1−HF (p2, α).
Each of the factors Lj defined above depend on H, which is the accumulator function in
Fig. 3.3, but in this case particularized for the features F or (Free grids) O (Occupied grids),
as indicated in the superscripts. Fig. 3.6 provides a graphical representation for a better under-
standing.
Figure 3.6: Example of the loss computation for 1 straight road. Considering an ideal synthetic
image plotted in black (road) and white (occupied grids) and, the road hypothesis in red dashed
lines. The pixelwise error is calculated as the sum of the areas where the hypothesis does not
match with the synthetic ground truth. These areas are overlaid in green.
3.3. Modelling 4 intersecting roads.
Once reviewed the model for the basic case of 1 straight road on the BeP image, this section
describes the more general case of four intersecting roads. Again, we assume that the road on
the bottom of the BeP image contains the ego-vehicle with the stereo camera. Fig. 3.7.b displays
the measured 2D grid map of an intersection with four arms. As can be observed, inferring the
scene layout from this BeP image is a very challenging problem due to the intrinsic artifacts
associated to the stereo reconstruction and other undesired objects or obstacles that could be
present in the 3D scene. Therefore, generating synthetic images from the ground-truth labels
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helps for the task of model validation. Fig. 3.7.c represents an ideal BeP image (road area in
black) corresponding to the real scene on the left image. This synthetic grid map has been built
from a discretized ground truth.
(a) Last frame of the sequence (b) Measured 2D
grid map
(c) Synthetic image
from discretized
ground truth
Figure 3.7: Last frame and BeP image samples of 4 intersecting roads [Geiger et al., 2011a].
Similar to the previous section, we seek the definition of the smallest possible set of random
variables that completely characterizes the 4-road intersection while also having low-order po-
tentials in the factor graph. First of all, let us propose a smart splitting of the scene inspired
by the room layout in [Schwing et al., 2012]. In our case, we do not rely on a set of detected
vanishing points in the scene, but on the unknown intersecting points between street boundaries.
We divide the intersection in five main regions of interest that are depicted in Fig. 3.8. A, B, C
and D zones represent urban structure that bounds the free or navigable area E of the road.
Figure 3.8: Generic layout and proposed parameterization of 4 intersecting roads. There are
five regions of interest in the BeP in which road/streets area is painted in white for convenience
and non-road regions in a different color each one. It also depicts the physical meaning of the
12 proposed random variables that fully characterize the intersection layout.
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Additionally, the figure above contains the designed parameterization, which consists in 12
random variables that fully characterize 4-roads intersections. There are 4 angles βi, 4 points pi
on image borders and 4 widths wi measured from every point. Hence, every road is described
by one point, one width and one angle. The points can be placed out of the image dimensions
to allow modeling all the possible intersection layouts. An example can be observed in Fig. 3.8
for p2 + w2 in region C.
It must be noted that other parameterizations have been thoroughly analyzed and tested as
part of a long research work before yielding this final configuration. They are described in detail
in Appendix A. However, in the remainder of this chapter, we well consider the parameterization
in Fig. 3.8, for best performance.
As explained for 1 straight road, the 2D visual features [O,F ] are also counted on each
hypothesis region of Fig. 3.8. This involves that a function for computing the features on each
region depends on several random variables, which vary from 4 to 6. Consequently, the struc-
tured prediction problem would require high order potentials, which increases the complexity
for learning and inference tasks. Although every region of interest could be decomposed in two
halves, as proposed in other approaches (Appendix A), we introduce here a different strategy
to restrict ourselves to pairwise potentials. In particular, we describe each road with only one
random variable yi that encodes three sub-elements: pi, wi and βi, as it is formally stated below.
yi = f(pi,wi,βi)⇒< (pi +wi(j))βi(k) > ∀i = 1, ..., 4; j = 1, ..., Nwi k = 1, ..., Nβi
(3.12)
Therefore, we reduce the order of the potentials at the cost of increasing the cardinality
of every variable yi. Although this approach increases computational times and may limit
the hypotheses space, it benefits the convergence during inference, so we also save time when
searching for the optimal solution. Fig. 3.9 illustrates the proposed encoding.
Figure 3.9: Illustration of the variables encoding. Each node in the factor graph encodes 3
variables: pi, wi and βi. Each of them will have Npi, Nwi and Nβi number of states, respectively.
Hence, their product gives the total number of states for yi.
3.3.1. Factorization and Branch and Bound inference
Fig. 3.10 shows the factor graph, in which every factor corresponds to one of the regions
of interest in Fig. 3.8. In particular, RegionB 7→ F1, RegionC 7→ F2, RegionD 7→ F3 and
RegionA 7→ F4. According to this factorization, we present the following structured prediction
problem in Eq. 3.13, where φABCD decomposes on pairwise potentials that correspond to the
factors Fi.
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Figure 3.10: Proposed graphical model
with pairwise factors for inferring the lay-
out of 4 intersecting roads.
logψ(y,x) = θTABCD · φABCD(x, y1, y2, y3, y4) + θ
T
E · φE(x, y1, y2, y3, y4) (3.13)
φABCD(x, y1, y2, y3, y4) =
∑4
i=1 Fi(x, yj , yk).
φE(x, y1, y2, y3, y4) = φ(x)− φABCD(x, y1, y2, y3, y4).
φ(x)⇒ constant function that represents all the features in the image.
After the first explored proposals in Appendix A and the detected issues while doing ap-
proximate inference with the message-passing algorithm [Schwing et al., 2011], we propose a
different approach based on exact inference. In particular, we extend the ESS algorithm
of [Lampert et al., 2009] to the intersection layout problem in a similar fashion to the indoor
room layout inference of [Schwing and Urtasun, 2012]. Basically, it consists in a Branch and
Bound technique that splits the hypotheses space into two halves and evaluates a bounding
function, which imposes some constraints and upper-bounds the search for the global maximum
objective. The process of finding the optimal labels for the random variables defining the scene
layout can be seen as a best-first search, in which a priority queue holds the hypotheses with
the highest scores. The branch step splits the hypotheses set located at the top of queue into
two disjoint subsets and the bound step evaluates an upper bound for the scores of each sub-
set. Finally, these subsets are inserted in the queue with their corresponding score and this is
repeated until a single hypothesis is found at the top of the queue and can not be split further.
Therefore, we need to describe the discrete random variables as intervals representing sets
of hypotheses, such that for each variable there are lower and upper limits that contain the
set of hypotheses: Yi = [yi,l, yi,u]. These bounding candidates correspond to the smallest and
largest regions that can be represented by the encoded variables in Fig. 3.9. Table 3.1 specifies
the limits for each region of Fig. 3.8 in terms of the three encoded variables (pi, wi, βi). As
can be observed, the interval of every region is determined from the pairwise combination of
its constituent nodes in the factor graph. The subindexes u and l correspond to the upper and
lower limits of every random variable.
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Table 3.1: Interval specification on each region of our model for BB inference.
Node lower limit yi,l upper limit yi,u Region [smallest; largest]
y1 < p1,l, w1,l, β1,u > < p1,u, w1,u, β1,l > A [(y1,l, y4,l); (y1,u, y4,u)]
y2 < p2,l, w2,l, β2,u > < p2,u, w2,u, β2,l > B [(y1,u, y2,l); (y1,l, y2,u)]
y3 < p3,l, w3,l, β3,l > < p3,u, w3,u, β3,u > C [(y2,u, y3,u); (y2,l, y3,l)]
y4 < p4,l, w4,l, β4,l > < p4,u, w4,u, β4,u > D [(y3,l, y4,u); (y3,u, y4,l)]
Given the ESS as reference framework, the Branch and Bound solution applied to our problem
can be formulated with the following structured prediction objective:
yˆ = argmax
y
{
θˆ
T
· φ(x,y)
}
= argmax
y
{
f+(x,y) + f−(x,y)
}
(3.14)
where the “quality function” f = f+ + f− assigns a score to every hypothesis of the search
space defined by our proposed parameterization (Fig. 3.8). Besides, following the decomposi-
tion of the ESS method when applied to a linear classification problem with object bounding
boxes [Lampert et al., 2009], the quality function is split in positive (f+) and negative (f+)
summands. In our case, the sign is given by the elements of the parameter vector θ, because
our 2D visual features ([O,F ]) are always positive, thus, all the factors in Fig. 3.10 and Eq. 3.13
are positive, too. In particular, we aim at maximizing the grids of type O inside the occupied
regions A, B, C and D, and the grids of type F on the road region E. Then, the parameter
vector is four-dimensional: θ = [θOABCD, θ
F
ABCD, θ
O
E , θ
F
E ] and ideally, when this vector is learned,
it should present the signs s = [+,−,−,+] in order to maximize F in road areas and O in the
occupied ones. Therefore, we can formally describe the positive and negative summands in the
next expressions:
f+(x,y) = θOABCD ·
4∑
i=1
FOi (x, yj , yk) + θ
F
E ·
{
φ(x)−
4∑
i=1
FFi (x, yj, yk)
}
f−(x,y) = θFABCD ·
4∑
i=1
FFi (x, yj , yk) + θ
O
E ·
{
φ(x)−
4∑
i=1
FOi (x, yj, yk)
}
Furthermore, a bounding function fˆ has to be determined, which fulfills the two properties
stated in [Lampert et al., 2009]: (1) fˆ has to be an upper-bound on f and, (2) it has to guarantee
the convergence to optimal solution. However, we can not directly apply the union and inter-
section of rectangles proposed as bounding function by [Lampert et al., 2009]. The first reason
is that our regions are not colinear with the image boundaries and do not form rectangles, but
more general convex polygons (triangles, quadrilaterals, ...). The second one is that our problem
decomposes in pairwise factors, which can be treated separately as individual components of the
intersection layout and, by definition, they do not intersect or merge. Consequently, we arrive
to the same modeling as in [Schwing and Urtasun, 2012]. The bound of our quality function
is obtained from the smallest and largest areas that every region of our proposed intersection
layout can achieve (previously defined in Table 3.1).
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Figure 3.11: Smallest (blue lines) and largest (orange lines) bounds for Region A. The yellow
overlaid area represents the hypotheses set between these bounds. The width of the roads wi
has not been included because it does not affect for the evaluation of region A.
Consequently, the bounding function fˆ for 1 region is formulated as the notation in Eq. 3.15.
fˆ(Y1, Y2, Y3, Y4) =
∑
r∈Υ
fˆr(Yi, Yj) (3.15)
fˆr(Yi, Yj) = f+r (x,Ilargest(yi, yj)) + f
−
r (x,Ismallest(yi, yj)) (3.16)
In the equations above, r ∈ Υ = {A,B,C,D} and I denotes the labels of the interval affecting
the variables yi and yj for the smallest or largest areas of region r. Figure 3.11 depicts these
areas for region A in blue and orange bounding lines respectively. This illustration represents
an example of a 4-road intersection and the bounds for region A that has been exposed in
Table 3.1. The space of hypotheses for region A is overlaid in yellow. Hence, branching will
start by dividing this set in two halves, then, bounding will evaluate fˆ on each of them in order
to get the scores that are employed to sort the candidates in the priority queue.
In the next section, we explain how to efficiently compute the features from the 2D grid map
(or known as BeP image) given a region hypothesis.
3.3.2. Feature computation based on Integral Geometry
The integral image representation was originally proposed by [Viola and Jones, 2001b] to
efficiently evaluate features that have to be computed multiple times (e.g. at different scales
or locations). More recently, [Schwing et al., 2012] extended this concept to Integral Geometry
(IG) in order to compute the visual features in semantically labeled images of house rooms. The
vanishing points of the scene were employed as ray generators that formed a non-rectangular
grid over the image, in which the integral image algorithm was applied to obtain the sums of the
accumulated features in a given region of the grid. Inspired by this work, we also propose an IG
approach to compute the features contained inside the defined A, B, C, D regions in Fig. 3.8.
Each of them is bounded by two segments corresponding to two streets/roads limit. Thus, in
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our case, the generator of rays over the BeP image is the intersecting point on each region.
Indeed, all the possible configurations between these two rays can be viewed as lines crossing
the left and bottom image boundaries such that they draw an imaginary non-rectangular grid.
An example for region A is shown in Fig. 3.12. We obtain the number of visual features in the
blue region A accumulating the values in the cells from the red point towards the origin. For the
remaining regions B, C and D, the same approach is easily deployed by using previous vertical
and/or horizontal flips of the BeP image.
Figure 3.12: Space of hypotheses for 1 re-
gion of interest with fixed β1 and β4 values.
It can be viewed as two rays crossing the left
and bottom boundaries of the image that
intersect in a point inside the measured 2D
grid map. Then, the occupied/free grids can
be accumulated by using the “integral im-
age” algorithm by [Viola and Jones, 2001b].
This graphical representation can be viewed as a matrix of 2D bins. Each of them accu-
mulates the number of visual features ([O,F]) delimited by the physical non-squared cells. To
efficiently compute the cell membership of every measured grid (BeP image pixel), we make use
of trigonometry rules. A descriptive diagram is shown in Fig. 3.13.
Figure 3.13: Efficient computation of the bin
membership for every pixel on the BeP image.
For clarity, only one dimension is represented
in this diagram. From the vector of angles
ϕ, the bin index can be easily obtained by
detecting a sign change.
Instead of directly calculating the angles ϕi, we will only evaluate their sign to detect the
bin membership of every pixel in the image. In fact, we will determine the rotation between
the vectors v and di at every discretized position in the image. From Eq. 3.17, the sine can be
isolated in order to get the angle sign. Therefore, the computation of Eq. 3.18 is not needed, as
we can directly evaluate the sign from the numerator (Eq. 3.19). Then, having the vector s, the
bin index is obtained as the vector position in which a step from 0 to 1 is triggered. Similarly,
this can be extended to the vertical dimension to identify the second index of the cell in the 2D
grid of Fig. 3.12.
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dTi = R(φi) · v
T ⇒
[
di(x)
di(y)
]
=
(
cosϕi −sinϕi
sinϕi cosϕi
)[
v(x)
v(y)
]
(3.17)
sinϕ =
v(x) · di(y)− v(y) · di(x)
v(x)2 + v(y)2
(3.18)
si = (v(x) · di(y)− v(y) · di(x)) > 0 (3.19)
3.3.3. Loss definition for learning
From Eq. 3.13, we derived that the parameter vector is θ = [θOABCD, θ
F
ABCD, θ
O
E , θ
F
E ]. Then,
only four weights have to be estimated during learning, which is performed based on Section 3.1.2
and [Hazan and Urtasun, 2010, Schwing and Urtasun, 2012]. For the computation of the loss,
we assume the same graphical model in Fig. 3.10 and count the pixel-wise error in a very similar
way as exemplified for 1 straight road in Fig. 3.6, but in this case extended for the regions
proposed in Fig. 3.8. In addition, the loss can be also scaled by an empirical factor if needed,
together with some constraints like reported in Appendix A.
3.4. Experimental results
Firstly, the dataset of BeP images is presented, next, the evaluation protocol is reviewed in
detail and afterwards, the experimental results for straight roads and 4 intersecting roads are
reported. Finally, a discussion summarizes the main derivations from the experiments.
3.4.1. Intersections dataset
In Section 3.1.1 we provided an overview of the BeP images that are employed in this The-
sis for inferring the layout of intersections in urban scenes. They come from a voxelization
of the 3D scene reconstructed from stereo sequences [Geiger et al., 2011a]. The videos have
been recorded by the robotic autonomous platform AnnieWay and processed with ELAS li-
brary [Geiger et al., 2010]. As a result, a dataset of 113 BeP images is available to download
from [Geiger, 2011]. Every image is a sparse 2D occupancy grid map of the environment ahead
of the ego-vehicle. Fig. 3.14 displays all of them with the ground-truth road boundaries overlaid
in green. The ground truth was obtained from Google maps, as stated by [Geiger et al., 2011a].
Additionally, Fig. 3.15 displays the corresponding synthetic images that have been built di-
rectly from the ground-truth labels. They are conceived as “ideal” BeP images, with the road
area in black and the occupied area in white and will be employed for validating the proposed
methodology.
In total, there are 22 images depicting a straight road, 18 containing 3 intersecting roads
and the remaining 73 representing 4 intersecting roads. It must be remarked that we have not
included here any special treatment for 3-way intersections, which is a future research goal.
Hence, for practical purposes they are considered as 4 intersecting roads in this Thesis.
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Figure 3.14: Bird’s eye perspective images with ground-truth roads overlaid in green.
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Figure 3.15: Bird’s eye perspective ideal images. Synthetically built from the ground truth.
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3.4.2. Evaluation protocol
Due to the reduced size of the dataset, we propose to carry out leave-one-out cross-validation
experiments in which one sample is kept for validation and the others are employed for training
the model. Then, a different vector of parameters θˆ is learned on each round and used for
prediction on the validation sample. This process is repeated N times, where N equals the
number of roads of each type, i.e. straight or 4 intersecting roads. After it, the results from
the validation of each individual sample are averaged to yield a final error measure, as we will
describe next.
On the other hand, the learning process is based on the theoretic concepts introduced in
Section 3.1.2 and implemented in the works [Hazan and Urtasun, 2010, Schwing et al., 2011].
According to them and reminding Eq. 3.7, we define the following setup for all the experi-
ments: p = 2 (L2-norm),  = 1 (CRF learning), a relative duality gap of 10−4 (this is a
stopping criteria for convergence of the underlying optimization algorithm) and 5 different val-
ues of the regularizer C [10, 1, 0.1, 0.01, 0.001]. The latter one is for estimating the value that
produces the best prediction results from the corresponding learned models. For structured
prediction, we employ the dcBP engine [Schwing et al., 2011] and an adaptation of the BB al-
gorithm in [Schwing et al., 2012]. In this way, we test both approximate and exact inference on
our proposed models for road layout prediction.
For results evaluation, two measures are proposed below:
1. The pixelwise error computed with the loss function (∆) defined on each case, i.e. 1
straight road (in Section 3.2) and 4-way intersections (in Section 3.3). It must noted that
this error measure also captures the noise in the observed data, thus, when observing the
measurements in the next sections we will provide an appropriate interpretation of their
values. This pixelwise loss contributes to the model training, but it is employed here as
a validation measure after inferring the roads. It must be reminded that the proposed
inference algorithms find the solution with the maximum energy and it does not need to
match the solution with the minimum loss.
2. The overlapping ratio between the ground-truth layout of the road and the predicted
layout. This is measured with the Intersection over Union as it was also done
in [Geiger et al., 2011a], which is based on the original measure of the overlap between
objects [Everingham et al., 2010].
IoU =
area(RLpred
⋂
RLgt)
area(RLpred
⋃
RLgt)
Where RL refers to Road Layout, and suffixes pred and gt represent the predicted and
ground-truth layouts, respectively.
Additionally, the experiments have been carried out on an i7 CPU @2.5GHz with 12 GB of
RAM. The 4 cores are used during learning and inference.
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3.4.3. Inferring straight roads
This section provides the predicted roads for the model presented in Section 3.2. According
to dataset priors, the discretization of the model variables p1, p2, α has been set to the ranges
[60, 110] pixels, [70, 120] pixels and [70◦, 125◦], respectively. Besides, the cardinality is 25 for the
points and 55 for the angle, meaning that the states of the variables are separated 2 pixels and
1◦ respectively. This makes a search space of 252 · 55 = 34, 375 hypotheses.
3.4.3.1. Tests on synthetic BeP images
A preliminary evaluation of the model on synthetic images with different levels of noise is
presented in this subsection. For learning the model parameters, the setup is the one men-
tioned in the section above. For roads prediction, the approximate inference algorithm based
on distributed convex Belief Propagation [Schwing et al., 2011] is used. To create random per-
turbations on the synthetic images, a random noise generator is employed, which is inspired
in [Domke, 2010] and defined in Eq. 3.20.
I ′ = I  (1− T γ) + (1− I)  T γ (3.20)
where I is a sample image, I ′ is the resulting image with noise, T = random(size(I)) is
a matrix of random values with the same size as I, the symbol  refers to the element-wise
multiplication of the matrices and γ is a configurable parameter that sets the level of noise.
In particular, we have used the values in the first column of Table 3.2, which produces the
perturbations shown in the examples of Fig. 3.16. The results on the table summarizes several
statistics from the synthetic straight road samples, while the figure illustrates some examples of
the predictions.
Table 3.2: Straight roads. Prediction results for different levels of noise on synthetic images
Pixelwise loss (%) IoU (%) Inference time (s)
γ min max mean min max mean min max mean
0 0.005 1.5 0.68 60.00 100.00 79.36 0.83 2.065 1.183
0.4 0.0 0.008 0.002 3.11 88.89 71.87 0.671 2.068 1.304
0.6 0.0 0.012 0.005 4.11 100.0 68.70 0.772 2.094 1.295
0.8 0.02 0.07 0.042 0.0 82.07 36.96 0.713 2.101 1.208
Observing the table above, the mean IoU decreases for higher levels of noise, which is the
expected behavior, and it is more notable when approaching γ = 0.8. Indeed, there is a high
image degradation for this level of noise, as can be seen in the last row of Fig. 3.16. However, the
predictions are still closely approximated to the synthetic roads, due to the adaptation of the
model parameters that are learned in the leave-one-out process. On the other hand, the table
shows that pixelwise loss is lower for the noisy examples. This is explained by the definition of
the loss in Section 3.2.1, which counts the white and black pixels of each hypothesis that are in
wrong locations. For the degraded samples, the noise is in the form of white and black pixels
randomly distributed on the image. Consequently, both of them are spread over the image, but
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not concentrated in any special location. Hence, in the regions highlighted in Fig. 3.6, some of
these noisy black and white pixels will not be counted as errors according to our loss modeling.
Nevertheless, the loss increases for higher γ values, as it can be checked on Table 3.2.
Furthermore, looking at the first row of Fig. 3.16, one can interpret the IoU values 80%,
66.67% and 85.7% as very low overlapping indicators given the tight fitting of the red predictions
to the synthetic images. This is explained by discretization artifacts, because in our experiments,
the random variables p1 and p2 are quantified in jumps of 2 pixels, thus, 1 row of 1 pixel width
on each side of the synthetic road can produce a low overlapping, such as 66.67%.
Loss = 0.5%
IoU = 100%
Loss = 1.0%
IoU = 80%
Loss = 1.5%
IoU = 66.67%
Loss = 0.5%
IoU = 85.71%
Loss = 0.01%
IoU = 82.01%
Loss = 0.0%
IoU = 83.91%
Loss = 0.0%
IoU = 60.16%
Loss = 0.0%
IoU = 63.03%
Loss = 0.01%
IoU = 87.5%
Loss = 0.0%
IoU = 83.91%
Loss = 0.01%
IoU = 63.20%
Loss = 0.01%
IoU = 69.70%
Loss = 0.06%
IoU = 63.64%
Loss = 0.07%
IoU = 2.53%
Loss = 0.04%
IoU = 51.78%
Loss = 0.05%
IoU = 66.57%
Figure 3.16: Prediction results for straight roads on synthetic images with variable noise. A
different synthetic BeP image is on each column. Every row corresponds to different levels of
noise (0, 0.4, 0.6 and 0.8). The predicted roads are in red color.
42 Chapter 3. A discriminative model for learning road scene layout
3.4.3.2. Tests on real BeP images
The results attached to this section have been computed on the real BeP images (Fig. 3.14)
containing straight roads. For learning the model parameters, the setup is the one mentioned
in Section 3.4.2. For inferring the road layouts, three approaches are compared: 1) dcBP
engine [Schwing et al., 2011], which is an approximate inference algorithm, 2) an adapted BB
approach, which is conceptually similar to the one exposed in Section 3.3 for 4 intersecting
roads and, 3) an exhaustive search that iteratively navigates all the possible hypotheses to find
the maximum. Assuming a learned parameter vector θˆ on each leave-one-out validation round,
all of the inference methods yielded exactly the same labels for the random variables p1, p2, α
(red lines in Fig. 3.17). It must be noted that the computed features/potentials are exactly the
same, but the difference is in the optimization method (inference algorithm) that pursues the
hypothesis with maximum energy. As a consequence of predicting the same road lines, all of the
methods present the same error and IoU measurements for each image, but different timing.
For reporting the results, firstly, Table 3.3 shows the average pixelwise error (Loss), the
average Intersection over Union (IoU) ratios and the training times for the different values of
the regularizer C. As it can be observed, the highest IoU is obtained for C=0.01 and above.
However, C=0.001 takes many iterations (around 2500), which is also translated into a large
training time. For the values below it, the convergence is typically achieved in few iterations (5-
20). Despite the lower pixelwise losses for C=1 and C=0.1, we have checked that the differences
regard to noisy grids, that are also added in the loss. Thus, we designate as better prediction
performance, the one related to higher IoU. Therefore, considering the best performing training
setup (C=0.01), the predicted roads are displayed in red color in Fig. 3.17, where the green
parallel lines represent the ground-truth street boundaries.
Table 3.3: Average prediction performance for different values of C during training
C Avg. Loss (%) Avg. IoU (%) training time (ms)
10 3.32 16.70 352
1 0.92 51.32 863
0.1 0.99 52.52 484
0.01 1.01 53.22 978
0.001 1.01 53.22 85147
From the predicted roads in Fig. 3.17, a very low pixelwise error is obtained, which means
that the proposed method is working correctly in terms of prediction accuracy given the observed
data. Visually, the reader can see very good predictions. However, compared to the ground truth
in green, there is a low IoU ratio, below 50%, for many samples. This important difference has
a fair explanation in the high number of noisy grids in the BeP images. Nevertheless, our
learned models are robust to some level of outliers, i.e. white pixels on road areas and black
pixels in non-road ones, but cannot achieve higher overlapping ratios because of the sparse and
noisy 3D reconstructions from stereo sequences. Indeed, the behavior of our learned models is
correct, because maximizing the energy in Eq. 3.10 tries to separate street boundaries in order
to delimit the road area, but at the same time to bring them closer in order to minimize white
pixels in the road area. Besides, as it can be seen, the images contain many more black grids
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Loss = 0.96%
IoU = 84.09%
Loss = 0.85%
IoU = 60.00%
Loss = 1.01%
IoU = 20.78%
Loss = 0.44%
IoU = 44.73%
Loss = 0.35%
IoU = 40.00%
Loss = 0.97%
IoU = 45.10%
Loss = 0.46%
IoU = 40.00%
Loss = 0.69%
IoU = 63.64%
Loss = 0.65%
IoU = 80.00%
Loss = 1.68%
IoU = 35.71%
Loss = 0.21%
IoU = 77.78%
Loss = 0.90%
IoU = 53.33%
Loss = 0.99%
IoU = 41.77%
Loss = 0.85%
IoU = 66.67%
Loss = 4.28%
IoU = 42.86%
Loss = 0.73%
IoU = 40.00%
Loss = 0.47%
IoU = 73.75%
Loss = 0.92%
IoU = 68.31%
Loss = 2.53%
IoU = 45.13%
Loss = 0.53%
IoU = 33.33%
Loss = 0.72%
IoU = 31.82%
Loss = 1.06%
IoU = 81.93%
Figure 3.17: Results for inferring 1 straight road. Ground truth street boundaries are depicted
in green and predicted roads in red. Besides, the pixelwise error and the intersection over union
(IoU), both in percentage, are displayed on the bottom of each sample.
(free/non-occupied areas) than white ones. Consequently, the detected roads are wider than
the ground truth. Therefore, it is difficult to achieve a better fitting to the road area with this
measurements of the urban scene. The observed data may include wide streets such that the
free grids in the 2D occupancy maps may belong to drivable roads and pedestrians sidewalks,
which cannot be differentiated. Although some preprocessing step could filter the 2D occupancy
grid maps (e.g. dilation or closing operations on the pixels), our guess is that better stereo
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reconstruction algorithms, flow vectors and also object detection could support an improved
prediction performance due to the addition of better and/or more cues.
Additionally, Table 3.4 summarizes the minimum, maximum, mean and standard deviation
times for the three inference methods over the 22 samples of 1 road. Note that dcBP is able to
manage several CPU cores, while BB and exhaustive search implementations only use one core.
Table 3.4: Prediction times for 1 straight road using different inference algorithms
Method min max mean sdv
dcBP [Schwing et al., 2011] 152ms 1021ms 944ms 179ms
Branch and Bound 4ms 19ms 7ms 3ms
Exhaustive search 5614ms 5706ms 5655ms 240ms
The table shows impressive prediction times for the exact inference approach of BB. Then,
compared to the exhaustive search, it significantly reduces the time for finding the solution with
maximum energy, but also outperforms the state-of-the-art approach known as dcBP.
3.4.4. Inferring 4 intersecting roads
This section provides the predicted roads for the model presented in Section 3.3. According
to dataset priors, the discretization intervals of the model variables yi, which were defined in
Eq. 3.12, are shown in Table 3.5. Every pi, wi and βi is discretized in 8 values uniformly
distributed on each interval. Thus, the cardinality of yi is 83 = 512 possible states. This makes
a search space of 5124 hypotheses for the problem of 4-roads intersections.
Table 3.5: Domain intervals for the discrete random variables yi in 4 intersecting roads
p1 w1 β1 p2 w2 β2
[−17, 137] [5, 40] [−35, 35] [55, 125] [5, 40] [60, 110]
p3 w3 β3 p4 w4 β4
[−6, 150] [5, 40] [152, 212] [65, 100] [5, 40] [250, 280]
3.4.4.1. Tests on synthetic BeP images
Initially, our proposed model has been tested on synthetic images to check the conver-
gence and feasibility of the learning and inference algorithms given the features and the de-
composition of the scene layout in Appendix A. In those trials, the prediction experiments
were carried out on individual synthetic samples from Fig. 3.15 and employing the dcBP en-
gine [Schwing et al., 2011]. However, as it is briefly commented at the end of the appendix, we
found convergence issues for the inference algorithm. Our intuition is that, despite the different
tested constraints and function shapes, the global energy function E = θ · φ(x, y) may have
discontinuities and smoothness problems, which prevents the the message-passing approximate
inference algorithm (dcBP) to converge to a global maximum. Then, intermediate solutions, i.e.
wrong layout configurations are returned as the output predictions.
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On the contrary, we are able to predict the layout of 4-roads with the BB approach presented
in this chapter, when validating the model on synthetic images. As already shown in Fig. 3.14,
the real data set is very sparse and noisy. Thus, before the experiments on the real BeP images,
we have carried out a set of experiments with an incremental level of random noise (Eq. 3.20)
to test our proposed model under difficult observed 2D occupancy maps. We have used the
values in the first column of Table 3.6, which produces the perturbations shown in the examples
of Fig. 3.18 and 3.19. The results on the table summarizes several statistics from the 4-roads
samples on the synthetic dataset, while the figures illustrate some examples of the predictions.
Table 3.6: 4 roads. Prediction results for different levels of noise on synthetic images
Pixelwise loss (%) IoU (%) Inference time (s)
γ min max mean min max mean min max mean
0 0.005 34.03 4.77 60.63 99.99 94.08 0.071 160.96 34.37
0.4 0.18 31.57 7.35 59.90 99.80 91.15 0.049 124.28 33.37
0.6 0.27 37.14 8.55 58.62 99.70 89.59 0.037 108.91 43.41
0.8 4.29 38.63 17.29 51.44 95.49 79.60 0.80 118.74 69.25
Loss = 0.15%
IoU = 99.78%
Loss = 0.005%
IoU = 99.99%
Loss = 0.19%
IoU = 99.75%
Loss = 0.95%
IoU = 98.98%
Loss = 5.06%
IoU = 92.88%
Loss = 12.41%
IoU = 87.53%
Loss = 3.56%
IoU = 95.55%
Loss = 2.12%
IoU = 97.72%
Loss = 6.91%
IoU = 90.29%
Loss = 5.99%
IoU = 93.91%
Loss = 7.10%
IoU = 91.46%
Loss = 1.4%
IoU = 98.5%
Loss = 23%
IoU = 70.51%
Loss = 16.54%
IoU = 83.13%
Loss = 24.45%
IoU = 70.38%
Loss = 14.74%
IoU = 85.85%
Figure 3.18: Predictions results for 4 intersecting roads on synthetic images with variable noise.
A different synthetic BeP image is on each column. Every row corresponds to different levels of
noise (0, 0.4, 0.6 and 0.8). The predicted intersection layouts are in red color.
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IoU = 96.23%
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Loss = 0.85%
IoU = 99.1%
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IoU = 75.29%
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IoU = 76.6%
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Figure 3.19: Continuation of Fig. 3.18
From the results in the table and figures, it can be observed that on average the pixelwise
error increases for higher levels of random noise and, similarly, the intersection over union ratio
decreases. Despite the noisy images for the level 0.8, our model is able to achieve a mean IoU
near to 80%. Besides, it can be also seen an increment on the average inference time, which
corresponds to the enlargement of the queue in the BB algorithm. In fact, the bounds for
each hypotheses of the search space become more similar and less discriminative. Hence, the
algorithm has to explore more hypotheses to find the global maximum.
3.4.4.2. Tests on real BeP images
In relation to the real dataset, our proposed approach is not able to infer the 4 intersecting
roads as it is displayed in the samples of Fig. 3.20. The main cause is the sparsity of the 2D
occupancy grid maps (BeP images). As a matter of fact, it is very difficult to infer the existence
of an intersection from a human point of view. Thus, teaching machines to do it without
additional cues, is also very challenging. Although road pixels (in black) are more abundant,
there is usually few occupied grids (in white) on the left and right sides of the street with
the ego-vehicle. Therefore, our model can not deal with missing information, but we already
demonstrated that is robust to moderate levels of random noise.
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Figure 3.20: Predictions results for 4 intersecting roads on real BeP images. The ground-truth
layout is painted in green and the predicted one in red color. It can be observed that even for the
least sparse and least noisy 2D grid maps of the dataset, inferring the layout is very complicated
and the algorithm is not able to find the correct solution.
Moreover, with the aim of building enhanced BeP images from the real data, we have carried
out a set of experiments adding random pixels from the ground-truth synthetic images. The next
Fig. 3.21 depicts the predicted intersection layout for 8 samples and three cases: a) populate
the real BeP image with 5% of pixels from white regions in the corresponding synthetic image,
b) same as before, but using 10% of random pixels and, c) populate the real BeP image with
5% of pixels from white and black regions in the corresponding synthetic image.
In Fig. 3.21, the rows 3, 4, 5 and 7 show cases where the addition of pixels from the synthetic
ground truth clearly help the prediction of the intersection layout. The second row depicts a case
with very similar predictions for the three tests configurations, which is explained by the poor
occupancy grid map in terms of discriminative features. Indeed, in the original BeP image, there
are very few occupied grids (white) and the free-area grids (black) did not visually suggest the
existence of an intersection. Thus, the addition of white pixels from the ground truth bounds the
intersection geometry. On the other hand, the examples on the first and last rows are gradually
approaching to the correct solution as far as more ground-truth data is added (from first to third
columns). However, the optimal solution is not predicted due to the strong upper white regions
and the lack of them in the bottom of the original grid maps. Finally, the layout of the sample
in the sixth row is well approximated when a 10% of white pixels from ground truth are added.
However, it does not work well for the configuration in the third column. Basically, there are a
big number of free-area grids (black) in the real BeP image, thus, the addition of more ’white
cues’ is more important than the addition of black and white pixels together.
From these experiments, it can be concluded that enhancing the reconstructed occupancy
grid maps is complex, difficult to automate and to generalize for every observed scene. Some
cases have a lack of occupied grids, while others have missing information of the navigable area.
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Figure 3.21: Predictions results for 4 intersecting roads on enhanced real BeP images. The
ground-truth layout is painted in green and the predicted one in red color. There is a different
sample from the dataset on each row. The three columns correspond to the a), b) and c) cases
described in the text, which are: the addition of 5% of pixels from white synthetic regions, 10%
of pixels from white synthetic regions and 5% of pixels from black and white synthetic regions.
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3.5. Conclusions
To sum up, this Chapter has presented the methodology for learning and inferring the
road scene layout, in particular the geometry of intersections from occupancy grid maps (or
Bird’s eye Perspective images) recovered from stereo sequences. To the best of our knowledge,
the proposed structured prediction is the first discriminative approach in the state of the art,
devised as an alternative to the generative model in [Geiger et al., 2011a]. Besides, we have
employed less cues from the sequences, i.e. only the occupancy maps without flow vectors or
tracklets [Geiger et al., 2011b], which made the task more complicated for predicting the road
boundaries.
The supervised learning of the models has been carried out based on Conditional Random
Fields (CRF) [Hazan and Urtasun, 2010], whilst inference has been tested with two different
algorithms: an approximate inference approach based on distributed convex Belief Propagation
(dcBP) [Schwing et al., 2011] and an exact inference approach based upon Branch and Bound
(BB) [Schwing and Urtasun, 2012]. Several parameterizations have been studied in order to
find a suitable model for inferring the intersections geometry. Moreover, a set of leave-one-out
cross-validation experiments have been carried out on synthetic and real data to evaluate the
proposed graphical models. In fact, the model for straight roads (Section 3.2) has demonstrated
good layout predictions on synthetic and real BeP images and we have shown the runtime
benefits of using BB vs dcBP.
With regard to 4 intersecting roads, the approaches in Appendix A, while tested
with the largely employed CRF of [Hazan and Urtasun, 2010] and the dcBP inference en-
gine [Schwing et al., 2011], they have yielded poor prediction results. Among the main problems
that were found, we can mention: wrong learned parameters in the form of swapped signs and
unbalanced weights, no reaching agreement during inference, wrong predictions after conver-
gence of the inference task and high pixel-wise errors employing the synthetic images. Conse-
quently, it has been difficult to extend the model for the real dataset given the noisy BeP images
reconstructed from stereo.
However, the BB approach in Section 3.3 has successfully worked on synthetic BeP images
of 4-roads. We have conducted a set of experiments with artificially generated noise over these
images achieving low average pixelwise loss (<9%) and high IoU ratios ( 90%) for moderate levels
of noise. It must be remarked the dimensionality of the problem (5144 different 4-roads layout
hypotheses) and, despite the grids sparsity, our proposed model has been able to obtain good
approximations to intersection layouts with low levels (5-10%) of leading data randomly selected
from ground-truth synthetic images. Besides, some of the predictions in Fig. 3.21 suggest the
adaptation capacity of our approach to infer 3-roads intersections, which is an extension for the
future.
Therefore, these experiments using synthetic images have shown the feasibility of our pro-
posal when more accurate measurements and better reconstructed occupancy grid maps are
available.

Chapter 4
Supervised learning of object classes
from 2.5D appearance
As already pointed out in Chapter 2, nowadays, 3D image understanding is of great interest
in the area of autonomous robotics platforms, e.g. autonomous/intelligent vehicles. In previous
chapter, we proposed a 3D scene understanding approach for inferring roads geometry, i.e. inter-
sections layout, based on stereo sequences. Complementary, this chapter focus is on predicting
relevant object instances contained in the road scenes from color and disparity information.
Although geometry and objects are treated separately in this Thesis, their joint labeling is a
follow-up path to leverage the 3D urban scene understanding [Geiger et al., 2014].
Object detection from images has been under active research since 1970s. However, inferring
the location and orientation of objects for autonomous robotic platforms is still an open prob-
lem [ICCV Workshop, 2013]. Indeed, there is a strong research interest on the object classes
’car’, ’pedestrian’ and ’cyclist’ [Geiger et al., 2012] in order to provide more accurate predictions
of these object instances in complex, dynamic and naturalistic urban scenarios. On the other
hand, part-based detectors [Felzenszwalb et al., 2010b] have been successfully tested on image
classification, segmentation and retrieval tasks [Everingham et al., 2010]. Thus, they are good
candidates to be extended for the 3D urban scene understanding challenges. More importantly,
the existence of public datasets and common evaluation metrics are the key for advancing the
performance of visual recognition systems in this context.
This chapter tackles three main lines with the aim of increasing the accuracy of the bound-
ing box predictions for cars, pedestrians and cyclists in urban road scenes: (1) an extension of
DTPBM to account for 2.5D information extracted from stereo disparity maps, (2) a detailed
analysis of the supervised parameter learning and (3) additional approaches with the aim of
improving object detection. Furthermore, Chapter 5 deeply analyzes two state-of-the-art evalu-
ation protocols ([Everingham et al., 2010, Geiger et al., 2012]), showing subtleties that are very
relevant for results assessment and comparison.
Firstly, the problem description and the DTPBM framework are introduced, then the follow-
ing sections deal with all the research carried out and the new contributed 3D-aware features.
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4.1. Introduction
4.1.1. Problem description
Similar to the scene layout approach in previous chapter, let us consider a moving observer
(e.g. robot, mobile platform, vehicle) with a stereo camera on it, which is navigating through
structured and non-open spaces, such as streets inside cities or interurban roads. In this con-
text, we are interested in the object detection and orientation estimation challenge proposed
in [Geiger et al., 2012]. In particular for the object classes ’car’, ’pedestrian’ and ’cyclist’. The
KITTI Vision Benchmark Suite [KITTI, 2012] is publicly available and the website provides a
common panel for research and for comparison of results. The dataset has been collected in
urban and inter-urban naturalistic environments employing an autonomous driving platform,
which provides stereo images in color and gray scale, positioning data from an inertial naviga-
tion system (GPS/IMU) and dense 3D point clouds from a Velodyne Laserscanner. Although
the Velodyne provides dense point clouds that can be used for scene understanding in conjunc-
tion with appearance data from the images, it is a more expensive solution for integration in
autonomous vehicles. Thus, we trust on the benefits of deploying stereo cameras in the vehicles
for visual recognition. Basically, with two cameras one can have access to color and depth data
of the scene, which is usually known as 2.5D data. Supporting this, the 3DV commercial system
has recently emerged as a complete stereo solution ready for research labs and automotive in-
dustry [Vislab.it, 2014]. Thus, this grants a promising future for the research and applications
on 3D outdoor scene understanding from 2.5D measurements.
Therefore, we will make use of the stereo color images from KITTI, which consist in a large
set of stereo rectified frames that have been randomly picked from several video sequences. They
are divided into training and testing subsets and Fig. 4.1 shows some examples of the left-camera
images. A thorough review of the dataset characteristics is in Section 5.1.
Figure 4.1: Left-camera image samples from KITTI dataset. Upper images from the training
with ground-truth labels and lower images from the test set.
Many challenges arise from the displayed images, i.e. object detection under occlusion
and background clutter, orientation estimation from different viewpoints, detection at different
scales, object truncation, varying illumination conditions, shadows, color differences between
objects of the same class, etc. Fig. 4.2 illustrates some examples of these cases for each category.
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(a) cars
(b) pedestrians
(c) cyclists
Figure 4.2: Examples of challenging object instances in the KITTI dataset.
To approach the object detection and orientation estimation challenge, few methods have
reported results on [KITTI, 2012] since the publication of the dataset [Geiger et al., 2012]. Ex-
cluding mBoW [Behley et al., 2013], which employed laser data, the remaining proposals up to
April 20141 relied only on visual appearance from color [Pepik et al., 2013, Geiger et al., 2011b].
This Thesis contributes with the addition of 3D cues from the stereo images to improve object
prediction ratios, being the first approach based on stereo data and published in KITTI website.
In order to obtain 3D data, disparity maps have to be computed, but they are not provided
in [KITTI, 2012]. Although LIBELAS [Geiger et al., 2010] method could be employed for doing
1Several works have been showing results in KITTI website in the first half of 2014 and they have been marked
as anonymous submissions because they are pending to publication in different conferences or journals. Hence,
we can only mention their reported names: SubCat, SVM-Res, DA-DPM. Further details in Section 5.3.4.
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it, the dataset is composed of a random selection of frames without temporal sorting. Thus,
computing disparity from all the video sequences and then cross-referencing every frame is out
of the scope of prediction tasks in this Thesis. Consequently, we opt to calculate disparity
maps from each pair of left-right images based upon the well-known Semi-Global Matching
(SGM) method [Hirschmuller, 2008], which provides a good average performance according to
the ranking in the stereo benchmark [KITTI, 2012]. Future trends in the state of the art base
their proposals on optical flow [Yamaguchi et al., 2013], which can be considered as a further
enhancement for the future.
(a) Left-camera image (b) Right-camera image
(c) Disparity map
(d) Recovered 3D point cloud
Figure 4.3: 3D reconstruction of a sample urban scene from KITTI.
On the one hand, we could approach the addition of 3D cues from the 3D reconstructed
scene, as it is depicted in Fig. 4.3, where the bottom representation is the recovered point cloud
up to an unknown scale, given the calibration parameters provided in KITTI. Intuitively, only
some parts of scene structure and some perspective projection effects can be visually perceived.
On the other hand, cars and cyclists can be clearly identified from the disparity image (in
the center). As a matter of fact, carrying out 3D reasoning directly on the point clouds from
these sparse images is a complex task. Searching for a 3D cuboid that surrounds every object
requires a computationally demanding learning and inference processes plus the addition of
assumptions and tight constraints. Some approaches have faced it directly from monocular
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images [Fidler et al., 2012], based upon CAD prior models [Pepik et al., 2012b] or using dense
laser data [Behley et al., 2013].
In order to evaluate the feasibility of 3D object instances from the point clouds recovered
from stereo, we have carried out a tedious manual segmentation in some training images. As a
result, we were able to obtain some recognizable 3D objects (Fig. 4.4) for the closer and most
contrasted instances. However, the vast majority of the dataset comprises noisy samples as the
ones depicted in Fig. 4.5. This is due to the sparsity and small errors from disparity, which cause
large depth estimations (Zd ∝ 1D ). Hence, automatically picking the 3D points corresponding
to the 2D bounding box ground truth adds many noisy 3D points, as it is demonstrated on the
unfiltered point clouds in Fig. 4.4.
Figure 4.4: Manually segmented objects from the 3D reconstructed scenes. From left to right:
Color image patches, disparity map regions in gray scale, original point clouds recovered from
them and manually segmented objects. The point clouds are directly obtained with the repro-
jected pixels of the object bounding box and manually filtered afterwards. As can be seen, the
3D point clouds before manually filtering contain large depth deviations associated to small er-
rors in disparity. Therefore, collecting a clean training dataset cannot be carried out by simply
reprojecting the image pixels inside the ground-truth boxes.
Consequently, our intuition is that, for the target goal of improving accuracy in object
detection and orientation estimation, 3D point clouds may add more noise. Then, disparity is
preferred over the clouds because it carries the same information about objects, the errors do
not generate large deviations and the gradients can be discriminative features. Some works have
already demonstrated the benefits of adding disparity in visual recognition tasks to increase
detection performance [Walk et al., 2010, Makris et al., 2013]. Therefore, our main aim is to
learn better and richer models employing 2.5D data that can yield more accurate predictions of
the objects in stereo scenes.
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Figure 4.5: Manually segmented objects from the 3D reconstructed scenes. These examples
depict sparse point clouds that have been filtered from the noisy clouds recovered from disparity.
These cases are very common within the labeled objects of KITTI dataset. For reference, each
instance is shown in three representations: the color image patch, the related disparity in a
color scale and the reprojected 3D point cloud. If we think on disparity gradients, it is more
discriminative to employ the disparity patches than the reprojected 3D point clouds.
4.1.2. Problem formulation: DPM framework
Since the successful application of SVM to pedestrian detection in the feature space of
HOG [Dalal and Triggs, 2005], several approaches have been proposed for the discriminative
task of object recognition. As already mentioned in Section 2.3, pictorial structures were devised
in the 1970s, but in terms of performance, they were not demonstrated in practice until the
Discriminatively Trained Part-Based Models [Felzenszwalb et al., 2010b]. The merits of this
work were already introduced in Section 2.3. In fact, part-based models have been successfully
applied on generic datasets not limited to road scenarios like [PASCAL VOC, 2012], but also
in KITTI [Geiger et al., 2011b, Geiger et al., 2012]. Another advantage is that they only need
ground-truth labels of the objects bounding boxes during training, thus, not requiring costly
annotations for the object parts. Actually, human manual selection of the relevant parts, may
not correspond to the most discriminative parts. Thus, this is a job for machine learning.
Hence, our baseline will be the DTPBM or commonly referred to as DPM in the literature.
Most of the recently published works in [KITTI, 2012] rely on modifications on top of it, but
they have not exploited the use of 2.5D data and they have not provided detailed considerations
on the supervised training for different setups. This chapter of the Thesis, in conjunction with
the large set of experiments in Chapter 5, fill this gap.
DPM classifies and locates objects at different scales based on a pyramid of appear-
ance features at different resolutions, i.e. a scale pyramid of modified HOG descrip-
tors [Dalal and Triggs, 2005]. Besides, it has been successfully tested not only in categoriza-
tion, but also in segmentation, person layout and action classification tasks. It also provides
open source code for the general public and this Thesis has carried out a deep analysis to un-
derstand the underlying mechanism and to contribute with several modifications on top of its
release 4 [Felzenszwalb et al., 2010a]. Consequently, we will provide here a mid-sized review of
DPM [Felzenszwalb et al., 2010b] that will facilitate the understanding of the contributions.
Following the notation previously introduced in Chapter 3 for CRF and the structured
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prediction approach in [Pepik et al., 2012b], the DPM can be viewed as a mixture of CRF models
(one for every object viewpoint), where each of them presents a star topology as depicted in
Fig. 4.6 and the pictorial structure in Fig. 4.7. Therefore, the model of an object consists in
several parts, which are formally defined as the discrete random variables pi.
Figure 4.6: Undirected graphical model of
one object viewpoint in DPM. This is a
sample graph with 6 object parts. The
root part (p0) of the object is defined as
the 2D bounding box around it. The re-
maining 2D parts (pi, i = 1, .., 6) are hid-
den/latent variables (dashed nodes) de-
termined with a maximization goal. This
star topology represents the spring-like
connections between the parts and the
principal bounding box. They are depen-
dent on elasticity constraints that allow
the models to adapt to intraclass varia-
tion.
Figure 4.7: Pictorial representation of the spring-like connections between the root and the
remaining parts of the object model. In the drawing, only 6 parts are shown for simplicity.
Every object part is defined as hidden because they have not been annotated in the dataset,
i.e., we only know the ground-truth labels for the 2D bounding boxes around the object. Every
part is defined as pi = (ui, vi, li), which corresponds to the upper-left corner coordinates (u, v)
in pixels that locates the part in the image and the scale level l in the feature pyramid, which
is built as explained in [Felzenszwalb et al., 2010b]. The location, scale and size of p0 are given
by the ground truth during training, but they are predicted when searching for the objects in
the test images. The number of parts and their size are fixed during initialization. Besides, due
to the latent/hidden nature of the parts, (ui, vi, li) have to be estimated during both learning
and inference. Mathematically, they are determined by exploring the energy in Eq. 4.1.
scoreθ(p0) = max
z∈Z(x)
θTψ(x, z) (4.1)
In the equation above, x denotes an input image, θ is the parameter vector, ψ is the potential
with the visual features of hypothesis z = (p0, ..., pn) computed on x and their product resembles
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an energy function, like in Chapter 3. Particularly, Eq. 4.1 is the formulation of the Latent
Support Vector Machine (LSVM) proposed in [Felzenszwalb et al., 2010b]. From the set of
possible object parts configurations Z(x), the selected hypothesis z = (p0, pˆ1, ..., pˆn), exhibiting
the maximum energy, provides the score for a 2D patch (p0) in the image.
Next, the energy of the conditional distribution ψ can be separated into unary and pairwise
potentials as already introduced in Eq. 3.6. In particular, we can establish the following general
formulation for the DPM approach:
θTψ(x, z) = θTi φi(x, z) + θ
T
αφα(z˜) (4.2)
The unary terms φi describe the appearance of each object part using HOG features com-
puted on the image x. They can be seen as the concatenation of the HOG features for the
subwindows and pyramid scales indicated by each hypothesis z. Similarly, the parameter vector
θi can be seen as the concatenation of the learned filters for every part. Besides, the pairwise
potentials φα (previously represented in Fig. 4.6) encode the 2D distances of the parts with
respect to the root p0, which are obtained as a descriptor of four elements < dui, dvi, du2i , dv
2
i >
(check [Felzenszwalb et al., 2010b] for further details). Next, we refer to z˜ as the pairwise hy-
potheses (p0, pi) that connects each part to an anchor in the root window. Then, the parameters
θα contain the four learned weights for every part spring.
If we dive deeper in the formulation of the DPM method, we will review here the scoring
function in [Felzenszwalb et al., 2010b] that defines the energy exposed above. Eq. 4.3 presents
the score that is computed for every hypothesis z ∈ Z(x), considering only 1 component of the
mixture of CRFs, being n the total number of objects parts pi.
s(z) =
n∑
i=0
Fi · φi(x, pi)−
n∑
i=1
di · φα(dui, dvi) + bias (4.3)
Fi represents all the learned weights of the root and part 2D filters, which are concatenated
as the unary parameters θi = (F0, ..., Fn). Besides, di are the learned deformation weights,
which are concatenated as the parameters θα = (d1, ...,dn). Therefore, the total parameter
vector consists in θ = (θi,θα, bias). It must be noted that the part filters Fi \ i 6= 0 and their
relative displacements (dui, dvi) are estimated at twice the resolution of the root scale in the
pyramid, as originally constrained in [Felzenszwalb et al., 2010b]. In fact, we can imagine the
root filter as a 2D coarse sketch of the object and the part filters like a finer picture of the object
(see Fig. 4.8 for an example).
Therefore, every 2D bounding box hypothesis p0 (given by the ground truth during learning
or by an image search algorithm, e.g. sliding window, during object detection) will have an
associated score obtained from the best configuration of parts with respect to the root. This is
given by Eq. 4.4, which is internally computed employing dynamic programming and generalized
distance transforms [Felzenszwalb et al., 2010b].
score(p0) = max
p1,...,pn
s(p0, ..., pn) (4.4)
4.1 Introduction 59
Regarding to the orientation estimation of the objects, DPM has been originally conceived as
a mixture of models, such that an additional discrete random variable c is defined to account for
the component of the mixture. Therefore, extending the part-based detector to object orientation
prediction is direct. In fact, each component is trained for one different object viewpoint, which
is an approach that has been also followed by [López-Sastre et al., 2011, Geiger et al., 2012,
Pepik et al., 2012b].
As a consequence of this model extension, the dimensionality is approximately2 multiplied
by a factor equal to the number of states of c. This increases the computational complexity
of both tasks, learning and inference. Basically, the total parameter vector can be denoted
as β = (θ1, ...,θnc), but we can still represent the scoring function in Eq. 4.1 as a product,
particularizing for one component βc = θ
c. Hence, we will obtain scores for each new hypothesis
defined as z′ = (c, p0, ..., pn) and ψ being the concatenation of visual and displacement features.
score(c, p0) = max
p1,...,pn
s′(c, p0, ..., pn) = βTc · ψ(x, z
′) (4.5)
Figure 4.8 shows three examples of the models learned with DPM. The learned appear-
ance parameters Fi are represented as the positive and normalized oriented gradients (HOG
descriptors [Dalal and Triggs, 2005]). Besides, the displacement parameters di are depicted as
2D energies that votes the possible locations of the parts with respect to the anchors in the root
window. These energies can be seen as elasticity constraints.
(a) Cars from viewpoint 5pi/8 rad
(b) Pedestrians from viewing angle 3pi/4 rad
(c) Cyclists with orientation −pi/4 rad
Figure 4.8: Examples of the learned weights. From left to right: root filter F0, part filters Fi at
twice resolution and the cost of parts placement relative to anchors in the root window.
2Each component has distinct number of parameters due to different aspect ratio and dimensions for the root
filter F c0 , which may also be the case for the remaining object parts, depending on initialization.
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Once defined the model of an object and the scoring function that votes every hypothesis
in the DPM framework, we will briefly introduce the two main phases of any classification
problem: 1) model learning and 2) object inference. The schematic representations in Fig. 4.9
and Fig. 4.10 illustrate the two phases when employing 2.5D data as proposed in this Thesis.
Figure 4.9: Scheme of the learning phase when using 2.5D data.
Learning. In DPM, the parameter vector β is learned by training a LSVM classifier, where
the latent variables z consists of the model component c (object viewpoint) and the location
(ui, vi) and scale li of the compositional object parts. This entails a non-convex optimization
problem that is converted to convex exploiting two ideas: the semiconvexity of the SVM hinge
loss for the negative training samples and the restriction to a single possible latent value for
each positive sample. The optimization is solved through many iterations that are split in two
steps: 1. the coordinate-descend approach that relabels positive samples and 2. the stochastic
gradient-descent algorithm that optimizes the parameter vector [Felzenszwalb et al., 2010b]. As
a result, this process yields the highly-dimensional weight vector β, whose length depends on
the number of components, the number and size of part filters Fi and the length of the visual
features. For example, for the class ’car’, considering 16 mixture components where each of
them has 1 root part (variable size depending on aspect ratio), 8 subparts of fixed size (6 × 6)
and a normalized gradient descriptor of 32 dimensions, the total number of parameters to be
learned is 170,624. An illustration is on Fig. 4.8.a.
Furthermore, a bootstrapping strategy is followed for data-mining hard negative samples
during the optimization of β. In few words, a first set of negatives (image subwindows not
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labeled in the ground truth as object instances) is selected for training. Then, on each new
model adjustment, the negative samples that are incorrectly classified are collected to form the
subset of hard negatives for re-training the model on the next iteration.
In relation to the feature extraction process, a scale pyramid of HOG descriptors is computed
for every positive and negative sample for the detection and scoring of the latent variables z.
The number of octaves, i.e. scales between a given size and half its resolution, is configurable
but we have kept the default λ = 5.
Attending to the implementation details, 4 main stages can be differentiated while training:
I.- Model initialization (number of parts, root filters size, etc.) and individual components
training based only on root parts.. The positive samples are warped to fit the size of
the initialized filters and several negatives are randomly chosen from negative images.
Algorithm 1 shows this stage in pseudocode.
II.- When using bilateral symmetry for an object class, this second stage trains the left in-
stances vs the right instances of the root filters. However, we omit further details because
we will not employ it, as appointed in next Section 4.3.
III.- The individual model components are merged together into the mixture. Then, all of
them contribute during the parameter learning. Moreover, it considers latent detections
for the object bounding boxes, with the aim of providing a certain degree of flexibility in
the location and size of the root parts with respect to the given ground-truth labels. It
also collects hard negatives from negative images. This is reflected in Algorithm 2.
IV.- Finally, the parts are added and initialized and the model is re-trained considering the
latent variables and the bootstrapping algorithm. Algorithm 3 provides a schematic view
of this stage, but further details can be found in [Felzenszwalb et al., 2010b].
Algorithm 1 DPM training stage I. Initializing and learning individual model components.
Input: P set of positive images with ground-truth bounding boxes.
Input: N set of negative images.
Output: β1, ...βNc set of parameter vectors for each component of the mixture model.
Algorithm:
Sp := ∅; Sn := ∅; . Positive and negative HOG feature samples
for c in Nc do . Iterate through a fixed number of viewpoints
βc := initmodel(P ); . Init size of root filters p
c
0 and the model structure
Sp := poswarp(P,βc); . Warp positive patches to the filter size and compute features
Sn := negrandom(N,βc); . Collect random background samples and compute features
βc := StochasticGradientDescent(Sp, Sn,βc);
end for
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Algorithm 2 DPM training stage III. Merge individual models and train with latent root
detections and hard negatives.
Input: P set of positive images with ground-truth bounding boxes.
Input: N set of negative images.
Input: β1, ...βNc set of parameter vectors for every model component.
Output: βm parameter vector of the initialized mixture model.
Algorithm:
S′p := ∅; S
′
n := ∅; . Positive and negative HOG features in the scaled pyramid
βm := mergemodels(β1, ...,βNc);
S′p := poslatent(P,βm); . Assuming p0 as latent variable. Detect high scoring
. 2D boxes that overlap positive samples and compute features
for j = 1→ Ndm do . Hard-negative data mining iterations
S′n := neghard(N,βm); . Collect hard negatives and compute features
βm := StochasticGradientDescent(S
′
p, S
′
n,βm);
end for
Algorithm 3 DPM training stage IV. Add latent parts and learn the final mixture model.
Input: P set of positive images with bounding boxes from ground truth.
Input: N set of negative images.
Input: βm parameter vector from previous stage.
Output: β final mixture model.
Algorithm:
S′p := ∅; S
′
n := ∅; . Positive and negative HOG features in the scaled pyramid
β = βm;
for c in Nc do
β := addparts(β); . Add parts and initialize their location and size
end for
for i = 1→ Ncd do . Coordinate-descent iterations for positives relabeling
S′p = poslatent(P,β); . Search for latent parts location (see Eq. 4.5)
for j = 1→ Ndm do . Hard-negative data mining iterations
S′n := neghard(N,β); . Collect hard negatives and compute features
β := StochasticGradientDescent(S′p, S
′
n,β);
end for
end for
Inference. For predicting the 2D bounding boxes around the objects (cars, pedestrians or
cyclists) in unseen images/scenes, a feature scale pyramid is built and walked through to generate
the set of hypotheses, as depicted in Fig. 4.10. Then, the score of every hypothesis is obtained
from Eq. 4.5 and applying the matching process in [Felzenszwalb et al., 2010b]. In fact, this
process can be seen as a convolution between filters Fi and the image features at different scales.
Additionally, a minimum threshold rejects the predictions with lower confidence3. This detection
process usually generates many hits around the same object, but with slight changes in scale and
location. Consequently, a maximum suppression filter sorts the scores of the candidates boxes
in decreasing order and removes the overlapping candidates that does not fulfill a maximum
overlap requirement (e.g. 50%).
3This threshold is automatically estimated after training but can be also empirically adjusted. It only affects
the final results in terms of false positives reduction. In fact, the threshold reduces the number of false positives per
image at high recalls, which corresponds to the last part of the precision-recall curve where precision plummets.
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Figure 4.10: Scheme of the inference phase when using 2.5D data.
4.1.3. Goals
As introduced in previous Section 4.1.1, this chapter of the Thesis tackles the object detection
and orientation estimation challenge defined in [Geiger et al., 2012, KITTI, 2012]. This involves
the following specific goals:
Study and analysis of the DPM framework to jointly solve the tasks of 2D bounding box
prediction and orientation estimation of objects in urban environments, particularized for
the categories ’car’, ’pedestrian’ and ’cyclist’.
Addition of 3D cues from stereo images that carry information from appearance and depth
of objects parts in the scene. New contributed 3D-aware features that capture 2.5D data.
Supervised learning of richer models from 2.5D data (color and disparity) that generalize
well to unseen images. Tuning of the DPM training pipeline as a key process during
supervised learning, based on cross-validation rounds to prevent overfitting.
Proposal and analysis of two additional approaches on top of DPM: whitening and stereo
consistency check.
Improvements in the precision-recall curves that measure the performance of the trained
models, employing first the validation subset and then, the testset for publishing the results
in the KITTI website and for ranking our method among the state-of-the-art works.
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4.2. 3D-aware features
The previous section introduced the DPM framework where we briefly talked about HOG
descriptors [Dalal and Triggs, 2005] as the underlying visual feature. On the other hand, one of
the principal aims of this Thesis is the employment of 2.5D data to augment the accuracy of
object predictions as stated in Section 4.1.1. Therefore, we propose to add new features to the
DPM pipeline in order to improve visual recognition for the challenge on object detection and
orientation estimation [Geiger et al., 2012].
Firstly, we will review the modified HOG features proposed in [Felzenszwalb et al., 2010b].
As depicted in Fig. 4.11, an input image patch of sizeM×N is divided into squared HOG cells of
8×8 pixels. A margin of 1 cell is left on each image border, such that the gradients are computed
in the remaining cells of the image. Each computed visual feature consists in a histogram of
length d = 32 elements. As a result, a cube of dimensions (hc×wc×d) describes the input image
patch. In Fig. 4.11, the cube frontal face is overlaid with a pictorial representation of the HOG
descriptors. It draws every vector as oriented segments weighted by the corresponding element
of the histogram, such that the stronger gradients are the ones showing whiter segments.
Figure 4.11: Example of the HOG descriptor proposed in [Felzenszwalb et al., 2010b]. From
left to right: input image patch of 73x93 pixels, visualization of the 7x10x32 cube with the
internal structure of the computed descriptor and the pictorial representation of the gradients
on every squared cell. Every cell in the grid corresponds to a block of 8x8 pixels. Vectorizing
the descriptor, the total length is 2,240.
In relation to features construction, Fig. 4.12 illustrates the generation process as a concate-
nation of contrast-sensitive (B1 ) and -insensitive (B2 ) gradients and 4 different normalizations
of the histogram. The “contrast-sensitiveness” regards the number of orientations for the dis-
cretization of the gradients. B1 are 18 bins in the range [0, 2pi], while B2 are 9 bins reduced to
[0, pi], which is obtained by folding B1 on two halves and adding up its elements.
Once the reference color-based features have been described, the newly devised 3D-aware
features will be presented. Attending to the problem formulation in terms of a scoring function
(see Eq. 4.3), we propose to add 3D-aware parameters and potentials that capture the disparity
gradients of the objects, providing 3D cues of the scene as already explained in the last paragraph
of Section 4.1.1. This is formally stated in Eq. 4.6.
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Figure 4.12: This diagram illustrates the generation process of the HOG descriptor proposed
in [Felzenszwalb et al., 2010b]. The histograms of oriented gradients are firstly computed on 18
discretized orientations in [0, 2pi] and they are normalized with 4 rules [Dalal and Triggs, 2005].
Then, these histograms are collapsed to the range [0, pi] and finally, four accumulators related
to each normalization are concatenated together to form a 31-dimensional descriptor, which is
truncated by 1 additional element for memory alignment purposes.
s(z) =
n∑
i=0
Fi · φc(xc, pi) +
n∑
i=0
Gi · φd(xd, pi)−
n∑
i=1
di · φα(dui, dvi) + bias (4.6)
In the equation above, Gi are the new disparity filters and φd are the disparity features for
each latent hypothesis computed on the input disparity image xd.
Our approach can be also viewed as the concatenation of features from color images and
disparity maps, which forms the 2.5D measurements for the part-based detector. Hence, dur-
ing training we learn richer models of the visual and depth appearances of the objects, while
for detection, additional measurement data is available from the stereo images. Although the
disparity maps are not provided in [KITTI, 2012], we compute them from each pair of left-right
images employing the SGM [Hirschmuller, 2008] method, as already indicated in Section 4.1.1.
This Thesis proposes several 3D-aware features that combine color and disparity information.
In Chapter 5, we demonstrate from a set of initial experiments that the gradient information
from the disparity maps can obtain object prediction ratios close to those ones produced with
gradients on color images. Consequently, the semantic information contained in the scenes is
preserved in the disparity images, thus, the DPM framework was able to learn discriminative
models. However, disparity alone is not able to achieve the detection performance yielded
by modeling color appearance. Therefore, the 3D-aware features contributed in this Thesis
incorporate 2.5D data into DPM framework. The diagrams in Fig. 4.13 and 4.14 show how they
are built and a large set of related experiments are included in Chapter 5 and Appendix B.
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C2 . Concatenation of HOG features from color (HOGc) and disparity (HOGd) images
producing a descriptor of length 64.
C3 . Concatenation of C2 features with an element-wise product (HOGp) of the contrast-
sensitive and contrast-insensitive histograms. Addition of 1 element at the end for trun-
cation and memory alignment. This is the longest feature tested with 92 elements.
C4 . Concatenation of the element-wise product (HOGp) and the 4 normalization blocks
from color images (HOGc−N ) plus the truncation element. Total length of 32.
C5 . Concatenation of HOG features from color (HOGc) and the element-wise product
(HOGp). Total length 60 dimensions.
Figure 4.13: 3D-aware features as different combinations of HOG descriptors computed on 2.5D
data. HOGc refers to the HOG descriptor as defined in [Felzenszwalb et al., 2010b] computed
on the color image, while HOGd is calculated on the disparity map. Besides, HOGp is the
element-wise product of the 27 contrast-sensitive (B1) and -insensitive (B2) features. Finally,
HOGc−N represents the 4 normalization accumulators for the color image described in Fig. 4.12.
C6 . This is a special case in which the color feature (HOGc) is followed by 4 statistics
computed on the disparity image for every cell defined by HOGc. This is inspired on the
DispStat feature of [Walk et al., 2010] employed for pedestrian detection. In particular we
concatenate the max, min, mean and median over the cell. For the normalization of this
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new feature we propose a whitening algorithm, which is described in Section 4.4.1. The
final length of this vector is 36.
C7 . This feature is conceived as the intersection between HOGc and HOGd computed
with the element-wise minimum operation, yielding a descriptor of the same length (32).
C8B1 . The last two features focus the analysis on the importance of contrast-sensitive
(B1) vs contrast-insensitive (B2) histograms on the disparity. They have been devised
after the first experiments and results analysis on previous features. More details can be
found in Chapter 5. The first one, C8B1 accounts for gradients in disparity in the range
[0, 2pi] and the histogram is discretized in 8 bins instead of 9 because of memory alignment
purposes during the convolution of an image with the learned filters.
C8B2 . Similarly, this feature is reduced to the range [0, pi] for contrast-insensitiveness.
Figure 4.14: 3D-aware features as different combinations of HOG descriptors computed on 2.5D
data. In addition to Fig. 4.13, here DS refers to 4 disparity statistics on every HOG cell (max,
min, mean median). Besides, B1d and B2d corresponds to contrast-sensitive and -insensitive
features, but discretized into 8 gradient orientations.
The next Fig. 4.15 depicts a set of object instances and the corresponding features computed
from color and disparity. The displayed cars, pedestrians and cyclists have been automatically
detected on test images employing the learned models from the KITTI training dataset. These
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sample images are included here to illustrate the 3D-aware features contributed in this Thesis.
They are plotted as small glyphs of the positive weights of the descriptors and represented on
a color scale. As it can be observed, the gradients from color images can be visually recognized
more easily. However, the gradients on the disparity provide complementary information about
the objects depth, which leads to an enhanced description of these object instances in the scene.
Figure 4.15: Object instances and their 3D-aware features, in particular C8B1. The first two
columns display the original color image and the gradients related to color, the next two columns
show the disparity patch and its gradients.
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4.2.1. Scaling disparity
When dealing with disparity features, another important issue, which has been pointed out
in [Walk et al., 2010, Helmer and Lowe, 2010], is the scaling of disparity values to accommodate
to the objects height variances depending on their depth in the scene. In the first citation,
disparity is scaled depending on the ratio of the current object hypothesis and a reference height
for the object class. The second work is applied to indoor environments to detect small objects
for mobile robotics. It employs a disparity prior that accounts for depth and scale agreement
of the bounding box, leading to a reduction in the false positives and increased scores for the
correct detections.
In particular, [Walk et al., 2010] exposed that the ratio of disparity (D) and the observed
height (ho) is inversely proportional to the object height (Ho) in the 3D real scene. In different
words, this is equivalent to say that the relation between the measured disparity and the object
height in pixels are linear-dependent upon the baseline of the stereo rig (B) and the reference
height (Ho), which can be considered as constants. Hence, D = BHo · ho.
Figure 4.16: Plotting the FAdisp measurement vs the ground-truth depth (in meters) for the
class ’car’ of KITTI training dataset. The class is clustered in 8 different viewpoints, having a
different aspect ratio each one. Excluding a very low number of outliers, all the samples fulfill
that D ∝ 1Zd .
The proportionality between ho and D was studied for pedestrians in [Walk et al., 2010]
employing different features computed on the disparity map, but we add here further tests for
the class ’car’. Let us design a basic measurement of the disparity in a 2D bounding box around
ground-truth objects. In particular, we employ a filtered and averaged disparity value (FAdisp),
which is computed from the histogram of the 2D patch. The disparity is quantified in 80 levels
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and the first 5 bins are discarded because we empirically observed that they correspond to very
low disparities related to errors. Then, the maximum mode of the histogram is found in order
to compute a weighted average of the disparity in the peak surroundings (at -12dB of decay).
The effectiveness of FAdisp is shown in previous Fig. 4.16, where there are several plots for the
class ’car’ clustered in 8 different viewpoints, related to 8 different aspect ratios, too. As it
can be appreciated, all the curves correspond to the function shape of f = 1/x, which denotes
the inverse proportionality between the disparity D and depth Zp (D =
f ·B
Zp
). Moreover, the
goodness of fit (R2) quantifies how well these plots fit to function f .
Consequently, we can also demonstrate the linear relation between the disparity and the
height in pixels for an object in the scene (D ∝ ho). Fig. 4.17 shows 8 plots for the clustered
cars and the R2 measurement, which is over 90% for most of the cases. The same conclusions
were obtained for the classes ’pedestrian’ and ’cyclist’ of [KITTI, 2012], but we have omitted
them to limit the extension of this chapter.
Figure 4.17: Disparity vs cars height in pixels. The plots proof the linear relation between the
measured disparity D on the 2D patch and the pixel height ho of the cars, given a reference
height Ho of the objects in meters. This real height (Ho) is an intrinsic parameter carried out
in the class because all mid-sized cars present very similar heights, excluding some outliers for
small urban vehicles (SUV).
As stated in the beginning of this section, the disparity invariance can be employed to
improve the object detection. More specifically, in the DPM framework, we propose to scale
the disparity according to the following expression: D′ = Dho/hg . This is done during training,
on the first stage of model initialization (see Algorithm 1). In fact, the filters Gi in Eq. 4.6 are
initialized to a fixed size based on the size and aspect ratio of the training samples. Then, the
positive samples are warped to this size. As a consequence, the disparity must be updated with
a new value D′ that accounts for the scale change in pixels from ho to the new hg of the filter.
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On the other hand, this update is not performed during feature scale pyramid computation
or during object detection, because, as opposed to [Walk et al., 2010], DPM does not employ a
sliding window approach. DPM carries out a convolution of the filters at each level of the feature
pyramid, thus, the height of the searching window is already fixed by the filter height. Indeed,
we can view the process of resizing images through the pyramid like looking a landscape from
binoculars. Zooming in causes a narrow field of view, while zooming out enlarges it. Hence,
different features are computed, but the object captured in the image is always at the same
distance from the camera in the real scene, so that disparity does not need to be updated in the
feature pyramid.
4.3. Supervised parameter learning in DPM
The discriminative learning method employed in DPM was introduced in Section 4.1.2 and
it is deeply described in the seminar paper [Felzenszwalb et al., 2010b]. The method employs
several ML techniques to train an object category model in a supervised fashion. This means
the ground-truth labels are available in the dataset and can be used during training to learn and
optimize the vector of parameters β. However, we also understand this supervision process as
the natural behavior of building further improvements on top of the existing DPM framework.
Therefore, this Thesis contributes with new ideas to tune DPM and reviews some already applied
approaches to learn more discriminative models, also providing a large set of experiments for
comparison on the KITTI dataset [Geiger et al., 2012], as it will be shown in Chapter 5. Then,
in addition to the contributed 3D-aware features in previous section, the next paragraphs present
a set of subtleties for supervised parameter learning in DPM.
Orientation estimation of objects. [KITTI, 2012] launches two challenges: predict 2D
bounding boxes of cars, pedestrians and cyclists and estimate their viewpoint angle with respect
to the stereo camera in the vehicle. The first one is naturally solved by DPM as an object
detector, but the second one requires that every component of the mixture of CRF models
corresponds to one orientation. Originally, DPM performs an unsupervised clustering of the
ground-truth bounding boxes in different aspect ratios. However, we initialize these clusters
depending on the orientation label of the training samples. In particular, we consider the same
discretization made by [KITTI, 2012]: 16 angles for cars, 8 for pedestrians and 4 for cyclists,
because there are more available training samples for cars and due to the low intraclass variability
when modeling the appearance of pedestrians and cyclists into many distinct viewing angles.
Figures 4.19-4.21 illustrate the learned mixture models when using C8B1 features.
The orientation, viewpoint or observed angle, as defined by [Geiger et al., 2012] considers
the camera coordinate system and the vector from the camera center to the object center. For
example, this angle is zero only when the object is located along the Z-axis of the camera (which
is in the direction of the optical axis). To cluster every labeled object in one model component,
i.e. discretizing in the orientations, we employ the angle quantification depicted in Fig. 4.18.
Moreover, bilateral symmetry is not employed in our work because the orientation ground-
truth labels are provided in KITTI and every component of the mixture does not need to
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differentiate between the left/right versions of the object, as this is already implicit in the
viewpoint modeling.
Figure 4.18: Discretization of the objects orientation in the range [−pi, pi]. Every component of
our learned mixture models in DPM framework corresponds to one sector delimited by the red
lines. During detection, every predicted viewpoint is labeled as the angle of the bisector. From
left to right, each circle is related to car, pedestrian and cyclist categories respectively.
Figure 4.19: Mixture model example with the different viewpoints for the class ’Car’. Partic-
ularly, these are the object parts at twice resolution of the root filter. The 3D-aware features
C8B1 were employed to train this model.
Training data selection. Supervised training also regards the selection of the training
samples such that, the cleaner data the better model learning. However, it also depends on the
complexity grade that the model is designed to represent [Zhu et al., 2012]. DPM is able to
model an object category at multiple scales, under small partial occlusions, illumination changes
and it is relatively flexible to intraclass variability. Hence, to account for the performance
variability, we have carried out a set of experiments (check Chapter 5) increasing the difficulty
level of the training samples in terms of truncation, occlusion and minimum pixel height,
according to the labels of the ground truth.
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Figure 4.20: Mixture model example with the different viewpoints for the class ’Pedestrian’.
Particularly, these are the object parts at twice resolution of the root filter. The 3D-aware
features C8B1 were employed to train this model.
Figure 4.21: Mixture model example with the different viewpoints for the class ’Cyclist’. Par-
ticularly, these are the object parts at twice resolution of the root filter. The 3D-aware features
C8B1 were employed to train this model.
Furthermore, we also propose to enlarge the training dataset by mirroring the positive sam-
ples (ground-truth bounding boxes) and relabeling them into the corresponding viewing angle
with respect to pi/2 and −pi/2, which act as the axes of reflection. This compensates for unbal-
anced number of samples in the different object orientations and increases the training data to
support the mixture model learning. Overfitting is prevented with 5-fold cross-validation, as it
will be shown in Section 5.2.
On the other hand, the KITTI dataset contains many difficult samples at far distances, which
present a small size in pixels. In this context, we upsample the ground-truth image patches that
have a lower size than the model templates. Thus, these positive images also contribute during
learning, instead of being discarded as it is originally done in DPM. This modification was also
mentioned in the LSVM-MDPM-sv approach published in [KITTI, 2012].
Root filters initialization. To initialize the size and aspect ratio of every model template,
DPM picks the 20 percentile area from the distribution of the labeled bounding boxes for each
model component. Hence, in our approach, a different root filter size and aspect ratio will be set
for every object orientation subcategory. In addition, we modify the minimum and maximum
area bounds for these root filters for a better initialization in Algorithm 1.
Selection of negative samples. The number of negative samples for training is immense,
i. e. there are loads of subwindows in the dataset images that belong to the background, in
“positive images” (those ones containing some annotated object) and “negative images” (without
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any annotated object). Consequently, DPM constructs the training data from positive instances
and from hard negative instances in its data-mining approach, which collects the negatives from
strictly “negative images” (see Algorithm 3). However, in KITTI dataset, for the class ’car’,
this is a problem. In fact, this urban dataset contains cars in almost all images. Then, there are
few “negative images” for hard-negatives data-mining. Therefore, inspired on MDPM-LSVM-
sv [KITTI, 2012], we make two distinctions: 1) In the first training stage of DPM (Algorithm 1)
we pick random negative samples from strictly negative images and, 2) during latent search and
bootstrapping (Algorithms 2 and 3), the hard negatives are collected from positive images, for
better modeling of the background class.
Overlap requirement. During results evaluation, there exists a minimum overlap requirement
to consider a bounding box prediction as a correct matching with the ground truth. However, the
DPM training pipeline also imposes a minimum overlap requirement during the latent positives
search, such that the latent candidates must overlap at least a 70% with the ground-truth
bounding box. This requisite constraints the learning process for a better fit of the models. We
provide several experiments while modifying this parameter around the default value.
LSVM regularization. The loss function definition for LSVM training
[Felzenszwalb et al., 2010b] presents the regularization parameter C, which is similar in
the hinge loss of the Support Vector Machine (SVM) classifier. This parameter influences the
scale of the learned vector β, but it also affects the generalization of the model to unseen
data and, hence, the final performance during detection. Indeed, there is a dependency on
the training dataset size and feature length [Zhu et al., 2012] and typically, several training
rounds are carried out to select the most appropriate value for C. Due to the long training
times required by DPM, we trust on the default value provided by DPM and do not carry
extensive tests in this aspect. Nevertheless, we have observed performance differences while
cross-validating our 3D-aware features (of different lengths) and employing two or three different
values for C. The experiments on this regard are included in Chapter 5.
Latent viewpoint. The overlap requirement described above does not discriminate be-
tween latent candidates belonging to different model components. Then, the viewpoint is
considered a latent variable, such that the latent candidate z presenting the maximum score
(see Eq. 4.5) will be selected as the leading hypothesis during training. However, inspired
by [López-Sastre et al., 2011] we opt for fixing the latent viewpoint with ground-truth informa-
tion, i.e. we restrict the hypotheses space to the latent positives presenting the same model
component (orientation) that is annotated in the ground truth. We enforce this only on the
second stage of the training pipeline (Algorithm 2), when the model components are merged.
Thus, we guide the learning process, but also keep the viewpoint as a hidden variable during
the last stage of latent parts training.
Adaptive object parts. The part-based approach in DPM proposes a rigid object model
with certain degree of flexibility to adapt to intraclass variation. However, the number of parts
and their shape is left unchanged for all the mixture components. Differently, based on prior
information from the dataset, we enrich the model parts initialization in Algorithm 3 with
variable aspect ratios and sizes for the object parts on every viewpoint. This provides further
model adaptation to the intraclass variability attending to the viewing angle subcategories.
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4.4. Additional approaches
Previous sections have exposed the contributed 3D-aware features and several aspects to be
considered for the supervised learning of the mixtures of CRFs in DPM framework. The aim
of this section is to introduce two new ideas with the aim of obtaining better object detection.
The first one is whitening, which is employed in the parameter learning process to normalize the
gradient features before the stochastic gradient descent that optimizes β. The second one is a
stereo consistency check that enforces epipolar geometry constraints during object detection.
4.4.1. Whitening
The HOG features employed in DPM are normalized, so that every dimension of the de-
scriptor have a comparable scale. However, in this Thesis we have proposed 3D-aware features
that are feed to the DPM pipeline and do not have any additional normalization. In fact,
these features are histograms from color and disparity data that are individually normalized
with respect to the image blocks in the vicinity as defined in [Felzenszwalb et al., 2010b]. More
specifically, the lack of a joint normalization after the histograms concatenation (as presented in
Section 4.2) can cause slower convergence during learning and weaker learned parameters. This
comes from the fact that the stochastic gradient descent algorithm, which optimizes the vec-
tor of parameters β during learning, is sensitive to anisotropically distributed samples. Hence,
whitening the feature space enforces an isotropic distribution which can help to better learn
the linear LSVM classifier. Whitening is equivalent to feature equalization and it can remove
the implicit correlations in the features that do not correspond to discriminative information.
Therefore, decorrelating the elements inside the descriptors will lead the training, such that a
stronger focus will be on learning interesting regularities in the dataset for every object class.
The need of this normalization process is more obvious for some of our proposed features, i.e.
the ones based on a product of descriptors (C3, C4 and C5 ) and the one adding the 4 statistics
of the disparity cells (C6 ). Next, we will describe in detail the proposed whitening process.
According to [Gharbi et al., 2012], the whitening can be defined as a standard technique
in signal processing and machine learning, in which the normalized samples are obtained by
transforming the space by the inverse square root of the covariance matrix, (Σ−1/2). Simi-
larly, [Hariharan et al., 2012] devised theWhitened Histograms of Orientations (WHO) features,
which are transformed HOG vectors with isotropic covariance matrix. Then, given these refer-
ence works, we formulate the required normalization process in Eq. 4.7.
xˆ = Σ−1/2(x− µ) (4.7)
where x represents the feature vector and xˆ, its transformed version, being µ the empirical
mean computed over all feature samples in the dataset and Σ the corresponding covariance
matrix. It must be noted that whitening is related to Principal Component Analysis (PCA) and
Singular Value Decomposition (SVD) [Bishop, 2006], but we will not perform dimensionality
reduction on the descriptors length.
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Three problems arise from Eq. 4.7 in order to compute the unknown whitening matrix and
mean vector.
1. In DPM, every model template (Fi and Gi) associated to each object viewpoint has a
different size. Thus, every feature vector x also presents a different length. Consequently,
a different mean vector and covariance matrix are required for each model component and
object category.
2. The dimensionality of x is high, typically from 1,000 - 3,500 from the experiments carried
out in this Thesis. This involves that the covariance matrix computation will require a
large number of samples of the order 106. However, this amount of training samples is
not available for every model component. Despite the big size of KITTI dataset, the scale
pyramid on each image and our mirroring of positive samples, the number of items are
around 2·105 during initialization, but much lower and also unbalanced during latent parts
training. Therefore, the covariance matrices can not be reliably estimated before every
learning step.
3. For the computation of the whitening matrix, the inverse square root of Eq. 4.7 can not
be directly computed. Hence, the covariance matrix has to be decomposed in order to
estimate the whitening parameters W = Σ−1/2.
To deal with the last point, we propose to employ the Zero Components Analysis
(ZCA) [Krizhevsky, 2009], which decomposes the covariance matrix in its eigenvalues and eigen-
vectors. For the remaining issues, we generalize a single covariance matrix and mean vector
for all the model components and object categories, which is inspired in the discriminative
decorrelation of [Hariharan et al., 2012].
Next, the whole process for obtaining W is described in detail. Firstly, let us consider a
3D-aware feature of size hf × wf × d, such that hf and wf define the height and width of an
image patch in HOG cells [Dalal and Triggs, 2005] and d is the number of color and disparity
features per cell, which is fixed depending on the feature type (see Section 4.2). Hence, every
data sample x can be described as the concatenation of the features on all the cells, resulting in
a vector of length Nfd, being Nf the number of cells (hf ·wf ). Then, attending to the approach
in [Hariharan et al., 2012], we can compute a reference mean vector µ0 of length d and a generic
spatial autocorrelation matrix Γ of size Nld×Nld to represent the feature space. Nl is the largest
number of HOG cells, which correspond to the largest template size of a model component in
DPM.
The mean is obtained with Eq. 4.8 by averaging over all data samples (Mds) and cells (Nf ).
µ0 =
1
Nf ·Mds
∑
n,m
xmn (4.8)
Besides, the covariance in Eq. 4.9 is computed per block b(j, k) of size d× d, where j and k
are index intervals of the matrix.
Σb(j,k) = Γu,v = E[x¯u, x¯
T
v ] =
1
Mds
∑
m
(xmu − µ0)(x
m
v − µ0)
T (4.9)
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In the equation above, the spatial autocorrelation function Γ is evaluated for each pair of
vector segments x¯u and x¯v with zero mean, for the HOG cells u and v ∈ 1, ..., Nf on each data
sample m.
The data samples x are collected from the training images without ground-truth labels. In
the particular case of the KITTI dataset employed in this Thesis, we randomly pick 12 subwin-
dows of fixed size (128x72 pixels) at 8 different resolutions of the training images (7,480). This
is to achieve invariance to translation and scale. Finally, we obtain a dataset of 718,080 features
(x) that are feed to Algorithm 4, which performs an incremental computation [Knuth, 1998] of
equations 4.8 and 4.9 with the aim of saving memory.
Algorithm 4 Incremental computation of the mean and spatial autocorrelation.
Input: X matrix of data samples ordered in columns.
Input: Nl number of cells of a data sample x.
Output: µ0 mean vector of length d.
Output: Γ spatial autocorrelation matrix of size Nld×Nld.
Algorithm:
n = 0; m = 0; zeros(µ0); zeros(Γ);
for x in X do
m = m+ 1;
for v = 1→ Nl do
n = n+ 1;
ρ = xv − µ0;
for u = v → Nl do
Γu,v = Γu,v + ρ ∗ (xu − µ0)
T ;
end for
µ0 = µ0 + ρ/n;
end for
end for
Γ = Γ/(m− 1);
Once the parameters µ0 and Γ are obtained, they are employed during the initialization
stage of DPM training to build the covariance matrices Σc and mean vectors µc of every model
component c. In particular, as suggested by [Hariharan et al., 2012], for a given model tem-
plate size with Nc cells, µc is built as a concatenation of the reference vector µ0, Nc times.
Similarly, Σc is the submatrix of size Ncd×Ncd extracted from the blocks of Γ. After this par-
ticularization for every model template, each whitening matrix Wc is computed with the ZCA
approach [Krizhevsky, 2009] plus a regularization of the eigenvalues. In mathematical notation,
the symmetric and orthogonally diagonalizable matrix Σc can be decomposed in its diagonal
matrix of eigenvalues (Λ) and the unitary matrix of eigenvectors (U): Σc = UΛUT . As a result,
calculating the inverse square root of the covariance can be done as denoted in Eq. 4.10.
Wc = Σ−1/2c = UΛ
−1/2UT (4.10)
In fact, Λ is a diagonal matrix with all its elements real valued by definition. Hence, cal-
culating their inverse square root is straightforward. However, in order to remove the lowest
eigenvalues corresponding to noise, we carry out a regularization such that we keep those ones
78 Chapter 4. Supervised learning of object classes from 2.5D appearance
presenting the 99% of the total variance and we set the remaining ones to . More specifically,
we obtain k that holds Eq. 4.11 and set  = λk.
k∑
i=1
λi ≥ 0.99 ·
Ncd∑
t=1
λt (4.11)
4.4.2. Stereo consistency check
With the aim of reducing the number of false positives during object detection, we introduce
in this section a stereo consistency check that employs 2.5D data. In addition to the 3D-
aware features that were described in Section 4.2, we propose a married matching between the
detections in both stereo views, which basically consists in applying the learned DPM models on
the left and right images and match the bounding boxes based on epipolar geometry constraints.
Some works in the literature have researched similar ideas, but they have not been deployed
as presented in this Thesis. In particular, [Bao et al., 2012] introduced the “object co-detection”
approach to match one object instance in multiple views by measuring appearance and geom-
etry consistency, but without employing disparity information. Their results on stereo images
yielded increased average precision compared to DPM. Another related approach, presented
the concept of 3D scene-consistency for the stereo matching [Bleyer et al., 2012], applied to the
pixel-wise labeling task in [PASCAL VOC, 2012]. In our case, the 3D scene consistency is en-
forced with epipolar geometry constraints, assuming that KITTI images are already rectified
and the calibration parameters also provided in the dataset.
Then, given the set of 2D bounding box hypotheses before the Non-Maximum Suppression
(NMS) during DPM object prediction, we approach the stereo consistency check as a search of
candidates over the space defined by S(xl, yl, hl, cl, xr, yr, hr, cr). These variables represent the
(x, y) image coordinates of the center of the predicted bounding boxes, their heights h in pixels
and their predicted orientation or model component c, in both left and right views. To reduce
this large search space (8 degrees of freedom), a set of physical constraints are proposed on the
left and right stereo-rectified images. The first two constraints are due to epipolar geometry and
the third one is based upon matching the bounding boxes size.
1. A point in the left image has its matching point on the corresponding epipolar line in the
right image: y = yl = yr. In fact, we allow some flexibility searching on yr ± 1.
2. The bounding box candidate on the right image that matches a prediction on the left
image should present a horizontal translation in pixels, which is equivalent to the disparity.
Thus, we measure the mean disparity value dl on a 11x11 block around the center of the
2D predictions in the left image. The size of the block is the same one employed for the
generation of the disparity maps with the SGM method [Hirschmuller, 2008]. Therefore,
xr = xl − d± 1.
3. Lastly, due to multiple overlapping detections centered at the same object in the scene,
which is a normal behavior of the DPM detector, we enforce h = hl = hr. However, we
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have empirically observed the same detection ratios when employing the aspect ratio or
the width of the bounding boxes for constraining.
On the other hand, we allow some flexibility by not matching detections with equal orienta-
tions, i.e. in general it is allowed that cl 6= cr, because this can be related to the small viewpoint
change when observing the object from the left or right camera. Indeed, this restriction would
not reduce the false positives, but the orientation prediction power. Therefore, in Eq. 4.12 we
define the re-scoring function for the left-image detections that have matching candidates in the
right image. After that, the candidates are sorted in descending order and filtered with the NMS
method. It must be noted that new detections from the right image are not added. Besides,
no-matched detections in the left image are not downweighted or penalized either. Indeed, we
tested these approaches and the detection ratios always plummeted.
f(xl, y, dl, h, cl, cr) = (score(xl, y, h, cl) + score(xl − dl, y, h, cr))/2 (4.12)
The function score that appears above refers to the output scalar obtained from Eq. 4.6,
which is related to every predicted bounding box. Obtaining the scores for the detections on
both stereo images, involves computing the two disparity maps in order to detect objects in
left and right views when employing our 3D-aware features. Indeed, we obtain the left-disparity
image (Dl) (referred to the left-image coordinate system) from SGM algorithm, which internally
includes a cross-check between left and right images for increasing the accuracy of the disparity
map. Then, we estimate the right-disparity map (Dr) (referred to the right-image coordinate
system) from the equivalence in Eq. 4.13. Moreover, we apply a posterior dilation process to
compensate for discontinuities.
Dl(i, j) = Dr(i, j − d) | d = Dl(i, j) (4.13)
Dr(i, j) = Dl(i, j + d) | d = Dr(i, j) (4.14)
4.5. Conclusions
This Chapter has presented the methodology for the joint object detection and orientation
estimation in road scenes. In particular, for the object categories ’car’, ’pedestrian’ and ’cyclist’,
contributing to the visual recognition challenge known as KITTI [Geiger et al., 2012], which
a state-of-the-art and public dataset. The successful object detector known as Discriminative
Part-based Models (DPM) [Felzenszwalb et al., 2010b] has been revisited, because it is the base-
line framework for the KITTI challenge. Moreover, a set of modifications have been proposed
on top of DPM to incorporate 2.5D data (color and disparity). In fact, our research work is the
first proposal using stereo data that have been published in the KITTI website [KITTI, 2012].
Firstly, the object detection has been presented as a 3D challenge using the point clouds
reconstructed from stereo. However, we have depicted the inherent difficulties to perform 3D
reasoning and modeling from the sparse and noisy point clouds in naturalistic urban environ-
ments. Then, several 3D-aware features have been proposed, which measure color and disparity
80 Chapter 4. Supervised learning of object classes from 2.5D appearance
gradients on the KITTI road scene images. In Chapter 5, 5-fold cross-validation experiments
evaluate and compare them. Besides, subsection 4.2.1 has shown the relationship between the
object height in pixels and an estimated object disparity, proposing an image patch resize of the
ground-truth samples during the first stage of DPM training procedure.
Furthermore, section 4.3 has reviewed and proposed several modifications for supervised
learning of the mixture models in DPM. Their influence in the object detection and orientation
estimation performances are reported in Chapter 5 and additional validation rounds are attached
in Appendix B. Apart from the modifications to the DPM training pipeline, two additional ap-
proaches have been devised with the aim of improving detection ratios. The ’feature whitening’,
for normalization/equalization of the 3D-aware features in order to benefit the stochastic gra-
dient descent algorithm, which is part of the linear LSVM inside DPM. The second one is the
’stereo consistency check’, which matches detections on both stereo views to reduce the number
of false positives. Experimental results and conclusions on these proposals are included in the
next Chapter.
Chapter 5
Experiments for KITTI object
evaluation challenge
This section describes the evaluation protocol and principal experiments for the object de-
tection and orientation estimation challenge [KITTI, 2012] as explained in Chapter 4. In first
place, a larger view on the KITTI dataset [Geiger et al., 2012] and the evaluation protocol for
results assessment are reviewed in detail. Then, Section 5.3 presents the experiments on su-
pervised learning and inference with DPM. This section includes the validation tests for DPM
tuning using color-based features, for the contributed 3D-aware features and for the whitening
and stereo-consistency check. Besides, we also provide the object prediction performances on
the KITTI test images with ranking positions compared to other state-of-the-art works and
published in [KITTI, 2012]. Finally, a brief discussion on the results closes the chapter.
5.1. KITTI dataset
The KITTI Vision Benchmark has been possible due to the collaboration work between the
Karlsruhe Institute of Technology and the Toyota Technological Institute at Chicago. All the
sensor data was captured by the autonomous driving platform Annieway, driving around the
city of Karlsruhe (Germany) and some nearby rural areas and highways. Several annotators and
software tools were employed for labeling multiple objects in the image sequences. Furthermore,
a development kit with utility functions in Matlab/C++ is also provided to manage the dataset,
which was already introduced in Section 4.1.1, where some images from the training and testing
subsets can be found in Fig. 4.1.
Particularly, the object dataset consists of 7,481 training images and 7,518 test images, which
are doubled if we consider both views of the stereo camera. In fact, the images are already
rectified and the corresponding calibration matrices with intrinsic and extrinsic parameters are
also available. The images are panoramic with a resolution around 1240× 375 pixels depending
on the rectification process. The dataset comprises a total of 80,526 labeled objects (cars, vans,
trucks, pedestrians, cyclists, etc.). Besides, several image patches are marked as ’DontCare’
regions, which correspond to far objects that are not counted when evaluating the results, such
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that detectors performance is not penalized, as we will explain later. In addition to the 2D
object bounding boxes and category labels, the ground truth provides: the occlusion level;
the truncation percentage on the image borders; the observation angle with respect to the
camera (from a bird’s eye view) and the 3D cuboid in meters. Although 8 different classes were
annotated, only 3 have enough instances for a comprehensive evaluation: cars, pedestrians and
cyclists, which are also the categories studied in this Thesis.
Moreover, the discriminative and supervised learning approach exposed in Chapter 4 requires
the discretization on object classes and mixture components, i.e. the subclasses associated
to each observation angle. Therefore, every object category will be discretized in 16, 8 and
4 orientations, respectively. The reasons are: 1) for a direct comparison with the LSVM-
MDPM baseline results in [KITTI, 2012], which employs the same numbers and, 2) due to the
dependency on the number of training samples for each class. Particularly, the greater number of
samples for the class ’car’ makes more easy to learn discriminative models for a higher number of
orientations. In total, there are 28,742 cars, 4,487 pedestrians and 1,627 cyclists in the training
subset. Obviously, the ground truth is not provided for the test samples and we do not have
access to statistics of the testing subset.
Tables 5.1-5.5 present some statistics based on the ground truth of training objects. Indeed,
the information summarized on every table corresponds to the dataset characteristics that are
relevant (occlusion, object height, orientation, etc.) during the supervised learning and, which
also define the difficulty evaluation levels in KITTI.
Table 5.1: Number of samples per occlusion type and object category
Category Fully visible Partly occluded Largely occluded Unknown
Car 13457 8184 6173 928
Pedestrian 2667 1095 671 54
Cyclist 1010 255 80 282
Table 5.2: Number of samples per truncation percentage and object category
Category [0-10]% [10-20]% [20-60]% [60-100]%
Car 25044 376 1236 2086
Pedestrian 4205 73 137 72
Cyclist 1511 14 47 55
Table 5.3: Number of samples per pixel height and object category
Category < 25pix [25-40]pix > 40 pix
Car 4108 7552 17082
Pedestrian 82 339 4066
Cyclist 97 334 1196
From the tables above, it can be observed that over the 75% of the samples for all the
classes are fully visible or partly occluded, around the 90% present a truncation below 10%
with the image borders and there are a few samples of low height (<25pix), i.e. 14%, 2%
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Table 5.4: Number of samples per area in pixels and object category
Category < 103 [1− 2]103 [2− 4]103 [4− 6]103 > 6 · 103
Car 4557 5003 5358 2759 11065
Pedestrian 950 843 779 431 1484
Cyclist 437 301 349 121 419
and 6% respectively for every object category. The latter numbers reflect also the aspect ratio
differences: cars are wider, whilst pedestrian and cyclists are taller. In fact, the number of them
with an area below 1,000 pixels is greater than the values in the first column of Table 5.3. In
particular, the percentages are 16%, 21% and 26%, respectively.
Table 5.5: Number of samples per viewpoint and object category
Ref. labels Viewpoint (rad) Car Pedestrian Cyclist
left side −pi = pi 550 435 162
−7pi/8 1155 - -
−3pi/4 1154 475 -
−5pi/8 2365 - -
back/rear −pi/2 7012 955 679
−3pi/8 2046 - -
−pi/4 1232 222 -
−pi/8 555 - -
right side 0 404 392 147
pi/8 718 - -
pi/4 354 705 -
3pi/8 331 - -
frontal pi/2 3416 775 639
5pi/8 5483 - -
3pi/4 1386 528 -
7pi/8 581 - -
In relation to the observation angle, the number of training samples is unbalanced along
the subclasses. As can be seen in Table 5.5, the number of cars is greater around −pi/2 (back
view) and 5pi/8 (near front view). Besides, the interval [−7pi/8,−pi/4] contains more vehicles
than its positive counterpart. This can be explained by the cars ahead of the ego-vehicle on
urban and interurban roads and the parked cars on cities, which all of them are seen from the
back and nearby angles due to road turns, lanes and perspective image projection. Detecting
all these road participants helps for the challenges posed by autonomous navigation in urban
environments and can also assist during the intersection layout inference shown in Chapter 3.
Similarly, most of the pedestrians and cyclists are observed from their frontal and back
views. However, there are also several pedestrians viewed from the side related to street cross-
ings. It must be noted that detecting frontal and back pedestrians on the sidewalks is very
important for autonomous vehicles because the detections can be employed to generate trajec-
tories that may predict pedestrian intention. Actually, prevention is a key factor. For example,
in general, German drivers are very respectful towards the pedestrians, stopping or decelerating
their cars when people is approaching a pedestrian crossing due to an implicit intention predic-
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tion. However, this is totally opposite in Italy, where you need to be brave enough and very
fast when crossing streets. These “empirical facts” are actually reflected on European statis-
tics [UNECE, 2010, European Commission, 2014]. With regard to cyclists, in Germany roads,
they are usually on bike lanes next to the roads, or in their absence, riding on the pavement.
Hence, most of the cases are cyclists in the same or opposite directions of the ego-vehicle.
5.2. Evaluation protocol
The evaluation criteria, both metrics and computation algorithm, is of great importance
when comparing different detectors, or even more, when comparing several rounds of supervised
training experiments [Yebes et al., 2014]. Typically, the evaluation metrics for classifiers rely
on the counting of True Positives (TP) (correctly detected samples), False Positives (FP) (de-
tections not matching the ground truth), False Negatives (FN) (ground-truth annotations that
could not be predicted) and True Negatives (TN) (correct predictions of the background class).
The most widely employed evaluation metrics are the ones enumerated below. From them and
for the object detection and orientation estimation tasks, we employ precision, recall, miss rate
and FPPI metrics.
Hit rate ≡ Sensitivity ≡ TP rate ≡ Recall ≡ TPTP+FN
Precision = TPTP+FP
Specificity ≡ TN rate ≡ TNTN+FP
FP rate ≡ ’type I error’ ≡ 1 - Specificity ≡ FPFP+TN
Miss rate ≡ FN rate ≡ ’type II error’ ≡ 1 - Hit rate ≡ FNTP+FN
False Positives Per Image (FPPI) ≡ FPNumber−of−images
Cross-validation. This method divides the training set in K folds, such that K−1 subsets are
employed for learning a new model and the other for evaluating the prediction performance. This
is repeated K times while changing the validation subset. Typically, 10-fold cross-validation is the
most recommended option [Duda et al., 2001] because it tends to provide less biased estimation
of the system accuracy while using the 90% of training samples. However, the mixture models
of DPM framework explained in Chapter 4 require a large training time for each fold, which
usually takes between 15 to 30 hours1 depending on the features length and the number of
samples. Therefore, in this Thesis, every trained model relies on 5-fold cross-validation,
which prevents overfitting and assesses the performance of the 3D-aware features and DPM
framework of Chapter 4. Then, all the plots attached to this section show the averaged curves
from the cross-validation rounds.
1This temporal window has been measured when running the learning on a computer with i7 CPU and 16GB
of RAM
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Evaluation metrics. [Geiger et al., 2012] employs the Average Precision (AP) and pro-
poses the Average Orientation Similarity (AOS) as common evaluation metrics for the chal-
lenge [KITTI, 2012]. They are based upon PASCAL metrics [Everingham et al., 2010]. Partic-
ularly, the predicted bounding boxes are sorted in decreasing order of confidence (scores given
by Eq. 4.6 in our case) and precision and recall values are computed from the cumulative distri-
bution of TP, FP and FN. Then, AP and AOS are obtained as the Area under the Curve (AuC).
The formulas are reproduced here for clarity:
AP =
1
Npr
∑
r∈{0,0.1,...,1}
max
r˜:r˜≥r
p(r˜) (5.1)
AOS =
1
Npr
∑
r∈{0,0.1,...,1}
max
r˜:r˜≥r
s(r˜) (5.2)
s(r) =
1
|D(r)|
∑
i∈D(r)
1 + cos∆(i)α
2
δi (5.3)
Npr is the number of sampled recall points, which is 41 in KITTI evaluation and, r and p are
the recall and precision values respectively. D(r) corresponds to the set of all object detections
at recall r, ∆(i)α is the angle difference between the predicted and ground-truth orientations for
the ith detection. In addition, multiple detections are penalized, such that δi = 0 when the
detection i has not been assigned to a ground-truth bounding box, but δi = 1 when there exists
the minimum required overlap for the object class.
Accordingly, the experimental results in this Thesis are reported using the precision-recall (p-
r) curves and related AP and AOS figures, which assign a single value to each curve. Additionally,
attending to the metrics shown in a recent survey on pedestrian detection [Dollár et al., 2012],
it is also provided the Log-Average Miss Rate (LAMR) from log-log plots of miss rate vs FPPI
to evaluate the detection performance. It must be noted that AP and LAMR measure different
things. In the first case, the precision is related to the number of FP, such that the lower FP,
the higher AP, the better classification approach. On the contrary, miss rate comes from the
number of FN (missed detections), such that the lower FN, the lower miss rate and the better
classification approach. Hence, in the plots provided later, we seek higher values of AP and
lower values of LAMR. The latter one is obtained from the following equation:
LAMR = exp

 1
Nfppi
∑
f∈{10−2,...,1}
log(mrinterp(f))

 (5.4)
where Nfppi is the number of FPPI points considered (9 as in [Dollár et al., 2012]) and
mrinterp(f) is the miss rate interpolated at FPPI value f .
Evaluation algorithm. Despite the common metrics above, counting TP, FP and FN differs
from PASCAL [Everingham et al., 2010] to KITTI [Geiger et al., 2012]. In fact, we observed
that given a set of different experiments and the corresponding sets of predicted bounding
boxes, the gradients in AP between the experiments yielded opposite signs and the AP values
differed up to 20 points in KITTI vs PASCAL evaluations. Therefore, there is a high risk of
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extracting misleading conclusions from the experiments depending on the evaluation algorithm.
Although [Geiger et al., 2012] states that their evaluation relies on the well known measurements
of [Everingham et al., 2010], we bring here a detailed analysis of KITTI vs PASCAL evaluation
approaches because there is no reference in the literature concerning this issue. Next, the
common aspects are presented:
IoU measures the overlapping area between predicted (BBdt) and ground-truth (BBgt)
bounding boxes:
IoU =
area(BBdt
⋂
BBgt)
area(BBdt
⋃
BBgt)
Every TP is the highest scoring detection with the highest overlap. The remaining over-
lapped (multiple) detections are counted as FP.
AP is obtained as the AuC from the “p-r curve”.
Most of the works and datasets on object recognition [Everingham et al., 2010,
Dollár et al., 2012] impose a minimum overlap requirement of 50% for the IoU area. In
particular,[KITTI, 2012] imposes 70% for cars and 50% for pedestrians and cyclists. For in-
stance, Table 5.6 compares AP and AOS for the same experiment evaluated with two distinct
overlaps on the 5th fold of a randomly balanced split of training cars. Furthermore, this split is
evaluated in three different subsets of ground-truth samples, i.e. “easy”, “moderate” and “hard”
as defined in [KITTI, 2012]. One of the experiments employs the pre-trained LSVM-MDPM-
sv for cars [KITTI, 2012] and the other has been trained using the remaining 4 folds of the
cross-validation on a selection of ’easy’ samples.
Table 5.6: Evaluating minimum overlap requirement for cars
70% 50%
AP % AOS % AP % AOS %
LSVM-MDPM-sv [KITTI, 2012]
easy 72.02 64.95 98.07 88.45
mod. 55.95 51.01 78.87 70.70
hard 40.89 37.47 63.54 56.77
Training on ’easy’ samples (ours)
easy 83.56 81.88 98.16 96.06
mod. 47.79 45.52 66.08 63.80
hard 35.91 34.89 51.91 49.95
As it can be seen, all cases yielded a boost in precision when reducing the minimum required
overlap, which comes from a reduction of FN to a couple of miss-labeled ground-truth ’easy’
samples (upper bound of AP ' 98%) and also due to a notable decrease in FP for ’moderate’
and ’hard’ levels (FN is still significant in these categories due to smaller and/or occluded
samples). Thus, supervising the evaluation protocols and establishing commonalities greatly
influences the possible bias in the conclusions obtained from the results.
Additionally, KITTI follows these premises2, which are not mentioned in PASCAL challenges.
2Some premises of the KITTI evaluation protocol are in a text file inside its development kit [KITTI, 2012],
but others are directly in the source code.
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’DontCare’ regions do not count as TP or FP when detected for any object category or as
FN when missed. Besides, their overlap is treated differently, dividing by the area of the
predicted bounding box instead of the union. This favors partial overlapped predictions
around these ground-truth regions of a relatively small size.
Neighbouring classes (e.g. ’Van’ for class ’Car’, ’Cyclist’ for class ’Pedestrian’) do not
count as TP, FP or FN.
The detection performance is assessed in three different difficulty levels, which splits the
objects into ’easy’, ’moderate’ and ’hard’ subsets, such that easy ⊃ moderate ⊃ hard.
The detections overlapping ground-truth objects of a difficulty higher than the one under
evaluation do not count as TP or FP. Similarly, they do not count as FN when missed.
The predictions lower than 30 pixels in height are not evaluated because at this scale they
are more prone to error, being a source of FP.
To compute the final “p-r curve”, the recall points are approximated to a linear function,
being built from a subsampled version of the sorted scores from TP list. By default, KITTI
computes 41 points and we observed small variations in AP for higher number of points,
thus, it is a good approximation.
Attending to the first three premises, a detector is not rewarded for detecting those labeled
objects, but also not penalized. Simply discarding the indicated ground-truth regions, does not
count them as TP or FN and will cause an increase in FP. Indeed, these training samples are
marked as ignored such that predicted bounding boxes fulfilling the minimum overlap constraint
on the indicated regions, do not count as FP. This is the main source of variation between the
AP estimated by PASCAL vs KITTI. In general, the KITTI evaluation [Geiger et al., 2012] will
lead to higher precision estimates because of the FP subtraction. This filtering of ground-truth
and predicted bounding boxes is also supported by [Dollár et al., 2012].
5.3. Experiments
This section gathers the main results from the experiments carried out, attending to the
previous evaluation protocol and the proposals in Chapter 4. In the subsequent divisions there
is a wide range of experimental setups and results, both in training and testing image subsets for
different aspects related to supervised learning of complex and high-dimensional models, object
detection and orientation estimation.
5.3.1. Data cleanliness
In Section 4.3, the problem of selecting the training samples was introduced. Hence, as
recently published in [Yebes et al., 2014], we depict in Fig. 5.1 the results from experiments on
increasing the complexity of the training samples. More specifically, we cross-validated three
training modalities and compared them against the baseline. They are enumerated below:
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1. The pre-trained ’LSVM-MDPM-sv’ available in [KITTI, 2012].
2. ’Easy’ : Cars with height > 40 pixels, fully visible and truncation < 15%.
3. ’Medium’ : Cars included in ’easy’ plus those ones with 25 < height < 40 pixels and/or
partly occluded.
4. ’All’ : All available training samples for the class ’car’.
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Figure 5.1: Class ’car’. Four different training modalities are compared on each plot: ’LSVM-
MDPM-sv’ [KITTI, 2012], ’Easy’, ’All’ and ’Medium’. These graphs show the importance of
selecting a clean dataset, but general enough to represent naturalistic urban scenes. ’All’ yields
the worst results (red line), while ’Easy’ (green line) outperforms only on the easy samples and
downgrades for the remaining difficulty levels.
Results analysis. As it can be seen in the first column of Fig. 5.1, training on ’Easy’ yields
outstanding improvements. Nevertheless, in the subsequent graphs (b, c, e, f), its performance
clearly degrades for more complex samples showing higher precision at low recalls but plum-
meting precision at medium recall. This is caused by a higher number of both FN and FP,
the latter one accentuated when increasing recall. On the other hand, training on ’All’ obtains
the poorest curves, although showing less FN for heights within 25− 40 pixels and/or partially
occluded cars. This low performance is due to the lack of cleanliness in training data: too small
cars, severe occlusions and truncations, which are an important handicap for parameter learning.
Hence, increasing the amount of data does not always produce better results, unless the object
model and training methodology could learn complex part-based topologies and adapt to high
intraclass variability.
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Then, ’LSVM-MDPM-sv’ and ’Medium’ showed the best stability at all evaluation cate-
gories. Our ’Medium’ training curves are very close to the baseline ’LSVM-MDPM-sv’, which is
an available pre-trained model but we do not have access to the training setup details employed
by Geiger et. al.. In fact, in this experiment we employed a very similar training subset to the
one declared in [Geiger et al., 2011b], but without the additional modifications summarized in
LSVM-MDPM-sv entry of the website [KITTI, 2012]. These modifications, which do not in-
crease model complexity, seem to provide a small increment in performance. However, a correct
level of supervision can provide subtle differences while training DPM, as it will be shown in
Section 5.3.2.
It must be noted that observing Fig. 5.1, an increasing gap between AP and AOS appears
when increasing the complexity of the training subset. This gap is around 1.5% for ’Easy’ (green
lines) and 4-7% for the remaining plots depending also on the evaluation category. This loss of
precision in orientation estimation can be motivated by the less informative features extracted
from distant (small samples) and partially occluded cars. These errors use to belong to miss-
classifications in neighboring viewpoints, which could be mitigated by reducing the number of
orientation bins, although this also influences AOS by definition (see Eq. 5.3).
For reference, Fig. 5.2 displays some examples of FP predictions, which typically include cars
viewed from the back, multiple cars parked on the street, cars occluded by other cars in parkings
or traffic jams, parts of cars, loose fitting around the car and a few background samples.
(a) Too tight
bounding box
(b) Part of a car (c) Multiple cars (d) Side
view mirror
(e) Too wide bound-
ing box
(f) Loose fitting (g) Multiple cars (h) Background (i) Background
Figure 5.2: Examples of false positives for class car.
5.3.2. Supervised learning based only on color features
In this section, we report results for the class ’car’ (Fig. 5.3) on incremental DPM modifi-
cations with the aim of tuning the parameter learning, which could lead to increased AP and
AOS figures, while also getting a better knowledge of DPM strengths and weaknesses. The tests
configurations are based upon the explained aspects in Section 4.3. Besides, ’Medium’ cars are
employed as positive labeled samples, in accordance with the results from previous section. It
must be noted that each experiment (5 trainings) can take 100-170 hours on an i7 CPU machine,
depending on the experiment configuration described next.
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Figure 5.3: Class ’car’. Supervised learning of DPM models based only on color features. For
training, ’Medium’ samples are employed. Every column corresponds to one of the evaluated
difficulty levels and every plotted curve to the 8 different experiments carried out.
Medium-T1: 16 model components, bilateral asymmetry, L-SVM regularization constant
C=0.001 and default root filter area limited to 3, 000 − 5, 000 pixels.
Medium-T2: Analyzing previous results, several small cars are missed, then, we pro-
pose to allow smaller root filters of [1000, 5000] pixels. This impacts during latent search
on the image scale pyramid, producing a detection improvement for the difficult samples
(Fig. 5.3.b and 5.3.c). Also, there is a better orientation estimation at higher recalls
(Fig. 5.3.e and 5.3.f). However, the shortcoming related to some smaller model compo-
nents, with lower level of detail, is that AP and AOS decrease for easy samples (Fig. 5.3.a).
Medium-T3: Considering the comments above, we propose to also enlarge the upper
limit to 6,000 pixels to favor detection of ’easy’ samples (usually closer objects). Besides,
we impose a loose fit for latent parts training in order to give more flexibility to the model,
moving their overlap requirement from 70% to 60%. As a result of this relaxation, the
learned parameters are not representative enough causing a loss of precision for all cases
(continuous red plots in Fig. 5.3).
Medium-T4: Consequently, we opt to fix a tighter constraint, i.e. 80% overlap during
latent parts search. This yields a medium gain for easy samples, but an important boost
for the difficult ones. However, the orientation estimation shows a slight gain in precision
(actually below previous curves at low and medium recalls) and AOS falls a 7% for easy
samples (yellow plots in Fig. 5.3), which may be related to overfitting.
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Medium-T5: In this test, the cropping of hard negatives from strictly positive images is
enforced during data mining. In particular, the selected negatives must not overlap more
than 20% with a ground-truth sample (like in LSVM-MDPM-sv [KITTI, 2012]). The first
bootstrapping step of DPM remains harvesting random negatives from strictly negative
images. In spite of the increase in training time, we gain precision (magenta lines in
Fig. 5.3) thanks to the rise in the number of background samples. However, AP values
are similar to previous experiment due to an earlier drop of precision at upper recalls.
Although AOS replicates this behavior, the AP-AOS gap is still too wide. Viewpoint
discrimination is benefited for difficult samples given the modifications carried out so far.
Medium-T6. This case adds the mirroring of positive samples and the fixation of the car
viewpoints during the merging stage (see Section 4.1.2) of the model components, i.e. the
viewpoint is not latent but taken from the ground-truth labels. Additionally, ’DontCare’
regions are ignored during hard negatives mining. Despite these modifications, we observe
a lower performance for all cases (black plots in Fig. 5.3).
Medium-T7 Interestingly, using Medium-T6 and reducing back the overlap for latent
parts to 70%, a superior precision in orientation estimation is achieved (red dashed plots
in Fig. 5.3), but lower AP values. Thus, it is confirmed that the overlap requirement
during latent search greatly influences the performance in orientation estimation.
Medium-T8 Finally, selecting the trade-off constraint of 75% overlap, we obtain a mod-
erate AP and AOS increase at all levels, which is better than the baseline LSVM-MDPM-
sv [KITTI, 2012] for evaluation levels ’moderate’ and ’hard’. As can be seen, this configu-
ration yields ’p-r’ curves for detection that are below the highest Medium-T5. However, it
behaves better in orientation estimation. Therefore, this final configuration shows a good
compromise in precision between both tasks.
5.3.3. Supervised learning based on 3D-aware features
This section presents several experiments to evaluate the performance of the 3D-aware con-
tributed features. Firstly, we assess the selection of the most appropriate features employing
training samples of the class ’car’ for a single orientation. Thus, the mixture model in DPM
framework is initialized with one component. Although three different views were tested, Fig. 5.4
shows the results for 3pi/4, which also represents the main conclusions obtained from tests with
the other viewpoints. As initial performance feedback, these comparative plots have been calcu-
lated with the PASCAL evaluation protocol [Everingham et al., 2010]. Besides, the “miss rate
vs fppi” curves [Dollár et al., 2012] are also drawn for a more complete validation.
For reference, the model learned from Colorfeats is depicted in Fig. 5.5 that illustrates the
orientation of the vehicle in the scene. Nonetheless, seven features are compared in Fig. 5.4,
which are directly related to the ones defined in Section 4.2 as it is detailed on the figure caption.
From the results, it can be derived that HOG descriptors on the disparity map (Dispfeats) achieve
high detection ratios. It must be noted that disparity is single-channel, sparse and has some
measurements errors. Therefore, it can be confirmed the viability of the use of disparity and
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its gradients to enhance the DPM framework. Nevertheless, Dispfeats does not outperform the
reference model based on color images, as shown in green in Fig. 5.4.
In relation to the 3D-aware features C2, C3, C4 and C5 proposed in Section 4.2, C3 out-
performs the others at the cost of a big increase in descriptor length (92 dimensions). However,
it produces a small AP increment ( 1%) over C2 (64 dimensions), which instead produces an
improvement of 3.5% with respect to color. Moreover, there are no appreciable differences in
detection performance when scaling the disparity to account for the ratio between the object
and filter heights in pixels (check Section 4.2.1 for details). On the other hand, C4 and C5
do not yield significant gains. Consequently, we opted to intensify the research on C2 and its
variants C8B1 and C8B2, and also evaluate new features as C6 and C7.
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(b) Miss rate vs FPPI curves
Figure 5.4: Comparative evaluation of object prediction with 3D-aware features. Class ’car’ on
a single viewpoint (e.g. the trained model in Fig. 5.5). This is a first evaluation of the 3D-aware
features based on PASCAL protocol. Colorfeats and Dispfeats are HOG descriptors on color
and disparity images respectively. C2sfeats and C2nsfeats correspond to the proposed feature
C2 with and without disparity scaling. The remaining descriptors are exactly as described in
Section 4.2. Although C3feats yields the best AP and LAMR values, C2feats is very close in
detection performance but it has the advantage of a lower descriptor dimensionality.
(a) Root filter (b) Part filters (c) Deformation weights
Figure 5.5: Sample of a learned model for the class ’car’ and viewpoint 3pi/4. This model has
been trained with only one component and employing HOG features from color images.
After the first derivations from the previous experiments, Fig. 5.6 shows a more extensive
analysis on the 3D-aware features, but in this case employing the KITTI evaluation protocol as
exposed in Section 5.2. Fig. 5.6 summarizes the most relevant results, although several related
experiments are attached in Appendix B. The setup for the supervised learning of the models
employed in Fig. 5.6 is Medium-T8 due to the reasons in Section 5.3.2.
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The figure is divided in 9 subgraphs, where each row corresponds to “miss rate vs FPPI”
curves and “precision vs recall” plots for detection and orientation estimation, respectively. The
columns are linked to the three difficulty levels evaluated in the KITTI challenge. Besides, each
of the 9 subgraphs includes a comparison of 7 features (Section 4.2) against the pre-trained
baseline LSVM-MDPM-sv [KITTI, 2012]. Nevertheless, it must be clarified that C2sfeats refers
to C2 descriptors computed from scaled disparity. Despite the previous conclusions on scaling
disparity, the experiments in Appendix B show that adding this scaling is beneficial for object
orientation estimation.
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Figure 5.6: Comparative evaluation of the 3D-aware features performance for the class ’car’.
From the tests above it is demonstrated that C8B1 and C8B2 (green and red dashed lines)
yield the best object detection and orientation estimation ratios. Indeed, they present the highest
AP and AOS and the lowest LAMR. Compared to C2s (blue continuous curve), they produce
a moderate boost in performance that is more clear for the viewpoint prediction. Besides,
they have a shorter dimensionality than C2s (check Section 4.2) and lead to speedups, which is
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more notable during training, although it also benefits the prediction stage. In addition, they
outperform the baseline for all difficulty levels, but the gain is more prominent for ’moderate’ and
’hard’ samples. Interestingly, C8B2 (red dashed line) peaks in the AP for all evaluated levels,
but C8B1 (green dashed line) is superior for AOS, which can be explained by the nature of its
contrast-sensitive features (0− 2pi gradient orientations). Indeed, C8B1 is preferred because it
yields 1% increase over C8B2 at all difficulties.
The remaining tested features also produce interesting results. For example, C6 descrip-
tor (black plots), which is composed of HOG color and 4 statistics of disparity (no gradients),
presents AP, AOS and LAMR figures close to C8B1 and C8B2 for the difficult samples. How-
ever, it has a slight inferior performance for ’easy’ subset, which could be explained by the
shorter length of the descriptors when more information is available (easy samples correspond
to fully visible and closer objects). In relation to C7 (blue dashed curves), which computes the
minimum between HOG color and HOG disparity descriptors, it does not show any contribution
as demonstrated by its low precision values in all cases. This seems to be highly influenced by
the Dispfeats with the lowest precision (green continuous lines) in all plots. Then, the use of
disparity alone does not provide enough visual information about the objects.
In summary, the biggest gains are obtained when using the 3D-aware features C8B1 and
C8B2, which clearly outperform the baseline MDPM-LSVM-sv. Mainly, there are two reasons:
the appropriate supervised learning of DPM with the characteristics in Section 4.3 and the richer
models learned with the employment of 2.5D data.
As a result of the experiments and conclusions above, in the next sections the emphasis is
on C8B1 features in order to broaden the tests in three extents:
1. Show results for the “adaptive parts” approach, which increases model flexibility and helps
to adapt the learned filters to the intraclass variability of each object category.
2. Expand the experiments for the classes ’pedestrian’ and ’cyclist’ to measure the perfor-
mance of the location and orientation prediction tasks.
3. Display the public results submitted to [KITTI, 2012], which calculates the AP and AOS
figures on the test set and ranks the method among other works of the state of the art.
5.3.3.1. Experiments when employing adaptive parts
Fig. 5.7-5.9 depict the ’p-r curves’ when adding the “adaptive parts” approach (check
Section 4.3) for cars, pedestrians and cyclists. They have been obtained with 5-fold cross-
validation on the training data while also employing the best performing DPM setup configura-
tion (’Medium-T8’) and the features C8B1. Besides, they are compared against the pre-trained
baseline models LSVM-MDPM-un and LSVM-MDPM-sv, which correspond to the unsupervised
and supervised training versions described in [Geiger et al., 2012].
In brief, it is observed an important precision increase for the class ’car’ compared to the
baselines, which is replicated by the class ’cyclist’ at a lower scale. The main factors contributing
to this success are the appropriate supervised training, the C8B1 features and the adaptive parts.
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However, pedestrian prediction shows reduced ratios that are below the baseline models. This is
caused in part due to poor disparity measurements for distant pedestrians and false detections
of cyclists, which are usually standing at traffic lights or walking and they also have a very
similar appearance in frontal view at low scales. On the other hand, there is a reduction of
precision in orientation estimation for all the classes due to incorrect discretization in the model
components. Our intuition is that these features and the learned filters are more invariant to
intraclass differences, causing less discrimination power in objects viewpoint.
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Figure 5.7: Evaluation of C8B1 features and adaptive parts for the class ’car’. As can be observed
in the plots of first and middle rows, our approach outperforms the baselines for object detection,
both in lower number of FP and FN. However, the orientation estimation shows lower prediction
power, which is a drawback for ’easy’ samples.
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Figure 5.8: Evaluation of C8B1 features and adaptive parts for the class ’pedestrian’. It can
be observed that we achieve poor pedestrian predictions, yielding LAMR, AP and AOS figures
worst than the baseline. This can be explained by the peculiarities of ’pedestrian’ class in urban
scenes, so that their modeling should be better approached with specific pedestrian detection
methods as already proposed in the literature [Dollár et al., 2012].
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Figure 5.9: Evaluation of C8B1 features and adaptive parts for the class ’cyclist’. Despite the
increase in the number of FP observed in a), b) and c), this is compensated by an important
reduction in the number of FN. Then, the green curves are close to the baselines and LAMR,
AP and AOS figures yield a prediction improvement compared to LSVM-MDPM-sv.
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5.3.4. Results on unseen data: the KITTI testset
Employing the setup configuration and features described in previous section, which yielded
good results, we learned a final model for each object category from the whole training dataset.
Then, we run the prediction engine on the testing images and submitted the results to KITTI
website [KITTI, 2012] in order to evaluate and rank our contributions. At the date of submission
(28th April 2014), the state of the published results from different state-of-the-art approaches
is shown in Tables 5.7-5.12. The first three tables present the object detection performance in
AP(%) and the next three, the joint object detection and orientation estimation precision in
AOS(%). Besides, the column ’DS’ refers to the data setting (c -> color images; st -> stereo
color images and la -> laser data). The column ’Rt’ corresponds to the estimated runtime when
predicting objects on a single test image.
Due to visualization issues, we enumerate the references for each entry below. It must be
remarked that all the approaches are based upon modifications of the successful Discriminative
Part-based Models [Felzenszwalb et al., 2010b], excluding the mBoW method for laser data. For
more details on the particular approaches and additional updates, please visit [KITTI, 2012].
SVM-Res: SVM rescoring3.
SubCat: Learning object SubCategories3.
OC-DPM : Occlusion Patterns Deformable Part Model [Pepik et al., 2013].
MDPM-un-BB: DPM with bounding box prediction [Felzenszwalb et al., 2010b].
DPM-C8B1 : Our supervised DPM learning with C8B1 features.
LSVM-MDPM-sv: Discriminatively Trained Deformable Part Models with Supervised
Training [Geiger et al., 2011b].
LSVM-MDPM-us: Discriminatively Trained Deformable Part Models with Unsupervised
Training [Felzenszwalb et al., 2010b].
mBoW : Mixture of Bag-of-Words [Behley et al., 2013].
DA-DPM : Domain Adaptive DPM4.
From the tables, we rank first in cyclists detection and fourth on cars bounding boxes prediction.
However, the results for pedestrian are very poor, as we already seen in validation experiments.
The corresponding precision-recall curves on the test images are not attached to this document
because they do not provide any additional information. In fact, the can be directly accessed
on [KITTI, 2012], but they are represented individually for our method. They cannot be plotted
against the other approaches (as we did for training and validation in previous sections). Hence,
the information contained in the tables is more helpful for results publication and analysis.
3Anonymous submission
4Under submission: J. Xu, S. Ramos, D. Vázquez and A. López, “Domain Adaptive Deformable Part-based
Model”.
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Table 5.7: Object detection evaluation. CAR
R Method DS Mod. Easy Hard Rt Environment
1 SVM-Res c 67.49 78.11 54.28 10 s 4cores @2.5Ghz (Matlab)
2 SubCat c 60.37 77.90 49.61 0.4 s 4cores @2.5Ghz (Matlab,C/C++)
3 OC-DPM c 65.95 74.94 53.86 10 s 8cores @2.5Ghz (Matlab)
4 DPM-C8B1 st 60.99 74.33 47.16 28 s 4cores @2.5Ghz (Matlab,C/C++)
5 MDPM-un-BB c 62.16 71.19 48.43 60 s 4 core @ 2.5 Ghz (Matlab)
6 LSVM-MDPM-sv c 56.48 68.02 44.18 10 s 4cores @3.0Ghz (C/C++)
7 LSVM-MDPM-un c 55.42 66.53 41.04 10 s 4cores @3.0Ghz (C/C++)
8 mBoW la 23.76 36.02 18.44 10 s 1core @2.5Ghz (C/C++)
Table 5.8: Object detection evaluation. PEDESTRIAN
R Method DS Mod. Easy Hard Rt Environment
1 DA-DPM c 45.51 56.36 41.08 21 s 1core @3.5Ghz (Matlab, C/C++)
2 LSVM-MDPM-sv c 39.36 47.74 35.95 10 s 4cores @3.0Ghz (C/C++)
3 LSVM-MDPM-un c 38.35 45.50 34.78 10 s 4cores @3.0Ghz (C/C++)
4 mBoW la 31.37 44.28 30.62 10 s 1core @2.5Ghz (C/C++)
5 DPM-C8B1 (ours) st 29.03 38.96 25.61 13 s 4cores @2.5Ghz (Matlab, C/C++)
Table 5.9: Object detection evaluation. CYCLIST
R Method DS Mod. Easy Hard Rt Environment
1 DPM-C8B1 st 29.04 43.49 26.20 7 s 4cores @2.5Ghz (Matlab, C/C++)
2 LSVM-MDPM-un c 29.88 38.84 27.31 10 s 4cores @3.0Ghz (C/C++)
3 LSVM-MDPM-sv c 27.50 35.04 26.21 10 s 4cores @3.0Ghz (C/C++)
4 mBoW la 21.62 28.00 20.93 10 s 1core @2.5Ghz (C/C++)
Table 5.10: Joint object detection and orientation estimation. CAR
R Method DS Mod. Easy Hard Rt Environment
1 OC-DPM c 64.42 73.50 52.40 10 s 8cores @2.5Ghz (Matlab)
2 LSVM-MDPM-sv c 55.77 67.27 43.59 10 s 4cores @3.0Ghz (C/C++)
3 DPM-C8B1 st 50.32 59.51 39.22 28 s 4cores @2.5Ghz (Matlab, C/C++)
4 SVM-Res c 30.38 35.02 24.87 10 s 4cores @2.5Ghz (Matlab)
Table 5.11: Joint object detection and orientation estimation. PEDESTRIAN
R Method DS Mod. Easy Hard Rt Environment
1 LSVM-MDPM-sv c 35.49 43.58 32.42 10 s 4cores @3.0Ghz (C/C++)
2 DPM-C8B1 st 23.37 31.08 20.72 13 s 4cores @2.5Ghz (Matlab, C/C++)
Table 5.12: Joint object detection and orientation estimation. CYCLIST
R Method DS Mod. Easy Hard Rt Environment
1 LSVM-MDPM-sv c 22.07 27.54 21.45 10 s 4cores @3.0Ghz (C/C++)
2 DPM-C8B1 st 19.25 27.25 17.95 7 s 4cores @2.5Ghz (Matlab,C/C++)
The precision results above are in accordance with our expectations after 5-fold cross-
validation. Therefore, the conclusions and analysis commented in subsection 5.3.3.1 are also
applicable for the test set, i.e. we outperform the baseline LSVM-MDPM for cars and cyclists
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detection, but not for the orientation estimation. Nevertheless, higher performance for the
’moderate’ and ’hard’ samples was expected according to our validation experiments. In fact,
we achieved lower LAMR and higher AP at those difficulty levels compared to the baseline for
the classes ’car’ (Fig. 5.7) and ’cyclist’ (Fig. 5.9). Although one could think on overfitting as one
of the reasons, the real cause comes from a singular limitation of KITTI evaluation protocol:
samples with a height < 30 pixels are ignored. This constraint is not implemented on the public
evaluation code available in [KITTI, 2012], but it is enforced on KITTI server when submitting
the predictions on the test subset. Therefore, we would have expected better performances for
the classes ’car’ and ’cyclist’ when detecting the non-easy samples.
In relation to runtime estimations, we specify the average values for each category on the joint
object detection and orientation estimation. However, depending on the number of components
of the learned mixture models, the execution time during prediction is different. Besides, the
KITTI website only provides one input for publishing the runtime. Consequently, all the state-
of-the-art methods ranked on it have a single estimated time for all the evaluations. Hence, we
do not reckon on direct comparisons in this aspect because it is not clear whether the published
runtimes are the average, highest or lowest delays. Therefore, we can conclude that we are
among the state of the art and can get speedups when moving the whole prediction process to
optimized C++ code [Dubout and Fleuret, 2013, Kokkinos, 2012a].
The figures on the next pages show some of the predictions on test images, which have been
inferred by our DPM-C8B1 and painted with KITTI development kit. However,they must not
be confused with the ground truth, because we remark again that it is not available for the test
images. Figures 5.10 to 5.15 display a set of frames with correct object predictions surrounded
by a green box and some FP and FN examples. Particularly, FPs have been manually marked
with a red bounding box, whilst FNs can be identified as the cars, pedestrians and cyclists not
detected in the scenes. It must be noted that trucks or vans detected as cars are neighboring
classes and not considered as FP. A similar consideration should have been done for pedestrians
and cyclists, because there are many cyclists stopped at traffic lights or walking on the streets
that are detected as pedestrians. However, this distinction is not made by KITTI evaluation
protocol.
Observing the displayed predictions, many challenging object instances from the three classes
are correctly detected. However, several FPs and FNs occur in these naturalistic urban scenes.
The most typical cases are cyclists and pedestrians confused between each other, which can be
interpreted as a normal detector behavior given the high similarities for some poses. Besides,
there are many false positives in trees and other vertical structures of the city for these classes,
which matches with the vertical gradients learned by the models. In relation to cars, there exist
several miss-classifications due to lorries, trucks and background areas with very similar visual
appearance. In addition, typical FN cases for cars are occluded vehicles in road sides where
they are parked and near to each other. Furthermore, the lower performance for distant objects
is usually related to cyclists and pedestrians, where disparity cannot provide accurate cues and
visual appearance features do not achieve a sufficient image patch description. Another source
of false positives are the repeated detections of an object at bigger scales and not tight enough
predictions, i.e. loose fitting of the 2D bounding box around the object.
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Figure 5.10: Examples of predicted labels in KITTI testing frames with TPs, FPs and FNs.
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Figure 5.11: Examples of predicted labels (cont.).
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Figure 5.12: Examples of predicted labels (cont.).
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Figure 5.13: Examples of predicted labels (cont.).
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Figure 5.14: Examples of predicted labels (cont.).
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Figure 5.15: Examples of predicted labels (cont.).
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5.3.5. Results of the additional approaches
The results contained in the next two subsections regard the additional approaches on top of
DPM that this Thesis has proposed in Chapter 4, i.e. feature whitening and stereo consistency.
5.3.5.1. Feature whitening
The results and conclusions reported here have been obtained after a set of experiments
on feature whitening with the methodology proposed in Section 4.4.1. It must be noted that
different implementations have been tested in order to integrate this approach into the DPM
training pipeline, which is not straightforward given the size and complexity of the original
source code. In particular, the covariance computation and the eigenvalue decomposition have
been tested with PCA, online covariance computation and Cholesky decomposition. However,
the most promising results have been obtained for the approach described in Section 4.4.1.
All the experiments reported below have been carried out on the class ’car’, because it is the
KITTI category with the highest number of samples. Thus, better estimations of the covariance
matrix can be obtained and a higher number of whitened features can be fed to the learning
process. The next figures visualize the covariance matrices for the ’background’ and ’car’ classes.
More specifically, as explained in Section 4.4.1, the ’background’ data samples are collected from
the training images without ground-truth labels, randomly picking 12 subwindows of fixed size
(128 × 72 pixels = 7 × 14 HOG cells) at 8 different resolutions of the training images (7,480),
obtaining a set of 718,080 features that are fed to Algorithm 4. The fixed size corresponds to the
biggest root filter for the class ’car’, which depends on the maximum configured area in pixels
and the dataset pooling during DPM initialization. On the other hand, the covariance of the
’car’ class is computed from the ground-truth bounding boxes and their mirrored versions, all of
them resized to 128x72 pixels, obtaining 57,484 features in total. Fig. 5.16 shows the resultant
covariance matrices for these classes and Fig. 5.17 provides a zoom on the left upper corner of
the matrices. Only the lower triangular part is estimated by our online/incremental algorithm
because the covariance is symmetric. Then, the figures visualize this part. These examples have
been built from our proposed 3D-aware features C6feats (check Section 4.2), which have a length
of 36 elements.
As it can be seen in the figures, the covariance matrices for cars and background have very
similar patterns, but different scaling, which may be directly related to the amount of samples
that were employed for each class (more background image patches were collected). Besides,
the repetitive d × d “squares” (d = 36 for C6feats) in Fig. 5.17 come from the fact that the
covariance matrix is computed as a spatial correlation between the image cells5. Furthermore,
high correlations appear for the features in the positions 31, 32, 33 and 34 in different image
cells6. They correspond to the disparity statistics (max, min, mean, median) added to HOG
color that this Thesis proposes for C6feats.
5This correlation is based on [Hariharan et al., 2012] as we described in Section 4.4.1
6Each HOG cell in the image is displayed as d × d square in the covariance
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(a) Car. Matrix values from -0.01 to 0.03
(b) Background. Matrix values from -0.01 to 0.06
Figure 5.16: Feature whitening. Covariance matrices of our C6feats computed from the KITTI
dataset. Their size is M ×M , being M = 7 · 14 · 36 = 3, 528.
(a) Car (b) Background
Figure 5.17: Zoom in the left upper corner of the covariances. Showing the first 110 elements
(3 HOG image cells). Each cell is a square region of size 36× 36 in the covariance.
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Another interesting property that can be discovered from the covariance submatrices in
Fig. 5.17 is a set of short and lighter color stripes on every 36 × 36 square on the diagonal and
surrounding positions. They are related to the correlations between the contrast sensitive and
contrast insensitive subfeatures of the HOG color descriptor (check the diagram in Fig. 4.12).
Indeed, the 9 contrast insensitive elements are collapsed from the 18 contrast sensitive values.
In addition, figures 5.18 and 5.19 show the corresponding whitening matrices obtained with
the ZCA algorithm as described in Section 4.4.1. Again, these matrices have a very similar
aspect for both ’background’ and ’car’ classes, but also a very similar scaling. This confirms the
findings in [Hariharan et al., 2012], which stated that the whitening of the HOG feature space
for different object classes can be generalized by randomly collecting a large set of background
samples. Then, it is not needed to compute a particular covariance matrix for each object class,
given the KITTI dataset.
(a) Car. Matrix values from -5 to 30
(b) Background. Matrix values from -5 to 25
Figure 5.18: Whitening matrices obtained from the covariances in Fig. 5.16.
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(a) Car (b) Background
Figure 5.19: Zoom in the left upper corner (110 elements) of whitening matrices.
Observing Fig. 5.18, there are correlations between closer cells, which are denoted by the
weights on the diagonal and surrounding elements of the matrices. Moreover, zooming in
(Fig. 5.19), the dark blue stripes down-weight the correlation between contrast sensitive and
insensitive features, as already pointed out before. Besides, in relation to the disparity features,
the highest weights are for the positions 31 and 34 and their harmonics, which correspond to
the max and median disparity values on a HOG cell and seem to be more important than the
descriptor positions 32 and 33 (min and mean), which have a lower positive weights in the
whitening matrix.
After the analysis of the covariance and whitening matrices for the specific case of C6feats,
Table 5.13 provides the car detection performance in average precision when whitening the
features in the DPM training pipeline. In addition to C6feats, we report results on C8B1feats,
which have been identified as the best 3D-aware feature in our experiments. Besides, it must be
noted that the computation of the covariance matrix is carried out in a separate batch process
before learning the models, particularly, obtained from the spatial correlation matrix Γ. Then,
during the first training stage for root filter initialization, every covariance is built from Eq. 4.9
and its corresponding whitening matrix is calculated using Eq. 4.10. As a result, every model
component have its associated whitening matrix. Next, in the remaining stages of the DPM
learning process, every feature is whitened with Eq. 4.7.
Table 5.13: Car detection average precision in % with and without feature whitening
C6feats C8B1feats
Easy Mod. Hard Easy Mod. Hard
No whitening 73.39 63.09 48.77 77.09 64.27 49.37
Whitening 70.27 59.50 45.75 73.48 60.62 45.05
In spite of the correlations and properties that were derived from the matrices displayed in
previous figures, the application of whitening during learning have not improved the detection
ratios. Besides, in general, the learning process has been also slower due to the addition of the
whitening transformation, but also due to a longer number of iterations in the iterative parameter
learning, which is a non-expected consequence of the feature transformation. Therefore, the
feature whitening have not accomplished the starting hypothesis and motivation of this approach.
For extending and further reviewing it, we propose to directly compute the covariance matrices
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for every model component presenting a different root filter size, instead of using the pre-
computed correlation matrix. This implies that the correlations will be searched in the full
length of the 3D-aware descriptors (hc × wc × d), instead of the partial correlations between
the individual descriptors of size d. Nevertheless, it is not clear whether this new research
hypothesis would provide increased precision ratios. It is supposed to give faster convergence,
though, during the stochastic gradient descent inside the learning module of DPM framework.
5.3.5.2. Stereo consistency check
In Chapter 4, we introduced an approach to increase the detection performance by a reduction
of false positives (FP), based on the idea of deploying a married-matching between the bounding
boxes predicted in left and right images. Table 5.14 display the results for the class ’car’ in terms
of the averaged AP and AOS figures in the three difficulty levels for one 5-fold cross-validation
round. This table refers to the use of the left and right color and disparity images and, our
contributed 3D-aware C8B1feats.
Table 5.14: Results for stereo consistency check employing C8B1feats for the class ’car’
AP (%) AOS (%)
C8B1feats easy mod. hard easy mod. hard
single 85.29 68.91 53.18 66.36 54.26 41.83
stereo 85.72 68.96 53.21 68.05 55.26 42.53
As it can be observed in the table, the improvements are not relevant enough, showing slight
increases which are more interesting for the orientation estimation (AOS). The reason behind
this low increment is explained by high scoring FP, which are detected on both stereo views.
Hence, they are also matched with our stereo consistency check and cannot be filtered out. Some
examples are displayed in Fig. 5.20. In fact, among 30,000 to 100,000 candidate bounding boxes
are detected by DPM per image, before the NMS. This means that our approach explores this
large search space to effectively identify the matches and this is done by enforcing the epipolar
geometry and height constraints in Section 4.4.2. Besides, this is implemented in C++ for
efficiency. As a result, around 15 to 50 matching detections are found, as depicted in Fig. 5.20.
Among them, the highest scoring TP are matched, but also some FP because they are detected
on left and right images.
One might think that down-weighting or discarding not-matching candidates can remove
wrong detections. However, from our experiments, we have checked that detections with lower
scores have a higher uncertainty and may correspond to TP or FP. They are typically related
to difficult cases: small, occluded, truncated or low contrasted objects, that are detected or
not on left and/or right images. Then, we empirically observed very low AP when applying
this down-weighting. Similar results were found if we change the average in Eq. 4.12 by a sum,
because in this case, the matched false positives are upweighted, influencing the posterior NMS
filtering.
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Figure 5.20: Examples of matched candidates on the left and right disparity images when
employing our stereo consistency check. The bounding boxes are detections of cars when using
the features C8B1. As it can be seen, there are true and false positives found in the married-
matching. Consequently, there are slight increases in precision because several high-scoring false
positives are detected on both views of the stereo and cannot be filtered out with our approach.
5.4. Discussion
In this section we introduce a discussion on four main topics that regards large datasets
like KITTI and the high-dimensional models and machine learning techniques like in DPM
framework. They are: bias-variance tradeoff, model complexity, features and learn-
ing algorithms. These aspects are interrelated, then we will comment on them in the next
paragraphs.
Prediction models, such as the ones presented in this Thesis for scene layout inference or the
object detection and orientation estimation, have a clear target: reducing the overall error of the
system when applying a trained model on new unseen data. Considering the size of the KITTI
dataset and the wide number of experiments presented in this Thesis, we will focus our analysis
on object detection, because we already reported different reasons for the scene layout prediction
performance in Chapter 3. Fig. 5.21 illustrates how the error is related to bias, variance and
model complexity.
Ideally, we would like to find the most appropriate model complexity (in terms of object
parts, features and filters dimensionality, mixture components, deformation parameters, etc.)
that minimizes both bias and variance. The first one is related to underfitting, while the second
one to overfitting. Hence, high bias is a symptom of a model with a low ability to approximate
the data, whilst high variance is for a model that memorizes the training samples including the
noise and other non-discriminative correlations. Estimating the main source of the error in our
system, bias o variance, is not easy given the complexity of the DPM framework and the large
intraclass variability of the KITTI objects. However, as already presented in the Thesis, we
took special care of the error measurement to favor the assessment.
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Figure 5.21: Representation of the bias-variance tradeoff that contributes to the to-
tal error and also related to the model complexity. This picture have been obtained
from [Fortmann-Roe, 2012].
Firstly, the evaluation protocol has been clearly defined and 5-fold cross-validation has been
carried out during training. Comparing the results from LSVM-MDPM-sv and our DPM-C8B1
for the class ’car’ in Table 5.7 and Fig. 5.7.d,e,f, it can be observed that the relative gap between
precision values in test and in validation is higher for our DPM-C8B1 approach. This could be
an indication of possible high variance and a certain level of overfitting [Ng, 1997], in spite of our
important improvement over the baseline LSVM-MDPM-sv (between 4-6% in AP). Increasing
the number of training samples and/or reducing the features length could ideally help. In this
regard, we already mirrored positive training samples (check Section 4.3) and also tested the
shorter C8B1 features. Another typical approach to increase the data samples is jittering the
geometry of the training bounding boxes around the ground-truth locations [Keller et al., 2011].
However, this is implicitly included, up to some extent, in DPM framework: in training stage III
(Algorithm 2), the ground-truth bounding boxes are treated as latent and surrounding image
patches are also searched and scored to favor the learning process.
Differently, the error for pedestrians is high in both validation and test, which is related to
high bias. Therefore, we point out as the possible reasons, 1) the adaptive parts, which may not
correctly model this category and may be causing a model complexity reduction, and 2) a poor
representativeness of the features for this class that may lead to low discriminative models. In
this regard, another work already mentioned the benefits of dense stereo maps for pedestrian
detection [Keller et al., 2011]. Additionally, reducing the number of mixture models from 8 to
4 could also help to increase pedestrian detection with the cost of reducing the discriminative
power in orientation angles.
On the other hand, the class ’cyclist’ yielded improved prediction for the easy samples with
similar precision estimates in validation and test, such that there is no clear symptom, bias or
variance. However, we have checked that the labeled cyclists in the KITTI dataset is limited
in number and they are usually more challenging to predict than the object instances for the
dominant ’car’ category.
114 Chapter 5. Experiments for KITTI object evaluation challenge
Apart from the bias-variance tradeoff, some other aspects influence the finally obtained pre-
diction error. Indeed, we have demonstrated how the cleanliness of the data and the exploration
of different setups during supervised learning can modify the behavior of the underlying training
method. This have direct consequences on the learned parameters and prediction performance.
Moreover, the algorithms and learning strategy must account for the data outliers with appro-
priate regularization and data samples treatment, i.e. the semiconvex approach of the Latent
SVM and the hard negatives data mining proposed in DPM [Felzenszwalb et al., 2010b] and
reviewed in this Thesis. Therefore, Machine Learning techniques play a fundamental role for
object recognition tasks, where the established image processing methods can help to crop fil-
tered measurements from images, but inferring semantic entities from real 3D scenes requires
appropriate modeling of high-dimensional data.
With regard to the dilemma of “better features” or “better models”, recently, some works in
top vision conferences have already stated that developing better features could help, but the de-
signed models and learning algorithms are key factors to leverage current successful descriptors,
such as HOG [Benenson et al., 2013, Zhu et al., 2012]. Similarly, our experiments confirm these
statements when analyzing the gains of our contributions. We have observed that increasing
features dimensionality when adding disparity produced some precision increments depending
on the object category. However, many decisions regarding the setup configuration during train-
ing (cleaning training samples, filters size initialization, overlap requirement, adaptive parts,
regularization constant, etc.) also had an important effect in the obtained performance. Thus,
low-level details matter when one tries to outperform current state-of-the-art approaches that
yield good detection ratios in complex and naturalistic urban scenes.
Finally, more data helps until it saturates the model complexity or exceeds the capacities
of the learning algorithms to obtain representative and discriminative models. In the end, a
learning algorithm should beat our human intuition on what features are more relevant for each
prediction tasks given a training dataset. Then, the magic of ML is to up-weight the parameters
associated to the relevant features and down-weight the correlated or noisy ones. Therefore,
assuming a desired output the training should conduct to the best modeling/fitting to the data.
In this sense, future trends also point to the deep learning [Sermanet et al., 2013] and mid-level
patch discovery [Maji and Shakhnarovich, 2013].
Chapter 6
Conclusions and Future Works
This Thesis has contributed to the state of the art in the area of 3D urban scene under-
standing [Geiger et al., 2014] accomplishing two tasks that are under active research in the
academic and industrial sectors: I) scene layout inference with structured prediction methods,
particularized for the problem of road intersections and, II) object detection and orientation
estimation with a robust and well-known part-based object detector (DPM), for the categories
’car’, ’pedestrian’ and ’cyclist’.
The methodology of this Thesis relies on strong Machine Learning techniques for data
mining high-dimensional visual features and it has been applied to real-world problems,
i.e. the ones currently posed by autonomous robotics platforms, such as driverless vehi-
cles [Google, 2011, MRG Oxford, 2012, Broggi et al., 2013]. Indeed, complex discriminative
models have been defined in terms of Probabilistic Graphical Models and have been applied
on stereo images obtained from a naturalistic urban dataset [KITTI, 2012].
6.1. Conclusions
In the next paragraphs we derive the specific conclusions and contributions from our super-
vised learning and inference of semantic information from road scene images. Firstly, we review
below the conclusions when predicting the road intersections layout.
Different parameterizations in terms of discrete random variables have been studied and
proposed, which fully characterize the layouts for 1 straight road and 4 intersecting roads
in Bird’s eye Perspective images. These images represent 2D occupancy grid maps recon-
structed from stereo sequences and have been obtained from [Geiger et al., 2011a].
The proposed method is the first discriminative approach in the state of the art, devised
as an alternative to the generative model in [Geiger et al., 2011a]. The problem has been
formulated as a structured prediction, in which the potentials and loss functions have
been designed in accordance to the proposed layout parameterizations. Besides, we have
employed less cues from the sequences, i.e. only occupancy maps without flow vectors,
which made the task more complicated for predicting the road boundaries.
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The supervised learning of the models has been carried out based on Conditional Random
Fields, whilst inference has been tested with two different algorithms: an approximate
inference approach based on distributed convex Belief Propagation [Schwing et al., 2011]
and another exact inference approach based upon BB [Schwing and Urtasun, 2012].
Given the small number of BeP images (113), we have carried out leave-one-out cross-
validation experiments. For straight roads, the parameters have been successfully learned
and the layout also predicted from real data, when employing both inference methods.
However, several convergence problems have been observed for the 4 intersecting roads
on synthetic images, due to the smoothness and shape of the proposed energy function.
Particularly, when employing the dcBP engine. On the contrary, our contribution in the
4-roads case is the BB approach, which has yielded good predictions on synthetic images,
and the study of how prediction degrades for an increasing level of noise on the synthetic
samples.
Finally, it must be remarked that the sparsity and noise of the real BeP images pose a very
challenging prediction task, because they are even not visually recognizable by humans.
Thus, the learning and inference algorithms were not able to capture the 4-roads layout
with any of our proposed parameterizations. Therefore, additional data or more accurate
occupancy maps are needed to estimate the layout of these intersections.
Next, the conclusions for the object detection and orientation estimation are summarized:
The successful method known as Discriminative Part-based Models
(DPM) [Felzenszwalb et al., 2010b] has been revisited because it is the baseline
framework for the KITTI challenge [Geiger et al., 2012] on joint object detection and
orientation estimation in urban environments, particularized for the categories ’car’,
’pedestrian’ and ’cyclist’.
DPM has been adapted to account for 2.5D data (color and disparity). In fact, our
research work is the first proposal using stereo data that have been published in the
KITTI website [KITTI, 2012].
New cues have been extracted from the stereo images, i.e. the contributed 3D-aware fea-
tures that carry information from appearance and depth of objects parts in the scene.
Moreover, several experiments have been conducted to select the most discriminative fea-
ture, which is C8B1 and closely followed by C8B2.
Besides, the DPM training pipeline has been modified and tuned with a 5-fold cross-
validation to prevent overfitting. Additionally, a large set of comparative experiments
have illustrated how to achieve better object models based on data mining concepts and
internal parameter configurations.
A “whitening” algorithm has been proposed for the equalization/normalization of the
3D-aware features with the aim of favoring the stochastic gradient descent optimization
process when adjusting the model. However, the models trained with this strategy have not
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yielded increased recall nor precision. This is mainly due to two reasons: 1) the different
size of the filters for each object orientation that requires to extract submatrices from a
precomputed spatial correlation matrix, which do not fully account for the correlations in
the feature space and, 2) the lack of a bigger (order of a million) number of samples for
the estimation of the covariance matrix particularized for every model component.
A stereo-consistency check has been introduced in order to reduce the number of false
positives of the object detector by applying epipolar geometry constraints. As a result,
the experiments have shown that precision do not increase, suggesting that most of the
detected bounding boxes (TP and FP) are predicted in both images and they are matched
during the check.
Several subtleties related to the KITTI evaluation protocol have been explained in detail
and contrasted with experiments. Indeed, the evaluation metrics and algorithm have an
important influence on the reported performance when comparing state-of-the-art meth-
ods. This Thesis has followed the guidelines from [KITTI, 2012] and also supported by a
recent survey on pedestrian detection [Dollár et al., 2012].
In addition to the large set of cross-validated experiments for the three object classes,
we have published our results on the public ranking in KITTI website, as shown on the
tables in the fifth chapter. Our DPM-C8B1 approach ranked above the baseline method
(MDPM-LSVM-sv), gaining a (3%-6%) increase in precision for cars detection. Besides, it
also ranked first for cyclists. Then, this Thesis has contributed to push forward the current
state of the art for the visual recognition of these object classes in naturalistic scenes.
An unusual low detection performance has been obtained for pedestrians, which is related
to a poor discriminative model that is learned when adding the adaptive parts. Besides,
we have the guess that this issue is closely related to pedestrians aspect ratio and the
addition of the disparity data, which may carry misleading information of the objects.
Although the addition of 3D cues to DPM model could potentially help a better discrim-
ination between the object parts of different viewpoints, our proposals (DPM-C8B1 and
DPM-C8B2) yielded lower precision than the baseline MDPM-LSVM-sv. Therefore, we
can conclude that object detection was improved at the cost of losing discriminative power
in orientation.
Finally, having better features and measurements are great advantages for any Machine
Learning or Computer Vision problem. However, the complexity of the proposed models can
leverage the approaches when facing naturalistic scenes with hard challenges (illumination, occlu-
sion, clutter, dynamic changes, ...). For instance, explicit occlusion modeling [Pepik et al., 2013]
and object reasoning from monocular images [Fidler et al., 2012]. On other hand, the algorithms
for learning and inference are also crucial in order to capture the variances and correlations in
the data and to up-weight the discriminative features. Nevertheless, when employing contrasted
methodologies for learning and inference, the “better features” vs “better models” dilemma is
the recurrent topic for any previous and future research challenge. Indeed, we have observed that
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increasing the dimensionality (and complexity at the same time) of the DPM object detector
with our 3D-aware features, was beneficial to produce increased average precision, but taking
special care of the number and the selection of the training samples. Differently, we have shown
that robust machine learning methods, such as CRF and dcBP, can fail when employing well
designed models (for scene layout prediction) but poor measured features.
6.2. Future Works
This section identifies some of the future works that can be derived from the experiments,
contributions and conclusions of this Thesis. First of all, the focus has not been the real-
time and most of the code is in Matlab1. However, for reducing processing times, several
approaches could be addressed in the future, i.e. translating all the code to C++, paral-
lelizing and optimizing the computation of the features and employing dedicated hardware as
GPUs. Some of these extensions have been recently proposed as DPM applications: transla-
tion to C++ [Dubout and Fleuret, 2013] and GPU-based server with telecommunication facil-
ities [Hirabayashi et al., 2013]. Besides, more complex approaches could be explored for algo-
rithmic optimizations of the feature pyramid computation inside DPM [Dollár et al., 2014].
In relation to the features in our scene layout methodology, we have proposed a smart feature
computation based on Integral Geometry, but further optimization can be studied, together with
a more efficient implementation of the BB algorithm.
Furthermore, it must be mentioned that tracking algorithms can supplement the performance
of the objects and layout predictors in applications with video sequences. Autonomous robotics
platforms are characterized by their navigation in a dynamic environment and tracking methods
in this context entail different issues that are closer to intelligent control systems than pure vision
approaches, thus, tracking has been out of the scope of this research work, but we consider it as
a natural follow-path. In fact, the temporal object trajectories known as ’tracklets’ have been
recently proposed and labeled in KITTI sequences [Geiger et al., 2014].
In addition, the probabilistic graphical models proposed for inferring the intersections layout
can be extended and further studied for additional topologies, i.e. left-turn, right-turn, 3-
roads intersections, etc. This would also require a larger dataset with more accurate disparity
estimations and stereo reconstruction methods, which can be based on the recent scene flow
approaches [Yamaguchi et al., 2013], in order to provide less sparse and less noisy occupancy
grids.
On the other hand, for autonomous vehicles, pedestrian detection is a key challenge where
we must revise our approach due to the low detection ratios observed in our experiments. Nev-
ertheless, as can be also observed in [KITTI, 2012], there are many state-of-the-art methods
that only focus on one object class in urban scenes, e.g. cars detection in KITTI. Similarly,
pedestrian detection is a very specific topic, widely treated and under active research in the last
years [Sotelo et al., 2006, Keller et al., 2011, Dollár et al., 2012]. It must be remarked that this
1Some parts of the code that are CPU-intensive are in C++. E.g. features computation at low level, stochastic
gradient descent and branch and bound
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Thesis has provided results for all the classes, but intensifying on cars and obtaining increased
precision for two the categories cars and cyclists.
In relation to objects viewpoint prediction, although more accurate orientation estimation
can be of interest, adding tracking capabilities and modeling of trajectories can substitute the
need of the viewpoint labels. In fact, some of the approaches with best detection ratios for the
class ’car’ in [KITTI, 2012], report very poor results in orientation estimation, showing precision
values below ours. Hence, is seems that the strategy of state-of-the-art works is seeking improved
detection ratios at the cost of low discrimination in viewing angles.
For future works, we also propose to perform a joint object and scene layout prediction, such
that both tasks can benefit to each other in order to obtain better detections and precision-recall
curves. Specially, the objects and their tracklets can provide additional information for inferring
the geometry of the roads and even the lanes. Similarly, the detection of the roads can bound
the image search for objects and focus only on most promising areas. In close relation, the
contextual priming is also of interest for the future of robotics perception, which means that
more representative or discriminative features can be automatically learned when considering
information from a semantic context and surrounding features or pixels. In our case, this can be
investigated for the description of objects in the urban scenes given the naturalistic and high-
resolution images of KITTI. In this regard, recent results on deep learning indicate that the
generic descriptors extracted from the Convolutional Neural Networks (CNN) are very powerful
for recognition tasks [Razavian et al., 2014]. Besides, it has been also demonstrated that the
fixed size of HOG cells limits the training process, but flexible HOG descriptors of different
sizes and shapes can be learned, obtaining outstanding results over previous object recognition
methods [Benenson et al., 2013].
Finally, as already mentioned along this Thesis, autonomous vehicles and 3D urban scene
understanding are hot topics with very recent and interesting approaches [Broggi et al., 2013,
Geiger et al., 2014]. Moreover, the tendency towards onboard stereo systems [Vislab.it, 2014],
which replaces the expensive Lidar technology, and the already mentioned stereo reconstruction
methods based on scene flow, both will provide better disparity maps for 3D scene reasoning
and autonomous navigation.
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Appendix A
Additional approaches for inferring
4-roads layout.
Chapter 3 presented the theory and concepts for learning and inferring the layout of inter-
sections from Bird’s eye Perspective images. More specifically, this Thesis tackles the problem
as a structured prediction, in which the conditional probability p(y|x,θ) is modeled by defining
a factorization that decomposes the joint reasoning of all discrete random variables yi into low
order potentials.
The approach presented in Section 3.3, to infer the layout of 4-road intersections, has been
effectively demonstrated on synthetic images (Section 3.4) after a long research on the most
convenient and also feasible model. Indeed, inferring the scene layout from the difficult BeP
images (check Fig. 3.7) [Geiger et al., 2011a] is a challenging task. Therefore, we have explored
different configurations that were initially tested with the message-passing inference algorithm
in [Schwing et al., 2011], but yielded convergence problems on synthetic images as summarized
in Section 3.4. Three approaches for learning and inferring the geometry of 4-roads intersections
are included in this appendix in order to introduce a more detailed description of the research
carried out.
A.1. 4-roads layout: Approach 1.
From the very beginning, our inspiration was on the room layout decomposition
by [Schwing et al., 2012] to achieve a smart factorization of the conditional probability to be
modeled using CRFs. As already introduced in Section 3.3, the BeP image is divided in 5
regions of interest. However, the first parameterization approach is shown in Fig. A.1.
Every region of interest is described by one intersecting point Ir = (ur, vr) and two angles
βi and βj . The points are referenced to the lower left corner of the image. The angles are
measured with respect to a local coordinate system aligned with the image borders and centered
at the street lines intersection point (in green color). As a result, there are 12 discrete random
variables: [β1, β2, β3, β4, uA, vA, uB , vB , uC , vC , uD, vD].
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Figure A.1: First parameterization of 4-roads layout.
Considering this parameterization, the proposed factorization is detailed below:
logψ(y,x) = θTE · φE(x,uE ,vE ,βE) +
∑
r∈Υ
θrT · φr(x, ur, vr, βi, βj) +
∑
c∈Ψ
θc · φc(yc1, yc2) (A.1)
The vectors uE,vE and βE represent all the random variables of each type in our model
r ∈ Υ = {A,B,C,D}
i 6= j such that i = {1, ...4} and j = {1, ...4}
c ∈ Ψ = Set of constraints
yc1 and yc2 are the variables for the pairwise potentials that encode the constraints. They
will be defined later in this section
Furthermore, considering the Integral Geometry approach introduced in subsection 3.3.2,
every image feature potential in Eq. A.1 can be decomposed as a linear combination of lower
order potentials. In particular, the following decomposition into third order functions:
φr(x, ur, vr, βi, βj) = Hr(x, ur, vr, βi)−Hr(x, ur, vr, βj) +G(βi, βj) (A.2)
φE(x,uE ,vE ,βE) = φ(x)−
∑
r∈Υ
φr(x, ur, vr, βi, βj) (A.3)
The function Hr(...) is an accumulator that counts the visual features (2D grids in the BeP)
in a hypothesis region of the image determined by the random variables in its argument. Besides,
G(...) adjusts the computation of visual features depending on the angles. Finally, the term φ(x)
represents the visual features (occupancy grids) in the whole image. For clarification, we are
employing the same features defined in Section 3.3, i.e. the 2D vector [O,F ] normalized by the
total number of grids of each type.
Let us review the mathematical expression for the functions Hr and G defined in Eq A.2
and their physical meaning with some examples.
Hr(x, ur, vr, βk) =

H
left
r (x, ur, vr, βk) if 0 ≤ βk ≤ pi/2
−Hrightr (x, ur, vr, βk) if pi/2 < βk < 2pi
(A.4)
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In the expression above, H leftr counts the visual features in the region delimited by two lines.
The first line is given by ur, vr and βk, and the second one is the perpendicular line to the top
image border that passes through the point Ir = (ur, vr). This function is evaluated towards
the left direction from the first line. Besides, Hrightr counts the visual features in the region
delimited by the same two lines, but evaluated towards the right direction from the first line.
Next, the function G is defined in Eq A.5. The value 1 represents the total number of normalized
occupancy grids of one type (for example: O=occupied or F=free/road). For illustration, we
include four graphical representations in Table A.1, which shows the decomposition of every
proposed region of interest. As it can be seen, we reduce from fourth to third order potentials.
G(βi, βj) =

0 if βi ≤ βj1 if βi > βj (A.5)
Table A.1: Geometric decomposition to count the visual features on every region (grey color).
Given the factorization in Eq.A.1, we can divide the potentials into the third order and pairwise
functions Hr and G of Eq. A.2.
H leftr (x, ur, vr, βi)− (−H
right
r (x, ur, vr, βj)) H
left
r (x, ur, vr, βi)−H
left
r (x, ur, vr, βj)
+G(βi, βj) +G(βi, βj)
where G(βi, βj) = 0 where G(βi, βj) = 0
−Hrightr (x, ur, vr, βi)−H
left
r (x, ur, vr, βj) −H
right
r (x, ur, vr, βi)− (−H
right
r (x, ur, vr, βj)
+G(βi, βj) +G(βi, βj))
where G(βi, βj) = 1 where G(βi, βj) = 0
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Next, we define the set of constraints φc(yc1, yc2) for every region to impose some restrictions
in the relative position of the intersecting points (IA, IB , IC , ID). In fact, we impose tight
constraints on their adjacent position, but allow some freedom between opposite points like IA
and IC , IB and ID. All the proposed constraints are pairwise potentials that depend on u and
v image coordinates.
φAB(uA, uB) =

0 if uA > uB−∞ other φDC(uD, uC) =

0 if uD > uC−∞ other
φDA(vD, vA) =


0 if vD > vA
−∞ other
φCB(vC , vB) =


0 if vC > vB
−∞ other
φDB(vD, vB) =

0 if vD > vB−∞ other
The complete graphical model that describes the relationships between the proposed param-
eterization and corresponding factors is depicted in Fig. A.2.
Figure A.2: Factor graph for inferring the layout of 4-roads intersections 4-way. Approach 1.
Until this point we have defined the structured prediction potentials of the approach 1. For
learning, we extend the same decomposition to compute the loss function, but removing the
constraint factors of the inference task. However, the loss factors account for the pixel-wise
error in every region hypothesis previously described by Fig. A.1. Then, our loss function for
this approach is exposed in Eq. A.6, where the vector y denotes the ground-truth labels for every
discrete random variable yi. They are obtained from the training dataset with image samples
x. Besides, yˆ refers to the predicted labels during learning.
∆(y, yˆ) = φlossE (x,y,uE ,vE ,βE) +
∑
r∈Υ
φlossr (x,y, ur, vr, βi, βj) (A.6)
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A.1.1. Discussion on experiments with approach 1.
After several experiments on synthetic BeP images (see Fig. 3.15), we observed these issues:
During learning, the proposed potentials in Eq. A.1, plus the constraints and the
defined loss do not seem to capture the intersection layout in synthetic images.
Consequently, we observed swapped signs for some of the values of the learned
parameter vector θ. It must be noted that ideally, this vector should be θ =
[+θOA ,−θ
F
A ,+θ
O
B ,−θ
F
B ,+θ
O
C ,−θ
F
C ,+θ
O
D,−θ
F
D,−θ
O
E ,+θ
F
E ,+θAB ,+θDC ,+θDA,+θCB,+θDB ],
which corresponds to maximizing occupied grids (O) in A,B,C and D regions and
maximizing free grids (F) in E model zone.
During inference, for some cases, we observed convergence problems, i.e. the dcBP algo-
rithm was not able to find the maximum energy after a high number of iterations, and for
other cases, we got suboptimal solutions, i.e. the algorithm converges but the predicted
labels do not match the expected solution.
Therefore, we reconsidered the definition of the potentials and constraints to deal with some
possible ties that we detected as the main source of the problems above. This means that in our
first approach, some hypotheses of the search space could have exactly the same energy (Eq A.1)
and, could also make the energy function not monotonic, affecting the underlying learning and
inference algorithms. The revised approach is presented in the next section.
A.2. 4-roads layout. Approach 2.
According to the previously observed issues, some modifications are introduced for the com-
putation of the model potentials and constraints. In this second approach, we maintain the
parameterization in Fig. A.1 and the general factorization of Eq. A.1. However, the decomposi-
tion of the potentials is redefined as follows, which presents a more clear notation and it is easier
to generalize to all the model regions. This also facilitates the implementation for debugging
purposes.
φr(x, ur, vr, βi, βj) = Hr(x, ur, vr, βi) +Gr(x, ur, vr, βj) (A.7)
φE(x,uE ,vE ,βk) = φ(x)−
∑
r∈Υ
θTr · φr(x, ur, vr, βi, βj) (A.8)
Hr(x, ur, vr, βi) = H leftr (x, ur, vr, βi) (A.9)
Gr(x, ur, vr, βj) =

−H
left
r (x, ur, vr, βj) if αrl ≤ βj < αrm
Hrightr (x, ur, vr, βj) if αrm ≤ βj ≤ αru
(A.10)
From the equations above, αrl, αrm and αru are lower, medium and upper limits for the angles
βk in our model. Their values depend on each region r. More specifically, the tuples br = [αrl,
αrm and αru] for every region are: bA = [−90, 0, 90], bB = [−180,−90, 0], bC = [−90, 180, 90]
and bD = [0, 90, 180]. These values have been empirically determined from the training dataset.
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On the one hand, H leftr counts the visual features in the region delimited by two lines.
The first line is given by ur, vr and βk, and the second one is the perpendicular line to the
corresponding image border. This line forms an angle of αrm with respect to an horizontal line
that passes through the point Ir = (ur, vr). This function is evaluated towards the left direction
(anticlockwise) from the first line. On the other hand, Hrightr counts the visual features in
the region delimited by the same two lines defined before, but now the function is evaluated
towards the right direction (clockwise) from the first line. An illustration of this decomposition
is displayed in Table A.2, which exposes two sample cases for region D (check Fig. A.1).
Table A.2: Geometric decomposition to count the visual features on every region (grey color)
for the second approach.
Hr(x, ur, vr, βi) +Gr(x, ur, vr, βj) = Hr(x, ur, vr, βi) +Gr(x, ur, vr, βj) =
= H leftr (x, ur, vr, βi) +H
right
r (x, ur, vr, βj) = H
left
r (x, ur, vr, βi)−H
left
r (x, ur, vr, βj)
As it can be seen in the figures, to count the visual features in the grey patch of interest, we
divide the problem in two halves, which are the factors H and G. The splitting line segment is
defined by αrm, which divides the image patch in two subregions. This angle equals 90 degrees
for the displayed example that corresponds to region D. For the remaining regions A, B and
C, the same evaluation can be carried out, but previously rotating 90 degrees anticlockwise the
images in Table A.2.
Moreover, in addition to the constraints in Section A.1, we enforce tighter physical constraints
between the angles to guide the convergence during inference.
φ1(β1, β4) =

0 if β4 ≥ β1−∞ other φ3(β2, β3) =


0 if β3 ≥ β2 and β3 > 0
0 if β2 ≥ β3 and β3 < 0
−∞ other
φ2(β1, β2) =

0 if β1 ≥ β2−∞ other φ4(β3, β4) =


0 if β3 ≥ β4 and β3 > 0
0 if β4 ≥ β3 and β3 < 0
−∞ other
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A.2.1. Discussion on experiments with approach 2.
Although this second approach is an smart and elegant way for decomposing the problem, the
experiments yielded poor prediction performance on synthetic images, as already observed with
the approach 1. After a deep analysis and the evaluation of the energy shape of the “Boltzmann
distribution” (go to Eq. 3.1), we found a potential overlap from the sharing of angles. The
nature of the problem comes from the assumption that a street has two parallel lines (same βk
angle), which belong to different polygons (regions A, B, C or D). The situation is depicted in
Fig. A.3. Given the same point (ur, vr) and considering the parameterization in Fig. A.1, the
grey region hypothesis could be delimited by two different pairs of angles βi and βj . Indeed,
depending on whether we take region C or region D as reference, the values of the betas are
different.
Figure A.3: Two hypotheses of our model with the same energy.
Assuming the rotation of the reference system to compute the features on the different
regions, if the ranges of the angles βk for each region expand to 180 degrees, there is an overlap
area between adjacent regions (see Fig. A.4). For example, regions C and D share the upper
part (in blue color) and similarly, regions B and C share the left part (in green), etc.
Figure A.4: Domain of the angles βk for the proposed parameterization in Fig. A.1. Every region
is bounded by two angles which are shown in green an blue vertical and horizontal stripes. All
the regions share a full domain of angles, e.g. C and D share the upper part in blue color.
This situation can lead to different hypotheses of the search space having the same energy,
thus causing ties which are an important drawback for the convergence of the message-passing
algorithm [Schwing et al., 2011]. As a consequence, we devised a newer approach in the next
section.
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A.3. 4-roads layout. Approach 3.
The last section of this appendix presents the third approach that was tested with the
approximate inference algorithm [Schwing et al., 2011]. After detecting some issues with the
angles encoding in the model, as exposed in previous section, we propose a modification to solve
them. Again, our basement is the parameterization in Fig. A.1 and factorization in Eq. A.1.
In order to remove the overlapping between the domains of the road angles βi, we force tighter
geometric constraints into the model. In particular, β1 = [−45, 45] , β2 = [−135,−45] , β3 =
[135,−135] and β4 = [45, 135]. Besides, these angles are counted anticlockwise from an horizontal
line passing trough the corresponding intersecting point. This is equivalent to restrict the angles
domain to the areas with square grids in Fig. A.4 and adding a rotation of 45 degrees for
practical purposes. Then, the boundaries of the set of hypotheses for one region are no colinear
with the reference axes of the image. Moreover, the values for αrl , αrm and αru (lower, middle
and upper bounds respectively) are updated depending on each region r. Thus, the tupples
br = [αrl , αrm and αru] for each region are: bA = [−45, 0, 45] , bB = [−135,−90,−45] , bC =
[135, 180,−135] and bD = [45, 90, 135].
Consequently, the pairwise constraints φk(βi, βj) defined on previous section are not required
anymore, as they are intrinsically enforced with the limited domain of the angles. However,
this modification also reduces the space of hypotheses. For instance, it would not be possible
to model a region D with a triangle shape, centered at 90 degrees segment among 60 and 120
angles (considering any point in the image), which is depicted in Fig. A.5.
Figure A.5: Example of a
region D that would not
fit in the model proposed
in approach 3.
To further support the convergence during inference, two constraints relating opposite inter-
section points are added to the ones defined in Section A.2.
φAC(uA, uC) =

0 if uA > uC−∞ other φDB(vD, vB) =

0 if vD > vB−∞ other
A.3.1. Discussion on experiments with approach 3.
The approaches described in this appendix have set many details on the research carried out
during months for inferring the layout of road intersections. Apart from the angle particulariza-
tion in approach 3, we have intensified on the addition of more specific geometrical constraints
to guide the inference task. In fact, we tested the incorporation of elasticity constraints on
the horizontal and vertical coordinates of the intersecting points (check the parameterization in
Fig. A.1), as it is described by the expressions below:
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φDB(uD, uB) =

0 if uD > uB−∞ other φAC(vA, vC) =

0 if vC > vA−∞ other
φADadj(uA, uD) =

0 if |uA − uD| < K1K(uA, uD) other
φBCadj(uB , uC) =

0 if |uB − uC | < K2K(uB, uC) other
φABadj(vA, vB) =

0 if |vA − vB | < K3K(vA, vB) other
φCDadj(vC , vD) =

0 if |vC − vD| < K4K(vC , vD) other
where the constant values K1 - K4 represent a bound that determines the maximum sepa-
ration distance between the involved adjacent points. This bound is computed as the empirical
covariance of the distance between each pair of random variables given the training dataset. On
the other hand, the penalization coefficients on the horizontalK(ur1, ur2) and verticalK(vr1, vr2)
directions, depend on the distance between points and some step factor empirically adjusted. In
fact, the last four equations above represent hard constraints imposed by the inequality.
Moreover, several functions shapes for these constraints have been tested in order to prevent
abrupt changes in the energy distribution of the search space, because this can lead to conver-
gence problems during learning and inference as we observed experimentally. We employed the
shapes: heavyside step function; jump + step; exponential and scaled versions with different
factors. After the experiments, some of them lead to slight improvements or better predicted
layouts. However, we were not able to find a function that achieves a smooth global energy
objective for a successful learning of the parameter vector θ. Similarly, the inference engine was
not able to find the optimal solution for the synthetic images given the learned parameter vector.
We depict in Fig. A.6 some of the wrongly predicted layouts from the a set of experiments and
model configurations tested.
Alternatively, unary potentials for the 12 discrete random variables in the factor graph of
Fig. A.2 were also added into the learning and inference framework. These evidence data was
computed from the real dataset of BeP images [Geiger et al., 2011a]. Despite a small reduction
in the pixel-wise error, the message-passing algorithm was not able to find the optimal solution
after inference.
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Figure A.6: Examples of wrongly predicted intersections employing Approach 3 and different sets
of constraints. The ground truth has been discretized and painted in black pixels representing
the road area. The green lines are the predictions, which do not fit the ground-truth model, in
spite of being ideal images (black and white).
Appendix B
Additional results from object
detection experiments
Several comparative plots of the experiments carried out along the research of the Thesis
are attached in this appendix. They are supplementary material that provides further details
over the main results in Chapter 5. The experimental results are divided in the three object
categories of interest: cars, pedestrians and cyclists.
B.1. Experiments for the class ’car’
Figures B.1-B.7 compare 3D-aware and color-based features when employing different DPM
parameter tuning against the baseline MDPM-LSVM-sv [KITTI, 2012]. Every figure contains
9 subplots, in which the three rows correspond to LAMR, AP and AOS measurements and the
columns are related to each difficulty level evaluated (see Section 5.2).
Test 1 yields the 4 curves that are depicted in Fig. B.1, which correspond to MDPM-LSVM-
sv and the use of 3 different features: the original HOG color in [Felzenszwalb et al., 2010a] and
the newly contributed C8B1 and C8B2. The supervised learning of the models is done based on
the configuration of Medium-T7 in Section 5.3.2, but adding the upsampling by factor 3 of the
small ground-truth samples.
Compared to the baseline MDPM-LSVM-sv, the DPM tunning and features in Test 1 pro-
duce an important improvement in AP for moderate (8%) and hard (6%) levels. Besides, there
is also a slight increase when adding disparity (C8B1 and C8B2) vs the use of color features
alone. However, this is not accomplished for ’easy’ samples (Fig. B.1.d). Then, similar con-
clusions can be extracted from orientation estimation (Fig. B.1.g,h,i), also motivated by the
increase or decrease in AP depending on the evaluation category (=difficulty level). According
to these results, the best performing feature is C8B1, which also obtains the lowest miss rate.
Additionally, observing Fig. B.1.b, the green curve achieves an important 10% reduction in the
miss rate compared to the baseline (magenta) at 1 false positive per image. On the other hand,
as can be seen in Fig. B.1.a,b,c the longer tails of our proposals indicate further lowering down
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Figure B.1: Evaluation of 3D-aware features for cars, Test 1.
the miss rate at the cost of having more false positives, which is not the best scenario, but we
also achieve reduced miss rate at low fppi [10−1, 5] for moderate and hard evaluation levels.
Fig. B.2 displays the results for Test 2, which has the same configuration as Test 1, but
changing the latent overlap to 80%. Besides, we add and additional plot C8B1nscfeats, which
corresponds to the same C8B1 feature but not scaling the disparity (see Section 4.2.1).
Test 2 yields an important boost in AP (7%, 14% and 10% maximum differences respectively
for each difficulty level) compared to the baseline. This behavior is due to the tighter overlap
constraint for latent parts and components. However, AOS decreases in all the cases, but
keeping a moderate value at higher recalls (curves pushed to the right). Thus, C8B1 and
C8B2 obtain superior AOS for the difficult samples compared to the baseline MDPM-LSVM-
sv. On the contrary, the improvement due to the addition of disparity cues is more notable
in the orientation estimation (green, black and red lines in Fig. B.2.g-i), being C8B1 the best
performing one. Hence, we can conclude that not scaling the disparity causes a poorer precision
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Figure B.2: Evaluation of 3D-aware features for cars, Test 2.
in orientation estimation. Another remarkable achievement is the very low fppi rate at 0.1 miss
rate, when using our proposed 3D-aware features.
Fig. B.3 displays the results for Test 3, which has a DPM configuration as in Test 2, but
changing the regularization of L-SVM such that: C=0.001 during the model initialization and
components merging, and C=0.0001 during latent parts training. This is motivated by the
larger size of the dataset [Zhu et al., 2012] when learning the latent parts. This approach yields
a slight improvement in AP and AOS for the easy samples and replicates similar conclusions
that were regarded in the previous test.
Next, Fig. B.4 shows a more extensive analysis on feature combinations for a configuration
as in Test 3, but loosing the latent overlap requirement to 75%. The objective is to achieve a
trade-off between object detection and orientation estimation accuracies, which means improv-
ing orientation estimation at the cost of reducing precision for object detection. This supervised
learning setup was already selected in Section 5.3.2 (Medium-T8 ) as a good candidate to train
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Figure B.3: Evaluation of 3D-aware features for cars, Test 3.
a model of cars that generalizes well to unseen data (testset). Therefore, Fig. B.4 contains
more plots from other 3D-aware feature proposals (check Section 4.2 for details). Nevertheless,
it must be clarified that “C2s” refers to “C2” features computed from scaled disparity, and
“Disp” are histograms of gradients computed on the disparity map without any color data.
This test produces increased values for AP and AOS employing only C8B1 and C8B2 features
(green and red continuous lines respectively) than using their concatenation C2s (red dashed
lines), which also leads to a speedup because of their lower dimensionality. They also show
a lower number of fppi at low miss rate for easy samples (Fig.˜reffig:test4.a). Moreover, the
’p-r curves’ for orientation estimation based on C2s are below the ones for Color (blue lines).
Interestingly, C8B2 (red continuous line) peaks in the AP for all evaluated levels, but C8B1
(green continuous line) is superior for AOS, which is reasonably explained due the nature of its
contrast-sensitive features (0− 2pi gradient orientations). Indeed, C8B1 yields 1% increase over
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Figure B.4: Evaluation of 3D-aware features for cars, Test 4.
C8B2 at all difficulties, so it is preferred over C8B2. In addition, the Dispfeats show the lowest
precision (green dashed line) in all plots of Fig. B.4, which demonstrates that the use of disparity
by itself is not beneficial, but its combination with color cues yields a moderate improvement.
Moreover, C7 does not show any contribution as demonstrated by its low precision values in all
cases. In summary, the biggest benefits when using the 3D-aware features C8B1 and C8B2 are
for the difficult samples, where our proposals clearly outperforms the baseline MDPM-LSVM-sv.
Given the previous precision-recall curves and analysis, we also consider of interest to show
the individual evolution of each feature depending on the setup for the supervised learning of
the DPM mixture models. Then, Fig. B.5 to B.6 depict the evolution of the features C8B1,
C8B2 and Color in the previous tests. From these figures, independently of the feature, it
can be seen that a higher latent overlap requirement during training produces important gains
in AP (red, green and black lines). However, the 80% of overlap (red and green lines) yields
lower precision when estimating the cars viewpoint. On the contrary, setting two different
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values for L-SVM C parameter (red above green and black above blue lines) clearly benefits
the orientation estimation, but also the object detection, showing both increased precision and
recall, resulting in higher AP and AOS figures. Nevertheless, there is one exception, the AOS
plots in Fig. B.6 do not show a benefit when changing C parameter at latent overlap of 80%, i.e.
the plots are sorted in decreasing order as blue-green-red, instead of blue-red-green in previous
figures. This may be related to the length of the C8B1, which is longer than Color and C8B2
features.
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Figure B.5: Performance evolution of HOG color features for cars and different setups of the
supervised learning in Tests 1-4.
Finally, the configuration proposed in Test 3 is the best performing one, independently of
the tested features, if we consider only the object detection challenge. On the other hand, the
configuration in Test 4 yields the best results in orientation estimation, showing also a good
trade-off for object detection, in both cases outperforming the baseline MDPM-LSVM-sv.
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Figure B.6: Performance evolution of C8B1 features for cars and different setups of the super-
vised learning in Tests 1-4.
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Figure B.7: Performance evolution of C8B2 features for cars and different setups of the super-
vised learning in Tests 1-4.
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B.2. Experiments for the class ’pedestrian’
This Section presents experimental results for the class ’pedestrian’. Following the same
experimental methodology employed before, we carried out a set of 5-fold cross-validation tests
based on the supervised learning setup of the previous Test 4 for the class Car. This is because it
yielded a good trade-off between object detection and orientation estimation ratios. On the other
hand, due to initialization errors during the training pipeline of DPM framework for pedestrians,
we have adapted the initialization of the parts size to a more appropriate aspect ratio. Hence,
instead of 6x6 cells parts, we enforce 4x2 parts for each component of the model. Besides, let
us remind also that the number of components for this category is 8, as we already mentioned
in Section 5.1.
Therefore, three tests based on the selected setup are compared: Test 1. 8 parts of size
4x2 and overlap requirement of 80% during latent search; Test 2. Same as before with a lower
overlap of 75% and Test 3. Same as the second test but lowering the number of parts to 6.
These tests are further split depending on the feature. In particular, Color, C8B1 and C8B2 are
compared against the pre-trained baseline LSVM-MDPM-sv [KITTI, 2012]. The precision-recall
curves are plotted in Fig. B.8-B.9.
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Figure B.8: Evaluation of color features for pedestrians, Tests 1-2-3.
As can been seen in the plots, the benefits observed for cars are not repeated for pedestrians.
Indeed, the results are importantly below the baseline. Our best guess is that this maybe related
to wrong initialization of fixed parameters of the model, i.e. root and part filters size and LSVM
regularization constant. The need for a good seeds for the model was also marked as important
by the seminar work of [Felzenszwalb et al., 2010b]. However, the good news is that 3D-aware
152 Appendix B. Additional results from object detection experiments
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Figure B.9: Evaluation of 3D-aware features for pedestrians, Tests 1-2-3.
features perform better than our training experiments based only on color data. Particularly,
both features C8B1 and C8B2 in setup configuration of Test 1.
The explanation of “Test 1” success can be related to the tighter fit imposed during latent
search (80% overlap), that makes the model to concentrate on learning human body parts while
discarding the background as much as possible.
B.3. Experiments for the class ’cyclist’
As already reported for the class ’pedestrian’, we attach here the results for the same test
setups as above, but employing ’cyclist’ image patches. The precision-recall curves are depicted
in Fig. B.10-B.11, where very similar conclusions can be regarded about the prediction capacity
of the learned models. Nonetheless, there is a difference in the training setup that obtains the
highest precision. In this case, it is Test 2. Perhaps, this is motivated by background information
around the cyclists, such that employing an overlap of 75% (lower than 80%), samples not too
tightly fitted to the ground truth lead to a better model learning. In fact, the cyclists could be
differentiated from pedestrians given additional features around them, because they use to be
on the road and parked cars maybe also behind them or at their sides.
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Figure B.10: Evaluation of color features for cyclists, Tests 1-2-3.
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Figure B.11: Evaluation of 3D-aware features for cyclists, Tests 1-2-3.

