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Abstract. Infinite-dimensional Newton methods can be effectively used to derive numerical
proofs of the existence of solutions to partial differential equations (PDEs). In computer-assisted
proofs of PDEs, the original problem is transformed into the infinite Newton-type fixed point
equation w = −L−1F(uˆ) + L−1G(w), where L is a linearized operator, F(uˆ) is a residual, and
G(w) is a local Lipschitz term. Therefore, the estimations of ‖L−1F(uˆ)‖ and ‖L−1G(w)‖ play
major roles in the verification procedures.
In this paper, using a similar concept as the ‘Schur complement’ for matrix problems, we
represent the inverse operator L−1 as an infinite-dimensional operator matrix that can be de-
composed into two parts, one finite dimensional and one infinite dimensional. This operator
matrix yields a new effective realization of the infinite-dimensional Newton method, enabling
a more efficient verification procedure compared with existing methods for the solution of el-
liptic PDEs. We present some numerical examples that confirm the usefulness of the proposed
method. Related results obtained from the representation of the operator matrix as L−1 are
presented in the appendix.
1 Introduction
In this paper, we study a new approach to proving the existence of solutions for elliptic problems.
The proposed approach offers an improvement over existing numerical verification methods. We
consider computer-assisted existence proofs for the nonlinear elliptic boundary value problem{ −∆u = f(u) in Ω,
u = 0 on ∂Ω,
(1)
where Ω ⊂ Rn(n = 1, 2, 3) is a bounded domain with a Lipschitz boundary, and f : H10 (Ω) →
H−1(Ω) is a given nonlinear function. Equation (1) is a basic case of a semi-linear elliptic
partial differential equation (PDE), for which many computer-assisted proof methods have been
developed [3–5, 7–9, 11–15]. These methods are intended to prove the existence of solutions
based on the fixed point theorem in the Sobolev spaces. Throughout this paper, denoting the
first-order L2 Sobolev space by H1(Ω), we define H10 (Ω) := {u ∈ H1(Ω) : u = 0 on ∂Ω} with the
inner product (u,w)H10 := (∇u,∇w)L2 , and H−1 denotes the topological dual of H10 (Ω). We now
categorize the verification methods developed so far to clarify the significance and advantages
of the method described in this paper:
• FN method: Applying the Newton method only for the finite-dimensional part (e.g., FN-
Int [4, 5, 9], FN-Norm [8,9]).
• IN method: Using the infinite-dimensional Newton’s method (e.g., Newton–Kantorovich-
like theorem [13–15], IN-Linz [7, 9, 11], Newton–Kantorovich theorem [16]).
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In the FN method, with an appropriate setting of the finite-dimensional subspace Vh ⊂
H10 (Ω), we first consider the Ritz projection Rh : H
1
0 (Ω)→ Vh defined by
((I −Rh)u, vh)H10 = 0 ∀vh ∈ Vh
for u ∈ H10 (Ω). Using this projection, the problem is decomposed into two parts, one finite
dimensional and the other infinite dimensional. Let ψ1,· · · ,ψN be a basis of Vh, and let V⊥ :=
{u ∈ H10 (Ω) | (u, vh)H10 (Ω) = 0, vh ∈ Vh} be an orthogonal complement of Vh. For a given
approximate solution uˆ ∈ Vh, setting w := u − uˆ, wh := Rhw, and w⊥ := (I − Rh)w, the FN
method uses the following fixed point formulation:
find wh ∈ Vh, w⊥ ∈ V⊥ satisfying{
wh = RhA−1(f(wh + w⊥ + uˆ)−Auˆ),
w⊥ = (I −Rh)A−1(f(wh + w⊥ + uˆ)−Auˆ), (2)
where A : H10 (Ω) → H−1(Ω) denotes the weak Laplace operator. In [3], the candidate set of
solutions is set to
Wh :=
{
N∑
i=1
Wiψi ⊂ Vh | Wi is a closed interval in R
}
, (3)
W⊥ := {w⊥ ∈ V⊥ | ‖w⊥‖H10 ,≤ α}, (4)
and the fixed point theorem is applied to (2) in [3] to verify a solution in the set W = Wh+W⊥.
To confirm the verification condition in the fixed point theorem, the verified computation of
solutions for a linear system of equations and the constructive a priori error estimates for the
Ritz projection play an essential role. This was the first approach to numerical verification, but
is based on a sequential iteration method that differs from the FN method.
The FN method applies Newton’s method to the finite-dimensional part of (2) as follows:
Let f ′[uˆ] be the Fre´chet derivative at uˆ of the nonlinear term f(u), and let L : H10 (Ω)→ H−1(Ω)
be a linear operator defined as
L := A− f ′[uˆ]. (5)
Furthermore, the finite-dimensional operator T : Vh → Vh is defined as
T := RhA−1L|Vh , (6)
and T is assumed to be nonsingular. Then, we can rewrite the finite-dimensional part of (2) as
wh = T
−1RhA−1(f(wh + w⊥ + uˆ)−Auˆ− f ′[uˆ]wh). (7)
This FN method was developed in [4], and it has been confirmed that Newton’s method is
actually more effective for the verification of wh than the method in [3]. Additionally, by using
the verified matrix computations in (7), the calculation cost is not unreasonable. However,
Newton’s method cannot be expected to be effective for the infinite dimensional w⊥. This
causes difficulties in the verification process. For example, if first derivatives such as (b ·∇)u are
included in f(u), the verification becomes inefficient and often fails. Namely, as Newton’s method
is ineffective on the primary term of the infinite-dimensional part w⊥, there is an explosive
expansion of the iteration and verification fails. In [8], the FN-Norm method was proposed.
This ensures more effective verification by setting the candidate set Wh of the finite-dimensional
part as
Wh :=
{
wh ∈ Vh | ‖wh‖H10 ≤ γ
}
.
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However, the problem is not essentially resolved, because the first-order term of the infinite-
dimensional part w⊥ remains, and this reduces the effect of Newton’s method.
In contrast, the IN method assumes that the linearized operator L is nonsingular and con-
siders the following fixed point equation:
find w ∈ H10 (Ω) such that
w = −L−1F(uˆ) + L−1G(w), (8)
where
F(uˆ) := Auˆ− f(uˆ) (9)
and
G(w) := f ′[uˆ]w + f(uˆ)− f(w + uˆ). (10)
As (8) is a Newton-type formulation in the infinite-dimensional sense, the linear term with
respect to w, which is a shortcoming of the FN method, is no longer present in the right-hand
side of the equation. Therefore, a Newton–Kantorovich-like theorem can be derived using the
fixed point equation (8). However, as the inverse operator L−1 cannot be calculated directly,
it is necessary, as a decomposition from the verification for nonlinear problems, to show the
invertibility of L and estimate the operator norm ‖L−1‖. Thus, the evaluation of ||L−1|| is
the major task in the verification procedures of the IN method, and has been studied by many
researchers since 1991 (e.g., [2,7,10–13,17–20]). In general, the IN method defines the candidate
set as
W := {w ∈ H10 (Ω) | ‖w‖H10 ≤ ρ}. (11)
Therefore, compared with the FN method, the IN method is overestimated for finite-dimensional
parts that can be computed directly.
We now describe a new approach that incorporates the advantages of both the FN and IN
methods. In this paper, we basically consider the IN method based on (8), but we propose a
verification method without estimating the norm ‖L−1‖. Through a computational procedure
that avoids the direct evaluation of the operator norm ‖L−1‖, a highly accurate and efficient
verification can be expected. We decompose (8) into finite-dimensional and infinite-dimensional
parts: namely, (wh, w⊥)T ∈ Vh × V⊥ such that(
wh
w⊥
)
= −
(
RhL−1F(uˆ)
(I −Rh)L−1F(uˆ)
)
+
(
RhL−1G(wh + w⊥)
(I −Rh)L−1G(wh + w⊥)
)
. (12)
However, we cannot directly calculate L−1 for the same reason as in the existing IN method.
To overcome this difficulty, we define the operator matrix
H =
(
H11 H12
H21 H22
)
: Vh × V⊥ → Vh × V⊥ (13)
satisfying (
RhL−1g
(I −Rh)L−1g
)
=
(
H11 H12
H21 H22
)(
RhA−1g
(I −Rh)A−1g
)
, ∀g ∈ H−1(Ω). (14)
Here, we apply the fixed point theorem to the following equation:(
wh
w⊥
)
= −H
(
RhA−1F(uˆ)
(I −Rh)A−1F(uˆ)
)
+H
(
RhA−1G(wh + w⊥)
(I −Rh)A−1G(wh + w⊥)
)
(15)
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with candidate sets (3) and (4). Note that the right-hand side of this fixed point equation no
longer has linear terms in wh and w⊥, and that we can directly calculate the finite-dimensional
part. Therefore, the proposed method removes the disadvantages of the FN and IN methods.
For the actual implementation of the verification procedure, it is necessary to obtain a more
detailed form of the operator matrix H. Thus, we consider a concrete construction of this
matrix below.
The remainder of this paper is organized as follows. Section 2 describes how to construct
the operator matrix H. In Section 3, we present the results of numerical experiments using the
operator matrix H. The appendix describes why the proposed method offers an improvement
over previous techniques based on some useful results.
2 Constitution of the inverse operator matrix H
This section presents a detailed description of the actual construction of the operator matrix H
defined by (13) and (14). The basic idea comes from the concept of the ‘Schur complement’ for
matrices.
We consider a solution φ that satisfies the linear equation
Lφ = g (16)
for a given g ∈ H−1(Ω). We denote
φh := Rhφ, φ⊥ := (I −Rh)φ,
A−1h := RhA−1, A−1⊥ := (I −Rh)A−1.
We multiply A−1 from the left on both sides of (16), and decompose the result into the finite-
and infinite-dimensional parts using the Ritz projection Rh as follows:{
RhA−1L(φh + φ⊥) = A−1h g
(I −Rh)A−1L(φh + φ⊥) = A−1⊥ g
⇔
{
Tφh −RhA−1f ′[uˆ]φ⊥ = A−1h g
−(I −Rh)A−1f ′[uˆ]φh + (IV⊥ − (I −Rh)A−1f ′[uˆ])φ⊥ = A−1⊥ g
,
where IV⊥ is an identity operator on V⊥. Furthermore, transforming the above equation using
the operator matrix yields(
T −A−1h f ′[uˆ]|V⊥
−A−1⊥ f ′[uˆ]|Vh IV⊥ −A−1⊥ f ′[uˆ]|V⊥
)(
φh
φ⊥
)
=
( A−1h g
A−1⊥ g
)
. (17)
Additionally, we define the 2× 2 block operator matrix D by
D :=
(
T −A−1h f ′[uˆ]|V⊥
−A−1⊥ f ′[uˆ]|Vh IV⊥ −A−1⊥ f ′[uˆ]|V⊥
)
. (18)
Moreover, if the operators L and D are nonsingular, then we have(
φh
φ⊥
)
=
(
RhL−1g
(I −Rh)L−1g
)
= D−1
( A−1h g
A−1⊥ g
)
and H is equal to D−1 from (14).
We first present a sufficient condition for the nonsingularity of operators D and L, which
also gives a detailed expression of H(= D−1).
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Theorem 2.1. The finite-dimensional operator T : Vh → Vh defined as (6) is assumed to be
nonsingular. Let S : V⊥ → V⊥ be a linear operator defined as
S := IV⊥ −A−1⊥ f ′[uˆ]|V⊥ −A−1⊥ f ′[uˆ]|VhT−1A−1h f ′[uˆ]|V⊥ . (19)
If S is nonsingular, then the operators D and L, defined by (18) and (5), respectively, are also
nonsingular and the solution (φh, φ⊥)T ∈ Vh × V⊥ that satisfies (17) is represented as(
φh
φ⊥
)
=
(
T−1 + T−1A−1h f ′[uˆ]|V⊥S−1A−1⊥ f ′[uˆ]|VhT−1 T−1A−1h f ′[uˆ]|V⊥S−1
S−1A−1⊥ f ′[uˆ]|VhT−1 S−1
)( A−1h g
A−1⊥ g
)
.
Proof. . We first show that the operator matrix D is nonsingular. Let Y : V⊥ → Vh, Z : Vh →
V⊥, and G : V⊥ → V⊥ be bounded linear operators defined as
Y := −A−1h f ′[uˆ]|V⊥ , Z := −A−1⊥ f ′[uˆ]|Vhand G := I −A−1⊥ f ′[uˆ]|V⊥ , (20)
respectively. We rewrite the operator matrix D and the bounded operator S as follows:
D =
(
T Y
Z G
)
and S = G− ZT−1Y.
We note that the operator S is corresponding to the Schur complement of T of the matrix
operator D.
As T and S are nonsingular, we can define the operator matrix D¯ as
D¯ :=
(
T−1 + T−1Y S−1ZT−1 − T−1Y S−1
−S−1ZT−1 S−1
)
.
If D¯D and DD¯ become identity operator matrices, then this implies that D is nonsingular and
its inverse matrix coincides with D¯. Observe that
D¯D =
(
T−1 + T−1Y S−1ZT−1 − T−1Y S−1
−S−1ZT−1 S−1
)(
T Y
Z G
)
=
(
IVh T
−1Y + T−1Y S−1ZT−1Y − T−1Y S−1G
0 −S−1ZT−1Y + S−1G
)
=
(
IVh T
−1Y − T−1Y S−1(G− ZT−1Y )
0 S−1(G− ZT−1Y )
)
=
(
IVh T
−1Y − T−1Y S−1S
0 S−1S
)
=
(
IVh 0
0 IV⊥
)
,
where IVh : Vh → Vh denotes an identity operator on Vh.
Then, we have
DD¯ =
(
T Y
Z G
)(
T−1 + T−1Y S−1ZT−1 − T−1Y S−1
−S−1ZT−1 S−1
)
=
(
IVh 0
ZT−1 + ZT−1Y S−1ZT−1 −GS−1ZT−1 −ZT−1Y S−1 +GS−1
)
=
(
IVh 0
ZT−1 − (G− ZT−1Y )S−1ZT−1 (G− ZT−1Y )S−1
)
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=(
IVh 0
ZT−1 − SS−1ZT−1 SS−1
)
=
(
IVh 0
0 IV⊥
)
.
Therefore, D¯ is the inverse operator of D and is equal to H. Multiplying this from the left of
(17), we obtain (
φh
φ⊥
)
= D¯
( A−1h g
A−1⊥ g
)
= H
( A−1h g
A−1⊥ g
)
. (21)
Note that the above arguments provide a detailed expression of the operator matrix H in the
theorem.
We next show that the linearized operator L is nonsingular. To prove that L is injective,
we show that φ = 0 is the only solution to the equation Lφ = 0. This can be readily seen from
the fact that, using the nonsingularity of the operator matrix D and the bijectivity of A, the
solution for (17) with g = 0 implies that φ = 0.
Finally, we prove that the linearized operator L is surjective. For this, it is sufficient to
show that there exists a solution φ ∈ H10 (Ω) satisfying Lφ = g for any g ∈ H−1(Ω). Now, for
g ∈ H−1(Ω), define (φh, φ⊥)T as the left-hand side of (21) and set φ := φh + φ⊥. Then, by
the nonsingularity of the operator matrix H, the function φ satisfies (17), and therefore it also
implies (16), which proves the desired surjectivity. Thus, the operator L is nonsingular.
Theorem 2.1 provides a concrete expression of the operator matrix H satisfying (13). More-
over, Theorem 2.1 is a new expression for the solution φ of the linear noncoercive elliptic PDE
Lφ = g. Therefore, for example, the exact expression of the Ritz projection error for the solution
of the linear noncoercive elliptic PDE Lφ = g is also derived from Theorem 2.1 (see Appendix
C for details).
At the end of this section, we describe how to verify that T and S in the assumptions of
Theorem 2.1 are nonsingular operators. Let ~G ∈ RN×N be a real matrix defined as (~G)i,j :=
(∇ψj ,∇ψi)L2 − (f ′[uˆ]ψj , ψi)L2 . If the matrix ~G is invertible, then T is a nonsingular operator.
Therefore, by confirming the regularity of the matrix ~G using numerical computation with
guaranteed accuracy, we can easily check the regularity of T .
To confirm the regularity of the operator S, the following operator norm is used. For two
Banach spaces X and Y , the set of bounded linear operators from X to Y is denoted by L(X,Y )
with the usual sup norm ‖T‖L(X,Y ) := sup{‖Tu‖Y /‖u‖X : u ∈ X \ {0}} for T ∈ L(X,Y ). When
X = Y , we simply use L(X). Then, we can confirm the regularity of S using the following well-
known theorem.
Lemma 2.2 (Well known). Let S be a bounded linear operator satisfying (19). Setting κ :=
‖A−1⊥ f ′[uˆ]|V⊥ + A−1⊥ f ′[uˆ]|VhT−1A−1h f ′[uˆ]|V⊥‖L(H10 ), if κ < 1 holds, then S is invertible and its
norm satisfies
‖S−1‖L(H10 ) ≤
1
1− κ.
3 Numerical examples
3.1 Verification procedure
In this subsection, we describe a verification procedure to realize computer-assisted proofs using
the fixed point formulation (15) with the operator matrix H. The proposed verification method
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is a combination of the FN and IN methods developed above.
Let uˆ ∈ Vh ⊂ H10 (Ω) be a solution that satisfies the following equation:
(∇uˆ,∇vh)L2 = (f(uˆ), vh)L2 , ∀vh ∈ Vh. (22)
For example, uˆ may be obtained by numerical computations with guaranteed accuracy for finite-
dimensional nonlinear equations such as the Krawczyk method. Note that RhA−1F(uˆ) in (15)
becomes zero.
Next, we verify that the matrix ~G defined as (~G)i,j := (∇ψj ,∇ψi)L2 − (f ′[uˆ]ψj , ψi)L2 and
the operator S are nonsingular. As Theorem 2.1 implies that the linearized operator L defined
as (5) is nonsingular, we can transform problem (1) into the fixed point equation (15) using
the operator matrix H. Note that the constant κ in Lemma 2.2, which is used for verifying
the nonsingularity of the operator S, can be obtained using a method developed in previous
studies [2, 7, 10, 19]. In particular, [19] is a good reference regarding the differences resulting
from the decomposition of the norm.
Schauder’s fixed point theorem or Banach’s fixed point theorem may be applied to the fixed
point equation (15) with the candidate sets (3) and (4), as in [3, 4]. Here, the fixed point
theorem may be selected as follows. If the nonlinear term f(u) is similar to that in [13] (e.g.,
f(u) ∈ L2(Ω) ∀u ∈ H10 (Ω)), then because L−1G is a compact operator, Schauder’s fixed point
theorem can be used. If this is not the case, or if we need to prove the local uniqueness of
the solution, it is preferable to use Banach’s fixed point theorem. In fact, a survey of the FN
method [5] makes it easy to select the appropriate method.
3.2 Example
In this subsection, we present an example where our method is used to verify a solution of the
elliptic boundary value problem { −∆u = u2 in Ω,
u = 0 ∂Ω,
(23)
with Ω = (0, 1)2. This is Emden’s equation, and is a good test problem for comparing the pro-
posed method with other approaches because the nonlinear term u2 is widespread. In addition,
because the results for ρ in (11) given by many existing IN methods [7,13,14,16] are almost the
same, there is no need to compare numerous existing IN approaches. Emden’s equation has also
been discussed in terms of the FN method [21].
All computations were implemented on a computer with 2.20 GHz Intel Xeon E7-4830 v2
CPU × 4, 2 TB RAM, and CentOS 7.2 using C++11 with GCC version 4.8.5. All rounding
errors were strictly estimated using the toolbox kv Library [1]. This guarantees the mathematical
correctness of all the results.
We constructed approximate solutions for (23) using a Legendre polynomial basis. More
concretely, define the set {ψ1, ψ2, · · ·ψN} of Legendre polynomials as
ψi(x) :=
1
i(i+ 1)
x(1− x)dPi
dx
(x), i = 1, 2, · · · ,
with
Pi =
(−1)i
i!
(
d
dx
)i
xi(1− x)i
and define the finite-dimensional subspace as a tensor product
V Nh := span(ψ1, · · ·ψN )× span(ψ1, · · ·ψN ).
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Then, uˆ ∈ V Nh satisfying the finite-dimensional nonlinear problem (22) can be written as
uˆ(x, y) =
N∑
i,j=1
uˆi,jψi(x)ψj(y),
where uˆi,j is a real number. For example, when N = 10, a solution uˆ satisfying (22) can
be obtained using the Krawczyk method (see Table 1). Here, 1.23789456 denotes the interval
[1.23456, 1.23789]. As the solution has symmetry, note that uˆi,j is zero when i and j are even.
Under this setting, approximate solutions uˆ ∈ V 10h were computed numerically. Their graphs
are displayed in Figure 1. Thus, taking the candidate set as
Wh :=

N∑
i,j=1
Wi,jψi ⊂ V Nh | Wi is a closed interval in R
 , (24)
W⊥ := {w⊥ ∈ V⊥ | ‖w⊥‖H10 ,≤ α}, (25)
the method proposed in this paper succeeded in the numerical verification of problem (23). The
verified results Wh for the finite-dimensional parts are presented in Tables 1 and 2, and the
results α for the infinite-dimensional parts are given in Table 2. Furthermore, we can prove that
the exact solution u∗ of (23) exists in uˆ+Wh +W⊥, and we can estimate
‖u∗ − uˆ‖H10 =
√
‖Rh(u∗ − uˆ)‖2H10 + ‖(I −Rh)(u
∗ − uˆ)‖2
H10
≤
√
sup ‖Wh‖2H10 + α
2 =: ρ.
FN-Int (e.g., [4, 5, 9]) was also applied using similar candidate sets (24) and (25) and per-
forming a detailed evaluation of the finite-dimensional and infinite-dimensional parts. However,
as FN-Int only applies Newton’s method to the finite-dimensional parts, the verification fails for
N = 10, which implies N = 10 is too small to achieve successful verification.
As the error bound of the form ‖u∗ − uˆ‖H10 ≤ ρ is obtained in the course of successful
verification by the IN method for N = 10, we compare the proposed method with the IN
method from this viewpoint in Table 2. It is clear from the table that the value of ρ given by
the proposed method is smaller than that produced by the existing IN method. Additionally, as
described in subsection 3.1, because we partially incorporate the detailed calculations of the IN
method into the proposed method, enhancing the IN method could lead to improvements in the
results of the proposed method. The reason why the proposed method produces smaller values
of ρ than the existing IN method is discussed in Appendix B and Appendix D.
From Table 1, which presents results for N = 10, the error interval of the finite-dimensional
part appears to be rather large. This is because N is too small. In fact, very sharp results can
be obtained in the case of N = 40 (see Table 3). Here, ±1.23789456 × 10−11 denotes the interval
[−1.23456× 10−11, 1.23789× 10−11].
4 Conclusion
In this paper, we have described a new formulation (15) for the numerical proof of the existence of
solutions for elliptic problems. The proposed approach has advantages over both the existing FN
and IN methods. In particular, we derived a specific formula for the operator matrix H, which
is needed to compute (15), in Theorem 2.1. As a result, while using the infinite-dimensional
Newton’s method, the error evaluation for each coefficient interval of the finite basis is also
enclosed, as demonstrated by the results in Table 1. This is considered an advantage of the FN
method. Furthermore, the proposed method produces better results than the IN method, even
for the norm estimation, as demonstrated by Table 2.
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Table 1: For the case N = 10, the coefficient uˆi,j of uˆ and the coefficient Wi,j of the guaranteed
result Wh of the finite-dimensional part
i j uˆi,j Wi,j
1 1 366.413470818951854 [−0.59855339300191369, 0.59855339300191369]
1 3 −152.701368855455334 [−1.2253950367566178, 1.2253950367566178]
1 5 51.3827059982178221 [−0.98711934879483799, 0.98711934879483799]
1 7 −10.3925497183604667 [−0.80157453121573663, 0.80157453121573663]
1 8 1.93802813403434554 [−0.6402005288216297, 0.6402005288216297]
3 1 −152.701368855455334 [−1.2253950367566338, 1.2253950367566338]
3 3 106.2065707603565049 [−3.4911377868360356, 3.4911377868360356]
3 5 −47.0233410962457612 [−5.2643807800044531, 5.2643807800044531]
3 7 11.1627397552114232 [−5.4645410263719932, 5.4645410263719932]
3 9 −2.604104865334618990 [−4.6121337856900269, 4.6121337856900269]
5 1 51.3827059982178221 [−0.98711934879489661, 0.98711934879489661]
5 3 −47.0233410962457612 [−5.2643807800046299, 5.2643807800046299]
5 5 23.6410064558570498 [−10.278811561149042, 10.278811561149042]
5 7 −6.39383824754797389 [−12.749567305746329, 12.749567305746329]
5 9 1.61552882376752065 [−10.862495129381467, 10.862495129381467]
7 1 −10.3925497183604667 [−0.80157453121577616, 0.80157453121577616]
7 3 11.1627397552114232 [−5.4645410263722019, 5.4645410263722019]
7 5 −6.39383824754797389 [−12.749567305746491, 12.749567305746491]
7 7 2.11883190669074421 [−17.471111729696386, 17.471111729696386]
7 9 −0.601575470758754145 [−15.400941972506744, 15.400941972506744]
9 1 1.93802813403434554 [−0.64020052882164458, 0.64020052882164458]
9 3 −2.604104865334618990 [−4.6121337856902125, 4.6121337856902125]
9 5 1.61552882376752065 [−10.862495129381687, 10.862495129381687]
9 7 −0.601575470758754144 [−15.400941972506861, 15.400941972506861]
9 9 0.196378501305393187 [−13.81780174057843, 13.81780174057843]
Table 2: Result of norm evaluation for N = 10
method sup ‖Wh‖H10 ≤ sup ‖W⊥‖H10 ≤ α ‖u∗ − uˆ‖H10 ≤ ρ
Proposed 0.41226282803760456 0.14598888170328537 0.43734813702877418
Existing IN – – 1.4392104268509974
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Table 3: For the case N = 40, the coefficient uˆi,j of uˆ and the coefficient Wi,j of the guaranteed
result Wh of the finite-dimensional part
i j uˆi,j Wi,j
1 1 366.413211939128698 ±2.89033969902544121423603 × 10−11
1 3 −152.701583684610601 ±5.95303949263048535126237 × 10−11
1 5 51.3836156084087276 ±4.9329670131167493634702 × 10−11
1 7 −10.3960115102771101 ±4.3133385563703399658583 × 10−11
1 9 1.94610057338392421 ±4.059635692505412610538 × 10−11
· · · · · · · · · · · ·
1 39 −4.66924461123737562568399560 × 10−12 ±2.406730565794986081076 × 10−11
3 1 −152.701583684610601 ±5.95303949269022725723655 × 10−11
3 3 106.207142546536087 ±1.7449437714139130236332 × 10−10
3 5 −47.0246283009504567 ±2.78025268860475215991257 × 10−10
3 7 11.1690018874903710 ±3.255838669864591864090 × 10−10
3 9 −2.60432286656387067 ±3.599726993075446148283 × 10−10
· · · · · · · · · · · ·
3 39 −6.187014387559111385354111 × 10−11 ±2.43281171718962288549 × 10−10
5 1 51.3836156084087276 ±4.93296701325934043060612 × 10−11
5 3 −47.0246283009504567 ±2.7802526886449707393443 × 10−10
5 5 23.64206774909145049 ±5.901802966721306140844 × 10−10
5 7 −6.39913232348654078 ±8.5522929274306522298881 × 10−10
5 9 1.61083457127102610 ±1.037888948886488546 × 10−09
· · · · · · · · · · · ·
5 39 −2.4529205624231429387362 × 10−10 ±7.79076213581627165518 × 10−10
7 1 −10.3960115102771101 ±4.3133385564837076792260 × 10−11
7 3 11.1690018874903710 ±3.255838669915446372636 × 10−10
7 5 −6.39913232348654078 ±8.552292927477421066569 × 10−10
7 7 2.12426722604242832 ±1.436565002616162232 × 10−09
7 9 −0.598655990421157889 ±1.93642437456549205089 × 10−09
· · · · · · · · · · · ·
7 39 −6.16059293147587976028183 × 10−10 ±1.6509622637659898917 × 10−09
9 1 1.94610057338392421 ±4.0596356925918427874838 × 10−11
9 3 −2.60432286656387067 ±3.599726993126436158183 × 10−10
9 5 1.61083457127102610 ±1.037888948893646930 × 10−09
9 7 −0.598655990421157889 ±1.9364243745704034203 × 10−09
9 9 0.190788673342114487 ±2.8485078315651930604 × 10−09
· · · · · · · · · · · ·
9 39 −1.2284714549703340968888 × 10−09 ±2.8184100199765181508 × 10−09
· · · · · · · · · · · ·
39 39 9.324860734606992724817149 × 10−10 ±5.81071430928694688021 × 10−09
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Figure 1: An approximate solution of (23) (N = 10)
Appendix A Another formula for the operator matrix H
In Theorem 2.1, the Schur complement S (defined in (19)) for the (1, 1) element T of the operator
matrix D is created and some properties are proved. We present another form of the operator
matrix H using the Schur complement Sh : Vh → Vh for the (2, 2) element IV⊥ −A−1⊥ f ′[uˆ]|V⊥(=:
G) of the operator matrix D.
Theorem Appendix A.1. The infinite-dimensional operator G : V⊥ → V⊥ defined in (20) is
assumed to be nonsingular. Let Sh : Vh → Vh be a linear operator defined as
Sh := T −A−1h f ′[uˆ]|V⊥G−1A−1⊥ f ′[uˆ]|Vh . (26)
If Sh is nonsingular, then the operators D and L defined by (18) and (5), respectively, are also
nonsingular, and the solution (φh, φ⊥)T ∈ Vh × V⊥ that satisfies (17) is represented as(
φh
φ⊥
)
=
(
S−1h S
−1
h A−1h f ′[uˆ]|V⊥G−1
G−1A−1⊥ f ′[uˆ]|VhS−1h G−1 +G−1A−1⊥ f ′[uˆ]|VhS−1h A−1h f ′[uˆ]|V⊥G−1
)( A−1h g
A−1⊥ g
)
.
Proof. Using the notation in (20), we define the operator matrix D¯ as
D¯ :=
(
S−1h −S−1h Y G−1
−G−1ZS−1h G−1 +G−1ZS−1h Y G−1
)
.
Then, D¯ coincides with the inverse operator matrix of D in (18) in the same way as in the proof
of Theorem 2.1.
As we can verify the nonsingularity of the operator G in a similar manner to that in Lemma
2.2, it is also possible to derive a verification procedure using Theorem Appendix A.1 instead of
Theorem 2.1.
Moreover, it is possible to derive, from the operator matrix D in Theorem 2.1, the results
in previous papers [7, 10, 19] for the norm evaluation ‖L−1‖H−1,H10 of the inverse operator L−1
(see Appendix B). However, there has been no previous discussion of the norm evaluation of the
operator L−1 : H−1 → H10 using the operator matrix D in Theorem Appendix A.1.
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Appendix B Relation between the norm ‖L−1‖L(H−1,H10 ) and The-
orem 2.1
There have been many studies on the estimation of the norm ‖L−1‖L(H−1,H10 ), because it plays
an important role in the existing IN method (e.g., [7, 10–13, 17, 19]). In the following, we show
that it is also possible to obtain the upper bound of the inverse operator norm ‖L−1‖L(H−1,H10 )
using Theorem 2.1.
Corollary Appendix B.1 (of Theorem 2.1). Under the same assumptions as in Theorem 2.1,
L is invertible and it follows that
‖L−1‖L(H−1,H10 ) ≤∥∥∥∥( ‖T−1+T−1A−1h f ′[uˆ]|V⊥S−1A−1⊥ f ′[uˆ]|VhT−1‖L(H10 ) ‖T−1A−1h f ′[uˆ]|V⊥S−1‖L(H10 )‖S−1A−1⊥ f ′[uˆ]|VhT−1‖L(H10 ) ‖S−1‖L(H10 )
)∥∥∥∥
E
,
where ‖ · ‖E denotes the Euclidean norm.
Proof. We define the norm of the direct product space Vh × V⊥ as∥∥∥∥( φhφ⊥
)∥∥∥∥
Vh×V⊥
:=
∥∥∥∥( ‖φh‖H10‖φ⊥‖H10
)∥∥∥∥
E
=
√
‖φh‖2H10 + ‖φ⊥‖
2
H10
, (φh, φ⊥)T ∈ Vh × V⊥.
Then, from Theorem 2.1, the solution φ of the linear equation (16) can be evaluated as
‖φ‖H10 =
∥∥∥∥∥
(
‖Rhφ‖H10
‖(I −Rh)φ‖H10
)∥∥∥∥∥
E
=
∥∥∥∥H ( A−1h gA−1⊥ g
)∥∥∥∥
Vh×V⊥
≤‖H‖L(Vh×V⊥)
∥∥∥∥( A−1h gA−1⊥ g
)∥∥∥∥
Vh×V⊥
= ‖H‖L(Vh×V⊥) ‖Lφ‖H−1 .
Therefore, we have
‖L−1‖L(H−1,H10 ) ≤ ‖H‖L(Vh×V⊥).
Moreover, using the structure of the operator matrix H defined in (13), we have
‖H‖L(Vh×V⊥) = sup
z=(zh,z⊥)T∈Vh×V⊥
∥∥∥∥( H11 H12H21 H22
)(
zh
z⊥
)∥∥∥∥
Vh×V⊥
‖z‖Vh×V⊥
= sup
z=(zh,z⊥)T∈Vh×V⊥
∥∥∥∥∥
(
‖H11zh +H12z⊥‖H10
‖H21zh +H22z⊥‖H10
)∥∥∥∥∥
E
‖z‖Vh×V⊥
≤
∥∥∥∥∥
(
‖H11‖L(H10 ) ‖H12‖L(H10 )
‖H21‖L(H10 ) ‖H22‖L(H10 )
)∥∥∥∥∥
E
.
Remark Appendix B.2. The estimation of the inverse operator norm in Corollary Appendix
B.1 is closely related to the method used in previous studies [7, 10, 19]. However, it is recom-
mended that Theorem 2.1 be applied directly without using Corollary Appendix B.1. For example,
for the first term on the right-hand side of (8), the existing IN method evaluates
‖L−1F(uˆ)‖H10 ≤ ‖L
−1‖L(H−1,H10 )‖F(uˆ)‖H−1
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to apply Corollary Appendix B.1. If uˆ is a solution satisfying (22), then RhA−1F(uˆ) vanishes,
but this is not reflected in the estimation of the norm ‖L−1‖L(H−1,H10 ). In contrast, by using
Theorem 2.1 directly, we can estimate(
H11 H12
H21 H22
)(
RhA−1F(uˆ)
(I −Rh)A−1F(uˆ)
)
=
(
0 H12
0 H22
)(
0
(I −Rh)A−1F(uˆ)
)
.
Therefore, the estimations of ‖H11‖L(H10 ) and ‖H21‖L(H10 ) are useless in the evaluation for
‖L−1‖L(H−1,H10 ). Namely, the proposed method is better than existing IN methods for evalu-
ating ‖L−1‖L(H−1,H10 ).
The inverse operator norm ‖L−1‖L(H−1,H10 ) can be evaluated from Theorem Appendix A.1
using the same procedure as Corollary Appendix B.1.
Corollary Appendix B.3 (of Theorem Appendix A.1). Under the same assumptions as in
Theorem Appendix A.1, L is invertible and
‖L−1‖L(H−1,H10 ) ≤∥∥∥∥( ‖S−1h ‖L(H10 ) ‖S−1h A−1h f ′[uˆ]|V⊥G−1‖L(H10 )‖G−1A−1⊥ f ′[uˆ]|VhS−1h ‖L(H10 ) ‖G−1 +G−1A−1⊥ f ′[uˆ]|VhS−1h A−1h f ′[uˆ]|V⊥G−1‖L(H10 )
)∥∥∥∥
E
.
Appendix C An exact expression for the Ritz projection error
in the solution of the noncoercive equation (16)
In this section, we derive an expression for the Ritz projection error φ−Rhφ in the exact solution
φ of the linear noncoercive elliptic PDE (16). Using this result, we can, for example, determine
a constant C that satisfies the inequality ‖φ−Rhφ‖H10 ≤ C‖Lφ‖L2 , φ ∈ {φ ∈ H10 |∆φ ∈ L2(Ω)},
even though the elliptic operator L is noncoercive (cf. [6]).
Corollary Appendix C.1 (of Theorem 2.1). Under the same assumptions as in Theorem 2.1,
the Ritz projection error of the solution φ ∈ H10 (Ω) of the linear noncoercive elliptic PDE (16)
is
φ−Rhφ = S−1(I −Rh)A−1
(
I + f ′[uˆ]|VhT−1RhA−1
)Lφ.
Proof. The proof is obtained immediately from φ⊥ in Theorem 2.1.
Using Corollary Appendix C.1 as g ∈ L2(Ω), it is easy to derive the constant C satisfying
‖φ−Rhφ‖H10 ≤ C‖Lφ‖L2 in [6].
Similarly, we can derive the following proposition from Theorem Appendix A.1.
Corollary Appendix C.2 (of Theorem Appendix A.1). Under the same assumptions as in
Theorem Appendix A.1, the Ritz projection error in the solution φ ∈ H10 (Ω) of the linear non-
coercive elliptic PDE (16) is represented as follows:
φ−Rhφ
=G−1(I −Rh)A−1
(
I + f ′[uˆ]|VhS−1h RhA−1
(
I + f ′[uˆ]|V⊥G−1(I −Rh)A−1
))Lφ.
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Appendix D Verification method using a Kantorovich-type the-
orem based on Theorem 2.1
In section 3, we presented some actual examples of candidate sets (3) and (4). However, it has
also been pointed out that the finite-dimensional candidate set (3) has the drawback whereby
the interval width increases because it involves interval arithmetic [8]. This shortcoming is
almost solved by our present method, because the expression G defined by (10) only contains
the term (wh + w⊥) in quadratic or higher-order expressions. However, the proposed method
has some disadvantages from the viewpoint of computational cost. Therefore, we first introduce
a Kantorovich-type theorem as an example in which the candidate set is (11), and demonstrate
the usefulness of applying Theorem 2.1 to this Kantorovich-type theorem. Let B(u, r) := {v ∈
H10 (Ω) | ‖u−v‖H10 < r} be an open ball and B¯(u, r) := {v ∈ H10 (Ω) | ‖u−v‖H10 ≤ r} be a closed
ball.
Theorem Appendix D.1 (Kantorovich-type). Let uˆ ∈ Vh ⊂ H10 (Ω) be an approximate solution
of (1). Assume that the Fre´chet derivative L is nonsingular and satisfies
‖L−1F(uˆ)‖H10 ≤ β (27)
for a certain positive β, and that the following holds for a certain positive ω:
‖L−1 (f ′[uˆ]− f ′[uˆ+ v]) ‖L(H10 ) ≤ ω‖v‖H10 , v ∈ B¯(0, 2β). (28)
If βω < 1/2, then there exists a solution u ∈ B¯(uˆ, ρ) of (1) satisfying
‖u− uˆ‖H10 ≤ ρ :=
1−√1− 2βω
ω
.
Moreover, the solution is unique in B¯(0, 2β).
When we use Kantorovich-type theorems in computer-assisted existence proofs, it is neces-
sary to determine the constants β and ω. In existing methods (e.g., [13,15,16]), these constants
are determined as follows:
‖L−1F(uˆ)‖H10 ≤ ‖L
−1‖L(H−1,H10 )‖F(uˆ)‖H−1 ≤ Kδ =: β,
where ‖L−1‖L(H−1,H10 )‖ ≤ K, ‖F(uˆ)‖H−1 ≤ δ,
and
‖L−1 (f ′[uˆ]− f ′[uˆ+ v]) ‖L(H10 ) ≤‖L−1‖L(H−1,H10 )‖f ′[uˆ]− f ′[uˆ+ v]‖L(H10 ,H−1)
≤KG‖v‖H10 , v ∈ B¯(0, 2β),
where we have assumed that ‖f ′[uˆ] − f ′[uˆ + v]‖L(H10 ,H−1) ≤ G‖v‖H10 , respectively. As noted
in Remark Appendix B.2, the estimation using Theorem 2.1 gives better results than that via
‖L−1‖L(H−1,H10 ).
Corollary Appendix D.2 (of Theorem 2.1). Under the same assumptions as in Theorems 2.1
and Appendix D.1, if uˆ is a solution that satisfies (22), we can estimate
‖L−1F(uˆ)‖H10 =
∥∥∥∥∥
(
‖T−1RhA−1f ′[uˆ]|V⊥S−1(I −Rh)A−1F(uˆ)‖H10
‖S−1(I −Rh)A−1F(uˆ)‖H10
)∥∥∥∥∥
E
.
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Corollary Appendix D.3 (of Theorem 2.1). Under the same assumptions as in Theorems 2.1
and Appendix D.1, we can estimate
‖L−1 (f ′[uˆ]− f ′[uˆ+ v]) ‖L(H10 )
= sup
φ∈H10 (Ω)
∥∥∥∥H ( RhA−1(f ′[uˆ]− f ′[uˆ+ v])φ(I −Rh)A−1(f ′[uˆ]− f ′[uˆ+ v])φ
)∥∥∥∥
Vh×V⊥
‖φ‖H10
,
where v ∈ B¯(0, 2β).
Corollary Appendix D.2 clearly gives the desired estimation with higher accuracy than the
existing method. However, because Kantorovich-type theorems use the candidate set (11) in-
stead of (3) and (4), Corollary Appendix D.3 is not necessarily advantageous compared with
the existing methods. For example, in the case of f(u) = u3, uˆ may be superior to the existing
method because f ′[uˆ]− f ′[uˆ+ v] = −6uˆv − 3v2.
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