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ABSTRACT OF THE DISSERTATION
Two New Settings for Examples of von Neumann Dimension
by
Lauren Chase Ruth
Doctor of Philosophy, Graduate Program in Mathematics
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Professor Feng Xu, Co-Chairperson
Professor Alain Valette, Co-Chairperson
LetG = PSL(2,R), let Γ be a lattice inG, and letH be an irreducible unitary representation
of G with square-integrable matrix coefficients. A theorem in [GHJ89] states that the
von Neumann dimension of H as a RΓ-module is equal to the formal dimension of the
discrete series representation H times the covolume of Γ, calculated with respect to the
same Haar measure. We prove two results inspired by this theorem. First, we show there
is a representation of RΓ2 on a subspace of cuspidal automorphic functions in L
2(Γ1\G),
where Γ1 and Γ2 are lattices in G; and this representation is unitarily equivalent to one
of the representations in [GHJ89]. Next, we calculate von Neumann dimensions when G
is PGL(2, F ), for F a local non-archimedean field of characteristic 0 with residue field of
order not divisible by 2; Γ is a torsion-free lattice in PGL(2, F ), which, by a theorem of
Ihara, is a free group; and H is the Steinberg representation, or a depth-zero supercuspidal
representation, each yielding a different dimension.
vi
Contents
1 Introduction 1
2 Structure of SL(2,R) 4
3 Discrete series representations in L2(SL(2,R)) 18
4 Automorphic forms 29
5 Discrete series representations in L2(Γ\SL(2,R)) 34
6 Digression on Poincare´ series 37
7 Von Neumann algebras 43
8 Von Neumann dimension of Dm ⊂ L2(PSL(2,R)) as an RΓ-module 52
9 Representing RΓ2 on Dm,Γ1 ⊂ L2(Γ1\PSL(2,R)) 62
10 Non-archimedean local fields 65
11 Structure of GL(2,Fq) and GL(2, F ) 74
12 Induced representations and the smooth dual 80
13 Some discrete series representations of GL(2, F ) 89
14 Examples of von Neumann dimensions in a p-adic setting 94
15 The local Jacquet-Langlands correspondence 97
16 Future directions 102
vii
Chapter 1
Introduction
This dissertation is about representing free group factors (and other II1 factors
arising from lattices in PSL(2,R) and PGL(2, F )) on certain Hilbert spaces that are im-
portant from the standpoint of the representation theory of SL(2,R) and GL(2, F ). The
original research content is in Chapters 9 and 14, where we prove the main results of the
dissertation.
In the present chapter, we outline the content of the other chapters.
In Chapter 2, we review important subgroups of and the Lie algebra of SL(2,R).
In Chapter 3, we introduce discrete series representations of SL(2,R), working in
the setting of SU(1, 1).
In Chapter 4, we define automorphic forms, focusing on cusp forms.
In Chapter 5, we relate cusp forms to discrete series representations.
In Chapter 6, we record a conjecture which would imply the non-vanishing of a
certain kind of Poincare´ series. (This chapter is not essential to proving the main results in
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Chapters 9 and 14.)
In Chapter 7, we recall basic facts about von Neumann algebras (specifically, finite
factors).
In Chapter 8, we review the proof of the theorem in [GHJ89] that served as the
starting point for this project, and we give examples of von Neumann dimension.
In Chapter 9, we prove a new version of the theorem in [GHJ89] involving two
lattices instead of one, using a lemma on surjective intertwiners between representations of
factors, a well-known theorem relating the multiplicity of discrete series representations to
dimensions of spaces of cusp forms, and formulas for dimensions of spaces of cusp forms.
In Chapter 10, we introduce non-archimedean local fields (structure, extensions,
and characters), denoted by F , focusing on the case when the field characteristic is 0 and
residue field is of order not divisible by 2.
In Chapter 11, we review important subgroups of GL(2,Fq) and GL(2, F ), as well
as different normalizations of Haar measure.
In Chapter 12, we list some propositions necessary for understanding induced
representations and the smooth dual.
In Chapter 13, we calculate formal dimensions of the Steinberg representation and
a depth-zero supercuspidal representation with respect to different Haar measures using
standard facts from the representation theory of p-adic groups.
In Chapter 14, we compute von Neumann dimension (from the formula in [GHJ89])
in the setting of PGL(2, F ) by dealing carefully with Haar measure.
In Chapter 15, we summarize part of the local Jacquet-Langlands correspondence
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(about formal dimensions of discrete series representations).
In Chapter 16, we explain our plan to expand this dissertation and break it up
into two papers.
3
Chapter 2
Structure of SL(2,R)
Most of the material in this chapter can be found in Chapter 1 of [Vog81], Sections
2 and 4 of [Bor97], Chapter 1 of [Miy06], parts of [Bum97], and [Tou].
Let
G = SL(2,R) =

g =

a b
c d

 : a, b, c, d ∈ R, ad− bc = 1

 ,
and let
K = SO(2) =

kθ =

 cos θ sin θ
− sin θ cos θ

 : θ ∈ [0, 2π)

 .
G acts on the upper-half plane H by linear fractional transformations, and this action
extends to an action on R ∪ {∞}, the boundary of H in the Riemann sphere. We identify
G/K with H by sending g ∈ G to g(i).
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Let z ∈ H. For g ∈ G, we have the automorphy factor
j(g, z) = cz + d, (2.1)
which satisfies the cocycle identity
j(gg′, z) = j(g, g′z)j(g′, z) (g, g′ ∈ G). (2.2)
For any function f(x) on G, and any y ∈ G, let the operators ρ(y) and λ(y) be defined by
ρ(y)f(x) = f(xy)
λ(y)f(x) = f(y−1x).
We may identify K with the group eiθ of modulus-1 complex numbers. Its characters are
its 1-dimensional representations,
χm : kθ 7→ eimθ.
Because K fixes i, the cocycle identity (2.2) gives
j(kk′, i) = j(k, i)j(k′ , i) (k, k′ ∈ K) (2.3)
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so j(·, i) is a character of K. In fact,
j(k, i) = χ−1(k). (2.4)
We say a function f on G is of right K-type m if
ρ(k)f(x) = χm(k)f(x) (x ∈ G, k ∈ K)
We say a function f on G is K-finite on the right if the right translations f(xk) span a
finite-dimensional vector space. Left K-type m and K-finite on the left are defined in the
same way, for λ(k). Any K-finite function f is a finite sum f =
∑
fi, where fi is of some
type m.
The Lie algebra of G is
g =



a b
c d

 : a, b, c, d ∈ R, a+ d = 0

 .
A basis for g is given by
H =

1 0
0 −1

 , X =

0 1
0 0

 , Y =

0 0
1 0

 ,
satisfying the commutation relations
[H,X] = 2X, [H,Y ] = −2Y, [X,Y ] = H.
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Every W ∈ g is associated with the 1-parameter subgroup of G
t 7→ etW =
∞∑
n=0
tnW n
n!
(t ∈ R).
We may identify every W ∈ g with the differential operator on C∞(G) defined by
Wf(x) =
d
dt
f
(
xetW
)∣∣∣
t=0
(f ∈ C∞(G), x ∈ G).
Note that these operators are invariant under the left action of G. These operators generate
the algebra of all left-invariant differential operators over C. The resulting algebra is iso-
morphic to the universal enveloping algebra of g, denoted by U(g), and we identify the two
algebras. (If we had defined the differential operator identified with W to act by “etWx”
instead of “xetW ” — right-invariant, instead of left-invariant — the W would generate an
algebra anti -isomorphic to U(g).)
Let Z denote the center of U(g). Z consists of left-invariant differential operators
that are also right-invariant, and it is generated over C by the Casimir element
C = 1
2
H2 +XY + Y X.
We say a function f on G is Z-finite if it is annihilated by an ideal J of finite codimension in
Z. This is equivalent to the existence of a non-constant polynomial in the Casimir element
which annihilates f .
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Let D = {w ∈ C : |w| < 1}, the unit disc. Let
T =

1 −i
1 i

 .
As a linear fractional transformation on H, T maps i to 0. Under the automorphism of
SL(2,C) given by g 7→ TgT−1, SL(2,R) transforms onto the group of conformal mappings
of D,
GD = SU(1, 1) =

g =

a b
b¯ a¯

 : |a|2 − |b|2 = 1

 ,
K transforms onto
KD =



a 0
0 a¯

 : |a| = 1

 =

kθ =

e
iθ 0
0 e−iθ

 : θ ∈ [0, 2π)

 ,
and we may identify GD/KD with D. We have
T (gz) = (TgT−1)(Tz) (g ∈ G, z ∈ H). (2.5)
Let χm be the character of KD defined by χm(kθ) = e
imθ. If f is of right K-type m on G,
then the function
r(g) = f(T−1gT ) (g ∈ GD)
is of right KD-type m on GD.
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Let w ∈ D. As in (2.1), for g ∈ GD, we have the automorphy factor
jD(g,w) = b¯w + a¯,
which, as in (2.2), satisfies the cocycle identity
jD(gg
′, w) = jD(g, g
′w)jD(g
′, w) (g, g′ ∈ G). (2.6)
Because KD fixes 0, the cocycle identity (2.6) gives
jD(kk
′, 0) = jD(k, 0)jD(k
′, 0) (k, k′ ∈ KD), (2.7)
so jD(·, 0) is a character of KD. In fact, we have something better than (2.4):
jD(k,w) = χ−1(k) (k ∈ KD, w ∈ D). (2.8)
A basis for the Lie algebra gD of GD is given by
iH =

i 0
0 −i

 , X + Y =

0 1
1 0

 , i(X − Y ) =

 0 i
−i 0


satisfying the commutation relations
[iH,X + Y ] = 2i(X − Y ), [iH, i(X − Y )] = −2(X + Y ), [X + Y, i(X − Y )] = −2iH.
(2.9)
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Note KD = e
RiH , so iH spans the Lie algebra of KD. Let g
C
D denote the complexification of
gD. It has a basis given by
H =

1 0
0 −1

 , X =

0 1
0 0

 , Y =

0 0
1 0

 ,
satisfying the commutation relations
[H,X] = 2X, [H,Y ] = −2Y, [X,Y ] = H.
Lemma 1 f on GD is of right KD-type m ⇐⇒ iHf = imf ⇐⇒ Hf = mf .
Proof. Suppose f is of right K-type m. Then
iHf(x) =
d
dt
f
(
xetiH
)∣∣∣
t=0
=
d
dt
f (xk)
∣∣∣
t=0
=
d
dt
(f (x)χm(k))
∣∣∣
t=0
=
d
dt
(
f (x) eimt
)∣∣∣
t=0
= imf(x).
(2.10)
And conversely,
kθ = e
θiH =
∞∑
n=0
θn(iH)n
n!
,
so if iHf = imf ,
iHf(x) =
d
dt
f
(
xetiH
)∣∣∣
t=0
= imf(x)
which implies
d
dt
f
(
xetiH
)∣∣∣
t=0
=
d
dt
f
(
xetim
)∣∣∣
t=0
10
and
ρ(kθ)f(x) = e
imθf(x) = χm(kθ)f(x)
whence f is of right K-type m.
Lemma 2 f on GD is of right KD-type m ⇒ Xf is of right KD-type m+ 2, and Y f is of
right KD-type m− 2.
Proof. Using the commutation relations (2.9),
HXf = XHf + 2Xf = mXf + 2Xf = (m+ 2)Xf
which implies Xf has right K-type m+ 2. Also,
HY f = Y Hf − 2Y f = mY f − 2Y f = (m− 2)Y f.
which implies Y f has right K-type m− 2.
Let µ be a Radon measure on the Borel subsets of G that is non-zero on non-empty
open sets and invariant under left (resp. right) translation, which exists by Theorem 2.2 of
[Tou]. We call this measure a left (resp. right) Haar measure on G.
Let Γ be a discrete subgroup of G. Because G is a connected (semi)simple Lie
group, and because Γ is discrete, Proposition 3.6 of [Tou] tells us that G and Γ are unimod-
ular — that is, a left-invariant Haar measure will also be right-invariant, and vice-versa.
(An example of a group that is not unimodular is the subgroup of SL(2,R) consisting of
upper-triangular matrices.) So, by Theorem 4.2 of [Tou], there exists a Radon measure ξ
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on G/Γ, which we will refer to as a Haar measure on G/Γ by abuse of terminology. It is
unique up to multiplication by a strictly positive scalar, and, when normalized appropri-
ately, satisfies
∫
G
f(g)µ(g) =
∫
G/Γ
∑
γ∈Γ
f(gγ)ξ(gΓ) (f ∈ Cc(G)) (2.11)
In particular, this formula holds for f ∈ L2(G), since compactly-supported continuous
functions are dense in Lp(G) for 1 ≤ p <∞.
We call Γ a lattice in G if G/Γ supports a finite Haar measure.
Suppose there exists a set D among the Borel-measurable subsets of G such that
the canonical projection G → G/Γ restricted to D is a bijection. We call such a set D a
strict fundamental domain for G/Γ in G. We call a set F among the Borel measurable sets
of G which differs from a strict fundamental domain by a set of measure zero with respect
to µ a fundamental domain for G/Γ in G. By Proposition 4.8 of [Tou], we can always find
a fundamental domain for our G and Γ; and by Proposition 4.10 of [Tou], we may integrate
over G/Γ by integrating over F , or over D:
∫
G/Γ
f(gΓ)ξ(gΓ) =
∫
F
f(gΓ)µ(g) =
∫
D
f(gΓ)µ(g) (f ∈ Cc(G/Γ)) (2.12)
Again, this formula holds for f ∈ L2(G/Γ), since compactly-supported continuous functions
are dense in Lp(G/Γ) for 1 ≤ p <∞.
We conclude this chapter with some examples of lattices in G: Fuchsian groups
(discrete subgroups of SL(2,R)) of the first kind (with finite covolume in G).
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Let Γ be a Fuchsian group of the first kind. An element γ of Γ (in fact, any element
of SL(2,C)) can be classified by its trace:
|trγ| < 2 γ is elliptic
|trγ| = 2 γ is parabolic
|trγ| < 2 γ is hyperbolic
Note that the action of −I by linear fractional transformation on H is trivial.
Let Z(Γ) denote the center of Γ. Using the Borel density theorem, it can be seen that
Z(Γ) = {±I} ∩ Γ. (The Borel density theorem states that Γ is Zariski-dense in G. The
Zariski-closed sets in G are solutions to polynomial equations in matrix entries. For a fixed
element in Γ, consider the conjugation map from Γ to the conjugacy class of h in Γ. As a
polynomial in matrix entries, this map is Zariski-continuous, hence extends to G. If h is in
Z(Γ), the conjugacy class of h in Γ is finite, hence the image of the conjugation map extended
to G is finite, and the set of all elements that commute with h in G is a closed subgroup
of finite index in G. But G is Zariski-connected, so in fact the elements in G commuting
with h form all of G, and we have h ∈ Z(G). This shows Z(Γ) ⊂ Z(G) = {±I}.) Let
ι : Γ →֒ Aut(H) be the embedding of Γ (acting via linear fractional transformations) into
the automorphisms of H. Then ι(Γ) ∼= Γ/Z(Γ).
A cusp of Γ is a point in R ∪ {∞} whose stabilizer in Γ contains a non-trivial
unipotent matrix, e.g. ∞ is a cusp of SL(2,Z) because it is fixed by the parabolic element
( 1 10 1 ). A fundamental domain for Γ\G is non-compact if and only if Γ has at least one cusp.
So, the space Γ\G/K = Γ\H is non-compact if and only if Γ has at least one cusp.
Suppose Γ has a cusp, and so Γ\H is non-compact (but still of finite covolume, as
Γ is a lattice). Then we can topologize Γ\H in such a way that it becomes endowed with
the structure of a compact Riemann surface of genus g. (See [Miy06] Section 1.7.)
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A Fuchsian group of the first kind is completely determined by the genus of Γ\H,
by the elliptic elements and their orders, and by the number of inequivalent cusps:
Proposition 3 (Proposition 2.4 in [Iwa97], where it is stated for discrete subgroups of
finite covolume in PSL(2,R) rather than SL(2,R); due to Fricke and Klein) Let Γ be a
Fuchsian group of the first kind. Then Γ/Z(Γ) is generated by motions
A1, . . . , Ag, B1, . . . Bg, E1, . . . , El, P1, ...Ph
satisfying the relations
[A1, B1] . . . [Ag, Bg]E1 . . . ElP1 . . . Ph = 1,
E
mj
j = 1, 1 ≤ j ≤ l,
where Aj , Bj are hyperbolic motions, [A1, B1] is the commutator AjBjA
−1
j B
−1
j , g is the
genus of Γ\H, Ej are elliptic motions of order mj ≥ 2, Pj are parabolic motions, and h is
the number of inequivalent cusps.
The signature of a Fuchsian group of the first kind is
(g;m1, . . . ,ml;h).
in the notation of Proposition 3.
Calculated with respect to the measure y−2dxdy on H, the area of Γ\H is given by
the Gauss-Bonnet formula (pg. 33 of [Iwa97], where it is given in the context of subgroups
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of PSL(2,R)),
vol(Γ\H)
2π
= 2g − 2 +
l∑
j=1
(
1− 1
mj
)
+ h (2.13)
Let N.A.K be the Iwasawa decomposition of G (N consists of the upper-triangular
matrices with 1 on the diagonal, and A consists of the diagonal matrices in G), and normalize
the Haar measure dn.da.dk so that
∫
K dk = 1. Then vol(Γ\H) = vol(Γ\G).
Let G¯ = G/{±I} = PSL(2,R). Suppose Γ contains −I, and let Γ¯ = Γ/{±I}.
Then vol(Γ\G) = vol(Γ¯\G¯).
Let
Hq =
〈1 λ
0 1

 ,

0 −1
1 0


〉
/{±I},
where
λ = 2cos
(q
3
)
, q ∈ Z, q ≥ 3.
These groups, sometimes called “Hecke groups,” are discrete groups of finite covolume in
G¯, hence they are Fuchsian groups of the first kind. From the analysis of Hq in Appendix
III in [GHJ89], from Proposition 3, and from the Gauss-Bonnet formula (2.13), we can fill
in the following table:
group signature isomorphic to covolume in G¯
Hq (0; 2, q; 1) Z2 ∗ Zq π
(
1− 2q
)
Note H3 = PSL(2,Z).
There is a theory of “principal congruence subgroups” for each Hq, but only H3
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is well-understood. (For progress on general Hq, see, for example, [LLT00].) We now give
examples of congruence subgroups of H3.
Denote SL(2,Z) by Γ(1). (Note Γ¯(1) = H3). The principal congruence subgroup
Γ(N) is the kernel of the canonical map Γ(1)→ SL(2,Z/NZ). It has the form
Γ(N) =



a b
c d

 ∈ Γ(1) : a ≡ d ≡ 1(mod N), b ≡ c ≡ 0(mod N)

 .
A congruence subgroup is any subgroup of Γ(1) containing a principal congruence
subgroup. The group
Γ0(N) =



a b
c d

 ∈ Γ(1) : c ≡ 0(mod N)


is a congruence subgroup containing the principal congruence subgroup Γ(N). These are
sometimes called “Hecke congruence subgroups of level N .”
The structure of many congruence subgroups can be read from the tables in [CP03].
(We thank Martin Westerholt-Raum for pointing out these tables.) If we are looking for
congruence subgroups that are isomorphic to the free group on n generators, then by Propo-
sition 3, we will want groups with genus 0, no elliptic elements, and n + 1 cusps; and we
can calculate the covolumes of each lattice from formula (2.13). For example,
group signature isomorphic to covolume in G¯
Γ¯0(4) (0;−; 3) F2 2π
Γ¯0(4) ∩ Γ¯(2) (0;−; 4) F3 4π
Γ¯(4) (0;−; 6) F5 8π
Notice that the covolumes scale with the index of the subgroup. For free groups,
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this index is given by the Nielsen-Schreier formula:
[
Fn : F1+e(n−1)
]
= e.
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Chapter 3
Discrete series representations in
L2(SL(2,R))
In this chapter, to lighten the notation, we write G for GD, K for KD, g for gD,
and j for jD. We will state and prove results in the unit disc model, but all results of this
chapter can be transferred back to the upper-half plane model using (2.5).
We will define a discrete series representation Dm of G by first defining a discrete
series representation Dm,K to be a certain (g,K)-module, as in Chapter 1 of [Vog81]. Then
we will give a natural realization of Dm in the right regular representation of G in L
2(G),
sketched in Section 15.10 of [Bor97]. (For a more analytic realization of Dm, see Chapters 16
and 17 of [Rob83]. We chose to use the realization of Dm obtained from the Harish-Chandra
module Dm,K because in Chapter 5, a certain intertwiner will be defined on Dm,K .)
A (g,K)-module (π, V )
• is simultaneously a Lie algebra representation of g and a representation of K, both
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denoted by π on the same complex vector space V , which
• has subspaces {Vm ⊆ V : m ∈ Z} such that
– V = ⊕m∈ZVm (algebraic direct sum),
– π(K)Vm ⊆ Vm,
– π(K)v = χm(k)v for v ∈ Vn, and
– π(iH)v = imv for v ∈ Vm.
Observe that the functions in V must be infinitely differentiable, or smooth, since V is a
Lie algebra representation of g. (In Chapter 13, we will define “smooth representations” of
a group for which infinite differentiability does not make sense, and these smooth represen-
tation will be seen to mimic the desirable properties of a (g,K)-module. In particular, we
will complete a smooth representation to obtain a unitary representation of the group.) We
say the (g,K)-module (π, V ) is admissible if dimVm < ∞. These definitions can be found
in Definition 1.1.7 of [Vog81], though the definitions there are given for complexified Lie
algebras.
The set of K-types of (π, V ) is {n ∈ Z : Vn 6= 0}. An integer m ∈ Z is called a
lowest K-type of (π, V ) if it is a K-type of (π, V ) and |m| is minimal with respect to this
property.
Note that an admissible (g,K)-module is not required to be a representation of
G. Suppose instead we start with the assumption that (π,H) is a representation of G such
that π restricted to K is unitary. Then Lemma 1.1.3 in [Vog81] says that there exists a
unique collection of closed, mutually orthogonal subspaces {Hm ⊆ H : m ∈ Z} such that
19
• H = ⊕ˆm∈ZHm (Hilbert space completion of algebraic direct sum),
• π(K)Hm ⊆ Hm, and
• π(K)f = χm(k)f for f ∈ Hm.
We call the representation (π,H) of G admissible if dimHm < ∞. We define the space of
K-finite vectors to be HK = ⊕m∈ZHm (Definition 1.1.4 in [Vog81]); it is a dense subspace
of H.
Showing that (π,HK) is an irreducible (g,K)-module is equivalent to showing that
(π,H) is an irreducible representation of G:
Proposition 4 (Proposition 1.1.6 in [Vog81]) Suppose (π,H) is an admissible representa-
tion of G. Fix W ∈ g and f ∈ HK . Then
lim
t→0
π(etW )f − f
t
= π(W )f
exists, and defines a Lie algebra representation of g on HK . There exists a bijection between
the set of closed, G-invariant subspaces of H, and arbitrary g-invariant subspaces of HK .
A closed subspace S corresponds to SK = S ∩ HK , and S = SK . In particular, H is
topologically irreducible if and only if HK is algebraically irreducible.
If (π,H) is an admissible representation of G, then the (g,K)-module (π,HK) is
called the Harish-Chandra module of π. We say that two admissible representations of G
are infinitesimally equivalent if their Harish-Chandra modules are isomorphic.
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Theorem 5 (Proposition 1.1.9 in [Vog81], due to Harish-Chandra) Any unitary irreducible
representation of G is admissible. Two such representations are infinitesimally equivalent
if and only if they are unitarily equivalent.
For m 6= 0, we define the discrete series representation with parameter m, denoted
Dm,K , to be the unique irreducible admisible (g,K)-module with lowest right K-type m+
sgn(m). The eigenvalue of the Casimir operator on Dm,K is completely determined by m.
Lemma 6 (Lemma 1.2.11 in [Vog81]) For v ∈ Dm,K , π(C)v = 12 (|m| − 1)2.
Now we will build Dm,K . The closure of its right G-translates, which we denote
Dm, will turn out to be an irreducible subrepresention of the right regular representation
of G in L2(G); these are the discrete series representations of G described in Chapter 17 of
[Rob83].
Let f be a function on the unit disc D in the complex plane, and let w ∈ D. For
m ∈ Z, define f˜ by
f˜(x) = f(x−1.0)j(x−1, 0)−m (x ∈ G). (3.1)
Let x ∈ G act on f by
(x ◦ f)(w) = f(x−1.w)j(x−1, w)−m
.
Lemma 7 (similar to 5.13 in [Bor97])
(i) f˜ is of left K-type m.
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(ii) x˜ ◦ f = ρ(x)f˜ .
Proof.
λ(k)f˜(x) = f˜(k−1x) = f(x−1k.0)j(x−1k, 0)−m by definition
= f(x−1.0)j(x−1, 0)−mj(k, 0)−m by (2.7), and K fixes 0
= f˜(x)χm(k) by definition and (2.8)
which proves (i). For (ii),
x˜ ◦ f(y) = (x ◦ f(y−1.0)) j(y−1, 0)−m
= f(x−1y−1.0)j(x−1, y−1.0)−mj(y−1, 0)−m by definition
= f(x−1y−1.0)j(x−1y−1, 0)−m by (2.6)
= f˜(yx) = ρ(x)f˜(y).
Lemma 8 (similar to 5.17 in [Bor97]) If fn(w) = w
n, n ∈ N, w ∈ D, then f˜ (resp. ˜¯f) is
of right K-type −m− 2n (resp. m+ 2n).
Proof. We will prove this lemma just for f˜ ; the proof for ˜¯f is similar. For kθ ∈ K,
kθw =
eiθw + 0
0w + e−iθ
= e2iθw = χ2(kθ)w. (3.2)
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So we have
f˜n(xkθ) =
(
k−1θ
(
x−1.0
))n
j(k−1x−1, 0)−m
= χ2n(k
−1
θ )(x
−1.0)nj(k−1, x−1.0)−mj(x−1, 0)−m by (3.2) and (2.7)
= χ2n(k
−1
θ )(x
−1.0)nχm(k
−1
θ )j(x
−1, 0)−m by (2.8)
= χ−2n−m(k
−1
θ )f˜n(x) = χ2n+m(kθ)f˜n(x).
Lemma 9 (similar to 5.17 in [Bor97]) Let f be holomorphic (resp. antiholomorphic). Then
f˜ is right K-finite if and only if f is a polynomial in w (resp. w¯).
Proof. We will prove this lemma just in the holomorphic case; the proof in the antiholo-
morphic case is similar. Suppose f˜ is right K-finite, so that f˜ =
∑N
i=1 f˜i with each f˜i of a
certain right K-type, and fi is holomorphic. Without loss of generality we may assume f˜
is of right K-type q. Applying the definitions, we have
k˜ ◦ f(y) = (k ◦ f)(y−1.0)j(y−1, 0)−m = f(k−1y−1.0)j(k−1, y−1.0)−mj(y−1, 0)−m.
Also, by assumption and by Lemma 7 (ii),
k˜ ◦ f(y) = ρ(k)f˜ = χq(k)f˜(y) = χq(k)f(y−1.0)j(y−1, 0)−m.
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Equating the right-hand sides, canceling j(y−1, 0)−m, and setting w = y−1.0 gives
f(k−1.w)j(k−1, w)−m = χq(k)f(w),
and by (2.8),
f(k−1.w)χ−m(k) = χq(k)f(w).
Since f is holomorphic, we may write f(w) =
∑
cnw
n, convergent, with n ≥ 0. Then
χ−m(k)
∑
cn(k
−1.w)n = χq(k)
∑
cnw
n
χ−m(k)
∑
cnχ−2n(k)(w)
n = χq(k)
∑
cnw
n
which implies q = −m− 2j for some j ∈ N, and cn = 0 for all n 6= j.
Let f be a polynomial in w and let f¯ be a polynomial in w¯. For m ≥ 0, let Em
be the vector subspace of C∞(G) spanned by the f˜ , and let E−m be the vector subspace of
C∞(G) spanned by the ˜¯f .
Lemma 10 (Lemma 4.5 in [Bor97]) For m ∈ N, the function g 7→ j(g, 0)−m is bounded on
G if m ≥ 0, square-integrable on G if m ≥ 2, and integrable on G if m ≥ 4.
(Here is where the material on discrete series representations in [Bor97] looks most like the
material in [Rob83]: Lemma 10 is proved using the invariant metric and volume elements
on D.)
Proposition 11 For m ∈ Z, (ρ,Em) is an irreducible admissible (g,K)-module, and (ρ, ρ(G).Em)
is an irreducible representation of G. For |m| ≥ 1, (ρ,Em+sgn(m)) is a realization of Dm,K .
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(ρ, ρ(G).Em+sgn(m)) is what we denoted earlier by Dm: a unitary irreducible representation
of G equivalent to (in this case, equal to) a subrepresentation of the right regular represen-
tation on L2(G). Additionally, if |m| ≥ 3, then Dm consists of integrable functions.
Proof. By construction,
Em = ⊕n∈NEm,−m−sgn(m)2n.
By Lemma 8,
ρ(k)f = χ−m−sgn(m)2nf (k ∈ K, f ∈ Em,−m−sgn(m)2n)
and
ρ(K)Em,−m−sgn(m)2n ⊆ Em,−m−sgn(m)2n.
By Lemma 1,
iHf = i(−m− sgn(m)2n)f (f ∈ Em,−m−sgn(m)2n).
So, (ρ,Em) is a (g,K)-module.
By construction,
dimEm,−m−sgn(m)2n = 1 <∞ (n ∈ N),
which means that (ρ,Em) is admissible.
Finally, Lemma 2 implies that for the basis elements X and Y of gC, we have
X(Em,−m−sgn(m)2n) = Em,−m−sgn(m)2n+2 and
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Y (Em,−m−sgn(m)2n) = Em,−m−sgn(m)2n−2,
and because Em,−m−sgn(m)2n is 1-dimensional, this shows that the representation of g
C
is irreducible, and also that the representation of g is irreducible. Therefore (ρ,Em) is
an irreducible admissible (g,K)-module; and by Proposition 4, (ρ, ρ(G).Em) is an irre-
ducible representation of G. (Compare this to the approach in Chapter 17 in [Rob83],
where irreducibility is proven using complex analysis.) So, for |m| ≥ 1, (ρ,Em+sgn(m)) and
(ρ, ρ(G).Em+sgn(m)) satisfy the definitions of Dm,K and Dm given above.
By Lemma 10, Em+sgn(m) consists of functions that are bounded on G, square-
integrable on G if |m| ≥ 1, and integrable on G if |m| ≥ 3. Therefore (ρ, ρ(G).Em+sgn(m)) is a
subrepresentation of the right regular representation of G on L2(G), consisting of integrable
functions if |m| ≥ 3.
Proposition 12 (part of Theorem 16.3 in [Rob83]) Let (π,H) be a unitary irreducible
representation of G in the discrete series. Then there exists a constant 0 < dpi ∈ R such
that
∫
G
(u, π(g)v)(u′, π(g)v′)µ(g) = d−1pi (u, u
′)(v, v′) (u, v, u′, v′ ∈ H) (3.3)
The constant dpi is called the formal dimension of π. (We note that if K is a
compact group, so that by the Peter-Weyl Theorem, any irreducible representation π of K
is finite-dimensional, then the dimension of the representation is equal to dpi · vol(K). For
example, if Haar measure on the circle equals 2π, then the formal dimension of the circle’s
1-dimensional irreducible unitary representations will be 12pi . Both dpi and vol(K) depend
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on the Haar measure, but the dependence cancels out in the product.)
Compare Proposition 11 to the discrete series construction in [Rob83], which we
summarize in the next proposition.
Proposition 13 (Lemma 17.6 and Proposition 17.7 in [Rob83]) Let Hk = L
2(D, µk),
where µk is the measure
µk = (1− |u+ iv|2)k−2dudv = (1− r2)k−2rdrdθ (u+ iv = reiθ = w ∈ D).
Let Hholk be the subspace of Hk consisting of holomorphic functions. Then H
hol
k is closed in
Hk. Define an action of G on H
hol
k by
πk(x)f(w) = j(x
tr, w)−kf(xtr.w),
where xtr denotes the transpose of x. Then (πk,H
hol
k ) is a unitary representation of G. For
k ≥ 2, the unitary representations (πk,Hholk ) are irreducible and in the discrete series of G,
and the formal dimension of πk is
dk =
k − 1
π
(3.4)
when calculated with respect to the Haar measure on G normalized so that
∫
K dk = 1.
If we take the Haar measure used to calculate the volumes at the end of Chapter 2
(natural for SL(2,R) acting on H), instead of the Haar measure in Proposition 13 (natural
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for SU(1, 1) acting on D), the formal dimension dk becomes
dk =
k − 1
4π
because the transformation T : H → D in Chapter 2 sends the measure y−2dxdy to the
measure 4(1 − |u+ iv|2)−2dudv.
By a “holomorphic discrete series representation of PSL(2,R),” we mean a holo-
morphic discrete series representation of SL(2,R) that factors through PSL(2,R). In such
a representation, −I must act as the identity. Examining the action in Proposition 13 (or
the action in Proposition 11), we see that this happens only for even k (for odd m). (Note
that the indices are off by one: m = k − 1.)
To summarize,
Proposition 14 (ρ,Dm), for m odd, m ≥ 1, is an irreducible unitary representation of
PSL(2,R) that is a subrepresentation of L2(PSL(2,R)). It consists of square-integrable
functions if m ≥ 1, and integrable functions if m ≥ 3. The formal dimension dm of (ρ,Dm)
is
dm =
m
4π
.
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Chapter 4
Automorphic forms
The material in this chapter comes from [Bor97] and [Bum97].
Let Γ be a lattice in G.
Definition 15 A smooth function f : G → C is an automorphic form for Γ if it satisfies
the following conditions:
A1 f(γg) = f(g) (γ ∈ Γ, g ∈ G)
A2 f is K-finite on the right
A3 f is Z-finite on the right
A4 f satisfies the condition of moderate growth: There exist constants C and N such
that |f(g)| < C‖g‖N , where the “height” ‖g‖ is the length of the vector (g,det(g−1))
in the Euclidean space M2 (R)⊕ R = R5.
(The condition of moderate growth ensures that the space of automorphic forms
is invariant under differentiation by elements of g; see Theorem 3.2.1 in [Bum97].) Suppose
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Γ has a cusp at c, and let f be in L2(Γ\G). If c is not∞, we may choose ξ in SL(2,R) such
that ξ(∞) = c. Define f ′ by f ′(g) = f(ξg). Then f ′ is in L2(Γ′\G), where Γ′ = ξ−1Γξ; and
∞ is a cusp of Γ′, so Γ′ contains an element of the form ( 1 r0 1 ). We say f is cuspidal at c if
∫ r
0
f ′



1 x
0 1

 g

 dx = 0
We say f is cuspidal if it is cuspidal at every cusp.
Let ◦L2(Γ\G) denote the space of cuspidal elements of L2(Γ\G). Note that el-
ements of ◦L2(Γ\G) are not necessarily “cusp forms,” because cusp forms, by definition,
must satisfy A1-A4 in addition to cuspidality. But the reverse is true:
Lemma 16 A cusp form for Γ is square-integrable on Γ\G.
Proof. By Corollary 7.9 in [Bor97], cusp forms are rapidly decreasing at the cusps, which
means they are bounded on Γ\G, hence belong to ◦L2(Γ\G).
In fact, more is true:
Theorem 17 ([Bor97], 13.4) Let ◦L2(Γ\G)m denote the functions in ◦L2(Γ\G) of right K-
type m. The spectrum of C (where the action of C is defined in the usual way, corresponding
to a left-invariant vector field) in ◦L2(Γ\G)m is discrete, with finite multiplicities. The
space ◦L2(Γ\G)m has a Hilbert space basis consisting of countably many cusp forms that are
eigenfunctions of C. In particular, cusp forms are dense in ◦L2(Γ\G)m.
If Γ is cocompact, which is equivalent to Γ having no cusps, then by writing
“◦L2(Γ\G),” we mean all of L2(Γ\G).
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Theorem 18 ([Bor97], 16.2) The space ◦L2(Γ\G) decomposes into a Hilbert direct sum of
closed irreducible G-invariant subspaces with finite multiplicities.
Theorem 19 ([Bor97], 6.1) Let ϕ be a function on G that is integrable and Z-finite. Define
Pϕ by
Pϕ(x) =
∑
γ∈Γ
φ(γx) (4.1)
(i) If ϕ is K-finite on the right, then the series Pϕ converges absolutely and locally uni-
formly, belongs to L1(Γ\G), and represents an automorphic form for Γ.
(ii) If ϕ is K-finite on the left, then Pϕ converges absolutely and is bounded on G.
We call such a series in Theorem 19 a Poincare´ series. Under additional assump-
tions on ϕ, Poincare´ series turn out to be cusp forms:
Theorem 20 ([Bor97], 8.9) Let ϕ be a function on G that is Z-finite, K-finite on both
sides, and belongs to L1(G). Then the Poincare´ series Pϕ,Γ is a cusp form for Γ.
The first “Poincare´ series” were defined on D (or H), not on G. The series in the
next theorem are classical Poincare´ series. (These are not quite the same classical Poincare´
series as those discussed in Chapter 3 of [Iwa97]. We will talk about the relationship between
these two kinds of classical Poincare´ series in the next chapter.)
Theorem 21 ([Bor97], 6.2) Let m be an integer, m ≥ 4. Let ξ be a bounded holomorphic
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function on D. Then the series
pmξ (w) =
∑
γ∈Γ
j(γ,w)−mξ(γ.w) (4.2)
converges absolutely and locally uniformly and defines a holomorphic automorphic form
of weight m. The function g 7→ j(g, 0)−mξ(γ.0) is in L1(Γ\G) and is bounded if ξ is a
polynomial.
These series are classical automorphic forms: They satisfy conditions similar to
A1-A4 in Definition 15, but on D instead of G. Moreover, they are cusp forms: they vanish
at the cusps of Γ.
Theorem 22 The series pmξ (w) defined in the previous theorem is a cusp form for Γ of
weight m.
Proof. This is proven as part of Lemma 8.5 in [Kra72].
For a Fuchsian group of the first kind, the cusp forms comprise a finite-dimensional
complex vector space, with dimension given by:
Theorem 23 ([Miy06], Theorem 2.5.2) Let m be an even integer, Γ a Fuchsian group
of the first kind, g the genus of the compactification of Γ\G/H, e1, . . . , er the orders of
inequivalent elliptic points of Γ, h the number of inequivalent cusps of Γ, and Sm(Γ) the
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space of cusp forms of weight m for Γ. Then
dimSm(Γ) =


(m− 1)(g − 1) +∑ri=1 ⌊m2 (1− 1ei
)⌋
+
(
m
2 − 1
)
t (m > 2)
g (m = 2)
1 (m = 0, h = 0)
0 (m = 0, h > 0)
0 (m < 0)
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Chapter 5
Discrete series representations in
L2(Γ\SL(2,R))
As in Chapter 3, to lighten the notation, we write G for GD, K for KD, g for gD,
and j for jD. We will state and prove results in the unit disc model, but all results of this
chapter can be transferred back to the upper-half plane model using (2.5).
Using k and m as in Chapter 3, with m = k − 1: Let mult(k − 1,Γ), k − 1 ≥ 3,
denote the multiplicity of (ρ,Dk−1) in L
2(Γ\G). The goal of this chapter and the next will
be to explain the following diagram:
Pf˜n,k(g) 6≡ 0 for some n mult(k − 1,Γ) 6= 0
pkfn(w) 6≡ 0 for some n dimSk(Γ) 6= 0
Proposition 25
Conjecture 27 Theorem 24
Theorem 22
The dimension of the space of cusp forms for Γ is related to the multiplicity of
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(ρ,Dk−1) by:
Theorem 24 ([Gel75], Theorem 2.10) Let Γ be a Fuchsian group of the first kind, and let
k − 1 ≥ 1. The representation (ρ,Dk−1) of G occurs in ◦L2(Γ\G) with multiplicity equal to
dimSk(Γ).
Next, we will need a certain intertwiner.
Theorem 25 The formation of Poincare´ series provides an intertwiner Φ¯ from a holomor-
phic discrete series representation Dk−1 ⊂ L2(G) into ◦L2(Γ\G). This intertwiner is either
zero, or it is a unitary equivalence between Dk−1 and a discrete series representation of the
same lowest right K-type, Dk−1,Γ ⊂ ◦L2(Γ\G).
Proof. For k ≥ 4, Dk−1,K has a basis consisting of functions f˜n,k of left K-type k and right
K-type −k − 2n, n ∈ N; and these functions are integrable, by Proposition 11. By Lemma
6, f˜n,k is an eigenvector of C; in particular, fn,k is Z-finite. So f˜n,k satisfies the conditions
of Theorem 20, and we have a linear map
Φ : f˜n,k 7→ Pf˜n,k ,
where Pf˜n,k is a cusp form for Γ. By Lemma 16, Pf˜n,k ∈ ◦L2(Γ\G), hence Pf˜n,k is in one of
the irreducible unitary representations in Theorem 18.
Suppose Φ is non-zero. Then by Schur’s Lemma, Φ is surjective onto a Harish-
Chandra module of one of the irreducible unitary subrepresentations in ◦L2(Γ\G) of The-
orem 18. Now Φ is an infinitesimal equivalence defined on Dk−1,K , so by Theorem 5,
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there exists a unitary equivalence Φ¯, which is a unitary intertwiner from Dk−1 onto Dk−1,Γ
satisfying
Φ¯(ρ(g)f) = ρ(g)Φ¯(f) (f ∈ Dk−1, g ∈ G).
Note that there are no backwards implications in the top and bottom rows of the
diagram above. There are two unanswered questions:
(1) If we know a discrete representation occurs in L2(Γ\G) for a given k − 1, why must
it have been constructed using the intertwiner Φ¯?
(2) If we know the dimension of the space of cusp forms for Γ of weight k is non-zero,
why must at least one such cusp form come from the Poincare´ construction applied
to a monomial (or any other polynomial) on D?
We address these questions, and the left side of the diagram above, in the next chapter.
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Chapter 6
Digression on Poincare´ series
We continue explaining the diagram in the previous chapter, using all the same no-
tation. This chapter is not essential to proving the two main results of the dissertation; it is
merely a sidenote to the discussion of automorphic forms and discrete series representations.
The following theorem gives a partial answer to Question 2 at the end of the
previous chapter. By “Fuchsian group of the first kind acting on D,” we mean the image of
the Fuchsian group (which we defined to be in SL(2,R)) in SU(1, 1) after conjugation by
the transformation T from Chapter 2.
Theorem 26 ([Met80], Theorem 3) Let Γ be a Fuchsian group of the first kind acting on
D. Assume that 0 is not an elliptic point of Γ. Then the construction of (classical) Poincare´
series given by (4.2) with k = 2q is an injective map from the space of polynomials on D of
degree n ≤ dimSq−2(Γ)− 2 to the space of cusp forms.
(The key word above is “injective.”) A note on “k = 2q”: In [Met80], the Poincare´
series are constructed with γ′(w) (the derivative of the action of γ ∈ Γ) in place of j(γ,w)
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in (4.2). Writing out the linear fractional transformation and taking the derivative gives
γ′(w) = j(γ,w)−2.
In particular, Theorem 26 says that for k even, and n ≥ 0, pkfn(w) 6≡ 0 if n ≤
dimS k
2
−2(Γ)− 2.
This gives a backwards implication on the bottom row of our diagram, but only
for cases when dimS k
2
−2(Γ) − 2 ≥ 0. Also, the requirement that 0 not be an elliptic point
rules out the consideration of cases such as Γ = T.SL(2,Z).T−1. (Since i is an elliptic point
of SL(2,Z) and T (i) = 0, T.SL(2,Z).T−1 has 0 as an elliptic point.)
We could obtain a corresponding backwards implication on the top row of the
diagram, provided that the following conjecture is true:
Conjecture 27
∑
γ∈Γ
f˜n,k(γg) 6= 0 for some g ∈ G ⇐⇒
∑
γ∈Γ
f˜n,k(gγ) 6= 0 for some g ∈ G .
Or equivalently, writing f˜n,k explicitly as functions on SU(1, 1),
∑
γ∈Γ
j((γg)−1, 0)−k((γg)−1.0)n 6≡ 0 ⇐⇒
∑
γ∈Γ
j((gγ)−1, 0)−k((gγ)−1.0)n 6≡ 0
(Recall Pf˜n,k(g) =
∑
γ∈Γ f˜n,k(γg).) If we can find just one g where
∑
γ∈Γ f˜n,k(γg) 6=
0, why can’t we do the same for
∑
γ∈Γ f˜n,k(gγ), and vice-versa? (Clearly the conjecture is
true if we know that one of the series does not vanish at g = 1; for the two series are equal
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when g = 1.) We have tried using convolution, unimodularity of G, mutual transversals
for left and right cosets of Γ, Dirac sequences, and even Moore’s ergodic theorem, but we
haven’t been able to prove the conjecture.
Here is how the if-and-only-if on the left side of the diagram would follow from
this conjecture.
j(g−1, 0)−kpkfn(g
−1.0) = j(g−1, 0)−k
∑
γ∈Γ
j(γ−1, g−1.0)−kfn(γ
−1.g−1.0) by (4.2)
=
∑
γ∈Γ
j(γ−1, g−1.0)−kj(g−1, 0)−kfn(γ
−1.g−1.0)
=
∑
γ∈Γ
j(γ−1g−1, 0)−kfn(γ
−1.g−1.0) by (2.6)
=
∑
γ∈Γ
j((gγ)−1, 0)−kfn((gγ)
−1.0)
=
∑
γ∈Γ
f˜n,k(gγ) by (3.1).
And if the conjecture is true, we get the middle equality in
j(g−1, 0)−kpkfn(g
−1.0) =
∑
γ∈Γ
f˜n,k(gγ) =
∑
γ∈Γ
f˜n,k(γg) = Pf˜n,k(g),
thereby showing that
pkfn(g
−1.0) 6= 0 for some w = g−1.0 ⇐⇒ Pf˜n,k(g) 6= 0 for some g ∈ G ,
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which is the if-and-only-if on the left side of the diagram in the previous chapter.
But without the conjecture, we are not sure how to prove the if-and-only-if on the
left side of the diagram.
Note that the cocycle trick doesn’t get us anywhere if we start with Pf˜n,k(g):
Pf˜n,k(g) =
∑
γ∈G
f˜n,k(γg) by (4.1)
=
∑
γ∈G
j((γg)−1, 0)−kfn((γg)
−1.0) by (3.1)
=
∑
γ∈G
j(g−1, γ−1.0)−kj(γ−1, 0)−kfn(g
−1γ−1.0) by (2.6)
Now, suppose that Conjecture 27 is true, so that the if-and-only-if on the left side
of the diagram holds. Then the diagram (and the fact that we may change the basis of
Dk−1,K from a basis constructed by applying (3.1) to monomials, to a basis constructed by
applying (3.1) to linearly independent polynomials) allows us to extend Theorem 26: By
Schur’s Lemma, we get
Conjecture 28 (Corollary to Conjecture 27) Let Γ be a Fuchsian group of the first kind
acting on D, and suppose 0 is not an elliptic point of Γ. Let k be an even integer such that
dimS k
2
−2(Γ)− 2 ≥ 0, and let ξ(w) be any polynomial on D. Then the Poincare´ series pkξ (w)
defined by (4.2) does not vanish identically.
Here is how the series pkfn(w) are related to the series in Chapter 3 of [Iwa97]. (We
thank Gergely Harcos for explaining this relationship.)
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Suppose Γ is a Fuchsian group of the first kind acting on D (the context of Theorem
20, Theorem 26, and Conjecture 28). Transfer the the action back to H using T of Chapter
2, and assume Γ contains Γ∞, the stabilizer of the cusp at ∞. Also, assume the function
ξ(w) is such that the Poincare´ series in Theorem 20 converges, and let f(z) be the function
ξ(w) transferred to the setting of H using T . Break up the series as a double sum:
∑
γ∈Γ
f(γ.z)j(γ, z)−k =
∑
τ∈Γ∞\Γ
∑
ρ∈Γ∞
j(τ, z)−kf(ρτ.z) =
∑
τ∈Γ∞\Γ
j(τ, z)−k
∑
ρ∈Γ∞
f(ρτ.z) (6.1)
Define
g(u) =
∑
ρ∈Γ∞
f(ρ.u).
Because g(ρ0.u) = g(u) for all ρ0 ∈ Γ∞, g(u) has a Fourier expansion
g(u) =
∞∑
n=0
cne(nz),
where e(nz) = e2piinz. So from (6.1) we have
∑
γ∈Γ
f(γ.z)j(γ, z)−k =
∑
τ∈Γ∞\Γ
j(τ, z)−k
∞∑
n=0
cne(nτ.z)=
∞∑
n=0
cn
∑
τ∈Γ∞\Γ
j(τ, z)−ke(nτ.z).
The series
∑
τ∈Γ∞\Γ
j(τ, z)−ke(nτ.z) (6.2)
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are also called Poincare´ series. These are the kind of classical Poincare´ series discussed
in Chapter 3 of [Iwa97]. Open problems surrounding series such as (6.2) are: What are
the linear relations between them? Which ones form a basis of Sk(Γ)? Which ones are
non-vanishing? (See pg. 54 of [Iwa97] for these problems.) Perhaps Conjecture 28 could be
of use in answering these questions, if one had fine control over the Fourier coefficients cn
above. But it looks like there is no easy way to go back and forth between results on the
two different types of classical Poincare´ series.
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Chapter 7
Von Neumann algebras
Most of the material in this chapter comes from [GHJ89], [JS97], and [Jon].
Let H be any Hilbert space, and let M be a subset of B(H), the bounded linear
operators on H. Let M′ denote the set of all operators in B(H) which commute with M,
called the commutant of M on H, and let M′′ denote the set of operators in B(H) which
commute with M′. Note that M′ depends on the space H. If the space is not obvious, so
thatM′ is ambiguous, then we will specify the space by writing EndMH for the commutant
of M in B(H).
The strong operator topology is the weakest topology on B(H) such that the maps
Ex : B(H)→H, Ex(A) = Ax
are continuous for all x ∈ H. The weak operator topology is the weakest topology on B(H)
such that the maps
Ex,y : B(H)→ C, Ex,y(A) = (x,Ay)
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are continuous for all x, y ∈ H.
LetMw denote the closure ofM in the weak operator topology, and letMs denote
the closure of M in the strong operator topology.
Theorem 29 (von Neumann’s bicommutant theorem; see e.g. Corollary 3.2.3 in [Jon]) If
M is a self-adjoint unital subalgebra of B(H), then M′′ =Mw =Ms.
If M is equal to M′′ =Mw =Ms, we call M a von Neumann algebra.
A factor is a von Neumann algebra with trivial center. A finite factor is a factor
that has a unique faithful normal (weakly and strongly continuous) tracial state. The finite
factors acting (irreducibly) on finite-dimensional complex vector spaces are the complex
matrix algebras Mn(C), called In factors; the trace on projections in a In factor attains all
values in {0, 1n , . . . , nn = 1} (normalized to equal 1 on the identity). Finite factors acting on
infinite-dimensional Hilbert spaces are called II1 factors; the trace on projections in a II1
factor attains all values in [0, 1] (normalized to equal 1 on the identity).
Let (π,H) and (π′,H′) be two representations of any group G. We call a continuous
(bounded) linear map σ : H → H′ an intertwiner if it commutes with G. That is,
σ(π(g)h) = π′(g)σ(h) (h ∈ H, g ∈ G).
Lemma 30 Let (π,H) and (π′,H′) be two unitary representations of any group G. Suppose
there exists a surjective intertwiner σ : H → H′, and assume that π(G)s is a factor. Then
π(G)
s
and π′(G)
s
are isomorphic as von Neumann algebras.
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Proof. We claim the map
π(g) 7→ π′(g)
is strong-strong continuous — that is, for any net {π(gi)}i∈I ,
‖(π(gi)− π(g))x‖H → 0 ⇒ ‖(π′(gi)− π′(g))u‖H′ → 0
for all x ∈ H and all u ∈ H′.
Given u ∈ H′, we can find y ∈ H such that u = σ(y), since σ is surjective; and
‖(π′(gi)−π′(g))u‖H′ = ‖(π′(gi)−π′(g))σ(y)‖H′ = ‖σ((π(gi)−π(g))y)‖H′ ≤ c‖(π(gi)−π(g))y‖H
for some c ≥ 0, since σ is bounded. This proves the claim. So, the map π(g) 7→ π′(g)
extends to a surjective ∗-homomorphism of von Neumann algebras,
π(G)
s → π′(G)s.
And because π(G)
s
is a simple ring (as it is a factor), this surjective homomorphism is an
isomorphism.
Given a factor M acting on a Hilbert space H, we can measure the “size” of H
as an M-module. This “size” is given by the coupling constant of M on H, also called the
von Neumann dimension of H as an M-module, denoted by dimMH, which Murray and
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von Neumann define in Theorem X of [MV36] to be
dimMH = tr′(PMv)/tr(PM′v),
and which has come to be defined as the reciprocal (pg. 3 in [Jon83]),
dimMH = tr(PM′v)/tr′(PMv), (7.1)
where M′ is the commutant of M on H, v is any non-zero vector in H, PM′v and PMv
are projections onto the closures of the cyclic modules M′v and Mv, and tr and tr′ are
the unique faithful normal tracial states on M and M′. (Proving that this definition is
independent of the choice of v occupies several pages in [MV36].)
Definition (7.1) gives
dimMn(C)(C
n) =
1
n
,
and the examples
dimM2(C)⊗1C3 (C
2 ⊗ C3) = 3
2
(7.2)
dimM2(C)⊗1C30,000 (C
2 ⊗ C3) = 30, 000
2
(7.3)
show that increasing the size of the representation space, thereby increasing the size of the
commutant, is reflected by an increase in von Neumann dimension.
In [Jon83], Vaughan Jones used the coupling constant to define the index of one
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finite factor N in another finite factor M,
[M : N ] = dimHN
dimHM ,
and showed that this ratio can only take values in
{
cos
(
π
q
)
, q = 3, 4, 5...
}
∪ {r ≥ 4, r ∈ R}
For example, [M2(C)⊗M3(C) :M2(C)⊗ 1C3 ] = 3/21/6 = 9. (We will do some simple
subfactor index calculations involving II1 factors, instead of In factors, at the end of the
next chapter.)
For a II1 factorM, a definition of the coupling constant that is equivalent to (7.1)
and that better serves our purposes is
dimMH = TrM′(1H),
where M′ is the commutant of M on H, and TrM′ is the natural trace on M′. (The
equivalence of this definition with (7.1) is proved in Proposition 3.2.5(f) in [GHJ89].) We
now explain what is meant by TrM′ , which will involve defining two intermediate traces on
commutants of M taken in different spaces.
Let L2(M) denote the Hilbert space obtained by completing M with respect to
the scalar product (x, y) = tr(x∗y). Lemma 3.2.2(a) in [GHJ89] says
EndML
2(M) = JMJ,
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where J is the conjugate-linear isometry extending the map x 7→ x∗, x ∈ M. Define
TrEndML2(M)(JxJ) = trM(x) (x ∈ M).
Let K be a Hilbert space with orthonormal basis {εi}i∈I , and let M act diagonally on
K ⊗ˆ L2(M) (the Hilbert space completion of the algebraic tensor product) as 1K ⊗ M.
Lemma 3.2.2(b) in [GHJ89] says
EndM(K ⊗ˆ L2(M)) = B(K)⊗ JMJ.
Every x ∈ EndM(K ⊗ˆ L2(M)) can be written as a “matrix” (Jxi,jJ)i,j∈I . If x is positive,
then each diagonal entry xi,i is also positive, so we may define
TrEndM(K⊗ˆL2(M))(x) =
∑
i∈I
tr(xi,i) (x ∈ EndM(K ⊗ˆ L2(M))+),
and because every x ∈ EndM(K ⊗ˆ L2(M)) can be written as a linear combination of at
most four positive operators (Corollary 4.2.4 in [KR97a]), this definition extends to all of
EndM(K ⊗ˆ L2(M)). Note that this trace, unlike the trace tr on the II1 factor M, may
be infinite: For example, if K is infinite-dimensional, let p be a projection onto an infinite-
dimensional subspace of K; then TrM′(p ⊗ JxJ) = trM(x)dimC(pK) =∞.
Assume now that K is infinite-dimensional, and let H be an M-module. Lemma
3.2.2 (c) of [GHJ89] says that there exists an M-linear isometry
u : H → K ⊗ˆ L2(M).
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For x ∈ EndM(H), we know uxu∗ ∈ EndMK ⊗ˆ L2(M), so we may define
TrEndM(H)(x) = TrEndM(K⊗ˆL2(M))(uxu
∗) (x ∈ EndM(H)+),
and this definition extends to all of EndM(H) (again, by decomposing operators into linear
combinations of four positive operators).
So, for H,K,M, and u as above, the coupling constant is
dimMH = TrEndM(H)(1H) = TrEndM(K⊗ˆL2(M))(uu∗).
Let Γ be a discrete group, and let λΓ(Γ) denote the left regular representation
of Γ on l2(Γ). λΓ(Γ)
′′ is called the left group von Neumann algebra of Γ, which we will
denote by LΓ. Let ρΓ(Γ) denote the right regular representation of Γ on l
2(Γ). ρΓ(Γ)
′′
is called the right group von Neumann algebra of Γ, which we will denote by RΓ. The
following proposition gives the criterion for such a von Neumann algebra to be a II1 factor,
and describes the relationship between RΓ and LΓ.
Proposition 31 (similar to parts of Theorem 1.2.4 and Proposition 1.4.1 in [JS97]) Sup-
pose Γ has the property that every non-trivial conjugacy class has infinitely many elements.
Then RΓ and LΓ each have a unique faithful normal tracial state, hence they are II1 factors.
Let J be the conjugate-linear isometry ψ(γ) 7→ ψ(γ−1) on l2(Γ). Then J(RΓ)J =
LΓ, and J(LΓ)J = RΓ.
Also, EndRΓl
2(Γ) = LΓ, and EndLΓl
2(Γ) = RΓ.
To take an example: Let Γ be a lattice in PSL(2,R). Then it follows from Borel’s
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density theorem (which we mentioned in Chapter 2) that every non-trivial conjugacy class
in Γ has infinitely many elements, and RΓ is a II1 factor (Lemma 3.3.1 in [GHJ89]).
RΓ and LΓ are, of course, isomorphic as von Neumann algebras, as can be seen
by letting J be the surjective intertwiner in Lemma 30. We made the distinction in order
to provide a bit more intuition on the coupling constant. By Proposition 31, RΓ and LΓ
are each other’s commutants. They are “perfectly coupled” on l2(Γ):
dimRΓl
2(Γ) = 1 = dimLΓl
2(Γ).
Compare this to the coupling constant in (7.2).
Lemma 32 Representations of finite factors are classified up to unitary equivalence by von
Neumann dimension.
Proof. Let M be a finite factor represented on a Hilbert space H. Proposition 3.2.5 parts
(e) and (i) in [GHJ89] state that
dimM(eH) = trM′(e)dimMH
for e be a projection in M′, and
dimM(H⊗K) = dimC(K) · dimMH.
This shows that we may obtain a representation space with any von Neumann dimension in
(0,∞] using projections and amplifications. Suppose we start with two representations of the
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M having different von Neumann dimensions, and we apply the necessary projections and
amplifications to obtain the standard representations (representations with von Neumann
dimension equal to 1). By Theorem 7.2.9 of [KR97b], two standard representations of two
finite factors are unitarily equivalent if the two finite factors are algebraically isomorphic.
We were working with representations of one factor M, so we are done.
In other words, if there exists a unitary equivalence between two representations
of a finite factor, then the von Neumann dimension of the factor is the same on both
representations; or, if two representations of a finite factor have the same von Neumann
dimension, then there exists a unitary equivalence between them.
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Chapter 8
Von Neumann dimension of
Dm ⊂ L2(PSL(2,R)) as an
RΓ-module
In this chapter, we state the result that Atiyah and Schmid proved in [AS77], in
the form it appears in [GHJ89]. We follow the proof in [GHJ89], filling in some details along
the way. We conclude this chapter with examples in the case G = PSL(2,R).
Theorem 33 (Theorem 3.3.2 in [GHJ89].) Let G be a connected real semi-simple non-
compact Lie group without center. Let Γ be a lattice in G. Then RΓ is a II1 factor.
Let (π,H) be a discrete series representation of G (an irreducible unitary representation
having square-integrable matrix coefficients) with H ⊂ L2(G). Then the restriction of π to
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Γ extends to a representation of RΓ on H, and
dimRΓ(H) = dpi · vol(Γ\G),
where dpi is the formal dimension of π.
Proof. Let F be a fundamental domain for G/Γ in G. The proofs of Theorem
4.2 and Proposition 4.10 in [Tou] show that we may identify L2(F × Γ) with L2(G).
The following identification of Hilbert spaces is explained in Example 2.6.11 in
[KR97a]. Let ϕ ∈ L2(F ), and ψ ∈ l2(Γ). Linear combinations of functions of the form
fϕ,ψ(x, γ) = ϕ(x)ψ(γ) are dense in L
2(F ⊗ Γ) (since these functions include characteristic
functions on finite-measure rectangles); and linear combinations of functions of the form
ϕ(x) ⊗ ψ(γ) are dense in L2(F ) ⊗ˆ l2(Γ). We have a bounded linear map defined on the
dense subspace
σ : ϕ(x)⊗ ψ(γ) 7→ fϕ,ψ(x, γ), (8.1)
which extends by continuity to a surjective map
σ : L2(F ) ⊗ˆ l2(Γ)→ L2(F × Γ). (8.2)
Let ρΓ(Γ) denote the right regular representation of Γ on l
2(Γ), let ρG(G) denote
the right regular representation of G on L2(G), and let ρG(Γ) denote the restriction of
ρG(G) to Γ.
53
First, note that
1L2(F ) ⊗ ρΓ(Γ)
s
= (1L2(F ) ⊗ ρΓ(Γ))′′ = 1L2(F ) ⊗ ρΓ(Γ)′′ ∼= ρΓ(Γ)′′ = RΓ, (8.3)
which is a factor, by Proposition 31. Next, since ψ is of the form
∑
γ′∈Γ cψ,γ′δγ′ , with
cψ,γ′ ∈ C, we may write
fϕ,ψ(x, γ) = ϕ(x)ψ(γ) =
∑
γ′∈Γ
ϕ(x)cψ,γ′δγ′(γ) = cψ,γf(x),
and
ρ(γ0)fϕ,ψ(x, γ) = ρ(γ0)(cψ,γϕ(x)) = cψ,γγ0ϕ(x) = (ρ(γ0)ψ(γ))ϕ(x).
For the representations ρG(Γ) on L
2(G) = L2(F ×Γ), and 1L2(F )⊗ ρΓ(Γ) on L2(F ) ⊗ˆ l2(Γ),
we have
σ((1L2(F ) ⊗ ρ(γ0))(φ(x) ⊗ ψ(γ))) = σ(φ(x) ⊗ ψ(γγ0)) = φ(x)⊗ ψ(γγ0) = ρ(γ0)fφ,ψ(x, γ).
Thus σ is a surjective intertwiner. Combining this with (8.3), Lemma 30 gives
RΓ = 1L2(F ) ⊗ ρΓ(Γ)
s ∼= ρG(Γ)s. (8.4)
Let p denote the projection onto the discrete series representation,
p : L2(G)→H.
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Let π(G) denote the representation of G on H, and let π(Γ) denote its restriction to Γ. H
is invariant under π(G), hence invariant under π(Γ), so we have
p(ρ(γ)f) = ρ(γ)p(f) (f ∈ L2(G), γ ∈ Γ).
So, p is a surjective intertwiner from L2(G) to H, carrying the action of ρG(Γ) onto the
action of π(Γ). Therefore by (8.4) and Lemma 30,
RΓ ∼= ρG(Γ)s ∼= π(Γ)s.
This shows that that H is a RΓ-module, and that the discrete series representation of G
restricted to Γ extends to a representation of RΓ.
Let us now compute the coupling constant. (This part of the proof is carried out
on pp. 145-147 of [GHJ89].)
H is a closed subspace of L2(G). H is included as a RΓ-module in L2(G); let u
denote this inclusion, so that
p = uu∗ : L2(G)→H.
Using the definitions in Chapter 7,
dimRΓH = TrEndRΓH(1H) = TrEndRΓL2(G)(p).
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By (8.2) and Proposition 31, we have
EndRΓL
2(G) = EndRΓ(L
2(F ) ⊗ˆ l2(Γ)) = B(L2(F )) ⊗ JRΓJ = B(L2(F ))⊗ LΓ
generated by finite sums of the form
x =
∑
γ∈Γ
aγ ⊗ λ(γ) (λ(γ) = Jρ(γ)J, aγ a finite-rank operator on B(L2(F )).
Let {εi}i∈N be an orthonormal basis for L2(F ). Define
ε¯i ⊗ εj(φ) = (εi, φ)εj (φ ∈ L2(F ))
so that we may write
aγ =
∑
i,j∈N
aγ,i,j ε¯i ⊗ εj (aγ,i,j ∈ C).
Every element of B(L2(G)) or B(L2(F )) is a linear combination of at most four elements
of the positive cones B(L2(G))+ or B(L2(F ))+, by Corollary 4.2.4 in [KR97a]; so, we can
define a trace on B(L2(G)) or B(L2(F )) by defining the trace on B(L2(G))+ or B(L2(F ))+.
First, define TB(L2(F )) to be the trace on B(L2(F )) normalized so that TB(L2(F ))(ε¯i⊗εi) = 1
for all i ∈ N. By definition,
TrEndRΓL2(G)(aγ ⊗ λ(γ)) = trRΓ(λ(γ))
∑
i∈N
aγ,i,i =


0 γ 6= 1
TB(L2(F ))γ γ = 1
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where trRΓ is the normalized trace on RΓ. Then
TrEndRΓL2(G)(x) = TB(L2(F ))(a1).
Next, define TB(L2(G)) to be the trace on B(L2(G)) that is 1 on rank-1 projections. Let q
be the orthogonal projection
q : L2(G)→ L2(F ), f(g) 7→


f(g) g ∈ F
0 g 6∈ F
.
Then
TB(L2(F ))(y) = TB(L2(G))(qyq) (y ∈ B(L2(G))+, or y a finite-rank operator on L2(G)),
and
TrEndRΓL2(G)(x) = TB(L2(F ))(a1) = TB(L2(G))(qa1q) = TB(L2(G))(qxq).
Every element of EndRΓL
2(G)+ is the strong limit of an increasing net of operators of the
same form as x. Because the trace is strongly continuous, the formula above holds for all
elements of EndRΓL
2(G)+, and we have
dimRΓH = TrEndRΓL2(G)(p) = TB(L2(G))(qpq) =
∑
i∈N
(qpqεi, εi) =
∑
i∈N
‖pεi‖2.
By (8.1), we may view the orthonormal basis {εn ⊗ δγ}i∈N,γ∈Γ for L2(F ) ⊗ˆ l2(Γ) as an
orthonormal basis {ρ(γ)εi}i∈N,γ∈Γ for L2(G). Let η be a unit vector in L2(G), and assume
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η ∈ H, so that pη = η. Then
1 = ‖ρ(g)η‖2 =
∑
γ∈Γ
∑
i∈N
|(ρ(g)η, ρ(γ)εi)|2 (g ∈ G)
Also,
vol(G/Γ) =
∫
G/Γ
ξ(gΓ) =
∫
F
µ(g) by (2.11) and (2.12),
and because pρ(g) = ρ(g)p on H, last integral may be written
∑
i∈N
∑
γ∈Γ
∫
F
|(ρ(γ−1g)pη, εi)|2µ(g) =
∑
i∈N
∫
G
|(pρ(g)η, εi)|2µ(g) =
∑
i∈N
∫
G
|(ρ(g)η, pεi)|2µ(g).
Finally, by (3.3),
vol(G/Γ) =
∑
i∈N
d−1m ‖η‖2‖pεi‖2 = d−1m dimRΓH (8.5)
Thus Theorem 33 is proved.
Here we give examples of the coupling constant calculated from Theorem 33, taking
the “G” in the theorem to be our G¯ = PSL(2,R), and “Γ” in the theorem to be what we
denoted earlier by Γ¯, the image of a Fuchsian group of the first kind containing ±I in G¯.
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By formula (2.13), and by Proposition 14, we have for m odd and m ≥ 1,
dimRΓDm =
m
4π
· 2π

2g − 2 + l∑
j=1
(
1− 1
mj
)
+ h

 (8.6)
=
m
2

2g − 2 + l∑
j=1
(
1− 1
mj
)
+ h

 . (8.7)
(This is a little more than the example given in [GHJ89], which only uses the groups
Hq described in the second-to-last table of Chapter 2. Also, in the example in [GHJ89], the
authors should have restricted their k to be even, corresponding to m odd here, since only
then do discrete series representations of SL(2,R) factor through PSL(2,R).)
Now, consider the free group examples in the last table in Chapter 2. The formula
for coupling constants gives
dimRΓ¯0(4)Dm = m/2
dimR(Γ¯0(4)∩Γ¯(2))Dm = m
dimRΓ¯(4)Dm = 2m
We can use this formula to calculate the index of some subfactors. (But note that
using Theorem 33 to calculate the indices of subfactors is overkill: Covolume scales with
the index of the subgroup, and the index of a subfactor here is really just the index of a
subgroup, given by the Nielsen-Schreier formula, which was stated in the last sentence of
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Chapter 2.) Since
Γ¯(4) ⊂ Γ¯0(4) ∩ Γ¯(2) ⊂ Γ¯0(4),
we have, taking weak closures in Dm,
RΓ¯(4) ⊂ R (Γ¯0(4) ∩ Γ¯(2)) ⊂ RΓ¯0(4),
or
RF5 ⊂ RF3 ⊂ RF2,
so
[RF2 : RF3] = 2
[RF3 : RF5] = 2
[RF2 : RF5] = 4
and the last line agrees with the result on the index of free group factors on pg. 348 of
[Rad94],
RFN ∼=Mk(C)⊗RF(N−1)k2+1, [RFN : RF(N−1)k2+1] = k2.
(The isomorphism implies the index, but not the other way around.)
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What if we want to consider a Fuchsian group of the first kind in SL(2,R) that
does not contain −I — a lattice in SL(2,R), not PSL(2,R)? Provided that it is an ICC
group, the proof of Theorem 33 carries over; and in formula (8.6), we can take any m ≥ 1,
not just the odd ones.
If we require that the lattice in SL(2,R) is cocompact and torsion-free (so that we
only have g in the volume formula), and if we require m ≥ 3, so that Dm is integrable, then
the coupling constant formula produces an integer. This agrees with the following result of
Langlands, summarized in Section 4 of [BH78] as:
Theorem 34 ([Lan66]) For a cocompact torsion-free lattice in a semisimple group G over
R, and an integrable irreducible unitary representation π of G in L2(Γ\G),
dpi · vol(G/Γ) = d
where dpi is the formal dimension of π, and d is the multiplicity of the representation.
61
Chapter 9
Representing RΓ2 on
Dm,Γ1 ⊂ L2(Γ1\PSL(2,R))
Theorem 35 Let G = PSL(2,R), and let Γ1 and Γ2 be lattices in G. Then there exists a
discrete series representation Dm,Γ1 ⊂ L2(Γ1\G) such that W ∗(Γ2) has a representation on
Dm,Γ1 , and this representation is unitarily equivalent to the representation of W
∗(Γ2) on
Dm ⊂ L2(G) given in Theorem 33, with the same von Neumann dimension.
Proof. By Proposition 14, we must restrict m to be odd (to ensure that the representation
of SL(2,R) factors through PSL(2,R)). Keeping this restriction in mind, Theorem 24 shows
that if (ρ,Dm), m ≥ 1, does not occur in L2(Γ1\G), then we may find a situation where
a discrete series representation does occur by raising the dimension of Sm+1(Γ1) above 0,
which can be done by replacing m with a sufficiently large integer in Theorem 23.
The unitary equivalence of Dm and Dm,Γ1 as representations of G gives a unitary
equivalence of representations of Γ2, which extends by Lemma 30 to a unitary equivalence
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of representations of W ∗(Γ2). Lemma 32 says that the von Neumann dimension of W
∗(Γ2)
must be the same on both Dm and Dm,Γ1 .
The von Neumann dimension onDm is already given by formula (8.6). So, provided
that (ρ,Dm) occurs in L
2(Γ1\G), the resulting coupling constant dimRΓ2Dm,Γ1 does not
depend on Γ1.
Let α be an element of a basis for L2(G/Γ2), and let β be an element of a basis
for l2(Γ1). The following diagram illustrates the situations in Theorem 33 and Theorem 35:
l2(Γ2)
Cα⊗ l2(Γ2)
L2(G/Γ2)⊗ l2(Γ2) L2(G) l2(Γ1)⊗ L2(Γ1\G)
Dm l
2(Γ1)⊗Dm,Γ1
Cβ ⊗Dm,Γ1
Dm,Γ1
Φ¯
The left-hand side of the diagram illustrates the setting for the proof of Theo-
rem 33 in [GHJ89]. The right-hand side of the diagram describes the setting for Theorem
35. To summarize parts of the diagram: Dm,Γ1 is a subrepresentation of the right regu-
lar representation of G on L2(Γ1\G), and Dm is a subrepresentation of the right regular
representation of G on L2(G), but Dm,Γ1 is not a subrepresentation of the right regular
representation of G on L2(G). Note that the first equality on the horizontal line is Γ2-
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equivariant, and the second equality on the horizontal line is Γ1-equivariant, but neither
equality is G-equivariant.
It might be interesting to see how this could be connected to the group measure
space construction and questions in ergodic theory. A related fact, proven in [Rie81]:
{L∞(Γ1\G), ρ(Γ2)}′′ = {λ(Γ1), L∞(G/Γ2)}′,
where the commutants are taken in L2(G).
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Chapter 10
Non-archimedean local fields
Let Fq denote the finite field on q elements, where q is a power of some prime
number p 6= 2. The unique quadratic extension of Fq is the finite field on q2 elements, Fq2 .
(For example, if we start with the field F3 ∼= Z/3Z, two quadratic extensions are given by
F3[x]/(x2 +1) and F3[x]/(x2 + x+2), and both are isomorphic to F9. Another incarnation
of F9 is Z[
√
2]/(3). These examples and more can be found in [Con].)
Fq2 is a Galois extension of Fq, with Galois group isomorphic to Z/2Z, generated
by the map x 7→ xq, the non-trivial Fq-automorphism of Fq2 . The norm of an element
x ∈ Fq2 is
Nx = x · x¯ = x · xq = xq+1.
The trace of an element x ∈ Fq2 is
Trx = x+ x¯ = x+ xq.
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The norm and trace are surjective as maps F×
q2
→ F×q and F+q2 → F+q , respectively (Lemmas
12.1 and 12.5 in [Pia83]). The kernel of the norm map consists of all elements of the form
x · x¯−1 ∈ F×
q2
, x ∈ F×
q2
(Hilbert’s Theorem 90, Corollary 12.2 in [Pia83]).
A character of F×
q2
is a group homomorphism from F×
q2
into C×. We say a character
θ is regular (or primitive, or non-decomposable) if θq 6= θ. A non-trivial character of F×
q2
is
regular if and only if it does not factor through the norm map N : F×
q2
→ F×q (Lemma 12.3
in [Pia83]).
Lemma 36 (part of Proposition 2.3 in [KR14]) Assume q is odd. Let ν be a given character
of F×q . The number of regular characters of F
×
q2
that restrict to ν on F×q is q−1 if ν
q−1
2 ≡ 1,
and q + 1 if ν
q−1
2 6≡ 1.
The fields Fq are all of the (locally compact) finite fields. Any field with the discrete
topology is locally compact. A familiar example of a locally compact non-discrete field is R.
Eventually we will state the classification theorem for locally compact non-discrete fields.
First, we describe one example of a locally compact non-archimedean characteristic-0 non-
discrete field: the p-adic numbers, Qp.
For p prime, r ∈ Q×, write r = pk(a/b) with p ∤ a, b. The p-adic absolute value
|r|p := p−k, |0|p := 0
satisfies
(i) |r|p ≥ 0; |r|p = 0⇔ r = 0,
(ii) |rs|p = |r|p|s|p, and
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(iii) |r + s|p ≤ max{|r|p, |s|p} ≤ |r|p + |s|p,
and it defines a metric dp(r, s) = |r − s|p on Q.
The p-adic numbers are the completion of Q with respect to dp, denoted Qp.
Theorem 37 (Theorem 4-12 in [RV99]) The locally compact non-discrete fields are R, C,
Qp and its finite extensions, and the fields of formal Laurent series in one variable over a
finite field.
The archimedean local fields are R or C; the non-archimedean local fields of char-
acteristic 0 are Qp and its finite algebraic extensions; and the non-archimedean local fields
of characteristic p are the fields of formal Laurent series in one variable over a finite field
(the quotient fields of Fpn [[t]]). The adjectives “archimedean” and “non-archimedean” refer
to the absolute value on the field.
A quick comparison of Qp with R: The only field automorphism of Qp is the
identity; this is also true for R. But the usual (archimedean) absolute value on R does
not satisfy the strong triangle inequality in item (iii) above. As a consequence of the
strong triangle inequality, the series
∑∞
n=0 an, an ∈ Qp, converges in Qp if and only if
limn→∞ an = 0; on the other hand, the “if” fails in R. More differences will become
apparent as we outline the structure of Qp.
The p-adic integers are the completion of Z with respect to dp, denoted Zp. Equiv-
alent definitions of Zp are
• the set {x ∈ Qp : |x|p ≤ 1} = {x ∈ Qp : |x|p < p},
• the maximal compact subring of Qp,
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• the projective limit lim←−n Z/p
nZ, and
• the completion of the localization Z(p) = {ab ∈ Q : p ∤ b} with respect to dp.
Elements of Zp include −1, p, and 11−p , but not 1p (pg. 102 in [Neu99]). Also, it
can be shown that Zp contains all the (p− 1)th roots of unity (pg. 131 in [Neu99]).
The ideals in Zp are
pn := {x ∈ Qp : |x|p ≤ p−n} = {x ∈ Qp : |x|p < p−n+1}, n ≥ 0.
The unique maximal ideal in Zp is
p := p1 = {x ∈ Zp : |x|p ≤ p−1} = {x ∈ Zp : |x|p < 1} = pZp.
The residue field of Qp is Zp/p ∼= Fp.
We have a filtration
Zp = p
0 ⊃ p1 ⊃ p2 ⊃ · · ·
and pn/pn+1 ∼= Fp.
Define
Un := 1 + pn for n ≥ 1, and U0 := Z×p = {x ∈ Zp : |x|p = 1}.
Then we have a filtration
Z×p = U
0 ⊃ U1 ⊃ U2 ⊃ · · ·
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and Un/Un+1 ∼= F×p . (These filtrations and isomorphisms can be found on pg. 122 of
[Neu99].)
Some consequences of the above structure that will be relevant later in the project:
• Q×p ∼= {pn : n ∈ Z} × U0 ∼= Z× F×p × U1.
• GL(2,Zp) is a maximal compact subgroup of GL(2,Qp). (Recall that SO(2) is a
maximal compact subgroup of SL(2,R).)
• Lattices in PGL(2,Qp) are cocompact. (Some lattices in PSL(2,R), e.g. PSL(2,Z),
are not cocompact.)
• If Γ is a lattice in PGL(2,Qp), then Γ\PGL(2,Qp)/PGL(2,Zp) has a finite set of coset
representatives. (If Γ is a lattice in PSL(2,R), then Γ\PSL(2,R)/SO(2) ∼= Γ\H has
an an uncountable set of coset representatives.)
Zp is one example of a profinite group: a topological group that is
(i) Hausdorff and compact, and
(ii) admits a basis of neighborhoods of the identity consisting of normal subgroups —
pnZp, in the case of Zp — or, equivalently, is totally disconnected (Definition 1.3 in
[Neu99]).
Z×p is another example of a profinite group, with basis of neighborhoods of the
identity given by Un. The groups Qp and Q×p (as well as the group GL(2, F ) introduced in
the next chapter) are locally profinite. A group G is called locally profinite if every open
neighborhood of the identity in G contains a compact open subgroup of G.
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Ideal splitting over Zp is quite different than over Z. Below are some examples of
ideal splitting in the Gaussian integers Z[i], the ring of integers of the number field Q(i).
• (2) = (1+ i)2, and we say the prime 2 in Z ramifies in Z[i], with ramification index 2.
• (13) = (2 + 3i)(2 − 3i), and we say the prime 13 in Z splits in Z[i].
• (7) = (7), and we say the prime 7 in Z remains inert in in Z[i], with inertial degree 2
(because Z[i]/(7) is a quadratic extension of the finite field Z/(7)).
In contrast, Zp has a unique maximal ideal, generated by the prime element p. So,
there is only one prime to check, and we can say that a quadratic extension E of Qp (p 6= 2)
is itself ramified or unramified.
Now we can talk about quadratic extensions of Qp. As we had for Qp, we have
for a quadratic extension E of Qp a ring of integers OE (playing the role of Zp), a unique
maximal ideal pE of OE (playing the role of pZp), and a uniformizer ̟E that generates pE
(playing the role of p). Assume that p 6= 2, and let ε denote a lift of a (p − 1)th root of
unity.
unramified ramified
E = Qp(
√
ε) E = Qp(
√
p) or Qp(
√
pε)
̟EOE = pOE ̟2EOE = pOE
OE/pE ∼= Fp2 OE/pE ∼= Fp
(If p = 2, we have 7 quadratic extensions instead of 3.) Now let F be any local
non-archimedean field of characteristic zero, with residue field of order q, and assume 2 ∤ q.
(So, F is any finite extension of Qp, where p 6= 2.) We write OF , pF , ̟F , and OF /pF ∼= Fq.
Writing x ∈ F× (uniquely) as x = u̟nF , with u ∈ O×F , we define
‖x‖ := q−n.
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Let E be a quadratic extension of F . Then the table above still holds, with Qp replaced
by F , and with p replaced by q. (The situation is more complicated when the order of the
residue field of F and the degree of the field extension E/F are not relatively prime.)
Lemma 38 (18.1 Lemma in [BH06]) Let E/F be a quadratic extension, and assume OF /pF ∼=
Fq with 2 ∤ q. Let e denote the ramification index of E.
(i) For n ∈ Z, we have
TrE/F (p
1+n
E ) = p
1+⌊n/e⌋
F = p
1+n ∩ F.
(ii) For n ≥ 1, we have
NE/F (1 + x) ≡
(
1 + TrE/F (x)
)
modpn+1F (x ∈ penE )
and this map induces an isomorphism
U enE /U
en+1
E
∼−→ UnE/Un+1E .
Next we discuss characters of F and F×.
Proposition 39 (1.6 Proposition in [BH06]) A group homomorphism from a locally profi-
nite group into C× has open kernel if and only if it is continuous.
By Proposition 39, if χ is a non-trivial character of E×, then there exists a smallest
integer m ≥ 0 such that χ is trivial on Um+1E and non-trivial on UmE . We call m the level of
χ. Again by Proposition 39, if ψ is a non-trivial character of E (considered as an additive
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group), there exists a smallest integer d such that ψ is trivial on pdE and non-trivial on p
d−1
E .
We call d the level of ψ. Note the difference in the definition of level for multiplicative
and additive characters. Also, E is the union of its compact open subgroups pnE ; on the
other hand, E× has a unique maximal compact open subgroup, U1E . This implies that
all characters of E are unitary, while characters of E× need not be unitary. Let φ be a
fixed additive character of E of level d; then all additive characters of E are of the form
φa(x) = φ(ax), a ∈ E, and if a 6= 0, the level of φa(x) is d−m, where m comes from writing
a = ̟mx, x ∈ U0E . This justifies working with a fixed additive character of level 1.
Lemma 38 is used to prove
Proposition 40 (18.1 Proposition in [BH06]) Let E/F be as above.
(i) Let ψ be an additive character of F of level 1, and let ψE = ψ ◦ TrE/F . Then the
character ψE has level 1.
(ii) Let χ be a character of F× of level n ≥ 1, and let χE = χ ◦NE/F . Then the character
χE has level en. If c ∈ p−n satisfies
χ(1 + x) = ψ(cx)
(
x ∈ p⌊n/2⌋+1F
)
,
then
χE(1 + y) = ψE(cy)
(
y ∈ p⌊en/2⌋+1F
)
.
Let χ be a character of E×. We call the pair (E/F, χ) admissible if
(i) χ does not factor through the norm map NE/F : E
× → F×; and
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(ii) if χ|U1
E
does factor through NE/F , then E/F is unramified.
An admissible pair (E/F, χ) is said to be minimal if χ|Un
E
does not factor through
NE/F , where n is the level of χ. We say two admissible pairs (E/F, χ) and (E
′/F, χ′) are
F -isomorphic if there exists an F -isomorphism j : E → E′ such that χ′ = χ ◦ j.
Let φ be a character of F×, and let φE = φ ◦ NE/F . If (E/F, χ) is an admissible
pair, then (E/F, χ ⊗ φE) is also an admissible pair. Every admissible pair (E/F, χ) is
isomorphic to an admissible pair (E/F, χ′ ⊗ φE), for some φ a character of F× and some
minimal pair (E/F, χ′).
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Chapter 11
Structure of GL(2,Fq) and GL(2, F )
Before discussing GL(2, F ), where F is a local non-archimedean field, we begin
with the structure of the finite group GL(2,Fq), 2 ∤ q. Let
Gq = GL(2,Fq) =

g =

a b
c d

 : a, b, c, d ∈ Fq, ad− bc 6= 0

 .
The standard Borel subgroup of G is
Bq =



a b
0 d

 ∈ Gq

 .
The unipotent radical of Bq, which may be identified with the additive group of Fq, is
Nq =



1 b
0 1

 ∈ Gq

 .
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The standard split maximal torus is
Tq =



a 0
0 d

 ∈ Gq

 .
The center of Gq, which we may identify with F×q , is
Zq =



a 0
0 a

 ∈ Gq

 .
We have the semi-direct product decomposition
Bq = Tq ⋉Nq,
and the Bruhat decomposition
Gq = Bq ∪BqwBq, w =

0 1
1 0

 .
Lemma 41 [Gq : Bq] = q + 1.
Proof. |Gq| = (q2 − 1)(q2 − q), |Bq| = q(q − 1)2, and we have |Gq|/|Bq| = q + 1.
An eigenvalue λ of g ∈ Gq satisfies gv − λv = 0 for v ∈ Fq ⊕ Fq and is a solution
to the quadratic equation Det(g − λI) = 0. If one eigenvalue of g lies in Fq, then so does
the other eigenvalue, since they are both solutions to the same quadratic equation. So, one
possibility is that both eigenvalues lie in Fq. The other possibility is that both eigenvalues
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lie in Fq2 , the unique quadratic extension of Fq. In this case, g is conjugate to an element
of the form 
0 −Nα
1 Trα


where N and Tr denote the norm and trace of a finite field extension at the beginning
of Chapter 10. The irreducible representations corresponding to this conjugacy class of
Gq turn out to be the “cuspidal” representations, which we will introduce in the next
chapter, and which can be constructed from regular characters of the quadratic extension
F×
q2
, introduced at the beginning of the previous chapter. (We included this discussion
to indicate the interplay between trace, norm, determinant, characters, field extensions,
and irreducible representations. For a full explanation of how the determinant and trace
separate conjugacy classes of Gq, see pg. 14 of [Pia83].)
Now let G = GL(2, F ), where F is a local non-archimedean field, and let B, N ,
T , and Z be defined as were Bq, Nq, Tq, and Zq, now over F instead of Fq. Next we define
some other important subgroups of G.
The standard maximal compact subgroup of G is
K =



a b
c d

 : a, b, c, d ∈ OF , ad− bc 6= 0

 .
The Iwahori subgroup of G is
I =



a b
c d

 ∈ G : a, d ∈ U1F , b ∈ OF , c ∈ pF

 .
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K and I are compact and open, and clearly I is a subgroup of K. Let us investigate
the relationship between Haar measure on K and I.
Lemma 42 If the Haar measure on G (respectively, G/Z) is normalized to be 1 on I
(respectively, I.Z/Z), then the Haar measure of K (respectively, K.Z/Z) is q + 1.
Proof. The surjection OF 7→ OF /pF ∼= Fq induces a surjection K → GL(2,Fq), and the
image of I under this surjection is the standard Borel subgroup Bq, which by Lemma 41
has index q + 1 in GL(2,Fq). So, I has index q + 1 in K, and I.Z/Z has index q + 1 in
K.Z/Z; and measure scales with index.
The normalizer of the Iwahori subgroup has the form
NG(I) = I.〈Π〉, Π =

 0 1
̟F 0

 ,
and it properly contains I.Z.
A set of coset representatives for I\G/I is given by the affine Weyl group
W =



̟
s
F 0
0 ̟tF

 or

 0 ̟
s
F
̟tF 0

 : s, t ∈ Z


(17.1 Proposition in [BH06]). The group W contains as a normal subgroup
W0 = {x ∈W : ‖x‖ = 1} ,
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and we have the semidirect product decomposition
〈Π〉⋉W0.
The set S = {w,w′} generates the group W0 (17.8 Lemma 1 in [BH06]), where
w′ = ΠwΠ−1 =

 0 1
̟F 0

 .
We may write x in W0 as x = w1w2 . . . wr for wi ∈ S. Define the length of x, denoted l(x),
to be the smallest r ≥ 0 for which such an expression exists. We have l(1) = 0; and for
every integer k ≥ 1, there are exactly 2 elements of W0 with length k. (This information
about the affine Weyl group will be needed for the calculation of a formal dimension of a
certain discrete series representation of G later.)
The structure of some lattices in G/Z = PGL(2, F ) is given by
Theorem 43 (Theorem 1 and Corollary in [Iha66]) Let F be a local non-archimedean field.
Any torsion-free discrete subgroup Γ in PGL(2, F ) is isomorphic to a free group on at most
countably many generators. If moreover Γ\PGL(2, F ) is compact, then the number of free
generators of Γ is equal to 12(q − 1)h + 1, where h = |Γ\PGL(2, F )/PGL(2,OF )|, and q is
the order of the residue field of F .
Note that the free group on n generators can be found in PGL(2, F ) only if h =
2(n − 1)/(q − 1) is an integer, since h is the cardinality of a (finite) set of double coset
representatives. As for existence, a construction is given in Section 4 of [Iha66]. Choosing
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F = Q3, for example, would ensure that we can find all Fn (n ≥ 2) as lattices in PGL(2, F ).
Lemma 44 Suppose Γ is a lattice in PGL(2, F ) that is isomorphic to Fn, the free group
on n generators. Then the volume of PGL(2, F )/Γ is equal to
(i) 2(n−1)q−1 if Haar measure on PGL(2, F ) is normalized so that the volume of PGL(2,OF )
is 1;
(ii) 2(n−1)(q+1)q−1 if Haar measure on PGL(2, F ) is normalized so that the volume of PGL(2,OF )
is q + 1; and
(iii) n− 1 if Haar measure is normalized so that the volume of PGL(2,OF ) is 12(q − 1).
Proof. Like SL(2,R) — see Chapter 2 — GL(2, F ) has an Iwasawa decomposition N.A.K.,
where N consists of the upper-triangular matrices with 1 on the diagonal, A consists of the
diagonal matrices in GL(2, F ), and K is the maximal compact subgroup GL(2,OF ). We
may normalize the Haar measure dg = dn.da.dk so that
∫
K dk = 1. Because GL(2,OF ) is
open in GL(2, F ) (unlike SO(2), which is not open in SL(2,R)), this also says
∫
G 1Kdg =
1, where 1K is the characteristic function of K. We can carry out this normalization
just as well for GL(2,OF ).Z/Z ∼= PGL(2,OF ) in GL(2, F )/Z ∼= PGL(2, F ). Observe
h = |Γ\PGL(2, F )/PGL(2,OF )| = 2(n−1)/(q−1). So, if the Haar measure on PGL(2, F )
is taken to be 1 on PGL(2,OF ), then vol(Γ\PGL(2, F )) is equal to h = 2(n − 1)/(q − 1).
We get the other two cases by applying Lemma 42 and multiplying.
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Chapter 12
Induced representations and the
smooth dual
We begin with some definitions and theorems needed for the finite-dimensional
representation theory of the finite group GL(2,Fq). (We thank Phil Kutzko for pointing
out, at a very early stage of this project, that one cannot understand representation theory
of GL(2, F ) without first understanding Frobenius reciprocity and Mackey theory in the
finite-dimensional setting.)
Let H be a subgroup of a finite group G, and let (σ,W ) be a finite-dimensional
complex representation of H. Let X be the vector space of functions satisfying f(hx) =
σ(h)f(x) for h ∈ H and x ∈ G. Define a homomorphism Σ : G→ AutC(X) by
Σ(g)f : x 7→ f(xg), (g, x ∈ G).
The pair (Σ,X) is called the representation of G induced by σ, denoted by IndGHσ.
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Theorem 45 (Frobenius reciprocity) Let H be a subgroup of G, let (σ,W ) be a represen-
tation of H, and let (π, V ) be a representation of G. Then
HomH(V,W ) ∼= HomG(V, IndGHσ).
Information about the restriction of an induced representation is contained in
Proposition 46 (Proposition 22 in [Ser77]) The representation ResKInd
G
H(W ) is isomor-
phic to the direct sum of the representations IndHs(Ws), s ∈ K\G/H, where Hs denotes the
subgroup sHs−1 ∩K, and Ws denotes the representation σ(s−1xs), x ∈ Hs.
Proposition 46 leads to “Mackey’s irreducibility criteria:”
Proposition 47 (Proposition 23 in [Ser77]) The necessary and sufficient conditions for
the representation IndGHW to be irreducible are
(i) W is irreducible, and
(ii) For each s ∈ G−H, the two representations σ(s−1xs) and ResHsW are disjoint.
Let χ1, χ2 be characters of Fq, and define a character χ of Tq by
χ = χ1 ⊗ χ2 :
(
a 0
0 d
) 7→ χ1(a)χ2(d).
We may consider χ to be a character of Bq, trivial on Nq, since Tq ∼= B/N .
Given χ defined above by χ1 and χ2, define the character
χw :
(
a 0
0 d
) 7→ χ2(a)χ1(d).
81
Applying Mackey’s irreducibility criteria, we obtain
Proposition 48 (6.3 Corollary 1 in [BH06]) Let χ be a character of Tq, viewed as a char-
acter of Bq which is trivial on Nq.
(i) The representation Ind
Gq
Bq
χ is irreducible if and only if χ 6= χw.
(ii) If χ = χw, the representation Ind
Gq
Bq
χ has length 2, with distinct composition factors.
Let us examine how the induced representation Ind
Gq
Bq
1Tq decomposes.
Proposition 49 Ind
Gq
Bq
1Tq has dimension q + 1, and
Ind
Gq
Bq
1Tq = 1Gq ⊕ StGq
for a unique irreducible representation StGq .
Proof. We are inducing from the trivial representation of Bq, so by definition, the induced
representation space X must be C[Bq\Gq], which by Lemma 41 must have dimension q+1.
A quick application of Theorem 45 shows that Ind
Gq
Bq
1Tq contains 1Gq :
HomGq(Ind
Gq
Bq
1Tq ,1Gq )
∼= HomBq (1Bq ,1Gq ),
which has dimension 1. Since 1Tq = 1
w
Tq
, we are in case (ii) of Proposition 48, thus there
are two composition factors of Ind
Gq
Bq
1Bq , one of which must be 1Gq . The other is StGq .
StGq is called the Steinberg representation of Gq. The Steinberg representation is
just one example of a representation of Gq that satisfies the conditions below.
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Lemma 50 (6.3 Lemma in [BH06]) Let π be an irreducible representation of Gq. The
following conditions are equivalent:
(i) π is equivalent to a Gq-subspace of Ind
Gq
Bq
χ, for some character χ of Tq;
(ii) π contains the trivial character of Nq.
We call an irreducible representations of Gq that does not satisfy the equivalent
conditions above a cuspidal representation. These are the irreducible representations that
cannot be constructed via induction alone. An equivalent definition of a cuspidal repre-
sentation of GL(2,Fq) (given in the paragraph above Proposition 4.1.5 in [Bum97]), which
resembles our definiton of “cuspidal functions” given in Chapter 4, is that there exists no
nonzero linear functional φ on the representation space V such that
φ

π

1 x
0 1

 v

 = φ(v) (v ∈ V, x ∈ F ).
In Section 13 of [Pia83], the cuspidal representations of Gq are constructed from
regular characters of F×
q2
(which we introduced at the beginning of Chapter 10).
Proposition 51 (Proposition 10.2 in [Pia83]) The dimension of a cuspidal representation
of Gq is q − 1.
The finite-dimensional Steinberg and cuspidal representations above have ana-
logues in the infinite-dimensional representation theory of GL(2, F ). Before explaining
those, we will need some background on smooth representations, compact induction, and
duality.
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The material in the rest of this chapter is mostly drawn from [BH06]. We say a
complex representation (π, V ) of G,
π : G→ AutC(V ),
is smooth if, for every v ∈ V , there exists a compact open subgroup Kv of G such that
π(x)v = v for all x ∈ Kv. This is equivalent to requiring that V =
⋃
K V
K , where V K
denotes the space of π(K)-fixed vectors in V , andK ranges over the open compact subgroups
of G. We call a smooth representation (π, V ) admissible if for each K, the space V K is
finite-dimensional.
Note that the vectors in V are functions from a locally profinite group (for example,
GL(2, F ), where F is a local non-archimedean field) into the field C, and the above definition
of “smooth” has nothing to do with differentiability. Compare this situation with the
requirement in Chapter 3 that an admissible (g,K)-module (for example, for SL(2,R))
be a Lie algebra representation, thereby consisting of vectors that are “smooth” in the
usual sense meaning “infinitely-differentiable;” and the requirement that automorphic forms
on SL(2,R), which can be used to form a basis for certain admissible (g,K)-modules in
L2(Γ\G), be infinitely differentiable. In both Chapters 3 and 13, smooth representations
of a group are not Hilbert spaces, but they can be completed to Hilbert spaces affording
unitary representations of the group. Throughout Chapter 13, we will do everything in the
setting of smooth representations, waiting until Chapter 14 to complete the representation
space to the Hilbert space on which we will eventually represent a II1 factor.
Let (π, V ) be a smooth representation of a locally profinite group. Let V ∗ denote
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the dual space HomC(V,C) of V . (If V is finite-dimensional, then V ∗ ∼= V .) Denote the
canonical evaluation pairing by V ∗ × V → C, (v∗, v) 7→ 〈v∗, v〉. Consider the representation
π∗ of G defined by
〈π∗(g)v∗, v〉 = 〈v∗, π(g−1)v〉 (g ∈ G, v∗ ∈ V ∗, v ∈ V )
Define
Vˇ = ∪K(V ∗)K .
(If V is finite-dimensional, V ∗ = Vˇ .) Now we have a smooth representation
πˇ : G→ AutCVˇ
that we call the smooth dual or contragredient of (π, V ).
By 2.8 Proposition in [BH06], restriction to V K induces an isomorphism Vˇ K ∼=
(V K)∗. 2.10 Proposition of [BH06] states that if (π, V ) is admissible, then (π, V ) is irre-
ducible if and only if (πˇ, Vˇ ) is irreducible.
Let H be a subgroup of the locally profinite group G (hence H is also locally
profinite), and let (σ,W ) be a smooth representation of H. Let X be the space of functions
which satisfy f(hg) = σ(h)f(g), h ∈ H, g ∈ G, and for which there is a compact open
subgroup Kf of G such that f(gk) = f(g) for g ∈ G and k ∈ Kf . Define a homomorphism
Σ : G→ AutC(X) by
Σ(g)f : x 7→ f(xg) (g, x ∈ G).
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The pair (Σ,X) is a smooth representation of G, called the representation smoothly induced
by σ, and denoted by (Σ,X) or IndGHσ.
We have a functor Rep(H)→ Rep(G) given by the map σ 7→ IndGHσ, and we have
a canonical H-homomorphism
ασ : Ind
G
Hσ →W,
f 7→ f(1).
Let Xc denote the space of functions f ∈ X that are compactly supported modulo
H. In other words, suppf ⊂ HC for some compact set C ⊂ G. Let c-IndGH denote the
smooth representation on Xc. Again we have a functor Rep(H) → Rep(G), given by the
map σ 7→ c-IndGHσ, and we have a canonical H-homomorphism
ασ : c-Ind
G
Hσ →W,
f 7→ f(1).
This is known as compact induction. For any G, H, the morphism of functors c-IndGH →
IndGH is an isomorphism if and only if H\G is compact.
We have a version of Theorem 45 in the infinite-dimensional setting:
Theorem 52 (2.4 in [BH06]) Let H be a closed subgroup of a locally profinite group G.
For a smooth representation of (σ,W ) of H and a smooth representation (π, V ) of G, the
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canonical map
HomG(π, Ind
G
Hσ)→ Hom(π|H,σ),
φ 7→ ασ ◦ φ,
is an isomorphism that is functorial in both variables π and σ.
Now let G,B,N, and T be as in Chapter 11. For a smooth representation (π, V )
of G, let V (N) denote the subspace spanned by the vectors v − π(n)v, n ∈ N, v ∈ V , and
let VN denote the space V/V (N), which inherits a smooth representation πN of B/N ∼= T .
The representation (πN , VN ) is called the Jacquet module of π at N .
We have an infinite-dimensional version of Lemma 50:
Proposition 53 (9.1 Proposition in [BH06]) Let π be an irreducible smooth representation
of G. The following conditions are equivalent:
(i) π is equivalent to a G-subspace of IndGBχ, for some character χ of T ;
(ii) The Jacquet module of π at N is non-zero.
Again, as in the finite case, an irreducible smooth representation of G that does
not satisfy the equivalent conditions of Proposition 53 is called cuspidal or supercuspidal.
Proposition 53 leads to an infinite-dimensional version of Proposition 48:
Theorem 54 (9.6 in [BH06]) Let χ = χ1⊗χ2 be a character of T , and set (Σ,X) = IndGBχ.
(i) The representation (Σ,X) is reducible if and only if χ1χ
−1
2 is either the trivial char-
acter or the character x 7→ ‖x‖2 of F×.
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(ii) Suppose (Σ,X) is reducible. Then:
(a) the G-composition length of X is 2;
(b) one composition factor of X has dimension 1, while the other is of infinite di-
mension;
(c) X has a 1-dimensional G-subspace if and only if χ1χ
−1
2 = 1;
(d) X has a 1-dimensional G-quotient if and only if χ1χ
−1
2 (x) = ‖x‖2, x ∈ F×.
In the setting of Theorem 54, χ1 = χ2 if and only if X has a 1-dimensional N -
subspace (part of 9.8 in [BH06]). The proof of Theorem 54 uses compact induction, as well
as an infinite-dimensional version of Proposition 46.
By (ii)(c) of Theorem 54, the representation IndGB1T has a 1-dimensional G-
subspace; so by (ii) (a) and (b), it has an irreducible G-quotient that we call the Steinberg
representation of G, denoted StG. It fits into the exact sequence
0→ 1G → IndGB1T → StG → 0,
and it is in fact equivalent to a G-subspace of IndGBχ for a certain character of T , as shown
in 9.10 of [BH06].
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Chapter 13
Some discrete series
representations of GL(2, F )
(We will do everything in the setting of smooth representations, then complete
these representations to obtain unitary representations later.)
We use the notation of Chapter 11. A smooth irreducible representation (π, V ) of
G is a discrete series representation if
∫
G/Z
|〈vˇ, π(g)v〉|2dµ˙(g) <∞ (vˇ ∈ Vˇ , v ∈ V ),
where µ˙(g) denotes a Haar measure on G/Z.
Theorem 55 (17.5 Theorem in [BH06]) The Steinberg representation of G (introduced
in the last paragraph of Chapter 12) has one matrix coefficient that is square-integrable.
Proof. The proof is long; most steps revolve around the Iwahori-Hecke algebra and a
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certain matrix coefficient f(g) for which f(1) = 1, which we will not describe. The final
line in the proof is ∫
G/Z
|f(g)|2dg˙ = 2
∑
g∈W0
q−l(g),
with Haar measure on G/Z normalized so that the volume of I.Z/Z is 1. The series
converges, by the discussion of possible lengths of elements in W0 in Chapter 11.
As in the real semisimple setting — see Proposition 12 — a representation that is
square-integrable modulo the center has a formal dimension dpi, defined by
∫
G/Z
〈πˇ(g)vˇ, v〉〈vˇ′, π(g)v′〉µ(g) = d−1pi 〈vˇ, v′〉〈vˇ′, v〉 (v, v′ ∈ V, vˇ, vˇ′ ∈ Vˇ ).
This is stated in Section 10a.2 of [BH06]. Exercise 1 at the end of Section 17 in
[BH06] asks: What is the formal dimension of the Steinberg representation? We will give a
solution to this exercise, which just amounts to looking at the last line of their proof that
the Steinberg representation is square-integrable, expanding a geometric series, and keeping
track of normalization of Haar measure.
Proposition 56 (i) With Haar measure on G/Z normalized to be 1 on I.Z/Z, the formal
dimension of the Steinberg representation is 12(q − 1)(q + 1)−1.
(ii) With Haar measure on G/Z normalized to be 1 on K.Z/Z, the formal dimension of
the Steinberg representation is 12 (q − 1).
Proof. Starting from the last line of the proof of Theorem 55, using the fact that lengths of
elements ofW0 are 0, 1, 1, 2, 2, 3, 3, . . ., as discussed in Chapter 11, we expand the geometric
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series:
∫
G/Z
|f(g)|2dg˙ = 2
∑
g∈W0
q−l(g) = 2
(
2
(
1
1− 1q
)
− 1
)
= 2
(
2
(
q
q − 1
)
− 1
)
= 2
(
2q
q − 1 −
q − 1
q − 1
)
= 2
(
q + 1
q − 1
)
Because the matrix coefficient f(g) is equal to 1 when g = 1, we see from the definition
of formal dimension that the formal dimension must be 12(q − 1)(q + 1)−1. This is for
the normalization of Haar measure on G/Z assigning measure 1 to I.Z/Z. To obtain the
formal dimension for the normalization of Haar measure on G/Z assigning measure 1 to
K.Z/Z, Lemma 42 says we must divide the previous measure by q + 1, which corresponds
to multiplying the formal dimension by q + 1.
Part (ii) of Proposition 56 agrees with equation (2.2.2) in [CMS90], which says
dStG · vol(K.Z/Z) =
1
n
n−1∏
k=1
(qk − 1),
where StG denotes the Steinberg representation of GL(n, F ) (with n relatively prime to q),
and K is a maximal compact subgroup of GL(n, F ).
For cuspidal representations of G (introduced after Proposition 53 in Chapter 12),
we have something even better than square-integrability:
Theorem 57 (10.1 and 10.2 of [BH06]) The matrix coefficients of a cuspidal representation
of G are compactly supported on G/Z.
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(This phenomenon of compactly-supported matrix coefficients cannot occur in the setting
of Chapter 3.)
Section 3 of [KR14] and the beginning of Section 4.8 in [Bum97] explain how to
construct one of the simplest cuspidal representations of GL(2, F ), a “depth-zero cuspidal
representation,” starting from a cuspidal representation of GL(2,Fq) (introduced in Chapter
12). Let (πθ, Vθ) be a cuspidal representation of Gq built from the regular character θ. First,
we may use the projection map K → GL(2,Fq) to lift πθ to a representation of K.
Lemma 58 (stated at the beginning of Section 3 of [KR14]) The central character of this
representation of K is given by z 7→ θ(z(1 + pF )) for z ∈ K ∩ Z ∼= O×F .
Extend that central character of Z ∩K ∼= O×F to a character of
Z ∼= F× =
⋃
n∈Z
̟nO×F
by specifying that the character takes the value α on ̟, where α is any complex number
with absolute value equal to 1. So, we may now view πθ as a unitary representation of ZK.
Finally, let (π, V ) be the representation obtained by compactly inducing π0 from ZK to G:
π = c-IndGZK(π0).
(Compact induction was introduced in Chapter 12.)
Proposition 59 (Proposition 1.2 in [KR14], specialized to our situation) For the depth-
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zero supercuspidal representation π described above, the formal degree of π is given by
dpi =
dimπθ
vol(ZK/Z)
,
for any choice of Haar measure on G/Z.
Proposition 60 Let π be a depth-zero cuspidal representation of G.
(i) If Haar measure on G/Z is chosen so that vol(K.Z/Z) = 1, then dpi = q − 1.
(ii) If Haar measure on G/Z is chosen so that vol(K.Z/Z) = 12(q − 1), then dpi = 2.
Proof. By Proposition 51, the dimension of πθ is q − 1. Lemma 42 gives the volumes to
plug into Proposition 59.
It is possible to obtain all cuspidal representations via compactly inducing repre-
sentations of the open compact subgroups K (which correspond to “unramified” cuspidal
representations) and NG(I) (which correspond to “ramified” cuspidal representations); or
via constructions starting from admissible pairs (E/F, χ) (defined in Chapter 10), where
the terms “ramified” and “unramified” describe the quadratic extension E/F . We have
only given one (unramified) example of a cuspidal representation.
The non-cuspidal discrete series representations are called “generalized special
representations.” These are twists of the Steinberg representation by a character; that is,
representations of the form π(g) = ϕ(det(g)) · StG(g), for ϕ a character of F×.
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Chapter 14
Examples of von Neumann
dimensions in a p-adic setting
Theorem 61 Let G = PGL(2, F ), where F is a non-archimedean local field of characteris-
tic 0, with residue field of order not divisible by 2. Let Γ be a torsion-free lattice in G, so that
Γ is a free group on n generators, with n finite. Then there exist square-integrable unitary
representations (π1,H1) and (π2,H2) of G such that the restriction of each representation
to Γ extends to a representation of RΓ, with von Neumann dimension given by
dimRΓHi = i(n − 1) (i = 1, 2).
Proof. First we explain the two irreducible unitary representations (π1,H1) and
(π2,H2) of G; then, we say how the proof of Theorem 33 in Chapter 8 carries over to this
setting, yielding representations of RΓ and the same formula for von Neumann dimension;
and finally we calculate the von Neumann dimensions by computing the products of formal
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dimensions dpi1 and dpi2 and the covolume of Γ, using propositions and a lemma involving
normalizations of Haar measure from the previous chapters.
By Section 2 of [Car79], we may complete an irreducible smooth representation of
G to obtain an irreducible unitary representations of G. Take (π1,H1) to be the completion
of the (smooth, admissible, irreducible) Steinberg representation of GL(2, F ), introduced
in the last paragraph of Chapter 12. Then H1 is an irreducible unitary representation of
GL(2, F ); and by Theorem 55, H1 is a subrepresentation of the right regular represen-
tation of GL(2, F ) on L2(GL(2, F )/Z). By construction, the Steinberg representation is
trivial on the center of GL(2, F ). So, H1 affords an irreducible unitary representation of
PGL(2, F ) that is a subrepresentation of the right regular representation of PGL(2, F ) on
L2(PGL(2, F )).
By Proposition 36 in Chapter 11, there are q − 1 regular characters of F×
q2
that
are trivial on F×q . Choose any one of these to be θ, so that by Proposition 58, the cor-
responding representation of K is trivial on the center of K. In the construction of the
(compactly-induced) depth-zero cuspidal representation following Proposition 58, choose α
to be 1, so that the representation is trivial on the center of GL(2, F ). Take (π,H2) to
be the completion of this (smooth, admissible, irreducible) depth-zero supercuspidal repre-
sentation. By Theorem 57, H2 is a subrepresentation of the right regular representation of
GL(2, F ) on L2(GL(2, F )/Z); and by choice of θ and α, it factors through PGL(2, F ), so it
is a subrepresentation of the right regular representation of PGL(2, F ) on L2(PGL(2, F )).
We have the main ingredients of the proof of Theorem 33 in Chapter 8: lattices
with trivial center (the free groups on some finite number of generators guaranteed by
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Theorem 43 in Chapter 11), and irreducible unitary subrepresentations of a right regular
representation on a space of square-integrable functions. The proof of Theorem 33 carries
over to this setting if we replace “connected real semisimple Lie group without center” (e.g.
PSL(2,R)) with “PGL(2, F ),” and we arrive at the same formula
dimRΓH = dpi · vol(G/Γ).
Let Haar measure on PGL(2, F ) be normalized so that vol(K.Z/Z) = 1. With
this normalization, dpi1 =
1
2 (q − 1), by (ii) of Proposition 56 in Chapter 13; dpi2 = q − 1, by
(i) of Proposition 60 in Chapter 13; and vol(Γ\PGL(2, F )) = 2(n−1)q−1 , by (i) of Lemma 44
in Chapter 11. Multiplying these together completes the proof.
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Chapter 15
The local Jacquet-Langlands
correspondence
(We thank Winnie Li for pointing out, at a very early stage of this project, that
information about formal degrees of discrete series representations of GL(2, F ) is contained
in the local Jacquet-Langlands correspondence.)
Let D be a 4-dimensional division algebra with center Qp, where p 6= 2. (We could
let the center be any other non-archimedean local field of characteristic 0 having residue field
of order relatively prime to 2, but we will stick with Qp for now). D is non-commutative;
but like Qp and its finite extensions, D has “integers” OD, and a unique maximal prime
ideal pD.
Theorem 62 (stated at the beginning of [Cor74]) We can find elements π, α ∈ OD such
that
• D is generated over Qp by π and α,
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• π2 ∈ Qp, and α is a root of unity,
• πOD = ODπ = pD,
• {0, α, α2, . . . αp2−1} is a complete set of residues for OD/pD ∼= Fp2, and
• the map α 7→ π−1απ generates the Galois group Z/2Z of Qp[α] over Qp.
• Qp[α] is unramified, and Qp[π] is ramified.
D× is compact modulo its center, so all its irreducible unitary representations are
finite-dimensional.
Theorem 63 (Theorem 15.1 in [JL70] and Corollary 4.4.5 in [GL85]) Let F be a local
field. There exists a bijection between irreducible representations of the unit group D× of the
quaternion algebra D over a local field F and the discrete series representations of GL(2, F ),
in which the central characters on both groups are the same, and the formal dimensions
agree. The Steinberg representation of GL(2, F ) corresponds to the trivial representation
of D×. If Haar measure on GL(2, F )/Z is normalized so that the formal degree of the
Steinberg representation is equal to 1, then the formal dimensions of the discrete series
representations of GL(2, F ) are equal to the actual dimensions of the irreducible complex
finite-dimensional representations of D×.
There is much more to the correspondence than this, but all we need are the
correspondences between formal dimensions and central characters.
Example. For GL(2,R), we have
D = {w + ix+ jy + ijz : w, x, y, z ∈ R, i2 = j2 = −1, ij = −ji},
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the Hamiltonian quaternions; and
D× ∼= R×>0.SU(2).
Irreducible representations of SU(2) are of the form Symn(C2), so the formal dimensions
of discrete series representations of GL(2,R) are 1, 2, 3, . . .. (This example and the next are
discussed in the notes [Yun].)
Example. For GL(2,Qp), D is described by Theorem 62. Let θ be a character of
O×D/(1 + πOD) ∼= F×p2 that doesn’t factor through the norm map to F×p — so, a regular
character, defined at the beginning of Chapter 11. Extend θ to a character θ¯ of Q×p × O×D
by requiring p 7→ α ∈ C×. Since [D× : Q×p ×O×D] = 2, inducing θ¯ from Q×p × O×D to D×
gives us a 2-dimensional representation of D×, which corresponds to a depth-zero cuspi-
dal representation of GL(2,Qp), as discussed in Section 54.2 of [BH06]. Also, the trivial
representation of D× is 1-dimensional, and it corresponds to the Steinberg representation
of GL(2,Qp). The normalization of Haar measure on GL(2,Qp)/Z in which the Steinberg
representation has formal degree equal to 1 is the normalization assigning to K.Z/Z the
measure 12 (q − 1), a consequence of Proposition 56. So, the local Jacquet-Langlands cor-
respondence provides a way of double-checking the two formal dimensions we calculated
earlier, and the calculations agree.
Without getting into the proof, we will just summarize why this correspondence
works: The determinant and trace separate conjugacy classes in GL(2, F ), while the “re-
duced norm” and “reduced trace” on D (which restrict to the norm and trace on quadratic
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extensions of F contained in D) separate conjugacy classes in D×; and conjugacy classes
are related to irreducible representations.
The local Jacquet-Langlands correspondence gives us a unified way calculating
formal dimensions of all discrete series representations of GL(2, F ) — provided that we
understand the representation theory of D×. Exactly which representations of D× are
trivial on the center of D×, so that they correspond to representations of GL(2, F ) that
factor through PGL(2, F )? What is the full list of formal dimensions of discrete series
representations of GL(2, F ) which factor through PGL(2, F )?
The paper [CMS90] uses a higher-dimensional generalization of the local Jacquet–
Langlands correspondence (proved in [Rog83] and [DKV84]) to give formal dimensions of
discrete series representations of GL(n, F ), and actual dimensions of the finite-dimensional
irreducible representations of degree n over the field F , when (n, q) = 1. The formulas for
these dimensions are given in terms of conductors of certain factorizations of the characters
in minimal admissible pairs (which we introduced for GL(2, F ) at the end of Chapter 10). It
turns out that we can construct a discrete series representation of GL(2, F ) from a minimal
admissible pair, and we can construct a finite-dimensional irreducible representation of
D× from the same minimal admissible pair; and the formal dimension and the actual
representation will be the same.
Recall from Chapter 10 that Qp has three quadratic extensions, one unramified,
two ramified; and that a character of the multiplicative group of a quadratic extension is
described by its level. So the possible minimal admissible pairs (E/Qp, χ) are described by
two pieces of information: whether or not E/Qp is ramified, and the level of χ. Let j denote
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the conductor of χ, which is one more than the level. If our calculations are correct, then E
ramified implies that χ must have even conductor, and Theorem 3.25 in [CMS90] becomes
dpi =


1 π a generalized special representation
2pj−1, j = 1, 2, 3, . . . π an unramified cuspidal representation
(p+ 1)p
j−2
2 , j = 2, 4, 6, . . . π a ramified cuspidal representation
According to the comments at the end of [BH78], the product of the formal di-
mension of a cuspidal representation of PGL(2,Qp) and the covolume of a torsion-free
(cocompact) lattice Γ in PGL(2,Qp) equals the multiplicity of that cuspidal representa-
tion in the space L2(Γ\PGL(2,Qp). (The archimedean version of this was Theorem 34 at
the end of Chapter 8.) So if we can narrow down the list of formal dimensions above to
those corresponding to cuspidal representations with trivial central character, we will have
calculated all possible multiplicities of cuspidal representations in L2(Γ\PGL(2,Qp).
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Chapter 16
Future directions
We plan to expand this dissertation and break it up into two papers:
1. The result proven in Chapter 9 is too specific to stand as a paper on its own. We will
obtain the most general results possible by using the limit multiplicity property in
[FLM15], as well as the sources cited therein, to guarantee the occurrence of discrete
series representations in interesting spaces; and we will combine this with the center-
valued von Neumann dimension in [Bek04] to work outside the setting of factors. It
may be worthwhile from the standpoint of von Neumann algebras to investigate the
bimodule structure of these representation spaces.
2. The methods used to prove the result in Chapter 14 apply only for two particular
representations. It would have been better to determine which formal dimensions in
[CMS90] correspond to representations with trivial central character; see the last para-
graph of Chapter 15. This should be within reach after studying the local Langlands
correspondence and subtleties of central characters in [BH06].
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