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Abstract
A common task in physics, information theory, and other fields is the analysis of prop-
erties of subsystems of a given system. Given the covariance matrix M of a system of
n coupled variables, the covariance matrices of the subsystems are principal submatrices
of M . The rapid growth with n of the set of principal submatrices makes it impractical
to exhaustively study each submatrix for even modestly-sized systems. It is therefore
of great interest to derive methods for approximating the distributions of important
submatrix properties for a given matrix.
Motivated by the importance of differential entropy as a systemic measure of disorder,
we study the distribution of log-determinants of principal k × k submatrices when the
covariance matrix has bounded condition number. We derive upper bounds for the right
tail and the variance of the distribution of minors, and we use these in turn to derive
upper bounds on the standard error of the sample mean of subsystem entropy. Our results
demonstrate that, despite the rapid growth of the set of subsystems with n, the number
of samples that are needed to bound the sampling error is asymptotically independent
of n. Instead, it is sufficient to increase the number of samples in linear proportion to k
to achieve a desired sampling accuracy.
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1 Introduction
In many fields of study, researchers use matrices to represent systems of interest. Statis-
ticians and data scientists represent large tabular data sets as matrices [1]. In network
science, it is common to use adjacency matrices to represent the structure of a network
[2]. In dynamical systems, researchers use Jacobian matrices in the study of the lin-
earized dynamics of a system of coupled variables [3]. For networks, dynamical systems,
statistical analysis of large data sets, and other applications, it can be insightful (and
even necessary) to examine their components (as subnetworks, subsystems, reduced data
sets, and so on). Several researchers have used subsystem properties to characterize
robustness and other salient properties of dynamical systems [4–9]. Network scientists
count and analyze motifs and other subgraphs in networks to characterize a network’s
structure [10, 11]. Several prominent tools in data science are based on linear sketching,
an approach to data dimensionality reduction whereby one obtains a reduced data set
via matrix multiplication [12, 13] or as a linear combination of submatrices [14–16]. An
example of such a tool for dimensionality reduction is principal component analysis [17].
The various applications of submatrices motivate the mathematical study of their
properties. In this paper, we study the distribution of log-determinants of principal
submatrices of a positive definite matrix and show that our results lead to controllable
sampling guarantees for computing the mean differential entropy of subsystems for a
dynamical system. Researchers have studied the differential entropy of subsystems in
areas such as physics [18, 19], biology [8, 9], neuroscience [4–6], computer science [7],
and coding theory [20]. For example, Tononi et al. (1999) computed a measure of net-
work redundancy from the mean differential entropy of its subsystems of fixed size [5].
Teschendorff et al. (2014) [21] used differential entropy to define a measure of network
robustness for protein-interaction networks .
For several symmetric multivariate distributions, estimates of differential entropy
are affine functions of the log-determinant of a system’s covariance matrix. Examples
include the multivariate normal distribution [22], the multivariate t distribution [23, 24],
and the multivariate Cauchy distribution [24]. For the n-variate normal distribution with
covariance matrix M , for example, the differential entropy is [22]
h(M) =
1
2
log(detM) +
n
2
(1 + log(2pi)) , (1)
where the base of the logarithm can be any finite positive number1. The logarithm of
the covariance matrix is thus sufficient to approximate the differential entropy of several
multivariate distributions.
The principal submatrices of M are covariance matrices of subsystems that corre-
spond to subsets of coupled variables. One can compute the differential entropy of a
subsystem by computing h in Eq. (1) for a principal submatrix of M . A system of n
coupled variables possesses
(
n
k
) ≈ nkk! subsystems of k variables; each of these subsystems
1The base b of the logarithm determines the units of entropy. If one chooses b = 2, one measures
entropy values in bits. If one chooses b = e, one measures entropy values in nats.
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corresponds to one of the
(
n
k
)
principal k× k submatrices of M . The exact computation
of the distribution of differential subsystem entropy or its moments thus requires one to
compute O(nk) distinct determinants, an infeasible task for large n and k. This task
can be computationally prohibitive even for modestly-sized systems. To our knowledge,
the largest system for which researchers have exactly computed the differential entropy
of subsystems is a synthetic network with n = 12 variables and subsystems with k ≤ 12
variables [5].
To address this problem, we study the distribution of log-determinants of principal
k×k submatrices. We refer to these log-determinants as log-minors of size k. As we noted
above, these log-determinants are sufficient to determine the subsystem entropy for many
important multivariate distributions. Knowledge of the properties of this distribution
thus enables the derivation of bounds on the sampling error when estimating subsystem
entropy in many applications. We show that, given a bound on the condition number of
M , the standard error of a sample mean of differential entropy is independent of n and
sublinear in k, implying that one needs a sublinear number of samples in k to ensure a
desired accuracy.
Our paper proceeds as follows. In Section 2, we introduce some notation that we
use throughout this paper. In Section 3, we give several upper bounds on the tail and
variance of the distribution of log-minors of a positive-definite matrix with bounded
condition number. We present proofs for these bounds in Section 4 and show numerical
examples in Section 5. In Section 6, we apply our theorems to provide probabilistic
guarantees on the sample mean and relative error, and we discuss implications for the
design of practical schemes for estimating mean subsystem entropy. We conclude and
discuss possible extensions in Section 7.
2 Notation
Let M ∈ Rn×n be a positive-definite matrix. Let λ1(M) ≥ λ2(M) · · · ≥ λn(M) ≥ 0 be
the eigenvalues of M . Because M is positive definite, it is also nonsingular; its condition
number is κ(M) = λ1(M)/λn(M). For a given index set I ∈ [n]k := {1, . . . , n}k, the
matrix MI := [Mi,j ]i,j∈I is the corresponding principal submatrix of M . For any fixed
k ≤ n, let Ak(M) denote the set of all such k × k submatrices of M , and let Ak(M)
denote a uniformly-random element of this set. We define a random variable Yk(M) :=
log(detAk(M)) and denote its empirical distribution by µM,k. For convenience, we define
∧n,k := min{k, n− k}.
3 Bounds on the distribution of log-minors
In this section, we state bounds on the distribution µM,k for a positive-definite matrixM
with bounded condition number. We give upper bounds for the distribution’s support,
variance, and right tail. We also show that we can improve these bounds ifM is diagonal.
Theorem 1 (Tail and variance bound for log-minors of a positive-definite matrix). Let
3
M be a positive-definite n×n matrix with condition number κ(M) ≤ κ˜. For every r ≥ 0,
we have
Pr (|Yk(M)−E[Yk(M)]| ≥ r) ≤ 3 exp
(
− r
log κ˜
√
n
k(n− k)
)
. (2)
Furthermore, the variance of Yk(M) satisfies
var(Yk(M)) ≤ 6
(
k(n− k)
n
)
(log κ˜)2 . (3)
Remark 1. The tail bound in Eq. (2) does not guarantee that Yk(M) concentrates2 on
Ak(M). This is because the bound in Eq. (2) is increasing with respect to k and asymp-
totically constant with respect to n. Indeed, for the bound to approach 0 for a sequence
{Mi} of matrices, it is both necessary and sufficient that limi→∞
√
ki log κi(M) → 0.
Because k cannot be smaller than 1, this condition requires the condition number κi(M)
to approach 1. The condition limi→∞ κi(M)→ 1 severely constrains the sequence {Mi}.
In that limit, all eigenvalues of M are equal to each other and all log-minors are equal
to k log λ1.
Theorem 2 (Support and variance bound for log-minors of a positive-definite matrix).
Let M be a positive-definite n× n matrix with condition number κ(M) ≤ κ˜. For any k,
the random variable Yk(M) and its distribution µM,k satisfy the following properties:
1. The distribution µM,k has bounded support that is contained in an interval whose
length is no greater than (∧n,k × log κ˜); and
2. the variance of Yk(M) satisfies
var(Yk(M)) ≤ 1
4
(∧n,k × log κ˜)2 . (4)
Remark 2. The variance bound in Eq. (4) is much sharper than the one in Eq. (3). Both
variance bounds are asymptotically constant with respect to n. For fixed k, the two
variance bounds differ by a factor of 24 in the large-n limit.
Remark 3. For even n and k ∈ {1, n− 1}, the bound on the variance in Eq. (4) is sharp
when M is a 2` × 2` (where ` = n/2) diagonal matrix with entries λ1 = · · · = λ` = κ˜
and λ`+1 = · · · = λ2` = 1.
WhenM is diagonal, we can derive a variance bound that is sharper than the bounds
in Eqs. (3) and (4).
2Ledoux defined concentration of measure in Ref. [25] (on page 3) as follows. Let (X, d) be a metric
space with probability measure µ on Borel sets of (X, d). The concentration function is defined as
α(X,d,µ) := sup{1− µ(Ar);A ⊂ X,µ(A) ≥ 12}, where r > 0 and Ar := {x ∈ X; d(x,A) < r} is the open
r-neighborhood of A. The measure µ has normal concentration on (X, d) if there are constants c and C
such that α(X,d,µ) ≤ C exp(−cr2) for every r.
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Theorem 3 (Variance bound for log-minors of a positive-definite diagonal matrix). Let
D be a positive-definite n × n diagonal matrix with condition number κ(D) ≤ κ˜. The
variance of Yk(D) satisfies
var(Yk(D)) ≤ k
4
(
n− k
n− 1
)
(log κ˜)2 . (5)
Remark 4. The two variance bounds in Eqs. (4) and (5) are asymptotically constant with
respect to n and converge to the same limiting value of k(log κ˜)2/4.
Remark 5. The variance bound for diagonal positive-definite matrices in Eq.(5) is sharper
than the variance bound for general positive-definite matrices in Eq. (4). The former
differs from the latter by a factor of max{k, n− k}/(n− 1) ≤ 1.
Remark 6. For even n and any k ≤ n, the bound on the variance in Eq. (5) is sharp
when M is a 2`×2` (where ` = n/2) diagonal matrix with entries λ1 = · · · = λ` = κ˜ and
λ`+1 = · · · = λ2` = 1. The sharpness of the bound for diagonal matrices indicates a limit
to possible improvements for the variance bound for general positive-definite matrices.
Specifically, one cannot hope to improve the variance bound in Eq. (4) by more than a
factor of max{k, n− k}/(n− 1).
The variance bound in Theorem 2 is sharp for a diagonal matrix. This observation
and several examples in Section 5 motivate the following conjecture.
Conjecture 1 (Diagonal matrices maximize log-minor variance). Let Mκ be the set of
positive-definite n×n matrices with condition number κ. For all k < n, κ, and M ∈Mκ,
there exists a diagonal matrix D ∈Mκ such that
var(Yk(M)) ≤ var(Yk(D)) . (6)
The variance bounds (see Eqs. (3)–(5)) have important implications for the accuracy
of sample means of log-minors. We discuss these implications in Section 6.
4 Proofs of bounds on the distribution of log-minors
4.1 Proof of Theorem 1
To prove Theorem 1, we use Cauchy’s interlacing theorem and results on Markov chains
on countable sets. Chatterjee and Ledoux (2009) previously used this approach to prove
a concentration result for empirical cumulative eigenvalue spectra of Hermitian matrices
[26].
Proposition 1 (Cauchy’s interlacing theorem [27]). Let M be a Hermitian n×n matrix,
and let A be a principal (n−1)× (n−1) submatrix of M . If M has eigenvalues λ1(M) ≥
λ2(M) ≥ · · · ≥ λn(M) and A has eigenvalues λ1(A) ≥ λ2(A) ≥ · · · ≥ λn−1(A), then
λ1(M) ≥ λ1(A) ≥ λ2(M) ≥ λ2(A) ≥ λ3(M) ≥ · · · ≥ λn−1(M) ≥ λn−1(A) ≥ λn(M) .
5
Proposition 2 (Large-deviation inequality for functions on countable sets [25] (page
50)). Let (Π, µA) be a reversible Markov chain on a finite or countable set A. Let (Π, µA)
have a spectral gap3 of λ > 0. It follows that , whenever f : A → R is a function such
that
|||f |||2∞ :=
1
2
sup
A∈A
∑
B∈A
(f(A)− f(B))2 Π(A,B) ≤ 1 ,
it is also true that f is integrable with respect to µA and that, for every r ≥ 0, the
probability measure
µ
(
{f ≥
∫
A
f dµA + r}
)
≤ 3e− r2
√
λ .
Remark 7. The expected squared distance in f between A ∈ A and its adjacent states in
the Markov chain is
∑
B∈A (f(A)− f(B))2 Π(A,B). One can thus think of |||f |||2∞ as a
measure of the expected squared distance between the greatest “outlier” A and adjacent
states in A. We thus refer to |||f |||2∞ as the squared outlier deviation of f on (Π, µA).
Proposition 3 (Spectral gap of random-transposition walk [28]). Let Sn be the set of
permutations of n elements, and let s ∈ Sn. Let the “random-transposition walk” be a
reversible Markov chain (Π, µSn) with kernel
Π =

1/n , if s′ = s ,
2/n2 , if s′ = τs for some transposition τ ,
0 , otherwise .
The random-transposition walk has a spectral gap of λ = 2/n.
Proof of Theorem 1. Every principal k × k submatrix of M is the top-left principal
k × k submatrix of M after a permutation of its rows and columns. We denote the
permutated matrix by sM and its top-left principal k × k submatrix by Aˆk(sM), where
s ∈ Sn is a permutation of n elements.
For the top-left principal k× k submatrix, only the first k elements of s are relevant.
There are (n−k)! permutations s ∈ Sn that are identical in their first k elements, so there
is a 1-to-(n−k)! correspondence between Ak(M) and Sn. Because of the correspondence
between Ak(M) and Sn, we obtain the same distribution for a function f(Ak(M)), where
we choose Ak(M) uniformly at random from Ak(M), and for f(Aˆk(sM)), where we
choose s uniformly at random from Sn.
Let fα : Sn → R be such that
fα(s) := α log(det Aˆk(sM)) (7)
for some α ∈ R. To find an upper bound on the squared outlier deviation for fα on the
random-transposition walk, we make two observations:
3The spectral gap (also called the “Poincaré constant”) of a Markov chain (Π, µA) on a space A is the
constant λ such that, for all functions f , we have λ×varµ(f) ≤ 12
∑
A,B∈A[f(A)−f(B)]2Π(A,B)µ({A}) .
See, for example, Ref. [25] (page 50).
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1. Consider two permutations, s and s′, that are adjacent in the random-transposition
walk; that is, s′ = τs for some transposition τ . The determinant is invariant under
basis transformation, so the value of fα(s′) can differ from fα(s) only if τ is a
transposition that swaps one of the first k elements in s with one of the last n− k
elements in s. There are n2 possible transpositions for a sequence of n elements;
and 2k(n−k) of these transpositions swap one of the first k elements of the sequence
with one of the last n− k elements of the sequence. Consequently, the fraction of
transpositions that change the value of fα has an upper bound of
b1 :=
2k
n2
(n− k) .
2. Using Cauchy’s interlacing theorem (see Proposition 1), one can find an upper
bound b2 for |fα(A) − fα(B)|. For any k < n and any pair A,B ∈ Ak(M), there
exists a matrix C ∈ Ak+1(M) such that A and B are principal submatrices of C.
Cauchy’s interlacing theorem implies that
(a) λ1(M) is an upper bound on the largest eigenvalue of C;
(b) λn(M) is a lower bound on the smallest eigenvalue of C;
(c)
∑k
i=1 log λi(C) is an upper bound on log(detA) and log(detB); and
(d)
∑k+1
i=2 log λi(C) is a lower bound on log(detA) and log(detB).
Therefore,
| log(detA)− log(detB)| ≤
k∑
i=1
log λi(C)−
k+1∑
i=2
log λi(C)
≤ log λ1(M)− log λn(M) ≤ log κ˜ .
This upper bound for | log(detA)− log(detB)| holds for arbitrary A,B ∈ Ak(M).
We can thus set the upper bound to be b2 = α log κ˜.
We obtain an upper bound for the squared outlier deviation of fα of
|||fα|||2∞ ≤
1
2
b1b
2
2
= k(n− k)
(
α log κ˜
n
)2
.
Let α′ = n log κ˜/
√
k(n− k). The function fα′ on (Π, µSn) has a squared outlier
deviation of |||fα′ |||2∞ ≤ 1. We can thus use the tail bound for functions on countable
sets (see Proposition 2) for fα′ . Therefore,
Pr(|fα′(Aˆk(σM))−E[fα′(Ak(σM)]| ≥ α′r) ≤ 3e−
α′r
2
√
λ .
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We can substitute fα′(Aˆk(σM)) in Eq. (7) by α′Yk(M), because of the correspondence
between Ak(M) and Sn. Applying Proposition 3, we obtain
Pr(|α′Yk(M)− α′E[Yk(M)] ≥ α′r) ≤ 3e−
α′r√
2n
=⇒ Pr(|Yk(M)−E[Yk(M)]| ≥ r) ≤ 3 exp
(
− r
log κ˜
√
n
k(n− k)
)
.
This proves the first statement of Theorem 1 (see Eq. (2)).
We derive a bound on the variance of log(detA) from Eq.(2) from a direct calculation.
First, we write
var(Yk(M)) = E[(Yk(M)−E[Yk(M)])2]
=
∫ ∞
0
Pr(Yk(M)−E[Yk(M)])2 ≥ u)du
=
∫ ∞
0
Pr(Yk(M)−E[Yk(M)]) ≥
√
u}du .
Using the tail bound in Eq. (2), it follows that
var(Yk(M)) ≤
∫ ∞
0
3 exp
(
−
√
u
log κ˜
√
n
k(n− k)
)
du
= 6
(
k(n− k)
n
)
(log κ˜)2
4.2 Proof of Theorem 2
We prove Theorem 2 using Cauchy’s interlacing theorem and Popoviciu’s inequality.
Proposition 4 (Popoviciu’s inequality [29, 30]). Let X be a real-valued random variable
supported on the interval [xmin, xmax]. It then follows that X has variance
var(X) ≤ (xmax − xmin)2/4 .
For a proof of this version of Popoviciu’s inequality, see Ref. [31].
Proof of Theorem 2. For any finite n and k, the setAk(M) of principal k×k submatri-
ces of an n×n matrixM has finite cardinality (nk). It follows that the distribution of any
function of Ak(M) has finite support. We define an interval [r1, r2] with r1 := minYk(M)
and r2 := maxYk(M), such that the support of µM,k is a finite subset of [r1, r2].
We can obtain any principal k × k submatrix A of M by removing n − k row–
column pairs fromM . Successive applications of Cauchy’s interlacing theorem show that
λ1(A) ≤ λ1(M) and λk(A) ≥ λn(M). It follows that
r1 = k log λn(M) , r2 = k log λ1(M) .
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Therefore,
r2 − r1 ≤ k (log κ˜+ log λn(M))− k log λn(M) = k log κ˜ .
If k > n/2, any two principal k × k submatrices share 2k − n rows and columns. They
can thus differ in at most n − k rows and columns. It follows that one can refine the
lower and upper bounds on the support of µM,k so that [r1, r2] ≤ ∧n,k × log κ˜. We have
thus proven the first part of Theorem 1. Applying Popiviciu’s inequality to X = Yk(M)
with xmax − xmin ≤ r2 − r1 yields the variance bound in Theorem 2.
4.3 Proof of Theorem 3
For our proof of Theorem 3, we maximize var(Yk(D)) with respect to the eigenvalues of
D.
Proof of Theorem 3. LetD be a positive-definite diagonal matrix with entries λ1(D) ≥
λ2(D) ≥ · · · ≥ λn(D) > 0. Define xi = log λi(D) for each i ∈ [n]; and let I ∈ [n]k. It
then follows that
log(detDI) =
∑
i∈I
xi . (8)
We now consider the function v(x1, x2, . . . , xn) := var(Yk(D)). From Eq. (8), we see that
every value of Yk(D) is a sum of a subset of the variables xi. Therefore, the function
v(x1, x2, . . . , xn) is convex (i.e., concave up) in the variables x1, x2, . . . , xn. Furthermore,
the variance is translation-invariant. We may therefore, without loss of generality, sup-
pose that xn = 0 (corresponding to λn(D) = 1) and x1 = log κ(D) (corresponding to
λn(D) = κ(D)). Consequently, the maximization of the variance var(Yk(D)) amounts to
the maximization of v over the volume [0, log κ(D)]n associated with an n-dimensional
hypercube with edge length log κ(D). The solutions lie at the vertices of this hypercube.
Therefore,
xi =
{
log κ(D) , i ≤ ` ,
0 , otherwise ,
for some ` ∈ [n]. We may now view Yk(D)/(log κ(D)) as a hypergeometric random
variable on a population of size n for which ` elements have the value 1 and n − l
elements have the value 0. The variance of this hypergeometric random variable is
var(Yk(D)) =
k(n− k)
n2(n− 1) (n− `) `(log κ(D))
2 ,
which is maximal at
`∗ =
{
n
2 , n even ,
n±1
2 , n odd .
9
The maximal value of var(Yk(D)) for even n leads to the variance bound
var(Yk(D)) ≤ k(n− k)
4(n− 1) (log κ(D))
2 (9)
≤ k(n− k)
4(n− 1) (log κ˜)
2 . (10)
Comparing the maximal values of var(Yk(D)) for even n and for odd n shows that Eq.
(9) is a variance bound for all n.
5 Examples
In this section, we compare the tail of the distribution µM,k for several example matrices
M to the bounds in Theorems 1 and 3.
We consider four examples of positive-definite n× n matrices with n = 20 and fixed
condition number κ = 3.
Example E1. Consider the diagonal matrix ME1 that maximizes the variance of
Yk(ME1). (See the proof of Theorem 3.) For even n, this matrix has eigenvalues
λ1, λ2, . . . , λn, where λ1, . . . , λn/2 = κ˜ and λn/2+1, . . . , λn = 1.
Example E2. Consider a diagonal matrixME2 with eigenvalues λ1, λ2, . . . , λn. We set
λ1 = κ and λn = 1. We draw λ2, . . . , λn−1 from a uniform distribution on [1, κ].
Example E3. We obtain a non-diagonal positive-definite matrix ME3 with condition
number κ via an orthogonal transformation of ME1. That is,
ME3 := Q
−1ME1Q ,
where Q is an orthogonal matrix that we choose from the Haar measure over the group
of orthogonal matrices. We use Stewart’s algorithm [32] to generate Q.
Example E4. We again generate a random orthogonal matrix Q using Stewart’s algo-
rithm. We obtain another non-diagonal positive-definite matrix ME4 := Q−1ME2Q via
an orthogonal transformation of ME2.
In Figure 1, we show the empirical probability densities of Yk(M) for Examples E1,
E2, E3, and E4 using four different values of k. For all four examples, we observe that
the interval on which µM,k is supported shifts to the right for progressively larger k.
The length of the supported interval increases with ∧n,k. For k = 5 and k = 10 — the
cases in which ∧n,k is larger than 1 — the distribution µM,k are almost symmetric about
E[Yk(M)] for all four examples. For Example E1, the distribution µM,k is symmetric
about its mean for all examined values of k. Its density is nonzero at ∧n,k+1 equidistant
points.
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Figure 1: Approximate probability density functions for log-minors. We show µM,k for
Examples E1, E2, E3, and E4 with n = 20 and condition number κ = 3. We show results
for k = 1 in panels (A) and (B), for k = 5 in panels (C) and (D), for k = 10 in panels
(E) and (F), and for k = 19 in panels (G) and (H).
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k Example E[Yk(M)] var(Yk(M))
Variance bound from
Theorem 1 Theorem 2 Theorem 3
1 E1 0.549 0.302 6.880 0.302 0.302
E2 0.689 0.115 6.880 0.302 0.302
E3 0.683 0.021 6.880 0.302 N/A
E4 0.739 0.005 6.880 0.302 N/A
5 E1 2.747 1.191 27.156 1.509 1.191
E2 3.446 0.454 27.156 1.509 1.191
E3 3.283 0.091 27.156 1.509 N/A
E4 3.649 0.020 27.156 1.509 N/A
10 E1 5.493 1.588 36.208 3.017 1.588
E2 6.893 0.605 36.208 3.017 1.588
E3 6.213 0.128 36.208 3.017 N/A
E4 7.176 0.031 36.208 3.017 N/A
19 E1 10.437 0.302 6.880 0.302 0.302
E2 13.096 0.115 6.880 0.302 0.302
E3 10.570 0.022 6.880 0.302 N/A
E4 13.155 0.008 6.880 0.302 N/A
Table 1: Expectation and variance for Yk(M) for Examples E1, E2, E3, and E4. For
comparison, we show the numerical values of the variance bounds from Theorem 1 (see
Eq. (3)) and Theorem 2 (see Eq. (4)). For the examples with diagonal matrices (E1 and
E2), we also show the numerical value of the variance bound from Theorem 3 (see Eq.
(5)).
In Table 1, we show E[Yk(M)] and var(Yk(M)) for the distributions in Figure 1. We
first consider the expectation of Yk(M). For all four examples, we observe that E[Yk(M)]
increases with k. For all examined values of k, we see that E[Yk(ME4)] > E[Yk(ME2)] >
E[Yk(ME3)] > E[Yk(ME1)]. Our observations thus suggest that the expectation of Yk(M)
is large when we choose eigenvalues of M uniformly at random from the interval [1, κ]
and small when we set half of the eigenvalues of M to 1 and the other half to κ.
We now give several observations about the variance of Yk(M). For all examined
values of k, we see that var(Yk(ME1)) > var(Yk(ME2)) > var(Yk(ME3)) > var(Yk(ME4)).
Our observation of larger var(Yk(M)) for the examples with diagonal matrices (Examples
E1 and E2) than for the examples with non-diagonal matrices (Examples E3 and E4) gives
intuitive support for Conjecture 1. Our observation that var(Yk(ME1)) > var(Yk(ME2))
reflects the fact that Example E1 maximizes the variance in this case (see Theorem 3).
For all examined k, the value of the variance bound in Theorem 1 (see Eq. (3)) is at
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Figure 2: Empirical tails of the distribution of log-minors. We show Pr(|Yk(M) −
E[Yk(M)]| ≥ r) for positive-definite n × n matrices from examples E1, E2, E3, and
E4 with n = 20 and condition number κ = 3. We show results for k × k submatrices
with (A) k = 1, (B) k = 5, (C) k = 10, and (D) k = 19. The curve B1 represents the
tail bound from Theorem 1. The curves B2 and B3 visualize Chebyshev bounds that we
obtain from the variance bounds in Theorems 2 and 3, respectively.
least 12 times larger than the value of the variance bound in Theorem 2 (see Eq. (4)).
For k = 1 and k = 19, the cases in which ∧n,k = 1, the value of the variance bound
in Theorem 2 is equal to the value of the variance bound for diagonal positive-definite
matrices (Theorem 3). Additionally, it is sharp in Example E1.
In Fig. 2, we show the empirical tails Pr(|Yk(M) − E[Yk(M)]| ≥ r) for our four
examples. We also show the tail bound B1 from Theorem 1 and two Chebyshev bounds4,
B2 and B3, which we obtain from the variance bounds in Theorems 2 and 3, respectively.
Consistent with our observations in Table 1 on var(Yk(M)), we observe that the tail
probability tends to be larger for the examples with diagonal matrices (Examples E1 and
E2) than for the examples with non-diagonal matrices (Examples E3 and E4).
The difference in functional form guarantees that the bound B1 intersects with the
4We can obtain a tail bound from a variance bound by using Chebyshev’s inequality [33] (page 429),
Pr(|X −E[X]| ≥ r) ≤ var(X)
r2
, for an integrable random variable X and r ∈ R+.
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Chebyshev bound B2 at two values of r. If we denote these values by r′ and r′′ > r′, the
bound B1 is sharper than B2 on [0, r′] and [r′′,∞). In our observations, both bounds
exceed the trivial bound Pr(|Yk(M) − E[Yk(M)]| ≥ r) ≤ 1 on [0, r′]. The value r′′ lies
outside the support of Pr(|Yk(M)−E[Yk(M)]| ≥ r). We thus see that B1 is sharper than
B2 only for values of r for which neither bound is informative.
For k = 1 and k = 19, the bounds B2 and B3 coincide and are sharp at r = (log κ)/2
when M = ME1. For k = 5 and k = 10, the bound (B3) for diagonal positive-definite
matrices is sharper than the bound (B2) for general positive-definite matrices. The
difference between the two bounds is most visible for k = 10, which is the case that
maximizes ∧n,k.
6 Estimating mean subsystem entropy
We now consider the implications of our results in Section 3 for the problem of estimat-
ing the mean subsystem entropy of a given system of coupled variables. When the joint
distribution of variables is a multivariate normal distribution, one can compute the dif-
ferential entropy of a subsystem by applying Eq. (1) to the corresponding sub-covariance
matrix. We are interested in the mean subsystem entropy E[h(Ak(M))] for subsystems
of k variables. As we noted previously, the large number of subsystems for even modest
values of n and k render it prohibitive to exactly compute E[h(Ak(M))]. Fortunately, the
tail and variance bounds in Section 3 allow us to instead provide sampling guarantees,
through which one can achieve a prescribed sampling accuracy. We give upper bounds on
the standard error and on the coefficient of variation for both a sample mean of Yk(M)
and a sample mean of subsystem entropy.
Fix a subsystem size k and sample size q ≥ 1. The q-sample mean of Yk(M) is
SY :=
1
q
q∑
i=1
log(detAi) ,
where we choose each Ai uniformly at random from Ak(M). The q-sample mean of
subsystem entropy is
Sh :=
1
q
q∑
i=1
h(Ai) .
We use SY and Sh as estimators of the population means E[Yk(M)] and E[h(Ak(M))], re-
spectively. These estimators are unbiased, asE[SY ] = E[Yk(M)] andE[Sh] = E[h(Ak(M))].
A measure of reliability of an estimator is the standard error, which one computes as the
estimator’s standard deviation. Because h(Ak(M)) differs from Yk(M)/2 by a constant,
the sample mean Sh has the standard error
σˆ(Sh) =
1
2
σˆ(SY ) =
1
2
√
var (Yk(M))
q
.
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We may therefore use the bounds of Theorems 1–3 to derive bounds on the standard
error for SY and Sh.
Corollary 1 (Standard error of the sample mean subsystem entropy). Let M be a
covariance matrix of an n-variate normal distribution, and suppose that the condition
number of M satisfies κ(M) ≤ κ˜. Let Sh be the q-sample mean of the entropy of subsets
of k variables; and let SY be the q-sample mean of log-determinants of k × k principal
submatrices of M . It then follows, for any subsystem size k, that the standard error of
the mean subsystem entropy is σˆ(Sh) = σˆ(SY )/2 and that σˆ(SY ) satisfies
σˆ(SY ) ≤
√
6k(n− k)
qn
log κ˜ , (11)
and
σˆ(SY ) ≤ 1
2
√∧n,k
q
log κ˜ . (12)
Furthermore, if M is diagonal,
σˆ(SY ) ≤ 1
2
√
k(n− k)
q(n− 1) log κ˜ . (13)
The coefficient of variation cv(S) is another measure of reliability for estimators. It
measures the size of the typical error of an estimator S as a fraction of the magnitude of
E[S]. As a formula, it is given by
cv(S) :=
σˆ(S)
E[S]
. (14)
The coefficient of variation for SY arises from the standard deviation of the relative error
E :=
∣∣∣∣Yk(M)−E[Yk(M)]E[Yk(M)]
∣∣∣∣
of Yk(M) because
σˆ(SY )
E[SY ]
=
σˆ(Yk(M))−E[Yk(M)]
E[Yk(M)]
√
q
= σˆ
(∣∣∣∣Yk(M)−E[Yk(M)]E[Yk(M)]
∣∣∣∣) /√q = σˆ(E)/√q .
For a multivariate Gaussian distribution, the following corollaries give bounds on the
coefficient of variation for the sample mean of log-minors and for the sample mean of
subsystem entropy.
Corollary 2 (Coefficient of variation for a sample mean of log-minors). Let λ1(M), . . . , λn(M)
be the eigenvalues ofM ; we order them from largest to smallest. Let `(M) = min{|log λ1(M)| , |log λn(M)|}.
If `(M) 6= 0, the coefficient of variation for a q-sample mean SY of Yk(M) satisfies
cv(SY ) ≤ log κˆ
`(M)
√
6(n− k)
qkn
(15)
15
and
cv(SY ) ≤ log κˆ
2`(M)
√∧n,k
qk2
. (16)
Proof. This corollary follows from Eq. (14). We use Eqs. (3) and (4) as upper bounds on
the numerator. For all k, a lower bound on the denominator is |E[Yk(M)]| ≥ k`(M).
Corollary 3 (Coefficient of variation for mean subsystem entropy). For an n-variate
Gaussian distribution with covariance matrix M , the coefficient of variation cv(Sh) for a
q-sample mean Sh of subsystem entropy satisfies
cv(Sh) ≤ 2 log κˆ
`(M) + log 2epi
√
6(n− k)
qkn
(17)
and
cv(Sh) ≤ log κˆ
`(M) + log 2epi
√∧n,k
qk2
. (18)
Proof. We derive this result from Eq. (14); we use Eqs. (3) and (4) to bound the numer-
ator, and we use Eq. (1) to bound the expectation in the denominator.
The bounds in Eqs. (16) and (18) are sharper bounds than Eqs. (15) and (17). From
Eqs.(16) and (18), we see that both cv(SY ) and cv(Sh) decay in proportion to
√
k. Indeed,
under a certain regularity condition (which we specify in Corollary 4), the coefficient of
variation decays to 0 in the limit of large n and large k.
Corollary 4 (Concentration of the relative error). Let {Mi} be a sequence of positive-
definite matrices of dimension n(i). Let k = k(i) ≤ n(i) be a function of i. Suppose that
the sequence
ai :=
√
k(i)`(Mi) (19)
is nondecreasing and unbounded. It then follows that cv(SY ) → 0 and E converges in
probability to 0 as i becomes large.
Remark 8. A sufficient condition for the concentration of E is that the sequence {Mi}
has fixed condition number and the smallest eigenvalue λn is bounded away from both 0
and 1. Formally, the latter condition is
there exists δ > 0 such that, for all i , we have λn(i)(Mi) ∈ [δ, 1− δ] ∩ [1 + δ,∞) .
(20)
Remark 9. A popular model for sample covariance matrices is the Wishart ensemble5.
A sequence {Mi} of Wishart matrices can satisfy the condition in Eq. (20) if the ratio
c := n/nf of the number n of variables and the number nf of degrees of freedom is
c /∈ {1/4, 1} [35, 36].
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Figure 3: Bounds on the standard error and coefficient of variation for a sample mean
SY of log-minors and a sample mean Sh of subsystem entropy. In the left panels, we
show the bounds B1 from Eq. (11) and B2 from Eq. (12) on the standard error of SY
and Sh. In the right panels, we show the bounds B1’ (see Eqs. (15) and (17)) and B2’
(see Eqs. (16) and (18)) on the coefficient of variation of SY and Sh. We show results for
progressively larger n with fixed k = 30 in panels (A) and (B); results for progressively
larger k with fixed n = 400 in panels (C) and (D); and results for progressively larger k
with a fixed ratio k/n = 0.1 in panels (E) and (F). We compute bounds using q = 2000k,
κ˜ = 3, and `(M) = 1.
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One can use these bounds on the standard error to choose a sample size q that
guarantees a desired accuracy of a sample mean. In Fig. 3, we show our bounds on
the standard error and the coefficient of variation of SY and Sh with q = 2000k and
`(M) = 1. In the left panels, we show the bounds B1 from Eq. (11) and B2 from Eq.
(12) on the standard error of SY and Sh. In the right panels, we show the bounds B1’
(see Eqs. (15) and (17)) and B2’ (see Eqs. (16) and (18)) on the coefficient of variation
of SY and Sh. In panels (A) and (B), we vary the system size n for fixed subsystem
size k. We observe for n ≤ 2k that the values of the bounds B2 and B2’ increase with
n. For n > 2k, the bounds B2 and B2’ are independent of n. The bounds B1 and B1’
are less sharp than the bounds B2 and B2’. The values of B1 and B1’ increase with n
and approach their asymptotic values from below. For example, the bound B1 for σˆ(SY )
has a limiting value of
√
6k/q × log κ˜ ≈ 0.06. In panels (C) and (D), we vary k for
fixed n. We observe for k ≤ n/2 that the value of the bound B2 on the standard error
is independent of k. For k > n/2, the value of B2 decreases with increasing k and is 0
for k = n. The bound B1 is less sharp than B2. Its value decreases with increasing k for
any k ≤ n. The values of the bounds B1’ and B2’ on the coefficient of variation decrease
with increasing subsystem size and are 0 for k = n. In panels (E) and (F), we vary k for
fixed ratio k/n, and we observe that the bounds on the standard error are independent
of k if the ratio k/n is constant. The values of the bounds B1’ and B2’ decrease with
increasing k. This is consistent with our previous observation that cv(SY ) vanishes if the
sequence ai (see Eq. (19)) becomes unbounded.
It is important to note that all of our bounds on the standard error and the coefficient
of variation of SY and Sh are asymptotically constant in n. It is thus not necessary to
sample proportionally more minors from a larger matrix. Instead, to guarantee a desired
accuracy of a sample mean of log-minors or subsystem entropy, one can choose q to be
a function of k. To ensure that the standard error is constant or decreases with growing
n and k, it is sufficient to choose q in linear proportion to k. When the smallest and
largest eigenvalues of a system’s correlation matrix are fixed, one can ensure that the
coefficient of variation is constant or decreasing with growing n and k by choosing q in
linear proportion to k−1.
7 Conclusions
We examined the problem of estimating the mean subsystem entropy of a system of n
coupled variables with covariance matrix M . When the joint distribution of a system’s
variables is an n-variate Gaussian, t, or Cauchy distribution, the mean differential entropy
of subsystems is an affine function of the log-minors of the covariance matrix [22, 24].
We derived tail and variance bounds on the distribution of log-minors of fixed size of a
positive-definite matrix with bounded condition number. Using our variance bounds, we
provided upper bounds on the standard error and on the coefficient of variation of both
5The Wishart ensemble Wn(V, nf ) with scale matrix V and nf degrees of freedom is the ensemble of
random matrices M := n−1f
∑nf
i=1X
T
i Xi, where the X1, X2, . . . , Xnf are nf realizations of an n-variate
random variable with 0-mean Gaussian distribution Nn(0, V ) [34, 35].
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the sample mean of log-minors and the sample mean of subsystem entropy. Our results
indicate that, despite the rapid growth of the number of subsystems with n, the accuracy
of these sample means is asymptotically independent of a system’s size. Instead, it is
sufficient to increase the number of samples in linear proportion to the size of subsystems
to achieve a desired sampling accuracy.
Our results are salient to studies that use mean subsystem entropy to examine systems
of coupled variables [4, 5, 20]. Even for a system with as few as 50 variables, sampling
just 0.001% of its subsystem entropies can require the computation of over a billion log-
determinants. Using the largest and smallest eigenvalues of a system’s covariance matrix
to determine the number of samples that are needed to achieve a prescribed accuracy for
a sample mean can thus facilitate a quantitative study of mean subsystem entropy when
it would otherwise be impossible.
Throughout our paper, we relied only on knowledge of the largest and smallest eigen-
values of a system’s covariance matrix. We expect that it is possible to derive sharper
bounds than our current results when one knows the complete spectrum of a system’s
covariance matrix, likely by relying on Cauchy’s interlacing theorem (Proposition 1) to
control the log-minors.
We presented two bounds on the variance of a log-minor that we choose uniformly
at random from the set of log-minors of size k of an n × n positive-definite matrix.
The variance bound in Theorem 2 is sharper than the one in Theorem 1, but either
bound is sufficient to deduce that the accuracy of a sample mean of subsystem entropy
is asymptotically independent of a system’s size and that one can achieve a prescribed
accuracy by choosing the number of samples in linear proportion to the size of subsystems.
The proof of our first bound (see Section 4.1) relies on the existence of an upper bound
for the difference between log(detA) for two different principal submatrices A ∈ Ak(M)
and the invariance of log(detA) under a basis transformation of A. The proof of our
second bound (see Section 4.2) relies on the existence of an upper bound and a lower
bound for the support of the distribution µM,k.
Similar bounds and the invariance under basis transformation hold for several other
matrix properties, including the largest and smallest eigenvalues. It is thus plausible
that one can derive similar results for the standard error and coefficient of variation for
many spectral properties of principal submatrices. For example, Chatterjee and Ledoux
(2009) proved a large-deviation inequality for the empirical cumulative eigenvalue dis-
tribution of principal submatrices of Hermitian matrices [26]. These and other variance
and tail bounds on submatrix properties offer welcoming possibilities to enhance compu-
tational studies that characterize complex systems based on the mean properties of their
subsystems. For example, they can provide guarantees for linear sketching techniques,
which are relevant for data dimensionality reduction. They can also facilitate the use of
methods of spectral graph analysis in the study of subgraphs, graphlets, and motifs in
networks.
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