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Abstract
This technical report is a record of progress made by the author on ad-
dressing the semantic gap between the atomicity assumptions made in formal
methods and those (i.e. the lack of, entirely) made in the design and imple-
mentation of common programming languages. A semantics for expression
evaluation which models the characteristics of C-like languages –including
accounting for the effect of interference during evaluation– is given as an
initial model. This is used to introduce the notion of interference paths: by
explicitly mapping out the effects of interference a sequence of states can be
generated. These sequences can then be used to build a refinement relation
between expressions; this refinement relation can be used to develop initial
specifications with strong atomicity assumptions and then refine them into
specifications with weaker assumptions. However, the model of interference
paths requires a strong constraint on the form of expression used so a discus-
sion of the steps necessary to relax the constraint is given; however, this last
is ongoing work and still contains unresolved issues.
1 Introduction
This technical report is intended to record the author’s progress in creating a re-
finement relation for expressions which has desirable properties with respect to
atomicity.
The context of this work comes out the author’s thesis [Col08b] and joint work
with Cliff Jones [CJ07]; as such, this material is intended to be understood as a part
of a larger rely/guarantee reasoning framework. The first step from the context to
the problem of atomicity refinement in particular was made in [Col08a], in which
a particular rely/guarantee development rule was examined with a focus on the
transformation of an expression into a more tractable form. The circumstances and
form of this transformation suggest that a generalization is possible, and with that
in mind this model has been developed.
At a general level the motivation and context for this work comes out of the
perceived failure of typical formal methods (VDM, Z/B/Event-B, rely/guarantee
reasoning, separation logic, etc) to adequately address the problem of non-atomic
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expression evaluation. The typical structure of all of these methods assume that
expression in the (eventual) implementation language can always be evaluated in
an atomic manner without concern for interference (though some do so far as to
explicitly use locks to ensure this). This assumption is simply not valid when
dealing with commonly used programming languages in concurrent environments.
Dealing with non-atomic expression evaluation directly is difficult: interfer-
ence introduces a degree of non-determinism which rapidly expands the number
of cases which must be considered. The creation of a semantic model which takes
into account interference during expression evaluation is straightforward, but the
state-space explosion induced by typical characterizations of interference makes
this model unsuitable for direct use in reasoning about the affect of interference.
In this work we create a secondary model on top of a semantic model and use that,
in turn, to build a refinement relation which can be used to compare the relative
suitability of expressions.
In Section 2 we describe the essential elements of the system that we are inter-
ested in, giving an operational semantics of expression evaluation then an extension
to that which allows an environment to affect the evaluation process. Section 3 de-
scribes the notion of interference paths and provides a model which allows us to
reason about such paths. These interference paths are used in Section 4 to first
build a notion of refinement between the paths, then generalize that out to atomic-
ity refinement between expressions. We continue in Section 5 by sketching some
of the required elements to relax a constraint imposed in Section 3, but this portion
of the technical report is speculative. Finally, we describe what work is currently
in progress in Section 6.
2 Semantics
The first thing we need is a semantics for expression evaluation. We are not con-
cerned with definedness constraints or type-safety in this paper, as so we will ignore
them. The class of expression of interest is similar to those found in programming
languages such as Java, C, and so on: expressions are evaluated in a stepwise man-
ner and are highly susceptible to interference during the evaluation process. Unlike
the mentioned languages, however, we will not allow side-effects during the eval-
uation process: expressions are pure.
2.1 Basic Expression Semantics
The semantic model is given using a small-step structural operational semantics [Plo04,
Plo81]; this gives us direct insight into the evaluation mechanism and it allows us
to extend the model (in Section 2.2) to incorporate interference.
Expressions are composite objects constructed from Values, Identifiers, and
Operations. The first two have no structure per se but the Operation objects are
recursive in that their definition involves further expressions.
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Expr = Value | Identifier | Operation
Operation :: type : Operator
operands : Expr+
As can be seen, an Operation is composed of a variable number of operands
— as mentioned earlier, we assume that the number of operands is appropriate for
the particular operation chosen. The set of possible Operators is left deliberately
undefined.1 The operands in the Operation are given as a sequence of expres-
sions; the order matters only in so far as it a) prevents two identical expressions
from collapsing into one expression as would happen with a set, and b) allows for
non-commutative operations. The actual order of the operands will not have any
influence on the order in which they are evaluated.
Expressions are evaluated using a state object –a coarse model of a physi-
cal computer’s memory store– and these state objects are a simple mapping from
Identifier to Value . Individual states are denoted by σ or some decorated version
thereof, and the set of all possible states is Σ.
Σ = Identifier m−→ Value
One important thing to note is that the sets of identifiers and values are strictly
disjoint. This is imposed so as to avoid aliasing concerns: we do not allow the
evaluation of a (sub)expression to result in an Identifier .
The key relation which models expression evaluation, e−→, is defined by a set
of recursive inference rules given here; we assume that e−→ is the least such relation
which satisfies these rules. The relation is between configurations and expressions;
configurations consist of an expression and a state object.
Configuration = Expr × Σ
e−→ = P (Configuration × Expr)
There is no rule for expressions which are simply a Value as there is no further
evaluation to be performed in this case; as such, there are no configurations in the
domain of the e−→ relation which have are a Value and a state object.
The first rule, then, is that for the evaluation of Identifiers.
Id-E
id ∈ Identifier
(id , σ) e−→σ(id)
Recall, first, that we assume that all expressions are well-formed relative to the
state in which they will be evaluated; thus we can assume that id , here, will be a
member of the domain of the given σ.
The Operation type of expression requires two rules to describe its evaluation
behaviour. The first, Op-Step, non-deterministically picks an operand which has
1But can be taken to include all of the usual total operators over the possible Values.
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not yet finished evaluation2 and (recursively) transforms it into an expression one
step closer to completion.
Op-Step
e /∈ Value
(e, σ) e−→ e ′
(mk -Operation(op, h y [e]y t), σ) e−→mk -Operation(op, h y [e ′]y t)
Again, note that this rule is not affected by the order of the operands; indeed,
this rule does not even commit to completing evaluation of any operand before it
performs an evaluation step on any other operand.
Last, when all of the operands of an operation have been reduced to Values
then the semantic rule Op-E can be applied to the Operation . Note that the seman-
tic rule uses “Strachey Brackets” to deal with the actual application of the operator
to the operands — the specific details of the available operators is not relevant to
rest of this work.
Op-E
elems vals ⊆ Value
(mk -Operation(op, vals), σ) e−→[[op]]vals
Finally, we also define the reflexive, transitive closure of the e−→ relation in
the expected way, giving e−→∗: specifically, (e, σ) e−→∗ e ′ is valid if and only if
e = e ′, or (e, σ) e−→ e ′ is valid, or there exists e ′′ such that both (e, σ) e−→∗ e ′′
and (e ′′, σ) e−→∗ e ′ are valid.
2.2 Including Interference
Thus far our discussion of the semantics of expression evaluation has only consid-
ered the direct mechanics of the actual expressions, and not dealt with any changes
to the state object. Without any mechanism to alter the state object expression eval-
uation is a trivial concern; this section describes a mechanism that allows changes
to the state object and makes functional expression evaluation impossible.
To do this we now import the notion of a rely condition from the Rely/Guarantee
Reasoning literature [Jon83, Jon07]. In this work we take rely conditions to be re-
flexive and transitive relations over state objects, and use variations on R to denote
such relations.
Rely = Σ× Σ
This relation allows us to characterize any modification to the state object that
the environment might make in a single step. As the rely condition must incorpo-
rate all of the possible changes that we assume the environment can make, it acts as
an outer-bound on the possible interference that might be seen. It is not, however,
a prescriptive characterization — in some cases the environment may do nothing
at all and, as such, there is no mechanism to assert that the environment “must” do
2i.e. is not a Value
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something. Furthermore, there is no mechanism to ensure that, in general, if the
environment does something, it does so only once.3
Using the rely condition we extend our basic semantics with a new relation that
“wraps” the old one.
e,R−→ = P (Configuration × Configuration)
The R above the arrow is a parameter to the relation, giving the specific rely con-
dition in use.
The extended semantics has two simple rules; the first incorporates the whole
of the basic semantics.
Eval
(e, σ) e−→ e ′
(e, σ)
e,R−→(e ′, σ)
The second rule allows interference to manifest during evaluation under this se-
mantic relation.
Intf
σRσ′
(e, σ)
e,R−→(e, σ′)
Under this semantic relation evaluation is considered to have finished evaluat-
ing when the expression component of the configuration is a Value . This constraint
is useful as it is possible to have an infinite sequence of Intf steps after the last pos-
sible Eval step. Related to this, we do assume that expression evaluation will,
eventually, finish in this sense: any expression will eventually reach a value.
We denote the reflexive, transitive closure of this semantic relation as
e,R−→∗ and
it is defined similarly to e−→∗.
3 Modelling the Effects of Interference
The previous section sets out a semantics which is useful for dealing with the eval-
uation of a single expression under interference characterized by a rely condition.
The semantics given is also useful for as a reference for an implementation of ex-
pression evaluation. It is not, however, particularly useful if the desire is to reason
about the relative properties of two expressions.
Our desire, then, is reason about the relative merits of two expression in terms
of their evaluation behaviour under interference. In particular we would like to be
able to say that one expression tolerates interference better than the other — that is,
one expression’s evaluation behaviour under interference is “more deterministic”
than the other. This view on the comparison of expression suggests that we need
to build a refinement relation which is parameterized by the characterization of
interference.
3Although the addition of “ghost variables” solves this problem, we avoid their use as they raise
other issues.
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Before we build this refinement relation, however, we need a model of interfer-
ence that captures all of the possible effects of interference. Once we have a model
which records the effects of interference we can then use it to define any number
of relations –including our desired refinement relation– as needs dictate.
3.1 Constraining the Influence of Interference
One constraint must be introduced at this point as we assume it throughout the re-
mainder: all expressions under consideration satisfy the SingleUnstableVariable
property relative to the given rely condition. If this property holds on an expression
then that expression is known to be affected by interference during only one vari-
able read — effectively this means that all of the variables but one in an expression
are unchanged under interference and that there may only be one instance of the
affected variable in the expression.
In terms of our semantics, we define this property as
SingleUnstableVariable: Expr × Rely → B
SingleUnstableVariable(e,R) 4
∀σ ∈ Σ · ∀v ∈ {v | v ∈ Value ∧ (e, σ) e,R−→∗v} ·
∃σ′ ∈ {σ′ | σRσ′} · (e, σ′) e−→∗ v
This gives us what is essentially a pseudo-atomic evaluation of an expression: we
know that evaluation under interference will produce a result which is equivalent
to evaluation in a single state, even though the state may change throughout the
evaluation. It works out that the evaluation under interference with this property
is equivalent to the atomic evaluation using the state from which the value of the
unstable variable was read.
3.2 Recording the Possible Interference
The model we develop here depends upon the notion of a interference path. An in-
terference path is an (infinite) sequence of states which are pairwise related through
the rely condition. We denote such as sequence as ~σ. Taken Σω is the set of all
possible infinite sequences of states, then if ~σ is a possible interference path for a
rely condition, R, the this property
~σ ∈ Σω ∧ ∀i ∈ N · ~σiR~σi+1
must hold. The set of all interference paths for a given rely condition, R, is defined
to be
ΣωR = {~σ | ~σ ∈ Σω ∧ i ∈ N ∧ ~σiR~σi+1}
This large set of sequences serves to record the entire space of interfering paths
which we are interested in, given a specific rely condition.
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4 Refinement
To get to the meaning of “more deterministic” using the model of interference
presented in section 3 we will need to consider how the result of evaluating an
expression changes as depending on how much interference has been observed.
4.1 Expression Behaviour
Since that all of the expressions we consider here will satisfy SingleUnstableVariable()
relative to the given rely condition, we can, for each expression of interest, gener-
ate a sequence of (atomic) evaluations which correspond to a specific interference
path. Each value in this sequence corresponds to the result given by the interfering
evaluation of the expression where the unstable variable was read from the indexed
state.
To generate this sequence we use the Eval() function4
Eval : Expr × Σω → Valueω
Eval(e, ~σ) 4 [v | σ ∈ ~σ ∧ v ∈ Value ∧ (e, σ) e−→∗ v ]
This function, given an expression and a sequence of states, simply returns a se-
quence of values which correspond to the atomic evaluation of the expression in
the state at the same index position.
This formulation of Eval depends upon deterministic expressions — specifi-
cally, if we take the transitive closure of the basic expression evaluation relation
and then restrict its range to the set of Values , then we must have a function
(( e−→∗) B Value is a function). Allowing non-deterministic operators in expres-
sions will invalidate this formulation of Eval().
4.2 Comparing Evaluation Sequences
Now that we have the ability to examine the behaviour of an expression relative to
interference, we need to consider what atomicity refinement looks like at the level
of a single path of interference.5
Our desire is that the behaviour of an expression must be “less non-deterministic”
if it is an atomicity refinement of another expression. The approach we take is to
argue that an expression is more deterministic if “more” interference is required to
change the value gained from evaluation.
To illustrate this, assume that the evaluation of e over ~σ gives the sequence
[a, b, c, d , . . .], where a–d are possible values, i.e.
Eval(e, ~σ) = [a, b, c, d , . . .]
4Note that VDM sequence comprehensions preserve the index ordering of the source sequence in
the result.
5Imagine the possibility of interference such there is only one element in ΣωR.
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First, note that the first value in the sequence –a in this example– must not
differ between two expressions evaluated over the same interference path if one is
to be a refinement of the other. This first value corresponds to an evaluation prior
to any interference; if this evaluation –essentially the atomic evaluation– differs
between two expressions then those expressions are not equivalent in any sense
whatsoever.
If we have a second expression, e ′, and we wish to determine whether or not
it is a refinement of e , we need to consider the permutations in its evaluation se-
quence for each interference path relative to the corresponding (by interference
path) evaluation sequences of e . The difference between any two evaluation se-
quences can be described as a combination of simple permutations, and we will
consider them individually here. These simple permutations are:
1. Insertion; Eval(e ′, ~σ) = [a,n, b, c, d , . . .]
2. Deletion; Eval(e ′, ~σ) = [a, c, d , . . .]
3. Transposition; Eval(e ′, ~σ) = [a, c, b, d , . . .]
4. Duplication; Eval(e ′, ~σ) = [a, b, b, c, d , . . .]
5. Subsumption; Eval(e ′, ~σ) = [a, b, b, d , . . .]
We show the effects of the permutation at the start of the sequence in the exam-
ples here but this is only for the purposes of the example, however the effect of a
permutation may be anywhere in the sequence in the general case.
The first two permutations listed are, arguably, the most primitive changes that
can be made to a sequence. It is unfortunate that neither are suitable for use in
building our refinement relation. It should be obvious that the insertion of an arbi-
trary new value into the evaluation sequence –the introduction of new behaviour, in
essence– does not reduce the non-determinism of an evaluation. It is a bit less ob-
vious why a deletion fails this test but, despite reducing the set of possible results,
a deletion in the sequence means that values produced due to more interference are
now being produced as a result of less interference.
The third type of permutation, transposition, is not useful for essentially the
same reason as deletion: one of the values that required more interference is would
now be produced with less.
The last two types of permutation do allow for the construction of a refinement
relation. Duplication is essentially a restricted form of insertion, requiring that the
value inserted is the same as the value to the left of the insertion point. The intuition
behind this corresponds to an expression which “delays” the effects of interference
for a step. Subsumption is the combination of duplication and deletion in a single
step; a value in the sequence is replaced with the value to its left. In this case the
corresponding states –of the replaced value and the value to the left– are equivalent
for the purposes of evaluation of e ′; non-determinacy is reduced as a the set of
possible resulting values is reduced.
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4.3 Building the Refinement Relation
To build our eventual refinement relation, then, we need to give definitions to the
duplication and subsumption permutations. Through these definitions ~u , ~v , and ~w
will be members of Valueω.
The relation for duplication will be denoted as ⊕ and is defined:
⊕: Valueω ×Valueω
~u ⊕ ~v ⇔ ∃i ∈ N · ~u = (~u(0..i)y ~w) ∧ ~v = (~u(0..i)y [~u(i)]y ~w)
And the relation for subsumption is denotes as 	 and is defined:
	: Valueω ×Valueω
~u 	 ~v ⇔ ∃i ∈ N · ~u = (~u(0..i + 1)y ~w) ∧ ~v = (~u(0..i)y [~u(i)]y ~w)
In both of these definitions the ~w sequence acts as the “tail”, the point beyond
which we are not interested in. The construction of the right-hand sequence, ~v , is a
concatenation of the old sequence up to i , a singleton sequence of the i th element,
and the tail. The difference between the two definitions is in where the tail starts:
for duplication the tail starts one element past the i th element, for subsumption the
tail starts two elements past the i th element.
With these two definitions we can now define sequence refinement as
= P (Valueω ×Valueω)
~u  ~v ⇔ ~v(⊕ ∪	)∗~u
 ≡ ((⊕ ∪	)∗)-1
Sequence refinement is the inverse of the transitive, reflexive closure of the union
of duplication and subsumption. We read ~u  ~v as ~u is a sequence refinement of ~v ,
and the implication is that either ~u and ~v are either the same sequence or, starting
at ~v there is a series of intermediate sequences which ends at ~u and each pair in the
series is related by either of ⊕ or 	.
So it is now possible to claim something like
Eval(e ′, ~σ)  Eval(e, ~σ)
for an arbitrary pair of expressions and a given interference path.6 The obvious
extension to this would be to quantify over all possible interference paths, thus
giving
∀~σ ∈ ΣωR · Eval(e ′, ~σ)  Eval(e, ~σ)
This claim then implies that all of the evaluation sequences of e ′ are refinements of
e , and this gives us exactly the property we were looking for in the first place. So
we define atomicity refinement for expressions relative to a given rely condition as
vR = P (Expr × Expr)
vR 4 {(e ′, e) | ~σ ∈ ΣωR ∧ Eval(e ′, ~σ)  Eval(e, ~σ)}
6Whether the claim is true is another matter.
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We claim that if we have some specification which has a program that uses e
and another expression e ′ is a refinement e given R, then it must follow that if the
program formed by replacing e with e ′ will also satisfy the original specification.
Atomicity-Ref
(P ,R) ` prog [e] sat (G ,Q)
e ′ vR e
(P ,R) ` prog [e ′] sat (G ,Q)
5 Multiple Unstable Variables
The obvious limit to the model presented up to this point is that it only applies
to expressions which satisfy SingleUnstableVariable() relative to the given rely
condition. This section presents a sketch of an extension to the model presented so
far that allows for multiple unstable variables. It is currently work in progress and
contains some as-yet unresolved issues.
The model of interference paths encapsulated in ΣωR suffices only for expres-
sions which satisfy SingleUnstableVariable() — a single state is sufficient as there
is only one variable affected by interference. In an expression with multiple unsta-
ble variables it is the case that the individual variables may be read from different
states and thus we need to account for that in our model of interference paths.
A first attempt to extend the model of interference paths simply replaces the set
of states, Σ, with the set of n-tuples of states, Σn , and lifting the rely condition to
deal with n-tuples such that only one pair of corresponding states is related through
the rely condition for an adjacent pair in the sequence. The n-tuples are set up so
that each variable in an expression corresponds to one of the states in the n-tuple;
this allows us to record the state from which each variable was read. An initial
definition of interference paths, (Σn)ωR, can then be given as
(Σn)ωR = {~τ | ~τ ∈ (Σn)ω ∧ i ∈ N ∧ ~τiR1~τi+1}
and the lifted rely condition, R1, as
R1 =
{
(τ, τ ′)
∣∣∣∣∣ τ, τ
′ ∈ Σn ∧
∃i ∈ {0..n} ·
(
τiRτ ′i ∧ ∀j ∈ {0..n} · i 6= j ⇒ τj = τ ′j
) }
A problem with this model for interference paths is that it includes n-tuples
which do not correspond to any evaluation possible under the semantic model. This
model does not enforce any sort of consistency with respect to a simple interference
path between the elements of an individual n-tuple –much less between successive
n-tuples– and this allows the series of states at each index of the series of n-tuples7
to follow different interference paths.
7Think in terms of a projection across the series of tuples that lifts just a single index.
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To address this we further restrain (Σn)ωR so that, for each sequence of tuples,
the states in each tuple are all elements of the same simple interference path. This
changes the definition of (Σn)ωR to
(Σn)ωR =
{
~τ
∣∣∣∣ ~τ ∈ (Σn)ω ∧ i ∈ N ∧ ~τiR1~τi+1 ∧∃~σ ∈ ΣωR · (∀τ ∈ elems~τ · ∀σ ∈ elems τ · σ ∈ elems~σ)
}
This definition of the model ensure that each sequence of n-tuples only contains
states which arise form a single simple interference path, and the use of R1 en-
sure that each successive tuple has a greater “net interference” relative to the one
previous.
This model may still not be constrained enough. An as-yet unresolved issue is
whether these complex interference paths need to respect a read-ordering across all
of the n-tuples within a single path. Underlying this is a concern about the relative
meaning of the evaluation of an expression on successive n-tuples. In the simple
model of Section 3 the relative meaning is simple: an expression evaluated with a
later state has been affected by more interference. In the complex model here, it
is not so obvious: if the pair of states related by R between two n-tuples is in the
“middle” of the reads then the relation between the two evaluations is not simply
one of more interference in the later case.
The comparison of two different expression through a refinement relation raises
more issues when considering that expressions may have differing numbers of vari-
ables. This supports the idea the model ought to incorporate some notion of read-
ordering.
Once the core model for interference paths is resolved it should be possible to
adapt the Eval() function to produce the same sequences of values as described in
Section 4.2. With the evaluation sequences it will then be possible to then build a
refinement relation –from that point– exactly as before.
6 Future Work
The most obvious bit of future work is to develop a complete model for multiple
unstable variables. Though interesting, doing so is not the most useful next step.
As it stands the model presented here would be difficult to use if it were neces-
sary to actually prove that one expression is a refinement of another. If for no other
reason it seems obvious that any attempt to calculate Σω directly is likely doomed
to fail. This does not preclude the use of more tractable models which could be
proven sound relative to this one, however, and the search for such useful models
is the author’s effort to develop such a tractable model. Cases such as the develop-
ment rule for the If construct as presented in [Col08a] where an expression is split
into stable and unstable portions suggest that such models do exist.
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