ABSTRACT Camera relocalization is a challenging task, especially based on the sparse 3D map or keyframes. In this paper, we present an accurate method for RGB camera relocalization in the case of a very sparse 3D map built by limited keyframes. The core of our approach is a top-to-down feature matching strategy to provide a set of accurate 2D-to-3D matches. Specifically, we first use the landmark-based place recognition method to generate from keyframes the images similar to the current view along with the set of pairwise matched landmarks. This step constrains the 3D model points that can be matched with the current view. Then, the points are matched within the landmark pairs and combined afterward. This is in contrast to the conventional methods of feature matching that typically match points between the entire images and the whole 3D map, which, as a result, may not be robust to large viewpoint changes, the main challenge of the relocalization based on the sparse map. After feature matching, the camera pose is calculated by an efficient novel Perspective-n-Points (PnP) algorithm. We conduct experiments on challenging datasets to demonstrate that the camera poses estimated by our method based on the sparse 3D point cloud are more accurate than the classical methods using the dense map or a large number of training images.
I. INTRODUCTION
Camera relocalization plays a critical role in the field of the robotics such as mobile robot navigation, simultaneous localization and mapping (SLAM) and automatic drive [1] - [5] . Given a pre-built map or a series of images with the exact position, it aims to determine the 6D pose of the current camera view. Recent research over camera relocalization roughly falls into two classes: appearance-based and deep learning based methods. In the former methods [1] - [8] , on the one hand, place recognition techniques such as bag-of-words (BoW) model [9] are used for retrieving the images similar to the current view and thus, a coarse pose of the current view can be obtained. On the other hand, to compute an accurate pose, the hand-crafted keypoint features such as ORB [10] are extracted first and then feature matching methods are applied to match the points between the 2D current view and the 3D point cloud [11] - [13] . Finally, the camera pose can be The associate editor coordinating the review of this manuscript and approving it for publication was Datong Liu. estimated by Perspective-n-Points (PnP) algorithm. On the contrary, the deep learning based approach [14] - [18] aims to train an end-to-end deep model for pose estimation using a set of images and their 3D models.
However, most of these current relocalization methods largely depend on an environmentally densely covered map or images. To construct this kind of map or obtain these images, we need to make a 'dense exploration' for the environment, which is usually computationally inefficient and thus infeasible in real-world applications such as longterm navigation system or some cases when limited storage capacity is available. By contrast, the sparse map with limited keyframe images are easily constructed by the standard SLAM or visual navigation systems [19] , [20] . However, compared with the dense 3D map and images, it is difficult to perform camera relocalization based on the sparse map or the limited keyframes. For the deep learning based approaches, it is difficult to train a sufficient model with limited keyframes for accurate relocalization, while the drastic viewpoint changes between the current camera view and the sparse map pose great challenges to the feature matching step in appearance-based method. The existing hand-crafted keypoint extraction and matching methods are particularly vulnerable to large viewpoint and appearance variances, yielding a large number of false positive matches. In addition, it is difficult to distinguish these false matches from the true matches by outlier rejection method such as ratio test [21] and RANSAC [22] .
In this paper, we follow the appearance-based method and present a more effective keypoint matching strategy to provide accuracy matches between the current 2D camera view and the sparse 3D map for accuracy camera relocalization. More specifically, the landmarks (image regions) are first extracted and matched between the current image and the keyframes based on CNN features with high invariance properties for producing the nearest images and the landmark pairs. Next, the extracted hand-crafted keypoints are matched within the nearest images and associated landmark pairs. Finally, the landmark-specific matches are combined to generate the whole image matches. We show that in this paper, the results of point matching can be improved by using landmarks as an intermediate representation in matching step, particularly in the case when the large viewpoint changes are present, since matched landmarks contain the same visual clues or objects and thus, leads to high-quality matched points within them. Afterwards, analogous to the standard appearance-based methods, accuracy camera pose can be computed by the PnP algorithm. Compared with the existing methods using dense 3D map or a large number of training images, our approach operates on the very sparse map or limited keyframes without building the complex environment map, while achieves the state-of-the-art relocalization performance by using a top-to-down matching strategy with desirable efficiency. The main contributions of this paper are summarized as follows:
• We propose a novel top-to-down feature matching method for accuracy camera recolonization. Compared with the conventional methods, the proposed method can provide a high-quality matching results base on sparse 3D point cloud.
• We design a complete effective camera relocalization system. Compared with the classical method, our designed system is able to provide more accuracy relocalization results based on the sparse 3D point cloud.
The remainder of this paper is organized as follows. We briefly introduce the related work in Section II. After that, the details of our proposed method is provided in Section III. In Section IV, we give the implementation and the performance of our method through the extensive experiments. Finally, conclusions are drawn in Section V.
II. RELATED WORK
For traditional appearance-based methods, the camera relocalization is handled by the image retrieval or place recognition methods [23] - [25] . These approaches aim to match the current view with a series of database photos and leverage the pose of the most similar reference image for the current image localization. Classical place recognition methods such as FAB-MAP [26] and SeqSLAM [27] are built on the hand-crafted keypoints followed by the CNN features which have received extensive attention in recent years due to their superior performance. Particularly, the global [28] or the local region [29] , [30] CNN representation strategies are explored to deal with both environment and viewpoint variances, significantly contributing to the recognition performance improvement. However, these schemes only provide a coarse camera pose of the current view without achieving accurate camera localization. To obtain accurate 6D pose of the camera, the relocalization is addressed based on a given 3D map of the scene [1] - [8] . In this pipeline, with the keypoints such as SIFT [31] , ORB [10] extracted in the image, the place recognition techniques are utilized to provide the images similar to the current image. Then, the 2D keypoints are matched with the visible 3D points of the similar images in the map. In the end, the camera pose is estimated by RANSAC [22] or PnP algorithm [32] - [35] . In addition, for the sake of efficiency, some other methods directly match the current 2D view with the whole 3D point cloud without incorporating the retrieval mechanism [12] , [13] . These approaches are essentially the feature matching strategies, since the relocalization results directly rely on the matching performance. In [6] , synthetic views are added to the 3D map for improving the matching robustness to the viewpoint variances. In [12] , a prioritized 3D-to-2D matching strategy is proposed to improve the efficiency and an outlier-handling method is presented by using novel sampling strategy of RANSAC to improve the matching accuracy. In [13] , it is shown that the 2D-to-3D search scheme is more effective than the 3D-to-2D matching method. Besides, a vocabulary-based prioritization strategy is presented to increase the efficiency of 2D-to3D search and the Active Search scheme is presented to recover the lost true matches for matching accuracy [13] . In [36] , a grid-based motion statistics based method is presented for outlier rejection namely GMS, achieving the stateof-the-art point matching results. However, these methods still suffer from inaccurate matching results between the input images and the 3D map, especially for the environment with large illumination changes or in the case of existing large viewpoint variances between current view and the map. The worse relocalization performance are mainly caused by the false matches.
Recently, massive efforts are devoted to using deep learning techniques to address the camera relocalization method directly. PoseNet [16] is the earliest CNN model which is trained by a series of RGB images with ground-truth pose and calculates the camera pose with end-to-end manner. This method is further improved in [17] and [15] by adding a Dropout layer or using a new loss function. In addition to CNN, the Long-Short Term Memory (LSTM) [18] and the differentiable counterpart of RANSAC [14] are explored for the camera relocalization. These methods achieve the desirable performance with sufficient training images or 3D maps. However, in this paper, we focus on the camera relocalization in the case when only limited keyframes and very sparse maps are available.
III. PROPOSED METHOD
In this section, we will elaborate the proposed relocalization method of using both landmark and keypoint matching strategies. The problem we are addressing in this paper is formulated as follows:
Given an input RGB image I and a 3D map M containing a few 3D points in the world coordinate system with relevant feature descriptors, several keyframe images and a visibility list indicating the correspondence relationship between the 3D points and the keyframes, we aim to determine the accurate 6D pose of the image I in the given map. Fig. 1 illustrates the overall scheme of the method mainly consisting of three steps. Firstly, we utilize landmark-based visual place recognition method to return from keyframes k-nearest images which visually resemble the current input image. Meanwhile, the matched landmark pairs between the current and each nearest images are also obtained. Secondly, the corresponding 3D points of the k-nearest images are matched with keypoints extracted from the current image within each pair of matched landmarks and then, all local matched keypoints are combined yielding a set of 2D-to-3D match points between the given map and current image. Finally, PnP pose determination algorithm is used to compute the accurate pose of the input image.
A. IMAGE-LEVEL AND LANDMARK-LEVEL MATCHING
In this subsection, we introduce the landmark-based visual place recognition method for image and landmark matching. As shown in Fig.2 , for both keyframe and current images, we firstly generate artificial regions from whole images via a multi-scale sliding window procedure and use them as landmarks. To be specific, we define n sliding windows with different scales and refer to them as s = [s 1 , s 2 , . . . , s n ]. Subsequently, for each s i , we generate m regions from the entire image by a standard sliding window method [37] . Therefore, n × m landmarks following spatial uniform distribution are extracted from one image. Note that the scales of sliding windows are defined as the ratio between size of landmark and entire image. In addition, all landmarks maintain the aspect ratio of the original image roughly. Analogous to the parameter setting in [37] which achieve the better shift invariance, we set s = [0.16, 0.25, 0.36, 0.49], n = 4 and m = 25 in this work.
Thereafter, to obtain the high invariance to appearance changes [30] , for each generated landmark, we use the 64,896-dimensional third convolutional layer of the pretrained AlexNet [38] as its representation. For sake of the computational efficiency, the 64,896-dimensional vector is reduced to 1,024 by Gaussian Random Projection [39] for compact representation and all vectors are normalized. Subsequently, we match the landmarks between current and keyframe images by adopting the nearest neighbor search based on the cosine distance of landmarks features and only reciprocal matches are identified as true matches [30] . Next, the overall distance between two images is computed as the sum of distances of the matched landmarks. Finally, the first k images with smallest distance scores from keyframe images are selected as the potential matching places of the current image.
B. KEYPOINT-LEVEL MATCHING
With the similar image set and landmark matches obtained, we extract the same type of keypoints in input image as those in 3D map. Next, for all matched landmarks between current image and k nearest keyframes, we appropriately select matching pair for keypoints matching within them. More specifically, on the one hand, we only consider the landmarks whose scales are less than 0.4 because larger landmark contains more regions or objects in an image and thus, tends to produce more false positive matches. On the other hand, if over 80% of the same 3D points are contained in two different landmarks from selected keyframes, we discard the pairs with high distance to reduce redundant matches and improve the efficiency. In this step, the landmarks are treated as image regions defined by bounding boxes, whilst the visibility list encoded in the map provides the correspondence relationship between the 3D points and the landmarks in keyframes.
After selecting appropriate landmark pairs, the keypoints and 3D points in each patch are matched between the corresponding pairs based on their descriptors and then, we adopt the GMS approach [36] to reject the false matches within a landmark pair. Essentially, GMS is a fast outlier rejection method which is capable of distinguishing true and false matches by simply counting the number of matches in their neighborhood [36] . Compared with the RANSAC or ratio test scheme, GMS method separates the true positive from false alarms more effectively with less computational costs. Thus, most true matched keypoints can be preserved within matched landmarks.
Finally, we combine all landmark-specific matches resulting in the final 2D-to-3D correspondences for pose estimation. In this procedure, we mainly reject the false matches and remove the redundant matches. To be specific, to reject the false matches, we set a threshold α with respect to the number of matched points. If the number of matched points within a pair of matched landmark is less than the threshold, it is identified as a false matched landmark and thus, all the matches between the matched pair are discarded. This strategy can distinguish the false positive matches and suppress the adverse effect they produce. In addition, due to the overlap in the matched landmarks, there exist redundant matched points. We preserve the pairs with smallest distance to ensure there exists only one match for one point.
C. FINE POSE ESTIMATION
After obtaining a set of 2D-to-3D correspondences between points in the given 3D map and their 2D projections in the current image, the camera relocalization is reduced to a standard PnP problem. For the sake of the accuracy and efficiency, we use the REPPnP method [35] to solve it. REPPnP is a very fast and RANSAC-less solution to the PnP problem. This algorithm is able to calculate the precise results with up to 50% outliers, while its computational cost accounts for less than a hundredth of the traditional PnP approaches which usually contain an outlier rejection procedure such as RANSAC + EPnP strategy. In this work, there only exists few false matched points after feature matching process, therefore, the accuracy pose of the input image can be estimated effectively and efficiently by REPPnP method. In implementation, we follow [35] for accurate pose estimation.
IV. EVALUATION A. EXPERIMENTAL SETTINGS
We evaluate our relocalization method on the Microsoft 7 Scenes dataset (https://www.microsoft.com/en-us/ research/project/rgb-d-dataset-7-scenes/) [40] including 7 scenes recorded from a Kinect RGB-D camera. Each scene incorporates several sequences recorded at different period of time and they are split into training and testing sequence sets. Each sequence provides different number of continuous frames consisting of RGB and depth images ranging from 500 to 1000, as well as the ground-truth poses. There exists motion blur, shape ambiguities, light change and similar objects in this dataset, and thus it is challenging to perform camera relocalization on this dataset. We use the training sequence set of each 7 scene to build the 3D map and utilize the testing sequence set with only RGB image to evaluate our proposed keyframe-based relocalization method. For performance measure, we use the correct frame percentage, median translation and rotation error for the evaluation protocol. The correct frame percentage is defined as the percentage of test images with a pose error below 5cm and 5 • . Besides, the root mean square error (RMSE) is also used in our experiments.
In terms of the competing methods, the Active Search [13] and Sparse-RGB [41] methods are involved in our comparative studies. Active Search is the most well-known approach based on SIFT descriptors and dense 3D model while Sparse-RGB employs the ORB descriptors with a sparse 3D point cloud which is similar to our method. In addition, three representative schemes based on the deep learning framework trained with RGB images are also taken into account in our comparative studies, namely the PoseNet [15] , Spatial LSTM [18] and DSAC [14] . Among them, the DSAC achieves the state-of-the-art relocalization results. Note that VOLUME 7, 2019 all the above-mentioned competing methods build the map or train the model using all the training images. In contrast, our method simply relies on the extracted keyframes.
In implementation, we use the ORB-SLAM2 [19] to construct the 3D sparse map. ORB-SLAM2 is the real-time keyframe-based SLAM system achieving the state-of-theart localization and mapping results. It utilizes the ORB features for tracking in the front-end while the local and global optimization methods are adopted in the back-end for localization and building accurate 3D sparse point cloud map. In our work, the final 3D sparse point cloud is represented as the corresponding ORB feature descriptors, the index of the keyframes and the visibility list including the relationship between point cloud and selected keyframes as the 3D map. Meanwhile, in this procedure, we also extract 100 landmarks from the keyframes and encode their CNN feature vectors with bounding boxes. Note that we do not save the images in the map construction process. For our relocalization method, we generate 2000 ORB features for each test image. The threshold α is set as 5 for 0.16 scale, 12 for 0.25 scale and 20 for 0.36 scale (consider the smaller scale of the landmark pairs) according to the number of ORB features extracted in image. Finally, the k with respect to the number of nearest images selected from keyframes is set as 6 in experiments. We will discuss this setup later. The proposed relocalization approach is implemented by C++ with OpenCV library on a machine with Intel 3.6G Xeon E5-1650v4, Nvidia GeForce 1080Ti and Ubuntu 16.04 system. Table 1 gives the details of the dataset including the space and the number of training and testing images, the details of the constructed map including the number of keyframes and 3D points, the average rotation and translation changes between test images and their nearest keyframes. In the end, the localization error of the ORB-SLAM evaluated by RMSE is presented.
B. RESULTS
As shown in the table, compared with the competing methods using the dense map (Active Search) or building sparse map with all training images (Sparse-RGB) or training the deep model by all the training images (three deep learning based approaches), our method just utilizes about 5% to 10% images from the training sets to build the sparse maps with less 3D points for relocalization. Furthermore, the average rotation variance between the test images and the nearest keyframe are all larger than 10 • , which indicates the huge viewpoint changes between the sparse map and the test image. In addition, in the experiments, the proposed method relies on the map built by the ORB-SLAM and the error of the map will affect the relocalization accuracy. Thus, we give the pose error of the ORB-SLAM in Table 1 . Note that other methods are not influenced by the map error. Table 2 presents median translation and rotation error of five competing methods on Microsoft 7 Scenes dataset. To reduce the influence of the map error, we use the selected keyframes with their ground-truth pose and the depth of their associated keypoints in 3D map (provided by depth images) to reconstruct an aligned 3D map. We give the results based on the reconstructed map in the final column. As shown in the table, for the most of the scenes, our method significantly outperforms the Active Search, PoseNet and Spatial LSTM methods while achieves the comparable performance with the DSAC, the state-of-the-art deep model based approach with 3D surface regression. Table 3 gives the correct frame percentage of competing methods to reflect the frequency of wrong pose computations. It can be observed that our method beats the Sparse-RGB, which is the similar method based on sparse 3D map and surpasses the DSAC in most of the scenes. This result is consistent with those provided above and demonstrates the effectiveness of our method. Finally, Figure 3 depicts the qualitative results of our method for several scenes. Most of our computed poses are close to the ground-truth. Large relocalization errors are mainly caused by the drastic viewpoint and appearance changes between the test images and the keyframes. We attribute this improvement in relocalization performance to the high-quality feature matching results obtained by our method. As will be discussed later, the presented top-to-down matching strategy from image and landmark to keypoint is less vulnerable to the appearance and viewpoint variances, and thus provides a set of accurate 2D-to-3D matches between the given sparse map and the test images, leading to the accurate pose estimation.
Note that the performance of our method declines for the 'Stairs' scene, but still outperforms all the deep leaning based method. This performance drop is mainly caused by the drastic viewpoint variance between the testing images and the limited 3D map. Further performance gains can be obtained by using more keyframe images or adding more 3D points to the map.
C. DISCUSSION
As mentioned before, the main challenges of the relocalization based on sparse map or keyframes consist in the uncertain matching in case of significant viewpoint changes, especially for the unreliable or non-repetitive features such as ORB extracted from low-quality images. The classical vocabulary-based global matching methods, even Active Search or Sparse-RGB cannot obtain accurate matching results in these cases, and thus demonstrate the degraded relocalization performance. By contrast, our proposed method runs by matching the keypoints within the matched landmarks from scratch. This strategy is able to avoid massive false positives since the two matched landmarks contain the same visual clues or objects, and thus results in better point matching performance. For the sake of clarity, Figure 4 illustrates some 2D examples of matching ORB keypoints with ratio test (the threshold is set as 0.7), global GMS which achieves the state-of-the-art matching results in existing methods and the proposed method. Different from our method, the other two strategies match the keypoints between the whole images. As shown in the figure, there still exists a few false matches after ratio test scheme while the other two methods achieve the relatively high matching accuracy. However, there are less matches provided by global GMS method because of large false positives caused by global matching. By contrast, the proposed method provides a high number of accurate matches which benefits from the landmark-specific matching scheme with less false positives and more true positives. In addition, Table 4 gives the relocalization results of our proposed method and the method utilizes the global GMS to replace the point matching strategy. It can be observed VOLUME 7, 2019 FIGURE 4. Examples of matching ORB keypoints with (a) ratio test (the threshold is set as 0.7), (b) global GMS and (c) proposed method. There still exists a few false matches after ratio test scheme. Global GMS only provide less matches while the proposed method provide a high number of accurate matches which benefits from the landmark-specific matching scheme.
TABLE 4. Relocalization results of the approach with global GMS and our method (reconstructed).
that our method outperforms the approach with global GMS, which indicates that the high quality matches leads to the high accuracy pose estimation.
Next, we give the performance of the landmark-based visual place recognition since the k nearest keyframe images and the matched landmarks used in the point matching step are provided by this scheme. The efficiency of this method has been discussed in [30] and [37] such that the approach can handle both the viewpoint and appearance variances with high shift-invariance property and achieves the stateof-the-art results in visual place recognition. In addition, the extracted landmark cover the whole image, which implies most of the points in the image can be considered. More importantly, the approach provides suitable size of matched landmarks for further point matching. The landmarks with 0.16, 0.25 and 0.36 scales is able to contain sufficient keypoints for matching while will not contain too much clues or objects which easily lead to false positive matches. Table 5 presents the correct matching rate of the landmarkbased visual place recognition approach for test images in 7 scenes with different k values. The match is considered as correct when k nearest images contains at least one groundtruth from training images. To define the ground-truth, two images within 30 • of rotation and 1m of translation are considered as the matched images. Note that the 'ground-truth' are just defined for evaluating the place recognition performance, the camera relocalization can also be achieved when the neatest keyframes stay out of that range. It is observed that over 80% test images are matched correctly when k equals to 1, while most of the test images could be matched successfully when k is larger than 6. This indicates the efficiency of this method. As mentioned before, we set k as 6 for the trade-off between the accuracy and computational cost in implementation
In addition, we have conducted experiments with different PnP pose determination algorithms including RANSAC + EPnP [32] , RANSAC + OPnP [33] and the REPPnP [35] in our scenario. No significant difference in performance is observed among these approaches, while the REPPnP achieves the highest calculation efficiency.
Finally, we discuss the computational cost of our method. Table 6 gives the runtime of our method for 7 scenes with a total of 17000 images based on our computing platform mentioned before. It can be observed that the average runtime per images is about 0.3s, which suggests our method achieves the real-time performance. In addition, as shown in the table, landmark-specific CNN feature extraction accounts for most of the computational costs. In the future work, therefore, we will introduce the BoCNF [42] strategy into our method for further accelerating the computations.
V. CONCLUSIONS
In this paper, we propose an effective method for camera relocalization based on the very sparse 3D point cloud map. Our method exploits a top-to-down feature matching strategy from landmark to keypoint. Classical methods which match the entire 2D points with 3D map directly are unable to obtain accuracy matching results based on the sparse map because of the large viewpoint changes between input images and the map. By contrast, our method performs the image-level and landmark-level feature matching before the keypoints are matched within the pairwise landmarks and combined producing the global matches in the end. This strategy can avoid the false positive matches, and thus provide high-quality 2D-to-3D matches for pose estimation. Besides, an effective and efficient PnP method is adopted for pose estimation. In experiments, we clearly demonstrate the advantage of our proposed relocalization method on the challenging dataset. Specifically, with a small set (about 5% to 10%) of training images to build the sparse map, our method can achieve better performance than the standard approaches using the whole training images. In our future work, we will improve the efficiency of our method through reducing the computational cost of the CNN landmark feature. Besides, we will explore the effectiveness of the depth information for our method, since recent research [40] , [43] - [45] indicates the depth image can further improve the relocalization performance.
