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Abstract
In this work we investigate regularity properties of a large class of Hamilton-Jacobi-Bellman
(HJB) equations with or without obstacles, which can be stochastically interpreted in form of a
stochastic control system which nonlinear cost functional is defined with the help of a backward
stochastic differential equation (BSDE) or a reflected BSDE (RBSDE). More precisely, we prove
that, firstly, the unique viscosity solution V (t, x) of such a HJB equation over the time interval
[0, T ], with or without an obstacle, and with terminal condition at time T , is jointly Lipschitz
in (t, x), for t running any compact subinterval of [0, T ). Secondly, for the case that V solves
a HJB equation without an obstacle or with an upper obstacle it is shown under appropriate
assumptions that V (t, x) is jointly semiconcave in (t, x). These results extend earlier ones by
Buckdahn, Cannarsa and Quincampoix [1]. Our approach embeds their idea of time change into
a BSDE analysis. We also provide an elementary counter-example which shows that, in general,
for the case that V solves a HJB equation with a lower obstacle the semi-concavity doesn’t hold
true.
AMS subject classification. 93E20, 35D40, 60H10, 60H30, 93E05, 90C39, 35K55, 35K65
Keywords. BSDE, HJB equation, Lipschitz continuity, reflected BSDE, semi-concavity, value
function.
∗This work has been done in the frame of the Marie Curie ITN Project “Deterministic and Stochastic Controlled
Systems and Applications”, call: F97-PEOPLE-2007-1-1-ITN, no: 213841-2.
∗∗Jianhui Huang acknowledges the financial support from the RGC Earmarked Grants Poly U. 500909 and 501010.
∗∗∗Juan Li is the corresponding author, and has been supported by the NSF of P.R.China (No. 11071144), Shandong
Province (No. BS2011SF010), Independent Innovation Foundation of Shandong University, and National Basic
Research Program of China (973 Program) (No. 2007CB814904), 111 Project (No. B12023).
1
1 Introduction
We are interested in regularity properties of possibly degenerate Hamilton-Jacobi-Bellman (HJB)
equations with or without obstacles. More precisely, we consider the following HJB equation
∂
∂t
V (t, x) + inf u∈UH(t, x, V (t, x),∇V (t, x), D2V (t, x), u) = 0, (1.1)
and the following HJB equation with either a lower obstacle
min
{
V (t, x)− ϕ(t, x),− ∂
∂t
V (t, x)− inf u∈UH(t, x, V (t, x),∇V (t, x), D2V (t, x), u)
}
= 0,
(1.2)
or with an upper obstacle,
max
{
V (t, x) − ϕ(t, x),− ∂
∂t
V (t, x)− inf u∈UH(t, x, V (t, x),∇V (t, x), D2V (t, x), u)
}
= 0,
(1.3)
(t, x) ∈ [0, T ]× Rd with terminal condition V (T, x) = Φ(x), x ∈ Rd, and with the Hamiltonian
H(t, x, y, p, A, u) =
1
2
tr (σσ∗(t, x, u)A) + b(t, x, u)p+ f(t, x, y, pσ(t, x, u), u),
(t, x, y, p, A, u) ∈ [0, T ]× Rd × R × Rd × Sd × U , where Sd denotes the space of all symmetric
d × d matrices, and U is a compact metric control state space. If σσ∗(t, x, u) ≥ αIRd (α > 0),
the regularity of the solution of the HJB equation (1.1) is well studied (see, e.g., Krylov [10]).
Here we are interested in the case of possible degeneracy of σσ∗.
It is well-known that under continuity and growth assumptions on the coefficients, the HJB
equations (1.1), (1.2) and (1.3) have a unique viscosity solution V ∈ Cp([0, T ]×Rd), respectively;
see, e.g., Buckdahn and Li [2], [3], Wu and Yu [16], Crandall, Ishii, Lions [5] (the reader more
interested in viscosity solution is referred to the latter reference). Moreover, if the coefficients
b, σ, f are continuous and of linear growth, and if b(t, ., u), σ(t, ., u), f(t, ., ., ., u) are Lipschitz,
uniformly with respect to t, u, then
(i)|V (t, x)− V (t, x′)| ≤ C|x− x′|,
(ii)|V (t, x)− V (t′, x)| ≤ C(1 + |x|)
√
|t− t′|,
(1.4)
(t, x), (t′, x′) ∈ [0, T ]× Rd, for some constant C ∈ R+; see, e.g., Lemma 3.5 and Theorem 3.10
in Buckdahn and Li [2], or Peng [13], for the HJB equations (1.1); Lemma 3.1 and Theorem 3.2
in Buckdahn and Li [3], or (ii) from the proof of Proposition 3.12 in Wu and Yu [16], for the
HJB equations (1.2) and (1.3).
Remark 1.1 Indeed, in [2] and [3] stochastic differential games and the viscosity solutions
of the associated HJB-Isaacs equations with and without obstacles are studied, but, stochastic
control problems and associated HJB equations with and without obstacles can be regarded as a
special case, in which the control state space of one of the players is a singleton. Therefore, here
we can use the results from [2] and [3].
However, here we are interested in regularity properties of V (t, x) in (t, x). These regularity
properties concern the joint Lipschitz property of V in (t, x), but also the semiconcavity of V in
(t, x), where the semiconcavity is understood in the following sense (the reader is referred to [1]
or [4]):
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Definition 1.1 Let A ⊂ Rd be an open set and let f : [0, T ]×A→ Rn. We say that f is (Cδ−)
semiconcave (with linear modulus) in A if for all δ > 0, there exists a constant Cδ ≥ 0 such
that, for all x, x′ ∈ A, t, t′ ∈ [0, T − δ], and for all λ ∈ [0, 1],
λf(t, x) + (1− λ)f(t′, x′) ≤ f(λ(t, x) + (1− λ)(t′, x′)) + Cδλ(1− λ)(|t− t′|2 + |x− x′|2). (1.5)
Any constant Cδ satisfying the above inequality is called a semiconcavity constant for f in A.
However, one has to be careful here. It turns out, and will be pointed out by counterexam-
ples, that the joint Lipschitz continuity and the semiconcavity don’t hold on [0, T ]×Rd, but only
on [0, T − δ] × Rd, for any δ > 0. We emphasize the importance of the semiconcavity of V on
[0, T−δ]×Rd, for any δ > 0, which has, due to Alexandrov’s theorem, the immediate consequence
that V admits a second order expansion with respect to (t, x), in almost every (t, x) ∈ [0, T ]×Rd.
Cannarsa and Sinestrari [4] (for σ = 0) showed that these regularity properties are the best ones,
which can be expected for Hamilton-Jacobi equations. The Lipschitz continuity and semicon-
cavity of V (t, x) in x, uniformly with respect to t ∈ [0, T ], have been well-known already for a
long time. They are the result of straight-forward computations; see, for instance, Fleming and
Soner [8], Peng [13], Ishii and Lions [9], Yong and Zhou [15]. Buckdahn, Cannarsa and Quincam-
poix [1] studied recently the joint Lipschitz continuity and semiconcavity of solutions V (t, x) of
HJB equation without obstacle when f(t, x, y, z, u) = f(t, x, u) doesn’t depend on (y, z). They
used a new technique which is a method of time change in the associated stochastic control
problem. In this paper we adapt their method to more general HJB equations and to HJB
equations with obstacle by developing an associated approach using backward stochastic differ-
ential equations (BSDEs). To be more precise, let (t, x) ∈ [0, T ]× Rd, and W = (Ws)s∈[t,T ] be
a m-dimensional Brownian motion with Wt = 0. By F
W = {FWs = σ{Wr, r ≤ s}
∨NP }s∈[t,T ]
we denote the filtration generated by W and augmented by all P -null sets. We consider the
following forward stochastic differential equation (SDE){
dXt,x,us = σ(s,X
t,x,u
s , us)dWs + b(s,X
t,x,u
s , us)ds, s ∈ [t, T ],
X
t,x,u
t = x,
(1.6)
which we associate with the reflected backward stochastic differential equation (RBSDE) with
a lower obstacle
dY t,x,us = −f(s,Xt,x,us , Y t,x,us , Zt,x,us , us)ds+ Zt,x,us dWs − dKt,x,us ,
Y
t,x,u
T = Φ(X
t,x,u
T ), K
t,x,ucontinuous, increasing, Kt,x,ut = 0,
Y t,x,us ≥ ϕ(s,Xt,x,us ), (Y t,x,us − ϕ(s,Xt,x,us ))dKt,x,us = 0, s ∈ [t, T ],
(1.7)
where, the admissible controls u belong to the space UWt,T := L0FW (t, T ;U) of FW -adapted U -
valued processes, and U is a compact metric space. The coefficients
σ : [0, T ]× Rd × U → Rd×m, b : [0, T ]× Rd × U → Rd,
f : [0, T ]× Rd × R× Rm × U → R, Φ : Rd → R and ϕ : [0, T ]× Rd → R
are continuous functions which we suppose to satisfy the following standard conditions:
H1) The functions σ(., ., u), b(., ., u), f(., ., ., ., u), ϕ(., .) are Lipschitz in (t, x, y, z) ∈ [0, T ]×
R
d × R× Rm, uniformly with respect to u ∈ U, and Φ : Rd → R is Lipschitz in x ∈ Rd.
H2) The functions σ, b, f, ϕ and Φ are bounded.
H3) Φ(x) ≥ ϕ(T, x), x ∈ Rd.
The above RBSDE was introduced in El Karoui, Kapoudjian, Pardoux, Peng and Quenez [7].
It extends the notion of BSDEs, which was the first time studied in its general form by Pardoux
and Peng [12], by endowing it with a lower or an upper barrier.
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Then from [10] and [7] we know that SDE (1.6) and RBSDE (1.7) have a unique FW -adapted,
square integrable solution Xt,x,u, and (Y t,x,u, Zt,x,u,Kt,x,u), respectively. From [3] (or [16]) we
know that the deterministic function
V (t, x) := inf u∈UW
t,T
Y
t,x,u
t , (t, x) ∈ [0, T ]× Rd (1.8)
belongs to Cl([0, T ] × Rd) , and is the unique viscosity solution (unique in Cp([0, T ]× Rd)) of
HJB equation (1.2) with obstacle.
Remark 1.2 By Cl([0, T ]×Rd) (respectively, Cp([0, T ]×Rd)) we denote the space of continuous
real functions over [0, T ]× Rd which have at most linear (respectively, polynomial) growth.
For the proof that V is deterministic, the reader is referred to Proposition 3.3 in [2] or
Proposition 3.1 in [3]. Using the time change method in the above control problem for SDE
(1.6) and RBSDE (1.7) we get our main results.
Theorem 1.1 Under the assumptions (H1)-(H3), V (t, x) is joint Lipschitz continuous in (t, x) ∈
[0, T − δ] × Rd, for all δ > 0, i.e., there exists Cδ > 0 such that, for any (t, x), (t′, x′) ∈
[0, T − δ]× Rd,
|V (t, x)− V (t′, x′)| ≤ Cδ(|t− t′|+ |x− x′|). (1.9)
In fact, we will even show more: the value functions Vn, n ≥ 1, of the associated stochastic
control problem in which the reflected BSDE is replaced by the penalized one (see (2.7) and
(2.9)), satisfy (1.9), uniformly with respect to n ≥ 1.
Remark 1.3 A symmetric argument shows that the continuous viscosity solution V (t, x) of
equation (1.3) with an upper obstacle also satisfies the joint Lipschitz property as that stated
in Theorem 1.1 for the viscosity solution of the equation (1.2) with a lower obstacle. For the
stochastic interpretation of the solution V of equation (1.3) the reader is referred to (3.2).
Concerning the joint semiconcavity which is our second main result, we will give a counterex-
ample which shows that the viscosity solution V of HJB equation (1.2) with a lower obstacle
is, in general, not semiconcave on [0, T − δ]×Rd (δ > 0), even if the lower obstacle is constant.
However, if V is the viscosity solution of HJB equation (1.3) with an upper obstacle, then V
has the joint semiconcavity property in (t, x) ∈ [0, T − δ] × Rd, for all δ > 0. For this we need
the following assumptions:
H3’) Φ(x) ≤ ϕ(T, x), x ∈ Rd.
H4) f(t, x, y, z, u) is semiconcave in (t, x, y, z) ∈ [0, T ]×Rd×R×Rm, uniformly with respect
to u ∈ U (i.e., the semiconcavity constant Cδ doesn’t depend on u); Φ(x) is semiconcave.
H5) The first-order derivatives ∇(t,x)b, ∇(t,x)σ of b and σ with respect to (t, x) exist, are
continuous in (t, x, u) and Lipschitz continuous in (t, x), uniformly with respect to u ∈ U.
H6) f(t, x, y, z, u) = f(t, x, y, u) is independent of z; ϕ is semiconcave in (t, x) ∈ [0, T ]×Rd.
H7) ϕ(t, x) = ϕ ∈ R, (t, x) ∈ [0, T ]× Rd.
Theorem 1.2 In addition to (H1), (H2), and (H3’), we assume that H4), H5) as well as either
H6) or H7) hold. Then, the value function V which is the viscosity solution of HJB equation
(1.3), is (Cδ)-semiconcave on [0, T − δ]× Rd, for all δ > 0.
Remark 1.4 A standard transformation allows to replace the assumption H7) of constancy of
ϕ by that ϕ ∈ C3,4b ([0, T ]×Rd). For simplicity we restrict ourselves to H7). However, also here
for the case of semiconcavity we will prove even more: under the assumptions of the theorem the
value functions Vn, n ≥ 1, of the associated stochastic control problem, in which the reflected
BSDE is replaced by penalized ones (see, (2.7) and (3.7)), are Cδ-semiconcave on [0, T −δ]×Rd,
uniformly with respect to n ≥ 1, for all δ > 0.
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Remark 1.5 1) The boundedness assumption on the coefficients is made to simplify the com-
putations and to emphasize the main arguments.
2) The above two theorems remain valid for HJB equations (1.1) without obstacle. Indeed,
all coefficients are bounded, and so the viscosity solution V (t, x) of the HJB equation without
obstacle is |V (t, x)| ≤ C, (t, x) ∈ [0, T ] × Rd, for some C ∈ R depending only on the bounds
of σ, b, f and Φ. It suffices to suppose that the obstacle ϕ is sufficiently large, i.e., |ϕ(t, x)| ≥
C, (t, x) ∈ [0, T ]×Rd, in order to interpret V as a solution of HJB equation with obstacle. On
the other hand, the associated BSDE becomes a RBSDE with a lower obstacle or an upper one,
see Remark 2.1. Therefore, we only need to study HJB (1.2) or (1.3).
Our paper is organized as follows. In Section 2, we study the joint Lipschitz continuity
for the HJB equations with or without obstacles with the help of the associated stochastic
control problems which cost functionals are given by BSDEs or by RBSDEs. For this end, a
special BSDE method based on a time change is developed. Section 3 is devoted to study the
semi-concavity for the HJB equations with or without obstacles. We prove that, under some
appropriate assumptions, the viscosity solution V also satisfies the semiconcavity property, but
only if it is the solution of a HJB equation (1.3) with an upper obstacle. Our analysis is based
on the combination of two time changes and the development of appropriate BSDE estimates
under time change. Concerning the viscosity solution of a HJB equation (1.2) with a lower
obstacle, we show with a simple counter-example that semiconcavity is, in general, not satisfied.
For the purpose of readability some basics on BSDEs and RBSDEs are given, but postponed to
the Appendix (Section 4).
2 The joint Lipschitz continuity of the value function
Given a compact metric control state space U we consider the Hamilton-Jacobi-Bellman (HJB)
equation with a lower obstacle
min
{
V (t, x)− ϕ(t, x),− ∂
∂t
V (t, x)− inf u∈UH(t, x, V (t, x),∇V (t, x), D2V (t, x), u)
}
= 0,
(2.1)
(t, x) ∈ [0, T ]× Rd, with terminal condition V (T, x) = Φ(x), x ∈ Rd, and with the Hamiltonian
H(t, x, y, p, A, u) =
1
2
tr (σσ∗(t, x, u)A) + b(t, x, u)p+ f(t, x, y, pσ(t, x, u), u),
(t, x, y, p, A, u) ∈ [0, T ]× Rd × R× Rd × Sd × U .
The coefficients
σ : [0, T ]× Rd × U → Rd×m, b : [0, T ]× Rd × U → Rd,
f : [0, T ]× Rd × R× Rm × U → R, Φ : Rd → R and ϕ : [0, T ]× Rd → R
are continuous functions which we suppose to satisfy H1)-H3).
It is by now well-known (see, for instance, [3], [16]) that the above HJB equation with the
obstacle possesses a continuous viscosity solution V ∈ Cb([0, T ] × Rd) (the space of bounded
continuous functions over [0, T ] × Rd) which is unique in the class of viscosity solutions with
polynomial growth. It can be stochastically interpreted by the following controlled stochastic
system.
Let (t, x) ∈ [0, T ] × Rd. Given a m-dimensional Brownian motion W = (Ws)s∈[t,T ] with
Wt = 0, defined on a complete probability space (Ω,F , P ) endowed with the filtration FW =
5
(FWs )s∈[t,T ] generated by the Brownian motion W and completed by all P -null sets. We intro-
duce the following spaces which will be used frequently in what follows:
S2
FW
(t, T ;Rd) := {(ψs)t≤s≤T Rd-valued FW -adapted continuous process : E[ sup
t≤s≤T
|ψs|2] < +∞};
L2
FW
(t, T ;Rd) := {(ψs)t≤s≤T Rd-valued FW -progressively measurable : E[
∫ T
t
|ψs|2ds] < +∞};
A2
FW
(t, T ) := {(ψs)t≤s≤T ∈ S2FW (t, T ;R) : ψ increasing process, ψt = 0}.
We consider the forward stochastic differential equation (SDE){
dXt,x,us = σ(s,X
t,x,u
s , us)dWs + b(s,X
t,x,u
s , us)ds, s ∈ [t, T ],
X
t,x,u
t = x,
(2.2)
which we associate with the reflected backward stochastic differential equation (RBSDE) with
a lower barrier
dY t,x,us = −f(s,Xt,x,us , Y t,x,us , Zt,x,us , us)ds+ Zt,x,us dWs − dKt,x,us ,
Y
t,x,u
T = Φ(X
t,x,u
T ),
Y t,x,us ≥ ϕ(s,Xt,x,us ), (Y t,x,us − ϕ(s,Xt,x,us ))dKt,x,us = 0, s ∈ [t, T ].
(2.3)
The control process u runs the set of admissible controls UWt,T := L0FW (t, T ;U), defined as set
of all FW -progressively measurable processes over (Ω,F , P ), taking their values in U . Then,
from [10] and [7] we know SDE (2.2) and RBSDE (2.3) have a unique solution
(Xt,x,u, (Y t,x,u, Zt,x,u,Kt,x,u)) ∈ S2
FW
(t, T ;Rd)× S2
FW
(t, T ;R)× L2
FW
(t, T ;Rm)×A2
FW
(t, T ).
In order to emphasize that we have to deal with the solution of a decoupled forward-backward
system driven by the Brownian motion W , we also write
(Xt,x,u(W ), (Y t,x,u(W ), Zt,x,u(W ),Kt,x,u(W ))) = (Xt,x,u, (Y t,x,u, Zt,x,u,Kt,x,u)).
Observe that Y t,x,ut is FWt -measurable, and can, hence, be identified with the deterministic real
value E[Y t,x,ut ]. Moreover, from [3] or [16] we know
V (t, x) := inf u∈UW
t,T
Y
t,x,u
t (W ), (t, x) ∈ [0, T ]× Rd, (2.4)
belongs to Cb([0, T ] × Rd) and is the unique viscosity solution (unique in Cp([0, T ] × Rd)) of
HJB equation (2.1) with the obstacle. Standard SDE and BSDE estimates allow to show (see,
e.g., [3] or [16]) that, for all t, t′ ∈ [0, T ], x, x′ ∈ Rd,
(i)|V (t, x)| ≤ C,
(ii)|V (t, x) − V (t, x′)| ≤ C|x− x′|,
(iii)|V (t, x)− V (t′, x)| ≤ C(1 + |x|)
√
|t− t′|.
(2.5)
Remark 2.1 The above constant C depends only on the bounds and the Lipschitz constants of
the functions σ, b, f, ϕ and Φ. We also observe that, if the coefficients f and Φ are bounded by
C0 ∈ R+ and ϕ ≤ −C0(1 + T ) on [0, T ]×Rd, then from the comparison theorem-Lemma 4.4 in
Section 4
|Y t,x,us | ≤ C0(1 + T ), and Kt,x,us = 0, s ∈ [t, T ], (t, x) ∈ [0, T ]× Rd.
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This also shows that, by choosing ϕ(t, x) = −C0(1 + T ), (t, x) ∈ [0, T ]× Rd, a BSDE with the
coefficients f and Φ bounded by C0 can be regarded as a reflected BSDE with a lower barrier
ϕ, which coefficients satisfy our standard assumptions of boundedness and Lipschitz continuity.
Similarly, by choosing ϕ̂(t, x) = C0(1 + T ), (t, x) ∈ [0, T ] × Rd, a BSDE with the coefficients
f and Φ bounded by C0 can be regarded as a reflected BSDE with an upper barrier ϕ̂, which
coefficients satisfy our standard assumptions of boundedness and Lipschitz continuity. That
means, the value function defined by (2.4) is the unique viscosity solution of HJB equation (1.1)
without obstacle. So our studies of the regularity properties of the solutions of HJB equations
with obstacles include in particular those without obstacles.
Unlike (2.5) our objective here is to study the joint Lipschitz continuity of V (t, x) in (t, x).
This joint Lipschitz property of the solution V of such HJB equations was somewhat expected,
see, Krylov [10]. However, it doesn’t hold on [0, T ]× Rd as the following example shows.
Example 2.1 We let the dimension m = d = 1, and we choose the coefficients b = 0, σ =
1, f = 0, and Φ(x) = |x|, x ∈ Rd. Then
V (t, 0) = E[Φ(Xt,0T )] = E[|WT −Wt|] =
√
2
π
√
T − t, t ∈ [0, T ].
It’s obvious that V is not Lipschitz in t and, hence, not jointly Lipschitz in (t, x) for t around
t = T ; however, V is jointly Lipschitz on [0, T − δ]× R, for all δ > 0.
Our objective in this section is to investigate the joint Lipschitz property of the value function
V . More precisely, we have the following
Theorem 2.1 Under our standard assumptions H1)-H3) the value function V (., .) is jointly
Lipschitz continuous on [0, T − δ]× Rd, for all δ > 0.
The proof of this theorem will be split into a sequel of different statements. It formalizes and
generalizes the method of time change for the underlying Brownian motion introduced into the
frame of stochastic control problems with classical cost functional in [1].
In order to estimate the reflected BSDEs (2.3) driven by W , we approximate them by penal-
ized BSDEs. More precisely, we approximate (2.3) with its unique solution (Y t,x,u, Zt,x,u,Kt,x,u)
by the following penalized BSDEs:
dY t,x,u;ns = −[f(s,Xt,x,us , Y t,x,u;ns , Zt,x,u;ns , us) + n
(
Y t,x,u;ns − ϕ(s,Xt,x,us )
)−
]ds
+ Zt,x,u;ns dWs, s ∈ [t, T ],
Y
t,x,u;n
T = Φ(X
t,x,u
T ), n ≥ 1.
(2.6)
For all n ≥ 1, BSDE (2.6) has a unique solution (Y t,x,u;n, Zt,x,u;n) ∈ S2
FW
(t, T )×L2
FW
(t, T ;Rm).
We define
Vn(t, x) := inf u∈UW
t,T
Y
t,x,u;n
t , (t, x) ∈ [0, T ]× Rd. (2.7)
Proposition 2.1 Under our standard assumptions H1) and H3) we have
i) Y t,x,u;1s ≤ Y t,x,u;2s ≤ · · · ≤ Y t,x,u;ns → Y t,x,us , as n→ +∞, s ∈ [t, T ], P-a.s., u ∈ UWt,T ;
ii) E
[
sup
s∈[t,T ]
∣∣Y t,x,u;ns − Y t,x,us ∣∣2+∫ T
t
∣∣Zt,x,u;ns − Zt,x,us ∣∣2 ds
+ sup
s∈[t,T ]
∣∣∣∣Kt,x,us − n ∫ s
t
(Y t,x,u;nr − ϕ(r,Xt,x,ur ))−dr
∣∣∣∣2
]
→ 0, as n→ +∞, u ∈ UWt,T ;
iii) V1(t, x) ≤ V2(t, x) ≤ · · · ≤ Vn(t, x)→ V (t, x), as n→ +∞, (t, x) ∈ [0, T ]× Rd.
(2.8)
7
For the proof of these classical results, in particular those of i) and ii), the reader is referred
to Section 6 of [7]. The result iii) can be consulted, for instance, in Theorem 4.2 in [3] or in
Lemma 4.3 in [16].
Theorem 2.1 follows from the following theorem combined with Proposition 2.1 iii).
Theorem 2.2 Under the assumptions H1)-H3), for all δ > 0, Vn(t, x) is jointly Lipschitz
continuous in (t, x) ∈ [0, T − δ]× Rd, uniformly with respect to n ≥ 1, i.e., for all δ > 0, there
exists Cδ > 0 such that, for any n ≥ 1, (t0, x0), (t1, x1) ∈ [0, T − δ]× Rd,
|Vn(t0, x0)− Vn(t1, x1)| ≤ Cδ(|t0 − t1|+ |x0 − x1|). (2.9)
The proof is based on the method of time change and split into several steps. Let us
arbitrarily fix δ > 0, (t0, x0), (t1, x1) ∈ [0, T − δ]×Rd. Moreover, let W 0 = (W 0s )s∈[t0,T ] be a m-
dimensional Brownian motion with W 0t0 = 0, and let u
0 ∈ UW 0t0,T . With the notations introduced
above we put:
(X0, Y 0, Z0,K0) = (Xt0,x0,u
0
(W 0), Y t0,x0,u
0
(W 0), Zt0,x0,u
0
(W 0),Kt0,x0,u
0
(W 0)), (2.10)
(the unique solution of SDE (2.2) and RBSDE (2.3) driven by the Brownian motion W 0 and
with initial data (t0, x0)), and
(Y 0,n, Z0,n) = (Y t0,x0,u
0;n(W 0), Zt0,x0,u
0;n(W 0)), (2.11)
(the unique solution of BSDE (2.6) driven by the Brownian motion W 0 and with (t0, x0, u
0)
instead of (t, x, u)).
We introduce the linear time change τ : [t1, T ]→ [t0, T ] by setting
τ(s) = t0 +
T − t0
T − t1 (s− t1), s ∈ [t1, T ], (2.12)
and we remark that τ˙
(
=
d
ds
τ(s)
)
=
T − t0
T − t1 . Consequently,
W 1s :=W
0
τ(s)
1√
τ˙
, s ∈ [t1, T ], (2.13)
defines a (m-dimensional) Brownian motion withW 1t1 = 0. Then, obviously, the time transformed
control process u1s := u
0
τ(s), s ∈ [t1, T ], is an admissible control process with respect to the
natural filtration FW
1
= (FW 1s )s∈[t1,T ] generated by the Brownian motion W 1 over the time
interval [t1, T ]: u
1 = (u1s)s∈[t1,T ] ∈ UW
1
t1,T
(
= L0
FW
1 (t1, T ;U)
)
.
Having a Brownian motionW 1 = (W 1s )s∈[t1,T ] over the time interval [t1, T ] and an associated
admissible control u1 ∈ UW 1t1,T we can solve the corresponding system (2.2)-(2.3), but now driven
by the Brownian motion W 1, with ((t1, x1),W
1, u1) at the place of ((t0, x0),W
0, u0), and we
denote its unique solution by
(X1, Y 1, Z1,K1) = (Xt1,x1,u
1
(W 1), Y t1,x1,u
1
(W 1), Zt1,x1,u
1
(W 1),Kt1,x1,u
1
(W 1)). (2.14)
Correspondingly, the solution of the penalized BSDE (2.6) driven by the Brownian motion W 1
is denoted by
(Y 1,n, Z1,n) = (Y t1,x1,u
1;n(W 1), Zt1,x1,u
1;n(W 1)), (2.15)
while the associated solution of the forward equation is again X1 = Xt1,x1,u
1
(W 1).
Therefore, the above procedure has provided two different forward equations, that for X0 =
Xt0,x0,u
0
(W 0) and X1 = Xt1,x1,u
1
(W 1), i.e.,
dX0s = σ(s,X
0
s , u
0
s)dW
0
s + b(s,X
0
s , u
0
s)ds, s ∈ [t0, T ], X0t0 = x0, (2.16)
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dX1s = σ(s,X
1
s , u
1
s)dW
1
s + b(s,X
1
s , u
1
s)ds, s ∈ [t1, T ], X1t1 = x1, (2.17)
which we associate with the respective RBSDEs
dY 0s = −f(s,X0s , Y 0s , Z0s , u0s)ds+ Z0sdW 0s − dK0s ,
Y 0T = Φ(X
0
T ),
Y 0s ≥ ϕ(s,X0s ), (Y 0s − ϕ(s,X0s ))dK0s = 0, s ∈ [t0, T ],
(2.18)
and 
dY 1s = −f(s,X1s , Y 1s , Z1s , u1s)ds+ Z1sdW 1s − dK1s ,
Y 1T = Φ(X
1
T ),
Y 1s ≥ ϕ(s,X1s ), (Y 1s − ϕ(s,X1s ))dK1s = 0, s ∈ [t1, T ].
(2.19)
On the other hand, RBSDE (2.18) with its unique solution (Y 0, Z0,K0) is approximated by the
following penalized BSDEs:{
dY 0,ns = −[f(s,X0s , Y 0,ns , Z0,ns , u0s) + n
(
Y 0,ns − ϕ(s,X0s )
)−
]ds+ Z0,ns dW
0
s ,
Y
0,n
T = Φ(X
0
T ), s ∈ [t0, T ], n ≥ 1.
(2.20)
And RBSDE (2.19) with its unique solution (Y 1, Z1,K1) is approximated by the following
penalized equations{
dY 1,ns = −[f(s,X1s , Y 1,ns , Z1,ns , u1s) + n
(
Y 1,ns − ϕ(s,X1s )
)−
]ds+ Z1,ns dW
1
s ,
Y
1,n
T = Φ(X
1
T ), s ∈ [t1, T ], n ≥ 1.
(2.21)
In order to be able to compare the both SDEs (2.16) and (2.17) which are defined over
different time intervals and driven by different Brownian motions, we have to make the inverse
time change τ−1 : [t0, T ]→ [t1, T ], τ−1(s) = t1 + T−t1T−t0 (s− t0), s ∈ [t0, T ], in equation (2.17) in
order to have two SDEs driven by the same Brownian motion W 0 = (W 0s )s∈[t0,T ]. For this we
define
X˜1s := X
1
τ−1(s), Y˜
1,n
s := Y
1,n
τ−1(s), Z˜
1,n
s :=
1√
τ˙
Z
1,n
τ−1(s), s ∈ [t0, T ]. (2.22)
By observing that
W 1τ−1(s) =
1√
τ˙
W 0s , and u
1
τ−1(s) = u
0
s, s ∈ [t0, T ], (2.23)
we deduce from (2.17) that X˜1 = (X˜1s )s∈[t0,T ] is the unique continuous F
W 0-adapted solution
of the SDE
dX˜1s =
1√
τ˙
σ(τ−1(s), X˜1s , u
0
s)dW
0
s +
1
τ˙
b(τ−1(s), X˜1s , u
0
s)ds, s ∈ [t0, T ], X˜1t0 = x1, (2.24)
and from (2.21) we get that (Y˜ 1,n, Z˜1,n) = (Y˜ 1,ns , Z˜
1,n
s )s∈[t0,T ] is the unique solution of the
penalized BSDE
dY˜ 1,ns = −
1
τ˙
[
f(τ−1(s), X˜1s , Y˜
1,n
s ,
√
τ˙ Z˜1,ns , u
0
s) + n(Y˜
1,n
s − ϕ(τ−1(s), X˜1s ))−
]
ds
+ Z˜1,ns dW
0
s , s ∈ [t0, T ],
Y˜
1,n
T = Φ(X˜
1
T ), n ≥ 1.
(2.25)
We will prove the following crucial result:
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Proposition 2.2 There is some Cδ ∈ R only depending on δ, and on the bounds and the
Lipschitz constants of the coefficients such that, for all n ≥ 1, s ∈ [t0, T ], P-a.s.,
i)
|Y˜ 1,ns − Y 0,ns | ≤ Cδ(|t0 − t1|+ sup
r∈[t0,s]
|X0r − X˜1r |). (2.26)
In particular,
|Y 1,nt1 − Y 0,nt0 | = |Y˜ 1,nt0 − Y 0,nt0 | ≤ Cδ(|t0 − t1|+ |x0 − x1|). (2.27)
ii) If, in addition, ϕ(t, x) = ϕ ∈ R, (t, x) ∈ [0, T ]×Rd, then for all p ≥ 1 there is some constant
Cδ,p such that, for all n ≥ 1, s ∈ [t0, T ], P-a.s.,
E[
(∫ T
s
|Z˜1,nr − Z0,nr |2dr
)p
|FW 0s ] ≤ Cδ,p
(
|t0 − t1|2 + sup
r∈[t0,s]
|X0r − X˜1r |2
)p
. (2.28)
Let us begin by showing that Proposition 2.2 allows to prove Theorem 2.2.
Proof (of Theorem 2.2). Let n ≥ 1, and recall that
Vn(t0, x0) := inf u0∈UW0
t0,T
Y
t0,x0,u
0;n
t0 = inf u0∈UW0
t0,T
Y
0,n
t0 .
Thus, choosing ǫ > 0 arbitrarily small we can find some control u0 ∈ UW 0t0,T (depending on ǫ > 0
and on n ≥ 1) such that
Y
0,n
t0 ≤ Vn(t0, x0) + ǫ.
On the other hand,
Y˜
1,n
t0 = Y
1,n
t1 ≥ Vn(t1, x1).
Hence, from Proposition 2.2 we get
Vn(t1, x1)− Vn(t0, x0) ≤ Y˜ 1,nt0 − Y 0,nt0 + ǫ ≤ |Y˜ 1,nt0 − Y 0,nt0 |+ ǫ
≤ Cδ(|t0 − t1|+ |X0t0 − X˜1t0 |) + ǫ = Cδ(|t0 − t1|+ |x0 − x1|) + ǫ.
(2.29)
Then, the arbitrariness of ǫ > 0 yields Vn(t1, x1) − Vn(t0, x0) ≤ Cδ(|t0 − t1| + |x0 − x1|), and
from the symmetry of the argument we obtain
|Vn(t1, x1)− Vn(t0, x0)| ≤ Cδ(|t1 − t0|+ |x1 − x0|).
Finally, by recalling that the constant Cδ from Proposition 2.2 is independent of (t0, x0), (t1, x1),
and n ≥ 1, we complete the proof.
The proof of Proposition 2.2 is split into a sequel of lemmas. The first one concerns the
comparison of the SDEs (2.16) and (2.24), i.e.,
dX0s = σ(s,X
0
s , u
0
s)dW
0
s + b(s,X
0
s , u
0
s)ds, s ∈ [t0, T ], X0t0 = x0,
and,
dX˜1s =
1√
τ˙
σ(τ−1(s), X˜1s , u
0
s)dW
0
s +
1
τ˙
b(τ−1(s), X˜1s , u
0
s)ds, s ∈ [t0, T ], X˜1t0 = x1.
To estimate the difference of solutions of these both SDEs, the following lemma turns out to be
useful. It can be got by a straight–forward computation (see also [1]).
Lemma 2.1 For the above introduced time change τ : [t1, T ]→ [t0, T ] we have
|τ−1(s)− s|+
∣∣∣∣1τ˙ − 1
∣∣∣∣+ ∣∣∣∣ 1√τ˙ − 1
∣∣∣∣ ≤ Cδ|t0 − t1|, s ∈ [t0, T ], (2.30)
where the constant Cδ only depends on T and δ > 0, but not on t0, t1 ∈ [0, T − δ].
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The above lemma combined with SDE standard estimates allows to get the following result.
Lemma 2.2 There is some Cδ,p ∈ R+ only depending on the bounds of σ, b, their Lipschitz
constants, and on δ, p ≥ 1, such that, for all s ∈ [t0, T ],
E[ sup
r∈[s,T ]
|X0r − X˜1r |p|FW
0
s ] ≤ Cδ,p(|t0 − t1|p + |X0s − X˜1s |p), P-a.s. (2.31)
In particular, for s = t0,
E[ sup
r∈[t0,T ]
|X0r − X˜1r |p] ≤ Cδ,p(|t0 − t1|p + |x0 − x1|p). (2.32)
Proof. Taking the difference between the SDEs (2.16) and (2.24) we obtain
d(X0s − X˜1s ) =
(
σ(s,X0s , u
0
s)−
1√
τ˙
σ(τ−1(s), X˜1s , u
0
s)
)
dW 0s
+
(
b(s,X0s , u
0
s)−
1
τ˙
b(τ−1(s), X˜1s , u
0
s)
)
ds, s ∈ [t0, T ],
X0t0 − X˜1t0 =x0 − x1.
(2.33)
Thus, taking into account that b and σ are bounded, SDE standard estimates yield that, for all
p ≥ 1 there is some constant Cp only depending on the bounds and the Lipschitz coefficients of
σ and b as well as of T and p, such that
E[ sup
s≤r≤T
|X˜1r −X0r |p|FW
0
s ] ≤ Cp ·
(∣∣∣∣1τ˙ − 1
∣∣∣∣p + ∣∣∣∣ 1√τ˙ − 1
∣∣∣∣p + ∫ T
s
|τ−1(r)− r|pdr + |X˜1s −X0s |p
)
,
(2.34)
t0 ≤ s ≤ T, p ≥ 1. Finally, by applying the preceding lemma we complete the proof.
We will also need the following lemma.
Lemma 2.3 i) There exists some constant C only depending on the bounds of f, Φ and ϕ, such that∣∣Y i,ns ∣∣ ≤ C, s ∈ [ti, T ], n ≥ 1, i = 0, 1, P-a.s. (2.35)
ii) For all p ≥ 1 there is some constant Cp only depending on the bounds of the coefficients
f, Φ and ϕ, and on p, such that s ∈ [ti, T ], n ≥ 1, i = 0, 1,
E
(∫ T
s
∣∣Zi,nr ∣∣2 dr
)p
+
(
n
∫ T
s
(Y i,nr − ϕ(r,X ir))−dr
)2p ∣∣∣FW is
 ≤ Cp, P-a.s. (2.36)
Proof. Assertion i) follows directly from Proposition 2.1-i), and the comparison theorem for
reflected BSDEs (Lemma 4.4 in Section 4) and the boundedness of the coefficients f, Φ, and ϕ.
ii) From the penalized BSDEs (2.20) and (2.21), i) and the boundedness of the coefficients
f and Φ we have, for some constant Cp,
n
∫ T
s
(Y i,nr − ϕ(r,X ir))−dr ≤ Cp +
∫ T
s
Zi,nr dW
i
r , s ∈ [ti, T ], n ≥ 1.
Hence,
E[(n
∫ T
s
(Y i,nr − ϕ(r,X ir))−dr)2p|FW
i
s ] ≤ Cp + CpE[(
∫ T
s
|Zi,nr |2dr)p|FW
i
s ], s ∈ [ti, T ]. (2.37)
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On the other hand, from Itoˆ’s formula:
|Y i,ns |2 +
∫ T
s
|Zi,nr |2dr = |Φ(X iT )|2 + 2
∫ T
s
Y i,nr f(r,X
i
r, Y
i,n
r , Z
i,n
r , u
i
r)dr
+ 2n
∫ T
s
Y i,nr (Y
i,n
r − ϕ(r,X ir))−dr − 2
∫ T
s
Y i,nr Z
i,n
r dW
i
r , s ∈ [ti, T ], n ≥ 1.
(2.38)
From (2.38) together with i),
E[(
∫ T
s
|Zi,nr |2dr)2p|FW
i
s ] ≤Cp + CpE[(n
∫ T
s
(Y i,nr − ϕ(r,X ir))−dr)2p|FW
i
s ]
+ CpE[(
∫ T
s
|Zi,nr |2dr)p|FW
i
s ], s ∈ [ti, T ], n ≥ 1.
(2.39)
The result ii) for p = 1 (see page 719-720 in Section 6 in [7]) combined with (2.38) and (2.39)
yields the general result ii).
For the proof of Proposition 2.2 we have to compare the BSDEs (2.20) and (2.25), i.e.,{
dY 0,ns = −[f(s,X0s , Y 0,ns , Z0,ns , u0s) + n
(
Y 0,ns − ϕ(s,X0s )
)−
]ds+ Z0,ns dW
0
s ,
Y
0,n
T = Φ(X
0
T ), s ∈ [t0, T ],
(2.40)
and 
dY˜ 1,ns = −
1
τ˙
[
f(τ−1(s), X˜1s , Y˜
1,n
s ,
√
τ˙ Z˜1,ns , u
0
s) + n(Y˜
1,n
s − ϕ(τ−1(s), X˜1s ))−
]
ds
+ Z˜1,ns dW
0
s , s ∈ [t0, T ],
Y˜
1,n
T = Φ(X˜
1
T ).
(2.41)
But, the different structure of the penalization terms and different obstacles don’t allow a
direct estimate to get Proposition 2.2; so intermediate steps are necessary.
Let us first compare BSDE (2.41) with the following BSDE (2.42):
dŶ 1,ns =−
[
f(s,X0s , Ŷ
1,n
s −As, Ẑ1,ns , u0s) + n(Ŷ 1,ns − ϕ(s,X0s )−As)−
+ Cδ|t0 − t1|(1 + |Ẑ1,ns |) + CAs
]
ds+ Ẑ1,ns dW
0
s , s ∈ [t0, T ],
Ŷ
1,n
T =Φ(X
0
T ) +AT ,
(2.42)
where Cδ, C ≥ 1 are constants which are large enough (their precise choice becomes clear from
the proof of the lemma below), and
As := Cδ sup
r∈[t0,s]
(|t0 − t1|+ |X˜1r −X0r |), s ∈ [t0, T ]. (2.43)
Note that A = (As)s∈[t0,T ] is an F
W 0 -adapted, continuous increasing process, At0 = Cδ(|t0 −
t1|+ |x0 − x1|), and from Lemma 2.2 we see that: for all q ≥ 1,
E[AqT −Aqs|FW
0
s ] ≤ Cδ,q ·
(
|t0 − t1|q + |X˜1s −X0s |q
)
, s ∈ [t0, T ]. (2.44)
Lemma 2.4 Under our standard assumptions H1)-H3) we have
Y˜ 1,ns ≤ Ŷ 1,ns , s ∈ [t0, T ], n ≥ 1, P-a.s. (2.45)
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Proof. The proof is based on the comparison theorem for BSDEs (Lemma 4.2 in Section 4).
For this we note that, since ϕ is bounded and Lipschitz,
|1
τ˙
ϕ(τ−1(s), X˜1s )− ϕ(s,X0s )| ≤ C(|1 −
1
τ˙
|+ |τ−1(s)− s|+ |X˜1s −X0s |)
≤ Cδ(|t1 − t0|+ |X˜1s −X0s |), s ∈ [t0, T ],
(2.46)
(recall Lemma 2.1). Thus, recalling that Y˜ 1,n s bounded, uniformly w.r.t. n ≥ 1, we get from
Lemma 2.1 that
Y˜ 1,ns − ϕ(s,X0s ) ≤ 1τ˙ (Y˜ 1,ns − ϕ(τ−1(s), X˜1s )) + Cδ(|t1 − t0|+ |X˜1s −X0s |)
≤ 1τ˙ (Y˜ 1,ns − ϕ(τ−1(s), X˜1s )) +As, s ∈ [t0, T ].
(2.47)
Then, from (2.47),
(
1
τ˙
(Y˜ 1,ns − ϕ(τ−1(s), X˜1s )))− ≤ (Y˜ 1,ns − ϕ(s,X0s )−As)−, s ∈ [t0, T ]. (2.48)
Moreover, from
|1
τ˙
f(τ−1(s), X˜1s , Y˜
1,n
s ,
√
τ˙ Z˜1,ns , u
0
s)− f(s,X0s , Y˜ 1,ns , Z˜1,ns , u0s)|
≤ C(|1
τ˙
− 1|+ |τ−1(s)− s|+ |1−
√
τ˙ ||Z˜1,ns |) + C|X˜1s −X0s |
≤ Cδ|t0 − t1|(1 + |Z˜1,ns |) + C|X˜1s −X0s |
≤ Cδ|t0 − t1|(1 + |Z˜1,ns |) +As, s ∈ [t0, T ],
(2.49)
we have
1
τ˙
f(τ−1(s), X˜1s , Y˜
1,n
s ,
√
τ˙ Z˜1,ns , u
0
s)
≤ f(s,X0s , Y˜ 1,ns , Z˜1,ns , u0s) + Cδ|t0 − t1|(1 + |Z˜1,ns |) +As
≤ f(s,X0s , Y˜ 1,ns −As, Z˜1,ns , u0s) + Cδ|t0 − t1|(1 + |Z˜1,ns |) + CAs, s ∈ [t0, T ].
(2.50)
We also observe that, thanks to the Lipschitz property of Φ,
Φ(X˜1T ) ≤ Φ(X0T ) +AT , P-a.s. (2.51)
The relations (2.48), (2.50) and (2.51) allow to apply the comparison theorem (Lemma 4.2
in Section 4) to the both BSDEs, and thus to conclude that
Y˜ 1,ns ≤ Ŷ 1,ns , s ∈ [t0, T ], n ≥ 1, P-a.s.
The statement of the above lemma can be strengthened as follows:
Lemma 2.5 Under the standard assumptions H1)-H3) the following holds true:
i) − C ≤ Y˜ 1,ns ≤ Ŷ 1,ns ≤ Cδ + CδAs, s ∈ [t0, T ], n ≥ 1, P-a.s.;
ii) E[
∫ T
s
|Ẑ1,nr |2dr|FW
0
s ] ≤ Cδ(1 +A2s), s ∈ [t0, T ], n ≥ 1, P-a.s.
(2.52)
Proof. i) Firstly, from Lemma 2.3 we know that |Y˜ 1,ns | ≤ C, s ∈ [t0, T ], n ≥ 1, P-a.s. Secondly,
thanks to the boundedness of f and ϕ, for some constant C′ large enough, we have
f(s,X0s , Ŷ
1,n
s −As, Ẑ1,ns , u0s) + n(Ŷ 1,ns − (ϕ(s,X0s ) +As))− + Cδ|t0 − t1|(1 + |Ẑ1,ns |) + CAs
≤ C ′ + n(Ŷ 1,ns − (C
′
+ C
′
As))
− + Cδ(1 + |Ẑ1,ns |) + C
′
As,
(2.53)
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and Φ(X0T ) +AT ≤ Φ(X0T ) + C
′
AT . Hence, we can compare (2.42) with the BSDE (2.54): dY
1,n
s =−
(
C
′
+ n(Y
1,n
s − (C
′
+ C
′
As))
− + Cδ(1 + |Z1,ns |) + C
′
As
)
ds+ Z
1,n
s dW
0
s ,
Y
1,n
T =Φ(X
0
T ) + C
′
AT , s ∈ [t0, T ].
(2.54)
From the comparison theorem for BSDEs (Lemma 4.2 in Section 4) we get that
Ŷ 1,ns ≤ Y
1,n
s , s ∈ [t0, T ], n ≥ 1, P-a.s. (2.55)
On the other hand, putting Y
2,n
s := Y
1,n
s − C
′
As, s ∈ [t0, T ], we get dY
2,n
s =−
(
C
′
+ n(Y
2,n
s − C
′
)− + Cδ(1 + |Z1,ns |) + C
′
As
)
ds− C ′dAs + Z1,ns dW 0s ,
Y
2,n
T =Φ(X
0
T ), s ∈ [t0, T ].
(2.56)
By observing that,
(Y
2,n
s − C
′
)(Y
2,n
s − C
′
)− ≤ 0, (2.57)
thanks to Itoˆ’s formula and the boundedness of Φ, for arbitrary γ > 0,
eγs|Y 2,ns − C
′ |2 + E[
∫ T
s
eγr(γ|Y 2,nr − C
′ |2 + |Z1,nr |2)dr|FW
0
s ]
≤ Cδ,γ + E[
∫ T
s
eγr(Cδ|Y 2,nr − C
′ |2 + 1
2
|Z1,nr |2)dr|FW
0
s ]
+ CγE[A
2
T |FW
0
s ] + 2E[
∫ T
s
eγr(Y
2,n
r − C
′
)C
′
dAr|FW 0s ], s ∈ [t0, T ], n ≥ 1.
(2.58)
Hence, for γ ≥ Cδ + 1 large enough,
|Y 2,ns − C
′ |2 + E[
∫ T
s
|Z1,nr |2dr|FW
0
s ]
≤ Cδ,γ + Cδ,γA2s + ĈγE[ sup
r∈[s,T ]
|Y 2,nr − C
′ |AT |FW 0s ], s ∈ [t0, T ], n ≥ 1,
(2.59)
where Ĉγ only depends on the coefficients in H1)-H3) and on δ, γ ≥ 0. Let 1 < p < 2 and q > 2
be such that 1p +
1
q = 1, and let us choose ε > 0 be such that Ĉγε(
2
2−p )
2
p < 1. Then,
E[ sup
r∈[s,T ]
|Y 2,nr − C
′ |AT |FW 0s ]
≤ (E[ sup
r∈[s,T ]
|Y 2,nr − C
′ |p|FW 0s ])
1
p (E[AqT |FW
0
s ])
1
q
≤ εM
2
p
s,t +
1
ε (E[A
q
T |FW
0
s ])
2
q
≤ εM
2
p
s,t +
1
εCδ,qA
2
s, t0 ≤ t ≤ s ≤ T, n ≥ 1 (see: (2.43) and (2.44)),
(2.60)
where
Ms,t := E[ sup
r∈[t,T ]
|Y 2,nr − C
′ |p|FW 0s ].
From Doob’s martingale inequality, since 2p > 1,
E[ sup
s∈[t,T ]
M
2
p
s,t|FW
0
t ] ≤ ( 22−p )
2
pE[M
2
p
T,t|FW
0
t ]
≤ ( 22−p )
2
pE[ sup
s∈[t,T ]
|Y 2,ns − C
′ |2|FW 0t ], t ∈ [t0, T ].
(2.61)
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Hence, from (2.59), (2.60) and (2.61),
E[ sup
s∈[t,T ]
|Y 2,ns − C
′ |2|FW 0t ] ≤ Cδ,γ + Cδ,εA2t
+Ĉγε(
2
2−p )
2
pE[ sup
s∈[t,T ]
|Y 2,ns − C
′ |2|FW 0t ], t ∈ [t0, T ],
(2.62)
and since Ĉγε(
2
2−p )
2
p < 1, we get
E[ sup
s∈[t,T ]
|Y 2,ns − C
′ |2|FW 0t ] ≤ C
′
δ(1 +A
2
t ), t ∈ [t0, T ], n ≥ 1, P-a.s. (2.63)
Then we get that (Y
2,n
s − C
′
)2 ≤ C ′δ(1 +A2s), i.e.,
|Y 2,ns | ≤ C
′
δ(1 +As), s ∈ [t0, T ]. (2.64)
Consequently,
Y˜ 1,ns ≤ Ŷ 1,ns ≤ Y
1,n
s = Y
2,n
s + C
′
As ≤ Cδ(1 +As), s ∈ [t0, T ], n ≥ 1, P-a.s.
ii) Let C0 be a bound of ϕ. Then, from the BSDE (2.42), we have
d(Ŷ 1,ns − (C0 +As))2 =
− 2(Ŷ 1,ns − (C0 +As)){f(s,X0s , Ŷ 1,ns −As, Ẑ1,ns , u0s) + n(Ŷ 1,ns − (ϕ(s,X0s ) +As))−
+ Cδ|t0 − t1|(1 + |Ẑ1,ns |) + CAs}ds+ |Ẑ1,ns |2ds
+ 2(Ŷ 1,ns − (C0 +As))Ẑ1,ns dW 0s − 2(Ŷ 1,ns − (C0 +As))dAs, s ∈ [t0, T ].
(2.65)
Furthermore, from the above result i), (Ŷ 1,nT −(C0+AT ))2 ≤ C(1+A2T ), (Ŷ 1,ns −(C0+As))(Ŷ 1,ns −
(ϕ(s,X0s ) + As))
− ≤ 0, and |Ŷ 1,ns − (C0 + As)| ≤ Cδ(1 + As), s ∈ [t0, T ], n ≥ 1, we get by
standard estimates
E[
∫ T
s
|Ẑ1,nr |2dr|FW
0
s ] ≤ Cδ + CδE[A2T |FW
0
s ] ≤ Cδ + Cδ(1 +A2s), s ∈ [t0, T ], n ≥ 1. (2.66)
The proof of the lemma is complete.
Let us put now
Y 2,ns := Ŷ
1,n
s −As, s ∈ [t0, T ], n ≥ 1. (2.67)
Then, from BSDE (2.42) with solution (Ŷ 1,n, Ẑ1,n) we get
dY 2,ns = − (f(s,X0s , Y 2,ns , Ẑ1,ns , u0s) + n(Y 2,ns − ϕ(s,X0s ))−
+ Cδ|t0 − t1|(1 + |Ẑ1,ns |) + CAs)ds+ Ẑ1,ns dW 0s − dAs, s ∈ [t0, T ],
Y
2,n
T = Φ(X
0
T ).
(2.68)
BSDE (2.68) has the advantage that its penalization term is exactly of the same form as that
in BSDE (2.40). This fact together with the both latter lemmas allow to prove
Lemma 2.6 Let us assume H1)-H3). Then, there is some constant Cδ such that
E[ sup
r∈[s,T ]
|Y 0,nr − Y 2,nr |2 +
∫ T
s
|Z0,nr − Z2,nr |2dr|FW
0
s ] ≤ CδA2s, (2.69)
and, in particular, |Y 0,ns − Y 2,ns | ≤ CδAs, s ∈ [t0, T ], n ≥ 1, P-a.s.
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Proof. We have to compare BSDE (2.68) with BSDE (2.40), i.e., with the equation{
dY 0,ns = −(f(s,X0s , Y 0,ns , Z0,ns , u0s) + n
(
Y 0,ns − ϕ(s,X0s )
)−
)ds+ Z0,ns dW
0
s , s ∈ [t0, T ],
Y
0,n
T = Φ(X
0
T ).
The proof uses ideas similar to that of (2.63). However, in view of the importance of the result
we prefer to give the proof for the reader’s convenience. Taking into account that
(Y 0,ns − Y 2,ns )((Y 0,ns − ϕ(s,X0s ))− − (Y 2,ns − ϕ(s,X0s ))−) ≤ 0, (2.70)
we get from standard BSDE estimates that, for arbitrary γ > 0,
eγs|Y 0,ns − Y 2,ns |2 + E[
∫ T
s
eγr(γ|Y 0,nr − Y 2,nr |2 + |Z0,nr − Ẑ1,nr |2)dr|FW
0
s ]
≤ E[
∫ T
s
eγr(Cδ|Y 0,nr − Y 2,nr |2 +
1
2
|Z0,nr − Ẑ1,nr |2)dr|FW
0
s ]
+ Cδ,γ |t0 − t1|2E[
∫ T
s
(1 + |Ẑ1,nr |2)dr|FW
0
s ] + Cδ,γE[A
2
T |FW
0
s ]
+ 2E[
∫ T
s
eγr(Y 0,nr − Y 2,nr )dAr |FW
0
s ], s ∈ [t0, T ], n ≥ 1.
(2.71)
Hence, for γ ≥ Cδ + 1 large enough,
|Y 0,ns − Y 2,ns |2 + E[
∫ T
s
|Z0,nr − Ẑ1,nr |2dr|FW
0
s ]
≤ Cδ,γA2s + Ĉδ,γE[ sup
r∈[s,T ]
|Y 0,nr − Y 2,nr |AT |FW
0
s ], s ∈ [t0, T ], n ≥ 1,
(2.72)
where Ĉδ,γ only depends on the coefficients in H1)-H3) and on δ, γ ≥ 0. Let 1 < p < 2 and
q > 2 be such that 1p +
1
q = 1, and let us choose ε > 0 be such that Ĉδ,γε(
2
2−p )
2
p < 1. Then,
E[ sup
r∈[s,T ]
|Y 0,nr − Y 2,nr |AT |FW
0
s ]
≤ (E[ sup
r∈[s,T ]
|Y 0,nr − Y 2,nr |p|FW
0
s ])
1
p (E[AqT |FW
0
s ])
1
q
≤ εM
2
p
s,t +
1
ε (E[A
q
T |FW
0
s ])
2
q
≤ εM
2
p
s,t +
1
εCδ,qA
2
s, t0 ≤ t ≤ s ≤ T, n ≥ 1 (see: (2.43) and (2.44)),
(2.73)
where
Ms,t := E[ sup
r∈[t,T ]
|Y 0,nr − Y 2,nr |p|FW
0
s ].
From Doob’s martingale inequality, since 2p > 1,
E[ sup
s∈[t,T ]
M
2
p
s,t|FW
0
t ] ≤ ( 22−p )
2
pE[M
2
p
T,t|FW
0
t ]
≤ ( 22−p )
2
pE[ sup
s∈[t,T ]
|Y 0,ns − Y 2,ns |2|FW
0
t ], t ∈ [t0, T ].
(2.74)
Hence, from (2.72), (2.73) and (2.74),
E[ sup
s∈[t,T ]
|Y 0,ns − Y 2,ns |2|FW
0
t ] ≤ Cδ,εA2t
+Ĉδ,γε(
2
2−p )
2
pE[ sup
s∈[t,T ]
|Y 0,ns − Y 2,ns |2|FW
0
t ], t ∈ [t0, T ],
(2.75)
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and since Ĉδ,γε(
2
2−p )
2
p < 1, we get
E[ sup
s∈[t,T ]
|Y 0,ns − Y 2,ns |2|FW
0
t ] ≤ Cδ,εA2t , t ∈ [t0, T ], n ≥ 1, P-a.s. (2.76)
Consequently, from (2.72),
E[
∫ T
t
|Z0,nr − Ẑ1,nr |2dr|FW
0
t ] ≤ Cδ,εA2t , t ∈ [t0, T ]. (2.77)
We now can prove Proposition 2.2.
Proof (of Proposition 2.2).
1) We begin with proving Assertion i). For this we note that, for all s ∈ [t0, T ], n ≥ 1,
Y˜ 1,ns − Y 0,ns ≤ Ŷ 1,ns − Y 0,ns (Lemma 2.4)
= As + (Y
2,n
s − Y 0,ns ) (Definition of Y 2,n)
≤ As + |Y 2,ns − Y 0,ns |
≤ As + CδAs (Lemma 2.6)
≤ Cδ(|t0 − t1|+ sup
r∈[t0,s]
|X0r − X˜1r |) (Definition of A).
(2.78)
The same argument, slightly adapted, allows to show
Y 0,ns − Y˜ 1,ns ≤ Cδ(|t0 − t1|+ sup
r∈[t0,s]
|X0r − X˜1r |) , s ∈ [t0, T ], n ≥ 1. (2.79)
Thus, it only remains to prove the estimate ii) for Z˜1,n − Z0,n, when
ϕ(t, x) = ϕ ∈ R, (t, x) ∈ [0, T ]× Rd.
2) For this we observe that from Itoˆ’s formula applied to (Y˜ 1,nt − Y 0,nt )2 it follows
|Y˜ 1,ns − Y 0,ns |2 + E[
∫ T
s |Z˜1,nr − Z0,nr |2dr|FW
0
s ]
= E[|Φ(X˜1T )− Φ(X0T )|2|FW
0
s ]
+2E[
∫ T
s
(Y˜ 1,nr − Y 0,nr )( 1τ˙ f(τ−1(r), X˜1r , Y˜ 1,nr ,
√
τ˙Z1,nr , u
0
r)
− f(r,X0r , Y 0,nr , Z0,nr , u0r))dr|FW
0
s ]
+2nτ˙ E[
∫ T
s
(Y˜ 1,nr − Y 0,nr )((Y˜ 1,nr − ϕ)− − (Y 0,nr − ϕ)−)dr|FW
0
s ] (≤ 0)
+2n( 1τ˙ − 1)E[
∫ T
s
(Y˜ 1,nr − Y 0,nr )(Y 0,nr − ϕ)−dr|FW
0
s ]
≤ CδA2s (Lemma 2.2)
+CδE[
∫ T
s Ar(|t0 − t1|+ |X˜1r −X0r |+ |Y˜ 1,nr − Y 0,nr |+ |Z˜1,nr − Z0,nr |
+ |t0 − t1||Z0,nr |)dr|FW
0
s ] (Lemma 2.1 and i) of Proposition 2.2)
+Cδ|t0 − t1|(E[A2T |FW
0
s ])
1
2 (E[(n
∫ T
s
(Y 0,nr − ϕ)−dr)2|FW
0
s ])
1
2 (Proposition 2.2-i)).
Thus, again from Proposition 2.2-i) and Lemma 2.2,
|Y˜ 1,ns − Y 0,ns |2 + E[
∫ T
s
|Z˜1,nr − Z0,nr |2dr|FW
0
s ]
≤ CδA2s +
1
2
E[
∫ T
s
|Z˜1,nr − Z0,nr |2dr|FW
0
s ] + Cδ|t0 − t1|As(E[
∫ T
s
|Z0,nr |2dr|FW
0
s ])
1
2
+ Cδ|t0 − t1|As(E[(n
∫ T
s
(Y 0,nr − ϕ)−dr)2|FW
0
s ])
1
2 , s ∈ [t0, T ], n ≥ 1.
(2.80)
Note that, due to Lemma 2.3, we have
E[
∫ T
s
|Z0,nr |2dr + (n
∫ T
s
(Y 0,nr − ϕ)−dr)2|FW
0
s ] ≤ C, s ∈ [t0, T ].
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Consequently, P-a.s., for all n ≥ 1, s ∈ [t0, T ],
E[
∫ T
s
|Z˜1,nr − Z0,nr |2dr|FW
0
s ] ≤ CδA2s ≤ Cδ(|t0 − t1|2 + sup
r∈[t0,s]
|X˜1r −X0r |2). (2.81)
On the other hand, recalling that ϕ is constant, from Itoˆ’s formula, Lemma 2.2 and Proposition
2.2-i) we deduce
|Y˜ 1,ns − Y 0,ns |2 +
∫ T
s
|Z˜1,nr − Z0,nr |2dr
=(Φ(X˜1T )− Φ(X0T ))2
+ 2
∫ T
s
(Y˜ 1,nr − Y 0,nr )(
1
τ˙
f(τ−1(r), X˜1r , Y˜
1,n
r ,
√
τ˙ Z˜1,nr , u
0
r)− f(r,X0r , Y 0,nr , Z0,nr , u0r))dr
+ 2
n
τ˙
∫ T
s
(Y˜ 1,nr − Y 0,nr )((Y˜ 1,nr − ϕ)− − (Y 0,nr − ϕ)−)dr (≤ 0)
+ 2n(
1
τ˙
− 1)
∫ T
s
(Y˜ 1,nr − Y 0,nr )(Y 0,nr − ϕ)−dr − 2
∫ T
s
(Y˜ 1.nr − Y 0,nr )(Z˜1.nr − Z0,nr )dW 0r
≤ CA2T + Cδ
∫ T
s
Ar(Ar + |t0 − t1||Z0,nr |+ |Z0,nr − Z˜1,nr |)dr
+ Cδ|t0 − t1|AT (n
∫ T
s
(Y 0,nr − ϕ)−dr)− 2
∫ T
s
(Y˜ 1,nr − Y 0,nr )(Z˜1,nr − Z0,nr )dW 0r
≤ CδA2T +
1
2
∫ T
s
|Z0,nr − Z˜1,nr |2dr + |t0 − t1|2
∫ T
s
|Z0,nr |2dr
+ Cδ|t0 − t1|AT (n
∫ T
s
(Y 0,nr − ϕ)−dr)− 2
∫ T
s
(Y˜ 1,nr − Y 0,nr )(Z˜1,nr − Z0,nr )dW 0r .
(2.82)
Therefore, we have∫ T
s
|Z˜1,nr − Z0,nr |2dr ≤CδA2T + 2|t0 − t1|2(
∫ T
s
|Z0,nr |2dr + (n
∫ T
s
(Y 0,nr − ϕ)−dr)2)
− 4
∫ T
s
(Y˜ 1,nr − Y 0,nr )(Z˜1,nr − Z0,nr )dW 0r , s ∈ [t0, T ], n ≥ 1,
(2.83)
and, consequently, for p ≥ 1,
E[(
∫ T
s
|Z˜1,nr − Z0,nr |2dr)2p|FW
0
s ] ≤ CpCδA4ps
+ Cp|t0 − t1|4p
(
E[(
∫ T
s
|Z0,nr |2dr)2p|FW
0
s ] + E[(n
∫ T
s
(Y 0,nr − ϕ)−dr)4p|FW
0
s ]
)
+ CpE[(
∫ T
s
|Y˜ 1,nr − Y 0,nr |2|Z˜1,nr − Z0,nr |2dr)p|FW
0
s ].
(2.84)
We recall that, due to Lemma 2.3,
E[(
∫ T
s
|Z0,nr |2dr)2p|FW
0
s ] ≤ Cp;
E[(n
∫ T
s
(Y 0,nr − ϕ)−dr)4p|FW
0
s ] ≤ Cp, s ∈ [t0, T ], n ≥ 1, P-a.s.
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Thus, due to Proposition 2.2-i), |Y˜ 1,nr − Y 0,nr |2 ≤ CδA2r ≤ CδA2T , P-a.s. Hence, we get
E[(
∫ T
s
|Y˜ 1,nr − Y 0,nr |2|Z˜1,nr − Z0,nr |2dr)p|FW
0
s ]
≤ CδE[A2pT (
∫ T
s
|Z˜1,nr − Z0,nr |2dr)p|FW
0
s ]
≤ Cδ(E[A6pT |FW
0
s ])
1
3 (E[(
∫ T
s
|Z˜1,nr − Z0,nr |2dr)
3
2
p|FW 0s ])
2
3
≤ CδA2ps (E[(
∫ T
s
|Z˜1,nr − Z0,nr |2dr)
3
2
p|FW 0s ])
2
3 .
(2.85)
Hence, from (2.84) and (2.85) it follows that
E[(
∫ T
s
|Z˜1,nr − Z0,nr |2dr)4p|FW
0
s ] ≤ Cδ,pA8ps + Cδ,pA4ps (E[(
∫ T
s
|Z˜1,nr − Z0,nr |2dr)3p|FW
0
s ])
2
3 ,
(2.86)
from where we get the announced result for p ≥ 14 , which means
E[(
∫ T
s
|Z˜1,nr − Z0,nr |2dr)p|FW
0
s ] ≤ Cδ,pA2ps , P-a.s., s ∈ [t0, T ], n ≥ 1, p ≥ 1. (2.87)
3 The semiconcavity of the value function
In this section we consider V as value function of a stochastic control problem which cost
functional is defined by a BSDE reflected at an upper barrier. Indeed, if it is reflected at a lower
barrier, V can, in general, not be semiconcave, let us illustrate this by an easy example.
Example 3.1 We consider the controlled system (2.2) endowed with RBSDE (2.3) reflected at
a lower barrier ϕ. T > 1. We let the dimension m = d = 1 and consider the case of no control
(U is a singleton) and with the coefficients b ≡ 0, σ ≡ 0, f ≡ −1, ϕ ≡ 0, and Φ ≡ 1.
Then, obviously, Xt,xs = x, s ∈ [t, T ], and the solution of RBSDE (2.3) is given by:
Y t,xs = (1− (T − s))+, Zt,xs = 0, Kt,xs = (1− (T − t))− − (1− (T − s))−, s ∈ [t, T ].
Consequently,
V (t, x) = Y t,xt = (1− (T − t))+, (t, x) ∈ [0, T ]× R.
However, although the coefficients satisfy our assumptions, it can be easily seen that the function
V is not semiconcave on [0, T − δ]× R, for all 0 < δ < 1 < T .
For this reason, for (t, x) ∈ [0, T ]× Rd, W = (Ws)s∈[t,T ] m-dimensional Brownian motion with
Wt = 0, and u ∈ UWt,T , we associate SDE (2.2) with the RBSDE reflected at an upper barrier ϕ:
dY t,x,us = − f(s,Xt,x,us , Y t,x,us , Zt,x,us , us)ds+ Zt,x,us dWs + dKt,x,us ,
Y
t,x,u
T =Φ(X
t,x,u
T ),
Y t,x,us ≤ϕ(s,Xt,x,us ), (Y t,x,us − ϕ(s,Xt,x,us ))dKt,x,us = 0, s ∈ [t, T ].
(3.1)
Under the assumptions H1) and H3’) it has a unique solution
(Y t,x,u, Zt,x,u,Kt,x,u) ∈ S2
FW
(t, T )× L2
FW
(t, T ;Rm)×A2
FW
(t, T ).
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In order to emphasize the dependence on W , we also write
(Y t,x,u(W ), Zt,x,u(W ),Kt,x,u(W )) = (Y t,x,u, Zt,x,u,Kt,x,u).
We define
V (t, x) = inf u∈UW
t,T
Y
t,x,u
t , (t, x) ∈ [0, T ]× Rd, (3.2)
and we recall that V ∈ Cb([0, T ] × Rd) is the unique (uniqueness in Cp([0, T ] × Rd)) viscosity
solution of the HJB equation with an upper obstacle max
{
V (t, x)− ϕ(t, x),− ∂
∂t
V (t, x) − inf u∈UH(t, x, V (t, x),∇V (t, x), D2V (t, x), u)
}
= 0,
V (T, x) = Φ(x), (t, x) ∈ [0, T )× Rd.
(3.3)
The main result of this section is the following one.
Theorem 3.1 We assume that the conditions H1), H2), H3’), H4) and H5) are satisfied, as
well as H6) or H7). Then, for all δ > 0, there is some Cδ > 0 such that, for all (t0, x0), (t1, x1) ∈
[0, T − δ]× Rd, and for all λ ∈ [0, 1]:
λV (t1, x1)+ (1−λ)V (t0, x0) ≤ V (λ(t1, x1)+ (1−λ)(t0, x0))+Cδλ(1−λ)(|t0− t1|2+ |x0−x1|2).
(3.4)
As in Section 2, the proof will be based on the approximation of the reflected BSDE (3.1) by
penalized BSDEs:{
dY t,x,u;ns = − [f(s,Xt,x,us , Y t,x,u;ns , Zt,x,u;ns , us)− n(Y t,x,u;ns − ϕ(s,Xt,x,us ))+]ds+ Zt,x,u;ns dWs,
Y
t,x,u;n
T =Φ(X
t,x,u
T ), s ∈ [t, T ], n ≥ 1.
(3.5)
For every n ≥ 1, BSDE (3.5) admits a unique solution (Y t,x,u;n, Zt,x,u;n), and we define
Vn(t, x) := inf u∈UW
t,T
Y
t,x,u;n
t , (t, x) ∈ [0, T ]× Rd. (3.6)
In analogy to Proposition 2.1 we have
Proposition 3.1 Under the assumptions H1) and H3’) the following assertions hold true:
i) Y t,x,u;ns ↓ Y t,x,us , as n→∞, P-a.s., s ∈ [t, T ], u ∈ UWt,T ;
ii) E[ sup
s∈[t,T ]
|Y t,x,u;ns − Y t,x,us |2 +
∫ T
t |Zt,x,u;ns − Zt,x,us |2ds
+ sup
s∈[t,T ]
|Kt,x,us − n
∫ T
s
(Y t,x,u;nr − ϕ(r,Xt,x,ur ))+dr|2]→ 0, as n→∞, u ∈ UWt,T ;
iii) Vn(t, x) ↓ V (t, x), as n→∞, (t, x) ∈ [0, T ]× Rd.
Theorem 3.1 is an immediate consequence of the following theorem combined with assertion iii)
of Proposition 3.1.
Theorem 3.2 Under the assumptions of Theorem 3.1, for all δ > 0, there is some Cδ ∈ R such
that, for all n ≥ 1, for all (t0, x0), (t1, x1) ∈ [0, T − δ]× Rd and for all λ ∈ (0, 1),
λVn(t1, x1)+(1−λ)Vn(t0, x0) ≤ Vn(λ(t1, x1)+(1−λ)(t0, x0))+Cδλ(1−λ)(|t0−t1|2+ |x0−x1|2).
(3.7)
As in Section 2, our proof is based on the method of time change.
Let δ > 0, (ti, xi) ∈ [0, T − δ] × Rd, i = 0, 1, and λ ∈ (0, 1), and let us put (tλ, xλ) :=
λ(t1, x1) + (1 − λ)(t0, x0). Moreover, let Wλ = (Wλs )s∈[tλ,T ] be a m-dimensional Brownian
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motion with Wλtλ = 0, and u
λ ∈ UWλtλ,T be an admissible control associated with Wλ.
Using the notations introduced in the preceding section, we put
Xλ := Xtλ,xλ,u
λ
(Wλ);
(Y λ, Zλ,Kλ) := (Y tλ,xλ,u
λ
(Wλ), Ztλ,xλ,u
λ
(Wλ),Ktλ,xλ,u
λ
(Wλ));
(Y λ,n, Zλ,n) := (Y tλ,xλ,u
λ;n(Wλ), Ztλ,xλ,u
λ;n(Wλ)), n ≥ 1.
We use the method of time change again. But since we have to compare the stochastic
control system with initial data (tλ, xλ) with those of initial data (t0, x0) and (t1, x1), we have
to define a separate time change, for each i = 0, 1:
τi : [ti, T ]→ [tλ, T ], τi(s) = tλ + T−tλT−ti (s− ti), s ∈ [ti, T ]. (3.8)
We observe that τ˙i(=
d
dsτi(s)) =
T−tλ
T−ti , i = 0, 1, and so W
i
s :=
1√
τ˙i
Wλτi(s), s ∈ [ti, T ], is a m-
dimensional Brownian motion with W iti = 0; and u
i
s := u
λ
τi(s)
, s ∈ [ti, T ], defines an admissible
control belonging to UW iti,T , i = 0, 1.
For i = 0, 1, we consider the solution X i := Xti,xi,u
i
(W i) of SDE (2.2) governed by the
Brownian motion W i and the control ui, as well as the solution (Y i, Zi,Ki) = (Y ti,xi,u
i
(W i),
Zti,xi,u
i
(W i),Kti,xi,u
i
(W i)) of the associated reflected BSDE (3.1), and the solution (Y i,n, Zi,n)
= (Y ti,xi,u
i;n(W i), Zti,xi,u
i;n(W i)) of the associated penalized BSDE (3.5).
We have to work with the triples (Xλ, Y λ,n, Zλ,n), (X i, Y i,n, Zi,n), i = 0, 1, n ≥ 1.
However, in order to make them comparable, we need equations driven by the same Brownian
motion. For this end we consider the inverse time changes:
τ−1i : [tλ, T ]→ [ti, T ], τ−1i (s) = ti +
T − ti
T − tλ (s− tλ), s ∈ [tλ, T ], i = 0, 1, (3.9)
and we introduce the time changed processes
X˜ is := X
i
τ−1
i
(s)
, Y˜ i,ns := Y
i,n
τ−1
i
(s)
, Z˜i,ns :=
1√
τ˙i
Z
i,n
τ−1
i
(s)
, s ∈ [tλ, T ], i = 0, 1. (3.10)
By observing that
W i
τ−1
i
(s)
=
1√
τ˙i
Wλs , u
i
τ−1
i
(s)
= uλs , s ∈ [tλ, T ], i = 0, 1, (3.11)
we see that
dX˜ is =
1
τ˙i
b(τ−1i (s), X˜
i
s, u
λ
s )ds+
1√
τ˙i
σ(τ−1i (s), X˜
i
s, u
λ
s )dW
λ
s , s ∈ [tλ, T ];
X˜ itλ = xi,
(3.12)
and dY˜
i,n
s = −(
1
τ˙i
f(τ−1i (s), X˜
i
s, Y˜
i,n
s ,
√
τ˙iZ˜
i,n
s , u
λ
s )−
n
τ˙i
(Y˜ i,ns − ϕ(τ−1i (s), X˜ is))+)ds+ Z˜i,ns dWλs ,
Y˜
i,n
T = Φ(X˜
i
T ), s ∈ [tλ, T ], i = 0, 1.
(3.13)
With the same, only slightly adapted arguments as those for Lemma 2.2 and Proposition 2.2,
we can show the following statement.
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Lemma 3.1 Let us suppose the assumptions H1), H2) and H3’). Then,
i) For all p ≥ 1 there is some constant Cδ,p such that, for all t ∈ [tλ, T ], n ≥ 1, P-a.s.,
(1) E[ sup
s∈[t,T ]
|X˜0s − X˜1s |p|FW
λ
t ] ≤ Cδ,p(|t0 − t1|p + |X˜0t − X˜1t |p);
(2) |Y˜ 0,nt − Y˜ 1,nt | ≤ Cδ,p(|t0 − t1|+ sup
s∈[tλ,t]
|X˜0s − X˜1s |);
ii) If, moreover, ϕ(t, x) ≡ ϕ ∈ R, (t, x) ∈ [0, T ]× Rd, then, for all p ≥ 1 there is some constant
Cδ,p such that, for all t ∈ [tλ, T ], n ≥ 1, P-a.s.,
E[
(∫ T
t
|Z˜0,nr − Z˜1,nr |2dr
)p
|FWλt ] ≤ Cδ,p
(
|t0 − t1|2 + sup
s∈[tλ,t]
|X˜0s − X˜1s |2
)p
.
We also shall introduce the process X˜s := λX˜
1
s +(1−λ)X˜0s , Y˜ ns := λY˜ 1,ns +(1−λ)Y˜ 0,ns , and
Z˜ns := λZ˜
1,n
s +(1−λ)Z˜0,ns , s ∈ [tλ, T ]. Recall the definition of the processes Xλ, (Y λ,n, Zλ,n),
and
At := sup
s∈[tλ,t]
(|t0 − t1|+ |X˜1s − X˜0s |), t ∈ [tλ, T ], (3.14)
and introduce the continuous increasing process
Bt := sup
s∈[tλ,t]
|X˜s −Xλs |, t ∈ [tλ, T ], (3.15)
we have
Proposition 3.2 Under the assumption of Theorem 3.1 there is some Cδ ∈ R only depending
on δ > 0 and on the bounds and the Lipschitz constants of σ, b, f, Φ, ϕ, ∇(t,x)σ and ∇(t,x)b,
such that
Y˜ nt 6 Y
λ,n
t + Cδ(Bt + λ(1− λ)A2t ), t ∈ [tλ, T ], n > 1, P-a.s.
Before proving Proposition 3.2 let us show that Theorem 3.2 holds true.
Proof (of Theorem 3.2).
We recall that δ > 0, and (t0, x0), (t1, x1) ∈ [0, T − δ] × Rd are arbitrarily chosen, and
(tλ, xλ) = λ(t1, x1) + (1 − λ)(t0, x0). For an arbitrary λ ∈ (0, 1), n > 1, we choose ε > 0
small enough and we let uλ ∈ UWλtλ,T be such that
Vn(tλ, xλ) = inf u∈UWλ
tλ,T
Y
tλ,xλ,u;n
tλ > Y
tλ,xλ,u
λ;n
tλ − ε = Y λ,ntλ − ε. (3.16)
As Vn(ti, xi) 6 Y
i,n
ti = Y˜
i,n
tλ , i = 0, 1, we have from Proposition 3.2 (note that: Btλ = 0, and
Atλ = |t0 − t1|+ |x0 − x1|),
λVn(t1, x1) + (1− λ)Vn(t0, x0) 6 λY˜ 1,ntλ + (1− λ)Y˜ 0,ntλ = Y˜ ntλ
6 Y
λ,n
tλ + Cδλ(1 − λ)(|t0 − t1|2 + |x0 − x1|2)
6 Vn(tλ, xλ) + ε+ Cδλ(1− λ)(|t0 − t1|2 + |x0 − x1|2).
(3.17)
Finally, from the arbitrariness of ε > 0,
λVn(t1, x1) + (1− λ)Vn(t0, x0)− Vn(tλ, xλ) 6 Cδλ(1 − λ)(|t0 − t1|2 + |x0 − x1|2). (3.18)
Note that Cδ does neither depend on λ, (t0, x0) and (t1, x1), nor on n > 1.
The proof of Proposition 3.2 is split into a sequel of lemmas. The following lemma will be
crucial for our computations.
Lemma 3.2 For all p > 1 there is some Cp,δ ∈ R only depending on δ, p and on the bounds
and the Lipschitz constants of σ and b, such that, t ∈ [tλ, T ],P-a.s.,
E[ sup
s∈[t,T ]
|X˜s−Xλs |p|FW
λ
t ] 6 Cp|X˜t−Xλt |p+Cp,δ(λ(1−λ))p(|t0 − t1|2 + |X˜1t − X˜0t |2)p. (3.19)
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Proof. For s ∈ [tλ, T ], we have to estimate the equation
d(X˜s −Xλs ) =
(
λ
τ˙1
b
(
τ−11 (s), X˜
1
s , u
λ
s
)
+
1− λ
τ˙0
b
(
τ−10 (s), X˜
0
s , u
λ
s
)− b(s,Xλs , uλs ))ds
+
(
λ√
τ˙1
σ
(
τ−11 (s), X˜
1
s , u
λ
s
)
+
1− λ√
τ˙0
σ
(
τ−10 (s), X˜
0
s , u
λ
s
)− σ(s,Xλs , uλs ))dWλs ,
X˜tλ −Xλtλ = λX˜1tλ + (1− λ)X˜0tλ −Xλtλ = 0.
(3.20)
For this let us begin with
1) Estimating
∣∣( λ√
τ˙1
σ
(
τ−11 (s), X˜
1
s , u
λ
s
)
+ 1−λ√
τ˙0
σ
(
τ−10 (s), X˜
0
s , u
λ
s
))− σ(s,Xλs , uλs )∣∣.
From a straight-forward computation we get
λ|1− 1√
τ˙1
| 6 1
2δ
λ(1 − λ)|t0 − t1|; (1− λ)|1 − 1√
τ˙0
| 6 1
2δ
λ(1− λ)|t0 − t1|;
and
|λ(1 − 1√
τ˙1
) + (1− λ)(1 − 1√
τ˙0
)| 6 1
δ2
λ(1− λ)|t1 − t0|2.
We also observe that |τ−11 (s)− τ−10 (s)| 6 |t1 − t0|, s ∈ [tλ, T ].
Consequently,∣∣λ(1 − 1√
τ˙1
)σ
(
τ−11 (s), X˜
1
s , u
λ
s
)
+ (1− λ)(1− 1√
τ˙0
)σ
(
τ−10 (s), X˜
0
s , u
λ
s
)∣∣
6 λ
∣∣1− 1√
τ˙1
∣∣∣∣σ(τ−11 (s), X˜1s , uλs)− σ(τ−10 (s), X˜0s , uλs )∣∣+ C∣∣λ(1 − 1√τ˙1 ) + (1 − λ)(1 − 1√τ˙0 )∣∣
6 Cδλ(1 − λ)(|t0 − t1|2 + |X˜0s − X˜1s |2), s ∈ [tλ, T ].
(3.21)
Also remark that, thanks to assumption H5) the functions σ(·, ·, u), (−σ)(·, ·, u), b(·, ·, u),
(−b)(·, ·, u) are semiconcave, uniformly with respect to u ∈ U . Thus, from the latter estimate∣∣ λ√
τ˙1
σ
(
τ−11 (s), X˜
1
s , u
λ
s
)
+ 1−λ√
τ˙0
σ
(
τ−10 (s), X˜
0
s , u
λ
s
)− σ(s,Xλs , uλs )∣∣
6
∣∣λσ(τ−11 (s), X˜1s , uλs )+ (1 − λ)σ(τ−10 (s), X˜0s , uλs )− σ(s,Xλs , uλs )∣∣
+Cδλ(1 − λ)(|t1 − t0|2 + |X˜1s − X˜0s |2)
6
∣∣λσ(τ−11 (s), X˜1s , uλs )+ (1 − λ)σ(τ−10 (s), X˜0s , uλs )− σ(λτ−11 (s) + (1− λ)τ−10 (s), X˜s, uλs )∣∣
+
∣∣σ(λτ−11 (s) + (1− λ)τ−10 (s), X˜s, uλs )− σ(s,Xλs , uλs )∣∣
+Cδλ(1 − λ)(|t1 − t0|2 + |X˜1s − X˜0s |2)
6 Cδλ(1 − λ)(|t1 − t0|2 + |X˜1s − X˜0s |2)
+C(|λτ−11 (s) + (1− λ)τ−10 (s)− s|+ |X˜s −Xλs |), s ∈ [tλ, T ].
(3.22)
However, λτ−11 (s) + (1− λ)τ−10 (s)− s ≡ 0, s ∈ [tλ, T ], so that∣∣ λ√
τ˙1
σ
(
τ−11 (s), X˜
1
s , u
λ
s
)
+ 1−λ√
τ˙0
σ
(
τ−10 (s), X˜
0
s , u
λ
s
)− σ(s,Xλs , uλs )∣∣
6 Cδλ(1 − λ)(|t1 − t0|2 + |X˜1s − X˜0s |2) + C|X˜s −Xλs |, s ∈ [tλ, T ].
(3.23)
2) By using now
λ(1 − 1
τ˙1
) = λ(1 − λ) t1 − t0
T − tλ , (1− λ)(1 −
1
τ˙0
) = λ(1− λ) t0 − t1
T − tλ ,
we get similarly to (3.23):∣∣ λ
τ˙1
b
(
τ−11 (s), X˜
1
s , u
λ
s
)
+ 1−λτ˙0 b
(
τ−10 (s), X˜
0
s , u
λ
s
)− b(s,Xλs , uλs )∣∣
6 Cδλ(1 − λ)(|t0 − t1|2 + |X˜1s − X˜0s |2) + C|X˜s −Xλs |, s ∈ [tλ, T ].
(3.24)
From (3.23), (3.24), Lemma 3.1 and standard SDE estimates we then get the wished result.
23
Now we have still to prepare the proof of Proposition 3.2. For this we recall that
dY˜ ns = −
{
λ
τ˙1
f(τ−11 (s), X˜
1
s , Y˜
1,n
s ,
√
τ˙1Z˜
1,n
s , u
λ
s ) +
1−λ
τ˙0
f(τ−10 (s), X˜
0
s , Y˜
0,n
s ,
√
τ˙0Z˜
0,n
s , u
λ
s )
−
(
λ nτ˙1
(
Y˜ 1,ns − ϕ(τ−11 (s), X˜1s )
)+
+ (1− λ) nτ˙0
(
Y˜ 0,ns − ϕ(τ−10 (s), X˜0s )
)+)}
ds
+Z˜ns dW
λ
s ,
Y˜ nT = λΦ(X˜
1
T ) + (1 − λ)Φ(X˜0T ),
(3.25)
and we compare this equation with the BSDE
dŶ ns = −
(
f(s,Xλs , Ŷ
n
s − CBs − Cδλ(1 − λ)A2s, Ẑns , uλs ) + C(CBs + Cδλ(1 − λ)A2s)
+C0δλ(1 − λ)
(|t0 − t1|2(1 + |Z˜0,ns |2) + |Z˜1,ns − Z˜0,ns |2)
−n(Ŷ ns − ϕ(s,Xλs )− CBs − Cδλ(1 − λ)A2s)+)ds+ Ẑns dWλs ,
Ŷ nT = Φ(X
λ
T ) + CBT + Cδλ(1 − λ)A2T ,
(3.26)
where C0δ = 0, if f is independent of z.
Remark 3.1 We point out that, due to Lemma 2.3,
E[(
∫ T
s
|Z˜i,nr |2dr)p|FW
λ
s ] 6 Cδ,p, s ∈ [tλ, T ], p > 1.
This shows that above BSDE (3.26) is well-posed.
Lemma 3.3 Under the assumptions for Theorem 3.1 we have
Y˜ nt 6 Ŷ
n
t , t ∈ [tλ, T ], n > 1, P-a.s.
Proof. The proof is based on the comparison theorem (Lemma 4.2 in Section 4). We prepare
for the application of this comparison theorem by the following three steps.
Step 1.
Using that −a+ − b+ 6 −(a+ b)+, a, b ∈ R, we have
−λ nτ˙1
(
Y˜
1,n
t − ϕ(τ−11 (t), X˜1t )
)+ − (1− λ) nτ˙0 (Y˜ 0,nt − ϕ(τ−10 (t), X˜0t ))+
6 −n
(
λ
τ˙1
Y˜
1,n
t +
1−λ
τ˙0
Y˜
0,n
t −
(
λ
τ˙1
ϕ(τ−11 (t), X˜
1
t ) +
1−λ
τ˙0
ϕ(τ−10 (t), X˜
0
t )
))+
= −n{Y˜ nt − (λ(1− 1τ˙1 )Y˜ 1,nt + (1− λ)(1 − 1τ˙0 )Y˜ 0,nt )− (λϕ(τ−11 (t), X˜1t ) + (1− λ)ϕ(τ−10 (t), X˜0t ))
+λ(1 − 1τ˙1 )ϕ(τ−11 (t), X˜1t ) + (1− λ)(1 − 1τ˙0 )ϕ(τ−10 (t), X˜0t )
}+
= −n{Y˜ nt − λ(1−λ)T−tλ (t1 − t0)(Y˜ 1,nt − Y˜ 0,nt )− (λϕ(τ−11 (t), X˜1t ) + (1− λ)ϕ(τ−10 (t), X˜0t ))
+λ(1−λ)T−tλ (t1 − t0)
(
ϕ(τ−11 (t), X˜
1
t )− ϕ(τ−10 (t), X˜0t )
)}+
6 −n{Y˜ nt − (λϕ(τ−11 (t), X˜1t ) + (1− λ)ϕ(τ−10 (t), X˜0t ))− Cδλ(1 − λ)|t1 − t0|At}+,
(3.27)
where Lemma 3.1 was applied for the latter inequality.
Hence, from the semiconcavity of ϕ, and since λτ−11 (t) + (1− λ)τ−10 (t) = t,
−λ nτ˙1
(
Y˜
1,n
t − ϕ(τ−11 (t), X˜1t )
)+ − (1 − λ) nτ˙0 (Y˜ 0,nt − ϕ(τ−10 (t), X˜0t ))+
6 −n(Y˜ nt − ϕ(t, X˜t)− Cδλ(1− λ)A2t )+
6 −n(Y˜ nt − ϕ(t,Xλt )− CBt − Cδλ(1− λ)A2t )+, t ∈ [tλ, T ], n ≥ 1, (3.28)
where Bt := sups∈[tλ,t] |X˜s −Xλs |.
We recall that, from Lemma 3.2
E[BpT |FW
λ
t ] 6 CpB
p
t +Cp,δ(λ(1−λ))p(|t1−t0|2+ |X˜1t −X˜0t |2)p, t ∈ [tλ, T ], p > 1, P-a.s. (3.29)
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Hence,
−λ nτ˙1
(
Y˜
1,n
t − ϕ(τ−11 (t), X˜1t )
)+ − (1 − λ) nτ˙0 (Y˜ 0,nt − ϕ(τ−10 (t), X˜0t ))+
6 −n(Y˜ nt − ϕ(t,Xλt )− CBt − Cδλ(1− λ)A2t )+, t ∈ [tλ, T ], n > 1. (3.30)
Note that, if ϕ is a constant independent of (t, x), then
−λ nτ˙1 (Y˜
1,n
t − ϕ)+ − (1− λ) nτ˙0 (Y˜
0,n
t − ϕ)+
6 −n(Y˜ nt − ϕ− Cδλ(1 − λ)A2t )+, t ∈ [tλ, T ], n > 1. (3.31)
Step 2.
From the semiconcavity of f and standard arguments similar to those used in Step 1 we obtain,
λ
τ˙1
f(τ−11 (s), X˜
1
s , Y˜
1,n
s ,
√
τ˙1Z˜
1,n
s , u
λ
s ) +
1− λ
τ˙0
f(τ−10 (s), X˜
0
s , Y˜
0,n
s ,
√
τ˙0Z˜
0,n
s , u
λ
s )
=λf(τ−11 (s), X˜
1
s , Y˜
1,n
s ,
√
τ˙1Z˜
1,n
s , u
λ
s ) + (1− λ)f(τ−10 (s), X˜0s , Y˜ 0,ns ,
√
τ˙0Z˜
0,n
s , u
λ
s )
− λ(1 − λ) t1 − t0
T − tλ {f(τ
−1
1 (s), X˜
1
s , Y˜
1,n
s ,
√
τ˙1Z˜
1,n
s , u
λ
s )− f(τ−10 (s), X˜0s , Y˜ 0,ns ,
√
τ˙0Z˜
0,n
s , u
λ
s )}
6f(s, X˜s, Y˜
n
s , λ
√
τ˙1Z˜
1,n
s + (1 − λ)
√
τ˙0Z˜
0,n
s , u
λ
s ) + Cδλ(1 − λ)(|t1 − t0|2 + |X˜1s − X˜0s |2
+ |Y˜ 1,ns − Y˜ 0,ns |2 + |Z˜1,ns − Z˜0,ns |2 + |t1 − t0|2|Z˜0,ns |2), s ∈ [tλ, T ].
(3.32)
Since, on the other hand,
|λ√τ˙1Z˜1,ns + (1− λ)
√
τ˙0Z˜
0,n
s − Z˜ns |
= |λ(1 −√τ˙1)Z˜1,ns + (1− λ)(1 −
√
τ˙0)Z˜
0,n
s |
6 λ|1 −√τ˙1||Z˜1,ns − Z˜0,ns |+ |λ(1 −
√
τ˙1) + (1− λ)(1 −
√
τ˙0)||Z˜0,ns |
6 Cδλ(1 − λ)(|t1 − t0||Z˜1,ns − Z˜0,ns |+ |t1 − t0|2|Z˜0,ns |)
(3.33)
(see the proof of Lemma 3.2), we have
λ
τ˙1
f(τ−11 (s), X˜
1
s , Y˜
1,n
s ,
√
τ˙1Z˜
1,n
s , u
λ
s ) +
1−λ
τ˙0
f(τ−10 (s), X˜
0
s , Y˜
0,n
s ,
√
τ˙0Z˜
0,n
s , u
λ
s )
6 f(s, X˜s, Y˜
n
s , Z˜
n
s , u
λ
s ) + Cδλ(1 − λ)
(|t0 − t1|2(1 + |Z˜0,ns |2) + |X˜1s − X˜0s |2
+|Y˜ 1,ns − Y˜ 0,ns |2 + |Z˜1,ns − Z˜0,ns |2
)
, s ∈ [tλ, T ], n > 1.
(3.34)
Thus, from Lemmas 3.1 and 3.2
λ
τ˙1
f(τ−11 (s), X˜
1
s , Y˜
1,n
s ,
√
τ˙1Z˜
1,n
s , u
λ
s ) +
1−λ
τ˙0
f(τ−10 (s), X˜
0
s , Y˜
0,n
s ,
√
τ˙0Z˜
0,n
s , u
λ
s )
6 f(s,Xλs , Y˜
n
s − CBs − Cδλ(1− λ)A2s , Z˜ns , uλs ) + C′Bs + C′δλ(1 − λ)A2s
+C0δλ(1 − λ)
(|t0 − t1|2(1 + |Z˜0,ns |2) + |Z˜1,ns − Z˜0,ns |2), s ∈ [tλ, T ], n > 1. (3.35)
Remark also that if f does not depend on z, the constant C0δ in (3.35) can be chosen to be zero.
Step 3.
We also note that, thanks to the semiconcavity and the Lipschitz condition on Φ,
λΦ(X˜1T ) + (1− λ)Φ(X˜0T ) 6 Φ(XλT ) + Cδλ(1 − λ)A2T + CBT . (3.36)
The above three steps allow to conclude. Indeed, taking into account (3.30), (3.35), and (3.36),
it follows from the comparison theorem-Lemma 4.2 in Section 4 that:
Y˜ nt 6 Ŷ
n
t , t ∈ [tλ, T ], n > 1. (3.37)
The proof is complete.
.
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Let us now introduce the process
Y
n
t = Ŷ
n
t − CBt − Cδλ(1− λ)A2t , t ∈ [tλ, T ].
Then, for Dt := CBt + Cδλ(1− λ)A2t , t ∈ [tλ, T ], we have
dY
n
s = −
{
f(s,Xλs , Y
n
s , Ẑ
n
s , u
λ
s ) + CDs + C
0
δλ(1 − λ)
(|t0 − t1|2(1 + |Z˜0,ns |2) + |Z˜1,ns − Z˜0,ns |2)
−n(Y ns − ϕ(s,Xλs ))+}ds− dDs + Ẑns dWλs , s ∈ [tλ, T ],
Y
n
T = Φ(X
λ
T ).
(3.38)
Recalling that
dY λ,ns = −
{
f(s,Xλs , Y
λ,n
s , Z
λ,n
s , u
λ
s )− n
(
Y λ,ns − ϕ(s,Xλs )
)+}
ds
+Zλ,ns dW
λ
s , s ∈ [tλ, T ],
Y
λ,n
T = Φ(X
λ
T ).
(3.39)
We can establish the following statement.
Lemma 3.4 Under the assumptions of Theorem 3.1
E[ sup
s∈[t,T ]
|Y ns − Y λ,ns |2 +
∫ T
t
|Ẑns − Zλ,ns |2ds|FW
λ
t ] 6 CδD
2
t , t ∈ [tλ, T ].
Proof. Taking into account that
−(Y ns − Y λ,ns )
(
(Y
n
s − ϕ(s,Xλs ))+ − (Y λ,ns − ϕ(s,Xλs ))+
)
6 0, s ∈ [tλ, T ],
we see that, for γ > 0,
eγt(Y
n
t − Y λ,nt )2 + E[
∫ T
t
eγs
(
γ|Y ns − Y λ,ns |2 + |Ẑns − Zλ,ns |2
)
ds|FWλt ]
62E[
∫ T
t
eγs(Y
n
s − Y λ,ns )
(
f(s,Xλs , Y
n
s , Ẑ
n
s , u
λ
s )− f(s,Xλs , Y λ,ns , Zλ,ns , uλs )
)
ds|FWλt ]
+ 2E[
∫ T
t
eγs(Y
n
s − Y λ,ns )dDs|FW
λ
t ]
+ 2E[
∫ T
t
eγs(Y
n
s − Y λ,ns )
(
CDs + C
0
δλ(1 − λ)
(|t0 − t1|2(1 + |Z˜0,ns |2) + |Z˜1,ns − Z˜0,ns |2))ds|FWλt ]
6CE[
∫ T
t
eγs|Y ns − Y λ,ns |2ds|FW
λ
t ] +
1
2
E[
∫ T
t
eγs|Ẑns − Zλ,ns |2ds|FW
λ
t ] + CγE[D
2
T |FW
λ
t ]
+ Cγ,δE[ sup
s∈[t,T ]
|Y ns − Y λ,ns |
(
λ(1− λ)(|t0 − t1|2(1 + ∫ T
t
|Z˜0,ns |2ds) +
∫ T
t
|Z˜1,ns − Z˜0,ns |2ds)
+DT
)
|FWλt ].
(3.40)
Let
D˜t,T := λ(1 − λ)
(|t0 − t1|2(1 + ∫ T
t
|Z˜0,ns |2ds) +
∫ T
t
|Z˜1,ns − Z˜0,ns |2ds) +DT .
Recall that C0δ = 0, if f does not depend on z. If f depends on z, we have thanks to assumption
H7) that ϕ is constant (see Lemma 3.1-ii):
E[(
∫ T
t
|Z˜0,ns − Z˜1,ns |2ds)p|FW
λ
t ] 6 Cδ,pA
2p
t , p > 1, P-a.s.
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On the other hand, from Lemma 2.3-ii) we know that
E[(
∫ T
t
|Z0,ns |2ds)p|FW
0
t ] 6 Cp, t ∈ [t0, T ], n > 1, p > 1, P-a.s.,
and, hence,
E[(
∫ T
t
|Z˜0,ns |2ds)p|FW
λ
t ] 6 Cδ,p, t ∈ [tλ, T ], n > 1, p > 1, P-a.s.
Consequently, considering that from the Lemmas 3.1-i) and 3.2 it follows that E[D2T |FW
λ
t ] 6
CδD
2
t , we get, for γ > C + 1,
(Y
n
t − Y λ,nt )2 + E[
∫ T
t |Ẑns − Zλ,ns |2ds|FW
λ
t ]
6 CδD
2
t + CγE[sups∈[t,T ] |Y
n
s − Y λ,ns |D˜t,T |FW
λ
t ], t ∈ [tλ, T ].
(3.41)
Finally, applying the argument used for (2.63) in the proof of Lemma 2.5 (or, (2.72) in the proof
of Lemma 2.6) it follows that
E[ sup
s∈[t,T ]
|Y ns − Y λ,ns |2 +
∫ T
t
|Ẑns − Zλ,ns |2ds|FW
λ
t ] 6 CδD
2
t , t ∈ [tλ, T ], n ≥ 1.
The proof is complete.
Lemmas 3.3 and 3.4 allow to give the proof of Proposition 3.2.
Proof (of Proposition 3.2).
From Lemmas 3.3 and 3.4 we can conclude that,
Y˜ nt (= λY˜
1,n
t + (1− λ)Y˜ 0,nt ) 6 Ŷ nt
= Y
n
t +Dt 6 Y
λ,n
t + CδDt
= Y λ,nt + Cδ(CBt + Cδλ(1 − λ)A2t ), t ∈ [tλ, T ], n > 1, P-a.s.
(3.42)
Thus, the proof is complete now.
.
4 Appendix
4.1 BSDEs
The objective of this section is to recall some basic results concerning backward and reflected
backward SDEs, which are frequently used in our paper. Let (Ω,F , P ) be a compact probability
space endowed with a d-dimensional Brownian motion and let T > 0 be a finite time horizon.
By FW = {FWs, 0 ≤ s ≤ T } we denote the natural filtration generated by the Brownian motion
W and augmented by all P-null sets, i.e.,
Fs = σ{Wr , r ≤ s} ∨ NP , s ∈ [0, T ].
Here NP is the set of all P-null sets.
A measurable function g : Ω × [0, T ] × R × Rd → R satisfies that (g(t, y, z))t∈[0,T ] is F-
progressively measurable for all (y, z) in R× Rd, and also the following standard assumptions:
(A1) There is some real C ≥ 0 such that, P-a.s., for all t ∈ [0, T ], y1, y2 ∈ R, z1, z2 ∈ Rd,
|g(t, y1, z1)− g(t, y2, z2)| ≤ C(|y1 − y2|+ |z1 − z2|).
(A2) g(·, 0, 0) ∈ L2
F
(0, T ;R).
The following result on BSDEs is well-known now, for its proof the reader is referred to the
pioneering paper by Pardoux and Peng [12].
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Lemma 4.1 Let the function g satisfy the assumptions (A1) and (A2). Then, for any random
variable ξ ∈ L2(Ø,FT , P ), the BSDE
Yt = ξ +
∫ T
t
g(s, Ys, Zs)ds−
∫ T
t
Zs dWs, 0 ≤ t ≤ T, (4.1)
has a unique adapted solution
(Yt, Zt)t∈[0,T ] ∈ S2FW (0, T )× L2FW (0, T ;Rd).
Besides the above existence and uniqueness result we also recall the important comparison
theorem for BSDEs (see, e.g., Theorem 2.2 in El Karoui, Peng, Quenez [6] or Proposition 2.4 in
Peng [14]).
Lemma 4.2 (Comparison Theorem) Given two coefficients g1 and g2 satisfying (A1) and (A2)
and two terminal values ξ1, ξ2 ∈ L2(Ω,FT , P ), we denote by (Y 1, Z1) and (Y 2, Z2) the solution
of the BSDE with the data (ξ1, g1) and (ξ2, g2), respectively. Then we have:
(i) (Monotonicity) If ξ1 ≥ ξ2 and g1 ≥ g2, a.s., then Y 1t ≥ Y 2t , for all t ∈ [0, T ], a.s.
(ii)(Strict Monotonicity) If, in addition to (i), we also assume that P{ξ1 > ξ2} > 0, then
P{Y 1t > Y 2t } > 0, for all 0 ≤ t ≤ T, and in particular, Y 10 > Y 20 .
4.2 Reflected BSDEs
After the above very short recall on BSDEs let us come now to reflected BSDEs (RBSDES).
Here we only introduce RBSDEs with lower barriers; the results on RBSDEs with upper barriers
are symmetric. An RBSDE is connected with a terminal value ξ ∈ L2(Ω,FT , P ), a generator
g and a “barrier” process {St}0≤t≤T . We shall make the following condition on the barrier
process:
(A3) {St}0≤t≤T is a continuous process such that {St}0≤t≤T ∈ S2FW (0, T ).
A solution of an RBSDE is a triple (Y, Z,K) which is F-progressively measurable processes,
take its values in R× Rd × R+, and satisfy the following conditions
(i) Y ∈ S2(0, T ;R), Z ∈ H2(0, T ;Rd) and KT ∈ L2(Ω,FT , P );
(ii) Yt = ξ +
∫ T
t
g(s, Ys, Zs)ds+KT −Kt −
∫ T
t
ZsdWs, t ∈ [0, T ]; (4.2)
(iii) Yt ≥ St, a.s., for any t ∈ [0, T ];
(iv) {Kt} is continuous and increasing, K0 = 0 and
∫ T
0
(Yt − St)dKt = 0.
The following two lemmas can be referred to Theorem 5.2 and Theorem 4.1 in El Karoui,
Kapoudjian, Pardoux, Peng and Quenez [7], respectively.
Lemma 4.3 Assume that g satisfies (A1) and (A2), ξ belongs to L2(Ω,FT , P ), {St}0≤t≤T sat-
isfies (A3), and ST ≤ ξ a.s. Then RBSDE (4.2) has a unique solution (Y, Z,K) ∈ S2FW (0, T )×
L2
FW
(0, T ;Rd)×A2
FW
(0, T ).
Remark 4.1 For simplicity, a given triple (ξ, g, S) is said to satisfy the Standard Assumptions
if the coefficient g satisfies (A1) and (A2), the terminal condition ξ belongs to L2(Ω,FT , P ),
the barrier process S satisfies (A3) and ST ≤ ξ, a.s.
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Lemma 4.4 (Comparison Theorem) Assume that two triples (ξ1, g1, S
1) and (ξ2, g2, S
2) satisfy
the Standard Assumptions, and one of the both generators g1 and g2 to be Lipschitz. Further-
more, we make the following assumptions:
(i) ξ1 ≤ ξ2, a.s.;
(ii) g1(t, y, z) ≤ g2(t, y, z), a.s., for (t, y, z) ∈ [0, T ]× R× Rd;
(iii) S1t ≤ S2t , a.s., for t ∈ [0, T ].
Let (Y 1, Z1,K1) and (Y 2, Z2,K2) be solutions of RBSDEs (4.2) with data (ξ1, g1, S
1) and
(ξ2, g2, S
2), respectively. Then Y 1t ≤ Y 2t , a.s., for t ∈ [0, T ].
Lemma 4.5 Let (Y, Z,K) be the solution of the above RBSDE (4.2) with data (ξ, g, S) satisfying
the above Standard Assumptions. Then there exists a constant C such that
E[ sup
t≤s≤T
|Ys|2 +
∫ T
t
|Zs|2ds+ |KT −Kt|2|Ft] ≤ CE[ξ2 +
(∫ T
t
g(s, 0, 0)ds
)2
+ sup
t≤s≤T
S2s |Ft].
The constant C depends only on the Lipschitz constant of g.
Lemma 4.6 Let (ξ, g, S) and (ξ′, g′, S′) be two triples satisfying the above Standard Assump-
tions. (Y, Z,K) and (Y ′, Z ′,K ′) are the solutions of RBSDE (4.2) with the data (ξ, g, S) and
(ξ′, g′, S′), respectively. We define
∆ξ = ξ − ξ′, ∆g = g − g′, ∆S = S − S′;
∆Y = Y − Y ′, ∆Z = Z − Z ′, ∆K = K −K ′.
Then there exists a constant C such that,
E[ sup
t≤s≤T
|∆Ys|2 +
∫ T
t
|∆Zs|2ds+ |∆KT −∆Kt|2|Ft]
≤ CE[|∆ξ|2 +
(∫ T
t
|∆g(s, Ys, Zs)|ds
)2
|Ft] + C
(
E[ sup
t≤s≤T
|∆Ss|2|Ft]
)1/2
Ψ
1/2
t,T ,
where
Ψt,T = E[|ξ|2 +
(∫ T
t
|g(s, 0, 0)|ds
)2
+ sup
t≤s≤T
|Ss|2
+ |ξ′|2 +
(∫ T
t
|g′(s, 0, 0)|ds
)2
+ sup
t≤s≤T
|S′s|2|Ft].
The constant C depends only on the Lipschitz constant of g′.
The Lemmas 4.5 and 4.6 refer to the Propositions 3.5 and 3.6 in [7], and their generalizations
can be consulted in [16] (the Propositions 2.1 and 2.2 therein), respectively.
Remark 4.2 For the Markovian case where the barrier process is a deterministic function of
the solution of the associated forward equation, Lemma 4.6 has been considerably improved.
Indeed, Proposition 6.1 in [3] shows that Y is Lipschitz with respect to the possibly random
initial condition of the driving forward SDE which solution governs the RBSDE as well as its
barrier.
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