Abstract. Most existing methods for calculating the steady state solution of the lattice Boltzmann equations are based on pseudo time stepping, which often requires a large number of time steps especially for high Reynolds number problems. To calculate the steady state solution directly without the time integration, in this paper we propose and study a nonlinearly preconditioned inexact Newton algorithm with a domain decomposition based linear solver for parallelization. More precisely, the proposed algorithmic framework involves an implicit, second-order discretization, a two-level inexact Newton method, and a nonlinear elimination preconditioner to accelerate the convergence of Newton iteration. A nonstandard, pollution removing, coarse space is introduced for the two-level method. Numerical experiments are presented to demonstrate the robustness and efficiency of the algorithm, especially for problems at a high Reynolds number. A comparison is also included to show the superiority of the proposed approach over other explicit and implicit methods in terms of the total compute time measured on a parallel computer.
the standard IN. ASPIN has been applied successfully to incompressible Navier-Stokes equations with high Reynolds number flows [3, 4, 6, 22, 23] , transonic compressible flows [5, 24] , and flows in porous media [39] . On the other hand, the right preconditioner such as the NE algorithm is applied by modifying the variables of the nonlinear function. The key idea of the NE algorithm is to implicitly remove the components that cause trouble for the standard IN. NE has been applied successfully to the quasi one-dimensional shocked duct flow [24] and the transonic full potential equation [25] . Compared with the Navier-Stokes equations, the steady state LBEs are often more challenging to solve due to the less balanced distribution of the unknowns and the possible nonsmoothness of the solution near the moving boundary. As a result, the straightforward extension of NE [24, 25] doesn't work for LBEs. In this paper, we extend the applicability of NE in a two-level framework with a pollution removing interpolation to the steady state LBEs.
The remainder of the paper is organized as follows. In section 2, we present the steady state LBEs and introduce a second-order finite difference scheme on general curvilinear coordinates. The details of the two-level nonlinearly preconditioned IN solver are described in section 3, in which a pollution removing interpolation technique is also introduced. Two sets of numerical experiments with parallel performance results are reported in section 4, and some concluding remarks are given in section 5.
The steady state LBEs and discretization.
In this section, we first describe the steady state LBEs [2] based on the D2Q9 model [34] without external force, (2.1)
where f α (x) is the particle distribution function, and f (eq) α (x) is the local equilibrium distribution function (EDF). The relaxation time τ is defined by τ = ν/c 2 s , where ν is the shear viscosity and c s is the speed of sound of the fluid. The discrete velocities e α are given by e 0 = 0, and e α = λ α (cos θ α , sin θ α ) with λ α = 1, θ α = (α − 1)π/2 for α = 1, 2, 3, 4 and λ α = √ 2, θ α = (α − 5)π/2 + π/4 for α = 5, 6, 7, 8 . In the D2Q9 model [34] , the EDF is chosen as where c s = 1/ √ 3, and the weighting factors are defined as ω 0 = 4/9, ω α = 1/9 for α = 1, 2, 3, 4 and ω α = 1/36 for α = 5, 6, 7, 8. The macroscopic density ρ, pressure p, and velocity u = (u 1 , u 2 ) of the fluid are, respectively, induced from the particle distribution function by
In traditional computational fluid dynamics calculations, the boundary conditions are often given in terms of macroscopic variables u and p. To determine the particle distribution function f α on the boundary, several algorithms, such as the bounceback scheme [28] , the extrapolation method [9] , and the nonequilibrium extrapolation method [17] are developed. Due to the absence of an external force, the given steady state LBEs coupled with any of these boundary conditions is not a well-posed problem. If we assume f α (x) is a solution of (2.1), then βf α (x) is also a solution of (2.1) for Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php any constant β = 0. To overcome the difficulty, we introduce a normalized particle distribution functionf α (x) = f α (x)/ρ(x) and rewrite (2.1) as (2.4) 
Now the macroscopic density ρ is an unknown in (2.4) and the velocity is defined as u = αf α (x)e α . It is important to note that problem (2.4) is well-posed and the approximate Navier-Stokes equation can be derived from it through a ChapmanEnskog expansion procedure. In this paper, we consider the discretization of (2.4) on general curvilinear coordinates in two dimensions. As shown in Figure 1 (a), Ω is covered by a curvilinear nonuniform mesh ( Figure 1 (b)) with mesh size
To construct a second-order accurate discretization, a layer of ghost points outside the computational domain is added, denoted as (ξ
2 ), and 
, where J = [J 1 ; J 2 ] is the Jacobian matrix of the coordinate transform between x and ξ. To discretize
we apply a family of second-order finite difference schemes as follows:
where
| c is a second-order central scheme, and 0 ≤ ≤ 1 is a control parameter to adjust the weights of the two components. Here
To make the schemes second-order accurate, we introduce a third-order scheme for the ghost points. For brevity, we only show the approximation for the ghost points below the bottom wall. For the ghost point (ξ
It is worth pointing out that the discretization scheme for the macroscopic density ρ is the same as that of the normalized particle distribution functionf α .
The boundary conditions for the normalized particle distribution functionf α are given based on the second-order nonequilibrium extrapolation method [21] , which is second-order accurate on the boundary. In the second-order nonequilibrium extrapolation method, the particle distribution function f α of the boundary points is decomposed into an equilibrium part f 
2 ) for j = 1, 2. The boundary conditions for the normalized particle distribution functionf α on the other three walls are similar.
The boundary condition of the macroscopic density ρ is determined by the local pressure boundary condition [27, 32] given as follows:
where n = (n 1 , n 2 ) is the outward unit normal vector. The boundary condition in the curvilinear coordinates (ξ 1 , ξ 2 ) is rewritten as
T and (2.14)
where g ij is the ijth component of the inverse metric tensor for the curvilinear coordinates, Λ is the square root of the determinant of the metric tensor, and Γ m ij is the mijth Christoffel symbol. It is clear that the values of J, H, g ij , Λ, and Γ m ij are dependent of the coordinates transform. We present the discretizations of the pressure boundary condition (2.13) in detail in the appendix.
3.
A nonlinearly preconditioned inexact Newton algorithm with a Krylov-Schwarz Jacobian solver. After discretizing (2.7) with the proposed secondorder scheme, a large sparse nonlinear system of equations (3.1)F (X) = 0 is constructed. For both the unknowns and the equations, a point-block (field-coupled) ordering is used to organize the algebraic system on the mesh. We denote the approximate solution as
. Similarly, the point-block ordering is used forF . This ordering helps in improving not only the cache performance but also the parallel efficiency in load and communication balance; see [15] , for example.
For the steady state LBEs, there are ten unknowns at each mesh point, corresponding to the normalized particle distribution functionsf α , α = 0, 1, . . . , 8, and the density ρ. The scales between the ten equations are not well-balanced for a given Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php mesh point. We rescale the nonlinear system (3.1) as
In the rest of this section, we propose a two-level IN algorithm with nonlinear preconditioner to solve the rescaled nonlinear system F (X) = 0. For such a large sparse nonlinear system, an IN algorithm such as INKS is an efficient and popular solver [6, 45] . We give a brief review of INKS as follows. Let X n be the approximate solution at the nth iteration. The approximate solution at the (n + 1)th Newton iteration is given by
where λ n is the step-length obtained by a line search procedure [11] and S n is the search direction which is an approximate solution of the Jacobian system
where the Jacobian matrix J n = F (X n ). In the INKS algorithm, the Jacobian system is solved inexactly by using a Krylov subspace method with a preconditioner. The stopping conditions for the Krylov iteration and Newton iteration are
, γ a , respectively. Here η r , η a ≥ 0 are linear tolerances and γ r , γ a ≥ 0 are nonlinear tolerances. All tolerances will be chosen in the numerical results section.
A nonlinearly preconditioned INKS.
The convergent behavior of INKS is problem dependent. When the nonlinearities in the system are well-balanced and a good initial guess is available, a near quadratic convergence is usually observed. However, if the nonlinearities of the system are strong and not well-balanced, such as the nonlinear system arising from the discretization of the steady state LBEs at a high Reynolds number, the convergence of INKS is problematic. In this paper, we propose an inexact two-level Newton algorithm with a NE preconditioner to solve the nonlinear system F (X) = 0. A coarse mesh is introduced to generate the initial guess for the IN algorithm on the fine mesh and the NE preconditioner is proposed to balance the nonlinearities of the system. Below, we present a high level description of the basic algorithm for a general problem and then discuss the details of each component. • Choose an increasing sequence of Reynolds numbers such as Re = 10, 100, 400, 1000, 2000, 3200, . . .. • Set the initial guess on the coarse mesh to u = 0 and solve the nonlinear system with a relatively small Reynolds number by the classical INKS algorithm.
Algorithm 1. INKS with a coarse mesh
• Increase the Reynolds number step by step, until the nonlinear system with the given Reynolds number is solved. At each step, the approximate solution with the previous Reynolds number is taken as the initial guess for the current Reynolds number. Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Phase 2: Pollution removing interpolation: We obtain the initial guess X 0 on the fine mesh by interpolating the approximate solution on the coarse mesh to the fine mesh with the pollution removing technique.
Phase 3: On the fine mesh (N 1 + 1) × (N 2 + 1): Solve the nonlinear system by INKS with the NE preconditioner. Set X n to be the approximate solution at the nth global Newton iteration.
Step 1 (The Nonlinearity Checking Step): Check the local and global stopping conditions.
• If the global condition is satisfied, stop.
• If the local conditions indicate that nonlinearities are unbalanced and the residual is reduced slowly, go to Step 2; otherwise, go to Step 3.
Step 2 (The NE Step): Construct and solve the local nonlinear system.
• Mark the points with relatively large residuals as bad-points.
• Construct the local nonlinear system F n,δ
Step 3 (The global Newton Step): Compute the (n + 1)th global Newton iteration by X n+1 = X n + λ n S n , and go to Step 1.
Detailed explanations of the new algorithm.

The pollution removing interpolation.
For solving a linear or nonlinear system of equations arising from the discretization of PDEs, a coarse mesh correction often leads to the reduction of iterations. However, for some problems, the number of iterations may increase when a coarse correction is involved. The reason for this phenomenon is the coarse mesh pollution. In other words, the location or the sharpness of the jump of the solution on the fine mesh is dislocated or smoothed out by the coarse correction. To remove the coarse mesh pollution, a modified coarse-tofine interpolation procedure is proposed in [33] for certain flow control problems. In this paper, we follow the same idea but define a new interpolation more suitable for the LBEs.
Let I : R Nc → R N denote a linear interpolation operator from the coarse to fine mesh, where
are the total number of unknowns on the coarse mesh and fine mesh, respectively. Here, M is the total number of unknowns at a mesh point. The modified interpolation is expressed as
where [33] . To describe the pollution removing inerpolation more clearly, we take a one-dimensional case with only one unknown at each mesh point as an example. Let us assume ξ Nc is a given polluted point (see Figure 2(a) ). The operator Z c and Z are, respectively, defined as Z c (X c ) =X c and Z(X) =X, where the ith component ofX c andX are, respectively, defined as
For problems with sharp jumps, the modified interpolation is efficient. However, for the LBEs the pollution removing technique based on the above interpolation is Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
The nonlinear elimination preconditioner.
When the nonlinearities at the nth Newton iteration are not well-balanced and the residual is reduced slowly, an NE step is introduced as a nonlinear preconditioner to accelerate the Newton iteration. We consider
F (Xn−1) as a measure of the relative reduction of the residual at the nth Newton iteration. We say that the residual reduces slowly if here the jth mesh point belongs to the bad subset I n b . In this paper, δ is set to be 2h 1 in the ξ 1 direction and 2h 2 in the ξ 2 direction, which is consistent with the Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php stencil width of the proposed finite difference scheme. With this subset, we define two subspaces 
The local nonlinear system F 
are the relative tolerance and absolute tolerance for the local nonlinear solver. With this approximate solution, we define a temporary solutionX n for the global nonlinear system at the nth iteration as
If F(X n ) < F(X n ) , we set X n =X n and accept the temporary solutionX n as the solution of the global nonlinear system at the nth iteration. The tolerances control the accuracy of the solution of the local nonlinear system. If the local nonlinear system is solved too accurately, the residuals corresponding to the bad points in the global nonlinear system are also small, which may introduce further unbalances of the nonlinearities. Therefore the relative tolerance γ NE r is set to be something not too small. In this work, we set the absolute and relative tolerances to 10 −8 and 10 −2 , respectively. The local nonlinear iteration is also stopped if the maximum allowable iteration number is reached.
Numerical experiments.
In this section, we investigate the numerical behavior and parallel performance of the newly proposed algorithm. We consider two test cases, namely, a flow around a circular cylinder and a lid-driven cavity flow. We focus on (1) the verification of the correctness of the proposed discretization scheme, (2) a comparison of the proposed solution algorithm with the classical INKS method, (3) a comparison of the performance of an explicit method, a fully implicit method with adaptive time stepping, and the new algorithm, and (4) the parallel scalability of the new algorithm.
We implement the algorithms described in the previous sections based on PETSc [1] . The numerical tests are carried out on a parallel computer with 282 nodes. Each node consists of two 4-core Intel X5550 CPUs with 24GB local memory and is interconnected via the Infiniband high performance network. In the numerical experiments we use all 8 cores in each node and assign one subdomain to each core.
The stopping conditions for the nonlinear iterations are as follows:
• The relative tolerance on the fine mesh is 10 −6 .
• The absolute tolerance on the fine mesh is 10 −5 . Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php • The relative tolerance on the coarse mesh is 10
• The absolute tolerance on the coarse mesh is 10 −6 . In all experiments, the Jacobian matrix is analytically calculated. The linear system at each Newton iteration is solved by GMRES (restarts at every 50 iterations) [36] with the right restricted additive Schwarz (RAS) preconditioner [7] . In the RAS preconditioner, we apply a sparse point-block LU factorization as the subdomain solver and set the overlapping size between subdomains to be h, 2h, 3h, where h is the fine mesh size. The block size is 10 × 10. The absolute and relative tolerances for the linear solver are 10 −8 and 10 −5 , respectively.
Flow around a circular cylinder.
The first test case is a 2D flow around a circular cylinder, which is used to validate the proposed discretization scheme. In the test, we assume the flow has a free stream velocity U 0 = 0.1. The Reynolds number is defined as Re = DU 0 /ν, where D = 1 is the diameter of the cylinder. This problem has been studied extensively as a benchmark case by many researchers, and thus there are numerous experimental and numerical results available in the literature. Since the proposed method is aimed at solving the steady state LBEs directly, we only focus on the steady state solution of the problem at Reynolds numbers Re = 10, 20, 40. Due to the relatively small Reynolds numbers, the nonlinear effects of the system are not too strong. So, the standard INKS without a coarse mesh and the NE-based nonlinear preconditioner are good enough to solve the sparse nonlinear equations. This test case focuses on validating the discretization of the proposed algorithm while the pollution removing interpolation and the NE preconditioner will be examined in the second test case.
The geometry and the curvilinear nonuniform mesh used for the numerical simulation of the steady flows around the circular cylinder are shown in Figure 3 . The radius of computational domain is set to be 50 times of the diameter of the cylinder, and only the upper half domain is considered. The mesh employed in the simulation is generated based on the following coordinate transform:
, where R = 0.5, R = 50. In the ξ 2 direction, the symmetrical boundary condition [37] is implemented to define the normalized distribution functionf α and density ρ. On the wall, we impose a no-slip boundary condition. On the inlet boundary, the values of the macroscopic velocity components Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php [21] .
Fig. 4. Streamlines of the flow over a circular cylinder at different Reynolds numbers. Here "present method" (upper half ) denotes the solution of the steady state LBEs computed by using the proposed method, and "implicit method" (lower half ) denotes the solution obtained by solving the time dependent LBEs with an implicit method
are assumed to be given. For the calculation of the density ρ on the wall and the inlet boundary, the pressure boundary condition is used. For the outlet boundary, the value of pressure is assumed to be known and the values of the macroscopic velocity components are obtained from the stress-free boundary conditions. With the given macroscopic pressure and velocity, the values of normalized distribution functionf α on the wall, on the inlet boundary, and on the outlet boundary are obtained by using the second-order nonequilibrium extrapolation method (2.11).
The steady state solutions on a 200 × 200 mesh for Re = 10, 20, 40 are shown in Figures 4 and 5 . It is observed that a pair of stationary recirculating eddies appears behind the cylinder for the three Reynolds numbers. We compare the solutions of the steady state LBEs computed by using the proposed method and the solutions obtained by solving the time dependent LBEs using an implicit method [21] in these Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php [21] .
Fig. 5. Vorticity contours of the flow over a circular cylinder at different Reynolds numbers. Here "present method" (upper half ) denotes the solution of the steady state LBEs computed by using the proposed method, and "implicit method" (lower half ) denotes the solution obtained by solving the time dependent LBEs by using an implicit method
figures. Note that the computed results using the new algorithm match quite well with the results from a well established algorithm. As the Reynolds number increases, the length of the recirculating region L (the distance from the rearmost point of the cylinder to the end of the wake) and the separation angle θ s become larger.
In Table 1 , we present the numerical solution obtained by solving the steady state LBEs in the curvilinear coordinates with several experimental and numerical methods [10, 12, 16, 18, 19, 26, 30, 31, 40] for the hydrodynamic coefficients and the locations of the separation and reattachment points. The drag coefficient C d computed by solving the steady state LBEs with the proposed IN algorithm agrees well with the values obtained by other methods. The stagnation pressure coefficients at the front of the cylinder C p (π) and at its rear C p (0) also agree well with the results in previously published works. The length of the recirculating region normalized by the radius of Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the cylinder 2L/D and the separation angle are both close to the results obtained by other published works for the three Reynolds numbers. It is worth pointing out that all of existing numerical methods obtain the steady state solution by pseudo time stepping, and the proposed IN algorithm is able to obtain the steady state solution without time stepping. The experiments confirm the correctness of the proposed algorithm. Now let us compare the proposed method with a fully implicit method with adaptive time stepping and an explicit method [21] . For the explicit method, we use a fixed time step size Δt = 5.03 × 10 −3 which is determined by the maximum allowable CFL number. For the implicit method, we apply the adaptive time stepping algorithm and the first-order discretization-based RAS preconditioner. The stopping condition for the implicit method is given by G(X n ) ≤ 2 × 10 −6 , and the explicit method stops at the same physical time with the implicit method. Here G(·) is a nonlinear function of X n which depends on the spatial discretization and the collision term of the time dependent LBEs (see the definition in [21] ). More details about the explicit method and implicit method are given in [21] . From Table 2 , it is clear that the total compute time of the proposed method is smaller than that of the explicit method and the implicit method.
A lid-driven cavity flow.
The second test case is a 2D lid-driven cavity flow problem which has been used as a benchmark problem for many numerical Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php methods due to its simple geometry and complicated flow behaviors. In the test, the top wall moves from left to right along the x 1 direction with a constant velocity U 0 = 0.1, and the other three walls are fixed. The Reynolds number is defined as Re = U 0 H/ν with H = 1.0. In our experiments, Re is chosen to be 400, 1,000, 3,200, 5,000, 7,500, 10,000, 20,000, 50,000, and 100,000. Due to the large Reynolds number and the strong nonlinear effect of the system, we use the proposed preconditioned IN algorithm to solve the problem. In this case, an identity coordinate transform x 1 = ξ 1 , x 2 = ξ 2 is considered. We use a uniform (N 1,c + 1, N 2,c + 1 ) coarse mesh and a uniform (N 1 + 1, N 2 + 1) fine mesh. The second-order nonequilibrium extrapolation method is applied as boundary conditions forf α on all walls, and the pressure boundary condition is used for ρ. The density boundary condition on the bottom wall is discretized as
The density boundary conditions on the other three walls are similar.
To verify the proposed algorithm, the two velocity components u 1 and u 2 along the vertical and horizontal lines through the cavity center are shown in Figure 6 , together with the benchmark solutions obtained by solving the Navier-Stokes equations [14] Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php and the numerical solutions given in [21] by solving the time dependent LBEs using a fully implicit method. Agreements are clearly reached which validate the newly proposed discretization scheme. We also compare the vorticity contours and the streamline patterns obtained by the new method with that of the other two methods. The consistency between those contours is obvious. We next compare the new modified interpolation operator with the modified interpolation operator and the linear interpolation operator. For the lid-driven cavity flow problem, the solutionsf α , α = 0, 1, . . . , 8, have a small jump on the top wall which is shown in Figure 7(d) . The fine mesh solution obtained by the linear interpolation operator is polluted due to the jump on the wall and the corresponding residual (as shown in Figure 7(a) ) is also polluted. The pollution of the fine mesh solution obtained by the modified interpolation operator I modify is overly corrected, and the residual is still relatively large (as shown in Figure 7(b) , (e)). As shown in Figure 7 (f), the proposed modified interpolation is able to remove the pollution cleanly and the corresponding residual is smaller than that of the other two approaches (see Figure 7(c) ). In the rest of the section, we use the new modified interpolation operator to obtain the initial guess X 0 on the fine mesh.
Next we present a comparison of the INKS-NE algorithm with the classical INKS algorithm. In Figure 8(a) , we show the history of the norm of the residuals of several tests with different Reynolds numbers on a 257 × 257 mesh with mesh size h = 1/256 by using the INKS-NE algorithm and the classical INKS algorithm. Both methods use the same initial guess which is obtained from a coarse mesh solution corrected by the pollution removing interpolation. In the INKS-NE algorithm, the prechosen Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php It is important to note that the total compute times of the INKS-NE algorithm are always less than that of the INKS algorithm, especially for a high Reynolds number. In Figure 9 , we show the surface plots for the sixth component of F (X n ) corresponding tof 5 . The other components are similar. In Figure 9 (a), we observe that the dominant part of the residual is near the top right corner of the computational domain. After the local nonlinear system is solved, the dominant components are reduced as shown in Figure 9 In Table 3 , we summarize the number of Newton iterations on three different meshes 129 × 129, 193 × 193, and 257 × 257 with six different Reynolds numbers. As shown in Table 3 , the number of global Newton iterations is almost independent of the mesh size and increases slowly with the increase of the Reynolds number. For the case with Reynolds number less than 2×10 4 , the classical INKS algorithm with coarse mesh correction converges in several iterations. For the case with Reynolds number larger than 2 × 10 4 , the NE preconditioner plays an important role in the INKS algorithm. We also observe that the total number of Newton iterations for the NE preconditioner increases as the Reynolds number becomes larger. As shown in Figure 8 , the total compute time of the NE preconditioner is smaller than over 70% of the total compute time on the fine mesh. Based on this together with the number of iterations reported in Table 3 , we conclude that the computational cost per Newton iteration for the NE preconditioner is lower than that of the global Newton iteration, and the NE preconditioner improves the convergence of the classical INKS and thus decreases the total compute time. On the other hand, the number of GMRES iterations per Newton step is sensitive to the mesh size and the Reynolds number.
To understand the impact of the prechosen constants 0 , 1 , and 2 on the performance of the proposed method, a test with Re = 50,000 on a 129 × 129 coarse Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php mesh and a 257 × 257 fine mesh is conducted. We fix two of the three prechosen constants and vary the value of the third one. As shown in Table 4 , the number of global Newton iterations is not sensitive to the choice of the constants, which means that the performance of the proposed method is also insensitive to the prechosen constants.
To study the strong parallel scalability, a test with Re = 50,000 on a 197 × 197 coarse mesh and a 393×393 fine mesh is considered. Figure 10 shows the total compute time, the compute time on the fine mesh, the compute time on the coarse mesh, and the speedup with respect to the number of processors. We see that the compute time of the proposed method decreases with the number of processors increases. An almost ideal speedup is obtained from 128 to 2048 processors, which is similar to the explicit method and implicit method for the time dependent LBEs reported previously [21] . Next, we check the weak scalability. We fix the ratio between the coarse mesh size and the fine mesh size to be 2, and set Re = 50,000. The fine meshes of size 143 × 143, 203×203, 287×287, 405×407, and 573×573, which correspond to 128, 256, 512, 1024, Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Figure 11 shows the total compute time for different numbers of processors. A reasonably good weak scaling performance is obtained. Now let us compare the proposed method with a fully implicit method and an explicit method [21] by solving a lid-driven cavity flow problem with strong nonlinear effect. As shown in Table 5 , the total time steps and the total compute time of the fully implicit method and the explicit method increase quickly as the Reynolds number grows. With the NE preconditioner, the proposed method solves the problem in fewer than 10 Newton iterations for all Reynolds numbers, which saves about 99% of the total compute time in comparing with the given time stepping approaches. The results show that the new method is a clear winner, especially at high Reynolds number. Moreover, the new method shows a robust performance with a wide range of Reynolds numbers.
Concluding remarks.
In this paper, a nonlinearly preconditioned inexact Newton algorithm was developed to directly compute the steady state solution of LBEs. A normalized particle distribution function is introduced to convert the steady state LBEs to a well-posed problem, which is then discretized on a general curvilinear mesh by a mixed second-order finite difference scheme. The numerical solution obtained by solving the steady state LBEs with the proposed method are in good agreement with existing numerical methods and the solution obtained by experimental studies. With the NE preconditioner and the coarse correction, the proposed Downloaded 06/12/16 to 198.11.31.66. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php method is able to obtain a steady state solution of the LBEs for high Reynolds numbers. The proposed algorithm exhibits a linear speedup in terms of strong scaling and a reasonably good parallel efficiency in terms of week scaling with up to 2048 processors. Compared to the explicit method and the fully implicit method, the new method saves a large amount of compute time, even for the case of high Reynolds flows with strong nonlinear effects. More importantly, the convergence of the proposed method is not sensitive with respect to the high Reynolds numbers, which is a property not shared by any existing algorithms.
Appendix A. In the first test case, the coordinate transform is defined as , and 
