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Abstract
In this paper, we derive mutual information based upper and lower bounds on the number of
nonadaptive group tests required to identify a given number of “non-defective” items from a large
population containing a small number of “defective” items. We show that a reduction in the number of
tests is achievable compared to the approach of first identifying all the defective items and then picking
the required number of non-defective items from the complement set. In the asymptotic regime with the
population size N → ∞, to identify L non-defective items out of a population containing K defective
items, when the tests are reliable, our results show that CsK1−o(1)(Φ(α0, β0) + o(1)) measurements are
sufficient, where Cs is a constant independent of N,K and L, and Φ(α0, β0) is a bounded function
of α0 , limN→∞ LN−K and β0 , limN→∞
K
N−K
. Further, in the nonadaptive group testing setup, we
obtain rigorous upper and lower bounds on the number of tests under both dilution and additive noise
models. Our results are derived using a general sparse signal model, by virtue of which, they are also
applicable to other important sparse signal based applications such as compressive sensing.
Index Terms
Sparse signal models, nonadaptive group testing, inactive subset recovery.
This work was presented in part in [1].
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2I. INTRODUCTION
Sparse signal models are of great interest due to their applicability in a variety of areas such as
compressive sensing [2], group testing [3], [4], signal de-noising [5], subset selection [6], etc. Generally
speaking, in a sparse signal model, out of a given number N of input variables, only a small subset of
size K contributes to the observed output. For example, in a non-adaptive group testing setup, the output
depends only on whether the items from the defective set participate or not participate in the group test.
Similarly, in a compressive sensing setup, the output signal is a set of random projections of the signal
corresponding to the non-zero entries (support set) of the input vector. This salient subset of inputs is
referred to by different names, e.g., defective items, sick individuals, support set, etc. In the sequel, we
will refer to it as the active set, and its complement as the inactive set. In this paper, we address the
issue of the inactive subset recovery. That is, we focus on the task of finding an L (≤ N − K) sized
subset of the inactive set (of size N −K), given the observations from a sparse signal model with N
inputs, out of which K are active.
The problem of finding a subset of items belonging to the inactive set is of interest in many applications.
An example is the spectrum hole search problem in the cognitive radio (CR) networks [7]. It is well
known that the primary user occupancy (active set) is sparse in the frequency domain over a wide band of
interest [8], [9]. To setup a CR network, the secondary users need to find an appropriately wide unoccupied
(inactive) frequency band. Thus, the main interest here is the identification of only a sub-band out of the
total available unoccupied band, i.e., it is an inactive subset recovery problem. Furthermore, the required
bandwidth of the spectrum hole will typically be a small fraction of the entire bandwidth that is free at
any point of time [10]. Another example is a product manufacturing plant, where a small shipment of
non-defective (inactive) items has to be delivered on high priority. Once again, the interest here is on the
identification of a subset of the non-defective items using as few tests as possible.
Related work: In the group testing literature, the problem of bounding the number of tests required
to identify the defective items in a large pool has been studied, both in the noiseless and noisy settings,
both for tractable decoding algorithms as well as under general information theoretic models [11]–
[25]. A combinatorial approach has been adopted in [11]–[13], where explicit constructions for the
test matrices are used, e.g., using superimposed codes, to design matrices with properties that lead
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3to guaranteed detection of a small number of defective items. Two such properties were considered:
disjunctness and separability [4].1 A probabilistic approach was adopted in [14]–[17], where random test
matrix designs were considered, and upper and lower bounds on the number of tests required to satisfy the
properties of disjunctness or separability with high probability were derived. In particular, [17] analyzed
the performance of group testing under the so-called dilution noise. Another study [22] uses random
test designs, and develops computationally efficient algorithms for identifying defective items from the
noisy test outcomes by exploiting the connection with compressive sensing. A very recent work [25]
uses novel information theoretic techniques, based on information density, to study the phase transitions
for Bernoulli test matrix designs and measurement-optimal recovery algorithms. A general sparse signal
model for studying group testing problems, that turns out to be very useful in dealing with noisy settings,
was proposed and used in [18]–[21]. In this framework, the group testing problem was formulated as
a detection problem and a one-to-one correspondence was established with a communication channel
model. Using information theoretic arguments, mutual information based expressions (that are easily
computable for a wide variety of noisy channels) for upper and lower bounds on the number of tests
were obtained [21]. In the related field of compressive sensing, an active line of research has focused on
the conditions under which reliable signal recovery from observations drawn from a linear sparse signal
model is possible, for example, conditions on the number of measurements required and on isometry
properties of the measurement matrix ([26], [27], and references therein). In particular, there exists a
good understanding of the bounds on the number of measurements required for support recovery from
noisy linear projections (e.g., [28]–[32]).
Thus, to the best of our knowledge, fundamental bounds on the number of tests needed to find L non-
defective items, which is the focus of this paper, have not been derived in the existing literature. A recent
work [33] studies the problem of finding zeros in a sparse vector in the framework of compressive sensing.
The authors propose computationally efficient recovery algorithms and study their performance through
simulations. In contrast, our work builds on our earlier work [1], and focuses on deriving information
theoretic upper and lower bounds on the number of measurements needed for identifying a given number
1A test matrix, with tests indexing the rows and items indexing the columns, is said to be k-disjunct if the boolean sum of
every k columns does not equal any other column in the matrix. Also, a test matrix is said to be k-separable if the boolean sum
of every set of k columns is unique.
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4of inactive items in a large population with arbitrarily small probability of error.
In this paper, we consider the general sparse signal model employed in [18], [21] in context of a
support recovery problem. The model consists of N input covariates, out of which, an unknown subset
S of size K are “active”; in the sense that, only the active variables, i.e., the variables from the set S,
are relevant to the output. Mathematically, this is modeled by assuming that, given the active set S, the
output Y is independent of remaining input variables. Further, the probability distribution of the output
conditioned on a given active set, is assumed to be known for all possible active sets. Given multiple
observations from the this model, we propose and analyze decoding schemes to identify a set of L
inactive variables. We compare two alternative decoding schemes: (a) Identify the active set and then
choose L inactive covariates randomly from the complement set, and, (b) Decode the inactive subset
directly from the observations. Our main contributions are as follows:
1) We analyze the average probability of error for both the decoding schemes. We use the analysis to
obtain mutual information based upper bounds on the number of observations required to identify
a set of L inactive variables with the probability of error decreasing exponentially with the number
of observations.
2) We specialize the above bounds to various noisy non-adaptive group testing scenarios, and charac-
terize the number of tests required to identify L non-defective items, in terms of L, N and K.
3) We also derive a lower bound, based on Fano’s inequality, characterizing the number of observations
required to identify L inactive variables.
Our results show that, compared to the conventional approach of identifying the inactive subset by first
identifying the active set, directly searching for an L-sized inactive subset offers a reduction in the number
of observations (tests/measurements), especially when L is small compared to N−K. When the tests are
reliable, in the asymptotic regime as N →∞, if LN−K → α0 and KN−K → β0, CsK1−o(1)(Φ(α0, β0) + o(1))
measurements are sufficient, where Cs is a constant independent of N,K and L, and Φ(α0, β0) is a
bounded function of α0 and β0. We show that this improves on the number of observations required by
the conventional approach, in the sequel.
The rest of the paper is organized as follows. Section II describes the signal model and problem
setup. We present our upper and lower bounds on the number of observations in Sections III and IV,
respectively. An application of the bounds to group testing is described in Section V. The proofs for the
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5main results are provided in Section VI, and concluding remarks are offered in Section VII.
Notation: For any positive integer a, [a] , {1, 2, . . . , a}. For any set A, Ac denotes complement operation
and |A| denotes the cardinality of the set. For any two sets A and B, A\B = A∩Bc, i.e., elements of A
that are not in B. {∅} denotes the null set. Scalar random variables (RVs) are represented by capital non-
bold alphabets, e.g., {Z1, Z3, Z5, Z8} represent a set of 4 scalar RVs. If the index set is known, we also use
the index set as sub-script, e.g., ZS , where S = {1, 3, 5, 8}. Bold-face letters represent random matrices
(or a set of vector random variables). We use an index set to specify a subset of columns from the given
random matrix. For example, let Z denote a random matrix with n columns. For any S ⊂ [n], ZS denotes
a set of |S| columns of Z. Similarly, for any S1, S2 ⊂ [n], ZS1∪S2 denotes a set of columns of Z specified
by the index set S1 ∪ S2. Individual vector RVs are also denoted using an underline, e.g., z represents a
single random vector. For any discrete random variable Z , {Z} represents the set of all realizations of
Z . Similarly, for a random matrix Z, whose entries are discrete random variables, {Z} represents the set
of all realizations of Z. For any two jointly distributed random variables z1 and z2, with a slight abuse
of notation, let P (z1|z2) denote the conditional probability distribution of z1 given “a realization z2” of
the random variable z2. Similarly P (z1|Z) denote the conditional probability distribution of z1, given a
realization Z of the random matrix Z. B(q), q ∈ [0 1] denotes the Bernoulli distribution with parameter
q. IA denotes the indicator function, which returns 1 if the event A is true, and returns 0 otherwise. Note
that, x(n) = O(y(n)) implies that ∃ B > 0 and n0 > 0, such that |x(n)| ≤ B|y(n)| for all n > n0.
Similarly, x(n) = Ω(y(n)) implies that ∃ B > 0 and n0 > 0, such that |x(n)| ≥ B|y(n)| for all n > n0.
Also, x(n) = o(y(n)) implies that for every ǫ > 0, there exists an n0 > 0 such that |x(n)| ≤ ǫ|y(n)|
for all n > n0. In this work, unless otherwise specified, all logarithms to the base e. For any p ∈ [0, 1],
Hb(p) denotes the binary entropy in nats, i.e., Hb(p) , −p log(p)− (1− p) log(1− p).
II. PROBLEM SETUP
In this section, we describe the signal model and problem setup. Let X[N ] =
[
X1,X2, . . . ,XN
]
denote
a set of N independent and identically distributed input random variables (or items). Let each Xj belong
to a finite alphabet denoted by X and be distributed as Pr{Xj = x} = Q(x), x ∈ X , j = 1, 2, . . . , N . For
a group of input variables, e.g., X[N ], Q(X[N ]) =
∏
j∈[N ]Q(Xj) denotes the known joint distribution
for all the input variables. We consider a sparse signal model where only a subset of the input variables
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6are active (or defective), in the sense that only a subset of the input variables contribute to the output.
Let S ⊂ [N ] denote the set of input variables that are active, with |S| = K. We assume that K, i.e.,
the size of the active set, is known. Let Sc , [N ]\S denote the set of variables that are inactive (or
non-defective). Let the output belong to a finite alphabet denoted by Y . We assume that Y is generated
according to a known conditional distribution P (Y |X[N ]). Then, in our observation model, we assume
that given the active set, S, the output signal, Y , is independent of the other input variables. That is,
∀ Y ∈ Y ,
P (Y |X[N ]) = P (Y |XS). (1)
We observe the outputs corresponding to M independent realizations of the input variables, and denote
the inputs and the corresponding observations by {X,y}. Here, X is an M ×N matrix, with its ith row
representing the ith realization of the input variables, and y is an M × 1 vector, with its ith component
representing the ith observed output. Note that, the independence assumption across the input variables
and across different observations implies that each entry in X is independent and identically distributed
(i.i.d.). Let L ≤ N − K. We consider the problem of finding a set of L inactive variables given the
observation set, {X,y}. That is, we wish to find an index set SH ⊂ Sc such that |SH | = L. In particular,
our goal is to derive information theoretic bounds on the number of observations (measurements/group
tests) required to find a set of L inactive variables with the probability of error exponentially decreasing
with the number of observations. Here, an error event occurs if the chosen inactive set contains one
or more active variables. Now, one way to find L inactive variables is to find all the active variables
and then choose any L variables from the complement set. Thus, existing bounds on M for finding the
active set are an upper bound on the number of observations required for solving our problem. However,
intuitively speaking, fewer observations should suffice to find L inactive variables, since we do not need
to find the full active set. This is confirmed by our results presented in the next section.
The above signal model can be equivalently described, see Figure 1, using Shannon’s random codebook
based channel coding framework. The active set S, that corresponds to one of the
(
N
K
)
possible active
sets with K variables, constitutes the input message. Let X ∈ XM×N be a random codebook consisting
of N codewords of length M ; each associated with one of the N input variables. Let xi denote the
codeword associated with ith input variable. The encoder encodes the message as a length-M message
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7XS ∈ XM×K , that comprises of K codewords, each of length M , chosen according to the index set S
from X. That is, XS = [xi1 xi2 . . .xiK ], for each il ∈ S. Let X(i)S denote the ith row of the matrix XS and
let y(i) denote its ith component. The encoded message is transmitted through a discrete memoryless
channel [34], [35], denoted by (XM , P (y|XS),YM ), where P (y|XS) =
∏M
i=1 P (y(i)|X(i)S ) and the
distribution function P (y(i)|X(i)S ) is known for each active set S. Given the codebook X and the output
message y, our goal is to find a set of L variables not belonging to the active set S. We would like to
mention briefly that the above signal model, proposed and used earlier in [18], [21], is a generalization
of the signal models employed in some of the popular non-adaptive measurement system signal models
such as compressed sensing2 and non-adaptive group testing. Thus, the general mutual information based
bounds on number of observations to find a set of inactive items obtained using the above model are
applicable in a variety of practical scenarios.
We now discuss the above signal model in context of a specific non-adaptive measurement system,
namely the random pooling based, noisy non-adaptive group testing framework [4], [21]. In a group
testing framework [4], [18], [21], we have a population of N items, out of which K are defective. Let
G ⊂ [N ] denote the defective set, such that |G| = K. The group tests are defined by a boolean matrix,
X ∈ {0, 1}M×N , that assigns different items to the M group tests (pools). In the ith test, the items
corresponding to the columns with 1 in the ith row of X are tested. Thus, M tests are specified. As
in [21], we consider an i.i.d. random Bernoulli measurement matrix, where each Xij ∼ B(p) for some
0 < p < 1. Here, p is a design parameter that controls the average group size. If the tests are completely
reliable, then the output of the M tests is given by the boolean OR of the columns of X corresponding
to the defective set G. We consider the following two different noise models [17], [21]: (a) An additive
noise model, where there is a probability, q ∈ (0, 1], that the outcome of a group test containing only
non-defective items comes out positive; (b) A dilution model, where there is a probability, u ∈ (0, 1],
that a given item does not participate in a given group test. We would like to mention that although
we consider the two popular noise models mentioned above, the results of this paper can be adapted
to other noise models also. Let di ∈ {0, 1}M . Let di(j) ∼ B(1 − u) be chosen independently for all
2Although, in this work, we focus on models with finite alphabets, our results easily extend to models with continuous
alphabets [36], [37].
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8j = 1, 2, . . . M and for all i = 1, 2, . . . N . Let Di , diag(di). Let “
∨
” denote the boolean OR operation.
The output vector y ∈ {0, 1}M can be represented as
y =
∨
i∈G
Dixi
∨
w, (2)
where xi ∈ {0, 1}M is the ith column of X, w ∈ {0, 1}M is the additive noise with the ith component
w(i) ∼ B(q). For the noiseless case, u = 0, q = 0. In an additive model, u = 0, q > 0. In a dilution
model, u > 0, q = 0.
The above “logical-OR” signal model represents many practical non-adaptive group testing measure-
ment systems. For example, consider a medical screening application, where a large number of individuals
need to be tested for the presence of a specific antigen in their blood. The blood samples drawn from the
different individuals are pooled together, according to a randomly generated test matrix X (as described
above), into multiple pools. Each pool is tested for the presence of the specific antigen. This test is well
modeled by the OR-operation described above, i.e., when the tests are reliable, a test outcome is positive
if one or more samples in the pool contain the antigen, and, a test outcome is negative only if none
of the samples in the pool contain the antigen. Note that, given the knowledge of the set of individuals
with the presence of the antigen, the test outcome does not depend upon whether the blood sample from
any other individual is included in the pool or not. For several other examples of the above described
measurement system, see [4], [17], [38]–[40].
We now relate this model with the general sparse signal model described above. Note that, X = {0, 1},
Y = {0, 1}. Each item in the group testing framework corresponds to one of the N input covariates.
The ith row of the test matrix, which specifies the ith random pool, corresponds to the ith realization
of the input covariates. From (2), given the defective set G, the ith test outcome y(i) is independent
of values of input variables from the set [N ]\G. That is, with regards to test outcome, it is irrelevant
whether the items from the set [N ]\G are included in the test or not. Thus, G corresponds to the active
set S. Further, with regards to the channel coding setup, the test matrix X corresponds to the random
codebook, and each column specifies the M length random code with the associated item. The channel
model, i.e., the probability distribution functions P (y|XG) for any G, is fully determined from (2) and
the statistical models for the dilution and additive noise. Thus, it is easy to see that the group testing
framework is a special case of the general sparse model that we have considered, and, the number of
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9{i1, i2, . . . , iK}
Active Set
Codebook
X ∈ XM×N
[x1,x2, . . . ,xN ]
S
P(y|XS)
XS ∈ X
M×K y ∈ YM
[xi1,xi2, . . . ,xiK ]
Encoder Channel
Fig. 1. Sparse signal model: An equivalent random codebook based channel coding model.
group tests correspond directly to the number of observations in the context of sparse models.
We now define two quantities that are very useful in the development to follow. Let S be a given active
set. For any 1 ≤ j ≤ K, let S(j) and S(K−j) represent a partition of S such that S(j) ∪ S(K−j) = S,
S(j) ∩ S(K−j) = {∅} and |S(j)| = j. Define
E0(ρ, j, n) = − log
∑
Y ∈Y
∑
X
S(K−j)
∈XK−j

 ∑
X
S(j)
∈X j
Q(XS(j)) (P (Y,XS(K−j) |XS(j)))
1
1+ρn


1+ρn
(3)
for any positive integer n and any ρ ∈ [0, 1]. Define I(j) , I(Y,XS(K−j) ;XS(j)) = I(Y ;XS(j) |XS(K−j))
as the mutual information between {Y,XS(K−j)} and XS(j) [34], [35]. Mathematically,
I(j) =
∑
Y ∈Y
∑
X
S(K−j)
∈XK−j
∑
X
S(j)
∈X j
P (Y,XS(K−j) |XS(j))Q(XS(j)) log
P (Y,XS(K−j) |XS(j))
P (Y,XS(K−j))
. (4)
Using the independence assumptions in the signal model, by the symmetry of the codebook construction,
for a given j, E0(ρ, j, n) and I(j) are independent of the specific choice of S, and of the specific partitions
of S. It is easy to verify that dE0(ρ, j, n)
dρ
|ρ=0 = nI(j). Furthermore, it can be shown that E0(ρ, j, n) is
a concave function of ρ [34].
III. SUFFICIENT NUMBER OF OBSERVATIONS
We first present results on the sufficient number of observations to find a set of L inactive variables.
The general methodology used to find the upper bounds is as follows: (a) Given a set of inputs and
observations, {X,y}, we first propose a decoding algorithm to find an L-sized inactive set, SH ; (b) For
the given decoding scheme, we find (or upper bound) the average probability of error, where the error
probability is averaged over the random set {X,y} as well as over all possible choices for the active set.
An error event occurs when the decoded set of L inactive variables contains one or more active variables.
That is, with S as the active set and SH as the decoded inactive set, an error occurs if S ∩ SH 6= {∅};
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(c) We find the relationships between M , N , L and K that will drive the average probability of error to
zero. Section III-A describes the straightforward decoding scheme where we find the inactive variables
by first isolating the active set followed by choosing the inactive set randomly from the complement
set. This is followed by the analysis of a new decoding scheme we propose in Section III-B, where we
directly search for an inactive subset of the required cardinality.
A. Decoding scheme 1: Look into the Complement Set
One way to find a set of inactive (or non-defective) variables is to first decode the active (defective)
set and then pick a set of L variables uniformly at random from the complement set. Here, we employ
maximum likelihood based optimal decoding [21] to find the active set. Intuitively, even if we choose a
wrong active set, there is still a nonzero probability of picking a correct inactive set, since there remain
only a few active variables in the complement set. We refer to this decoding scheme as the “indirect”
decoding scheme. The probability of error in identifying the active set was analyzed in [21]. The error
probability when the same decoding scheme is employed to identify a inactive subset is similar, with an
extra term to account for the probability of picking an incorrect set of L variables from the complement
set. For this decoding scheme, we present the following result, without proof, as a corollary to (Lemma
III.I, [21]).
Corollary 1. Let N , M , L and K be as defined above. For any ρ ∈ [0 1], with the above decoding
scheme, the average probability of error, Pe, in finding L inactive variables is upper bounded as
Pe ≤ max
1≤j≤K
exp
{
−
(
ME0(ρ, j, 1) − ρ log
[(
N −K
j
)
C0(j)
]
− log
[
K
(
K
j
)])}
, (5)
where C0(j) , 1−
∏L−1
l=0
(
1− jN−L−l
)
denotes the probability of error in choosing a set of L inactive
variables uniformly at random from a set of N −K variables containing j active variables.
From above, by lower bounding E0(ρ, j, 1) for any specific signal model, we can obtain a bound
that gives us the sufficient number of observations to find a set of L inactive variables. We obtain the
corresponding bound in the context of non-adaptive group testing in Section V (see Corollary 2). Since
C0 ≤ 1, this bound is tighter than the bound obtained by using the same number of observations as is
required to find the active set [21].
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B. Decoding Scheme 2: Find the Inactive Subset Directly
For simplicity of exposition, we describe this decoding scheme in two stages: First, we present the result
for the K = 1 case, i.e., when there is only one active variable. This case brings out the fundamental
difference between finding active and inactive variables. We then generalize our decoding scheme to
K > 1.
1) The K = 1 Case
We start by proposing the following decoding scheme:
• Given {X,y}, compute P (y|xi) for all i ∈ [N ] and sort them in descending order. Since K = 1,
we know P (Y |Xi) for all i ∈ [N ], and hence P (y|xi) can be computed using the independence
assumption across different observations.
• Pick the last L indices in the sorted array as the set of L inactive variables.
Note that, in contrast to finding active set, the problem of finding L inactive variables does not have
unique solution (except for L = N − K). The proposed decoding scheme provides a way to pick a
solution, and the probability of error analysis take into account the fact that an error event happens only
when the inactive set chosen by the decoding algorithm contains an active variable.
Theorem 1. Let N , M , L and K be as defined above. Let K = 1. Let E0 and I(j) be as defined in (3)
and (4). Let ρ ∈ [0 1]. With the above decoding scheme, the average probability of error, Pe, in finding
L inactive variables is upper bounded as
Pe ≤ exp
[
−
(
ME0(ρ, 1, N − L)− ρ log
(
N − 1
L− 1
))]
. (6)
Further, for any ǫ0 > 0, if
M > (1 + ǫ0)
log
(
N−1
L−1
)
(N − L)I(1) , (7)
then there exists ǫ1 > 0, independent of N and L, such that Pe ≤ exp
(
−ǫ1 log
(
N−1
L−1
))
.
Proof: See Sec. VI-A.
We make the following observations:
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(a) Figure 2 compares the above bound on the number of observations with the bounds for the decoding
scheme presented in Section III-A3 and in Theorem III.I [21], for the K = 1 case.
(b) Consider the case L = N − 1, i.e., we want to find all the inactive variables. This task is equivalent
to finding the active variable. The above decoding scheme for finding N − 1 inactive variables is
equivalent 4 to the maximum likelihood criterion based decoding scheme used in Theorem III.I in [21]
for finding 1 active variable. This is also reflected in the above result, as the number of observations
sufficient for finding N − 1 inactive variables matches exactly with the number of observations
sufficient for finding 1 active variable (see Figure 2).
2) K > 1 Case
For K > 1, by arranging P (y|XSi) in decreasing order for all Si ⊂ [N ] such that |Si| = K, it is
possible for the sets Si towards the end of the sorted list to have overlapping entries. Thus, in this case
the decoding algorithm proceeds by picking up just the sufficient number of K-sized sets from the end
that provides us with a set of L inactive variables. We propose the following decoding scheme:
Decoding Scheme:
1) Given {X,y}, compute P (y|XSi) for all Si ⊂ [N ] such that |Si| = K, and sort these in descending
order. Let the ordering be denoted by {Si1 , Si2 , . . . , Si(NK)}.
2) Choose n0 sets from the end such that
|
n0⋃
l=1
Si(NK)−l+1
| ≥ L and |
n0−1⋃
l=1
Si(NK)−l+1
| < L. (8)
3) Let Ωlast , {i(N
K
), i(N
K
)−1, . . . , i(N
K
)−n0+1} denote this set of last n0 indices. Declare SH ,
⋃
j∈Ωlast
Sj
as the decoded set of inactive variables.
That is, choose the minimum number of K-sized sets with least likelihoods such that we get L distinct
variables and declare these as the decoded set of inactive variables. We refer to this decoding scheme
as the “direct” decoding scheme. We note that SH might contain more than L items. In particular,
L ≤ |SH | ≤ L+K − 1. Further, for all values of L such that L < (N −K)− (K − 1), the complement
3We refer the reader to the remark at the end of the proof for Theorem 1 (Section VI-B) for a bound on the sufficient number
of observations, resulting from Corollary 1, corresponding to K = 1 case.
4The decoding schemes are equivalent in the sense that an error in finding K active variables implies an error in finding
N −K inactive variables, and vice-versa.
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set of SH , i.e., [N ]\SH , will contain at least L0 , (N−L−2K+1) variables from inactive set ([N ]\S1).
This fact will be useful in achieving an upper bound on the decoding error probability for this algorithm.
We summarize the probability of error analysis of the above algorithm in the following theorem.
Theorem 2. Let N , M , L and K be as defined above. Let L0 , (N − L− 2K + 1). For any ρ ∈ [0 1]
and any 1 ≤ L < (N −K)− (K− 1), with the above decoding scheme, the average probability of error,
Pe, in finding L inactive variables is upper bounded as
Pe ≤ exp
[
−
{
ME0(ρ, 1, L0)− ρ log
(
N −K
L0
)
− log
[
K
(
N − 1− L0
K − 1
)]}]
. (9)
Proof: See Sec. VI-B.
The above result is applicable to the abstract sparse signal model specified in Section II. It can be
specialized to any particular sparse signal model, for example, that of non-adaptive group testing, by
lower bounding E0(ρ, 1, L0), to obtain a relationship between M and the average probability of error for
the decoding algorithm. We present the results for the case of the non-adaptive group testing in Section V.
IV. NECESSARY NUMBER OF OBSERVATIONS
In this section, we derive lower bounds on the number of observations required to find a set of L
inactive variables, in the sense that if the number of observations is lower than the bound, the probability
of error will be bounded strictly away from zero, regardless of the decoding algorithm used. Here, we
need to lower bound the probability of error in choosing a set of L inactive variables. To this end, we
employ an adaptation of Fano’s inequality [34], [35].
Let Id ,
{
ω1, ω2, . . . , ω(N
K
)
}
be the collection of all K sized subsets of [N ] such that |Sωi | = K for
i = 1, 2, . . . ,
(
N
K
)
. For each ω ∈ Id let us associate a collection of sets, Ihω ,
{
α1, α2, . . . , α(N−K
L
)
}
,
such that |Sαi | = L and Sαi ∩Sω = {0}, i = 1, 2, . . . ,
(
N−K
L
)
. That is, Ihω is the collection of all L-sized
subsets of all-inactive variables when Sω represents the active set. Also, let IH denote the set of all
L-sized subsets of [N ]. Note that |IH | = (NL). Given the observation vector, y ∈ YM , let φ : YM → IH
denote a decoding function, such that αˆ = φ(y) is the decoded set of L inactive variables. Given an
active set ω and an observation vector y, an error occurs if αˆ /∈ Ihω . Define,
Pe = P (αˆ /∈ Ihω). (10)
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Fig. 2. Sufficiency bounds on the number of observations required to find L inactive variables for K = 1 case. The comparison
is presented with respect to the value of MI(1), as the application-dependent mutual information term I(1) is common to all the
bounds. The approach of finding the L inactive variables directly, especially for small values of L, requires significantly fewer
number of observations compared to the approach of finding the inactive variables indirectly, after first identifying the active
variables. The plot corresponding to the curve labeled Find Active Directly refers to the number of observations that
are sufficient for finding the K active variables [21].
Define a binary error RV, E, as E , I{αˆ/∈Ihω}. Note that Pe = Pr(E = 1). We state a necessary condition
on the number of observations in the following theorem.
Theorem 3. Let N , M , L and K be as defined before. Let I(j) and Pe be as defined in (4) and (10),
respectively. A necessary condition on the number of observations M required to find L inactive variables
with asymptotically vanishing probability of error, i.e., limN→∞ Pe = 0, is given by
M ≥ max
1≤j≤K
Γl(L,N,K, j)
I(j)
(1− η), where Γl(L,N,K, j) , log
[ (N−K+j
j
)
(
N−K+j−L
j
)
]
, (11)
for some η > 0.
Proof: See Sec. VI-C.
That is, any sequence of random codebooks, that achieves limN→∞ Pe = 0, must satisfy the above
bound on the length of the codewords. Given a specific application, we can bound I(j) for each j =
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1, 2, . . . ,K, and obtain a characterization on the necessary number of observations, as we show in the
next section.
V. FINDING NON-DEFECTIVE ITEMS VIA GROUP TESTING
In this section, we apply the above mutual information based results to the specific case of non-adaptive
group testing, and characterize the number of tests to identify a subset of non-defective items in a large
population. We consider a random pooling based, noisy non-adaptive group testing framework [4], [21],
as described in detail in Section II. Our goal here is to find upper and lower bounds on the number of
tests required to identify an L sized subset belonging to [N ]\G using the observations y, with vanishing
probability of error as N → ∞. We focus on the regime where K,L,N → ∞ with LN−K → α0,
K
N−K → β0 for some fixed α0, β0 ∈ (0, 1).
To compute the lower bounds on the number of tests, using the results of Theorem 3, we need to
upper bound the mutual information term, I(j), for the group testing signal model given in (2). Using
the bounds on I(j) [41], with5 p = 1K and u ≤ 0.5, we summarize the order-accurate lower bounds on
the number of tests to find a set of L non-defective items in Table I. A brief sketch of the derivation of
these results is provided in Appendix B.
To compute the upper bounds on the number of tests, we need to lower bound E0(ρ, 1, n) for some
ρ ∈ [0, 1] and show that the negative exponent in the probability of error term in (9) can be made strictly
greater than 0 by choosing M sufficiently large. We first present the lower bounds on E0(ρ, 1, n) in the
following lemma.
Lemma 1. Let N , M , L and K be as defined above. Let L0 = (N − L− 2K + 1). Let E0(ρ, j, n) be
as defined in (3) and define ρ0 , K−1L0 . For the non-adaptive group testing model with p = 1K and for
all values of L ≤ (N − 3K + 1), we have
(a) For the noiseless case (u = 0, q = 0):
E0(ρ0, 1, L0) ≥
(1− e−1)− ( 1K )K
e
(12)
5In general, p = α
K
, with α depending upon u and q, is useful for bounding the mutual information terms I(j) [21], [41].
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(b) For the additive noise only case (u = 0, q > 0):
E0(ρ0, 1, L0) ≥ e
−2
4
(1− q) (13)
(c) For the dilution noise only case (u > 0, q = 0):
E0(ρ0, 1, L0) ≥ e
−2
4
(1− u 1K ) (14)
The proof of the above lemma is presented in Appendix A. For notational convenience, we let E(lb)0
denote a common lower bound on E0(ρ0, 1, L0), as derived above. The following lemma presents an
upper bound on the number of tests required to identify L non-defective items in a non-adaptive group
testing setup.
Theorem 4. Let Pe be the average probability of error in finding L inactive variables under the decoding
scheme described in Section III-B2, which is upper bounded by (9). Let L0 , (N −L− 2K +1) and let
θ0 , L+K−1N−K . Then, for any ǫ0 > 0 and all values of L ≤ (N − 3K + 1), if M is chosen as
M > (1 + ǫ0)
K − 1
E
(lb)
0
[
Hb(θ0)
1− θ0 + log
(
2 +
L
K − 1
)
+ 1 +
logK
K − 1
]
, (15)
then Pe ≤ exp
(
−ǫ0(K − 1) log N−KL0
)
.
An outline of the proof is presented in Section VI-D. In the regime where L,K →∞ as N →∞, it
follows from the above lemma that limN→∞ Pe = 0.
Finally, we present an upper bound on the number of tests obtained for the indirect decoding scheme
presented in Section III-A for the noiseless case. Using [21, Lemma VII.1 and VII.3] to lower bound
E0(ρ, j, 1) for the noiseless case, and noting that, from the union bound, we have C0(j) ≤ j(
N−K−1
L−1 )
(N−K
L
)
=
j LN−K , the following corollary builds on the results presented in Corollary 1.
Corollary 2. Let Pe be the average probability of error in finding L inactive variables under the decoding
scheme described in Section III-A, which is upper bounded by (5). For any ǫ0 > 0, there exists absolute
constant c0 > 2, independent of N , K and L, such that if M is chosen as
M > (1 + ǫ0)c0K logL log
2K, (16)
then Pe ≤ exp (−ǫ0(K logL)).
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We now make following observations about the results presented in this section. We consider the
regime where for some fixed α0, β0 ∈ (0, 1), LN−K → α0, KN−K → β0 as N → ∞. Further, as we are
typically interested in L ≥ K and, also since our results apply for L ≤ N − 3K + 1, we only consider
α0, β0 such that β0 ≤ α0 and α0+2β0 ≤ 1. For the indirect decoding scheme presented in Section III-B,
we summarize the upper bounds on the number of tests to find a set of L non-defective items in Table II.
(a) We first consider the noiseless case.
(i) For the direct decoding scheme, O(K) number of tests are sufficient. In comparison, using
results from Corollary 2, O(K logL log2K) tests are sufficient for the indirect decoding scheme.
Also, from [21, Theorem V.2], O(K logN log2K) tests are sufficient for finding all the defective
items. Thus, in this case, the direct decoding scheme for finding non-defective items performs
better compared to the indirect decoding schemes by a poly-log factor of the number of defective
items, K. Further, from Table I, we observe that the upper bound on the number of tests for
the direct decoding scheme is within a c logK factor of the lower bound, where c is a constant
independent of N , L and K.
(ii) The size of non-defective set, L, impacts the upper bound on the number of tests only through
α0, i.e., the fraction of non-defective items that need to be found. From Table II, Φ(α0, β0) is
an increasing function of α0. That is, a higher α0 results in a higher rate at which the upper
bound on the number of tests increases with K.
(b) Performance under noisy observations:
(i) For the additive noise, O( K1−q ) number of tests are sufficient for the direct decoding scheme The
indirect scheme (as well as finding the defective items) also show similar 11−q factor increase
in the number of tests under additive noise scenario (see, e.g., [21, Theorem VI.2]). Further,
from Table I, we observe that for fixed α0, β0 and q, the upper bound on the number of tests
for the direct decoding scheme is within a constant factor of the lower bound.
(ii) For dilution noise, O
(
K
1−u
1
K
)
are sufficient for the direct decoding scheme. Another character-
ization for the sufficient number of tests for the direct decoding scheme, based on the remark
at the end of Appendix A, is O
(
K2
1−u
1
2
)
number of tests. The direct decoding scheme shows
high sensitivity to the dilution noise. This behavior is in sharp contrast to the indirect scheme,
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TABLE I
FINDING A SUBSET OF L NON-DEFECTIVE ITEMS: RESULTS FOR NECESSARY NUMBER OF GROUP TESTS WHICH HOLD
ASYMPTOTICALLY AS (N,K,L)→∞, L
N−K
→ α0 WITH 0 < α0 < 1. THE CONSTANTS Cn, C′n, C′′n > 0 ARE
INDEPENDENT OF N,L,K, u AND q.
No Noise CnK
logK
log
1
[1− α0 + o(1)]
Additive Noise C
′
nK
log 1
q
log
1
[1− α0 + o(1)]
Dilution Noise C
′′
nK
(1− u) logK
log
1
[1− α0 + o(1)]
TABLE II
FINDING A SUBSET OF L NON-DEFECTIVE ITEMS: RESULTS FOR SUFFICIENT NUMBER OF GROUP TESTS WHICH HOLD
ASYMPTOTICALLY AS (N,K, L)→∞, L
N−K
→ α0 AND KN−K → β0 WITH 0 < β0 ≤ α0 < 1 SUCH THAT α0 + 2β0 < 1.
DEFINE Φ(α0, β0) ,
(
Hb(γ0)
1−γ0
+ log α0
β0
)
, WHERE γ0 = α0 + β0 . THE CONSTANTS Cs, C′s, C′′s > 0 ARE INDEPENDENT OF
N,L,K, u AND q.
No Noise CsK
(1− o(1))
[Φ(α0, β0) + o(1)]
Additive Noise C
′
sK
(1− q)
[Φ(α0, β0) + o(1)]
Dilution Noise C
′′
sK
(1− u
1
K )
[Φ(α0, β0) + o(1)]
where the dilution noise parameter u leads to an increase in the number of tests only by a factor
of c1−u (see, e.g., [21, Theorem VI.5]). From Table I, the lower bounds also show an increase
in the number of tests by a factor 11−u for the dilution noise scenario. The conservativeness of
the upper bound for the direct decoding scheme in the presence of dilution noise appears to
be due to the following factors: (a) The lower bound on E0 is Ω( 1K ), which underscores the
general fact that the group testing system is more sensitive to the diluton noise, and (b) The
term log
(N−1−L0
K−1
)
in (9), which might be due to the particular decoding scheme employed or
the specific technique employed in bounding the error exponent.
VI. PROOFS OF THE MAIN RESULTS
We now present the proofs of Theorems 1, 2 and 3, which constitute the main results in this paper.
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A. Proof of Theorem 1: Sufficient Number of Observations, K = 1 Case
At the heart of the proof of this theorem is the derivation of an upper bound on the average probability
of error in finding L inactive variables using the decoding scheme described in Section III-B1. In turn,
the upper bound is obtained by characterizing the error exponents on the average probability of error [34].
Without loss of generality, due to the symmetry in the model, we can assume that the RV X1 is active.
Given that X1 is the active variable, the decoding algorithm will make an error if P (y|X1) falls within
the last L entries of the sorted array generated as described in the decoding scheme. Let y be the observed
output, and let E denote the event that an error has occurred, when item X1 is the active variable and X1
is the first column of X. Further, let Pr(E) be a shorthand for Pr{error|X1 is active,X1,y}. The overall
average probability of error, Pe, can be expressed as
Pe =
∑
y,X1
P (y|X1)Q(X1)Pr(E). (17)
Let Sz ⊂ [N ]\1 be a set of N − L items, i.e., |Sz| = N − L. Let Sz denote the set of all possible
Sz . Further, let ASz ⊂ {XSz} be such that, ASz = {{XSz} : P (y|Xj) ≥ P (y|X1) ∀ j ∈ Sz}. That
is, ASz represents all those realizations of the random variable XSz which satisfy the above condition,
which states that each variable in Sz is more likely than the active variable, X1. It is easy to see that
E ⊂ A , ⋃Sz∈Sz ASz , i.e., an error event implies that there exists at least one set of N − L variables,
Sz , such that P (y|Xj) ≥ P (y|X1) ∀ j ∈ Sz . Thus, Pr(E) ≤ Pr(A). Let s be an optimization variable
such that 0 ≤ s ≤ 1. The following set of inequalities upper bound Pr(E):
Pr(E) ≤
∑
Sz∈Sz
∑
XSz∈ASz
Q(XSz)
(a)
≤
∑
Sz∈Sz
∑
XSz∈ASz
Q(XSz)
∏
j∈Sz
[
P (y|Xj)
P (y|X1)
]s
(b)
≤
∑
Sz∈Sz
∑
XSz
∏
j∈Sz
Q(Xj)
[
P (y|Xj)
P (y|X1)
]s
(c)
=
∑
Sz∈Sz
∏
j∈Sz
∑
Xj
Q(Xj)
[
P (y|Xj)
P (y|X1)
]s
(d)
=
(
N − 1
L− 1
)
∑
Xj
Q(Xj)
[
P (y|Xj)
P (y|X1)
]s

N−L
. (18)
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In the above, (a) follows since we are multiplying with terms that are all greater than 1 and (b) follows
since we are adding extra nonnegative terms by summing over all XSz . (c) follows by using the
independence of the codewords, i.e., Q(XSz) =
∏
j∈Sz
Q(Xj), and simplifying further. (d) follows
since the value of the expression inside the product term does not depend upon any particular j.
Let 0 ≤ ρ ≤ 1. If the R.H.S. in (18) is less than 1, then raising it to the power ρ makes it bigger, and
if it is greater than 1, it remains greater than 1 after raising it to the power ρ. Thus, we get the following
upper bound on Pr(E):6
Pr(E) ≤
(
N − 1
L− 1
)ρ
∑
Xj
Q(Xj)
[
P (y|Xj)
P (y|X1)
]s

ρ(N−L)
. (19)
Substituting this into (17) and simplifying, we get
Pe ≤
(
N − 1
L− 1
)ρ∑
y
∑
X1
Q(X1)P (y|X1)1−ρ(N−L)s

∑
Xj
Q(Xj)P (y|Xj)s


ρ(N−L)
. (20)
Putting s = 1/(1 + ρ(N − L)), we get
Pe ≤
(
N − 1
L− 1
)ρ∑
y

∑
Xj
Q(Xj)P (y|Xj)
1
1+ρ(N−L)


1+ρ(N−L)
. (21)
Finally, using the independence across observations and using the definition of E0(ρ, j, n) from (3) with
j = 1 and n = N − L, we get
Pe ≤
(
N − 1
L− 1
)ρ ∑
Y ∈Y

∑
Xj∈X
Q(Xj)P (Y |Xj)
1
1+ρ(N−L)


1+ρ(N−L)


M
= exp[−MF (ρ)], where F (ρ) = E0(ρ, 1, N − L)−
ρ log
(N−1
L−1
)
M
. (22)
Hence (6) follows.
For the following discussion, we treat F and E0 as functions of ρ only and all the derivatives are with
respect to ρ. Note that F ′(ρ) = E′0(ρ)−
log (N−1
L−1)
M . It is easy to see that E0(0) = 0 and hence F (0) = 0.
With some calculation, we get,
E
′
0(ρ)
∣∣∣
ρ=0
= (N − L)
∑
Y,X
P (Y,X) log
P (Y |X)
P (Y )
= (N − L)I(1). (23)
6This is a standard Gallager bounding technique [34, Section 5.6].
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Using the Taylor series expansion of E0(ρ), and following similar analysis as in [21, Section III.D], it
is easy to show that there exists a ρ ∈ (0, 1], sufficiently small, such that if M is chosen as in (7), then
MF (ρ) > ǫ1(N − L) log
(
N−1
L−1
)
for some ǫ1 > 0, independent of N and L. This completes the proof.
Remark: For the decoding scheme described in III-A, for the K = 1 case, using similar arguments as
the above, if M > (1 + ǫ0) log(L−1)I(1) for any ǫ0 > 0, then there exists ǫ1 > 0, and independent of N and
L, such that Pe ≤ exp(−ǫ1 logL), i.e., Pe → 0, as L→∞.
B. Proof of Theorem 2: Sufficient Number of Observations, K > 1 Case
The decoding algorithm outputs a set, SH , of at least L inactive variables. A decoding error happens
if the set SH contains one or more variables from the active set. We now upper bound the average
probability of error of the proposed decoding algorithm. The probability is averaged over all possible
instantiations of {X,y} as well as over all possible active sets. By symmetry of the codebook (X)
construction, the average probability of error is the same for all the active sets. Hence, we fix the active
set and then compute average probability of error with this set. Let S1 ⊂ [N ] be the active set such that
|S1| = K. We also define the following notation: For any set Sω ⊂ [N ] such that |Sω| = K and for any
item j ∈ Sω, let Sωjc , Sω\j. Note that |Sωjc | = K − 1.
For any d ∈ S1, define Ed to be the error event such that d belongs to SH . The overall average
probability of error, Pe, in finding L inactive variables can thus be upper bounded as
Pe ≤
∑
d∈S1
Pr(Ed). (24)
Further,
Pr(Ed) =
∑
y
∑
XS1
P (y|XS1)Q(XS1)
[
Pr{Ed|S1 is the active set,y,XS1}
]
. (25)
We now upper bound Pr{Ed|S1 is the active set,y,XS1}. Let Sz ⊂ [N ]\S1 be such that |Sz| = L0.
Let Sω ⊂ [N ] be a K sized index set such that Sω = {d∪Sωdc}, where Sωdc ⊂ [N ]\{d}\Sz and d ∈ S1.
Further, let Sz and Sωdc be the collection of all possible sets Sz and Sωdc , respectively. It is easy to see
that |Sz| =
(
N−K
L0
)
and |Sωdc | =
(
N−1−L0
K−1
)
. With S1 as the active set, d ∈ S1, the observed output y
and the codebook entries corresponding to set S1 as XS1 , define Ad(Sz, Sωdc) ⊂ {XSz∪Sωdc} and Ad as
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follows:
Ad(Sz, Sωdc) = {{XSz ,XSωdc} : P (y|Xα,XSωdc ) ≥ P (y|Xd,XSωdc ) ∀ α ∈ Sz}, (26)
Ad =
⋃
Sz∈Sz
⋃
Sωdc∈Sωdc
Ad(Sz, Sωdc). (27)
That is, Ad(Sz, Sωdc) represents a set of the those realizations of the random variables XSz and XSωdc
which satisfy the condition in (26).
Proposition 1. Pr{Ed|S1 is the active set,y,XS1} ≤ Pr(Ad)
Proof: We will show that given the active set S1, d ∈ S1, y and XS1 , the event {d ∈ SH},
i.e., the decoded set of inactive variables contains d, implies the event Ad. We first note that, since
|SH | ≤ L+K− 1, there exists a set of L0 = N −K− (L+K− 1) inactive variables that do not belong
to SH . Let Sz ⊂ [N ]\S1 be such a set of inactive variables such that |Sz| = L0 and Sz ∩ SH = {∅}.
Further, since d ∈ SH , this implies that there exits an ω ∈ Ωlast such that d belongs to Sω , where
Ωlast is as defined in the decoding scheme for K > 1 (see Section III-B2). With the notation described
above, we can represent such Sω as {d ∪ Sωdc}, where Sωdc ⊂ [N ]\{d}\Sz such that |Sωdc | = K − 1.
For any α ∈ Sz, if we replace d ∈ Sω with α and evaluate P (y|Xα,XSωdc ), it cannot be smaller than
P (y|Xd,XSωdc ) or else the decoding algorithm would have chosen α as belonging to SH . This implies
that, there exists a realization of XSz and XSωdc such that P (y|Xα,XSωdc ) ≥ P (y|Xd,XSωdc ) ∀ α ∈ Sz,
i.e., Ad occurs.
We now upper bound Pr(Ad) as follows:
Pr(Ad) ≤
∑
Sz∈Sz
∑
Sωdc∈Sωdc
qd, (28)
where qd , Pr{Ad(Sz, Sωdc)|S1 is active set,y,XS1}. Here, the randomness comes from the set of
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variables in Sz and Sωdc , i.e., XSz and XSωdc . Let s be such that 0 ≤ s ≤ 1. We have
qd =
∑
XSz ,XSωdc∈Ad(Sz,Sωdc)
Q(XSz ,XSωdc )
(a)
≤
∑
XSωdc ,XSz∈Ad(Sz,Sωdc)
Q(XSz ,XSωdc )
∏
Sα∈Sz
[
P (y|Xα,XSωdc )
P (y|Xd,XSωdc )
]s
(b)
≤
∑
XSωdc
Q(XSωdc )
∑
XSz
Q(XSz)
∏
Sα∈Sz
[
P (y|Xα,XSωdc )
P (y|Xd,XSωdc )
]s
(c)
=
∑
XSωdc
Q(XSωdc )
L0∏
l=1
∑
XSα
Q(XSα)
[
P (y|Xα,XSωdc )
P (y|Xd,XSωdc )
]s
(d)
=
∑
XSωdc
Q(XSωdc )

∑
XSα
Q(XSα)
[
P (y|Xα,XSωdc )
P (y|Xd,XSωdc )
]s

L0
=
∑
XSωdc
Q(XSωdc )

∑
XSα
Q(XSα)
[
P (y,XSωdc |Xα)
P (y,XSωdc |Xd)
]s

L0
︸ ︷︷ ︸
,P0(y,Xd,XSωdc )
. (29)
In the above, (a)-(d) follow using the same reasoning as in (18) in the proof of Theorem 1 (Section VI-A).
We note that, due to symmetry in the construction of codebook, P0(y,Xd,XSωdc ) does not depend upon
the index set Sz or XSz . In fact, it depends only upon the given realizations of XSωdc , Xd and not on
the particular index sets Sωdc and d, respectively. Thus, from (28), and for some 0 ≤ ρ ≤ 1, we get
Pr(Ad) ≤
∑
Sωdc∈Sωdc
∑
XSωdc
Q(XSωdc )
[ ∑
Sz∈Sz
P0(y,Xd,XSωdc )
]
(30)
≤
∑
Sωdc∈Sωdc
∑
XSωdc
Q(XSωdc )
[ ∑
Sz∈Sz
P0(y,Xd,XSωdc )
]ρ
(31)
≤
(
N − 1− L0
K − 1
) ∑
XSωdc
Q(XSωdc )
[(
N −K
L0
)
P0(y,Xd,XSωdc )
]ρ
. (32)
The second inequality above follows since the expression inside the square brackets represents the
probability of a union of events and thus, as in K = 1 case, by raising it to a power 0 < ρ ≤ 1,
we still get an upper bound [34, Section 5.6]. Let C2 ,
(
N−K
L0
)ρ(N−1−L0
K−1
)
. Using proposition 1, we
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substitute the above expression into (24) to get:
Pr(Ed) ≤ C2
∑
y
∑
XS1
Q(XS1)P (y|XS1)
∑
XSωdc
Q(XSωdc )
[P0(y,Xd,XSωdc )]ρ
(a)
≤ C2
∑
y
∑
XS1
∑
XSωdc
Q(XS1)P (y,XSωdc |XS1)
[P0(y,Xd,XSωdc )]ρ
(b)
≤ C2
∑
y
∑
Xd
∑
X1dc
∑
XSωdc
Q(Xd)P (y,XSωdc ,XS1dc |Xd)
[P0(y,Xd,XSωdc )]ρ
(c)
≤ C2
∑
y
∑
XSωdc
∑
Xd
Q(Xd) P (y,XSωdc |Xd)

∑
XSα
Q(XSα)
[
P (y,XSωdc |Xα)
P (y,XSωdc |Xd)
]s

ρL0
(d)
≤ C2
∑
y
∑
XSωdc

∑
XSα
Q(XSα)P (y,XSωdc |Xα)
1
1+ρL0


1+ρL0
. (33)
In the above equation, (a) follows by using the fact that given the active set S1, y is independent of the
other input variables. Thus, P (y,XSωdc |XS1) = P (y|XS1)Q(XSωdc ). (b) follows since S1 = {d∪S1dc}.
(c) follows by substituting the expression for P0 and by averaging out XS1dc , since the expression for P0
does not depend upon XS1dc . In (c), the term [P (y,XSωdc |Xd)]sρL0 can be factored out from expression
inside the curly braces. Finally, (d) is obtained by choosing s = 11+ρL0 and simplifying further. Next,
the above upper bound for Pr(Ed) depends only on Xd and not on any particular value of d. Thus, from
(24) and (33) we get:
Pe ≤ KC2
∑
y
∑
XSωdc

∑
XSα
Q(XSα)P (y,XSωdc |Xα)
1
1+ρL0


1+ρL0
≤ exp
[
−M
(
E0(ρ, 1, L0)− log(KC2)
M
)]
. (34)
The inequality above is obtained by further simplifying using independence across different observations
and writing the bound in the exponential form, as in the K = 1 case. The upper bound on Pe given
in (9) now follows by substituting the value of C2 in the above. Hence the proof. 
C. Proof of Theorem 3: Necessary Number of Observations
For the purpose of this proof, recall that Pe was defined in (10). We need to prove that limN→∞ Pe = 0
implies the bound on the number of observations as given by (11). Towards that end, we first find, by
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lower bounding Pe, the conditions on M that will lead to the error probability being bounded away from
zero. We consider a genie-aided lower bound, where we assume that the active set is partially known.
Let us define a partition for Sω as Sω = S(j) ∪ S(K−j), where |S(j)| = j and |S(K−j)| = K − j and
S(j)∩S(K−j) = {∅}. We assume that S(K−j) (and hence, for a given code, the matrix XS(K−j) ) is known
to us. For the result to follow, by symmetry of the codebook construction, it does not matter which of
the K − j indices in the defective set are assumed to be known. Now consider H(ω,E|y,XS(K−j)):
H(ω,E|y,XS(K−j)) = H(E|y,XS(K−j)) +H(ω|E,y,XS(K−j)) (35)
(a)
≤ Hb(Pe) + (1− Pe)H(ω|E = 0,y,XS(K−j)) + PeH(ω|E = 1,y,XS(K−j)) (36)
(b)
≤ Hb(Pe) + (1− Pe) log
(
N −K + j − L
j
)
+ PeH(ω|XS(K−j)) (37)
(c)
≤ Hb(Pe) + (1− Pe) log
(
N −K + j − L
j
)
+ Pe log
(
N −K + j
j
)
. (38)
In the above, (a) follows since E is a binary RV and H(E|y,XS(K−j)) ≤ H(E) = Hb(Pe) ≤ 1. Since
the entropy of any RV is bounded by the logarithm of the alphabet size, (b) follows by considering the
cardinality of the remaining number of outcomes conditioned on the outcome of E. For example, when
E = 0, i.e., when there is no error, the number of ways of choosing the set S(j) is
(N−K+j−L
j
)
. (c)
follows by using a trivial bound on H(ω|XS(K−j)). Also,
H(ω,E|y,XS(K−j)) = H(ω|y,XS(K−j)) +H(E|ω,y,XS(K−j)) = H(ω|y,XS(K−j)). (39)
For a given X, the mapping from ω to XSω is one-one and onto. Thus, H(ω|XS(K−j)) = H(XSω |XS(K−j))
and similarly H(ω|y,XS(K−j)) = H(XSω |y,XS(K−j)). Using the above and the fact that H(ω|XS(K−j)) =
log
(N−K+j
j
)
in (38) and (39), we get
log
(
N −K + j
j
)
= H(XSω |y,XS(K−j)) + I(XSω ;y|XS(K−j)) (40)
≤ Hb(Pe) + log
(
N −K + j − L
j
)
+ PeΓl(L,N,K, j) + I(XSω ;y|XS(K−j)).
(41)
Note that I(XSω ;y|XS(K−j)) = I(XS(j) ;y|XS(K−j)) and using basic properties of entropy, mutual
information and the i.i.d. assumption across observations, it can be shown that [21]:
I(XS(j) ;y|XS(K−j)) ≤MI(XS(j) ;Y |XS(K−j)) = MI(j). (42)
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Thus, we get a genie aided lower bound on the probability of error as
Pe ≥ 1− Hb(Pe) +MI
(j)
Γl(L,N,K, j)
∀ j = 1, 2, . . . ,K. (43)
This further implies
M ≥ (1− Pe)Γl(L,N,K, j) −Hb(Pe)
I(j)
∀ j = 1, 2, . . . ,K. (44)
The above equation holds for all j = 1, 2, . . . ,K and thus, the lower bound on the number of observations
follow easily by noting that Hb(Pe)→ 0 as Pe → 0. Hence the proof.
D. Proof of Theorem 4
In (9), consider the term T (ρ) ,
(
ME0(ρ, 1, L0)− ρ log
(
N−K
L0
)− log [K(N−1−L0K−1 )]). Using the
results of Lemma 1, for any ǫ0 > 0, at ρ = ρ0 where ρ0 = K−1L0 ,
7 if M is chosen as
M > (1 + ǫ0)

ρ0 log (N−KL0 )
E
(lb)
0
+
log
[(L+2(K−1)
K−1
)]
E
(lb)
0
+
logK
E
(lb)
0

 , (45)
then, T (ρ) > ǫ0(K − 1)
(
log N−KL0 + log(2 +
L
K−1)
)
> ǫ0(K − 1) log N−KL0 > 0.
Using Stirling’s formula, for any n ∈ Z+:
√
2πnn+1/2e−n ≤ n! ≤ enn+1/2e−n, we note
log
(
N −K
L0
)
≤ L0 log(N −K
L0
) + (L+K − 1) log( N −K
L+K − 1) +
1
2
log
N −K
L0(L+K − 1) (46)
≤ L0 log(N −K
L0
) + (L+K − 1) log( N −K
L+K − 1). (47)
The second inequality follows since under the assumptions on the range of L, N−KL0(L+K−1) < 1. Thus,
with θ0 , L+K−1N−K , we get
log (N−K
L0
)
L0
≤ Hb(θ0)1−θ0 . Finally, the bound in (15) results by using the inequality(m
n
) ≤ ( emn )n to upper bound the second term in (45).
VII. CONCLUSIONS
In this paper, we considered the problem of identifying L non-defective items out of a large population
of N items containing K defective items in a general sparse signal modeling setup. We contrasted two
approaches: identifying the defective items using the observations followed by picking L items from the
complement set, and directly identifying non-defective items from the observations. We derived upper
7Note that, for L ≤ N − 3K + 1, ρ0 = K−1L0 < 1.
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TABLE III
P (Y |XS(K−1) , XS(1)) VALUES UNDER DIFFERENT SCENARIOS FOR THE NON-ADAPTIVE GROUP TESTING SIGNAL MODEL.
w(XS(K−1)) = 0 w(XS(K−1)) = l, 1 ≤ l ≤ K − 1
XS(1) = 0 XS(1) = 1 XS(1) = 0 XS(1) = 1
P (Y = 0|XS(K−1) , XS(1) ) (1− q) (1− q)u (1− q)u
l (1− q)ul+1
P (Y = 1|XS(K−1) , XS(1) ) q (1− (1− q)u) 1− (1− q)u
l 1− (1− q)ul+1
and lower bounds on the number of observations required for identifying the L non-defective items. We
showed that a gain in the number of observations is obtainable by directly identifying the non-defective
items. We also applied the results in a nonadaptive group testing setup. We characterized the number
of tests that are sufficient to identify a subset of non-defective items in a large population, under both
dilution and additive noise models. Our results were information theoretic in nature, without considering
the practicability of the decoding algorithms. Our companion study looks at finding computationally
tractable algorithms for directly identifying a subset of inactive variables, in the context of non-adaptive
group testing. Future work could focus on tightening the upper bounds on the sufficient number of tests,
thereby obtaining order-optimal results.
APPENDIX
A. Proof of Lemma 1
From (3), it follows that:
E0(ρ, j, n) = − log
∑
Y ∈Y
∑
X
S(K−j)
∈XK−j
Q (XS(K−j))

 ∑
X
S(j)
∈X j
Q(XS(j)) (P (Y |XS(K−j) ,XS(j)))
1
1+ρn


1+ρn
(48)
In the above, we substitute j = 1, n = L0 and ρ = ρ0. Let w(XS(K−1)) denote the number of 1’s in
XS(K−1) ∈ {0, 1}(K−1). Let n0 , 1 + ρ0L0 and further, note that n0 = K. For the non-adaptive group
testing signal model, using (2), we have computed the posterior probability P (Y |XS(K−1) ,XS(1)) for
different scenarios and summarized it in Table III.
(a) Noiseless case: Using q = 0, u = 0 in Table III and substituting in (48) we get:
E0(ρ, 1, L0) = − log
[
1− (1− p)(K−1) (1− (1− p)n0 − pn0)
]
. (49)
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Using, (i) the inequality − log(1 − x) ≥ x for x < 1, (ii) For p = 1K , (1 − p)(K−1) > e−1 and
(1− p)K < e−1, (12) results.
(b) Additive noise case: Using u = 0 in Table III and substituting in (48) we get:
E0(ρ, 1, L0) = − log
[
1− (1− p)(K−1)
(
1− (1− q)(1− p)n0 −
{
(1− p)q 1n0 + p
}n0)]
. (50)
To lower bound E0, we first upper bound the term t0 ,
{
(1− p)q 1n0 + p
}n0
. For any n ≥ 1, xn is
a convex function and hence, using Jensen’s inequality we get t0 ≤ (1 − p)q + p. Substituting and
further simplifying we get:
E0(ρ, 1, L0) ≥ − log
[
1− (1− p)K(1− q)
(
1− (1− p)(n0−1)
)]
. (51)
The bound in (13) now results by using the inequality − log(1 − x) ≥ x for x < 1 and noting
the following: For p = 1K , using the inequality, 1 − x ≤ e−x ≤ 1 − x2 for 0 ≤ x ≤ 1, we get
(1− p)K ≥ e−2 and 1− (1− p)(n0−1) ≥ n0−12K ≥ 14 for K ≥ 2.
(c) Dilution noise case: Let Gl ,
(
K−1
l
)
pl(1 − p)(K−1−l). Using q = 0 in Table III and substituting in
(48) we get:
E0(ρ, 1, L0) = − log [T0 + T1] , where, (52)
T0 ,
K−1∑
l=0
Glu
l
(
(1− p) + pu 1n0
)n0
and T1 ,
K−1∑
l=0
Gl
(
(1− p)(1− ul) 1n0 + p(1− ul+1) 1n0
)n0
.
Using Jensen’s inequality to upper bound T1, we get
T1 ≤
K−1∑
l=0
Gl
(
(1− p)(1− ul) + p(1− ul+1)
)
(53)
= 1− ζ0
K−1∑
l=0
Glu
l, (54)
where ζ0 , (1 − (1 − u)p) and we have made use of the fact that
∑K−1
l=0 Gl = 1. Further, since∑K−1
l=0 Glu
l = ζ
(K−1)
0 , we get
E0(ρ, 1, L0) ≥ − log
[
1− (ζ0 − ψ0)ζ(K−1)0
]
, (55)
where ψ0 ,
(
1− (1− u 1n0 )p
)n0
. Using the inequality − log(1− x) ≥ x for x < 1, we get:
E0(ρ, 1, L0) ≥ (ζ0 − ψ0)ζ(K−1)0 ≥
[
1−
(
1− (1− u 1n0 )p
)n0−1]
ζK0 , (56)
August 18, 2018 DRAFT
29
where the second inequality follows since (1− (1− u 1n0 )p) ≥ ζ0. The bound in (14) now results by
noting the following: For p = 1K , using the inequality, 1− x ≤ e−x ≤ 1− x2 for 0 ≤ x ≤ 1, we get
ζK0 ≥ e−2(1−u) ≥ e−2 and
[
1−
(
1− (1− u 1n0 )p
)n0−1] ≥ (1−u 1n0 )n0−12K ≥ 14(1−u 1n0 ) for K ≥ 2.
Remark: For ρ0 = aL0 for any a, n0 = 1 + a. Thus, E0(ρ0, 1, L0) ≥
(1−u
1
1+a )a
2K . In particular, with
a = 1, E0(ρ0, 1, L0) ≥ (1−u
1
2 )
2K .
B. Order-Tight Results for Necessary and Sufficient Number of Tests with Group Testing
In this section, we present a brief sketch of the derivation of the order results for the necessary number
of tests presented in Table I. We first note that I(j) = H(Y |XS(K−j))−H(Y |XS(K−j) ,XS(j)) [21], where
H(·|·) represents the entropy function [35]. From (2), we have
H(Y |XS(K−j)) =
K−j∑
l=0
[(
K − j
l
)
pl(1− p)K−j−lHb
(
(1− q)ul(1− p(1− u))j
)]
(57)
H(Y |XS(K−j) ,XS(j)) =
K∑
i=0
[(
K
i
)
pi(1− p)K−iHb
(
(1− q)ui)] . (58)
We use the results from [41] for bounding the mutual information term. We collect the required results
from [41] in the following lemma.
Lemma 2. Bounds on I(j) [41]: Let p = δK . I(j) can be expressed as I
(j)
1 + I
(j)
2 , where
I
(j)
1 = δe
−δ(1−u)(1− q) (u log u+ 1− u) j
K
+O
(
1
K2
)
. (59)
For the case with u = 0 and q > 0 we have:
I
(j)
2 = δe
−δ
(
log(
1
q
)− (1− q)
)
j
K
+O
(
1
K2
)
, (60)
and for q = 0, u ≥ 0 we have:
δe−δ
(
(1− u)
[
log
K
jδ(1 − u)
]
− u
)
j
K
+O
(
1
K2
)
≤ I(j)2
≤ δe−δ(1−u2)
(
(1− u)
[
log
K
jδ(1 − u)
]
− u+ u2
)
j
K
+O
(
1
K2
)
. (61)
Thus, with δ = 1 and large K, neglecting O(1/K2) terms, we get: (a) For u = 0, q > 0 case,
I(j) ≈ jeK log(1q ). (b) For q = 0, 0 ≤ u ≤ 0.5 case, simplifying further, we get
j
eK
(1− u) log K
j
/ I(j) /
j
e1/2K
(1− u)
(
log
K
j
+ 1
)
. (62)
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In the above, we have used the notation “≈” and “/” to highlight the fact that O( 1K2 ) terms have
been neglected in the above expressions for I(j). The order results for lower bounds now follow by first
noting that max1≤j≤K Γl(L,N,K,j)I(j) ≥ Γl(L,N,K,1)I(1) , and, for the scaling regimes under consideration the
combinatorial term, Γl(L,N,K, 1) can be asymptotically bounded as limN→∞ Γl(L,N,K, 1) ≥ log 11−α0 .
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