Background {#Sec1}
==========

Any attempt to control a harmful species, whether it be a disease-causing microbe or a crop-competing weed, must consider the potential for resistance to evolve---for example, to antibiotics or herbicides. The evolution of resistance has been a recurring theme over decades of malaria control efforts, both by the *Plasmodium* parasite to new drugs \[[@CR1], [@CR2]\] and by the *Anopheles* mosquito vector to new insecticides \[[@CR3]\]. Any new intervention to control or help eliminate malaria must, therefore, be assessed in terms of how sustainable impacts are likely to be in the face of potential selection for resistance.

Recent progress in molecular and population biology has raised the possibility of new interventions for vector control using genetic approaches to disrupt the survival or reproduction of the mosquitoes, or to render them unable to transmit the parasite \[[@CR4]--[@CR7]\]. One possible approach is to make a synthetic driving Y chromosome by inserting, onto the Y, a gene encoding a nuclease that recognizes and cleaves a repeated sequence found only on the X chromosome, and have the appropriate control sequences such that the gene is only expressed during spermatogenesis \[[@CR8]--[@CR10]\]. The idea is that expression of the gene at this time will disrupt transmission of the X chromosome, leading to a preponderance of Y-bearing sperm and male offspring, which will themselves carry the nuclease gene. As long as the nuclease gene does not affect male fitness too strongly, the modified Y chromosome is expected to increase in frequency within a population, eventually replacing the wild-type Y. As it does so, the population sex ratio will become increasingly male-biased, which will have a direct impact in reducing disease transmission (because only females bite people and transmit disease). Since females are also likely to be most responsible for the productivity of the population, a male-biased sex ratio may also lead to a reduction in the total number of mosquitoes, further reducing transmission, and if the Y drive is sufficiently strong, then spread could lead to elimination of the population \[[@CR9], [@CR10]\]. Recently, there have been promising proof-of-principle demonstrations in *Anopheles gambiae* that cleavage of the X chromosome during spermatogenesis can lead to male-biased sex ratios with little or no effect on male fertility, both using engineered meganucleases \[[@CR11]\] and with a CRISPR-based nuclease \[[@CR12]\].

The spread of a driving Y may be expected to select for resistant genotypes. One obvious form of resistance would be changes in the target sequence such that it is no longer cleaved by the nuclease, as has been modelled and observed in the context of homing-based gene drive constructs \[[@CR9], [@CR10], [@CR13]--[@CR19]\]. In addition, since the spread of a driving Y will produce a male-biased sex ratio, there can be selection for autosomal suppressors that restore a 50:50 sex ratio \[[@CR20], [@CR21]\]. In the context of investigating a potential population modification (as opposed to population suppression) strategy for *Aedes* mosquitoes, Huang et al. \[[@CR22]\] show using deterministic models that release of a driving Y can result in the spread of X-linked and autosomal resistance.

Though resistance to a driving Y may evolve, it is not inevitable. For example, resistant genotypes may arise sufficiently rarely that the population is eliminated by the driving Y before resistance evolves. Or resistance may have sufficiently large pleiotropic fitness effects that prevent it from spreading. To investigate further the likelihood that either target site resistance or a trans-acting suppressor will evolve to a driving Y, a population genetic and population dynamic model is developed. Stochastic effects are incorporated by extending the time-inhomogeneous branching process method of Uecker and Hermisson \[[@CR23]\], which has also been used recently to analyse the evolution of resistance to homing-based gene drive elements that spread without causing population suppression \[[@CR16]\]. Results are checked by fully stochastic Gillespie simulations \[[@CR24]\]. The models identify a number of factors affecting the probability resistance evolves and rescues the population, including the mutation rate, the intrinsic rate of increase of the population, the strength of drive and the pleiotropic fitness costs of the resistant allele. In seasonally varying environments, the probability of resistance evolving is affected by the time of release of the driving Y males. Trans-acting suppressor alleles are more likely to suffer stochastic loss at low frequencies than target site resistant alleles.

Methods {#Sec2}
=======

Population biology and the driving Y {#Sec3}
------------------------------------

A continuous time differential equation model with separate sexes is developed, with explicit recruitment (birth) and death rates. Total recruitment rates depend on the number and fitness of females, under the assumption that males and fertilization are not limiting \[[@CR25]\]. In such a model, the generation time is equal to the inverse of the death rate, and to keep this constant in the face of temporally variable population densities and environments, logistic density dependence is imposed on the recruitment rates (as a convenient way of modelling density-dependent mortality during the larval stage, which, for tractability, is not explicitly modelled here). Thus, the pre-release population model is:$$\documentclass[12pt]{minimal}
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Males with a driving Y chromosome are released into the population at time *t* = 0 in amount *h* ~0~. The driving Y is assumed to have no effect on survival or mating success, and is transmitted to a proportion *m* of a male's progeny, rather than the Mendelian 50%. Denoting the number of driving Y males at time *t* as *H*(*t*), the population dynamics are then captured by the following set of equations:$$\documentclass[12pt]{minimal}
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                \begin{document}$$N_{1} = [2(1 - m)R_{m} - 1]/[2(1 - m)\gamma ]$$\end{document}$). In this paper, the focus is on the case where *m* is sufficiently high to eliminate the population (i.e., for the deterministic model, the population tends to zero as time goes to infinity), and the likelihood that resistance evolves and rescues the population before then is determined.

### Model I: Target site resistance {#Sec4}

For a driving Y chromosome that encodes a nuclease that recognizes and cuts a sequence on the X chromosome, the simplest form of resistance would be a change in the target site such that it is no longer recognized and cut by the nuclease. The *An. gambiae* sequences targeted by Galizi et al. \[[@CR11], [@CR12]\] are within the ribosomal DNA repeat, and are repeated hundreds of times on the X, but for simplicity in this initial analysis, it is supposed that there are only two types of X chromosomes possible, susceptible or fully resistant. It is further assumed that resistant alleles do not pre-exist in the population before release of the driving Y, nor do they arise spontaneously, but they do arise with probability *u* in the X-bearing gametes of driving Y males (i.e., they arise due to large-scale non-homologous repair of the cut sites, followed perhaps by some form of gene conversion or unequal crossing-over). Resistant mutations of this sort have previously been observed in yeast cells harbouring a meganuclease targeting their rDNA \[[@CR26]\]. Also assumed is that the nuclease is only expressed during spermatogenesis, so mutant Xs arise singly, not in clusters, and that the occurrence of such a mutation does not affect the proportion of X-bearing sperm produced by a male---it is only when the mutant X occurs in subsequent generations with a driving Y that the resistance is manifest. There are, therefore, two types of Y and two types of X, giving four types of males and three types of females and a system of seven differential equations (Additional file [1](#MOESM1){ref-type="media"}: Eq. A1.2).

### Model II: Trans-acting suppressor mutation {#Sec5}

Also considered is the case of a trans-acting mutation on an autosome that suppresses the expression or activity of the nuclease. Such a mutation would not have a transmission advantage over the wild-type allele, but still can spread by natural selection, which favours a 50:50 sex ratio at autosomal loci \[[@CR27]\]. It is unclear at this time how such a mutation might arise, and for simplicity it is assumed that it is fully dominant (i.e., there is complete suppression of the nuclease with only a single copy of the allele); that the mutation does not pre-exist in the population before release of the driving Y; and that it arises with probability *v* in all individuals, not just in the progeny of driving Y males. There are now six types of male and three types of female, and a system of nine differential equations (Additional file [1](#MOESM1){ref-type="media"}: Eq. A1.8).

Stochastic methods {#Sec6}
------------------

The deterministic equation models implicitly assume the population is effectively infinite, and so any mutation rate greater than zero ensures that resistant alleles will be created and, if sufficiently fit, get established and rescue the population. Any real population is finite, and therefore it is possible that the population is eliminated before a resistant mutation occurs, or if a mutation does occur before the population is eliminated, it may not establish due to stochastic loss. To estimate the probability that a resistant mutation arises and establishes before the population is eliminated, the branching process method first used in population genetics by Fisher \[[@CR28]\] and Haldane \[[@CR29]\] is applied. The more recent analysis by Uecker and Hermisson \[[@CR23]\], applied by them to evolutionary rescue of a declining resident population by a single mutant type, is followed and extended to include differentiation between mutant types (males with/without the driving Y and females). It turns out that the linearization needed for the branching process model is only valid for a subset of the parameter space of interest, and fully stochastic Gillespie simulations (averaged over $\documentclass[12pt]{minimal}
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The main quantity of interest is the probability that at least one resistant (or suppressor) mutation arises and establishes in the population, preventing elimination. This is denoted as *P* ~1~, and for Model I, where *u* is the fraction of female progeny of a driving Y male that inherit an X chromosome with a resistant mutation, the branching process yields:$$\documentclass[12pt]{minimal}
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To better understand the factors affecting this probability, results are also presented for two component probabilities: the probability that at least one resistant mutation arises before elimination, regardless of its fate (denoted *P* ~*Mut*~), and the conditional probability that if one or more mutation arises, at least one survives stochastic loss and the population is rescued (denoted *P* ~*Con*~). *P* ~*Mut*~ is calculated for the resistant X-chromosome mutation (Model I) by integrating over the time-dependent population-wide rate at which $\documentclass[12pt]{minimal}
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Finally, *P* ~*Con*~, the conditional probability of establishment, is calculated as:$$\documentclass[12pt]{minimal}
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Results {#Sec7}
=======

Model I: Target site resistance {#Sec8}
-------------------------------

### Cost-free resistance {#Sec9}

In the absence of resistance, release of a driving Y in this model leads either to population suppression or population elimination, depending on the transmission rate of the driving Y (*m*) and the intrinsic rate of increase of the population (*R* ~*m*~). Assuming that *m* = 0.95 (consistent with the results of Galizi et al. \[[@CR11], [@CR12]\]), and *R* ~*m*~ = 6 (consistent with the analyses of Deredec et al. \[[@CR10]\]), then the model population tends to elimination, with time course calculated from ([2](#Equ2){ref-type=""}) and shown in Fig. [1](#Fig1){ref-type="fig"} (assuming an initial release of *h* ~0~ = 0.05 *N* ~0~, i.e. 5% of the pre-release equilibrium population size). As can be seen, the population size drops rapidly, such that it is only $\documentclass[12pt]{minimal}
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                \begin{document}$$\cong 0.2\;N_{0}$$\end{document}$ (see Additional file [1](#MOESM1){ref-type="media"}: Eq. A2.12). As it is assumed that mutations to target site resistance can only occur in the meiotic cells of driving Y males, and would only be transmitted to their daughters, these numbers give some indication of the opportunity for resistance to arise.Fig. 1Example time course for population elimination for the deterministic model in the absence of mutation, after introduction of a driving Y chromosome at *t* = 0. Populations are normalized by the wild-type pre-release population *N* ~0~, and parameter values are *R* ~*m*~ = 6, *m* = 0.95, *h* ~0~ = 0.05, *γ* = (*R* ~*m*~ − 1)/*N* ~0~

The stochastic model for the evolution of resistance requires one more parameter, the product of the initial population size (*N* ~0~) and mutation parameter *u* (i.e., the fraction of female progeny of a driving Y male *H*(*t*) that inherit a mutant resistant X chromosome (0 ≤ *u* ≤ 1). If one considers the baseline value of *uN* ~0~ = 1, then the probabilities of three possible outcomes can be calculated from the model: no resistant mutation arises and the population is eliminated ($\documentclass[12pt]{minimal}
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                \begin{document}$$(P_{1} \cong 7\% ).$$\end{document}$ The overall probability the population is eliminated is 93%. For these parameter values, the population is usually eliminated by the driving Y before a single resistant mutation occurs, and even when one does arise, most of the time the mutation is lost and the population is still eliminated. In the Additional file [1](#MOESM1){ref-type="media"}: Figure A3.1 presents some exemplar runs from the Gillespie simulations (10^6^ runs, *N* ~0~ = 10^6^) for which at least one resistant mutation survives stochastic loss and the population recovers.

In those cases when resistance does evolve, it evolves quickly, and the number of females in the target population is suppressed for a relatively short time (e.g., it remains below 33 and 5% of its pre-release equilibrium value for 17.6 (median 17.3, interquartile range 16--19) and 12.3 (median 11.9, interquartile range 10.5--13.6) generations on average, respectively (full simulation model used, 10^5^ runs). To put these numbers into context, *An. gambiae* mosquitoes may have 10--18 generations per year, depending on temperature \[[@CR31], [@CR32]\]. As an aside, it is noted for comparison that if, for example, *m* = 0.9, which is insufficient to eliminate the target population, resistance will always evolve (assuming *u* \> 0), and the population will be suppressed below 33% of its initial density for an average of 90.4 (median 62.5, interquartile range 28--122) generations before it recovers. It never goes below 5% of its initial value (detailed results in Additional file [1](#MOESM1){ref-type="media"}: Figure A3.2, Section A3).

In this model, there are three parameters that affect the probability that resistance evolves before the population is eliminated: the product of the mutation rate and population size (*uN* ~0~), the intrinsic rate of increase of the population (*R* ~*m*~), and the transmission rate of the driving Y (*m*). Now, the effect of varying each of these parameters individually on the probability of resistance evolving is investigated.

#### Varying *uN*~0~ {#Sec10}

From ([5](#Equ5){ref-type=""}) in the limit of low *uN* ~0~ ≪ 1, the probability that at least one mutation arises before elimination, *P* ~*Mut*~, is proportional to *uN* ~0~:$$\documentclass[12pt]{minimal}
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Since the probability that a single mutation establishes does not depend on *uN* ~0~ in ([3](#Equ3){ref-type=""}), the probability a mutation arises and establishes, allowing the population to persist (*P* ~1~), is also proportional to *uN* ~0~ for *uN* ~0~ ≪ 1:$$\documentclass[12pt]{minimal}
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This agrees with simulation results of Marshall et al. \[[@CR19]\] for population-suppressing homing-based gene drive that show a linear relationship between $\documentclass[12pt]{minimal}
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                \begin{document}$$m = 0.98$$\end{document}$ (*dotted lines*), with *uN* ~0~ = 1. Curves only extend as far as *R* ~*m*~ = 1/\[2(1 − *m*)(1 − *u*)\] (see Additional file [1](#MOESM1){ref-type="media"}: end of Section A1.1b) above which the strength of Y drive *m* \< *m* ~*crit*~ and population elimination does not occur. **c** Probabilities decrease with increasing $\documentclass[12pt]{minimal}
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                \begin{document}$$10^{6}$$\end{document}$ runs, *N* ~0~ = 10^6^), when the branching process model does not apply; if not shown, error is within thickness of plot line

#### Varying *R*~*m*~ {#Sec11}

Increasing *R* ~*m*~ while keeping everything else the same leads to an increase in the population size, as $\documentclass[12pt]{minimal}
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                \begin{document}$$N_{0} = (R_{m} - 1)/\gamma$$\end{document}$, and therefore in *uN* ~0~, and consequently has much the same effects as an increase in *uN* ~0~, as analysed above. Here it is asked, for populations of the same size but that differ in *R* ~*m*~ (and therefore also differ compensatingly in *γ*), how are they expected to differ in the probability of evolving resistance? Increasing *R* ~*m*~ in this way increases the time for a driving Y to eliminate the population, and therefore increases the opportunity for resistant mutations to arise before elimination (Fig. [2](#Fig2){ref-type="fig"}b, black lines). In addition, the probability that a mutation arising at a specified time $\documentclass[12pt]{minimal}
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                \begin{document}$$R_{m}$$\end{document}$ increases (Additional file [1](#MOESM1){ref-type="media"}: Section A2.1, Figure A2.2a). This is because at higher *R* ~*m*~ the recruitment (birth) rate of new resistant mutants is higher, reducing the probability of stochastic loss. Since at higher *R* ~*m*~ the probability of a mutation arising is higher, and its subsequent probability of surviving stochastic loss is also higher, the overall probability $\documentclass[12pt]{minimal}
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                \begin{document}$$P_{1}$$\end{document}$ that resistance evolves increases with increasing *R* ~*m*~ (red lines in Fig. [2](#Fig2){ref-type="fig"}b).

#### Varying *m* {#Sec12}

Increasing the transmission rate of the driving Y (*m*) reduces the probability of at least one mutation arising before elimination (Fig. [2](#Fig2){ref-type="fig"}c, black lines). Again, there are several reasons for this. Firstly, there is a factor (1 − *m*) in the mutation rate because the proportion of mutant females born from driving Y males decreases according to the sex bias (1 − *m*) (Eq. [3](#Equ3){ref-type=""}). At the limit of *m* = 1, no mutations can arise at all because driving Y males only create other males. Secondly, with larger *m* there is less time for mutations to occur, since the driving Y eliminates the population more quickly. Close to *m* ~*crit*~ (for these parameters, *m* ~*crit*~ *=* 0.9167), the population is eliminated very slowly, providing more opportunity for a mutation to occur. The probability $\documentclass[12pt]{minimal}
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                \begin{document}$$p_{est} \left( {t_{a} } \right)$$\end{document}$ that a single resistant mutation (that arises in a female at time *t* ~*a*~) gets established in a population is also affected by *m* (Additional file [1](#MOESM1){ref-type="media"}: Figure A2.2b). So, with stronger Y drive, the probability that a resistant mutation occurs before elimination is lower, and if one does occur, the probability it establishes is lower, and thus the overall probability of resistance evolving is lower (Fig. [2](#Fig2){ref-type="fig"}c, red line).

### Costly resistance {#Sec13}

Thus far, it has been assumed that resistance is cost-free, with no pleiotropic effects on other fitness components. Now the case of resistance having a cost is considered. This is modelled as a decrease in fertility of females with the resistant gene, and decreased participation in mating for males with the gene (Additional file [1](#MOESM1){ref-type="media"}: Section A1.1). There are four genotypes carrying one or more resistant alleles, and the system of equations (Additional file [1](#MOESM1){ref-type="media"}: Eq. A1.2) has separate parameters for all of them. However, for simplicity of analysis here, these are collapsed to a single parameter, assuming that heterozygous females have fitness *w* \< 1, and homozygous females and hemizygous males have fitness *w* ^2^ (relative to fitness one for wild-types and driving Y males without the resistant gene).

To find the equilibria for a nonzero mutation rate, the time derivatives in the deterministic differential equations in the presence of mutation (Additional file [1](#MOESM1){ref-type="media"}: Eq. A1.2) are set to zero. Focussing initially on the deterministic model, Fig. [3](#Fig3){ref-type="fig"} is a contour plot showing the fate of the resistant mutation and the resulting effect on the equilibrium number of females in the population as a function of *w* and *R* ~*m*~, assuming *m* = 0.95 and *u* = 10^−6^ (see Additional file [1](#MOESM1){ref-type="media"}: Section A1.1b, for calculation of equilibria). The resistant allele fixes deterministically in the population for $\documentclass[12pt]{minimal}
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                \begin{document}$$w_{1} < w \le 1$$\end{document}$, and establishes at intermediate equilibrium with the wild-type for 0 ≤ *w* \< *w* ~1~ (*w* ~1~, which is independent of *R* ~*m*~, is given in Additional file [1](#MOESM1){ref-type="media"}: Section A1.1b). The total population goes extinct (shaded area) if fitness is below *w* = *w* ~*ex*~ (100% suppression of population, solid line), i.e. where net total population growth is not positive. Above *w* = *w* ~*ex*~, the total population is nonzero and reduced, and the dotted contour lines in Fig. [3](#Fig3){ref-type="fig"} show the percentage suppression of the total female population size, compared to its size when there is no fitness cost (*N* ~0~/2). Therefore, a resistant mutation might establish, and even spread to fixation, but still not rescue the population if it is too costly. As expected, populations with higher *R* ~*m*~ can be rescued by mutations with higher cost than populations with lower *R* ~*m*~. Moreover, as the strength of Y drive $\documentclass[12pt]{minimal}
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                \begin{document}$$\,w_{1}$$\end{document}$, decreases, as does *w* ~*ex*~ (above *R* ~*m*~ = 1/*w* ~1~^2^), since the higher the Y drive, the more of an advantage the resistant allele has over the sensitive allele in transmitting to the next generation and in restoring the 50:50 sex ratio, and thus a higher fitness cost can be tolerated (Additional file [1](#MOESM1){ref-type="media"}: Figure A1.2). It is also found that there is very weak dependence of these results on the mutation parameter *u*, assuming it is low (*u* ≪ 1). Although the focus is on high *m* (strength of drive) for population suppression and elimination, it is possible to compare results for allele frequencies to the model of Huang et al. \[[@CR22]\] for population modification using Y-linked drive and X-linked resistance. For *u* = 0, using the analytical expressions for allele frequencies for general fitnesses, a region of low *m* where the resistant X chromosome mutation cannot spread is similarly found, $\documentclass[12pt]{minimal}
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                \begin{document}$$m < 1 - \frac{{w_{{F_{R} }} w_{{H_{R} }} }}{{2(2 - w_{{F_{R} }} )}}$$\end{document}$, which becomes the condition of Huang et al. (Equation (5), \[[@CR22]\]) if their expressions for resistant heterozygote fitnesses are substituted.Fig. 3Deterministic equilibrium as a function of the fitness of the resistant mutation *w* (for heterozygous females, with fitness *w* ^2^ for homozygous females and hemizygous males) and the intrinsic rate of increase of the population (*R* ~*m*~). The population is rescued in the white area, where dotted curves represent the percentage suppression of the total female population size, compared to its size when there is no fitness cost (*N* ~0~/2). The population is eliminated in the shaded area under the curve of 100% population suppression (*w* = *w* ~*ex*~, *solid black line*). For *w* ~1~ = 0.627 \< *w* ≤ 1, the resistant mutation tends to fixation, and in the white area the population is rescued (with reduced size equal to $\documentclass[12pt]{minimal}
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                \begin{document}$$\frac{{w^{2} R_{m} - 1}}{{w^{2} \gamma }}$$\end{document}$), whereas in the shaded area, the population is eliminated. For 0 \< *w* ≤ *w* ~1~, the resistant mutation tends to an intermediate equilibrium, which again rescues the population only in the white area. For *R* ~*m*~ ≥ 10.0001, the population is always nonzero, since the Y drive is not sufficient to eliminate the population. Parameters are *m* = 0.95, *u* = 10^−6^

Now the effect of fitness costs in the stochastic model is considered. Here, fitness costs do not affect the rate at which mutations arise (*P* ~*Mut*~), which is constant, but do reduce the probability of surviving stochastic loss and ultimate establishment (*P* ~1~, Fig. [2](#Fig2){ref-type="fig"}d). For high costs, the branching process cannot be used (as explained in Additional file [1](#MOESM1){ref-type="media"}: Section A2.3), and in this region full simulations are used. The conditional probability that at least one mutation survives stochastic loss if one or more mutations arise is also less for higher cost. Thus, higher fitness cost of the mutation (i.e., lower density-dependent recruitment rate for the heterozygotes) results in lower probability that a mutant mosquito will survive early stochastic loss, because it will be less able to pass on the allele before dying. In summary, the costlier resistance is (i.e., the lower *w*), the lower the probability that it will evolve, and if it does evolve, the lower the impact on the driving Y intervention.

### Seasonal cycles {#Sec14}

It has been shown above that a key parameter affecting the probability of resistance evolving is the initial population size, through the combined parameter *uN* ~0~. In many locations, the number of mosquitoes shows dramatic fluctuations between wet and dry seasons \[[@CR33], [@CR34]\]. Previous theory has shown that the probability a beneficial mutation establishes and goes to fixation can be affected by such fluctuations, and can depend upon when in a seasonal cycle the mutation arises \[[@CR35], [@CR36]\]. Seasonality can also affect the time to elimination by a driving Y, depending on when in the cycle the releases are made \[[@CR13]\]. To investigate the consequences of seasonal fluctuations in mosquito numbers for the evolution of resistance to a driving Y, periodic variation is incorporated into the model of mosquito demography via a sinusoidal time dependence in the parameter γ for density dependence in the mosquito recruitment rate, such that instead of being a constant, it varies seasonally:$$\documentclass[12pt]{minimal}
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                \begin{document}$${\upgamma}\left( t \right) = {\upgamma}_{0} [a]\left( {1 + a\sin \left[ {\frac{2\pi t}{T}} \right]} \right)$$\end{document}$$

Here, *a* is the amplitude of the oscillations in γ(*t*), and *T* is the seasonal period, in mosquito generations in ([8](#Equ8){ref-type=""}) to be consistent with time *t*, which is normalized with generation time (1/*μ*). An increase in γ(*t*) (and thus reduction in recruitment rate) during the dry season could arise from a reduction in the number or productivity of breeding sites at this time. The effects of seasonality are investigated by varying the amplitude *a*, and as *a* is varied, γ~0~\[*a*\] is adjusted such that the mean population size over the cycle is kept constant (Additional file [1](#MOESM1){ref-type="media"}: Section A1.1a).

As an example, Fig. [4](#Fig4){ref-type="fig"}a shows the periodically-varying female population, with amplitude *a* chosen to give a peak/trough ratio of female mosquito numbers of 100:1, and a representative mosquito generation time of $\documentclass[12pt]{minimal}
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                \begin{document}$$1/\mu = 20$$\end{document}$ days. Figure [4](#Fig4){ref-type="fig"}a also shows the deterministic female wild-type population for an initial amount of synthetic driving Y males, $\documentclass[12pt]{minimal}
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                \begin{document}$$h_{0 }$$\end{document}$, introduced at different times of year. In Fig. [4](#Fig4){ref-type="fig"}a, the time of the first release (going into low season) is benchmarked as year one, with other sample releases at *t* ~*release*~ *=* 3 months (population trough), 6 months (rising population) or 9 months (coincides with population peak) after year one. The female population (versus time) after introduction of the driving Y follows different paths to extinction depending on the time of year that the driving Y is released, *t* ~*release*~. For no seasonality, for these parameters, it takes roughly one year (i.e. *T* = 18.25 mosquito generations) for the driving Y to crash the population to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\cong 1\%$$\end{document}$ of its initial value for typical parameters.Fig. 4**a** Time evolution of wild-type female mosquito population *F*(*t*) before driving Y release (*dotted line*), and for introduction of the driving Y at time *T* (*blue line*), 1.25*T* (*green line*), 1.5*T* (*red line*), and 1.75*T* (*orange line*). For *R* ~*m*~ = 6, m = 0.95, *T* = 18.25, *h* ~0~ = 0.05, *w* = 1, *a* = 0.9825 (amplitude selected for peak to trough ratio of 100:1). Note *h* ~0~ is the proportion of the time-averaged pre-release population size $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{release} ,$$\end{document}$ the time when the driving Y is released during the period *T* of the seasonally-varying wild-type population, for *a* = 0.9825 (*solid lines*) and *a* = 0 (*dotted lines*; no seasonality). For parameters *R* ~*m*~ = 6, m = 0.95, *h* ~0~ = 0.05, *uN* ~0~ = 1, *w* = 1, *T* = 18.25, and with $\documentclass[12pt]{minimal}
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Depending on the point in the yearly cycle that the driving Y is released, any mutation that then arises will encounter different changing conditions (i.e., population sizes and growth rates), which will in turn affect the probability that it will establish. In Fig. [4](#Fig4){ref-type="fig"}b, *P* ~*Mut*~, *P* ~1~ and $\documentclass[12pt]{minimal}
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                \begin{document}$$P_{con}$$\end{document}$ are shown as functions of the times of synthetic driving Y release, *t* ~*release*~, into the wild-type population during the year. The interplay between the yearly seasonal variation and dynamics of the driving Y establishment and extinction of the population strongly influences mutant creation and survival probabilities. The probability $\documentclass[12pt]{minimal}
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                \begin{document}$$P_{Mut}$$\end{document}$ that a mutation arises (and subsequently may or may not survive) is highest when the driving Y is released at $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{release} \cong 7.8$$\end{document}$ months after each yearly benchmark in (Fig. [4](#Fig4){ref-type="fig"}b), which is well into the high season, so that subsequently the peak of the driving Y male coincides with the population peak and maximizes the rate of mutant creation. But mutants that are likely to have arisen during the population surge at high season subsequently experience periods of dropping recruitment rate, and thus decreased chance of the mutation establishing, so conversely $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{release} \cong 7.8$$\end{document}$ months after each yearly benchmark.

The combination of these effects results in *P* ~1~, the probability that at least one mutant will arise and survive, and the population will persist, being less for all release times for high seasonal variation (peak/trough ratio = 100:1) than for no seasonal variation, and at two times of the year (just before the population peak and just before the trough), it is approximately tenfold less. For low-amplitude seasonal variation (not shown), there are some individual release times in the year for which *P* ~1~ is greater than in the equivalent non-seasonal model; however, *P* ~1~ averaged over all times of driving Y release is always less than for the model with no seasonality for *all* amplitudes of variation (Fig. [5](#Fig5){ref-type="fig"}). Thus, comparing populations with the same mean population size, seasonal variation decreases the overall chance of successful mutation and population rescue (when averaged equally over all possible release times).Fig. 5*P* ~1,*avg*~, the probability of at least one mutation arising and surviving, averaged over all driving Y release times in a seasonal cycle *T* (1 year), as a function of the peak to trough ratio of the periodically-varying pre-release wild-type population (i.e., varying amplitude *a*). For *R* ~*m*~ = 6, *m* = 0.95, *h* ~0~ = 0.05, *uN* ~0~ = 1, *w* = 1, *T* = 18.25 and $\documentclass[12pt]{minimal}
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                \begin{document}$${\upgamma}_{0} \left[ a \right]$$\end{document}$ adjusted such that average wild-type populations over a period are constant

Model II: Trans-acting suppressor {#Sec15}
---------------------------------

### Cost-free suppression {#Sec16}

Now the possibility is considered that a mutation arises on an autosome that suppresses the expression or activity of the driving Y. As before, to analyse the fate of new mutations, a combination of a branching process model and Gillespie stochastic simulations is used (averaged over $\documentclass[12pt]{minimal}
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                \begin{document}$$10^{6}$$\end{document}$ runs) (Additional file [1](#MOESM1){ref-type="media"}: Section A3). Here mutations can arise in all individuals, not just the daughters of driving Y males, though for simplicity it is still assumed that no mutations exist before release. *v* (0 ≤ *v* ≤ 1) is defined as the chance of the suppressor mutation arising on the relevant autosome (per individual per autosome, for all births, male or female).

With baseline parameters of *R* ~*m*~ = 6, and *m* = 0.95, $\documentclass[12pt]{minimal}
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                \begin{document}$$\sim 7.3$$\end{document}$ *N* ~0~ individuals are born between release of the driving Y and elimination of the population (see explanation after Additional file [1](#MOESM1){ref-type="media"}: Eq. A2.17); and so there are more individuals in which suppressor mutations can arise than for target site resistance mutations. However, the probability of a new suppressor mutation surviving stochastic loss is less than for a resistant mutation at all times of arising \[compare *p* ~*est*~(*t* ~*a*~) in Additional file [1](#MOESM1){ref-type="media"}: Figures A2.1b (Model I) and A2.4b (Model II)\]. A contributing factor is that the suppressor is on an autosome rather than on the X-chromosome: firstly, new suppressor mutations arise in males and females rather than only in females, and secondly, mutant males *H* ~*S*~ and *M* ~*S*~ pass the suppressor mutation equally to males and females while $\documentclass[12pt]{minimal}
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                \begin{document}$$M_{R}$$\end{document}$ pass on the resistant X-chromosome at the same rate but only to females. Consequently, when the mutation is rare, the proportion of time spent in a male vs female mutant is higher for the suppressor mutation than for the X-chromosome mutation, and since mutant males have a lower probability of stochastic survival than females (see Additional file [1](#MOESM1){ref-type="media"}: Figure A2.4b), early suppressor mutant populations are overall less likely to survive than resistant ones. Despite the lower probability of each mutation establishing, the greater opportunity for mutations to arise means that for equal mutation rates (i.e., *u* = *v*), a suppressor is more likely to establish than a target site resistance allele. With $\documentclass[12pt]{minimal}
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The effect of varying the underlying parameters $\documentclass[12pt]{minimal}
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                \begin{document}$$v\varvec{N}_{0}$$\end{document}$, *R* ~*m*~, and *m* is now considered. The effects are much like those for the target site resistance model, and for much the same reasons, though quantitative details differ. From ([6](#Equ6){ref-type=""}) in the limit of low *uN* ~0~ ≪ 1, *P* ~*Mut*~ is proportional to $\documentclass[12pt]{minimal}
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                \begin{document}$$v\varvec{N}_{0}$$\end{document}$, and therefore *P* ~1~ is proportional to $\documentclass[12pt]{minimal}
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                \begin{document}$$v\varvec{N}_{0}$$\end{document}$. These results are shown for baseline parameters in Fig. [6](#Fig6){ref-type="fig"}a. As *R* ~*m*~ increases (while keeping *N* ~0~ constant), the time to eliminate the population increases, giving more opportunity for suppressor mutations to arise, and if they do arise, then they have a higher probability of establishing because low-density recruitment rates are higher, resulting in a higher overall probability of a suppressor establishing (Fig. [6](#Fig6){ref-type="fig"}b). As the transmission rate of the driving Y (*m*) increases, the time to elimination decreases, and therefore the opportunity for a suppressor to arise decreases. A difference from the target site resistance model is that even for *m* = 1, mutations can arise in the suppressor model, while for the previous model, mutations only arise in females fathered by driving Y males, and therefore none can arise for a 100% male sex bias. The conditional probability of a mutation surviving also decreases with increasing *m*, and therefore the overall probability *P* ~1~ also decreases (Fig. [6](#Fig6){ref-type="fig"}c).Fig. 6$\documentclass[12pt]{minimal}
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                \begin{document}$$P_{1}$$\end{document}$ (*red line*) and *P* ~*Con*~ (*blue line*) for the trans-acting suppressor mutation. **a** Probabilities increase with increasing *vN* ~0~ for *R* ~*m*~ = 6, *m* = 0.95 (*solid lines*) and for *R* ~*m*~ = 12, *m* = 0.98 (*dotted lines*), and *w* = 1. **b** Probabilities increase with increased intrinsic growth rate *R* ~*m*~ (for *m* = 0.95, *w* = 1, *vN* ~0~ = 0.1). **c** Probabilities decrease with increased Y-drive *m* (for *R* ~*m*~ = 6, *w* = 1, *vN* ~0~ = 0.1. For all plots, *h* ~0~ = 0.05. **d** Probabilities decrease with lower fitness $\documentclass[12pt]{minimal}
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                \begin{document}$$w$$\end{document}$ (for *R* ~*m*~ = 6, *m* = 0.95). The deterministic model shows that the population will be eliminated for *w* ≤ 0.61. For all plots, *h* ~0~ = 0.05, *vN* ~0~ = 0.1. The*error bars* at low *R* ~*m*~ and *w* show the standard error for simulations (averaged over $\documentclass[12pt]{minimal}
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                \begin{document}$$10^{6}$$\end{document}$ runs, *N* ~0~ = 10^6^), when the branching process model does not apply; if not shown, error is within thickness of plot line

### Costly suppression {#Sec17}

The case of the suppressor allele having a cost is now considered. For simplicity, it is assumed that heterozygous females and males have fitness *w* \< 1, and homozygous females and males have fitness *w* ^2^.

Focussing firstly on the deterministic model, Fig. [7](#Fig7){ref-type="fig"} is a contour plot showing the fate of a suppressor and the population as a function of *w* and *R* ~*m*~ (see Additional file [1](#MOESM1){ref-type="media"}: Section A1.2a, for calculation of equilibria from the system of deterministic equations). With a fitness cost to the suppressor mutation, one difference to the resistant model is that the region where the allele with the suppressor mutation is fixed, $\documentclass[12pt]{minimal}
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                \begin{document}$$1 > w \ge w_{1} = 1 - v$$\end{document}$, is extremely narrow for *v* ≪ 1 and is not discernible on Fig. [7](#Fig7){ref-type="fig"} with baseline parameters (*m* = 0.95, *v* = 10^−7^). Below $\documentclass[12pt]{minimal}
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                \begin{document}$$w_{1}$$\end{document}$ (all visible areas on the plot), the suppressor allele is at intermediate equilibrium with the wild-type allele. Also shown are curves of constant percentage suppression of the total female population (dotted lines). The population is eliminated in the shaded area below the 100% extinction line *w* = *w* ~*ex*~. There is little dependence of the results on $\documentclass[12pt]{minimal}
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                \begin{document}$$v$$\end{document}$ for *v* ≪ 1, and an insignificant decrease in *w* ~1~ and *w* ~*ex*~ with increasing Y-drive *m* (not shown). Thus again, unless fitness cost to the mutation is too high and/or *R* ~*m*~ is low, a suppressor mutation may establish and spread, leading to population rescue.Fig. 7The percentage suppression of the total female population (*dotted lines*) as a function of the fitness of the resistant suppressor mutation (*w* for heterozygotes, *w* ^2^ for homozygotes) and the intrinsic rate of increase of the population (*R* ~*m*~). The solid line shows the extinction curve *w* = *w* ~*ex*~ (100% suppression line), below which the population is eliminated (*shaded area*). For $\documentclass[12pt]{minimal}
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                \begin{document}$$1 \ge w > w_{1} = \left( {1 - 10^{ - 7} } \right)$$\end{document}$ (zone too narrow to appear on plot), the suppressor autosome tends to fixation; below *w* = *w* ~1~ (all visible areas of plot) it tends to an intermediate equilibrium, which rescues the population only in the *non-shaded area*. For *m* = 0.95, *v* = 10^−7^

Note that trans-acting suppressors are less tolerant of fitness costs than target site resistant alleles (e.g., the shaded area is larger in Fig. [7](#Fig7){ref-type="fig"} than in Fig. [3](#Fig3){ref-type="fig"}). This is because the resistant X-chromosome has a direct transmission advantage compared to sensitive alleles in the presence of the driving Y \[passed to half rather than (1 − *m*) of offspring from a driving Y male\]. The autosomal allele has no such transmission advantage over the wild-type, although in both cases the mutation restores the 50:50 sex ratio. This difference also fits with the already noted difference that suppressors have a lower probability of establishing than target site resistant alleles. Finally, as expected, increasing the fitness cost of a suppressor reduces the probability of it surviving stochastic loss and establishing (Fig. [6](#Fig6){ref-type="fig"}d).

Discussion {#Sec18}
==========

This paper has considered driving Y chromosomes that are capable of eliminating a closed, random-mating population, and modelled the factors affecting the probability that resistance evolves before that happens. This topic of 'evolutionary rescue' has previously been studied in the context of populations threatened by a change in the external environment \[[@CR23], [@CR37]--[@CR41]\]; the key differences here are that the risk to the population is a driving Y, with its own particular dynamics, and whose mechanism of action can itself give rise to one form of resistance. The models have identified several factors affecting the probability resistance evolves. Some are properties of the target population, in particular the size and the intrinsic rate of increase; all else being equal, higher values of both these parameters make resistance more likely. Other parameters are properties of the driving Y, and highlight two primary routes to minimizing the risks of resistance \[[@CR9]\]. The first strategy is to target essential sites such that resistant alleles are likely to have pleiotropic fitness costs (previously analysed in the context of homing-based gene drive construct \[[@CR9], [@CR10], [@CR13], [@CR16]\]). This factor makes the rDNA repeat a more attractive target than some less important or nonfunctional repeat on the X chromosome; targeting functional sites within the rDNA repeat may also be better than targeting nonfunctional sites in the same repeat, though a fuller description of the mutations caused by rDNA-targeting nucleases would be helpful here. The second strategy is to ensure the mutation rate to resistance is low. In the context of a nuclease-based driving Y, targeting a sequence present in hundreds of copies will be better in this regard than targeting a single copy sequence (which may not lead to preferential inheritance of the Y in any case). Presumably $\documentclass[12pt]{minimal}
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                \begin{document}$$u$$\end{document}$ could be further lowered by targeting a second sequence within the rDNA repeat. With no obvious limit to the number of sites that can be targeted in the rDNA, management of target site resistance would seem to be achievable.

The modelling has also revealed two other factors that can reduce the probability of resistance evolving. Increasing the transmission rate of the driving Y (*m*) reduces the opportunity for resistant mutations to arise. Note, though, in spatial models without resistance, suppression may be maximised at an intermediate optimum *m* \[[@CR13], [@CR42]\]. Releasing the construct at the right time of year can also reduce the probability of resistance evolving. In this model, this occurred just before the peak of abundance and also just as it was entering the trough, but other models of population fluctuation and other release rates ought to be examined. Note too that if releases are made in one location with the intention that the construct spread to other locations, one will have little control over when those migration events occur.

The evolution of trans-acting suppressors was also briefly considered. It is difficult to predict the most likely molecular mechanisms for such suppressors, and in the absence of a clear expectation, a simple model is considered in which mutations do not pre-exist in population before release, but can arise in any individual, not just in progeny of driving Y males. Pre-existing mutations could be included in the analysis using the approach of Hermisson and Pennings \[[@CR43]\]; see also \[[@CR16]\]. It is also possible to imagine ways that a suppressor mutation might arise from the nuclease gene, which would only be possible in the progeny of driving Y males---for example, a duplicated or retro-transposed copy of the nuclease gene that interferes with the original gene at the RNA level (e.g. RNAi), or at the protein level (e.g., competitive binding of a non-active enzyme).

Several of the modelling assumptions used here are worth highlighting. First, it is assumed that resistance is all-or-nothing. This is a reasonable first step, but partial target site resistance may occur if the target site is present in hundreds of copies, as in the rDNA repeat. Indeed, the action of the nuclease would likely lead to many different alleles being produced, with different degrees of resistance and different pleiotropic fitness effects. The overall probability of resistance evolving would then be a sum across possible alleles of *P* ~1~ calculated for each allele, where *P* ~1~ for the *i*th allele would depend on the mutation rate *u* ~*i*~ and fitness effects *w* ~*i*~ for that allele. Ideally, for all possible mutations, either the fitness, the mutation rate, or the degree of resistance provided is sufficiently low as to have a low probability of rescuing the population. Unfortunately, there is likely to be a limit to how thoroughly one will be able to test for resistance and suppressors in the lab, before release in the field. If high fitness resistance is seen in the lab, it will likely arise in the field, but the failure to see it in the lab will not guarantee it will not arise in the field.

It is also assumed that the driving Y has no fitness effects except the sex ratio distortion, so its frequency increases monotonically in the deterministic model as long as there are any susceptible genotypes remaining in the population (i.e., there is no complex dynamics, such as cycling \[[@CR22], [@CR44]\]). In the context of evolution of resistance, the main impact of a driving Y that has a cost on survival or mating success would likely be to slow down the spread of the driving Y and therefore slightly increase the probability of resistance evolving. A further assumption is that the daughters of driving Y males, which could harbour resistant mutations, have normal fitness. Galizi et al. \[[@CR11]\] found that the \~5% of females produced had low fitness, presumably due to disruption of the rDNA. If the same were true of resistant types (e.g., they were also missing many rDNA repeats), then the effective transmission of the Y chromosome could be closer to one, reducing the probability of resistance evolving. It is further assumed that each offspring is derived from an independent mating, rather than, as usual with *Anopheles gambiae*, females mating only once in their life; incorporating this effect into the model would increase the amount of stochasticity, and reduce the probability of resistance evolving.

Finally, another assumption is that the population is closed and random-mating, whereas real *An. gambiae* populations exist over a landscape. Previous modelling has used a range of approaches to investigate the spatial spread of a driving Y \[[@CR13], [@CR25], [@CR42]\], and these models should be extended to investigate the evolution of resistance. Some insight into the likely dynamics can be gained even from the current model. For example, consider a landscape of, say, 10,000 patches, each of which individually is a randomly mating population. If a driving Y is released into all of them, and $\documentclass[12pt]{minimal}
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                \begin{document}$$P_{1 } = 0.001$$\end{document}$ for each patch, then it would be expected to spread and eliminate 9990 patches, and for resistance to evolve in ten of them; depending on how mosquitoes move on the landscape, those resistant types could eventually spread out from those patches and recolonize the landscape. The duration of protection offered by the driving Y will then vary from patch to patch, being shortest in those patches where the resistance first evolves, and longest in the last patch to be recolonized. If the patches vary, the modelling suggests resistance is more likely to arise in patches with a higher density of mosquitoes and, separately, that have a higher *R* ~*m*~; these could act as source populations for the others. An interesting precedent in this regard is given by the evolution of insecticide resistance, in which the same nucleotide change has arisen and established multiple times in different genetic backgrounds \[[@CR45]\], which implies that the (continental scale) population size of *An. gambiae* is larger than the inverse of the nucleotide mutation rate \[[@CR46]\]. Note that on a landscape, it may be difficult for multiple resistant types to establish. In this example, if there is simultaneous release of a second construct that is sufficiently different from the first that resistance to one would not provide resistance to the other, then resistance to the second may also arise in ten patches, but if they are a different ten patches, then there may be no opportunity for the multiply-resistant type to evolve, and the population could be eliminated across the landscape. But even in the absence of resistance, there can be complex landscape dynamics between local elimination and recolonization \[[@CR13], [@CR42]\] which warrant further analysis.

It will be worthwhile investigating the interactions between genetic technologies and other interventions more broadly. There is an automatic synergy between different interventions that reduce population size in terms of reducing the probability of resistance evolving: anything that reduces population size, like bed nets or IRS, will reduce the probability that resistance evolves to a driving Y. Likewise, release of a driving Y will likely reduce the probability that resistance evolves to new insecticides, or even to new anti-malarial drugs.

Conclusions {#Sec19}
===========

As with any other form of vector control, it is important to consider how the effectiveness of novel genetic approaches may be limited by the evolution of resistance. Previous studies have examined the sustainability of strategies using the homing reaction to a target population \[[@CR14]--[@CR16]\] or eliminate it \[[@CR9], [@CR10], [@CR13]\]; here, the likelihood that resistance to a nuclease-based population-suppressing driving Y evolves before elimination is investigated. The modelling has demonstrated that resistance is more likely to evolve if the target population is large and has a high intrinsic rate of increase. The probability of resistance can be minimized by releasing insects carrying constructs for which mutations having a substantial effect on the rate of drive are unlikely to arise and/or have large pleiotropic fitness costs.

Additional file {#Sec20}
===============

**Additional file 1.** Description of model, methods and supplementary results. **Section A1.** describes the deterministic differential equations for the genotype populations for each model and the derivation of the equilibria, for both the X chromosome resistant mutation (Model I) and the trans-acting suppressor mutation (Model II). **Section A2**. shows the application of the branching process method for calculating the probability of stochastic loss of new mutations, and the parameter space of applicability of the method is indicated. **Section A3**. contains details of the Gillespie stochastic simulations, used for parameter spaces where the branching process method does not apply, and to confirm results; effects of finite size of wildtype populations in simulations are discussed. In each section, supplementary results are shown: Figure A1.1, time-course for the deterministic equations for cost-free mutation (Model I); Figure A1.2, outcome of equilibria for a range of values of the strength of drive *m* (Model I); Figure A1.3, time-course for the deterministic equations for cost-free mutation (Model II); Figure A2.1, evolution in time of the mutation rate and probabilities of mutation and stochastic survival (Model I); Figure A2.2, probability of establishment of a single cost-free resistant mutation as a function of intrinsic growth rate *R* ~*m*~ and strength of drive *m* (Model I); Figure A2.3, time evolution of the population-wide rates that new mutations arise (Model II); Figure A2.4, time evolution of mutation rates and probabilities of mutation and stochastic survival (Model II); Figure A3.1, recovery of the total female population due to establishment of resistant mutation in X chromosome (Model I); Figure A3.2, times of suppression of the total female population below its pre-driving-Y release value, before it is rescued by a resistant mutation (Model I).

**Electronic supplementary material**

The online version of this article (doi:10.1186/s12936-017-1932-7) contains supplementary material, which is available to authorized users.

ABu conceived the study, ABe and PJB designed and performed the analyses, and ABe, PJBe and ABu wrote the manuscript. All authors read and approved the final manuscript.

Acknowledgements {#FPar1}
================

Funded by a grant from the Bill and Melinda Gates Foundation.

Competing interests {#FPar2}
===================

The authors declare that they have no competing interests.

Funding {#FPar3}
=======

This work is funded by a grant from the Bill and Melinda Gates Foundation.

Publisher's Note {#FPar4}
================

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
