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We present a novel theoretical approach to simulate spin, time and angular-resolved photoelectron
spectroscopy (ARPES) from first principles that is applicable to surfaces, thin films, few layer
systems, and low-dimensional nanostructures. The method is based on a general formulation in
the framework of time-dependent density functional theory (TDDFT) to describe the real time-
evolution of electrons escaping from a surface under the effect of any external (arbitrary) laser
field. By extending the so called t-SURFF method to periodic systems one can calculate the final
photoelectron spectrum by collecting the flux of the ionization current trough an analysing surface.
The resulting approach, that we named t-SURFFP, allows to describe a wide range of irradiation
conditions without any assumption on the dynamics of the ionization process allowing for pump-
probe simulations on an equal footing. To illustrate the wide scope of applicability of the method
we present applications to graphene, mono- and bi-layer WSe2, and hexagonal BN under different
laser configurations.
INTRODUCTION
Angular resolved photoelectron spectroscopy is one of
the most prominent and mature techniques employed to
probe the electronic properties of crystalline materials.
In its most traditional application it allows to directly
map band dispersion and Fermi surfaces of solids from
the energy and momentum distribution of the escaping
electrons1,2.
Following the advances in laser pulse generation and
photoelectron detection techniques in the last years
we have witnessed an increasing presence of ARPES
experiments capable to resolve time and spin polar-
ization degrees of freedom3,4. Time-resolved ARPES
(tARPES) unlocks the time degree of freedom to study
non-equilibrium dynamic of solids at the natural time
scale of electronic excitations and relaxations5–9. Re-
solving the spin polarization of photoelectrons with spin
ARPES (sARPES) provides additional information on
the spin character of the sample10–13. Exploring these
new dimensions offer unprecedented opportunities to test
our current understanding of matter.
Currently, the most common theoretical approaches to
calculate ARPES are based on the one step-model where
electron photoemission is treated as a unique coherent
process that include all the scattering events14. This is
in contrast to the simpler three-step model where ioniza-
tion is divided into three separate processes15. These ap-
proaches, largely based on many-body perturbation the-
ory formulated in terms of Green’s function, proved to
be successful in many relevant cases16–19. However the
perturbative approach underlying these methods is not
suitable to describe tARPES.20 Including the time degree
of freedom needed for tARPES requires a real time ap-
proach which, in the many-body context, is provided only
by Keldysh Green’s function theory. Efforts in this direc-
tion are still scarce and largely reduced to applications
with model-Hamiltonians21,22, and current attempts to
formulate the problem under the one-step model are still
at the formal level23.
In this paper we propose a completely different and
computationally efficient approach based on a real-space
real-time formulation of TDDFT where we obtain the
ARPES spectra by directly analyzing the photoelectron
current flux through a surface using the time-dependent
surface flux method (t-SURFF). The t-SURFF method
is a well established technique that has been success-
fully employed to study ionization of atoms and small
molecules under strong laser fields24–29. This method
has only recently been exported to TDDFT by some of
the authors30. The application of t-SURFF to surfaces
ionization dynamics is completely new and in this paper
we present the extension of the method to semi-periodic
systems. We name the extended method t-SURFFP. The
resulting approach is fully ab-initio and capable to de-
scribe situations with any number of laser fields without
making any assumption on the ionization process and at
a modest computational cost. For these reasons is natu-
rally suited to simulate simulate tARPES. Furthermore,
in the spirit of the one-step model, scattering and surface
effects are automatically included in the formalism.
The paper is organized as follows. In Sec. I we present
our method in the context of TDDFT and in the more
general context of ARPES. We then proceed to validate
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2our technique in Sec. II where we illustrate three repre-
sentative cases: graphene, WSe2, and hBN. Finally, in
Sec. III we discuss our findings and present the conclu-
sions.
Atomic units (~ = e = 1) are used throughout the
paper unless otherwise specified.
I. THEORY
A. General
We here below briefly introduce the key concepts and
quantities commonly used in the field and that we will
use thought the paper.
ARPES experiments are based on electron photoemis-
sion. When a field of appropriate energy ω irradiates
a material surface a fraction of the electrons, originally
bind to the crystal, is released into the vacuum as shown
in Fig 1 (a). These ionized electrons emerge with a ki-
netic energy distribution that depends both on the ex-
ternal field and the material’s electronic properties. Fur-
ther away, at the detector, the kinetic energy distribu-
tion is measured as a function of energy E and angle
θ, to form the angular resolved photoelectron spectrum
P(E, θ). This spectrum can be equivalently expressed as
a function of the escaping vector momentum p, P(p). In
some experiment a second stage is also capable to char-
acterize the spin polarization along an arbitrary axis s
and thus to measure Ps(p). Finally, time resolution can
be achieved employing two pulses delayed by a time ∆t
in a pump-probe setup. The time resolved spectrum,
P(p,∆t), is thus obtained by composing the spectra stro-
boscopically measured at different delays.
Einstein’s photoelectric effect31 underlies the interpre-
tation of the physical information contained in the pho-
toelectron spectrum represented schematically in Fig 1
(b). In fact, the kinetic energy distribution of the elec-
trons escaping the material follows the energy conserva-
tion relation E = ω − φ − Eb; where φ > 0 is the work
function – the minimum energy required to promote one
electron into the vacuum – and Eb > 0 is the binding
energy – the band energy of the electrons relative to the
Fermi level. To extract one electron from the material
requires a field with ω > φ.
From energy conservation is thus apparent that the
photoelectron spectrum contains information on the en-
ergy levels of the system. If the laser field is weak enough
we can assume that momentum of the electron parallel
to the surface k‖ – the crystal momentum – is conserved
during the ionization process. This means that at the
detector p‖ = k‖ and thus that P(p‖, E), obtained from
ARPES P(p) with E = p2/2, directly maps to the elec-
tron dispersion in the crystal, i.e. the band structure.
This is the cornerstone of ARPES but is important to
bear in mind that it is a strong idealization, useful to
interpret the data, while in the reality of the experiment
the picture can be more complex. Several effects present
(a)
(b)
Vacuum
Fermi
FIG. 1. Schematic cartoon for the basic ingredients of
tARPES. In (a) we schematically illustrate the electron pho-
toemission process from a surface which periodically repeats
itself along the lattice vectors a1 and a2. A useful picture
to guide in the interpretation of ARPES is provided by the
photoelectric effect depicted in (b).
in real materials may contribute to a departure from this
picture. Among the most common we mention dynam-
ical coupling to bosonic excitations such as phonons or
plasmons32–34 and surface effects35,36.
In this paper we take an atomistic approach to simulate
the photoemission process and include in the calculation
the portion of space centered around the surface, both
extending in the material and in the vacuum, that is
needed to describe the process. In the next section we
describe the formalism, in the framework of TDDFT, to
perform such a simulation and later discuss how ARPES
can be obtained from the time-dependent density.
B. Time-dependent spin-density functional theory
for semi-periodic systems
In this work we describe systems with non-trivial spin
configurations derived from the presence of spin-orbit
coupling (SOC) and therefore we use spin-density func-
tional theory (SDFT)37.
In SDFT the fundamental variable is the 2 × 2 spin-
density matrix ρ(r) = ραβ(r) where the greek indices
span the spin space α = +,−. This matrix is defined in
3terms of the spinless density – or charge density – n(r)
and the magnetization vector m(r) as follows
ρ(r) =
1
2
n(r)σ0 +
1
2
m(r) · σ (1)
with σ = (σx, σy, σz) being the 2× 2 Pauli matrices and
σ0 the identity matrix. From the definition it directly
follows that the spinless density n(r) can be obtained by
tracing the spin-density matrix over the spin dimension
n(r) = Tr(ρ(r)).
In this work we address the modeling on electrically
driven systems for which the use of TDDFT is justi-
fied, for the case of time dependent magnetic fields one
should in principle use TD-current DFT38. The central
principle of TDDFT is that all observables of a time-
dependent many-body system can be obtained from the
knowledge of its time-dependent density alone39–41. Like-
wise in static DFT the system of interacting particles is
mapped into an auxiliary non-interacting system having
the same time-dependent density, the Khon-Sham (KS)
system42. The KS system is represented by a Slater de-
terminant composed of two-component spinors
ϕ¯j(r) =
[
ϕj+(r)
ϕj−(r)
]
(2)
whose time evolution is governed by the following time-
dependent KS equations (TDKS)
i
∂
∂t
ϕ¯j(r, t) = HˆKS[ρ](r)ϕ¯j(r, t)
HˆKS[ρ](r) =
− 1
2
(
∇− A(t)
c
)2
σ0 + Vion(r) + VKS[ρ](r)
(3)
with HˆKS[ρ](r) being the KS Hamiltonian composed of
the external laser field expressed as a time-dependent vec-
tor potential in the velocity gauge A(t) (with the electric
field being E(t) = ∂A/∂t), the external potential gener-
ated by the ions in the lattice Vion(r) and the KS poten-
tial VKS[ρ](r). The KS potential is the sum of the clas-
sical electrostatic potential VH[n](r), that only depends
on the spinless density, and the exchange and correlation
potential Vxc[ρ](r) responsible for the many-body inter-
action
VKS[ρ](r) = VH[n](r) + Vxc[ρ](r) . (4)
Non-trivial spin configurations are induced by spin-orbit
coupling (SOC) whenever heavy ions are present in the
crystal. In practice this introduces a term proportional
to L ·S in the ions’ potential Vion(r) that breaks spin ro-
tational symmetry and allows for non-collinear spin con-
figurations.
The KS Hamiltonian in (3) has a functional depen-
dence on the spin-density matrix ρ which can be recon-
structed from the spinors using (1) and the charge density
A
B
B
S
S
FIG. 2. Scheme illustrating the geometrical model needed
to simulate the ionization process in a semi-periodic system.
and magnetization vector defined by
n(r) =
∑
j=1
θ(µ− j)ϕ¯j(r)†ϕ¯j(r) (5)
m(r) =
∑
j=1
θ(µ− j)ϕ¯j(r)†σϕ¯j(r) (6)
where j is the j-th eigenvalue of HˆKS[ρ](r) and µ is the
Fermi level obtained with the constraint that the charge
density integrates to the total number of electrons: N =∫
drn(r).
In general HˆKS[ρ](r) is not diagonal in spin. The only
diagonal term is the gauge-invariant kinetic operator –
the first term of KS Hamiltonian in (3). However, in
crystals composed of light atoms, for which SOC is negli-
gible, and in absence of a magnetic field the spin-density
is collinear. This means that m(r) is constant in space
and that is possible to choose a reference frame where
HˆKS[ρ](r) is always diagonal. In this case we can sim-
plify the formalism decoupling spin up and spin down to
obtain two separate set of equations – the spin-polarized
TDKS equations.
In order to describe photoemission processes from first
principles we have to describe the interface between the
material and the vacuum. To this end we model a surface
as a semi-periodic structure repeating itself along two
directions identified by the lattice vectors a1 and a2 like
in Fig. 2. In the figure we indicate with z the non-periodic
dimension.
Owing to the periodicity of the system we can describe
the infinite surface with wavefunctions confined to the
volume Ω = a1×a2×R where a1 and a2 span the planar
primitive cell. On the surface, we express the wavefunc-
tions as Bloch spinors ϕ¯jk(r) = e
ik·ru¯jk(r) where u¯jk(r)
4is a spinor with the periodicity of the lattice and k cov-
ers the first Brillouin zone (BZ) of the reciprocal space,
which is bidimensional. Using Bloch spinors corresponds
to exchanging(
∇− A(t)
c
)2
→
(
∇+ ik− A(t)
c
)2
(7)
in the KS Hamiltonian, HˆKS[ρ](r), defined in (3). The
KS equations describing the infinite surface is then cast
into a set of equations for each value of k coupled trough
ρ(r) which can be obtained from (1) integrating the
Bloch spinors over the first BZ in Eq. (5) and (6).
C. The t-SURFFP method
To derive a suitable formalism for photoemission with
TDDFT in semi-periodic systems we employ the t-
SURFF method24,25. This method was recently extended
to TDDFT in finite systems 30 and we hereby present a
further extension to the semi-periodic case that we name
t-SURFFP.
To this end we partition the volume Ω along the non-
periodic dimension in two regions, A and B, as illustrated
in Fig. 2. We assume that in region A electrons are fully
interacting and described by the KS Hamiltonian HˆKS(t)
while in B they are non-interacting and free. In other
words we ask that the time-dependent Hamiltonian gov-
erning the evolution of the system, Hˆ(t), asymptotically
reduces to an exactly solvable one, HˆV(t), for all times
Hˆ(t) =
{
HˆKS(t) for r ∈ A
HˆV(t) for r ∈ B
. (8)
In our scheme HˆV(t) is the Volkov Hamiltonian governing
the dynamics of N non-interacting free electrons in Ω
driven by a time-dependent external field A(t); in the
velocity gauge this is expressed by
HˆV(t) =
N∑
j=1
1
2
[
−i∇j − A(t)
c
]2
σ0 , (9)
and is diagonal in spin-space as indicated by the pres-
ence of σ0. Provided the vector field A(t) is constant in
space we can solve exactly the time dependent Scro¨dinger
equation associated with HˆV(t). For each single electron
the solution can be written in the form of a plane wave
spinor with momentum p
χ¯p(r, t) =
√
2pi
a1a2
eip·re−iφ(p,t) (10)
multiplied by a time-dependent phase factor
φ(p, t) =
1
2
∫ t
0
dτ
[
p− A(τ)
c
]2
. (11)
Each spinor is normalized on Ω which is finite along a1
and a2 but infinite along z, and the normalization factor
precisely accounts for this geometry. Further, owing to
periodic boundary conditions along a1 and a2, we can
decompose p into a sum of a k-point k, bound to the
plane of the surface, and a general reciprocal lattice vec-
tor G: p = k+G. Owing to the periodicity of the system
G‖ assumes discrete values while G⊥ is continuos. Since
the wavefunctions in (10) are not pure Volkov waves but
retain information about the periodic dimensions we de-
note them as Bloch-Volkov waves.
When the system ionizes we can make a further as-
sumption on the spatial distribution of the wavefunction.
In the long time limit, after the external field has been
switched ofA(t > T ) = 0, we assume that each KS spinor
is factorizable into a bound and a scattering component
localized in A and B respectively,
ϕ¯jk(r, t) = ϕ¯jk,A(r, t) + ϕ¯jk,B(r, t) . (12)
Under this assumption the number of electron escaped
per unit cell from A at time T can be expressed as
Nesc(T ) =
∫
Ω
dr nB(r, T ) (13)
=
∫
Ω
dr
∫
BZ
dk
∑
j=1
θj |ϕ¯jk,B(r, T )|2
where θj is a shorthand for θ(µ − j) as in (5), and
nB(r, T ) is the charge density in B.
Since the Coulomb-Volkov waves form a complete set
we can expand each KS spinor as
ϕ¯jk,B(r, t) =
∫
dp b¯j(p)χp(r, t) , (14)
where we defined the coefficients
b¯j(p) ≡
[
bj+1/2(p)
bj−1/2(p)
]
(15)
as column vectors in spin space. Inserting (14) into (13)
we obtain that the number of escaped electrons can be
expressed in terms of the expansion coefficients bjα(p) by
tracing over the spin components as follows
Nesc(T ) =
∑
j=1
θj
+∑
α=−
∫
BZ
dk
∫
dp |bjα(p)|2 . (16)
The spinless momentum-resolved photoelectron proba-
bility P(p) is thus naturally obtained from the former
expansion as the derivative with respect to p of Nesc(T )
P(p) = ∂Nesc(T )
∂p
=
∑
j=1
θj
+∑
α=−
∫
BZ
dk |bjα(p)|2. (17)
In order to calculate P(p) we thus need an explicit form
for the expansion coefficients compatible with a TDDFT
5formulation. This is provided by the flux of the photo-
electron current through a closed surface.
Using the continuity equation we can express the num-
ber of escaped electrons as the flux of the current density
J(r, t) trough a surface S enclosing the system. By choos-
ing S as in Fig. 2 parallel to the system’s plane we have
that
Nesc(T ) = −
T∫
0
dτ
∮
S
ds · J(r, τ) . (18)
We are thus left with the task of connecting J(r, t) with
the KS spinors. This is achieved observing that J(r, t)
can be expressed as the expectation value of the single
particle current density operator
jˆ(t) =
1
2
[(
−i∇− A(t)
c
)
+ c.c.
]
σ0 (19)
over KS orbitals as follows
J(r, t) =
∑
j=1
θj
∫
BZ
dk〈ϕ¯jk(t)|ˆj(t)|ϕ¯jk(t)〉. (20)
We can then use (14) to expand the bra in the former
equation to obtain
J(r, t) =
∑
j=1
θj
∫
BZ
dk
∫
dp b¯∗j (p)〈χp(t)|ˆj(t)|ϕ¯jk(t)〉
(21)
and the complex conjugated counterpart by expanding
the ket
J(r, t) =
∑
j=1
θj
∫
BZ
dk
∫
dp b¯j(p)〈ϕ¯jk(t)|ˆj(t)|χp(t)〉 .
(22)
Finally, by inserting (21) and (22) into (18) and directly
comparing the resulting equations with (16) we arrive
at an explicit equation for the Bloch-Volkov expansion
coefficients in the form of flux integral
b¯j(p) = −
T∫
0
dτ
∮
S
ds · 〈χp(τ)|ˆj(τ)|ϕ¯jk(τ)〉 . (23)
Further, by exposing the k-point dependence of each
Bloch-Volkov spinor, we can recast the previous equa-
tion into a form containing only the periodic component
of each KS orbital as
b¯j(p) = −
T∫
0
dτ
∮
S
ds · 〈G|ˆj(τ)|u¯jk(τ)〉eiφ(p,τ) , (24)
where |G〉 are planewaves of momentum G normalized
in Ω as in Eq. (10). This formulation is particularly con-
venient for numerical implementations since it involves
only the periodic spinors u¯jk(τ) and thus it fully exploits
the Bloch factorization of the KS equations discussed in
Sec. I B.
Equation (24) together with (17) provide a straightfor-
ward way to calculate the spinless momentum-resolved
photoelectron probability P(p). We recall that this re-
sult has been derived under the assumption that, (i) the
Hamiltonian of the system can be well approximated with
(8), and (ii) that scattering and bound electrons are spa-
tially well separated at all times (12). In addition, by
choosing TDDFT as working framework, we assumed
that the longitudinal part of the photoelectron current
is the one that contribute the most in the photoelectron
spectrum. These conditions ultimately define the range
of applicability of the method. They are clearly satisfied
at an infinite distance from the system and close to the
detectors where electrons can be safely considered free
forward-moving particles, and poor in the vicinity of the
surface. Positioning the sampling surface S is the only
parameter controlling the accuracy of this approximation
and, in practical calculations, it has to be varied until a
convergence of the spectrum is achieved.
Once the expansion coefficients are calculated we
can obtain the spin-density photoelectron probability
Pαβ(p) = P(p) with a procedure similar to the one em-
ployed to construct the spin-density matrix of Eq. (1), i.e.
by simply substituting the spinors in the definitions of (5)
and (6) with b¯j(p) and then use equation Eq. (1). The
spin-resolved photoelectron probability polarized along
the direction s is obtained tracing over the spin dimen-
sion as follows
Ps(p) = Tr[P(p)σ · s] . (25)
The spinless photoelectron probability can also be ob-
tained tracing out the spin degrees of freedom consis-
tently with (17): P(p) = Tr[P(p)]. The photoelectron
spin polarization is then defined as the ratio between
spin-resolved and spinless probabilities
Πs(p) =
Ps(p)
P(p) . (26)
From the knowledge of P(p), ARPES is directly ob-
tained by looking at the electron photoemission proba-
bility as a function of the total kinetic energy E and the
parallel component of the escaping momentum p‖ as dis-
cussed in Sec. I A: P(k‖ = p‖, E = p
2
2 ).
Note that the external filed A(t) we use to derive the
t-SURFFP equation (24) and to propagate the KS equa-
tions (3) is free to assume any arbitrary temporal shape.
This means that it can describe any linear combination
of laser fields. Our approach thus provides a straightfor-
ward environment to simulate tARPES where the time
variable is extracted trough the variation of a time-delay
between two laser pulses in a pump-probe configuration.
6II. APPLICATIONS
A. Computational details
We implemented the t-SURFFP method in the Oc-
topus code43–45. In Octopus the TDKS equations are
solved in a real-space grid and propagated in real-time.
The real-space approach offers a great versatility when
it comes to the description of semi-periodic systems as it
naturally allows to impose mixed boundary conditions.
The real-time propagation offers additional flexibility as
it consents to describe external fields with arbitrary tem-
poral shape. In our implementation we used the exact
cutoff method described in Ref.46 along the non-periodic
dimension and employed non-orthogonal grids47, opti-
mized according to the lattice symmetries, on the peri-
odic ones. Our implementation is fully parallel in grid
points, k-points, bands and spin dimension. For the
largest systems presented in this paper (bilayer WSe2),
we found that the distribution over only k-points and
states is enough to saturate a medium-size cluster (≈
1024 cores).
In the code we use a pseudopotential formalism where
only valence electrons are treated explicitly. Core elec-
trons together with the ionic potential are replaced by
an effective pseudopotential such that the ionic potential
is composed of a local potential, a non-local one plus a
SOC term
Vion(r) = Vlocal(r) + Vnlocal(r) + VSOL · S . (27)
In all the calculations we used HGH pseudopotentials48
accounting for relativistic effects only for the compounds
containing W.
Further, we used the local density approximation
(LDA)49 to the exchange and correlation functional. For
non-collinear spin configurations we treat the functional
at the level of local spin-density approximation (LSDA)
by rotating to the local reference frame where the spin
density matrix is diagonal50.
In order to to prevent spurious reflection on the
non-periodic edges of the cell we employed complex
absorbing-potential boundary conditions51. We tune the
absorber parameters (width and imaginary amplitude)
such that the boundary is effective in the energy window
of the ejected photoelectrons52. Owing to the presence
of absorbing boundaries the total charge in the cell is not
conserved over time. To avoid artifacts from charge im-
balance we chose the laser intensity such that the total
charge loss is negligible. In our calculations we found
that a 10−4% of charge loss is sufficient to provide stable
results.
In the following we present applications for three dif-
ferent materials having an hexagonal lattice. These are
all stable layered structures that are currently in the fo-
cus of extensive research and for which a considerable
amount of high quality experimental data is being pro-
duced. We stress however that the computational tool we
developed is by no means restricted to hexagonal crystal
lattices only.
In all the simulations we used laser pulses that are zero
everywhere except for t ∈ [0, T ] with
A(t) = A0 sin
(
pit
T
)2
cos(ωt) ; (28)
here  is the polarization axis, A0 is the peak amplitude
and ω the carrier frequency. This choice is motivated
by the resemblance to the typical experimental Gaussian
shape while retaining the property of being exactly zero
outside a given time window – this is important to min-
imize the propagation time in the simulations. All the
simulations have been carried out on a box of 120 au
along the non-periodic dimension and centered around
each system. Along the periodic dimension the box is
taken according to the primitive cell of the system. Com-
plex absorbing potentials of 30 au width have been placed
at the opposite sides of the simulation box to prevent re-
flections. The t-SURFFP analyzing surface was placed
at 30 a.u. from the edges right before the onset of the
absorbers. Finally the first BZ was sampled by a 12× 12
grid of k-points in reciprocal space for all the systems.
B. Graphene
In this section we illustrate the application of t-
SURFFP to simulate ARPES from graphene monolayer.
To this end we ionize the system with a 50 fs laser
pulse with with ω = 95 eV,  = z, and peak intensity
I = 109 W/cm2. In an experiment this geometry corre-
sponds to the case where the laser is grazing with respect
to the surface. In our calculations we used a grid spacing
of 0.36 a.u. and a lattice constant of a = 4.65 a.u..
The results of the simulation are illustrated in
Fig. 3 (a) on the Γ-K-M-Γ path in the BZ (see inset).
ARPES presents intensity peaks that are positioned in
excellent agreement with the DFT band structure (over-
laid with red lines) and thus is in agrement with the
interpretation of the ionization process in terms of the
photoelectric effect.
Not all the DFT bands are visible in the spectrum.
This behavior can be explained in first order time-
dependent perturbation theory with Fermi’s golden rule
wich describes the probability to excite an initial state
in the material |i〉 to final state in the continuum |f〉
in terms of the dipole matrix element |〈f |pˆ · |i〉|2. Final
states that are connected with negligible matrix elements
appear dark in the spectrum. The matrix element inten-
sity effects observed in the calculation are in excellent
agreement with the literature53.
Around the Dirac point, on the valence band close to
K, graphene ARPES presents a peculiar intensity pat-
tern. Only one branch of the Dirac cone is visible cross-
ing K from a path along the Γ-K direction while both
are visible from a direction parallel to Γ-M as shown in
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FIG. 3. Graphene ARPES as obtained using a 50 fs pulse
with ω = 95 eV,  = z, and peak intensity I = 109 W/cm2.
(a) ARPES cut along the Γ-K-M-Γ path in the BZ, (b) cut
along a direction parallel to Γ-K centered in K and (c) cut
along a direction parallel to Γ-M also centered in K. In all
panel the inset schematically represents the reciprocal space
path on which the spectra are plotted, and the DFT band
structure is overlaid in red.
Fig. 3 (b) and (c). This is a characteristic feature of
ARPES on graphene which has been observed in many
experiments53 and that is due to the chiral character of
Dirac states at the K point.54
In this work we do not include any dissipation chan-
nel. The finite line-width observed in ARPES is thus
a direct consequence of the finite time window of the
probe pulse. In principle, however, it could be possible
to include dissipation, for instance, by coupling the elec-
tronics degrees of freedom with lattice vibrations using
Ehrenfest theorem.55
C. WSe2
In this section we turn to a system with a non-trivial
spin configuration and study photoemission from the
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max min
FIG. 4. ARPES on WSe2 monolayer (a) and bilayer (b). To
produce the spectra we used a 48 fs laser pulse with frequency
ω = 127 eV, polarization  = z, and peak intensity I =
109 W/cm2. The ground state band structure is depicted in
red.
transition metal dichalcogenide WSe2.
We probe the system with a 48 fs laser pulse polarized
along z with carrier frequency ω = 127 eV and peak in-
tensity I = 109 W/cm2. We performed the simulations
with a grid spacing of 0.4 a.u., employed a lattice con-
stant of a = 6.2 a.u., and included semicore electrons in
the pseudopotentail for W. The results are presented in
Fig. 4 (a) and (b) for monolayer and bilayer respectively.
As observed in the previous section the agreement be-
tween the ARPES spectrum and the equilibrium band
structure is excellent. In addition, the results for the bi-
layer in Fig. 4 (b) is in good agreement with ARPES ex-
periments recently reported on bulk WSe2
56,57. The rea-
son for such agreement is related to the surface sensibil-
ity of ARPES experiments.9 In fact, scattering prevents
photoelectrons to be ejected from the lower lying layers
of the material and effectively only the topmost layers at
the surface contribute to the spectrum. By comparing
this spectrum to the experiments reported in Refs.56,57
it becomes clear that the system probed by the experi-
ment is composed of more than two layers as indicated,
for instance, by the presence of an ARPES signal filling
the space between the two topmost valence bands at Γ.
In monolayer WSe2 inversion symmetry is broken. For
this reason the high-symmetry points K and K′ in re-
ciprocal space are no longer equivalent. This fact com-
bined with a strong SOC provides a large splitting and
polarization of the bands which is opposite for K and
K′. Both splitting and spin polarization can be measured
with sARPES as illustrated in Fig. 5 (a). According to
sARPES the topmost valence bands at K and K′ are fully
spin polarized and with opposite spins. At Γ, where the
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FIG. 5. Spin-resolved ARPES for monolayer WSe2. In panel
(a) we show Πz(k‖, E), the photoelectron spin polarization
spectrum along z overlaid with the band structure in green.
In (b) is depicted the spin polarization of the ground state
band structure. Laser parameters are the same as in Fig. 4.
bands are degenerate the spin polarization is zero. This
behavior is consistent with the spin polarization of the
DFT bands shown in Fig. 5 (a) where becomes apparent
that the zero spin-polarization at Γ emerges from degen-
erate bands with opposite polarization.
D. Hexagonal Boron-nitride
In this section we explore the dimension offered by
tARPES and illustrate the case of monolayer hBN in a
pump and probe setup.
First we probe the system in its ground state with a
24 fs UV pulse linearly polarized 45◦ off-plane along one
of the lattice vectors ‖ = a1 with ω = 40.8 eV, and
I = 1010 W/cm2. The simulations have been carried out
with a grid spacing 0.36 a.u. and a lattice constant of
a = 4.76 a.u.. The resulting ARPES in Fig. 6 (a) is in
good agreement with experimental data58 and with the
DFT band structure.
Next, we first pump the system with a laser pulse and
probe it right after the pump is switched off. To this
end we used a 20 fs in-plane pump pulse  = a1 with
ω = 4.46 eV, I = 2×1011 W/cm2 and then probe with a
laser delayed of ∆t = 20 fs. The pump pulse is resonant
with the gap at K and therefore it can excite electrons
from the valence to the conduction band. This excita-
tion is confirmed by the tARPES spectrum in Fig. 6 (b)
where we observe a signal from electrons located on the
conduction bands around both K and K′. This is a clear
indication of a resonant population transfer from valence
to conduction band and a simple demonstration of how
the method presented here can be used to simulate the
full dynamics of a pump-probe ARPES experiment.
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FIG. 6. Pump-probe ARPES on monolayer hBN. In (a)
ARPES for the system in equilibrium probed by a 24 fs pulse
polarized at 45◦ from the surface plane with ‖ = a1, ω =
40.8 eV, and I = 1010 W/cm2. In (b) we show tARPES for
the system pumped with a 20 fs pulse polarized in the plane
of the surface  = a1 resonant with the gap at K, ω = 4.46 eV,
I = 2 × 1011 W/cm2 and probed by the same laser of panel
(a) right after the pump is switched off, ∆t = 20 fs. ARPES
signal on the conduction band is magnified by a factor 10.
The band structure is overlaid in red on both panels.
III. CONCLUSIONS
In this paper we have presented the t-SURFFP method
– a novel ab-initio technique to simulate spin and time-
resolved ARPES on semi-periodic systems based on
TDDFT. This method makes no assumption on the probe
pulse leaving polarization, energy and pulse shape (en-
velope) free to be chosen to closely match experimen-
tal conditions. The ionization dynamics is fully simu-
lated by time-propagation of the electronic density un-
der presence of the classical probe field fully account-
ing for electron-electron scattering, electron-ions scatter-
ing, surface image charge effects, classical screening and
other dynamical effects, thus naturally including mean
free path and matrix element effects. Quantum mechan-
ical exchange and correlation effects, however, are ap-
proximated within the TDDFT framework through the
exchange and correlation density functional. This lat-
9ter approximation imposes some limitations to system-
atically describe strongly correlated systems and many-
body effects, but for some cases specialized functionals
exists. By accounting for the spin degree of freedom
of the electrons this method also utilizes the extension
of TDDFT to spin density dynamics to simulate spin-
resolved ARPES measurements. The fully flexible defi-
nition of the external fields together with the first princi-
ples propagation of the density allows to create complex
pump-probe setups where the electronic structure is ex-
cited separately by arbitrary pump pulses. This feature
in particular allows for the first time the fully ab initio
study of non-equilibrium electron dynamics under pump
probe conditions with a large variety of applications.
We have thus introduced a versatile and general com-
putational method for the ab-initio study and simulation
of photoemission experiments.
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