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Abstract
In this paper we discuss three closely related problems on the incidence structure between n points and
m hyperplanes in d-dimensional space: the maximal number of incidences if there are no big bipartite
subconfigurations, a compressed representation for the incidence structure, and a lower bound for any algorithm
that determines the number of incidences (counting version of Hopcroft’s problem). For this we give a construction
of a special point-hyperplane configuration, giving a lower bound, which almost meets the best upper bound known
thus far.
 2002 Elsevier Science B.V. All rights reserved.
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The maximum number of incidences between n points and m lines in the plane is a well-studied
question; it is known to be at most O(m+ n+ (mn)2/3) [8,25], there is a construction giving a matching
lower bound (lattice points and lattice lines), and all incidences can be listed in almost the same time.
For higher dimensions, the situation is either trivial, or more complicated, depending on the way we look
at it. For d  3, there are sets of n points and m hyperplanes so that each point is incident upon every
hyperplane, thereby giving mn incidences.
But this is only possible if all points lie in an affine subspace, and all hyperplanes contain that subspace,
which is a very special situation that could be described much more efficiently by giving just the two sets
than by listing all (incident) pairs. This suggests three related questions:
• How many incident pairs are possible if there are no big complete bipartite subconfigurations?
* Corresponding author.
E-mail addresses: brass@inf.fu-berlin.de (P. Brass), knauer@inf.fu-berlin.de (C. Knauer).
1 This research was supported by the Deutsche Forschungsgemeinschaft under grant no. BR 1465/5-2.
0925-7721/02/$ – see front matter  2002 Elsevier Science B.V. All rights reserved.
doi:10.1016/S0925-7721(02)00127-X
14 P. Brass, C. Knauer / Computational Geometry 25 (2003) 13–20
Fig. 1. Configurations with many incidences.
• How compact can we describe the incidence structure if we can represent each complete bipartite
subconfiguration by the set of points and set of hyperplanes generating it, instead of listing the
individual incident pairs?
• How fast can we determine the number of incident pairs if we don’t have to list them explicitly?
For the first problem, there is of course always the purely graph-theoretic excluded subgraph bound:
if the graph does not contain a subgraph Kr,r , then there are at most O((m + n)2− 1r ) or in the
asymmetric case O(mn1− 1r ) edges possible. But this number is too large, especially for large r , for
the problem primarily depends on the dimension and the fact that some fixed bipartite subgraph is
excluded, but not on the order of that subgraph. For the three-dimensional case [11, p. 827] observe an
O(m+n+n3/4m3/4 logn) upper bound for sets containing no three collinear points (a condition stronger
than no K3,3-subgraph). Work of Chazelle [6] implies an O((m+ n) log(m+ n)+ (mn)1− 1d+1 log(mn))
upper bound for the number of incidences between n points and m hyperplanes in d-dimensional space
if there is no subgraph Kr,r , for any fixed r . We construct an arrangement of points and hyperplanes with
an almost matching lower bound.
The second problem, the size of compressed representations of such an incidence structure, uses the
related concept of bipartite subgraph compression, which was studied especially in algorithmic contexts
before [1,2,10,14,23]. Bipartite subgraph compression is the representation of a graph as the union of
complete bipartite subgraphs, each given by the pair of vertex subsets. It is a useful structure for some
intermediate data of some algorithm, if in a first step a graph is produced, and later the algorithm has to
work on the graph, but the graph is too big to be constructed once explicitly within the given time bound.
This is of course only useful if the compressed representation is significantly smaller than an explicit list
of all edges, which is not true for general graphs. There we can reach only a logn-improvement, and some
graphs on n vertices require a representation of length 
( n2logn) [7,26]. But for some geometrically defined
graphs it is known that better bounds are possible, and the point-hyperplane incidence structure turns out
to be another such case. Using results of Chazelle [6] it is possible to construct a representation of size
O((m+ n) log(m+ n)+ (mn)1− 1d+1 log(mn)) for the incidence structure of n points and m hyperplanes
in d-dimensional space. On the other hand, an incidence structure that does not contain large bipartite
substructures will not gain anything by bipartite subgraph compression, thus our construction gives an
almost matching lower bound for the maximum size of an optimally compressed incidence structure.
The third problem is also known as ‘Hopcroft’s problem’: given n points and m hyperplanes, how fast
can we check for the existence of an incidence, or count the incidences (counting version). This received
much attention in the planar case, since it is a common special case of several important problems, but
a long time no nontrivial lower bound was known. Finally in [12] Erickson defined a class of algorithms
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(partitioning algorithms) and showed that for every algorithm in this class those problem instances that do
not allow a small compressed representation are especially difficult: the time needed by any partitioning
algorithm to determine the number of incidences is at least the size of a compressed representation
of that instance. He then gave a construction with a matching lower bound for the planar case (lattice
section with lattice lines), which essentially solved the planar case under the assumptions of his model.
But his higher-dimensional constructions were rather weak. Also no algorithm was known in literature,
beyond the assertion that lower-dimensional algorithms should generalize (which fails, mostly because
the intermediate-dimensional cells of an arrangement cause new problems). Our construction gives here
a strong lower bound, which is complemented by the almost matching upper bound of our algorithm.
1. Results
On the lower-bound side, our main result is
Theorem 1. For each ε > 0, d  3 there is an r such that for each m,n there is a set of n points, m
hyperplanes in d-dimensional space such that there are
• 
((nm)1− 2d+3−ε) incidences for d odd,
• 
((nm)1−
2(d+1)
(d+2)2 −ε) incidences for d even,
• 
((nm)7/10) incidences for d = 3,
and the incidence graph does not contain a Kr,r .
This is the lower bound summarized for the approximately balanced case; if one of n, m is much larger
than the other, we can do even better. The complete result for the construction is
Lemma 2. For any d  3, any k ∈ {0, . . . , d − 1}, and ε > 0 there is an r such that for all n,m there are
sets of n points, m hyperplanes in d-dimensional space with 
(n1− k+1(k+2)(d−k)−εm1− 1k+2−ε) incidences and
whose incidence graph does not contain a Kr,r .
Let G= (V ,E) be a graph, then a bipartite subgraph compressed representation of G is a sequence of
subset pairs (V1,1, V1,2), . . . , (Vl,1, Vl,2), such that
E =
l⋃
λ=1
Vλ,1 × Vλ,2,
so the graph is the union of complete bipartite subgraphs with vertex classes Vλ,1, Vλ,2. The size of
this representation is then
∑l
λ=1 |Vλ,1| + |Vλ,2|, the total number of vertices listed in the representation.
A graph with e edges which does not contain a complete bipartite subgraph Kr,r will require a size of at
least e/r in any such representation, thus the theorem implies
Corollary 3. For each n,m, ε > 0, d  3 there is a set of n points, m hyperplanes in d-dimensional space
such that any bipartite subgraph compressed representation of its incidence graph has size at least
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• 
((nm)1− 2d+3−ε) for d odd,
• 
((nm)1−
2(d+1)
(d+2)2 −ε) for d even,
• 
((nm)7/10) for d = 3.
Erickson [12] showed that the time needed by a partitioning algorithm solving the counting version
of Hopcroft’s problem is at least the size of some bipartite subgraph compressed representation of the
incidence graph of the input, so this implies
Corollary 4. For any n, m, d and ε > 0, any partitioning algorithm solving the counting version of
Hopcroft’s problem requires at least
• 
((nm)1− 2d+3−ε) time for d odd,
• 
((nm)1− 2(d+1)(d+2)2 −ε) time for d even,
• 
((nm)7/10) time for d = 3.
This lower bound is 
(n2−O(1/d)) in the diagonal case n = m, which should be compared to
the 
(n4/3) lower bound by Erickson’s original construction [12]. It should be possible to use our
construction also in the context of time-space tradeoffs for structures supporting hyperplane emptiness
queries which were studied by Erickson in a similar model (‘partition graphs’) and with the same
construction [13].
A general upper bound is provided by
Theorem 5. For each dimension d a bipartite subgraph compressed representation of the incidence graph
of any set H of m hyperplanes and any set P of n points in d-dimensional Euclidean space Rd can be
computed deterministically in
O
(
(m+ n) log(m+ n)+ (mn)1− 1d+1 log(mn))
time.
Proof. The proof for the case d = 2 is given by Chazelle [6] and Matoušek [24]. They also mention that
the result generalizes to higher dimensions. We briefly sketch the algorithm for the sake of completeness:
For a k-simplex ∆ (where k  d), we denote by H∆ ⊆ H the set of hyperplanes that cross ∆, i.e.,
intersect, but do not contain ∆, and by P∆ the set of points inside ∆, i.e., P ∩ ∆. For a parameter
1  r  n, a simplicial subdivision Ξ of ∆ is called a (1/r)-cutting of H with respect to ∆ if any
simplex of Ξ is crossed by at most n/r hyperplanes of H . Chazelle [6] gave a deterministic algorithm
to compute a 1/r-cutting Ξ of size O(rd) for H in O(mrd−1 + n log r) time, for any 1  r  n. The
algorithm computes a sequence of cuttings ∆ = Ξ0, . . . ,Ξν = Ξ (called a hierarchical cutting), where
ν = logr0 r and r0 is a sufficiently large constant. To be more precise, Ξi is a 1/ri0-cutting; it constitutes
a refinement of Ξi−1, and it is obtained by computing, for each τ ∈ Ξi−1, a (1/r0)-cutting Ξτi of Hτ
within τ . For each τ ′ ∈ Ξτi , we define p(τ ′) := τ (the parent of τ ′). Let H 0τ ⊆ Hp(τ) denote the set of
hyperplanes that cross p(τ) but contain τ . For τ ∈Ξi we know, by the cutting property, that |Hτ |m/ri0
and |H 0τ |m/ri−10 . By partitioning each simplex τ ∈Ξν further, we can assume |Pτ | n/rd , while the
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size of Ξν still remains O(rd). As shown in [6], the overall time needed to compute Hτ , H 0τ and Pτ for
all 1 i  ν and all τ ∈Ξi is O(mrd−1 + n log r).
For r =m the pairs (Pτ ,H 0τ ) (for all 1 i  ν and τ ∈Ξi ) constitute a bipartite subgraph compressed
representation of the incidence graph of H and P , and they can be computed in O(md + n logm) time.
With the dual approach, such a representation can be computed in O(nd +m logn) time.
Now we compute for r = (nd/m)1/((d+1)(d−1)) a hierarchical cutting as described above. For all
1 i  ν and τ ∈Ξi we report the pairs (Pτ ,H 0τ ), and for each τ ∈Ξν , we report the incidences between
Hτ and Pτ in time O(|Pτ |d + |Hτ | log |Pτ |), as just sketched. This is O(nd/rd2 + (m/r) log(n/rd)), and
so the total time spent is O(mrd−1 log(n/rd)+ nd/rd(d−1)+ n log r), which is
O
(
(m+ n) log(m+ n)+ (mn)1− 1d+1 log(mn)). ✷
We should emphasize that the covering of the incidence graph constructed by the algorithm of
Theorem 5 is in fact a partition, so we immediately get
Corollary 6. For each dimension d the counting version of Hopcroft’s problem for any set H of
m hyperplanes and any set P of n points in d-dimensional Euclidean space Rd can be solved
deterministically in
O
(
(m+ n) log(m+ n)+ (mn)1− 1d+1 log(mn))
time.
If the size of the bipartite cliques is bounded, we get a simple bound on the total number of point-
hyperplane incidences.
Corollary 7. The number of incidences between any set of m hyperplanes and any set of n points in
d-dimensional Euclidean space is at most
O
(
(m+ n) log(m+ n)+ (mn)1− 1d+1 log(mn))
if the incidence graph is Kr,r -free for some fixed r > 1.
The number of incidences was also studied previously under the much stronger condition that any
d hyperplanes intersect in at most one point. Then the graph of point-hyperplane incidences is K2,d -
free, so there are at most O(n+m+ n√m) incidences by the excluded subgraph argument. And with
the randomized partition argument of Clarkson et al. [8] that upper bound can be slightly improved
to O(n + m + n 2d−22d−1m d2d−1 ). This bound was also derived by Guibas et al. in [17]; they called a set of
hyperplanes restricted if at most d pass through a common point.
2. The construction
The general method of our construction is to choose a set X of n points of a d-dimensional lattice
cube {1, . . . , ν}d with the property that each k-dimensional affine subspace contains at most r − 1 points
of X, and a set Y of vectors from the primitive vectors of a d-dimensional lattice cube {1, . . . ,µ}d with
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the property that each (d − k− 1)-dimensional linear subspace contains at most r − 1 vectors of Y . Then
X is the point set of the construction, and the hyperplane set is the set of all hyperplanes with normals
from Y that intersect X in at least one point.
Since the inner product of a point from X and a vector from Y , which is an integer, is at most
dµν, we get for each vector in Y at most dµν distinct hyperplanes. This gives |X| points, at most
dµν|Y | hyperplanes with |X| |Y | incidences. And the incidence graph does not contain a Kr,r , for any
r hyperplanes with nonempty intersection have r distinct normal vectors from Y , which span a space of
dimension at least d − k, so the intersection of the hyperplanes is an affine space of dimension at most k,
which contains at most r − 1 points of X.
Thus it is necessary to obtain bounds for
• the maximum number f aff(n, k, d, r) of points from {1, . . . , n}d such that any k-dimensional affine
subspace contains at most r − 1 points, and
• the maximum number f lin(n, k, d, r) of primitive vectors from {1, . . . , n}d such that any k-
dimensional linear subspace contains at most r − 1 vectors.
The dependence on r of these functions is for our application irrelevant, since we need it only for some
fixed r (independent of n), but it is not clear whether the asymptotic behavior depends on it beyond the
minimal requirement r  k + 2 or r  k+ 1 the affine and linear cases, respectively.
Some special cases of this have already been treated in literature, thus the well-known ‘no three in
line’ problem is the question for f aff(n,1,2,3), for which [18] conjecture f aff(n,1,2,3) (2π2/3)1/3n,
although in all small cases the trivial upper bound 2n is reached [4,9,15,16,20,21]. Generally there
is a trivial bound f aff(n, k, d, r)  (r − 1)nd−k , since the d-dimensional lattice cube {1, . . . , n}d can
be covered by nd−k affine k-dimensional subspaces. This bound gives the right asymptotics in n (for
fixed d , k and some r) at least in the cases k = 1 and k = d − 1, by a modular moment surface
(x1 + x22 + x33 + · · · + xdd = q mod p) and a modular moment curve (t → (t, t2, . . . , td) mod p) for
p = n prime, respectively. We use a randomized construction to show that it is almost reached also for
all other k.
Lemma 8. For d , k, ε there is an r such that for each n one can select nd−k−ε points from the d-
dimensional lattice cube {1, . . . , n}d such that each k-dimensional affine subspace contains at most r of
the selected points.
Thus for some r = r(d, k, ε) we have f aff(n, d, k, r) nd−k−ε. Since linear subspaces are also affine
subspaces, and at most r − 1 multiples of the same primitive vector can be in the constructed set, we
always have f lin(n, d, k, r)  1
r−1f
aff(n, d, k, r). But the lower bound f lin(n, d, k, r)  1
r−1n
d−k−ε for
some r = r(d, k, ε) (from the lemma) is probably always too small, the known cases are k = 1, where
f lin(n, d,1,2)=%(nd) (the number of primitive lattice vectors) and k = d − 1, where [5] showed
Theorem (Bárány et al.). f lin(n, d, d − 1, d)=%(n dd−1 ).
These two known cases suggest
Conjecture 9. f lin(n, d, k, k+ 1)=%(n(d−k) dd−1 ).
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Proof of Lemma 2 and Theorem 1. In the construction described in the beginning of this section we
choose
ν = n 1d−k−ε and µ=m 1k+2−ε n− 1(k+2−ε)(d−k−ε) .
Then we find by application of Lemma 8 a set X of νd−k−ε = n points and a set Y of 1
r−1µ
d−(d−k−1)−ε =
1
r−1µ
k+1−ε normal vectors, which generate at most
dµν|Y | = d
r − 1µ
k+2−εν = d
r − 1mm
hyperplanes (we can assume r  d). Between these n points and m hyperplanes there are at least
|X| |Y | = 1
r − 1µ
k+1−ενd−k−ε = 1
r − 1n
1− (k+1−ε)
(k+2−ε)(d−k−ε)m1−
1
k+2−ε
 1
r − 1n
1− k+1
(k+2)(d−k)−εm1−
1
k+2−ε
incidences, as claimed in Lemma 2.
To obtain Theorem 1, we now choose k =  d−12 , this gives a lower bound 
((nm)1−
2
d+3−ε) incidences
for d odd, and 
(n1−
2d
(d+2)2 −εm1−
2
d+2−ε) time for d even. In the even case we obtain a symmetrical
expression by dualizing (
(n1− 2d+2−εm1−
2d
(d+2)2 −ε) incidences) and averaging. In the case d = 3 we obtain
a slightly better bound by using the result of Bárány et al. [5] cited above for f lin(n,3,2,3) instead of
the bound implied by Lemma 8. ✷
Proof of Lemma 8. We use a random construction: select from the d-dimensional lattice cube
{1, . . . , n}d a subset X by independently choosing each point with probability p = n−k−ε, then the
expected size of the random subset X is nd−k−ε. Let r = 1
ε
d(k + 1). It is now sufficient to show that
the expected number of k-dimensional affine subspaces that contain more than r points of X is small.
For this we observe that any k-dimensional subspace intersects the lattice cube in at most nk points. For
a fixed subspace S which intersects the lattice cube in a points, the probability that it contains more
than r points of X is the probability of more than r successes in a independent Bernoulli trials, each of
probability p, and can thus be bounded by a Chernoff bound. We use the last bound of [19], which gives
an upper bound of
Pr
(|S ∩X|> r)
(
ap
r
)r
er−ap < n−εr = n−d(k+1).
We have to consider only those affine k-dimensional subspaces whose intersection with the lattice cube
is really k-dimensional; and since these subspaces are specified by k + 1 affine independent points, a
very rough upper bound to their number
(
nd
k+1
)
< nd(k+1). Thus the expected number of affine subspaces
containing more than r points of X is small, much smaller than one, which proves the lemma. ✷
Remark. Another construction of a graph that seems related in that it uses point-hyperplane incidences
for points in a lattice cube and hyperplanes with a special set of normals is the ‘norm-graph’ construction
defined in [3,22]. They use it to construct graphs without a complete bipartite subgraph Kt,t !+1 whose
edge-number meets the O(n2− 1t ) upper bound, the excluded bipartite subgraph bound mentioned in
the introduction. They work over finite fields, not in the Euclidean space, so much larger numbers of
incidences are possible.
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