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Abstract
Consider a hypergraph of rank r > 2 with m edges, independence number  and edge cover number . We prove the inequality
 (r − 2)m + 
r − 1 .
One application of this inequality is a special case of a conjecture of Aharoni and the ﬁrst author extending Ryser’s Conjecture to
matroids.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A hypergraph is a nonempty set of sets. The union of these sets is called the ground set of the hypergraph. IfH
is a hypergraph we call the elements of its ground set the vertices ofH and the element ofH the edges ofH. Note
that in some papers about hypergraphs it is allowed to have vertices outside the ground set called isolated vertices. In
this paper we do not allow this. The rank R(H) ofH is the maximal cardinality of an edge in it. A hypergraph of
rank 2 is called a graph. If X is a set of vertices we write RH(X) for the maximal cardinality of an edge contained in
X. If X contains no edges we write RH(X) = 0. The independence number (H) ofH (in some papers called the
strong independence number) is the maximal size of an independent set of vertices, namely a set of vertices no two of
which are in the same edge. The edge cover number (or simply cover number) (H) ofH is the minimal number of
edges whose union is the ground set. The matching number (H) ofH is the maximal number of disjoint edges. The
transversal number (H) ofH is the minimal cardinality of a set intersecting all the edges.
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A partition of a set S is a set of disjoint sets whose union is S. Every function f from S to some range C deﬁnes a
partition of S to all sets of the form {s ∈ S : f (s) = c} for some c ∈ C. We shall usually identify f with the partition
it deﬁnes.
A set X of vertices in a hypergraph is called an exact transversal if |X∩ e|=1 for every edge e. An exact transversal
X of a hypergraphH yields a partition of the edges deﬁned by the function f :H→ X, where {f (e)} = X ∩ e. We
say thatH is r-partite (or bipartite for r = 2) if there exists a partition of the ground set ofH into r exact transversals.
Much study in Matching Theory is devoted to ﬁnding upper bounds for the transversal number (H) in terms of the
matching number (H). Since the set of vertices in a maximal set of disjoint edges intersect every edge, we have the
trivial bound
(H)R(H)(H).
A well-known conjecture of Ryser states that in an r-partite hypergraph a better bound holds.
Conjecture 1.1. Let r > 1 be an integer and letH be an r-partite hypergraph. Then
(H)(r − 1)(H).
For r = 2 this is a well-known theorem of König. For r = 3 this was proved in [1].
In fact, if G is a bipartite graph both equalities (G)= (G) and (G)= (G) hold. This raises the question whether
in a general hypergraphH there is an upper bound for the cover number (H) in terms of the rank R(H) and the
independence number (H). It turns out that the answer to this question is negative even for graphs. For example, Kn,
the complete graph on n vertices satisﬁes (Kn) = 1 and (Kn) = n2 . We feel that this has something to do with the
fact that the number of edges in Kn is big. Thus our aim in this paper is to ﬁnd an upper bound for (H) in terms
of (H), R(H) and the number of edges |H|. A good hint for what kind of bound to look for comes from Matroid
Theory.
A hypergraphM is called a matroid if
• Every subset of an edge is an edge.
• For every two edges e1, e2, where |e2|> |e1|, there exists some vertex v ∈ e2\e1 so that e1 ∪ {v} ∈H.
Let V be a set with some partition deﬁned on it. The partition matroid associated with the partition is the set of sets
intersecting each set in the partition at most once. The dual partition matroid associated with the partition is the set of
sets not containing any set in the partition. These two matroids are dual in the usual notion of matroid duality that the
maximal edges in the partition matroid are exactly the complements of the maximal edges in the dual partition matroid.
LetH be an r-partite hypergraph, with a partition V = V1 ∪ · · · ∪ Vr of the ground set to exact transversals. Each
exact transversal Vi yields a partition of the edges ofH associated with some partition matroidMi . We can formulate
(H) and (H) in terms of the matroidsM1, . . . ,Mr .
Observation 1.2.
(H) = R(M1 ∩ · · · ∩Mr )
(H) = min
r∑
i=1
RMi (Xi),
where the minimum is taken over all (ordered) partitions X1 ∪ · · · ∪ Xr of the edge set.
Proof. The ﬁrst equality is trivial, since a set is a matching inH if and only if it is inM1 ∩ · · · ∩Mr . In order to see
the second equality, consider a partition X1 ∪ · · · ∪ Xr of the edge set. Then the set T =⋃ri=1⋃e∈Xi (e ∩ Vi) clearly
intersect all edges and has size
∑r
i=1 RMi (Xi). This proves (H) min
∑r
i=1 RMi (Xi).
One can now reverse this construction and prove the reversed inequality. Given a set T intersecting all edges, we
can deﬁne X′i = {e : T ∩ Vi ∩ e 	= ∅}. Then X′1 ∪ · · · ∪ X′r =H and by throwing away edges that appear more than
once we can form a partition X1 ∪ · · · ∪ Xr ofH and get (H) min ∑ri=1 RMi (Xi). 
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This gives rise to the following generalization of Ryser’s conjecture, which was formulated and proved for the case
r = 3 in [2].
Conjecture 1.3. LetM1, . . . ,Mr be r matroids on the same ground set. Then
(r − 1)R(M1 ∩ · · · ∩Mr ) min
r∑
i=1
RMi (Xi),
where the minimum is taken over all (ordered) partitions X1 ∪ · · · ∪ Xr of the ground set.
The case r = 2 of this conjecture is a well-known theorem of Edmonds.
If true for partition matroids, this conjecture would imply Ryser’s conjecture with a direct use of Observation 1.2.
Note that the process described above to obtain r partition matroids from an r-partite hypergraph can be reversed. If
M1, . . . ,Mr are r partitionmatroids, corresponding, respectively, to r partitionsV =V 11 ∪· · ·∪V 1k1=· · ·=V r1 ∪· · ·∪V rkr .
We can now build an r-partite hypergraph in the following way. For each V ji we assign a vertex v
j
i in the hypergraph.
For each element x of the ground set of the matroids we assign an edge in the hypergraph ex = {vji : x ∈ V ji }.
The study so far suggests that the ideas for proving Conjecture 1.3 might come from analogues in Hypergraph
Theory. Many of the proofs of Edmonds’ Theorem can be obtained by translating proofs of König’s Theorem from the
language of graphs to the language of matroids. Similarly, the proof of the conjecture for r=3 is obtained by translating
Aharoni’s proof of Conjecture 1.1 with r = 3 to the language of matroids.
Unfortunately, the proof of Ryser’s conjecture for r > 3 seems to be hard. Hence, it might bewise to attack Conjecture
1.3 “from the opposite direction”. Recall that Ryser’s conjecture is equivalent to Conjecture 1.3 for partition matroids.
In this paper we prove Conjecture 1.3 for dual partition matroids by proving an equivalent theorem in Hypergraph
Theory. We hope this may lead to a proof of Conjecture 1.3 in general.
Let us consider once again an r-partite hypergraphH, with partition V = V1 ∪ · · · ∪ Vr of the ground set into exact
transversals. But now, for each exact transversal Vi , let us consider the dual partition matroidM∗i . In this case we can
formulate (H) and (H) in terms of the matroidsM∗1, . . . ,M∗r and the number of edges m = |H|.
Observation 1.4.
(H) = m − R(M∗1 ∩ · · · ∩M∗r ),
(H) = m − min
r∑
i=1
RM∗i (Xi),
where the minimum is taken over all (ordered) partitions X1 ∪ · · · ∪ Xr of the edge set.
Proof. The ﬁrst equality is trivial, since a set is a cover inH if and only if its complement is inM∗1 ∩· · ·∩M∗r . In order
to see the second equality, consider an independent set S inH and letX1∪· · ·∪Xr be a partition of the edge set so that if
s ∈ S∩e∩Vi for some e ∈H and i ∈ {1, . . . , r} then e ∈ Xi . Such a partition clearly exists by the independence of S.
We have RM∗i (Xi) |Xi |−|S∩Vi |, and thus m−
∑r
i=1 RM∗i (Xi) |S|. This proves (H)m−min
∑r
i=1 RM∗i (Xi).
One can now reverse this construction and prove the reversed inequality. If X1 ∪· · ·∪Xr is a partition of the edge set.
For each i =1, . . . , r , deﬁne Si to be the set of all the vertices v ∈ Vi such that all edge containing v are in Xi . Then the
set S =⋃ri=1Si is clearly independent. We have RM∗i (Xi)= |Xi | − |Si |, which sums up to m−
∑r
i=1 RM∗i (Xi)= |S|,
proving (H)m − min ∑ri=1 RM∗i (Xi). 
Recall that this process can be reversed. If M∗1, . . . ,M∗r are dual partition matroids, then their dual matroids
M1, . . . ,Mr are partition matroid associated with some r-partite hypergraph. Thus in order to prove Conjecture 1.3
for dual partition matroid, we need to prove (H) (r−2)m+(H)
r−1 for every r-partite hypergraphH.
It turns out that this is true for hypergraphs of rank r in general, not necessarily r-partite.
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Theorem 1.5. Let r > 2 be an integer. In a hypergraph of rank at most r with m edges, independence number  and
edge cover number , the following inequality holds:
 (r − 2)m + 
r − 1 .
Remark 1.6. Note that a graph (without isolated vertices) is a hypergraph of rank 2. Although the above theorem does
not hold for graphs with r = 2, it does hold if we set r = 3, yielding the inequality  m+2 for graphs without isolated
vertices. Even though this inequality follows easily from basic Graph Theory, it might be of interest.
2. Proof of the main theorem
Assume the theorem is false and letH be a counterexamplewith theminimal possible number of edges. As customary
in hypergraph theory, for every vertex v we deﬁne the degree d(v) of v to be the number of edges in which it appears.
Assertion 2.1. There is no vertex of degree one inH.
Proof. Suppose the vertex v appears only in one edge e, and let
H′ = {f \e : e 	= f ∈H}.
Then we have |H′| |H| − 1, R(H′)R(H), (H)(H′)+ 1 and (H)(H′)+ 1. Thus (r − 1)(H)r −
1 + (r − 1)(H′)r − 1 + (r − 2)|H′| + (H′) = (r − 2)(|H′| + 1) + ((H′) + 1)(r − 2)|H| + (H), soH
is not a counterexample. 
Assertion 2.2. There is no inclusion e ⊆ f between two edges inH.
Proof. If e ⊆ f then letH′ =H\{e}. One can easily see that (H′) = (H) and (H′) = (H). Therefore, ifH
is a counterexample then so isH′. 
Assertion 2.3. Every two edges ofH intersect in at most one vertex.
Proof. Let e, f be two edges and suppose |e ∩ f |> 1 and letH′ =H\{e}.
Then we have |H′| = |H| − 1, R(H′)R(H), and (H)(H′). Note that every independent set inH′ has at
most r − 1 vertices from e. Removing r − 2 of them obtains a set independent inH and thus (H)(H′)− (r − 2).
Hence (r−1)(H)(r−1)(H′)(r−2)|H′|+(H′)=(r−2)(|H′|+1)+((H′)−(r−2))(r−2)|H|+(H),
soH is not a counterexample. 
Deﬁnition 2.4. Let k > 2 be integer and let e1, . . . , ek be distinct edges inH. We say that (e1, . . . , ek) is a cycle if
ei ∩ e1+(i mod k) 	= ∅ and ei ∩ ej = ∅ for all other pairs. We say that the cycle is even or odd if k is even or odd,
respectively. We write ei ∩ e1+(i mod k) = {vi}. If some vi has degree 2 then we say that the cycle is weak. Otherwise
we say that the cycle is strong.
Assertion 2.5. There are no strong cycles inH.
Proof. Let (e1, . . . , ek) be a strong cycle inH. For each i=1, . . . , k if ei has some vertex ui not appearing in any edge
ej with j 	= i, we deﬁne Xi = ei\{ui}. Otherwise we write Xi = ei . Note that the latter happens only when |ei |= 2 and
we assume r > 2 so in both cases we get |Xi |r −1. Write X=⋃ki=1 Xi and note that |X|=∑ki=1 |Xi |−k(r −2)k.
Let nowH′ =H\{e1, . . . , ek}.
We have |H′| = |H − k|, R(H′)R(H), and (H)(H′). Note that for every independent set S inH′, the
set S\X is an independent set inH, and thus (H)(H′) − (r − 2)k. Thus (r − 1)(H)(r − 1)(H′)(r −
2)|H′| + (H′)= (r − 2)(|H′| + k)+ ((H′)− (r − 2)k)(r − 2)|H| + (H), soH is not a counterexample. 
Assertion 2.6. There are no even cycles inH.
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Proof. Let k = 2j , let (e1, . . . , ek) be an even cycle inH with ei ∩ e1+(i mod k) = {vi} and write K = {v1, . . . , vk}.
For each i = 1, . . . , j if e2i has some vertex ui not in K , we deﬁne Xi = e2i\{ui}. Otherwise we write Xi = e2i . Once
again in both cases we get |Xi |r − 1. Write X =⋃ji=1 Xi and note that |X| =∑ji=1 |Xi |(r − 1)j .
Now, letH′ =H\{e2, e4, . . . , ek}.
We have |H′| = |H| − j , R(H′)R(H), and (H)(H′). Note that for every independent set S inH′, the
set S\X is an independent set in H. Also note that |S ∩ K|j and therefore |S\X| |S| − (r − 2)j . This gives
(H)(H′) − (r − 2)j and we have (r − 1)(H)(r − 1)(H′)(r − 2)|H′| + (H′) = (r − 2)(|H′| + j) +
((H′) − (r − 2)j)(r − 2)|H| + (H), soH is not a counterexample. 
Assertion 2.7. There are no odd weak cycles.
Proof. Let k=2j+1, let (e1, . . . , ek) be an oddweak cycle inHwith ei∩e1+(i mod k)={vi} andwriteK={v1, . . . , vk}.
Wemay assume d(vk)=2. For each i=1, . . . , j if e2i has some vertexui not inK , we deﬁneXi=e2i\{ui}. Otherwisewe
writeXi=e2i . Once again in both caseswe get |Xi |r−1.WriteX=⋃ji=1 Xi and note that |X|=∑ji=1 |Xi |(r−1)j .
Let nowH′ =H\{e2, e4, . . . , e2j }
We have |H′| = |H| − j , R(H′)R(H), and (H)(H′).
We now wish to show that
(∗) (H)(H′) − (r − 2)j .
Consider a maximal independent set S inH′, the set T = S\X is an independent set inH. If |T | |S| − (r − 2)j
we have (∗). The only case where this does not occur is if v1, vk−1 ∈ S and vk /∈ S, in which case it is possible that
|T | = |S| − (r − 2)j − 1. But then T ∪ {vk} is independent inH and we have (∗).
We can now conclude the proof as before: (r − 1)(H)(r − 1)(H′)(r − 2)|H′| + (H′) = (r − 2)(|H′| +
j) + ((H′) − (r − 2)j)(r − 2)|H| + (H), soH is not a counterexample. 
The last three assertions clearly give
Corollary 2.8. There are no cycles inH.
Let G be the line graph ofH. Namely, the vertices of G are the edges ofH and two vertices of G are adjacent
if and only if they correspond to intersecting edges. By the corollary, G is chordal, i.e., every induced cycle in it is a
triangle. The corollary also implies that every clique in G corresponds to a set of edges inH meeting at a vertex.
We say that a vertex in a graph is simplicial if its neighbors form a clique. A classic theorem (cf. [3]) says
Theorem 2.9. Every chordal graph has a simplicial vertex.
Let now e be an edge inH corresponding to a simplicial vertex of G and let e1, . . . , ed be the edges corresponding
to its neighbors. Since e, e1, . . . , ed correspond to a clique in G, they share some common vertex v. By Assertion 2.2,
we can not have e = {v}. Let u be a vertex in e other than v. By Assertion 2.1, the vertex u must appear in some edge
f 	= e. We have f ∩ e 	= ∅, so f is a neighbor of e in G. In other words f = ei for some i and v ∈ f . But this implies
|f ∩ e|> 1, in contradiction to Assertion 2.3. This means that a minimal counterexample for Theorem 1.5 cannot exist,
and Theorem 1.5 is thus proved. 
3. Further questions
Deﬁnition 3.1. Let r be a positive integer. We deﬁne f (r) to be the minimal number so that every hypergraphH of
rank at most r satisﬁes
(H) f (r)|H| + (H)
f (r) + 1 .
In the previous section we showed that for r3 we have f (r)r − 2. We also have f (2) = 1 by Remark 1.6 and
trivially f (1) = 0. The following theorem gives a lower bound for f (r).
2654 E. Berger, R. Ziv /Discrete Mathematics 308 (2008) 2649–2654
Theorem 3.2.
f (r)
⌊ r
2
⌋
.
Proof. LetH be the hypergraph of r + 1 lines in general position. In other words,H= {e0, e1, . . . , er} and each ei
is the set of all unordered pairs {i, j} with j ∈ {0, 1, . . . , r} and j 	= i. ThusH has rank r .
We note that the union of all but any two edges ei and ej misses the unordered pair {i, j} and therefore (H) = r .
An independent set here is just a set of disjoint unordered pairs and hence (H) =  r+12 .
The number f (r) must satisfy
(H) f (r)|H| + (H)
f (r) + 1 ,
which in this case gives
r
f (r)(r + 1) +
⌊
r+1
2
⌋
f (r) + 1 ,
and we get
f (r)r −
⌊
r + 1
2
⌋
=
⌊ r
2
⌋
. 
Putting these two bounds together for every r3 we have⌊ r
2
⌋
f (r)r − 2.
For r = 3 and r = 4 this gives the tight values f (3)= 1 and f (4)= 2. For r = 5 we have 2f (5)3. We failed to ﬁnd
a hypergraph showing that f (5)> 2 and thus the question whether f (5) = 2 is still open. It is also unknown whether
the limit limr→∞ f (r)r exists and where it lies between
1
2 and 1.
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