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We investigate two classes of generalized nonsmooth semi-infinite optimization problems
in this paper, that is, the generalized convex semi-infinite optimization problem and
the generalized Lipscitz semi-infinite optimization problem. Their first order necessary
optimality conditions are obtained using either the differentiability properties of the
optimal value functions or the bounds for the directional derivatives of the optimal value
function.
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1. Introduction
In recent years, there has been an increasing interesting in research for (generalized) semi-infinite optimization,
see Lôpez and Still [1], since various engineering problems can be modelled as (generalized) semi-infinite optimization
problems, e. g., design problems, time-minimal heating or cooling of a ball and reverse Chebyshev approximation, see for
instance [9]. In this paper, we consider generalized semi-infinite optimization problems in the following form:
min f (x)
s.t. g(x, y) ≤ 0, y ∈ Y(x),
x ∈ Rn
(1.1)
where the mapping Y(·) is defined as
Y(x) = {y ∈ Rk| hi(x, y) = 0, i = 1, . . . , p, hi(x, y) ≤ 0, i = p+ 1, . . . , q}. (1.2)
Let the function v(x) be the optimal value of the following optimization problem:
max
y∈Y(x)
g(x, y),
that is,
v(x) = max
y∈Y(x)
g(x, y).
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Denote the feasible set of the problem (1.1) by S = {x ∈ Rn| g(x, y) ≤ 0, y ∈ Y(x)}. It can be seen from the above that the
feasible set can be written in the following equivalent form
S = {x ∈ Rn | v(x) ≤ 0}.
In order to study the optimality conditions of semi-infinite optimization, we need to know the differentiable properties of
the function v(x). So our results are closely related to the differentiable properties of the optimal value function.
The optimization problem defined by (1.1) is called the standard semi-infinite optimization if Y(x) does not depend on x,
i.e., Y(x) ≡ Y for all x ∈ Rn. The optimization problem (1.1) is called a generalized smooth semi-infinite optimization problem
(in short, a GSSIO problem) if Y(x) is a set-valued mapping depending on x ∈ Rn and formulated in the form (1.2), where the
involved functions f (x), g(x, y) and hi(x, y), for i = 1, 2, . . . , q, all are real valued and continuously differentiable. If at least
one of f (x), g(x, y) and hi(x, y), for i = 1, 2, . . . , q, is real valued and nondifferentiable, then the problem (1.1) is said to be a
generalized nonsmooth semi-infinite optimization problem (in short, a GNSIO problem).
In the literature, there aremany researches on optimality conditions for semi-infinite optimization problems. A necessary
first-order condition of the Fritz–John type has been given recently by Jongen–Rückmann [2] without any regularity
conditions on the lower-level problem. Rückmann and Shapiro [3] and Stein and Still [4] studied the first-order optimality
conditions for generalized semi-infinite optimization. A common assumption considered above is that all involved functions
appearing in those optimization problems are smooth. Worldwide there have been about thirty papers on the generalized
semi-infinite optimization problems, for details to see the review [1]. To the best of our knowledge, there is no study that,
like ours, considers generalized nonsmooth semi-infinite optmization problems. Based on this, in this paper, we study two
classes of generalized nonsmooth semi-infinite optimization problems. As an extension to the GSISO problems studied by
Rückmann and Shapiro [3], we present the first order necessary optimality conditions for GNSIO problems which contain
convex or locally Lipschitz functions under weaker assumptions.
The remaining part of this paper is as follows. In Section 2, we show some notation and basic assumptions that are used
in this paper. In Section 3, we present the first-order necessary optimality condition for generalized convex semi-infinite
optimization problems (in short, GCSIO problems). In Section 4, we present the first-order necessary optimality condition
for generalized Lipschitz semi-infinite optimization problems (in short, GLSIO problems).
2. Preliminaries
In this section, we introduce the notation and the basic assumptions used throughout this paper. As is well known, for a
convex function f : Rn → R1, its subdifferential is defined by
∂f (x) = {ξ ∈ Rn| f (z) ≥ f (x)+ 〈ξ, z− x〉, ∀z ∈ Rn},
see [5]. Let g : Rm+n → R1 be convex, we denote the subdifferentials of g at (x0, y0) with respect to x and y, by ∂xg(x0, y0)
and ∂yg(x0, y0), respectively; and for a Lipschitz function f : Rn → R1, its directional derivative and generalized directional
derivative at x in direction d are defined by
f ′(x; d) = lim
t↓0
f (x+ td)− f (x)
t
,
and
f ◦(x; d) = lim
y→x, t↓0
f (y+ td)− f (y)
t
,
respectively. A function f is said to be regular, if f ′(x; d) = f ◦(x; d) for any d ∈ Rn. The generalized subdifferential of f at x in
the sense of Clarke, denoted by ∂cf (x), is defined by a nonempty compact subset of Rn,
For a set Ω ⊂ Rn, we denote its support function by δ∗(·|Ω), defined as
δ∗(d|Ω) = sup
ξ∈Ω
〈ξ, d〉,
and we denote its convex hull, closed convex hull and convex cone generated by Ω , by coΩ , coΩ and coneΩ , respectively.
We denote a neighbourhood of x0 by N(x0). Then we know that the support function of the set ∂f (x) is f ′(x, d), that is,
ξ ∈ ∂f (x) if δ∗(d|∂f (x)) ≥ 〈ξ, d〉 for all d ∈ Rn.
and Lipschitz function’s support function is f ◦(x, d), that is,
ξ ∈ ∂cf (x) if δ∗(d|∂cf (x)) ≥ 〈ξ, d〉 for all d ∈ Rn.
The support function is very useful and plays an important role in nonsmooth optimization problems and convex analysis,
see Aubin [6] and Xia et al. [7].
In the following, we give some basic assumptions that are used in the rest of the paper.
Assumption A1. The following assumptions hold:
I. The involved functions f (x), g(x, y), hi(x, y), i = p+ 1, p+ 2, . . . , q, all are finite real-valued convex with respect to x for
every y;
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II. g(x, y) and hi(x, y), i = p+ 1, p+ 2, . . . , q, all are strictly concave with respect to y for every x;
III. hi(x, y), i = 1, 2, . . . , p, are affine with respect to x for every y.
Assumption A2. The following assumptions hold:
M1. The involved functions, f (x) and g(x, y), are real-valued and Lipschitz with respect to x for every y;
M2. Y(x) is closed at every x.
Assumption B. The set Y(x) is uniformly bounded in a neighbourhood of x0, i.e., there exists a neighbourhood N (x0) of x0
and a bounded set T ⊂ Rk such that Y(x) ⊂ T for all x ∈ N(x0).
If the functions hi, i = 1, . . . , q, are continuous, the set-valued mapping Y : x → Y(x) is closed, then by Assumption B,
the optimal value function v(x) is upper semicontinuous at x0. Consequently, if v(x0) < 0, then x0 is an interior point of S. In
the latter case, if x0 is a local minimizer of (1.1), then the standard first order necessary optimality condition takes the form
0 ∈ ∂f (x0). Therefore, we assume from now on that v(x0) = 0 at the point being considered, x0 ∈ S.
We denote the set of active constraints at x ∈ Rn by
Y0(x) = {y ∈ Y(x)| g(x, y) = 0}.
According to Assumptions A1 and B, the sets Y(x) are compact for all x near x0. Since v(x0) = 0, the set of active constraints
Y0(x
0) = {y ∈ Y(x0)| g(x0, y) = 0}.
is nonempty.
3. First-order necessary optimality condition for GCSIO problems
Firstly we define the set-valued mapping Y(·) as follows:
Y(x) = {y ∈ Rk | hi(x, y) = 0, i = 1, . . . , p, hi(x, y) ≤ 0, i = p+ 1, . . . , q},
where all functions, hi(x, y), i = 1, . . . , p, are affine in x for every fixed y, all hi(x, y), i = p+1, . . . , q, are convex in x for every
fixed y and strictly concave in y for every fixed x. This set-valued mapping will be used later.
In this section, we consider the following generalized convex semi-infinite optimization problem
(GCSIO)

min f (x)
s.t. g(x, y) ≤ 0, y ∈ Y(x),
x ∈ Rn
(3.1)
where f is a finite-valued convex function, g(x, y) is convex in x for every fixed y and strictly concave in y for every fixed x
and the mapping Y(x) is defined as above.
The following two constrained qualifications will be used in this paper, for details see [8].
Strong Slater Constraint Qualification (SSCQ):
We say that the constraint set satisfies a strong Slater assumption (SSA in short) if
(1) the vectors ∇yhi(x0, y0), i = 1, . . . , p, are linearly independent,
(2) there exists (x0, y0) such that hi(x0, y0) = 0, i = 1, . . . , p and hi(x0, y0) < 0 for i = p+ 1, . . . , q.
Basic Constraint Qualification Condition (BCQC):
A constraint set S is said to be satisfy BCQC at x if
N′S(x) = NS(x),
where NS(x) is the normal cone at x of S and
N′S(x) =
 ∑
j∈Jx(y)
µjsj | µj ≥ 0, sj ∈ ∂yhj(x, y), j ∈ Jx(y), y ∈ Y0(x)
 ,
where Jx(y) is the index set of active constraints of Y(x).
According to the above assumptions and constraint qualifications, we present the following main results.
Proposition 3.1. Suppose that x0 is an optimal solution of the GNSIO problem (1.1), and suppose that Assumptions A1 and B
hold. If there is x such that g(x, y) < 0 for all y ∈ Y(x), then the constraints set of problem (1.1), i. e., S = {x| v(x) ≤ 0}, satisfies
BCQC at the point x0.
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Proof. Since v(x) = supy∈Y(x) g(x, y) ≤ 0 and Assumption A1 holds, one has
N′(x0) = cone ∪
y∈Y0(x0)
∂xg(x
0, y) = cone ∂v(x0).
According to the condition of Proposition 3.1, one has that S = {x | v(x) ≤ 0} = {x | v(x) ≤ v(x0) = 0}. It follows that
v(x0) > minx∈Rn v(x). Furthermore, we have, from Th 23.7 of Reference [10], that
NS(x
0) = cl cone ∂v(x0).
Since Y(x) is closed from (A1) and uniformly bounded in a neighbourhoodN (x0) of x0 from B, one has that Y(x) is compact
in a neighbourhood N (x0) of x0. According to Assumption A1, it follows that v(x) is also a finite-valued convex function,
i.e., x0 ∈ int dom v. From Th 23.2 of Reference [5]. one has that ∂v(x0) is nonempty and convex. This implies that
NS(x
0) = cone∂v(x0) = N′(x0).
Since hi(x, ·, y), i = 1, . . . , p, is continuous with respect to x, Y(x) is closed. Y(x) is compact on N(x0) because it is uniformly
bounded on N(x0). Since g(x, y) is finite convex, with respect to x, it is continuous and hence v(x) is finite convex on N(x0),
i. e., x0 ∈ int dom v. According to Th 23.2 in the Reference [5], ∂v(x0) 6∈ ∅. This leads to
NC(x
0) = cone∂v(x0) = N′(x0).
This implies that BCQC holds. 
Theorem 3.1. Suppose that x0 is the optimal solution of the GNSIO problem (1.1), and suppose that Assumptions A1 and B hold.
If there is a point x 6= x0 such that g(x, y) < 0 for all y ∈ Y(x), then there are λl ∈ R and yl ∈ Rk, l = 1, . . . ,m, such that
0 ∈ ∂f (x0)+
m∑
l=1
λ l∂xg(x
0, y l)
λ l ≥ 0, l = 1, . . . ,m
y l ∈ Y0(x0),
where Y0(x0) = {y|g(x0, y) = 0, y ∈ Y(x0)}.
Proof. According to the property (3.1), one has that the constraint-set {x|v(x) = maxy∈Y(x) g(x, y) ≤ 0} satisfies the Basic
Constraint Qualification at x0. From Th 4.4.2 in Reference [8], one has that x0 is the optimal solution of the problem (3.1). In
consequence, one obtains that0 ∈ ∂f (x
0)+ µ∂v(x0) = ∂f (x)+ µco ∪
y∈Y0(x0)
∂xg(x
0, y)
µ > 0,
i. e., there are yl ∈ Y0(x0), µl ≥ 0, l = 1, . . . ,m,∑ml=1 µl = 1, such that0 ∈ ∂f (x
0)+
m∑
l=1
µµl∂xg(x
0, yl)
µ > 0, µl ≥ 0, l = 1, . . . ,m.
Letting λl = µµl, we have the conclusion of the theorem. 
Proposition 3.2. Consider the optimization problem{
v(x) = max
y∈Y(x)
g(x, y)
Y(x) = {y | hi(x, y) = 0, i = 1, . . . , p, hi(x, y) ≤ 0, i = p+ 1, . . . , q},
(3.2)
Assume that g(x, y) is convex in x for every fixed y and strictly concave in y for every fixed x. If Y(x) satisfies the Strong Slater
Constraint Qualification for any x ∈ N(x0), then
(1) v′(x; d) = L′(x, y(x),α; d), where
L(x, y,α) = g(x, y)−
q∑
i=1
αihi(x, y),
y(x) ∈ Argmax L(x, y,α);
(2) Also if v(x0) = 0, then
v′(x0; d) ≤ sup
y∈Y0(x0)
sup
α∈A(x0)
L′(x, y,α; d),
where A(x0) is a set of multipliers at x0.
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Proof. The Lagrange function for the problem (3.2) is of the form
L(x, y,α) = g(x, y)−
q∑
i=1
αihi(x, y).
According to the hypotheses of this theorem, L(x, y,α) is convex in xwhen αi ≥ 0, i = p+1, . . . , q. If Y(x) satisfies the strong
Slater Constraint Qualification, then from Th 2.4.2 in Reference [8], the Lagrange-multiplier set
A(x, y) =
α
∣∣∣∣∣∣∣∣∣
0 ∈ ∂yg(x, y)+
p∑
i=1
αi∇yh(x, y)+
q∑
i=p+1
αi∂yhi(x, y)
αihi(x, y) = 0, i = p+ 1, . . . , q
αi ≥ 0, i = p+ 1, . . . , q

is nonempty, convex and compact. According to Pro.2.1.1 in Reference [8], one has that A(x, y) is not dependent on y,
i.e., A(x, y) = A(x). From Pro 3.1.4 in Reference [8], it follows that
v(x) = max
y∈Rk
L(x, y,α),
when α ∈ A(x). Since g(x, y) is strictly concave in y for any fixed x, L(x, y,α) is also strictly concave in y for any fixed x. Hence,
one has that Argmax L(x, y,α) is a singleton, i.e., Argmax L(x, y,α) = y(x). If x = x0, then one has that α ∈ A(x0), this implies
that y(x0) ∈ Y0(x0). Consequently,
∂v(x0) = ∂xL(x0, y(x0),α) ⊂ {∂xL(x0, y,α)| y ∈ Y0(x0)α ∈ A(x0)},
and
v′(x0; d) = L′(x0, y(x0),α, d) = δ∗(d|∂xL(x0, y(x0),α))
≥ sup
y∈Y0(x0)
sup
α∈A(x0)
L′(x, y,α; d). 
Theorem 3.2. Suppose that the Assumptions A1 and B hold and x0 is an optimal solution of (3.1), and suppose that v(x0) = 0
and the conditions in Proposition 3.2 hold, then there are λl ≥ 0, l = 0, . . . ,m, such that
0 ∈ λ0∂f (x0)+
m∑
l=1
λl∂xL(x
0, yl,α),
where yl ∈ Y0(x0), α ∈ A(x0).
Proof. Since v(x0) = 0 and x0 is a local minimizer of (3.1), the function
ψ(x) = max{f (x)− f (x0), v(x)}
attains its global minimum at x0 with ψ(x0) = 0. From global optimality of x0, it follows that
ψ′(x0; d) ≥ 0, for all d ∈ Rn.
Moreover, we have
ψ′(x0; d) = max{f ′(x0,α; d), v′(x0; d)}.
From (2) of Proposition 3.2, this implies that
ψ′(x0; d) ≤ δ∗(d|Ω),
where Ω = co{∂f (x0), ∂xL(x, y,α)| y ∈ Y0(x0), α ∈ A(x0)}. Consequently,
δ∗(d|Ω) ≥ 0, for all d ∈ Rn.
From Th 2.3.2 in Reference [8], it follows that A(x0) is compact. By the well-known Farkas lemma, it follows that
0 ∈ Ω,
i. e.,
0 ∈ λ0∂f (x0)+
m∑
l=1
λl∂xL(x
0, yl,α), λl ≥ 0, l = 0, 1, . . . ,m. 
4. First-order necessary optimality condition for GLSIO problems
In the above section, we studied the optimality condition for GCSIO problems. In this section, as the extension of the
results for the GCSIO problems, we consider the following generalized Lipschitz semi-infinite optimization
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(GLSIO)

min f (x)
s.t. g(x, y) ≤ 0, y ∈ Y(x),
x ∈ Rn
(4.1)
where f (x) is local Lipschitz, g(x, y) is Lipschitz in x and Y(x) is closed.
In order to show our main results, we first give the following definition which is used later.
Definition 4.1. A function f (x, y), which is continuous jointly in both variables on X × Y, is called upper weakly uniformly
differentiable (u.w.u.d) at a point (x0, y0) in a direction d if there exists the derivative f ′(x0, y0; d) such that
lim
α↓0 supy→y0
1
α
[f (x0 + αd, y)− f (x0, y)] ≤ f ′(x0, y0; d),
where X is an open set and Y is a compact set, see [10].
Now we present the following results for the GLSIO problems by using the above assumptions and constraint
qualifications.
Proposition 4.1. Suppose that Assumption B holds. If g(x, y) is Lipschitzian with respect to x and continuous with respect to y,
and g(x, y) is regular with respect to x for any given y ∈ Y(x), then one has that
v′(x; d) = max
y∈Y0(x)
g′(x, y; d), d ∈ Rn
and
∂cv(x) ⊃ co( ∪
y∈Y0(x)
∂cxg(x, y)),
where Y0(x) = {y| g(x, y) = v(x), y ∈ Y(x)}.
Proof. Y(x) is compact from the Assumptions A2 and B. Since g(x, y) is regular at x for any fixed y ∈ Y(x), according to Pro
3.5 in [10] one has that g(x, y) is u.w.u.d. (x, y) in any directions d. Furthermore, by using Th 3.4 in [10], we obtain
v′(x; d) = max
y∈Y0(x)
g′(x, y; d).
Hence, it follows that
δ∗(d|∂cv(x)) = max
y∈Y0(x)
δ∗(d|∂cxg(x, y))
≥ δ∗(d|∂cxg(x, y)), ∀y ∈ Y0(x),
which implies that
∂cv(x) ⊃ ∂cxg(x, y) for any y ∈ Y0(x).
From convexity of ∂cv(x), we have
∂cv(x) ⊃ co{ ∪
y∈Y0(x)
∂cxg(x, y)}. 
Proposition 4.2. Suppose that the Assumption B holds and that Y(x) is nonempty closed. If g(x, y) is continuous in y, then one
has that
(1) For any x ∈ N(x0), Y0(x) = {y|v(x) = g(x, y)} is nonempty compact;
(2) If g(x, y) is lower-semicontinuous with respect to (x, y), then the set-valued mapping Y : x ⇒ Y0(x) is outer-semicontinuous
with respect to x0.
Proof. According to Assumptions A2 and B, it follows that Y(x) is compact for every x ∈ N (x0). Since g(x, y) is continuous at
(x, y) and Y(x) is nonempty compact, and v(x) = maxy∈Y(x) g(x, y), there exists at least onepoint y0 such that v(x) = g(x, y0(x)),
i. e., Y0(x) is nonempty. Furthermore, Y0(x) is also compact, since g(x, y) is Lipschitzian with respect to x for every y ∈ Y(x).
According to [11], the set-valued mapping Y0(x) is outer-semicontinuous with respect to x0. 
Proposition 4.3. Suppose that ∪y∈Y0(x0) ∂cxg(x0, y) is closed and Assumption B holds. Then one has that
∂cv(x0) = co
{
∪
y∈Y0(x0)
∂cxg(x
0, y)
}
. (4.2)
Proof. Since g(x, y) is local Lipschitzian with respect to x and v(x) = maxy∈Y(x) g(x, y), v(x) is local Lipschitzian. Furthermore,
one has that ∂cv(x) is closed and bounded. Since ∪y∈Y0(x0) ∂cxg(x0, y) is closed, from Th 17.2 in [5], it follows that
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∪y∈Y0(x0) ∂cxg(x0, y) is compact. Since ∂cxg(x0, y) is closed and bounded, we have from V3.3.3(ii) in [8] that
sup
y∈Y0(x0)
δ∗(d| ∂cxg(x0, y)) = δ∗
(
d| co ∪
y∈Y0(x0)
∂cxg(x
0, y)
)
= δ∗
(
d| co ∪
y∈Y0(x0)
∂cxg(x
0, y)
)
.
For proving that ∂cv(x0) ⊂ co∪y∈Y0(x0) ∂cxg(x0, y), it is enough to prove that
v′(x0; d) ≤ δ∗(d| co ∪
y∈Y0(x0)
∂cxg(x
0, y)) = sup
y∈Y0(x0)
δ∗(d| ∂cxg(x0, y)).
From the definition of v′(x0; d), we have that
v′(x0; d) = lim
t↓0
v(x0 + td)− v(x0)
t
.
Hence, for any given ε = 1
k
> 0, there exists tε > 0, such that for any t ∈ (0,min{tε, 1k }), we have
v(x0 + tkd)− v(x0)
tk
> v′(x0; d)− 1
k
.
It is easy to see that
Y0(x
0 + tkd) =
{
y ∈ Y0(x0 + tkd)| g(x
0 + tkd, y)− v(x0)
tk
> v′(x0; d)− 1
k
}
.
From Proposition 4.2, one has that Y0(x0 + tkd) is nonempty. Take yn ∈ Y0(x0 + tkd), since ∪y∈Y0(x0) ∂cxg(x0, y) is closed and the
Assumption B holds, then there exists a point y∗ such that the sequence {yk} converges to y∗ ∈ ∪∞k=1 Y0(x0+ tkd) ⊂ T. Without
loss of generality, take yk → y∗, since g(x, y) is continuous with respect to y for every fixed x = xn + tkd, we have that
g(x0 + tkd, y∗)− v(x0)
tk
> v′(x0; d)− 1
k
,
when yk is close enough to y∗. Furthermore, one has that
g(x0 + tkd, y∗)− g(x0, Y∗)
tk
≥ g(x
0 + tkd, y∗)− v(x0)
tk
> v′(x0; d)− 1
k
.
Consequently, one has that
δ∗(d| ∂cxg(x0, y∗)) > δ∗(d| ∂cv(x0)), ∀d ∈ R.
Therefore,
∂cxg(x
0, y∗) ⊃ ∂cv(x0).
It follows that y∗ ∈ Y0(x0) from Proposition 4.2. Since yn ∈ Y0(x0 + tnd), yn → y∗, x0 + tnd → x0, it follows that
∂cv(x0) ⊂ co ∪
y∈Y0(x0)
∂cxg(x
0, y).
According to Proposition 4.1, we have the opposite inclusion relationship and the demonstration is completed. 
We now give the following two definitions that will be used in the optimization problem,{
min f (x)
s. t. v(x) ≤ 0.
Definition 4.2 (Modified Growth Hypothesis). For every r, s ∈ R1, the set
{x ∈ Rn| f (x) ≤ r, v(x) ≤ s}
is bounded, for details see [12].
Definition 4.3. A point x is called normal if
γ ≥ 0, γv(x) = 0,
0 ∈ ∂cv(x) ⇒ γ = 0,
otherwise it is called abnormal, for details see [12].
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Theorem 4.1 (F.J. Condition). Assume that x0 is optimal solution of (4.1). If the Modified Growth Hypothesis holds, then there
exists a non-zero vector (λ0, γ1, . . . , γm), and γi ≥ 0, i = 1, . . . ,m, and there exists yi ∈ Y0(x0), i = 1, . . . ,m, such that0 ∈ λ0∂
cf (x0)+
m∑
i=1
γi∂
c
xg(x
0, yi),
γig(x
0, yi) = 0,
where λ0 = 0 or 1.
Proof. According to [12], there are non-zero vectors (λ0, γ), and γ ≥ 0, such that
γv(x0) = 0 and 0 ∈ ∂(λ0f (·)+ γv(·))(x0),
where λ0 = 0 or 1. Since f and g are regular at x, it follows that γv(x) and λ0f (x) are regular. Furthermore, one has that
0 ∈ λ0∂cf (x0)+ γi∂cv(x0). There exist γi ≥ 0, i = 1, . . . ,m and yi ∈ Y0(x0), such that0 ∈ λ0∂
cf (x0)+
m∑
i=1
γi∂
c
xg(x
0, yi),
γig(x
0, yi) = 0,
in terms of Proposition 4.3. 
Theorem 4.2 (K-K-T Condition). Suppose that x0 is a optimal solution of (4.1). If the functions f and g are regular and x0 is not
normal, then λ0 of Theorem 4.1 satisfies λ0 = 1.
Proof. It is easy to obtain from Th 1.14 of Reference [12]. 
Acknowledgements
Wewould like to thank two anonymous referees, whose careful reading of the first draft of this paper resulted in several
improvements and corrections.
References
[1] M. Lôpez, G. Still, References in semi-infinite optimiztion, Working Paper, 2006.
[2] H.T. Jongen, J.J. Rückmann, O. Stein, Generalized semi-infinite optimization: A first-order optimality condition and examples, Mathematical
Programming 83 (1998) 145–158.
[3] J.J. Rückmann, A. Shapiro, First-order optimality conditions in generalized semi-infinite programming, Journal of optimization Theory andApplications
101 (1999) 677–691.
[4] O. Stein, G. Still, On generalized semi-infinite optimization and bilevel optimization, European Journal of Operational Research 142 (2002) 444–462.
[5] R.T. Rockafellar, Convex Analysis, Princeton University Press, NJ, 1970.
[6] J.P. Aubin, Optima and Equilibria: An Introduction to Nonlinear Analysis, Springer-Verlag, 1998.
[7] Z.Q. Xia, M.Z. Wang, L.W. Zhang, Directional derivative of a class of set-valued mappings and its application, Journal of Convex Analysis 10 (2003)
211–227.
[8] J.-B. Hiriart-Urruty, C Lemaréchal, Convex Analysis and Minimization Algorithms I, Springr-Verlag, Berlin, 1993.
[9] E. Polak, On the mathematical foundations of nondifferentiable optimization in engineering design, SIAM Review 29 (1) (1987) 21–89.
[10] V.F. Demyanov, A.M. Rubinov, Constructive Nonsmooth Analysis, Frankfurt am Main, Berlin Bern, Wien, 1995.
[11] R.T. Rockafellar, R.J-B. Wets, Variational Analysis, Springer, Berlin, 1998.
[12] F.H. Clarke, Y.S. Ledyaev, R.J. Stern, P.R. Wolenski, Nonsmooth Analysis and Control Theory, Springr-Verlag, 1998.
