Batch bioprocesses are difficult to model due to strong nonlinearities, dynamic behaviour, lack of complete understanding and unpredictable disturbances. A cell produces more cells, chemical products and heat from chemical substrates. Typical growth characteristics include several phases whose appearances and lengths depend on the type of organisms and the environmental conditions. Large differences exist between different fermentation runs. The simulator developed for fed-batch fermentation processes consists of three interacting dynamic models, each with three phase specific versions. The models predict dissolved oxygen concentration, oxygen transfer rate and concentration of carbon dioxide in the exhaust gas through the whole process, by using only the control variables as inputs. A decision system based on fuzzy logic to provide smooth gradual changes between phases. The detection of the changes between process phases is improved by using the intelligent trend analysis. The dynamic simulator is suitable for an online forecasting tool in connection with the real process. The operation is based on the ideas of model predictive control (MPC): the previous online measurements on a chosen horizon are used for constructing a starting point and the simulator predicts the operation on a chosen prediction horizon by using the planned control actions. The simulation is started on fairly long time intervals.
Introduction
Batch bioprocesses are difficult to model due to strong nonlinearity, dynamic behaviour, lack of complete understanding and unpredictable disturbances from their external environment (Gregersen and Jorgensen, 1999) . As every cell in nature has a finite lifetime (Figure 1 ), a continuous growth of the organisms is needed to maintain the species. The generation time depends on both nutritional and genetic factors. To be able to live, reproduce and make products, a cell must obtain nutrients from its surroundings. The first phase at the beginning of the fermentation is called the lag phase. The second phase is the exponential growth phase. The last phase is called the steady state phase. The secondary metabolic products, such as enzymes, are produced mainly during the steady state phase. Figure 1 . Growth phases in a batch bioprocess (Blanch and Clark, 1997). In the lag phase, the growth is almost constant caused by many reasons. Since the cells are placed in fresh medium, they might have to adapt to it or adjust the medium before they can begin to use it for growth. Another reason might be that the inoculum is composed partly of dead or inactive cells (Enfors and Häggström, 2000) . If a medium consists of several carbon sources, several lag phases might appear. This phenomenon is called diauxic growth. Microorganisms usually use just one substrate at a time and a new lag phase really results when the cells adapt to use the new substrate. (Blanch and Clark, 1997) The declining of the growth rate begins when a substrate begins to limit. The growth rate slows down until it reaches zero and the stationary phase begins. In the stationary phase, the number of the cells remains practically constant, but the phase is important because many products are only produced during it. The last phase is called the death phase. During the death phase, the cells begin to lyse and the growth rate decreases. (Blanch and Clark, 1997) In batch reactors, all components, except gaseous substrates such as oxygen, pH-controlling substances and antifoaming agents, are placed in the reactor at the beginning of the fermentation. There is no input nor output flows during the process. In fed-batch processes, nothing is removed from the reactor during the process but one substrate component is added in order to control the reaction rate by its concentration. The process is started as a batch process, and the substrate feed is started when the initial glucose is consumed. The fermentation continues at a cer-tain growth rate until some practical limitation inhibits the cell growth (Enfors and Häggström, 2000) .
The data sets obtained from the process are in practice distinct sets obtained through different process performances because usually one or more substantial physical parameters, such as dissolved oxygen (DO), temperature or pH are maintained on distinct level (Georgieva et al., 2001) . The optimal values of parameters might not be the same for the growth phase and metabolite production phase in secondary metabolite production (Yegneswaran et al., 1991) . Large differences exist between different fermentation runs because of the variations in the feeding strategy, the metabolic states of the cells and the amount of oxygen available. Even if the process conditions were kept the same in each fermentation, the micro-organisms would behave differently every time. Detection of fluctuations in operating conditions is essential for making correct actions in time.
The concentration of carbon dioxide (CO 2 ) in the exhaust gas is an important variable in a fermentation process since the production of CO 2 is correlated to the amount of consumed sugar (Martínez et al., 1999) . The variations in the agitation speed can cause changes in the oxygen transfer rate (OT R) and an increase in it can cause an increase in production and yield (Elibol and Ozer, 2000) . The DO tension is an important variable in secondary metabolite production and remarkable impacts on production yields can be achieved by affecting this parameter by changes in aeration, agitation system and stirrer speed (Pfefferle et al., 2000) . The volumetric mass transfer coefficient, k L a, is also an important process variable because it can be used to find the relationship between the OT R and enzyme production (Elibol and Ozer, 2000) and it can be used in the control of the DO tension (Simon and Karim, 2001) .
The oxygen requirements of the bacteria differ at different fermentation stages (Yao et al., 2001) . By choosing a proper DO tension a product formation can be achieved without wasting the energy source. As the changes are slow, an early forecasting of the process operation is needed. A smoothly operated process is likely to be more productive than one that is subjected to significant disturbances. The aeration supplies oxygen to the process and, at the same time, removes carbon dioxide from microbial cells suspended in the culture broth. The rate of aeration often controls the rates of cell growth and product formation. (Yoshida, 1982) In fed-batch fermentation, the dynamic simulator has been used online for predicting the process operation in a time window (Saarela et al., 2003a; Juuso, 2005) . The results of these tests are used in this research.
This paper analyzes the dynamic simulation model developed for the prediction of the operation in a fed-batch fermentation process. The detection of the phases focuses on the temporal analysis with intelligent trend analysis. The parameters of the prediction models are not changed.
Bioprocess modelling
A fuzzy predictor presented in (Whitnell et al., 1993) combines three kinds of information: quantitative process inputs, linguistic information and heuristic knowledge from an expert in a beer making process. Takagi-Sugeno type fuzzy model was used in (Georgieva et al., 2001) on the modelling of a batch biotechnical process, which is strongly influenced by DO concentration as a manipulated input variable. Also black-box and hybrid models have been experimented in the modelling of batch beer production. The research concluded that the extrapolation capability of the model was improved by including mechanical knowledge in the hybrid model. The knowledge based models are useful when only insufficient data from the process can be obtained and they should be thought only as an extension of the ways in which process data can be represented. (Lübbert and Simutis, 1994) Bioprocess parameters have been estimated with neural network models (Simon and Karim, 2001; Thibault et al., 1990; Warne et al., 2004) .
Model uncertainties need to be captured for the bioprocess optimization (Liu and Gunawan, 2017) . Nonlinear model predictive control (NMPC) and observation of non-measurable states based on an unscented Kalman filter (UKF) were used in (Dewasme et al., 2015) .
Temporal reasoning is a very valuable tool for diagnosing and controlling slow processes. Manual process supervision relies heavily on visual monitoring of characteristic shapes of changes in process variables, especially their trends. The fundamental elements are modelled geometrically as triangles to describe local temporal patterns. The elements are defined by the signs of the first and second derivative, respectively (Cheung and Stephanopoulos, 1990) .
Linguistic equations introduced in (Juuso and Leiviskä, 1992) have been used in various applications (Juuso, 1999 (Juuso, , 2004 . Data-driven steady state modelling has been used in the development of linguistic equation (LE) model to represent interactions between measurements:
where the functions f j and f out are scaling functions of input variables x j and output x out , respectively. These monotonously increasing, nonlinear functions are generated with generalised norms and moments (Juuso and Lahdelma, 2010) . The monotonous increase is ensured with constraint handling. Dynamic structures extend the models to dynamic simulation. Intelligent trend indices can be calculated from scaled measurements. Triangular episodes are classified with the trend index I T j (k) and the derivative of it, ∆I T j (k) ( Figure  2 . Severity of the situations is evaluated by a deviation index which takes into account the scaled values of the measurements (Juuso, 2011) . Linguistic equation method, linear neural network, feedforward neural networks and Takagi-Sugeno fuzzy models created by subtractive clustering appeared to be the best in comparison presented in (Saarela et al., 2003b) . The correlations and the relative errors of these models were within acceptable limits and the fuzziness of the models was small. The model surfaces of the models created by these four methods were almost a plane.
Development of dynamic models
The dynamic models were based on the process data obtained from an industrial fed-batch fermenter. The models were tested using a number of different testing data, which were not included in the training data set. When necessary, the noise in the data was filtered by taking moving averages of the measured values. The variables for each model were chosen mainly based on correlation analysis. Variables that could be used for control were preferred when choosing the input variables of the model. These variables include the mixing rate, aeration, the substrate feed rate etc.
The models have a NARX (Nonlinear AutoRegressive with eXogenous input) structure. A multimodel approach was applied as different growth phases need different models (Figure 3(a) ). As the prediction of the future values required three interacting models (Figure 3(b) ): each produces the prediction of a different variable, the overall system consists of nine models. Various modelling methodologies have been compared. The compact implementation of the LE models made such a complex structure possible to use. Smooth transitions between the phase models are based on fuzzy decision system (Figure 3(a) ).
The controllable variables were preferred as inputs and these include mixing, aeration, feed rate, pressure, temperature and cooling power. The variables used in the models include the concentration of carbon dioxide in the exhaust gas, mixing power, feed rate, oxygen transfer rate, dissolved oxygen concentration, volumetric oxygen transfer coefficient, position of the pressure valve and VV M (vol- Three modelling techniques with several variants were compared including the methods of linguistic equations, neural networks and fuzzy modelling. The steady state modelling of the fermentation variables was not difficult for these intelligent modelling methods: LE models, linear neural network, feedforward neural networks and Takagi-Sugeno fuzzy models created by subtractive clustering appeared to be the best (Saarela et al., 2003b) . However, dynamic simulation turned out to be too demanding for most of these methodologies.
The overall dynamic model shown in Figure 4 contains an additional model for calculating the volumetric mass transfer coefficient, k L a.
In the LE models, the definitions of the scaling functions and coefficients A i j from (1) are transferred into the dynamic model. The new prediction is calculated using previous values of the predicted value and the previous values of control variables. Different growth phases can be distinguished from the fermentation process and during these phases different variables affect the output variables. Because of this, three submodels for each predicted variable were created corresponding to each phase in the fermentation process (Figure 3(a) ).
The overall model consists of three models and a de- cision system (Figure 3(a) . The same structure is used for all the predicted variables. Inputs of the models include measurements from the process, such as mixing power, aeration rate, pressure, and substance concentrations. The inputs to the models of oxygen transfer rate prediction and dissolved oxygen concentration prediction include also predicted values from other models ( Figure  3(b) ).
Altogether, the overall model contains nine different submodels: three for each predicted variable. The three submodels (lag phase, exponential phase, and steady state) shown in Figure 3 (a) form subsystems of the prediction models. The same fuzzy decision system weights the outputs of each of these submodels. In dissolved oxygen model, the coefficients of linguistic equation are {0.2, −0.5, 0.1, 0.1, −0.8}.
New predictions are obtained by integrating the calculated changes to the previous value with an ordinary differential equation solver based on an explicit Runge-Kutta (4,5) formula, the Dormand-Prince pair, with variable step. The fuzzy decision system chooses the right submodel phase of the process by using the measurements of time, oxygen transfer rate and substrate feed rate. The inference system presented in Figure 5 (a) has membership functions for three inputs and one output and a set of eight fuzzy rules for deduction. The system gives a weighting factor from 0 to 1 for each submodel according to which level its results are used. The system was constructed using the Matlab Fuzzy Logic Toolbox. At the beginning of the fermentation for example, the first submodel, the lag phase, is given a weight of one, and the other two submodels have the weight of zero. This means that only the output of the (a) The fuzzy decision system. first submodel is used in calculating the prediction. The transition from one phase to another happens smoothly, thus during the transition phase two outputs of the submodels can be used simultaneously ( Figure 5(b) ).
In the dynamic models, each submodel has been developed separately on the basis of selected training data. The combined model (Figure 4 ) has been tested with data collected from various fermentation runs. In the simulation tests, the input values were taken from the previously collected data. During the online tests, the prediction system collects the data from the automation system and starts the simulation on chosen time intervals. The prediction results were written back to the data collection system.
Results and discussion
The models were tested with a set of test data. The fitness of a model can be estimated by examining the correlation, R, relative error, fuzziness and the model surfaces. The FuzzEqu program also draws the results of the predictions in the same chart with the test data where they can be compared visually. The fuzziness of the equations should be close to zero. It shows how well the equation represents the data (Juuso, 1999) .
Steady-state simulation
First, steady-state models for all three variables were made by the linguistic equations approach. Correlations of the dissolved oxygen models for different testing data were between [0.88-0.98] and the relative errors between [0.03-0.18]. For models of oxygen transfer rate the correlations were between [0.72-0.99] and the relative errors between [0.02-0.33]. Similar results were obtained with all the static models used in the simulation model. The first part of the process was the most difficult to model, largely due to differences between fermentations. However, at the beginning of the process the concentration of the dissolved oxygen is usually quite high and its predicted value is not so critical.
An example of data-driven modelling results for the prediction of the dissolved oxygen is presented in Figure  6 . The new measure, fuzziness, is used for detecting areas where the models should be considerably different. Fuzziness can also be considered as an additional unknown variable. In this case, the fuzziness is very low.
Dynamic simulation
Dynamic modelling and simulation was performed in Matlab Simulink. Figure 5(b) presents the weights of the submodels obtained from the fuzzy decision system. The change from one phase to another is quite fast. The estimation of the dissolved oxygen concentration is presented in Figure 7 (a). In this model, the estimations of the oxygen transfer rate and the concentration of carbon dioxide are used as inputs. The estimation of the oxygen transfer rate can be seen in the Figure 7(b) . The estimate for the carbon dioxide concentration is used as an input of the Figure 6 . Results from the testing of steady-state fermentation models. Time from 0 to 100 is shown on the x-axis and the values of dissolved oxygen concentration, error and fuzziness on the y-axis (Saarela et al., 2003a). model. The correlations and relative errors of these results are shown in the figures. With the exception of a few fermentations that largely differed from the others, the results were similar for other test data. The estimation was easier for the oxygen transfer rate and the carbon dioxide concentration than for dissolved oxygen concentration.
A multimodel approach was applied as different growth phases need different models. As the prediction of the future values required three interacting models, which each produces the prediction for a different variable, the overall system consists of nine models. The compact implementation of the LE models made such a complex structure possible to use. Smooth transitions between the phase models are based on fuzzy logic.
The important factors in the success of the modelling were the choice of the input variables, the choice of the model type and structure, and the choice of training data. The training data should be sufficiently large so that it can represent different fermentations. The results of the modelling can improve with the number of data runs employed for training (de Azevedo et al., 1997) . Large differences exist between different fermentation runs because of the variations in the feeding strategy, the metabolic state of the cells and the amount of oxygen available. Even if the process conditions were the kept same in each fermentation, the micro-organisms would behave differently every time.
The choice of the input variables was difficult. Different variables affect the output variables in the different phases of the process. All the influence of the variables could not be examined because the data was obtained from an industrial fermenter and a part of the variables were controlled to remain constant. The data based modelling methods require changes in the data to be able to model it.
The dynamic simulator operates accurately throughout the fermentation even for more than 40 hours as a real simulation, i.e. the simulator uses in each time step only the previous simulated value and the values of the variables which control the process, according to the dynamic model. Differences between the calculated and measured are reasonable and provide a good basis for detecting fluctuations in operating conditions. The simulator is aimed primarily on the detection of changes and fluctuations for the process control. In the estimation, the starting time of the growth phase was predefined. However, the test results reveal a diauxic growth: the first growth starts earlier as can be seen in all predictions which is seen in decreasing DO (Figure 7(a) and increasing OT R and CO 2 (Figures 7(b) and 7(c) ). Updating the parameter of the scaling functions with newer methodologies (Juuso and Lahdelma, 2010 ) would be beneficial.
The drop of DO during the first phase introduces a new lag phase of the second growth phase, which starts later, proceeds slower than the first growth phase and finally slows down gradually to the stationary phase. Two models with different parameter tuning are are required for the growth phase. The stationary phase has two stages: the first part fairly constant OT R but then the death phase is partly activated. Aeration stabilizes the OT R on a new constant level. The estimation errors seen in Figure 7 are at least partly caused by the errors in the fuzzy decision system. Clearly time, OT R and the glucose feed rate are not sufficient for defining the start of the growth phase and the diauxic growth needs to be taken into account.
Detection of operating conditions
The simulator can be used as an online forecasting tool in connection with the real process. The simulator is started on chosen time intervals: the previous online measurements on a chosen horizon are used for constructing a starting point and the simulator predicts the operation on a chosen prediction horizon by using the planned control actions. In the online tests, the prediction horizon has been one hour and the time interval between predictions six minutes. The model predictive control can be considered as a new option since the simulator is very compact. Actually, generating a good starting point for simulation calculations was more demanding than the prediction part. This operates well in the stationary phase. The simulator is started on chosen time intervals and it operates accurately throughout the fermentation even for more than 40 hours (Juuso, 2005) .
The intelligent trend analysis improves the detection of phase changes (Figure 1 ) by using triangular episodes shown in Figure 2 : the start of the growth phase is seen as a concave upward monotonic increase (Episode D) which continues as a linear increase (Episode E). The slowdown is detected as Episode A. The activation of the dead phase is seen with Episodes B, F and C. The analysis, which proceeds with time, is adapted by short and long time windows to the speed of the process. Differencies of the fermentation runs are essential in the analysis.
Conclusions
The simulator can be used as an online forecasting tool in connection with the real process in the stationary phase. The operation is based on the ideas of model predictive control (MPC). In this case, the simulation is started on fairly long time intervals. The previous online measurements on a chosen horizon are used for constructing a starting point and the simulator predicts the operation on a chosen prediction horizon by using the planned control actions. Intelligent trend analysis provides efficient tools for the early detection of the changes in operation phases and situations. The solution adapts to differences in fermentation runs.
