ABSTRACT In this paper, the ergodic sum rate maximization problem is considered in the multiple-input single-output non-orthogonal multiple access (NOMA) system with statistical channel state information at the transmitter. First, we derive the analytic expression of the ergodic sum rate with given arbitrary precoders. Then, due to the non-convexity of the optimization problem, we use the gradient projection algorithm (GPA) to find the optimal precoders, approximately. In extremely low and extremely high signal-to-noise ratio (SNR) region, we deduce the closed-form optimal precoders and a simplified analytic expression of the ergodic sum rate, based on which another algorithm leveraging bisection algorithm (BA) is proposed in the arbitrary-SNR. Numerical results demonstrate that the GPA and BA can efficiently find the optimal precoding vectors, approximately, and the performance of NOMA is superior to the orthogonal multiple access and space division multiple access in intermediate-and high-SNR.
I. INTRODUCTION
Unlike conventional orthogonal multiple access (OMA) technology, non-orthogonal multiple access (NOMA) is able to simultaneously serve multiple users within the same frequency band [1] - [3] . The idea of NOMA is to separate the signal of different users with different transmit powers according to their channel state informations (CSI) [4] . After performing successive interference cancellation (SIC), the interference stronger than the desired signal can be wiped out, and each user thus resolve its signal along with weak interference. NOMA has been considered to be one of the promising technologies of 5th generation (5G) mobile communication because it can significantly enhance system overall spectral efficiency.
NOMA system in which the transmitter and receiver with one antenna is studied for enhancing the sum capacity [5] - [7] . The performance of NOMA with randomly located users is investigated in [5] , and the closed-form expressions of sum rates and outage probability is provided. In [6] , the system that the communication link between the base station (BS) and the weak user cannot be established directly is considered. To tackle this problem, the user close to BS is enabled to act as a full-duplex relay. Both outage probability and ergodic sum rate with closed-form expression are derived when the power is fixed, and the optimal power allocations with closed-form expression are derived to minimize the outage probability and maximize the achievable sum rate. The power allocation problem in NOMA scheme involving the fairness issue among users is investigated in [7] and [8] . In contrast to traditional water-filling power allocation, NOMA allocates more power to the user with worst channel gain, which can satisfy the requirement of weak user rate, but it increases interference between users compared to OMA [9] . In consideration of users-inter interferences and intra-inter interferences, a clustering and power allocation algorithm as the way of reduces interferences is proposed in [10] . In [10] , a single beamforming (BF) vector is shared by two users at the same time, so the number of users that the system can supportable will be increased. Different from previous studies, a new evaluation criterion is proposed to investigate the performance of NOMA [11] . In [11] , the key idea is to compare NOMA with time division multiple access (TDMA) in terms of not only the sum rate but also the individual rate. At the same time, the optimal power allocation method is proposed.
Multiple-input multiple-output (MIMO) is also considered as a promising technology of 5G, so the integration of NOMA with MIMO has the potential to capture the benefits of both MIMO and NOMA. Some scholars have studied the NOMA system with MIMO [12] - [16] . In [12] , the performance of NOMA is compared with OMA under MIMO channels, and it is proved that MIMO-NOMA dominates MIMO-OMA in terms of both sum rate and ergodic sum rate, it is hold when two users share a transmit BF vector. In [13] , the maximal ergodic capacity with total power constraint and minimum rate constraint of the weak user is considered. Both optimal and low complexity sub-optimal power allocation schemes are derived, but the quantitative expression of ergodic sum rate is not obtained. In [14] , the system involving both MIMO and NOMA is built, and the sum rate of the system is improved by proposing an efficient antenna selection method and user scheduling algorithm. In [15] , both the user clustering algorithm considering the channel correlation and optimal precoding matrix based on Majorization Minimization (MM) approach are obtained. In [9] , a linear BF technique in which all the receive antennas can significantly cancel the interuser interference is proposed, and the receive antennas in each cluster are scheduled on the power domain NOMA at the receive ends. In [16] , Van-Dinh Nguyen considered the problem of designing linear precoders for MIMO-NOMA multi-cell systems to maximize the overall sum throughput subject to the users' quality-of-service (QoS) requirement, and two path-following optimization algorithms are proposed to solve this challenge problem.
In NOMA broadcast channel (BC), many works are based on instantaneous CSI in available at the transmitter side [5] , [15] , [17] . Whereas, if the instantaneous CSI is unavailable, those performance degrade rapidly or even fail to work [9] , [15] . In particular, channel state information at the transmitter (CSIT) is usually obtained by feedback links, however, the finite-rate uplink cannot accurately describe the perfect CSI in BC system. In contrast, statistical channel state information (SCSI) changes relatively slowly and is easily obtained by long-term feedback. SCSI is very helpful in precoder design and thereby capacity estimation [18] .
A QoS optimization problem is considered with two users multiple-input single-output non-orthogonal multiple access (MISO-NOMA) system [19] . The minimal power and the optimal precoding vectors are obtained by considering its Lagrange dual problem and via Newton's iterative algorithm, respectively, but [19] requires instantaneous CSIT. In this paper, we focus on a MISO-NOMA system with two users in which only obtain SCSI at the transmitter, and we consider the ergodic sum rate maximization problem under the constraint on total transmission power. Since the analytic expression of the sum rate is non-convex function, it is very difficult to obtain the exact analytic solution of the precoding vectors. We derive the sub-optimal solution by gradient projection algorithm (GPA), but this method has a large amount of computational complexity. We also propose a simple bisection algorithm (BA) to obtain the sub-optimal precoding vectors. The simulation results show that the gap between BA and GPA can be ignored.
Notations: (·) H stands for matrices hermitian transpose. The element-wise conjugate of a complex number or matrix is denoted by (·)
* . Expectation operator is denoted by E[·]. CN (0, 1) and χ 2 stand for zero-mean unit variance complex Gaussian distribution and chi-squared distribution with one degree of freedom, respectively. u max (·) and u min (·) denote the eigenvector corresponding to the largest and least eigenvalue λ max (·) and λ min (·) respectively. U i (:, j) denotes the jth row of ith user's unitary matrix after performing singular value decomposition. λ i (A) denotes ith eigenvalue of A. log(·) stands for logarithm of base 2. 
II. SYSTEM MODEL
We consider a MISO-NOMA system as shown in Fig.1 , where one BS simultaneously services two users. The transmitter is equipped with two antennas and each user is equipped with a single antenna. The expression of channel vector between transmitter and mth(m = 1, 2) user can be modeled as
m is the square root of transmit correlation matrix T m , and g m is an independent and identically distributed (i.i.d.) vector of 1 × 2-sized, and g m ∼ CN (0, 1). By singular value decomposition, T m can be decomposed into [20] 
where U m is an unitary matrix containing the statistical eigenmode of mth user, and m is a matrix made up by eigenvalues of T m , and P m is pass loss from transmitter to mth user, m can be depicted as
which is normalized as
Denote y m as the received signal of mth user. So y m can be given by
where s m is the transmitted signal of mth user, and ||s m || 2 = 1. a and b are coefficient of power allocation of 1th user and 2th user, respectively, where a < b and a + b = 1. n m is additive white Gaussian noise (AWGN) with unit variance of mth user, P is the transmit total power. w 1 and w 2 are 2 × 1 precoding vector of 1th user and 2th user, ||w 1 || 2 ≤ 1, ||w 2 || 2 ≤ 1. Without loss of generality, we assume that 1th user is the strong user and 2th user is the weak user, i.e. ||h 1 || 2 > ||h 2 || 2 . Because the strong user can cancel interference from the weak user by using perfect SIC and employing line precoding, the signal to interference plus noise ratio (SINR) of 1th user can be expressed as
where γ represents the transmit signal-to-noise ratio (SNR). The 2th user regards the received 1th user's signal as interference. We can obtain the SINR that 2th user decodes its signal
The SINR of 1th user decoding 2th user can be represented as
We assume that the receivers can get the perfect CSI, but the transmitter only knows SCSI. Therefore, the ergodic rate of 1th user can be expressed as
If the 1th user wants to eliminate the interference generated by the 2th user, the 1th user decoding the 2th user's rate should be greater than the rate of the 2th user [19] . So the ergodic rate of 2th user can be represented as
where
III. ACHIEVED RATE ANALYSIS
In this section, we derive the analytic expression of the ergodic sum rate with given arbitrary precoding vectors. Now, we are interested in the theoretic rate of users in analytic expression when precoding vectors are determined. Because the transmitter only knows SCSI, it is difficult to accurately determine the rates of 1th user and 2th user. We can only use SCSI to find the expectation value of rate of users.
Owing to solve the expectation of the minimum is a challenging problem, according to equation (9) in [13] , R 2 can be approximately represented as
We assume that min[E(R2), E(R 1,2 )] is not equal to E(R2) although it has a relatively high probability. When we calculate the rate of the users, we consider that g i is made up by amplitude and direction, so g i can be wrote as g i = ||g i ||ḡ i , whereḡ i is a unit vector, ||g i || is amplitude. Through the above statement, SINR 1 also can be given by
H obeys uniform distribution from 0 to A 1 , where A 1 = aw 1 H T 1 w 1 . Please refer to reference [21] for specific details. Therefore, its probability density function (PDF) is f (y) = 1 A 1 . According to [22] , ||g i || 2 can be written as
where M is the number of BS's antennas and (
2 when degree of freedom is 4. So E(R 1 ) can be expressed as
The exact analytic expression of E(R2) and E(R 1,2 ) can be written as
Proof: See Appendix A for detailed proof.
IV. PRECODER DESIGN
In this section, we investigate the precoders design to maximize the sum rate of MISO-NOMA system, then we use GPA that can efficiently find the optimal precoding vectors approximately, but the computational complexity of GPA is rather high. Then, we consider the SNR as extremely low-SNR, extremely high-SNR and arbitrary-SNR respectively. In the extremely low-SNR and extremely high-SNR, we derive the analytic expression of maximizing sum rate and the optimal precoding vectors. In the arbitrary-SNR, a BA is proposed for searching sub-optimal precoding vectors. We, herein, consider an optimization problem with the power constraint. Consequently, the optimal precoding problem can be formulated as max
It can be seen from the (7) and (8) that the rate of 2th user increases with the increasing of the weak user's power when the strong user's power is a constant. The sum rate will increase until reaching upper bound of power constraint. So (23) can also be expressed as max
Since the expression of (24) is non-convex function, it is very difficult to find the global optimal precoding vectors. We use GPA to solve the optimization problem of (24) . For the problem of maximization function f (x) over x ∈ X, the GPA start with an initialization x (0) and iterates the following step for k = 0, 1, 2, 3...,
whereP X (·) denotes projection on to the set X and ∇f (·) denotes the gradient of f (.). The paremeters (k) ∈ (0, 1] and s (k) denote stepsize. In this paper,
is given at the Appendix B. We employ the Armijo stepsize rule for adjust stepsize
where v is a constant, m k is the smallest nonnegative integer that satisfies
In this paper, we choose δ = 0.01, v = 0.2 [23] .
The algorithm ceases until it reach the convergence criterion. Which is written as
where ζ is a positive real number. In this paper, ζ = 10 −2 .
Algorithm 1 GPA 1: Initialize: Set up randomly precoding vectors of w 1
and w 2 (0) , make the iteration index k = 0.
2: while not convergent do 3: Compute E(R
) and E(R
1,2 ) in terms of w 1 (k) and w 2 (k) . 4 :
Compute R
).
6:
1,2 ). Computē w 1
, where (k) is determined by the Armijo rule (27).
10:
Update iteration index k = k + 1.
11:
Repeat 3-10. 12: end while In order to make the description of GPA more clearly, please refer to Algorithm 1. The GPA can only find the local optimal solution. In order to find precoding vectors approaching the optimal solution, it should be repeated many times. In this paper, considering of the trade-off between the computational complexity and accuracy of sub-optimal precoding vectors, we randomly initialized the number of w 1 and w 2 is 5, then take the maximum after running the GPA. Although the GPA can find optimal precoding vectors, approximatively, it has high computational complexity. Therefore, we propose a method to find different precoding vectors for different SNR. Case 1: λ max (T 2 ) ≤ u H max (T 2 )T 1 u max (T 2 ) SINR2 has reached its maximum when w 2 = u max (T 2 ), but SINR2 is not greater than SINR 1,2 . We can know that the rate of 2th user depends mainly on the SINR2. From (6) and (29), we can see that sum rate reaches its maximization when w 1 = u max (T 1 ) and w 2 = u max (T 2 ) because ln(1 + x) is a monotonically increasing function. Combining (9) and (29), we can obtain that R sum can be approximatively expressed as
A. EXTREMELY LOW-SNR
can also be written as
where N is an accuracy-complexity trade-off parameter. So the proper N should be selected according to trade-off the accuracy and computational complexity. From the description above, we can get e x E 1 (x) = 1 x when x → ∞. Substituting (35) into h(x), h(x) = x when x → 0. Substituting h(x) = x into (34), we get that the ergodic sum rate satisfies
Case 2: λ max (T 2 ) > u H max (T 2 )T 1 u max (T 2 ) Theorem 2: In the extremely low-SNR, w 2 that can make SINR2 and SINR 1,2 equality is must existent, and the ergodic sum rate is maximized by the following choice of precoding vectors:
The optimal ergodic sum rate satisfies
where H , where ρ 2 1 + ρ 2 2 = 1. u max (T 1 ) = ρ 1 U 2 (:, 1) + ρ 2 U 2 (:, 2) can be obtained when τ 1 from 0 to 1, so the maximum of w 2 H T 1 w 2 can be obtained. Similarly, the minimum can also be got, so at least one w 2 can satisfy w 2 H T 2 w 2 ≤ w 2 H T 1 w 2 . Through the above description, there is a w 2 making SINR2 and SINR 1,2 equality. We assume that the rate can be maximized when two expressions of R 2 are not equal, and the corresponding precoding vector is denoted as w 2 . If R2 is greater than R 1,2 , we can adjust the direction of movement of w 2 to h 1 , the value of R 1,2 has been increased whereas the value of R2 is reduced, the difference between the two expressions is reduced, R sum = R 1 + R 1,2 is increased. This contradicts with the sum rate achieving the maximum value at w 2 , and vice versa, so w 2 is the optimal precoding vector when w 2 making E(SINR2) and E(SINR 1,2 ) equality. 
Combining (39), (40), E(SINR2) = E(SINR 1,2 ), τ 2 1 + τ 2 2 = 1 and w 2 = τ 1 U 2 (:, 1) + τ 2 U 2 (:, 2), we can obtain the second term of (37). Similar to (34), the R sum can be approximatively expressed as
EXTREMELY HIGH-SNR
Theorem 3: In the extremely high-SNR region, the ergodic sum rate is maximized by the following choice of precoding vectors: w 1 = u max (T 1 ), w 2 = u max (T 1 ), and R sum is given by
Proof: From (13), we can see that the system sum rate will not exceed max[E(R 1 ) + E(R 1,2 )]. Through some simple mathematical simplification, the sum rate can be given by
As can be seen from the above expression, bacause |h 1 w 1 | 2 and |h 1 w 2 | 2 are independent to each other abou w 1 and w 2 , |h 1 w 1 | 2 and |h 1 w 2 | 2 is maximal when w 2 = u max (T 1 ), w 1 = u max (T 1 ). Because logarithmic function is monotonically increasing function, the sum rate is maximization when w 1 = w 2 = u max (T 1 ). We have
From the previous narrative, we can know that g 1 can be written as g 1 = ||g 1 ||ḡ 1 . We know that 2 ||g 1 || 2 is chi-squared random variable. So we can rewrite R sum as
The probability density function(PDF) of 2 ||g 1 || 2 can be expressed as:
We have proved that the ergodic sum rate can not be exceed (47). Under the condition of w 1 = u max (T 1 ) and
so the second interference can be ignored. We can know SINR2 = b a when w 1 = u max (T 1 ) and w 2 = u max (T 1 ). Similarly, we can prove that SINR 1,2 = b a . Through the above discussion, we have proved that SINR2 = SINR 1,2 = b a when w 1 = u max (T 1 ), w 2 = u max (T 1 ). Therefore, sum rate can be expressed as
Combining (44) and (48), theorem 2 has been fully proved.
C. ARBITRARY-SNR
From the above analysis, we can see that ergodic sum rate is maximal when w 1 = u max (T 1 ) and w 2 is equal to u max (T 2 ) or w 2 = τ 1 U 2 (:, 1)+τ 2 U 2 (:, 2) and u max (T 1 ) in the extremely low-and extremely high-SNR. Based on the above discussion, we assume that ergodic sum rate is maximal when w 1 = u max (T 1 ) in arbitrary-SNR. In this subsection, we aim to searching optimal w 2 when w 1 = u max (T 1 ).
Theorem 4:
If there is a w 2 making the two expressions of R 2 equality, then w 2 is the optimal precoding vector, and the sum rate is maximal, otherwise, the sum rate is reaching to optimal when w 2 = u max (T 2 ) or w 2 = u max (T 1 ).
Proof: The proof process is similar to theorem 2 when there is a w 2 making the two expressions of R 2 equality. When w 2 can not make the two expressions of R 2 equality, if R 1,2 is larger than R2 when w 2 = u max (T 1 ), when w 2 moves from u max (T 1 ) to u max (T 2 ), this means that R2 is monotonically increased, and R 1,2 is monotonically decreased. The rate of weak user depends on the rate which weak users decode data, so R sum = R 1 + R2. Because there is not a w 2 making the two expressions of R 2 equality, we should try to increase the rate of R2 as much as possible. w 2 should be taken at the extremely position, where the R 2 is u max (T 2 ). If R2 is larger than R 1,2 when w 2 = u max (T 1 ), the sum rate is optimal when w 2 = u max (T 1 ). Here, the Theorem 4 has been proved.
In general, a two-dimensional vector can be represented by a linear combination of u max (T 1 ) and u max (T 2 ) because u max (T 1 ) and u max (T 2 ) are the basis of two-dimensional vector (the probability that u max (T 1 ) and u max (T 2 )is nonorthogonal basis is very high). In this paper, we assume that w 2 is a linear combination of u max (T 1 ) and u max (T 2 ). We mainly employ BA to solve the optimal precoding vector of w 2 . To make it more clearly, we describe the BA in Algorithm 2.
The algorithm ceases until it reach the convergence criterion, which can be written as
where δ is a positive real number. In this paper, δ = 10 −2 . VOLUME 6, 2018 and (1) , make the iteration index k = 1,
= u max (T 1 ). 2: while not convergent do 3: Compute E(R2) and E(R 1,2 ) in terms of w 1 (k) ,w 2 (k) . 4 :
Update (k+1) = 0.5(α + β),
8: end if 12: end if 13: Update iteration index k = k + 1.
14:
repeat 3-13. 15 : end while
V. NUMERICAL RESULTS
In this section, simulations are presented to compare the sum rate of MISO-NOMA with Statistical Eigenmode space division multiple access (SE-SDMA) and OMA.
To measure the sum rate of the proposed GPA and BA, the user is assigned a fixed power coefficient, a = 0.2, b = 0.8. The noise power at the receiver is −110dB. The path loss model used is 128.1+37.6 log 10 (r)dB, where r(km) is the distance between the transmitter and users [10] . The distances between transmitter and user 1, user 2 are r 1 = 0.3km, r 2 = 0.5km, respectively. In this paper, 1 = 1.5 0 0 0.5 , 2 = 0.3 0 0 1.7 . Fig. 2 shows the ergodic sum rate of NOMA and SE-SDMA [24] . We simulate the performance of our proposed GPA and BA in all SNR. The CSI matrices are randomly generated. The precoder vectors of NOMA simulation use searching vectors of the GPA and BA, respectively. Simulation results show that the capacity of NOMA is superior to the SE-SDMA and OMA in the intermediate-SNR and high-SNR. The analytic results of the GPA and BA are slightly superior to simulations, this is due to the fact that R 2 is calculated according to (13) , not (10) . The BA outperforms GPA in the high-SNR because the BA can search the optimal precoding vectors whereas the GPA can only find the sub-optimal precoding vectors in the high-SNR. The proposed BA can achieve the same performance with the GPA on the whole.
In Fig. 3 , we compare the ergodic capacity when the strong user power coefficient from 0.1 to 0.5. The simulation results show that the power allocation has little influence on the ergodic sum rate when P = 20dB. The 1th user's rate of BA is superior to the GPA, the reason is that the rate of 1th user is optimal when w 1 = u max (T 1 ). The gap between the GPA and BA is consistent with Fig.2 when P = 20dB, a = 0.2. The rate of strong user increases monotonically with the increasing of a whereas the weak user is the opposite. The fairness of the users decrease when a increases.
VI. CONSLUSION
In this paper, we have provided the analytic expression of the ergodic capacity for two-user MISO-NOMA system. We proposed GPA for efficiently finding the optimal precoding vectors approximately. Due to the fact that the GPA has high computational complexity, a sub-optimal solution was derived by using bisection linear search precoding vectors, and the closed-form expressions of precoding vectors are given in extremely low-SNR and extremely high-SNR. Numerical results demonstrate that the GPA and BA can efficiently find the optimal precoding vectors, approximately.
APPENDIX A PROOF OF THEOREM 1
E[log 1 + SINR2 ] can be written as
The first item of (50) can be expressed as
We can obtain that y
The D 2 and F 2 can be obtained from (18) and (19) . So
Similarly, E log 1 + aγ |h 2 w 1 | 2 can be expressed as:
By the above explanation, the expression of (17) can be proved. Similarly, (20) also can be proved.
APPENDIX B PROOF OF SUM RATE's GRADIENTS
The gradients of R 1 , R2, and R 1,2 is as follows, we can derive the gradient of R sum according to the gradient of each of the following. 
∂R

