Cover set induction is known as a proof method that keeps the advantages of explicit induction and proof by consistency. Most implicit induction proof procedures are defined in a cover set induction framework. Contextual cover set (CCS) is a new concept that fully characterizes explicit induction schemes, such as the cover sets, and many simplification techniques as those specific to the "proof by consistency" approach. Firstly, we present an abstract inference system uniformly defined in terms of contextual cover sets as our general framework to build implicit induction provers. Then, we show that it generalizes existing cover set induction procedures.
Introduction
A major objective of the automated reasoning community is to propose frameworks and find methodologies to build provers for verifying properties in term generated models of first-order axiomatizations. Among the existing deduction techniques, induction is a most adequate proof method to prove such properties whenever the elements of the reasoning domain are ordered. Due to the inherent incompleteness of the inductive proof methods, during a proof by induction it may be necessary to use more suitable reasoning techniques. Therefore, an important requirement is to provide sound integration schemas of them within the induction-based provers.
Many theorem provers, for example, NQTHM (Boyer and Moore, 1979) , CLAM (Bundy et al., 1989) , RRL (Kapur and Zhang, 1989) or PVS (Owre et al., 1992) use structural induction (Aubin, 1979; Boyer and Moore, 1979; Walther, 1993) or Noetherian induction (Padawitz, 1992) . The induction is explicit since the premises and conclusions can be distinguished during a proof. The soundness of the induction schemas is ensured by arbitrary well-founded orders represented as termination functions.
The implicit induction methods issue from the "proof by consistency" approach, whose origins are in the seminal paper of Musser (1980) and later refinements in Huet and Hullot (1982) , Jouannaud and Kounalis (1989) , Fribourg (1989) , Bachmair (1988) and Küchlin (1989) . Based on rewriting and deduction procedures like Knuth-Bendix completion (Knuth and Bendix, 1970) , it checks automatically the consistency of a conjecture w.r.t. an equational specification. The induction argument is an implicit well-founded order induced by the rewrite operations. During the completion process, no premise or conclusion is mentioned. An advantage of the method is its ability to naturally perform mutual induction, i.e. a theorem may directly contribute to the proof of a lemma and vice-versa, because no hierarchy in the construction of lemmas is required. However, the proof scripts are hard to understand (Garland and Guttag, 1988) and, in the case of proof failure, the user does not know whether the initial conjectures have been refuted or not.
Cover set induction keeps the advantages of explicit induction and proof by consistency: (i) the global well-founded order over general sentences is made explicit and may contain arbitrary well-founded orders; and (ii) it allows mutual induction. The goal simplifications are guided by the global order as in the "proof by consistency" approach. The soundness of the deduction process is ensured whenever a goal is simplified with smaller instances of premises. More proof flexibility has been achieved by computing appropriate explicit induction schemes, called cover sets. Theorem provers based on cover set induction such as SPIKE (Bouhoula and Rusinowitch, 1995b) and Focus (Bronsard and Reddy, 1991) have pointed out the interest for mutual induction as a way to minimize the user interaction with the prover (Bouhoula and Rusinowitch, 1995a; Bronsard et al., 1996) . Several definitions of cover sets and descriptions of implicit induction methods are presented in Kounalis and Rusinowitch (1990) , Reddy (1990) , Bouhoula and Rusinowitch (1995a) , Naidich (1996) and Bronsard et al. (1996) .
In this paper, we introduce the contextual cover sets (CCSs) as general cover sets represented in a context made of "not yet certified" information that can be soundly used during the deduction process, consisting of appropriate instances of premises and conjectures which play the role of ad-hoc induction hypotheses. The usual cover sets are, here, particular CCSs having an empty context. The interest for manipulating CCSs with maximal contexts is twofold. On the one hand, the number of choices for goal deletion/simplification may increase and, by consequence, the number of proved theorems may increase, too. On the other hand, elements from the context may contribute in the construction of the cover sets. From this point of view, a maximal context would be equivalent to a maximal set of available cover sets in a proof step. Moreover, the choice of the cover set to be applied in a proof step is crucial for the global success of the proof. If the context is not maximal, it may happen that the useful cover set is unavailable, thus causing the failure of the global proof.
This paper is organized into eight sections and one appendix. In Section 2 we review some basic notions related to deduction systems and induction orders. In Section 3, we introduce the concept of CCSs and its properties, and develop several techniques to compose CCSs. Section 4 contains the description of an abstract inference system and the arguments for its soundness and refutational soundness. The system is generic and descriptive; its inference rules are uniformly formulated in terms of CCSs for which the maximal context is established. This section ends with a comparative study of several abstract procedures based on cover sets.
The rest of this paper addresses the problem of incorporating different reasoning techniques, in a sound manner, within our induction framework. The CCSs are generated by the application of reasoning modules that, in our framework, implement the reasoning techniques to be used by a prover. According to the reasoning technique, it may occur that the generation of the CCS depends on some conditions whose verification requires inductive reasoning. In these cases, we say that a reasoning module implementing such reasoning techniques is integrated in an inference system if the conditions are checked by a recursive call to the prover. In Section 5, we present the concept of reasoning module and the soundness of the integration schema of arbitrary reasoning modules in the abstract inference system.
As a case study, in Section 6 the inference system of SPIKE is described as an instance of the abstract inference system integrating reasoning modules based on rewriting techniques appropriate for conditional theories. Some benefits can be easily achieved as a consequence of this instantiation, such as: (i) the immediate conclusion that SPIKE is sound and refutationally sound; (ii) the automatic expansion of some contexts to the maximal contexts allowed by the abstract procedure; (iii) the sound extension of the inference system in a modular and incremental way, by the addition of reasoning modules implementing new reasoning techniques; or (iv) the design of new inference rules in terms of CCSs obtained from the composition of the existing ones with those generated by new reasoning modules. We give as an example the definition of a reasoning module that builds CCSs for clauses containing arithmetic information. Another example, defined in Section 7, implements the inductive semantic subsumption reasoning technique (Stratulat, 1998 ). The inference system of SPIKE incorporating this technique has been used to prove the correctness of the MJRTY algorithm (Boyer and Moore, 1991) by performing a combination of inductive and arithmetic reasoning. The last section concludes with a summary of the results and sketches future work. The SPIKE specification of MJRTY is given in the Appendix.
Basic Notions
We recall some basic notions and introduce several notations that will be used in this paper.
Let V be a countable alphabet containing a finite set F of ranked function symbols, a finite set P of ranked predicate symbols and a countable set X of variables. Assume L to be a recursive set of sentences over V. We denote by T (F, X ) the set of terms built over F and X , and by T (F) the set of ground terms, i.e. terms containing no variables. A constant is a function with zero arguments. An atom is an expression p(t 1 , . . . , t n ), where p ∈ P and t 1 , . . . , t n are terms. A clause, written as a 1 ∧ · · · ∧ a n ⇒ a 1 ∨ · · · ∨ a m (or equivalently ¬a 1 ∨· · ·∨¬a n ∨a 1 ∨· · ·∨a m ), is the pair of multisets † of atoms ({a 1 , . . . , a n }, {a 1 , . . . , a m }). Any quantifier-free first-order sentence can be represented as a set of clauses, suggested by (one of) its conjunctive normal form. We denote by V ar(φ) the set of variables from the sentence φ. A (ground) substitution maps variables to (ground) terms. By φσ, we denote the instance of the sentence φ obtained from the application of the substitution σ to φ. † Extended to a set of sentences, Φσ is the set of instances {φσ | φ ∈ Φ}. Given Φ a set of sentences, we denote by Φ ( Φ) the conjunction (disjunction) of the sentences from Φ. If Φ is empty, then ∅ ( ∅) corresponds to the propositional true (false). We say that a binary relation R over sentences (resp. terms) is stable if whenever φ 1 R φ 2 then (φ 1 σ) R (φ 2 σ), for any two sentences (resp. terms) φ 1 , φ 2 and substitution σ mapping variables from V ar(φ 1 ) ∪ V ar(φ 2 ) to terms. We say that R is compatible with function and predicate symbols if whenever t 1 R t 2 then f (. . . t 1 . . .) R f (. . . t 2 . . .), for any two terms t 1 , t 2 and f ∈ F ∪ P. R * denotes the transitive closure of R. The positions of a term consist in natural number sequences that allow to locate in the tree structure of a term each of its function symbols or variables. A special symbol represents the position of the root symbol. By t/u we indicate the subterm of t at position u, i.e. the subterm whose root symbol is at position u. The notation t[s] (t[s] u ) specifies that s is a subterm of t (at position u). A term s is a proper subterm of t if there exists a position u = of t such that t[s] u . The notion of position of a term can be extended for clauses by specifying the multiset in the pair, the atom in the multiset, ‡ the term in the atom and the position in the term.
deduction systems
Deduction systems are fundamental for the proof theory since they establish the theoretical basis for mechanically checking whether a conjecture to be proved is a logic consequence of the axioms of a specification.
Delete axiom: successful derivation starts with an empty set of premises, then the elements of E 0 are theorems. Any finite derivation of a set of theorems is a proof.
Example 2.1. (Equational Deduction System)
In an equational deduction system, the only predicate symbol is "=" and any sentence is an equation s = t, with s and t two terms represented as the pair (s, t). An inference system E for the equational deduction system is presented in Figure 1 . The first two inference rules delete axiom instances and identities, respectively, from the current set of conjectures. The other inference rules perform inverse operations for symmetry, transitivity, replacement by substitution and congruence. For example, given the set of axioms {g(x, x) = x} and the initial conjecture a = g(a, g(a, a)), the proof ({a = g(a, g(a, a))}, ∅) E ({g(a, g(a, a)) = a}, ∅) E ({g(a, g(a, a)) = g(a, a), g(a, a) = a}, ∅) E ({g(a, g(a, a)) = g(a, a)}, ∅) E ({a = a, g(a, a) = a}, ∅) E ({g(a, a) = a}, ∅) E (∅, ∅)
is obtained by the successive application of Symmetry, Expansion, Delete axiom, Decomposition, Delete identity and Delete axiom rules to the underlined equations. It can be shown that Ax E s = t iff s ↔ * Ax t, where ↔ Ax is the relation defined by t[aθ] p ↔ Ax t[bθ] p , such that p is a position in t, θ a substitution and a = b ∈ Ax.
We say that a sentence φ is a deductive consequence of the axioms Ax and we write Ax |= φ if φ is valid in any model of Ax. An important property of a deduction system is its soundness, i.e. any theorem (w.r.t. a set of axioms) is a deductive consequence of the axioms. The arguments for the soundness proof of E are similar to Birkhoff (1935) . 
induction orders
Any proof by induction assumes the existence of an order over the elements of the reasoning domain. After introducing some basic notions, we recall a way of constructing orders over particular sentences like equational clauses.
A quasi-order ≤ is a reflexive and transitive binary relation. An equivalence is a reflexive, transitive and symmetric binary relation. The equivalence part ∼ of a quasi-order ≤ is defined by x ∼ y iff x ≤ y and y ≤ x, and its strict part <, by x < y iff x ≤ y and y ≤ x. A relation ≤ is well-founded if there is no infinite strictly descending sequence s 1 > s 2 > · · · of elements. A quasi-order ≤ is stable if < is stable, and strongly stable if, in addition, ∼ is also stable. A reduction quasi-order is a well-founded quasi-order that is stable and compatible with function and predicate symbols. Two well-founded orders, ≤ 1 and ≤ 2 , defined on the same set of elements, are compatible if < 1 ∪ < 2 is included in a well-founded order.
A term order is a reduction quasi-order over terms and atoms. A decreasing quasi-order over terms is a term order t such that s ≺ t t if s is a proper subterm of t. An order over terms can be generated from a partial order over the set of function symbols, such as LPO (Lexicographic Path Order) (Kamin and Lévy, 1980; Dershowitz, 1982) . LPO is a decreasing quasi-order and incremental with regard to the precedence, i.e. the extension of an order resulted by adding new function symbols in the precedence is compatible with the order.
Orders over sentences can be built from orders over terms. Let us consider the case when the sentences are clauses. Since a clause is represented as a pair of multisets of atoms, it is natural to consider the orders over clauses as multiset extensions of the orders over terms. Several multiset orders are currently available. They can either be of general applicability, like max-extension (Bronsard et al., 1996) or that in Dershowitz and Manna (1979) , or defined for specific types of sentences, as the quasi-orders over equational clauses, † Bachmair (1988) and Bouhoula et al. (1995) obtained from orders over equations (Reddy, 1990) . We assume that \ \ and are the difference and the union operation for multisets, respectively. Firstly, we define the multiset extension of a quasi-order ≤. Then, we present an order over clauses which instantiates an order over clause instances (Naidich, 1996) .
Definition 2.2. (Multiset Extension of a Quasi-order)
Let ≤ be a quasi-order over a set A and A 1 , A 2 two multisets built with elements of A. We denote by A 1 and A 2 the multisets A 1 \ \A 2 and A 2 \ \A 1 , respectively. We write A 1 A 2 if, for any a ∈ A 1 , there exists b ∈ A 2 such that a < b.
Given a well-founded quasi-order ≤, its multiset extension is also well-founded. We
Example 2.2. (Orders for Equational Clauses) Let t be a quasi-order over terms and ≤ ≤ t its multiset extension. The complexity of an equation e of the form s = t, denoted by Comp(e), is defined as the multiset {s, t}. Assume that max(A) denotes the multiset of ≤-maximal elements of the multiset A and that C is the clause
Comp(e j )). The order over clauses, c , is defined by
If t is a reduction quasi-order then c is a strongly stable well-founded quasi-order compatible with t .
Inductive Theory and Contextual Cover Sets
Let Ax be a set of axioms. The reasoning domain characterizes the kind of consequence relation between the axioms and the conjectures. In the case of algebraic specifications (Ehrig and Mahr, 1985) , the models of interest have the domain isomorphic to a set of ground terms (term-generated models). We are interested in studying a particular class of consequence relations, representing refined inductive consequences.
The classical inductive consequence relation is part of this class. † If we assume that the sentences are equational clauses, we can find other refined inductive consequence relations:
(1) Initial Consequence. This relation, denoted by |= ini , is often employed when the specifications are equational or conditional. ‡ The axioms induce a congruence relation which splits the universe of the ground terms in congruence classes. The reasoning domain consists of the representatives of each congruence class. By using Proposition 3.1 of Bouhoula (1997) , |= ini can be considered as an instance of |= ind * .
(2) Observational Consequence. Denoted by |= obs , this relation is appropriate whenever there are differences between a property stated within a specification and its implementation (Bernot et al., 1994) . The implementation is considered to be sound if these differences are not observable, i.e. the external behavior satisfies the properties of the specification. In the paper (Berregeb et al., 1998) , it is defined an observational consequence relation adequate to conditional specifications. Theorem 1 of this paper is an operational characterization of |= obs and shows that it is a refined inductive consequence.
(3) Consequence Relation for Parameterized Specifications. The multi-sorted algebraic specifications (Navarro and Orejas, 1987; Kirchner, 1991) may admit parameterized sorts. The consequence relation is defined on a reasoning domain consisting of ground terms of non-parameterized sort. For parameterized conditional specifications, we can define a consequence relation as in Bouhoula (1996) . Lemma 3.4 of this paper proves its membership to the class of refined inductive consequences.
(4) Consequence Relation for Positive/Negative Conditional Specifications. These specifications contain general forms of conditional equations allowing disequations in their conditional part. An adequate consequence relation, defined in a similar manner as the initial consequence, is presented in Avenhaus and Madlener (1997) . Its Corollary 3.12 shows that this relation is a refined inductive consequence.
Note that the deductive consequence relation is not a refined inductive consequence. † See Wirth and Gramlich (1994) and Bronsard et al. (1996) for discussions. ‡ The axioms of a conditional specification are conditional equations of the form ∧ n i=1 a i = b i ⇒ l = r.
In the following, we assume the existence of an arbitrary refined inductive consequence relation, denoted by |= ind * . By Ax |= ind * φ, we mean that the sentence φ is not a consequence of Ax. If φ is ground, then φ is a counterexample. The notion of consequence can be extended to sets of sentences as follows. Let Φ be a set of sentences. Then we write, by abuse of notation,
If the sentences are clauses, the refined inductive consequence is defined in the following way: assuming that C is the clause a 1 ∧· · ·∧a n ⇒ a 1 ∨· · ·∨a m , then Ax |= ind * C iff for each ground substitution τ , (∀i ∈ [1..n] Ax |= ind * a i τ ) implies (∃j ∈ [1..m] Ax |= ind * a j τ ). The relation can be extended to quantifier-free first-order sentences. Let X be such a sentence. By [X] cnf , we denote the set of clauses {C | ∃ Φ such that C ∈ Φ and Φ = CN F (X)}, where CN F (X) is a conjunctive normal form of X. Then X is a consequence of Ax iff
Any arbitrary consequence relation |= λ satisfies the following properties.
Proposition 3.1. The following properties (P 1), (P 2) and (P 3) hold:
for any sentence φ and sets of sentences Φ, Ψ, Γ and Γ .
Proof. Let Φ be a set of sentences and φ a sentence. We will analyze, one by one, the properties (P 1), (P 2) and (P 3):
(P 1) If φ ∈ Φ then any model of Φ is also a model of φ. Therefore, Φ |= λ {φ}. 
From the hypothesis Φ ∪ Γ |= λ Γ and the transitivity property of |= λ , we conclude that Φ |= λ Γ . 2
These properties are also satisfied by |= ind * . They can be employed to deduce other useful properties. For example, given a sentence φ, if there exists a sentence ψ such that ψ counterexample which is a consequence of {φ} ∪ Ax, then φ is also a counterexample. This property is generalized for sets of sentences by Proposition 3.2.
Proposition 3.2. Let Φ, Γ and Γ be three sets of sentences such that Φ |= ind * Γ and
Proof. It is sufficient to contrapose Φ |= ind * Γ and Φ |= ind * Γ in the property (P 3). 2 According to Definition 3.1, one should verify a potentially infinite number of ground instances in order to establish the consequence relation. To solve this difficult task, a widely accepted solution is to manipulate a finite description of them. More exactly, we are interested in creating finite sets of sentences that "cover" all the ground instances of φ, called cover sets of φ.
In the following example, the cover sets can be built for clauses when the axioms are conditional rewrite rules and the consequence relation is initial.
Example 3.1. (Cover Set for Clauses) Let ≺ t be a decreasing order over terms.
Given a conditional rewrite system R obtained from the orientation of a set of axioms Ax, we define by → R the conditional rewriting relation (Bouhoula, 1997) as follows: let t be a term and u a position of it. We write t
for any terms s and t since t is obtained from s by replacing equals by equals.
is the representative of the congruence class made of all the terms for which t is the R-normal form.
A cover set for a conditional rewrite system R, denoted by CS(R), is a finite set of R-irreducible terms such that for all ground R-irreducible terms s, there is a term t in CS(R) and a ground substitution σ such that Ax |= tσ = s. From a cover set for a conditional rewrite system, we can build cover sets for clauses. A cover substitution for a clause C instantiates a particular subset of V ar(C) (called induction variables) by terms obtained from CS(R) whose variables are replaced by fresh ones. We will denote by CSΣ(C) the set of all possible cover substitutions for the clause C. Then, the set {Cσ | σ ∈ CSΣ(C)} is a cover set for the clause C.
General cover set definitions are given in Bronsard et al. (1996) and Naidich (1996) . We propose a more general cover set definition based on the notion of context. A context is a particular set of sentences, other than axioms, which can be soundly used during the deduction process. We firstly introduce the following notations: let ≤ be a quasi-order over the sentences, Φ a set of sentences and ψ a sentence.
where # is one of the symbols {<, ∼, ≤}.
Lemma 3.1. Let ≤ be a strongly stable quasi-order, φ a ground sentence and Φ a set of sentences. Then, for any sentence ψ ∈ Φ #φ and ground substitution τ , we have ψτ #φ, where # is one of the symbols {<, ∼, ≤}.
Proof. The relation # is stable. Let ψ be an arbitrary sentence from Φ #φ . Then, ψ#φ by the previously introduced notation. We assume that τ is a ground substitution. By the stability property of #, we have ψτ #φτ . On the other hand, φτ = φ, since φ is a ground sentence. Therefore, ψτ #φ. 2
Note that if Φ is an empty set, then Φ #φ is also empty, for any sentence φ and symbol # ∈ {<, ∼, ≤}. Let Ax be a set of axioms, ≤ a well-founded quasi-order over sentences and Φ, Ψ two sets of sentences. We say that Ψ contextually covers Φ in the context C, and write Φ Ax
Some particular CCSs are distinguished in the above definition: (i) the cover set if C 1 = C 2 = ∅; (ii) the strict CCS if Ψ ≤φτ is replaced by Ψ <φτ ; and (iii) the empty CCS if Ψ = ∅. They are not mutually exclusive; for example, any empty CCS is also strict.
We will present some properties of the CCSs. Firstly, the "contextually covers" relation between two sets of sentences is preserved by context augmentation.
Proposition 3.3. Let Φ and Ψ be two arbitrary sets of sentences and C 1 = (C 1 1 , C 2 1 ) and
Proof. By Definition 3.2 and the hypotheses, we have Ax∪C 1 1 ≤φτ ∪C 2 1 <φτ ∪Ψ ≤φτ |= ind * φτ , for any sentence φ ∈ Φ and ground substitution τ . Since C 1 1 ⊆ C 1 2 and C 2 1 ⊆ C 2 2 we obtain C 1 1 ≤φτ ⊆ C 1 2 ≤φτ and C 2 1 <φτ ⊆ C 2 2 <φτ . By the property (P 2) of the |= ind * relation from Section 3, it results Φ Ax C2 Ψ. 2
The "contextually covers" relation for an arbitrary context C and the axioms Ax is also a quasi-order since -(reflexivity) Φ Ax Assume that C = (C 1 , C 2 ). According to the CCS definition, the reflexivity property can be restated as Ax ∪ C 1 ≤φτ ∪ C 2 <φτ ∪ Φ ≤φτ |= ind * φτ , for any ground substitution τ and sentence φ ∈ Φ. Since φτ ∈ Φ ≤φτ , the reflexivity property is satisfied by the property (P 1).
The transitivity property can be generalized to "contextual covers" relations with different contexts.
Proposition 3.4. Let ≤ be a strongly stable well-founded quasi-order and
Proof. According to Definition 3.2, the hypotheses are Ax∪C 1 1 ≤φτ ∪C 2 1 <φτ ∪Ψ ≤φτ |= ind * φτ , respectively, Ax ∪ C 1 2 ≤ψσ ∪ C 2 2 <ψσ ∪ Γ ≤ψσ |= ind * ψσ, for any ground substitutions τ , σ and sentences φ ∈ Φ, ψ ∈ Ψ.
Assume that φ is a sentence from Φ and η is an arbitrary ground substitution. We should prove the conjecture that Ax∪(C 1 1 ≤φη ∪C 2 1 <φη )∪(C 1 2 ≤φη ∪C 2 2 <φη )∪Γ ≤φη |= ind * φη. By the first hypothesis, Ax∪C 1 1 ≤φη ∪C 2 1 <φη ∪Ψ ≤φη |= ind * φη. If Ax∪C 1 1 ≤φη ∪C 2 1 <φη |= ind * φη, then the conjecture is satisfied.
Otherwise, we get Ψ ≤φη |= ind * φη. We assume that ψ is an arbitrary sentence of Ψ ≤φη , for which ψ ≤ φη. Then, by the second hypothesis, we have Ax ∪ C 1 2 ≤ψµ ∪ C 2 2 <ψµ ∪ Γ ≤ψµ |= ind * ψµ, for any ground substitution µ. The sentences of Γ ≤ψµ are also in Γ ≤φη since ψµ ≤ φη (due to ψ ≤ φη, to φηµ = φη and to the strong stability property of ≤). For similar reasons, the sentences of C 1 2 ≤ψµ and C 2 2 <ψµ are included in C 1 2 ≤φη and C 2 2 <φη , respectively. By using the property (P 2), we can deduce that Ax
Some simple compositional properties of the CCS are stated by the next two propositions. They are especially useful for building new CCSs.
Proof. By the transitivity properties of ≤ and <. 2
Sets that contextually cover a given set of sentences Φ can also be built from different CCSs of sentences from Φ. For example, the union of the CCSs of each sentence from Φ contextually covers Φ, as it is further stated by Proposition 3.6. A particular case is when the non-empty CCS of each sentence from Φ is strict. In this case, their union strictly contextually covers Φ.
Proposition 3.6. Let C be a context and Φ = {φ 1 , . . . , φ n } be a set of sentences. Assume that Ψ i is a (strict) CCS for φ i in C, for each i ∈ [1..n]. Then ∪ i Ψ i (strictly) contextually covers Φ in C.
Proof. The proof follows from the observation that
Finally, we present an example where the CCSs can be composed to obtain new ones, by using the transitivity property together with Propositions 3.4 and 3.6.
Example 3.2. Given a non-empty finite set S of labels, called sorts, we assume that any term from T (F, X ) has a unique associated sort and, for any sort s ∈ S, there exists at least one ground term of sort s . The many sorted conditional theories (Goguen et al., 1978; Bouhoula, 1997) are described by conditional equations written as e 1 ∧ · · · ∧ e n ⇒ e, where e 1 , . . . , e n , e are equations of the form u = v with u and v two terms of the same sort.
The set of functions is divided into constructors and defined functions. We assume that the set of constructor symbols of sort nat (resp. bool) is {0, s} † (resp. {T rue, F alse}). Let Ax be a many sorted conditional system that defines the function symbols P : nat × nat → bool and ≤: nat × nat → bool:
R is assumed to be the conditional rewrite system resulting from the orientation from left to right of the conditional equations from Ax. A cover set for R is {0, s(z), T rue, F alse}, as in Example 3.1. The order over terms t is a LPO order based on the following increasing precedence over the function symbols: T rue, F alse, 0, s, ≤, P . We assume that c is an order over clauses derived from t , as in Example 2.2.
Let C be the clause P (x , y ) = T rue. If we consider CSΣ(C) = {{x → 0}, {x → s(z)}} as the set of cover substitutions for C then Ψ = {P (0, y ) = T rue, P (s(z), y ) = T rue} is a cover set of C. We can build strict CCSs for any element of Ψ. Firstly, CS r 1 = {T rue = T rue} is a strict cover set of P (0, y ) = T rue since (T rue = T rue) ≺ c (P (0, y ) = T rue) and Ax ∪ {T rue = T rue} |= ini P (0, y ) = T rue, by using the equation (4). In a similar way, CS r
Any strict cover set is also a strict CCS, in any context. Therefore, CS r 1 can also be considered as a strict CCS of P (0, y ) = T rue in the context (∅, {s(z) ≤ y = T rue}). By Proposition 3.6, CS r 1 ∪ CS r 2 is a strict CCS of Ψ in the context (∅, {s(z) ≤ y = T rue}). According to Proposition 3.5, CS r 1 ∪CS r 2 is also a strict CCS of C. The CCSs encountered in this example are sketched in Figure 2 . The sentences inside the dotted rectangles are strict CCSs.
The notion of the cover set, viewed as a particular CCS, corresponds to that from Bronsard et al. (1996) , which is a generalization of Reddy (1990) . Variants of it can be found in completion-based induction methods (Bachmair, 1988; Zhang et al., 1988; Kounalis and Rusinowitch, 1990; Kapur et al., 1991) .
Like the cover sets, the CCSs can be used to generate Noetherian induction schemas.
Proposition 3.7. (Contextual Cover Sets Noetherian Induction) Given a well-founded strongly stable quasi-order over sentences ≤ and a context C = (C 1 ,
Proof. The proof is done by refutation. Assume that φσ is a counterexample. Since ≤ is well-founded, there exists a minimal ground instance φθ that is also a counterexample.
From the first hypothesis, we deduce that Ax ∪ C 1 ≤φτ ∪ C 2 <φτ ∪ (∪ i {ψ i }) ≤φτ |= ind * φτ , for any ground substitution τ and, in particular, for θ. Since Ax |= ind * C 1 ∪ C 2 , by Proposition 3.2 it turns out that Ax |= ind * (∪ i {ψ i }) ≤φθ , i.e. there exist j and a ground instance ψ j η that is a counterexample smaller than or equivalent to φθ. From the second hypothesis and Proposition 3.3, Ax |= ind * {φ} <ψj . Therefore, there exists a counterexample φ ∈ {φ} <ψj such that φ < ψ j . We have φ < ψ j η, from the stability of <, φ < ψ j and φ η = φ . By using the transitivity of ≤, we deduce that the counterexample is smaller than φθ. This contradicts the minimality of φθ. 2
To introduce the last definition of this section, let C 1 = (C 1 1 , C 2 1 ) and C 2 = (C 1 2 , C 2 2 ) be two contexts associated with two different contextual cover sets of a sentence φ. We say that C 1 is smaller than C 2 if (C 1 1 ≤φ ∪ C 2 1 <φ ) ⊂ (C 1 2 ≤φ ∪ C 2 2 <φ ). A general deduction system with an implicit induction inference system based on CCSs is presented in the next section.
An Abstract Deduction System for Proving Inductive Theorems
As pointed out in Naidich (1996) , the similarity of many implicit induction procedures suggests the existence of a unifying framework that would allow modular extensions, generalizations and easy modifications of them. Several abstract inference systems are proposed, like I (Bouhoula, 1997) , I(Ax, ≥) (Naidich, 1996) , the implicit induction procedure from Bronsard et al. (1996) , denoted in the following by B or the "switched" frame inference system (Wirth, 1997) . For example, B generalizes the hierarchical induction procedure from Reddy (1990) and the inductive procedures for conditional equations from Kounalis and Rusinowitch (1990) , Bronsard and Reddy (1991) and Bouhoula and Rusinowitch (1993) . In this section, we propose an abstract inference system, uniformly specified in terms of CCSs, which is general enough to express the above abstract inference systems.
Let ≤ be a strongly stable well-founded quasi-order over sentences. Our abstract inference system A, presented in Figure 3 , consists of two inference rules: AddPremise and Simplify. Assume that one of the inference rules has been applied to the conjecture φ from the derivation state (E ∪ {φ}, H). † One effect of the rule application is the replacement of φ with a CCS Φ of it, built in a similar way for both of the rules. Firstly, a CCS Ψ of φ is generated in step (a). If it is empty, then Φ is an empty CCS of φ, according to step (b). Otherwise, Φ consists of the union of CCSs built for each element of Ψ, as in step (b'). In the case of the rule AddPremise, these CCSs are strict, so Φ strictly contextually covers Ψ, according to Proposition 3.6. By Propositions 3.3 and 3.5, it turns out that Φ is a strict CCS of φ. We proceed similarly for the Simplify rule, to show that Φ is a CCS of φ.
The main distinction between the inference rules is the addition of the processed conjecture to the set of premises when applying AddPremise, which leaves the opportunity for φ to participate in further inference steps of the derivation. The price to be paid for it is a set of stronger applicability conditions for AddPremise w.r.t. Simplify: if φτ is a ground instance of φ, then: (i) in step (a) of AddPremise, the context does not include instances of E or Φ equivalent to φτ ; and (ii) in step (b'), the contextual cover set Φ j built for any element ψ j of Ψ should be strict and the instances of Φ\ \Φ j and E from the context should be smaller than φτ .
Furthermore, we will prove some important properties of A, such as the soundness and refutational soundness. 
Ax is the axioms are used for constructing the CCSs encountered during the A-derivation.
The next proposition states a main property of A which will be used as the key argument for establishing the soundness of A.
Proposition 4.1. Let E 0 be a set of conjectures, H 0 a set of premises and Ax a set of axioms such that there exists a successful A-derivation starting with (E 0 , H 0 ). Then, for any conjecture φ ∈ E 0 and ground substitution τ , Ax ∪ H 0 ≤φτ |= ind * φτ .
Proof. The proof is done by contradiction. On the one hand, we assume that there is a sentence φ 0 ∈ E 0 and a ground substitution σ such that Ax ∪ H 0 ≤φ0σ |= ind * φ 0 σ. On the other hand, we assume that there exists a finite A-derivation
We define CE as the set of counterexamples of Ax ∪ H 0 ≤φ0σ smaller than or equivalent to φ 0 σ, contained by all the conjectures encountered in the derivation:
The set CE is not empty; it contains at least φ 0 σ. It also contains a minimal element because ≤ is well-founded. Since the derivation finishes with an empty set of conjectures, there exists a last step i ∈ [0..m − 1] when a conjecture φ, whose ground instances contain a minimal element of CE, is processed. We assume that the state i of the proof is characterized by E i = E ∪ {φ} and H i = H. We will prove that no inference rule can be applied to φ. In such a case, φ is persistent in the derivation. Consequently, this contradicts the hypothesis that the derivation finishes with an empty set of conjectures.
Let φτ be that minimal element of CE. We will do a case analysis according to the inference rule applied to φ.
(1) We assume that AddPremise has been applied to φ such that it produces the new set of conjectures Φ. Then, there exists a CCS Ψ of φ in the context (H, E ∪ Φ), by step (a). Either (i) Ψ and Φ are empty, if step (b) is executed, or (ii) by step (b'),
Hence, there exists a premise h i α ∈ (H i \ \H 0 ) whose ground instances contain at least an element of CE which is equivalent to φτ , according to Lemma 3.1. We will show that a contradiction arises by the application of AddPremise in a previous step of the derivation. We start from the observation that, during the derivation, the premises are accumulated one after the other in the initial set of premises H 0 . Let the step i be the minimal step in the derivation where the first premise, which is not a member of H 0 and contains an element of H 0 equivalent to φτ , is accumulated. We denote this premise by h. Such a step exists and it occurs previously or is identical to the step corresponding to the cumulation of h i α . Let hδ be the element of CE equivalent to φτ . We assume that the step i of the derivation is
We will reason in a similar manner as we did for the step i of the derivation.
On the other hand, for the same reasons as previously, we have Ax
On the other hand, we can show, as previously, that Ax ∪ H 0
and, consequently, any ground instance of any sentence from H ∼ψ j β is smaller than or equivalent to hδ, according to Lemma 3.1. So, Ax ∪
If step (b) is considered, then Ψ and Φ are empty. Then, Ax ∪ (H ≤φτ ∪ E <φτ ) |= ind * φτ and it turns out that Ax ∪ H 0 ≤φ0σ |= ind * (H ≤φτ ∪ E <φτ ). On the other hand, we have, as previously, that Ax ∪ H 0
.p] and a ground substitution γ such that ψ j γ is an element of CE, satisfying ψ j γ ≤ φτ . According to the hypotheses, Φ j is a strict CCS of ψ j in the context (H,
either the ground instances of (H\ \H 0 ) ∼ψj γ are smaller than φτ ; or (ii) they are equivalent to φτ , which is not possible because a contradiction is raised in both cases, as previously. It results that
. Therefore, a contradiction.
(2) We assume that the rule Simplify has been applied to φ such that it produces the new conjectures Φ. Then there exists a CCS Ψ of φ in the context (E ∪ H ∪ Φ, ∅) and (i) either Ψ and Φ are empty, or
∼φτ because we assumed that φ is the last conjecture in the derivation containing a minimal element of CE.
In the first case, if Ψ is empty then Φ is empty, too, and by consequence Ax
The following theorem states the soundness of the inference system A, for which any refined inductive theorem w.r.t. the axioms is a refined inductive consequence of them. Proof. In Proposition 4.1, we consider H 0 empty. 2
From another point of view, an A-derivation is an A-proof if A succeeds to build an empty set that contextually covers the initial conjectures.
Lemma 4.1. If Ax A ind * E 0 , then there exists an empty set that contextually covers E 0 .
Proof. By the compositional properties 3.4 and 3.6 of CCSs, each inference rule of A builds a CCS of the processed conjecture. Using Proposition 3.5, the set of conjectures from the final state contextually covers E 0 . Moreover, this set is empty since
Another property of an inference system, the refutational soundness, is useful for refuting the initial conjectures whenever a counterexample is detected during a derivation, under the assumption that the initial set of premises is empty. The property holds if any rule application preserves the validity of the state components. 
In order to obtain the refutational soundness property for A, it is sufficient to check whether the smallest covering criterion is satisfied by any inference rule of A. Proof. We assume an arbitrary A-derivation and its state at step i, denoted by (E i , H i ), such that Ax |= ind * E i ∪ H i . Let φ be the processed sentence from E i and Φ the new conjectures obtained after the application of an A-inference rule satisfying the smallest covering criterion. The state at step i + 1 is (E i+1 , H i+1 ) such that E i+1 = (E i \ \{φ}) Φ and H i+1 is H i to which we add {φ} if the rule is AddPremise. If Φ is empty then we can easily observe, by analyzing the definition of each rule of A from Figure 3 
Otherwise, assume that there exists a sentence ψ ∈ E i+1 ∪ H i+1 that contains a counterexample ψτ . Since Ax |= ind * E i ∪ H i , we have ψ ∈ Φ. Because the smallest covering criterion is satisfied, we deduce that there exists a ground substitution θ such
The inference system A is non-deterministic. For example, both of its rules are applicable if the conditions associated to steps (a) and (b) of AddPremise are satisfied. The non-determinism can be eliminated by fixing a global precedence over the rules. Since the successful derivations finish with an empty set of conjectures, a reasonable inference strategy would firstly try the Simplify rules which produce empty contextual cover sets for the processed conjecture. This instance, called Delete, is the inference rule represented in Figure 4 . 
Rule
System 
In the following, we will compare some abstract inference systems w.r.t. the system A under the assumptions that they work on the same reasoning domain and that ≤ is a strongly stable well-founded quasi-order over sentences. These systems are derived from B, the "switched" frame inference system, I(Ax, ≥) and I, and are presented in Figure 5 . We will assume that the reasoning domain for each of the systems is made of ground terms.
In Figure 5 (a), we present the inference system B. A variant of I(Ax, ≥), adapted to reason on sentences and denoted by I (Ax, ≥), is presented in Figure 5 (b). I(Ax, ≥) has been designed to manipulate instances of sentences (instead of sentences) in order to allow more flexible induction orders. A ground instance of a sentence φ is a pair (φ, γ), where γ is a ground substitution, and a ground instance (φ, γ) represents the ground sentence φγ. Hence, a ground sentence may have multiple representations as instances of sentences. On the other hand, since the orders used over such pairs are also strongly stable and well-founded, abstract inference systems based on instances of sentences can easily be obtained from the systems from Figure 5 , by appropriately replacing the orders over sentences with orders over instances of sentences.
Concerning the system I, it can result from the inference system I , defined in Figure 5(c) , by considering the sentences as clauses and the order ≤ as the order c on clauses, illustrated in Example 2.2. It is also assumed that the smallest covering criterion is satisfied by each I -rule.
Finally, Figure 5(d) illustrates a variant of the "switched" frame inference system, denoted by S. Its original version has been designed to manipulate positive/negative conditional specifications.
In Tables 1 and 2 , we have uniformly presented some inference rules of the systems from Figure 5 as instances of AddPremise and Simplify, respectively. Each table has four columns. The first two columns give the name of the instantiating rule and the abstract procedure to which it belongs. The next one indicates the CCS of the processed conjecture φ, together with its maximal context corresponding to step (a). In the last column, we display the maximal context of the CCS for the sentence ψ j , built in step (b').
Expand:
if there exists a cover set Ψ of φ such that, for any ground substitution τ and ψ ∈ Ψ,
if there exists a cover set Ψ of φ such that, for any ground substitution τ and ψ ∈ Ψ, The places where the CCSs should be strict are marked by '(strict)'. For example, for each rule from Table 1 , the CCS produced in step (b') is strict. A simple analysis of the CCSs and the maximal contexts describing each rule ends in the conclusion that the appropriate A inference rules, represented at the bottom line of each table, are the most general. Comparing AddPremise with the other rules from Table 1, the rule allows, in step (a), non-empty contexts for generating ∪ n j=1 ψ j . In step (b'), AddPremise allows: (i) w.r.t. the Generate rules, a context including instances of H equivalent to ψ j ; and (ii) w.r.t. the rule M.S.T., a context including instances of {φ} smaller than ψ j .
By analyzing Table 2 , if we restrict the A-rule Simplify such that: (i) at step (a), ∪ n j=1 ψ j is replaced by {φ} and the context is empty; and (ii) at step (b'), the context does not contain instances of φ smaller than ψ j , we get the definitions of S.S.T. and the other Simplify rules. The rule I -Simplify is an exception since, at step (b'), we do not use instances of H equivalent to φ and, in addition, the CCS is strict.
We conclude that A is a generalization of S, I (Ax, ≥) and I . The system B also instantiates A if A is expanded with the rule Lemma contained by B:
We can easily note that the expanded version of A is sound, since Lemma does not process sentences from the current set of conjectures. Consequently, it cannot eliminate the last sentence from the derivation containing the minimal element of CE (see the soundness proof of A and the proof of Proposition 4.1). Unfortunately, the refutational soundness property is lost if instances of E contain new counterexamples such that the smallest covering criterion is no longer satisfied.
The system I, as presented in Bouhoula (1997) , actually consists of three rules: Generate, Simplify and Delete, where Delete is an instance of Simplify. Hence, A is a generalization of I.
A Generic Schema for the Integration of Reasoning Modules in the Inference System A
The inference rules of the abstract inference system A, presented in Section 4, are essentially descriptive and specify, by means of the contexts associated with CCSs, what information can be used in order to derive sound proofs. We will detail in this section how the CCSs are implemented with the help of reasoning modules. Usually, a reasoning module is assumed to implement some particular reasoning technique to be used by a prover. In our framework, it represents the reasoning entity able to create elementary CCSs, i.e. CCSs which are not built by composition operations. According to the reasoning technique, it may occur that the generation of the CCS depends on some conditions whose satisfaction test requires inductive reasoning.
Definition 5.1. (Conditional and Unconditional Reasoning Modules) Let Ax be a set of axioms, Cxt = (C 1 , C 2 ) a pair of sets of sentences and φ a sentence. We denote by ℘ (S) the powerset of S. A conditional reasoning module M is characterized by two partial functions c M , g M : L × ( ℘ (L) * ℘ (L)) → ℘ (L) called condition and generate function, respectively. They take as input a sentence and a context and return a set of sentences. We say that M is applicable to φ in the context Cxt if for any ground substitution τ , Cxt) τ . An unconditional reasoning module M is characterized only by a generate function. In this case, M is applicable to φ in the context Cxt iff {φ} Ax Cxt g M (φ, Cxt).
When applying a conditional reasoning module M , it is sufficient to show that for any ground substitution τ we have Ax ∪ C 1 ≤φτ ∪ C 2 <φτ |= ind * c M (φ, Cxt)τ in order to obtain {φ} Ax Cxt g M (φ, Cxt). Another remark is related to the generate function. A reasoning module M may be able to generate CCSs for a given sentence φ and context Cxt. In this case, we assume that the generate function returns an arbitrary CCS. We can define conditional reasoning modules based on case analysis operations on equational clauses. The refined consequence relation that we consider is initial.
Example 5.1. Let C 1 , . . . , C n be equational clauses, Cxt = (C 1 , C 2 ) a pair of sets of equational clauses, c the order over clauses from Example 2.2, and C an equational clause such that C i ≺ c C, for each i ∈ [1..n]. The two functions, characterizing the reasoning module CA, are c CA (C, Cxt) . From the definition of c we can deduce that, for each i ∈ [1..n], the following facts hold
For any ground instance Cτ , it turns out that C i τ ∨Cτ c Cτ , by the first fact and the strong stability of c . According to Definition 5.1, we assume that for any ground substitution τ ,
In the following example, we show how unconditional reasoning modules can be implemented by considering conditional rewriting techniques. Let Cxt = (C 1 , C 2 ) be a pair of sets of equational clauses and C 1 , C 2 two equational clauses such that C 1 − − →
We define the generate function g CR of the unconditional reasoning module CR as g CR (C 1 , Cxt) = {C 2 }. Since C 2 c C 1 , c is strongly stable and − − → C R is stable, then for any ground substitution τ , we have
Due to the inherent incompleteness of the inductive proof methods, during a proof by induction it may be necessary to use other reasoning techniques more suitable on specific domains compatible with the considered reasoning domain. The next example illustrates the use of arithmetic-based reasoning techniques in the equational reasoning. The employed data structures are linear inequalities of the form i + i 1 * c 1 + · · · + i n * c n ≤ 0 where i, i 1 , . . . , i n are integers and c 1 , . . . , c n are variables. A linear inequality is impossible if i > 0 and i j ≥ 0, for all 1 ≤ j ≤ n.
Let P and P be two sets of linear inequalities. We write P ⇔ A P ∪ P if P is a linear combination of some inequalities from P , obtained by a high-school 'cross-multiplication and addition' operation. Then we write |= P A P if P contains the impossible linear inequality or there exists P such that P ⇔ * A P and P contains the impossible linear inequality.
We assume that there is a translation function, T R, transforming a set of clauses in a set of linear inequalities such that, for any clause C, it results that Ax |= ini C whenever |= P A T R({¬C}) ∪ T R(Ax).
For example, let C be the clause 2 * (x + y) ≥ (i + x + 1) = T rue ∨ 2 * (x − 1 + y) < (1 + i + x) = T rue and assume that the translation function transforms {¬C} in the set of linear inequalities
The "cross-multiplication and addition" process consists here only in the addition of inequation (6) and (7), to obtain the impossible linear inequality 3 ≤ 0. Let C be an equational clause and Cxt = (C 1 , C 2 ) a pair of sets of equational clauses.
A concrete inference system A(RM) is an instantiation of A defined in terms of a set RM of reasoning modules. In the rest of this paper, we assume that RM contains at least one unconditional reasoning module. In addition, we assume that the test of the conditions of any conditional reasoning modules from RM is performed with A(RM). For this case, we say that A(RM) is a recursive inference system and that the reasoning module is integrated in the system A: on the one hand, the CCSs employed at the application of an inference rule are generated by reasoning modules and, on the other hand, the system A(RM) is called to check the conditions of the conditional reasoning modules. Hence, the inference system and the conditional reasoning modules are mutually dependent. We notice that if the applicability conditions of the module M are smaller than or equivalent to the current conjecture, we can use the elements from the context as premises during their verification with A(RM).
The next example illustrates the derivation of a proof by A(RM).
Example 5.4. Let RM be the set of reasoning modules {CA, CR, P A}, defined in Examples 5.1, 5.2 and 5.3, respectively. We will assume that min is the function computing the minimum of two values, defined by the conditional rewriting system
An A(RM)-proof of the conjecture C, namely min(x, y) − y ≤ 0 = T rue, is shown in Figure 6 .
The A(RM)-derivation starts with the application to C of an AddPremise inference rule whose CCSs are implemented by the CA and CR reasoning modules. Firstly, CA builds the cover set C = {x ≤ y = T rue ⇒ min(x, y) − y ≤ 0 = T rue, x ≤ y = F alse ⇒ min(x, y) − y ≤ 0 = T rue} under the condition that x ≤ y = T rue ∨ x ≤ y = F alse. This corresponds to step (a) of the AddPremise definition from Figure 3 . In step (b'), for each element of C, CR builds a strict cover set by rewriting the t -maximal term min(x, y) − y ≤ 0 of C at the subterm min(x, y) with the conditional rewrite rules (8) and (9).
The condition x ≤ y = T rue ∨ x ≤ y = F alse will be checked by A(RM). In Figure 6 , the A(RM)-proof due to the recursive call to A(RM) is denoted by a dotted line. The derivation has only one step corresponding to the application of Delete. The empty CCSs are implemented with the P A reasoning module which transforms the negation of the clause x ≤ y = T rue ∨ x ≤ y = F alse into the conjunction of linear inequalities −x + y + 1 ≤ 0 and x − y ≤ 0. By their addition, the impossible inequality 1 ≤ 0 is obtained, and this allows us to conclude that the condition is an initial consequence of the axioms.
After the application of AddPremise,
is the new derivation state. During the last two derivation steps, the conjectures from E 1 are successively eliminated by the application of the Delete rule, as previously. In each step, the impossible inequality 1 ≤ 0 is produced. Finally, the derivation ends with an empty set of conjectures.
An A(RM)-derivation containing no recursive calls to A(RM) is linear, otherwise it is planar and consists of a set of layered linear A(RM)-derivations. For example, the planar derivation from Example 5.4 is made of two linear derivations. The vertical dimension of a planar A(RM)-derivation is introduced by the recursive calls to the inference system. In the following, the topmost linear derivation in a planar A(RM)-derivation will be considered as the main one, with the others as secondary.
A measure for the vertical dimension of a planar A(RM)-derivation is its depth. 
The depth of a step S from a linear derivation D is
where {M 1 , . . . , M p } ⊆ RM is the set of reasoning modules participating in the generation of the CCSs involved in step S. Finally, the depth of a derivation D is
Example 5.5. In Figure 6 , the depth of the A(RM)-proof is 1.
By Definition 5.2, we note that the involved conditional reasoning modules are applicable only after their conditions are proved. Below, we present an adequate definition of an A(RM)-proof. We note that Definition 5.3 is well-founded if the A(RM)-derivation is a A(RM)-proof. Moreover, we can conclude that the CCSs from its deepest derivations are generated only by unconditional reasoning modules.
The guarantee that the set of sentences, computed by the generate function of a conditional reasoning module, is a CCS depends not only on the correctness of the implemented reasoning techniques, but also on the soundness of the condition proof.
The following theorem states the soundness of the proposed integration schema of the reasoning modules from RM in the inference system A, ensuring that the integrated conditional reasoning modules indeed generate CCSs.
Theorem 5.1. (Soundness of A(RM) ) Let E be a set of sentences and Ax a set of axioms such that Ax
Proof. By induction on the depth of an arbitrary A(RM)-proof, we show the following property P : for any planar derivation whose main derivation is (E 0 , H 0 ) A(RM) · · · A(RM) (∅, H m ), we have Ax ∪ H 0 ≤φτ |= ind * φτ for any sentence φ ∈ E 0 and ground substitution τ .
(1) Base case. Let us assume that the depth of the A(RM)-proof is 0. From Definition 5.3, it turns out that the proof is linear, that H 0 is empty and that only unconditional reasoning modules have been used in the derivation. By Definition 5.1, any employed reasoning module returns a CCS. According to Theorem 4.1, we have Ax |= ind * E. (2) Step case. By induction hypothesis, we assume that any planar A(RM)-derivation of depth less than or equal to an arbitrary n ≥ 0 is sound. We will show that any planar A(RM)-derivation D of depth n + 1 satisfies the property P to finally state that it holds for any A(RM)-proof. By Definition 5.3, we can deduce that any secondary derivation of D has a depth smaller than or equal to n. They satisfy the property P , by induction hypothesis. We assume that M is an arbitrary conditional reasoning module from the main derivation of D, which generates a CCS in the context Cxt = (C 1 , C 2 ) for a sentence φ. We will analyze the applicability conditions of M , according to Definition 5.2.
-If Ax Cxt) . Hence, for any ground substitution τ and sentence ψ ∈ c M (φ, Cxt), we have Ax ∪ C 1 ≤φτ ∪ C 2 <φτ |= ind * ψτ .
-If c M (φ, Cxt) ≤ ≤ {φ} and the secondary A(RM)-derivation (c M (φ, Cxt), C 1 ) A(RM) · · · finishes successfully, then for any sentence ψ ∈ c M (φ, Cxt) and ground substitution τ , we have Ax ∪ C 1 ≤ψτ |= ind * ψτ . On the other hand, ψτ ≤ φτ , hence C 1
{φ} and the secondary A(RM)-derivation (c M (φ, Cxt), C 1 ∪ C 2 ) A(RM) · · · finishes successfully, then for any sentence ψ ∈ c M (φ, Cxt) and ground substitution τ , we have Ax ∪ (C 1 ∪ C 2 ) ≤ψτ |= ind * ψτ . On the other hand, ψτ < φτ , hence (C 1
In any of the above cases, the relation Ax ∪ C 1 ≤φτ ∪ C 2 <φτ |= ind * c M (φ, Cxt)τ is satisfied for any ground substitution τ . According to Definition 5.1, M computes a CCS of φ. By Proposition 4.1, it turns out that D satisfies the property P , for which H 0 is empty. 2
For example, the conjecture C from Example 5.4 has been proved with A(RM), where RM = {CA, CR, P A}. Hence, it is an initial consequence of the axioms (8) and (9), by Theorem 5.1.
Theorem 5.2. (Refutational Soundness of A(RM)) The inference system A(RM) is refutationally sound if the smallest covering criterion is satisfied.
Proof. Any reasoning module called in the main linear A(RM)-derivation returns CCSs, as shown in the proof of Theorem 5.1. By Theorem 4.2, the inference system A(RM) is refutationally sound. 2
A Case Study: a Recursive Inference System for SPIKE Theorem Prover
The implementations of the inference system A(RM), described in Section 5, correspond to executable procedures, and can be obtained by specifying -the reasoning domain, -the class of sentences, -the set of axioms, -the global (strongly stable well-founded) quasi-order ≤ over sentences, -the set of reasoning techniques to be implemented and the associated elementary reasoning modules, -the inference rules in terms of CCSs, and -the strategy for the rule applications in the derivations.
In this section, we will focus on the inference system J, presented in Bouhoula (1997) as a generalization of previous procedures from Bouhoula and Rusinowitch (1995a) . It describes the inference system of the SPIKE theorem prover (Bouhoula and Rusinowitch, 1995b ) and variants of it concerning the parameterized specifications (Bouhoula, 1996) .
SPIKE is able to check initial consequence relations in many sorted theories whose axioms are first-order conditional equations and the conjectures are equational clauses. We assume that the global order over equational clauses is c from Example 2.2, which is less restrictive than the decreasing order used in Bouhoula (1997) .
The main operations performed by SPIKE are inductive rewriting, case analysis and the elimination of tautologies and subsumed clauses. As usual, Ax will denote the set of axioms and R the conditional rewrite system obtained by orienting the axioms. The following simplification technique combines the case analysis and conditional rewriting methods, similar to those presented in Examples 5.1 and 5.2, to simplify a clause with conditional rewrite rules.
-either Cσ is a tautology and E σ = ∅, -or Cσ → R H∪E∪{C} C and E σ = {C } -otherwise, E σ = RecursiveCaseAnalysis (Cσ) 
A tautology is, by definition, a clause which contains a term equation of the form t = t in the second multiset of the pair representing the clause. † In order to introduce the following notion of subsumption, we premise that a clause C 1 ≡ a 1 ∧· · ·∧a n ⇒ b 1 ∨· · ·∨b m is a subclause of the clause C 2 ≡ a 1 ∧· · ·∧a r ⇒ b 1 ∨· · ·∨b s iff {a 1 , . . . , a n }\ \{a 1 , . . . , a r } = ∅ and {b 1 , . . . , b m }\ \{b 1 , . . . , b s } = ∅. Definition 6.3. (Clausal Syntactic Subsumption) Let C 1 and C 2 be two clauses. We say that C 1 subsumes C 2 if C 1 σ is a subclause of C 2 for some substitution σ.
In the above definition, we remark that C 1 σ c C 2 .
In Definition 6.2, it is not specified how the inductive consequence test of n i=1 P i σ i is performed. Let the Recursive Case Analysis function be an implementation variant of Case Analysis for which the test is done by a recursive call to J. In the following, we will analyse a recursive implementation of J, denoted by J and described in Figure 7 , obtained from J by replacing Case Analysis with Recursive Case Analysis. Moreover, in Definition 6.2 if we restrict s to be a subterm of a t -maximal term of C, we get the rule Recursive Case Analysis'. This restriction guarantees that any clause of C is smaller than C. It is implicit in the definition of the function Case Analysis from Bouhoula (1997) since the employed decreasing order allows us to derive C[a] p ≺ c C[a ] p whenever a ≺ t a , for any clause C, position p and terms a and a .
The Generate rule firstly builds a cover set of the processed conjecture by instantiating it with cover substitutions, as in Example 3.1. Each instance is either eliminated if it is a tautology or simplified by an inductive rewriting or case analysis operation. The processed conjecture is firstly replaced by the set of new conjectures obtained from the simplification operations, and afterwards added to the set of premises. The Case Simplify (resp. Simplify) rule permits the simplification of the processed clause by performing case analysis (resp. inductive rewriting) operations. The rules Subsume and Delete Tautology eliminate redundant and trivial clauses, as the subsumed clauses and tautologies, respectively.
In the sequel, we will define a set of reasoning modules to be used in the implementation of the inference system J .
The reasoning module IR. IR is an unconditional reasoning module based on inductive rewriting. Assume that H is a set of conditional equations and C, C two equational clauses such that C → R H C . The generate function for IR is g IR (C, H ≺cC ) = {C } if C → R H C . Then, {C } is a strict CCS of C, as stated by the following proposition.
Proposition 6.1. Let C and C be two equational clauses and H a set of conditional equations such that C → R H C . The following statements hold: (i) for any ground substitution τ , Ax ∪ H ≺cCτ ∪ {Cτ } |= ini C τ ; and (ii) C is a strict CCS for C in the context (∅, H).
Proof. Assume that C → R H C . Then, there exists a term a in C that is rewritten to a in order to result C . According to Definition 6.1, during the rewriting process only conditional equations from R ∪ H ≺cC are used, giving Ax ∪ H ≺cCτ |= ini (a = a )τ for any ground substitution τ . Then, (i) Ax ∪ H ≺cCτ ∪ {C[a] p τ } |= ini C[a ] p τ , and also (ii) Ax∪H ≺cCτ ∪{C[a ] p τ } |= ini C[a] p τ . On the one hand, the smallest covering criterion is satisfied, since Ax ∪ H ≺cCτ ∪ {Cτ } |= ini C τ , by using the first fact.
On the other hand, according to Definition 6.1, we have C ≺ c C. Since ≺ c is stable, we have C θ ≺ c Cθ, for any ground substitution θ, and in particular for τ . Hence, fact (ii) becomes Ax ∪ H ≺cCτ ∪ C ≺cCτ |= ini Cτ . It turns out that C is a strict CCS for C in the context (∅, H). 2
The reasoning modules RCA and RCA . The conditional reasoning module RCA implements the case analysis operation from Definition 6.2 in order to build strict CCSs. Given a clause C and a context Cxt = (C 1 , C 2 ), its generate function, g RCA (C, Cxt), returns a set of clauses C = {P 1 σ 1 ⇒ C[s 1 ], . . . , P n σ n ⇒ C[s n ]} if there exists an equation of C of the form s = t or t = s such that there exists a set of rules
The reasoning module RCA is a restricted version of RCA since s should be a subterm of a t -maximal term of C.
The CCS is built in two steps, as in Example 3.2. Firstly, C = {P 1 σ 1 ⇒ C[sσ 1 ], . . . , P n σ n ⇒ C[sσ n ]} is a CCS for C in the context Cxt, as in Example 5.1. Then, for
Consequently, C is a CCS (strict for RCA ) of C in the context Cxt. Moreover, for any φ ∈ C and ground substitution τ ,
Hence, the smallest covering criterion is satisfied for any inference rule which would replace C by C.
The reasoning modules CSΣ, T and CS. We will define the unconditional reasoning modules CSΣ, T and CS whose generate functions are, respectively: -g CSΣ (C, (C 1 , C 2 )) returns C = {Cσ | σ ∈ CSΣ(C)}, defined in Example 3.1. On the one hand, C is a cover set for C, as already mentioned in this example. On the other hand, for each C ∈ C and any ground substitution τ , there exists a ground substitution τ such that Ax ∪ C 1 c C ∪ C 2 ≺cC ∪ {Cτ } |= ini C τ . If σ ∈ CSΣ(C) and C is the instance Cσ, we define τ = στ . Therefore, the smallest covering criterion is satisfied by any inference rule that would replace C by C.
-g T (C, Cxt) is an empty CCS for C in any context Cxt. This is due to the fact that C is a tautology which implies that we have ∅ |= ini C , for any tautology C .
-g CS (C, (C 1 , C 2 )) is an empty CCS for C in the context Cxt under the assumption that C is subsumed by one of the clauses from Ax ∪ C 1 c C ∪ C 2 ≺cC . Therefore, Ax ∪ C 1 c Cτ ∪ C 2 ≺cCτ |= ini Cτ , for any ground substitution τ .
Theorem 6.1. (Soundness and Refutational Soundness of J ) Assume that RM is the set of reasoning modules {IR, RCA, RCA , CSΣ, T, CS}. Then, the inference system J is sound and refutationally sound, as an instance of A(RM).
Proof. We will analyze one by one the inference rules of J . Firstly, we identify the A-rule that is instantiated by the J -rule. Then, we build the required CCS for each step, by identifying the appropriate reasoning module and context. We assume that the J -rule is applying to clause C in the arbitrary J -derivation state (E ∪ {C}, H).
-Generate is an instance of A-AddPremise (see Figure 3 ). The CCS of C needed at step (a) of A-AddPremise is C = g CSΣ (C, (∅, ∅)). Since it is not empty, for each clause Cσ of C, E σ is either a strict contextual cover set generated at step (b') by one of g RCA (Cσ, (∅, ∅)), g IR (Cσ, (∅, H ∪ E ∪ {C}) and g T (Cσ, (∅, ∅)), or an empty CCS at step (b'), by g T (Cσ, (∅, ∅) ). On the one hand, in each of the steps, the context used by Generate is smaller than the maximal context allowed by A-AddPremise and, on the other hand, the smallest covering criterion is satisfied while passing from {C} to C and from any Cσ of C to E σ . Therefore, the smallest covering criterion is also satisfied by Generate. -Case Simplify is an instance of A-Simplify. In step (a), the CCS of C is {C}.
In step (b'), the set E is g RCA (C, (∅, ∅) ) which is a strict cover set for C. The smallest covering criterion is satisfied by Case Simplify, by similar reasons as in the previous case. -Simplify is an instance of A-Simplify. The CCS of C at step (a) is {C}. The strict CCS of C at step (b') is {C } = g IR (C, (∅, H ∪ E)), according to Proposition 6.1. Also, the context (∅, H ∪ E) is smaller than the maximal context allowed by A-Simplify, i.e. (H ∪ E, ∅). By the same proposition, we deduce that the rule satisfies the smallest covering criterion.
Negative Decomposition:
if f and g are two distinct free constructor symbols.
.n] such that x i is different of t i and x i ∈ V ar(t i ) and t i is a constructor term that is inductively R-irreducible.
if f and g are two distinct free constructor symbols. -Subsume is an instance of A-Delete. The CCS at step (a) is {C} and the empty CCS at step (b') is g CS (C, (E ∪ H, ∅) ). The context (E ∪ H, ∅) equals the maximal context allowed by A-Delete. -Tautology is an instance of A-Delete. The CCS at step (a) is {C} and the empty CCS of C at step (b') is g T (C, (∅, ∅)).
By Theorem 5.1, the system J is sound and, by Theorem 5.2, refutationally sound. 2
In a SPIKE specification, the constructors are free † and the axioms are based on constructors. We will extend the set of inference rules of J with the following structural inference rules (Bouhoula, 1997) : Positive Decomposition, Negative Decomposition, Positive Clash Eliminate Trivial Equations, Delete, Occur Check and Negative Clash, presented in Figure 8 .
The ground convergence of the underlying rewrite system R is an important requirement for proving the soundness and the refutational soundness of the extended J . Theorem 6.2. The extended inference system J is sound and refutationally sound under the condition that R is a ground convergent rewrite system.
Proof. We define the unconditional reasoning modules P D, N D, P C, ET E, D, OC and N C, whose generate functions are, respectively:
) ∨r and f is a free constructor symbol. C is a cover set of C if for any ground substitution τ , we have Ax ∪ C c Cτ |= ini Cτ . This relation is satisfied since (i) by the subterm property, for any i ∈ [1..n] the term s i (resp. t i ) is smaller than f (
∨ r and f is a free constructor symbol. We will show that {C } is a cover set of C. Let τ be a ground substitution. On the one hand, we have Ax ∪ {C τ } |= ini Cτ . This comes out from the fact that
)τ since R is ground convergent and f is a free constructor symbol. On the other hand,
) ∨ r and f , g are two distinct free constructor symbols. For any ground substitution τ , we have, on the one hand, that Ax ∪ {r} c Cτ |= ini (f ( 
.n] such that x i is different to t i and x i ∈ V ar(t i ), where t i is a constructor term that is inductively R-irreducible. We have Ax |= ini n i=1 ¬(x i = t i ) ∨ r.
-g N C (C, Cxt) is an empty cover set of C ≡ ¬(f ( → s ) = g( → t )) ∨ r if f and g are two distinct free constructors. Since f ( → s ) and g( → t ) are not joinable and R is a ground convergent rewrite system, we deduce that Ax |= ini ¬(f (
We add to RM the reasoning modules P D, N D, P C, ET E, D, OC and N C. Assume that the processed conjecture is the clause C from the current state (E ∪ {C}, H) of an arbitrary J -derivation. As previously, we will define each new inference rule of J as an instance of an A-rule which has the set {C} as the CCS of C needed at step (a). For each of them, we will only specify the CCS built at step (b'): ∅) ). For any ground substitution τ , we have
cnf τ since R is ground convergent and f is a free constructor symbol. Hence, the smallest covering criterion is satisfied. Table 3 . The J -inference rules as instances of A rules. ∅) ). The smallest covering criterion is satisfied because for any ground substitution τ , we have Ax ∪ {(f ( ∅) ), respectively.
The soundness and refutational soundness of J result from Theorems 5.1 and 5. 2, respectively. 2 We remark that, in the case when R is not ground convergent, the system J without the rules Negative Decomposition and Negative Clash keeps its soundness, while J without the rules Positive Decomposition and Positive Clash remains refutationally sound.
In Table 3 , we summarize the presentation of each inference rule of J , listed in the first column, as an instance of the appropriate A rule specified in the second column. For each J rule, the last two columns contain the reasoning modules and the contexts to be used at steps (a) and (b'), respectively.
SPIKE is able to prove conjectures automatically. Listed below is the priority over the inference rules to be applied in a new inference step, corresponding to a strategy which attempts, firstly, the elimination of the trivial/redundant clauses, then the clause normalization and, finally, the generation of new lemmas:
(1) structural rules that instantiate A-Delete: Tautology, Delete, Occur Check and Negative Clash; (2) other rules that instantiate A-Delete: Subsume;
(3) structural rules that instantiate A-Simplify: Positive Decomposition, Negative Decomposition, Positive Clash and Eliminate Trivial Equation;
(4) other rules instantiating A-Simplify: Simplify and Case Simplify; (5) rules instantiating A-AddPremise: Generate.
Some sound improvements of the SPIKE inference system can be directly obtained just because it is an instance of A.
Use of the maximal context allowed by the A-rules. Some of the reasoning modules, such as IR and CS, are dependent of the context's content when generating the CCSs. In these cases, the context can be extended to the maximal context allowed by the corresponding step of the A-rules they instantiate. For example, the context of the CCS generated by IR at step (b') of Generate, more precisely (∅, H ∪ E ∪ {C}), can be extended to (H, E ∪ {C}), which corresponds to the maximal context of step (b') of AddPremise.
Use of (non-necessarily strict) CCSs in instances of A-Simplify. For example, the CCS built by IR at step (b') of Simplify is strict. Since this is not required by A-Simplify, the condition C[a ] u ≺ c C[a] u from Definition 6.1 can be weakened to C[a ] u c C[a] u in order to generate a more general CCS. This will raise the restriction to rewrite only to subterms of t -maximal terms of the processed conjecture.
Extension of the maximal contexts by the augmentation of the premise set. Any processed conjecture by the rule Simplify can be added to the premise set. In this case, we can remark that Simplify would be an instance of A-AddPremise. A similar remark for the rule Case Simplify if we employ the reasoning module RCA instead of RCA.
Construction of more powerful CCSs by the composition of existing CCSs. Due to the compositional properties of the CCSs, described by Propositions 3.4 and 3.6, one can build more complex CCSs. For example, we can use the subsumption technique inside the rule Generate. In order to do this, it is sufficient to use the reasoning module CS at step (b') of Generate, to generate CCSs of g CS (Cσ, (H, E ∪ {C}) ). In this case, ∪ σ E σ would be a CCS built with the help of RCA , IR, T and CS reasoning modules.
Modular and incremental extensions of the inference system by new reasoning techniques. Assume that new reasoning techniques are to be incorporated in the prover. Then, elementary reasoning modules may be devised to implement these techniques and/or new reasoning modules may be created by their composition with the existing ones. The kind of the CCS they build and its allowed maximal context in a given step of an inference rule should be compatible with those of the corresponding A-rule. Examples are given in Section 7.
Use of the premises and conjectures from the current inference step as premises in secondary derivations. The conditions of the reasoning modules RCA and RCA are smaller than the conjecture C to which we want to build a CCS at an inference step (E ∪ {C}, H). By Definition 5.2, the initial premise set from the secondary derivation which checks the conditions can contain the two components of the current context. As Table 3 shows, RCA and RCA are used at step (b') of Generate and Case Simplify, respectively. Knowing that Generate instantiates A-AddPremise, and Case Simplify the rule A-Simplify, by analyzing the corresponding maximal contexts from Tables 1 and 2, we can remark that the initial set of premises from the secondary derivation can be H ∪ E ∪ {C}.
Incorporating New Reasoning Techniques in SPIKE
In this section, we firstly present a new reasoning technique, called the inductive semantic subsumption. We will show how it can be soundly incorporated in SPIKE in a modular way. The new inference system has been used to prove the MJRTY algorithm (Boyer and Moore, 1991) .
inductive semantic subsumption
In automated deduction, subsumption is one of the most important and heavily used simplification techniques. Some implicit induction procedures employing it are proposed in Gramlich (1989) , Bevers and Lewi (1990) , Rusinowitch (1995a) and Naidich (1996) .
Several definitions of clausal subsumption are available. We say that a clause C 1 (semantically) subsumes a clause C 2 if there exists a substitution σ such that Ax |= ini C 1 σ ⇒ C 2 . This definition is very general and does not specify how the substitution σ is created. Theoretically, finding the right substitution satisfying the logical implication is an undecidable problem. In practice, the substitution is computed by (decidable) syntactic techniques as matching. Any subsumption operation based on syntactic criteria is generically called θ-subsumption (Loveland, 1978) . An example of θ-subsumption is the clausal subsumption from Definition 6.3. More general θ-subsumption definitions are proposed in Rusinowitch (1989) and Naidich (1996) .
Definition 7.1. (θ-subsumption (Naidich, 1996) ) An equational clause C is θsubsumed by another equational clause C if there exists a substitution θ such that: (i) for any equation a = b in C , there exists a term t satisfying the relation t[aθ] = t[bθ] ∈ C; and (ii) for any ¬(a = b) ∈ C we have ¬(aθ = bθ) ∈ C.
In this definition, we note that the instance of the subsuming clause is always smaller than or equivalent (w.r.t. c ) to the subsumed clause.
Example 7.1. Consider the set of axioms from Example 3.2 and the two equational clauses:
Clause (10) is θ-subsumed by clause (11) instantiated with the substitution {x 1 ← 0, x 2 ← 0}. However, this is not true if the clausal subsumption from Definition 6.3 is applied in the same conditions, because 0 ≤ 0 = T rue ∨ 0 ≤ 0 = T rue is not a subclause of P (s(x), y) = T rue ∨ 0 ≤ 0 = T rue.
We can simply imagine situations where the subsuming clause should be strictly smaller. † Naidich proposes a relation of θ-subsumption that splits the set of instances of subsumed clauses into two subsets, W and V , containing, respectively, smaller or equivalent and strictly smaller instances.
Definition 7.2. (Inductive θ-subsumption (Naidich, 1996)) Given a clause C and two sets of clauses, V , W , let C be a clause in V ∪ W such that C is θ-subsumed by C with a matching substitution θ, as in Definition 7.1. Then we write C ⊇ W ∪V C . We
By construction, the instance of the subsuming clause from Definition 7.2 is always smaller than or equivalent to the subsumed clause, even if the subsuming clause is an instance of an axiom. On the other hand, it is sound to use any axiom instances. The restriction can be raised, by generalizing the inductive θ-subsumption to a variant of semantic subsumption adapted to inductive reasoning.
Definition 7.3. (Inductive Semantic Subsumption) Given a clause C and three sets of clauses T , W and V , we assume that C is a clause and σ a substitution such that
Theorem 7.1. The inductive semantic subsumption is a generalization of the inductive θ-subsumption.
Proof. Let C, C be two clauses and V , W two sets of clauses such that C ⊇ W ∪V C . Since C is θ-subsumed by C with the substitution θ, it turns out that C θ c C and
The set RM of reasoning modules associated with the inference system J can be extended with reasoning modules based on inductive semantic subsumption. For this, we define the conditional reasoning module ISS s , which implements the ⊃ s relation, such that: (i) the generate function returns an empty CCS in a context Cxt = (C 1 , C 2 ); (ii) the condition function is c ISS s (C, Cxt) = {C θ ⇒ C}, where θ is a substitution, and either (a) C ∈ Ax, or (b) C ∈ C 1 such that C θ c C, or (c) C ∈ C 2 such that C θ ≺ c C. A practical application of ISS s is the generation of empty CCSs in step (b') of Generate from Figure 7 whenever Ax |= ini [c ISS s (Cσ, (H, E ∪ {C}) )] cnf . The new Generate rule is defined in Figure 9 .
In a similar way, we can define the reasoning module ISS that implements the ⊇ s relation. It can be used in new inference rules that instantiate Delete, for example, the Inductive Semantic Subsumption rule:
The Inductive Semantic Subsumption rule, as an instance of A-Delete, has {C} as the CCS required in step (a), and the empty CCS generated by ISS, in step (b').
The proposed extensions of the inference system J are sound and refutationally sound instances of A(RM). 7.2. an example: proving the soundness of the MJRTY algorithm
The inference system J extended with the Inductive Semantic Subsumption rule, presented in Subsection 7.1, has been implemented and used to prove the soundness of the MJRTY algorithm (Boyer and Moore, 1991) . MJRTY computes in an efficient way the majority element from a multiset (if any), i.e. the element that occurs a number of times greater than the half of the multiset's size. The algorithm checks the elements in real time (i.e. no store of elements for processing later) and eliminates the counting phase usually done by trivial algorithms whenever the existence of the majority element is assumed. Otherwise, a second scan of the elements is necessary in order to certify whether the computed element is indeed a majority. Another advantage of the algorithm is its linear time complexity w.r.t. the multiset's cardinality. A typical application of MJRTY is to find the majority candidate from an arbitrary number of candidates participating in an election cast.
MJRTY was invented and proved mechanically correct with NQTHM (Boyer and Moore, 1979) in 1980 by Boyer and Moore, but published only 11 years later in Boyer and Moore (1991) . Coded in Fortran, the algorithm has a rather difficult soundness proof that demands the use of five lemmas for testing the 61 verification conditions produced by a Fortran verification condition generator. Besides NQTHM, several interactive theorem provers have been successful, too, for example, PVS (Owre et al., 1992) (as stated in Howe, 1993) , Nuprl (Jackson, 1994) in Howe (1993) , or STeP (Bjørner et al., 1995) in Bjørner (1998) .
The idea of the algorithm is to pair off the elements and to erase pairs of different elements such that the returned element at the end of the erasing process is the potential majority element. MJRTY can easily be converted from an imperative program to a recursive function that returns a pair (mcv, mlv), where mcv is the majority candidate and ml is its lead over the other candidates from a poll p (see Algorithm 1).
Algorithm 1. (m(p,i): the MJRTY algorithm)
Require: a poll p of size i Ensure: majority candidate and its lead if i > 0 then let (mcv, mlv) = m(p, i − 1) if p[i] = mcv then return (mcv, mlv + 1) elsif mlv > 0 then return (mcv, mlv − 1) else return (p[i], 1) fi else (Noname,1) fi
The MJRTY specification for SPIKE is listed in Appendix A and consists of four main parts. The sorts are declared in the first part. For this example, nat represents the naturals, bool the Booleans, list the lists of candidates and cand the candidates.
The second part contains the declaration of function symbols. In the first step, we declare the sort constructors: 0 and s for the naturals, True and False for the Booleans, Nil and Cons for the lists of candidates, and finally c and Noname for the candidates. Noname is considered as a special candidate that is returned whenever there is no majority candidate. Then follows the declaration of the defined function symbols. The function m was divided into two mutual recursive functions, mc and ml, that respectively compute its first and second projection. count(p,i,a) counts the number of votes for a given candidate a in the poll p of size i. Other defined functions are: (i) access(p,n), that returns the n-th element from a list p; (ii) eqc that implements the equality between the elements of sort cand; (iii) the conditional if function; (iv) the Peano subtraction by 1, specified by minus1; (v) the "less than" operator; and (vi) the addition operator.
In the third part, the definitions for each defined function symbol are constructor-based axioms expressed in terms of conditional equations. In the last part, the precedences over function symbols is established.
The main conjecture to be proved states that mc(p, i) returns the majority candidate whenever it is the majority of a poll p of size i: † ∀p : list, ∀i : nat, ∀a : cand, i < 2 * count(p, i, a) = T rue ⇒ a = mc(p, i).
An important lemma, which makes trivial the proof of the main conjecture, is the following invariant due to N. Shankar (according to Howe, 1993 ): 2 * (if (x 1 , mc(x 2 , x 3 ), 0, ml(x 2 , x 3 )) + count(x 2 , x 3 , x 1 )) < s(x 3 + ml(x 2 , x 3 )) = T rue.
However, the proof of the invariant lemma is not easy and requires the use of the inductive semantic subsumption for 17 of the non-trivial subcases. We will focus on one such subcase. Let C 1 be the normalized conjecture eqc(c(j), access(p, i)) = T rue ∨ eqc(access(p, i), mc(p, i)) = T rue ∨ 0 < ml(p, i) = F alse∨ eqc(c(j), mc(p, i)) = T rue∨ 2 * (minus1(ml(p, i)) + count(p, i, c(j))) < s(s(i+ minus1(ml(p, i)))) = T rue and C 2 the conjecture derived from the invariant lemma by applying the Case Analysis to the term headed with the if function symbol: eqc(x1, mc(x2, x3)) = T rue ∨ 2 * (ml(x2, x3) + count(x2, x3, x1)) < s(x3 + ml(x2, x3)) = T rue.
The conjecture C 1 is one of the subgoals obtained after Generate has been applied to C 2 , by instantiating its induction variables with the substitution {x 1 ← c(j), x 2 ← p, x 3 ← s(i)}. We show how C 1 is subsumed by C 2 by using the Inductive Semantic Subsumption rule, defined in Section 7.
Let σ = {x 1 ← c(j), x 2 ← p, x 3 ← i}. The condition C 2 σ c C 1 is fulfilled, according to the precedence over the function symbols listed in Appendix A. The applicability condition Ax |= ini [C 2 σ ⇒ C 1 ] cnf of the ISS reasoning module generates two conjectures to be proved by recursive calls to the prover:
The second conjecture is trivial since eqc(c(j), mc(p, i)) = T rue appears in both sides of ⇒. The first conjecture is shown to be true by using arithmetic reasoning. We abstract the following non-arithmetic subterms with variables: ml(p, i) with x and count(p, i, c(j)) with y, to obtain 2 * (x + y) < s(i + x) = T rue ⇒ eqc(c(j), access(p, i)) = T rue, eqc(access(p, i), mc(p, i)) = T rue, 0 < x = F alse, eqc(c(j), mc(p, i)) = T rue, 2 * (minus1(x) + y) < s(s(i + minus1(x))) = T rue.
The underlined atoms are identified as arithmetic. One solution is to apply linear arithmetic decision procedures to prove the authentic subclause. For example, the Inductive Semantic Subsumption is applicable to C, by proving the subclause 2 * (x + y) < (i + x + 1) = T rue ⇒ 2 * (x − 1 + y) < (1 + i + x) = T rue, using the P A reasoning module, defined in Example 5.3. Consequently, the inductive semantic subsumption is applicable to eliminate C 1 from the global proof.
The current implementation of the new inference system of SPIKE does not have a decision procedure for linear arithmetic. However, the arithmetic reasoning performed during this proof was simulated with arithmetic lemmas. For the above example, such a lemma can be 2 * (u + v) < s(z + u) = F alse, 2 * (minus1(u) + v) < s(s(z + minus1(u))) = T rue.
Summary and Future Work
Contextual cover set (CCS) is a new concept that fully characterizes, on the one hand, explicit induction schemes such as the cover sets, and on the other hand, simplification techniques as those specific to the "proof by consistency" approach. The core of the CCS induction principle is reflected by an abstract inference system, uniformly defined in terms of CCSs. The system is descriptive and establishes the theoretical limits for using CCSs inside the inference rules. Compared with other similar abstract inference systems based on cover sets, our system proposes rules with weaker applicability conditions, generalizing most of the existing cover set induction procedures.
The abstract system allows for a sound incorporation of reasoning techniques in concrete cover set induction provers. The elementary CCSs are generated by reasoning modules, representing implementations of reasoning techniques. As a case study, we have defined a set of reasoning modules based on rewriting techniques adequate for conditional equational theories. New CCSs have been obtained from the existing ones, due to their compositional properties. On their basis, the inference system of SPIKE has been specified as an instance of our abstract system. The full potential offered by the CCS induction framework has allowed not only for easy and sound modifications and generalizations of the current inferences rules of SPIKE, but also for modular and incremental sound extensions of the system whenever a new reasoning technique can be used to build CCSs.
In the near future, we intend to implement in SPIKE the improvements we have mentioned at the end of Section 6. The current work focuses on the integration of a full decision procedure for linear arithmetic in order to generate more automatic proofs.
Our long term goals are mainly concerned with the identification of other applications that can benefit from the CCS framework. We believe that inference systems implementing reasoning techniques such as the ordered resolution (Loveland, 1978) or arithmetic-based techniques, like those presented in the Buchberger algorithm (Bachmair and Ganzinger, 1994) for computing Gröbner bases (Becker and Weispfenning, 1993) in polynomial rings in algebras, are good candidates. Just to give a flavour, here is an example of using ordered resolution in the generation of CCSs.
Let C 1 ≡ l ∨ r 1 and C 2 ≡ ¬l ∨ r 2 be two clauses such that l is the maximal atom from both C 1 and C 2 . By resolving C 1 and C 2 , we obtain the smaller clause (w.r.t. c ) C 3 ≡ r 1 ∨ r 2 . Therefore, {C 3 } is a strict CCS of C 1 (resp. C 2 ) in any context containing C 2 (resp. C 1 ). Reasoning modules implementing such techniques can also be integrated in any operational instance of the abstract inference system that manipulates clauses. % mc computes the majority candidate from a list of candidates eqc(access(p,i),mc(p,i))=True => mc(p,s(i))=mc(p,i); eqc(access(p,i),mc(p,i))=False,0<ml(p,i)=True => mc(p,s(i))=mc(p,i); eqc(access(p,i),mc(p,i))=False,0<ml(p,i)=False => mc(p,s(i))=access(p,i); mc(p,0)=Noname; % ml gives the ''lead'' of the majority candidate over the other candidates eqc(access(p,i),mc(p,i))=True => ml(p,s(i))=s(ml(p,i)); eqc(access(p,i),mc(p,i))=False,0<ml(p,i)=True => ml(p,s(i))=minus1(ml(p,i)); eqc(access(p,i),mc(p,i))=False,0<ml(p,i)=False => ml(p,s(i))=s(0); ml(p,0)=s(0); % count computes the number of occurrences of an element in a list eqc(a,access(p,i))=True => count(p,s(i),a)=s(count(p,i,a)); eqc(a,access(p,i))=False => count(p,s(i),a)=count(p,i,a); count(p,0,y)= 0; % access returns the nth element of a list access(Nil,x)=Noname; access(Cons(x,l),0)=x; access(Cons(x,l),s(y))=access(l,y);
