In these years, image encryption systems based on chaotic maps have received considerable attention from researchers. For the security of encryption algorithms, it is important to ensure that chaotic systems can produce high quality pseudo-random sequences. However, when a chaotic system that theoretically has good random performance is deployed in a limited precision platform, its random performance will deteriorate. We prove that even if the precision reaches 256-bit, the piecewise linear chaotic map still fails to achieve the desired random performance. Moreover, in the case of low precision, the cascade structure commonly used in mixed chaotic maps will aggravate the problem of random degeneration. To generate good pseudo-random numbers in low-precision platforms, we propose a positive integer random sequence generator, called 32-bit PL_PWLCM&LM, which comprises two 32-bit PL_PWLCMs and one 32-bit logistic map in parallel. In our proposed image encryption system, we adopt the permutation algorithm with four pixels as a permutation unit and the diffusion algorithm based on rows and columns. The security and performance analyses prove that the proposed scheme is a secure, robust, and fast image encryption algorithm. Source codes are shared on GitHub: https://github.com/cuclihao/Pic_Enc_V3 INDEX TERMS Image encryption, chaotic map, finite precision, permutation-diffusion network, security analysis.
I. INTRODUCTION
Because of rapid development of multimedia services, more and more images are generated on the Internet. Compared with textual contents, images contain more information and are more likely to cause privacy leakage; therefore, image encryption has attracted considerable attention from researchers. Images have large data capacities and high correlation between adjacent pixels; thus, for image encryption, traditional cryptosystems, such as RSA (Rivest-Shamir-Adleman), DES (data encryption standard), and AES (advanced encryption standard), are not suitable. [1] Among the proposed image encryption algorithms, chaos-based algorithms account for a large proportion. Chaotic systems have many special characteristics that are suitable for image encryption such as initial state sensitivity, ergodicity, and unpredictability [2] .
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Fridrich proposed a permutation-diffusion network (PDN) [3] , which has been extensively used in image encryption algorithms based on various chaotic maps. Processing by PDN involves two phases: permutation and diffusion: in the permutation phase, the main purpose is to eliminate the statistical relationship between plaintext and ciphertext; in the diffusion phase, a slight change in original image will produce significantly different ciphertext.
There are three common methods of permutation. The first is permutation based on discretized chaotic maps such as Arnold map [4] , Henon map [5] , and Baker map [6] , [7] . However, the discretized maps suffer from periodicity and low secret key space, leading to a cycle after a specific number of iterations [8] . The second is permutation based on shifting bits [9] , [10] . To be specific, for an 8-bit-per-pixel (BPP) image with a size of (W , H ), the method of shifting bits needs to complete the permutation of 8 × W × H positions, which will require considerable computation power. Another commonly used permutation method is permutation based on VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ sorting [11] , [12] : traditional algorithms based on sorting need to sort the pseudo-random sequence using the same size as that of the plain image. When the image is large, this permutation method will cause high consumption of the computing capacity. To solve the existing problems of insecurity and high consumption, a new sorting algorithm with four adjacent pixels as a permutation unit is proposed. This algorithm not only reduces the number of pseudo-random numbers used for sorting but also reduces the positions needed to be permuted; therefore, the algorithm can be more suitable for large image encryption. At present, diffusion algorithms can be divided into two categories, which are called ciphertext-related diffusion and key-related diffusion in this study. The difference between these two categories is the way in which slight changes in the plain image affect the cipher image. In ciphertext-related algorithms, slight changes in the plain image directly affect the cipher image through the diffusion operations on the original image. However, in key-related algorithms, slight changes in the plain image first change the initial key of the chaotic system, and then generate a cipher image with huge difference because of the key sensitivity of the chaotic system.
In ciphertext-related algorithms, the core operation is to traverse each diffusion unit in the plain image and associate the unit with the previous units by XOR or MOD [13] . The diffusion unit can be a bit-level [14] , DNA-level [15] , or pixel-level unit [16] . At least two rounds of this diffusion operation will allow slight changes in plain image to spread to the whole cipher image. When the image is large, traversal will lead to considerable computation. In particular, only one round of diffusion is needed, as reported in Ref. [17] . Before diffusion, a statistical value (such as average pixel value) susceptible to slight changes in the plain image is calculated and correlated with the first diffusion unit. However, the algorithm using the statistical value has great security risks, that is, it is easy to forge two images with the same average pixel value.
In key-related algorithms, plain image information will be used as input of the chaotic system. When the plain image changes, the initial value of the chaotic system will change. Because of the initial state sensitivity, the chaotic system will produce two pseudo-random sequences with distinct differences, and then the cipher image will be finally affected. In practice, many schemes use image hash as input of the chaotic system [18]- [21] ; however, we always assume that the encryption scheme is open and its security can only be guaranteed by secret keys rather than the scheme itself, which is known as the Kerchoff's principle [22] . Usually, the hash value is not specially protected as public information for integrity verification. Then, when the original image's hash is stolen, the attacker can easily construct differential attacks, leading to diffusion failure.
In this study, we used the ciphertext-related diffusion scheme to ensure security. To reduce traversal times and pseudo-random sequence length, we adopted row diffusion and column diffusion, respectively. The whole diffusion required two rounds of iterations while introducing random numbers into the process to enhance security.
To enhance the security of encryption algorithms, both permutation and diffusion require the participation of pseudorandom numbers. Therefore, for the security of encryption algorithm, good performance of the pseudo-random number generator (PRNG) must be guaranteed. There are two main schemes to construct PRNG using chaotic maps. First, in a mixed chaotic map, because the one-dimensional chaotic map has the defect of low-key space, the system based on the mixed chaotic map expands its key space by cascading multiple chaotic maps [23] , [24] . Second, in the hyper-dimensional chaotic map [13] , [20] , [25] , it has large key space and is highly dynamic; however, it also has unbearable computing consumption. More importantly, these two schemes may encounter greater problems in practical applications. Compared with theoretical analysis, the precision of the chaotic map in practical application is not infinite, especially in precision-limited platforms. The precision-limited form can cause two serious problems: quality degradation of pseudorandom sequences generated by the chaotic system [26] and reduction of the chaotic system's key space. Although these two problems can be solved when the precision is sufficiently high, they are often at the cost of reducing the speed and increasing the difficulty of implementation.
It is necessary to re-discuss security of the PRNG and the image encryption system when the precision is limited. In our work, we discuss the performance of a logistic map, piecewise linear chaotic map (PWLCM), and skew tent map (STM) with different levels of precision. The following three conclusions are obtained. First, even when the precision reaches 256-bit, PWLCM cannot pass all 15 NIST random number tests. Second, to initialize a 32-bit PL_STM, more than 200 rounds of iterations are necessary. Third, in the limited precision form, the cascaded model, compared with the 32-bit logistic map and the 32-bit PWLCM, does not improve randomness but worsens it. Thus, we propose a parallel mixed chaotic system comprising two 32-bit PWLCMs and a 32-bit logistic map, also called 32-bit PL_PWLCM&LM. The proposed system can easily pass the tests of initial state sensitivity, ergodicity, and pseudo-randomness. Furthermore, a robust image encryption algorithm is proposed, which uses 32-bit PL_PWLCM&LM as the pseudo-random number generator, four adjacent pixels as the permutation unit, and rows and columns as units of diffusion. Compared with other image encryption algorithms, four innovations are contributed in our work:
(1) The proposed 32-bit PL_PWLCM&LM is a positive integer random sequence generator. All operations in the 32-bit PL_PWLCM&LM are performed in the integer domain, which is more convenient for practical application and hardware implementation.
(2) Because the permutation unit is four pixels, the permutation phase can be completed with only a small number of pseudo-random numbers, which is only 25% of the size of the plain image.
(3) Pseudo-random sequence for permutation can be used for diffusion after simple truncation without generating any new random sequence, which saves a lot of time.
(4) Through experiments and theoretical analysis, the proposed algorithm is a safe, fast, and very practical image encryption scheme.
The rest of the paper is arranged as follows. In Section II, we provide the mathematical expressions of the logistic map, PWLCM, and STM. In Section III, we introduce the proposed positive integer random sequence generator, including chaotic system structure, 32-bit PL_PWLCM&LM, and performance evaluation. The proposed image encryption system is described in Section IV. In Section V, we evaluate the proposed image encryption system from security and performance analysis. In Section VI, we propose a scheme of color image encryption based on the proposed system and its security is analyzed. Finally, in Section VII, we provide the conclusions of this study.
II. PRELIMINARIES
In this section, we introduce three chaotic maps, logistic map [4] , [7] , [16] , [27] , PWLCM [28] - [31] and STM [8] , [29] , [32] , [33] , all of which are widely used in image encryption. Because the accuracies of chaotic maps in practical applications are not infinite, we provide the expressions of three maps in the form of limited precisions.
A. LOGISTIC MAP
Logistic mapis a common chaotic map, and the corresponding expression is as follows:
where µ ∈ (0, 4], x n ∈ (0, 1), and x 0 is the initial value.
To ensure the chaotic behavior, µ is limited within a range from 3.75 to 4. The precision-limited logistic map with L-bit (L-bit PL_LM) is described as follows:
where µ ∈ [3. 57, 4] , L is the precision value, and x n ∈ [1, 2, . . . ,2 L − 1] is an integer number generated by Eq. (2). To ensure all operations in the integer domain, we fixed µ = 4. The bifurcation diagram, Lyapunov exponent, and key sensibility performance of 32-bit PL_LM are presented in Fig.1 . Compared with the logistic map, the 32-bit PL_LM has similar chaotic behavior.
B. PWLCM
As illustrated in Ref. [28] , PWLCM, specified by Eq. (3), has a uniform invariant distribution.
where p ∈ (0, 0.5) ∪ (0.5, 1) and x n ∈ (0, 1).
In the finite precision form, the precision-limited PWLCM with L-bit (L-bit PL_PWLCM) can be described as follows:
Compared with the logistic map, PWLCM has better statistical properties. [34] Therefore, PL_PWLCM has better chaotic performance than PL_LM with the same precision value. However, because of the symmetry of x 0 , the valid space of the initial value is approximately equal to 2 L−1 rather than 2 L . As we can see from Eq. (4), when two initial values x 0 , x 0 have the following relationship: x 0 + x 0 = 2 L , the output satisfies x n = x n .
C. SKEW TENT MAP
STM is an efficient chaotic system and defined as follows:
where p ∈ (0, 1) is the system's parameter. The transformation is continuous and piecewise linear with the linear regions (0, p] and (p, 1].
In the finite precision form, the precision-limited STM with L-bit (L-bit PL_STM) is defined as follows:
where p is ranging from 1 to 2 L − 1. Because the chaotic function with limited precision is closer to actual application scenarios, it is more practical to study the mathematical characteristics of the chaotic functions with limited precision.
III. PROPOSED CHAOTIC SYSTEM A. CHAOTIC SYSTEM STRUCTURE
To expand the key space, more and more image encryption systems use cascade structure [35] , [36] . As shown in Fig. 2 , the cascade structure comprises several simple chaotic maps, where X (·), Y (·), and Z(·) are three simple one-dimensional chaotic maps. However, on the premise of limited precision, cascade structure has three shortcomings: in the case of low precision, cascade will aggravate the phenomenon of random degeneration; the key space is still not large enough; and the pseudo-random sequence generation speed is slow.
To solve these problems, a new chaotic system structure ( Fig. 3 ) is proposed. Unlike the cascade structure, the new structure adopts parallel connection, which has the following advantages. First, three precision-limited functions are independently iterated, thus, avoiding the aggravation of random degeneration in cascade structure. Second, a parallel structure can easily expand the key space by increasing the number of input values. Third, XOR and MOD operation [11] are carried out among the three chaotic functions, which solve the problem of equivalent key caused by symmetry in the parallel mode. Fourth, compared with cascade structure, the carefully designed new structure is more convenient to improve the speed through parallelization. Under the parallel mechanism, the optimal pseudo-random number generation speed of the system is the longest time-consuming chaotic function, and not the time accumulation in the cascade structure.
B. 32-bit PL_PWLCM&LM
Based on the parallel structure, we propose a new chaotic system ( Fig. 4 ) with limited precision of 32 bits. The new system uses two 32-bit PL_PWLCMs and one 32-bit PL_LM; therefore, the new system is called 32-bit PL_PWLCM&LM. In 32-bit PL_PWLCM&LM, the 32-bit PL_LM acts as X (·) function, whereas two 32-bit PL_PWLCMs act as Y (·) function and Z (·) function, respectively. The key with a length of 156 bits as the input of the new system is truncated bit by bit to obtain the initial values and system parameters of each sub-chaotic map. x 0 is the initial value of 32-bit PL_ LM and output x n after n-round iteration. To keep all operations in the integer domain, we set µ = 4. p 1 and y 0 of 31 bits are the system parameter and initial value of 32-bit PL_PWLCM-1. Then, y n is the output after n iterations with a length of 32 bits. Similarly, the input of 32-bit PL_PWLCM-2 is p 2 and z 0 , whereas the output is z n . Note that, after each iteration, 32-bit PL_PWLCM&LM generates a 32-bit integer r n :
To measure whether a chaotic system can be applied to encryption, three important indicators are initial state sensitivity, ergodicity, and pseudo-randomness (unpredictability).
C. PERFORMANCE EVALUATION 1) INITIAL STATE SENSITIVITY
For a chaotic system, two initial values or system parameters with only slight difference are inputted, and then the system can produce distinct output after n-round iteration. Moreover, the sensitivity of the initial state also requires that the number of iteration rounds n used for initialization should not be too large. For the 32-bit PL_PWLCM&LM, key1 and key2 are entered:
where key1 and key2 have only 1-bit difference. Fig. 5 (a) shows that after 20 iterations, 32-bit PL_PWLCM&LM begins to output pseudo-random sequences with obvious differences. Fig. 5 (b-f) shows that x 0 , y 0 , p 1 , z 0 , and p 2 show a 1-bit change, ensuring that other variables remain unchanged. After ∼20 rounds of initialization iteration, the 32-bit PL_PWLCM&LM begins to generate pseudorandom sequences with obvious differences. For STM, regardless of whether 32-bit PL_STM acts as X (·) , Y (·) ( Fig. 5 (g)), or Z (·) ( Fig. 5(h) ), the initialization process requires ∼280 iterations. In this sense, low-precision PWLCM has better initial state sensitivity compared to lowprecision STM.
2) ERGODICITY When one chaotic system has good ergodicity performance, its trajectory should be distributed in the whole region. [37] The intervals of y 0 , p 1 , z 0 , p 2 ∈ (0, 2 31 ) are evenly divided into 100 sub-intervals, and the interval of x 0 ∈ (0, 2 32 ) is divided into 200 sub-intervals. Then, in each sub-interval, a random number is selected as the initial value to input 32-bit PL_PWLCM&LM system. Fig. 6 shows the trajectory of the system output (bifurcation diagram). In Fig. 6 (a), ensuring that the other four inputs remain unchanged, x 0 is randomly selected in 200 sub-domain spaces (the red point is r 0 ), and the trajectory of system output is evenly distributed throughout the phase plane (blue points). Similarly, in Fig. 6 (b-e), when y 0 , p 1 , z 0 , and p 2 are randomly selected in their respective spaces, the 32-bit PL_PWLCM&LM map is evenly distributed. Thus, 32-bit PL_PWLCM&LM has good ergodicity and the generated sequences are random.
Information entropy (IE) was proposed by Shannon in 1948 to describe uncertainty of information sources. IE is defined as follows:
where s denotes normalized information source. s is divided into 10 states, which include
, and s 10 ∈ [0.9, 1.0]. p (s i ) indicates the frequency of each states. Note that the upper limit of H (s) max is log 2 10 ≈ 3.3219. PWLCM has commendable ergodicity. [38] The IE of 32-bit PL_PWLCM&LM in different intervals will be compared with that of PWLCM. To easily calculate IE, the output sequence of 32-bit PL_PWLCM&LM needs to be normalized. Because the accuracy of information source s is 0.1, normalization does not affect the information entropy of the generated sequence. Fig. 7 (a) shows the IE of PWLCM when the input initial value OrgX 0 and the system parameter p change in the interval of (0, 0.5). Fig. 7 (b, c) shows that the IE of 32-bit PL_PWLCM&LM when the input initial values and system parameters of two 32-bit PL_PWLCMs vary in their respective intervals. Fig. 7 (d) shows the IE of 32-bit PL_PWLCM&LM when µ = 4 and x 0 changes in its interval in 32-bit PL_LM. Fig. 7 (e) shows the difference of IE between Fig. 7 (b) andFig. 7(a). When the 32-bit PWLCM acts as Y(·) function, the average IE of 32-bit PL_PWLCM&LM is 0.000469 higher than that of PWLCM. Fig. 7 (c) and Fig. 7 (a) . When the 32-bit PWLCM acts as Z(·) function, the average IE of 32-bit PL_PWLCM&LM is 0. 003573 higher than that of PWLCM. Table 1 shows the statistical results of information entropy. Compared with PWLCM ( Fig. 7 (a) ), 32-bit PL_PWLCM&LM ( Fig. 7 (b) and Fig. 7 (c)) have higher average and minimum values and smaller variance. When the change parameter of 32-bit PL_PWLCM&LM is x 0 , the minimum value of Fig. 7 (d) is higher than that of Fig. 7 (a) , i.e., 0.021844. This shows that, in the worst case, the ergodicity of pseudo-random sequence generated by 32-bit PL_PWLCM&LM is better than that of PWLCM. To summarize, we conclude that the 32-bit PL_PWLCM& LM system has better ergodicity than PWLCM.
3) PSEUDO-RANDOMNESS
When the precision of the chaotic system is too small, the randomness of the generated pseudo-random sequence will significantly decrease; however, a very large precision will lead to considerable calculation cost. The National Institute of Standards and Technology SP800-22 (NIST STS) [39] and TestU01 [40] are adopted to test the randomness of the sequence generated by 32-bit PL_PWLCM&LM.
a: NIST STS TEST
NIST STS has 15 tests, and p-value and significance level (α) are used to evaluate each test. The sequence passes a particular statistical test when the acceptable proportion P satisfies the inequality:
whereP = 1 − α and m is the sample size. In our experiment, we set the significance level α = 0.01 and m = 800. Thus, when p > 97.94%, the sequence passed the test. When preparing the experiment, we used the GMP library [41] to realize Eq. (2) and Eq. (4). We tested the random performances of PL_LM and PL_PWLCM under different precision conditions (32, 64, 128 , and 256 bits). Furthermore, the random performances of the chaotic systems were tested using the cascade model (32-bit PL_PWLCM-1 acts as X(·), 32-bit PL_LM acts as Y(·), and 32-bit PL_PWLCM-2 acts as Z(·)) [35] and the parallel model proposed in this paper.
In the experiment, the initial values and system parameters of different precisions are set ( Table 2) . To ensure comparability, the initial variables of two systems with different precisions (L 1 , L 2 ) ensure the relationship of
We discarded the first 20 generated pseudo-random numbers, and then generated 19 MB sequences of pseudo-random numbers for testing. According to the requirements of random number test suite, we defined a test block with data of 100,000 bits and the block number m = 800. The results are shown in Table 3 , and the following conclusions are drawn from the results:
(1) L-bit PL_PWLCM is better than L-bit PL_LM in the random performance of generated sequences, which is consistent with the conclusion of previous studies.
(2) As the precision value L reduces, the random performance of L-bit PL_LM and L-bit PL_PWLCM decreases. For example, the pass rate of 32-bit PL_LM in NIST SP800-22 is only 3/15. Moreover, the pass rate of L-bit PL_PWLCM decreased from 14/15 when L = 128 to 12/15 when L = 32.
(3) In the low limited precision form, cascade will considerably degrade the random performance. When L = 32, the passing rate of 15 random tests is only 1/15. systems (PL_LM and PL_PWLCM) and cascade systems, 32-bit PL_PWLCM&LM has the best random performance.
b: TestU01 TEST
We use TestU01-1.2.3 to test the randomness of the sequence generated by 32-bit PWLCM&LM. Three sub-tests, Rabbit, Alphabit, and BlockAlphabit, are contained in TestU01. When the P-value generated by any sub-test is in the range [0.001,0.009], the sequence passes the test.
In the form of 32-bit limited precision, PL_LM, PL_PWLCM, PL_STM and PL_PWLCM&LM are tested.
As shown inTable 4, when the limited precision is 32 bits, the sequences generated by PL_LM, PL_PWLCM and PL_STM cannot pass the TestU01 test. However, the sequences generated by proposed algorithm can achieve all subtests of TestU01 easily.
In this section, we propose a new parallel chaotic system structure and build 32-bit PL_PWLCM&LM based on this structure. Compared with other systems, the new system has the following advantages:
(1) When the precision is only 32, the system has good initial sensitivity, ergodicity, and unpredictability.
(2) The proposed system with low precision can be easily implemented in hardware and software and have more practicability.
(3) The system adopts a parallel structure, and the subchaotic functions run independently of each other, which makes it easy to parallelize.
(4) The generated pseudo-random sequence is an integer sequence, which can be directly used for image encryption without additional processing.
IV. PROPOSED IMAGE ENCRYPTION SYSTEM
The 32-bit PL_PWLCM&LM will be employed by image encryption in this section. Without loss of generality, suppose the size of the gray plain-image I is (W , H ) and each pixel of I comprises 8 bits. PDN is used in our image encryption system (Fig. 8) . The proposed image encryption system has four functions: initialization, key generation, encryption, and decryption.
A. INITIALIZATION
The initialization phase completes the initialization of 32-bit PL_PWLCM&LM used for image encryption. Because the encryption process needs to be repeated for two rounds, two such PRNGs need to be initialized. For each PRNG, there are two inputs: 156-bit key and the number of initialization iterations n; note that the default value is n = 20. After n-round iterations, the PRNG is initialized and begins to generate pseudo-random sequences for image encryption. Algorithm 1 describes the details of initialization.
Algorithm 1
Initialization Function: Input: 156-bit key; n: skip the first n rounds, generally n = 20.
Output: x n , y n , p 1 , z n for i = 0 to n − 1 do 8.
For each round of encryption, the key generation function generates two matrices: permutation matrix S p and diffusion matrix S d . 32-bit PL_PWLCM&LM generates a 32-bit number for each iteration. When the size of input image I is (W , H ), a random sequence R of length N = ceil(W ×H ÷4) is generated in this phase. The ceil( * ) function returns the smallest integer greater than or equal to a given number (Algorithm 2). In order to adopt to the situation of the width and height of the image are not multiples of 2, we set the size of S p as N p = (W //2, H //2). That means one row or column data of the image will be not changed in the permutation process. However, the later discussion will prove that such a little of data will not affect the encryption. The symbol ''//'' denotes the integer division. For S d , the size is same with the image, denoted as N d = (W , H ). S p and S d are used for permutation and diffusion in encryption, respectively.
Algorithm 2
Key Generation Function: Input: key; n = 20; I Output: S p , S d Function Key-Gen (key, n = 20, I )
Divide r i into four 8-bit numbers and put in S d 15. else 16.
Fill the S d , and discard the left 8-bit numbers 17. end for 18. Sort S p in ascending order of i 19. S p = S p .reshape(W //2, H //2) 20. S d = S d .reshape(W , H ) 21. end function where ''//'' denotes the integer division.
C. ENCRYPTION
The encryption function has three inputs: Plain-image I , permutation matrix S p , and diffusion matrix S d . The output is the cipher image C. Encryption is divided into two parts: permutation and diffusion.
1) PERMUTATION
The proposed scheme completes permutation using pseudorandom number sorting. To save time, we used adjacent four pixels as a permutation unit. Taking a simple image with a size of 10 × 10 as an example, we described the permutation process ( Fig. 9) . When encrypting gray-scale image I of (W , H ), a random number matrix R of (W //2, H //2) is required. Full-pixel sorting scheme [12] needs one W * H sorting. Row and column sorting scheme [11] need row sorting W times with each size of H , and column sorting H times with each size of W . However, the proposed scheme needs only one-time sorting with W * H /4 size.
2) DIFFUSION
The algorithm uses row diffusion and column diffusion. The inputs of diffusion are the output of permutation I p and the diffusion matrix S d . S d can be obtained by intercepting the random number matrix R. For 8 BPP images, each 32-bit random number can generate four 8-bit random numbers. Fig. 10) .
Algorithm 3 describes the diffusion algorithm. To ensure that slight changes in the image can spread to the entire ciphertext, a single round of encryption requires two rounds of diffusion. In each round of diffusion, W rounds of column diffusion and H rounds of row diffusion are included. The basic operation of row/column diffusion is to add the current row/column, the previous row/column and the corresponding row/column of S d , and then to take a modular operation on the sum. Specially, when the current row/column is the first row/column of the image, the previous row/column takes the last row/column.
In the diffusion process, we used row and column as a unit to carry out diffusion. Compared with the pixel and bit schemes, the computational complexity is considerably reduced. The specific operation of diffusion is to sum and modularize the current row (column), the former row (column), and the row (column) corresponding to S d . In particular, when calculating the first row (column), the last row (column) of the matrix is taken as a supplement.
D. DECRYPTION
The inputs of the decryption function are cipher image C, permutation matrix S p , and diffusion matrix S d generated by VOLUME 8, 2020 Compared with other schemes, this proposed scheme has the following advantages:
(1) Both permutation and diffusion introduce pseudorandom sequences, and there are no fixed steps; therefore, the proposed scheme has high security.
(2) In general, PRNGs are required to perform two times to generate pseudo-random sequences for permutation and diffusion in one round encryption. In our scheme, PRNG only needs to be executed once.
(3) In the permutation process, the problems of massive data for sorting and multiple times of sorting lead to high time consumption. The proposed scheme used four adjacent pixels as a permutation unit. Compared with full-pixel sorting scheme and row and column sorting scheme, our scheme needs only one-time sorting with the size = W * H /4.
(4) In the diffusion process, the new pixel value is determined by three parts: the current pixel value; the previous pixel value and the pseudo-random number, which realizes a pixel-level image encryption.
V. ANALYSIS
In this section, we analyzed the proposed image encryption system from three perspectives of security, robustness and speed. A number of images from the USC-SIPI image database are used in our experiments. The experiments are implemented by Python and run on a computer (Inter (R) Core (TM) i5-8300H CPU @ 2.30GHz, 8GB RAM, Win-1064bit system).
Security is very important for an encryption system. We performed security analysis with regard to eight aspects: visual perception, histogram analysis, Chi-square analysis, correlation analysis, information entropy, image sensitivity, key space and sensitivity, and classical types of attacks. The analysis results show that the proposed image encryption scheme is secure.
In robustness analysis, we analyzed the odd size image encryption and the anti-interference ability of the proposed algorithm. Then, we test the algorithm's speed. Experiments show that the proposed algorithm can resist noise and data loss. Compared with other recent studies, the proposed scheme has faster speed.
A. SECURITY ANALYSIS 1) VISUAL PERCEPTION
The cipher-image encrypted by image encryption system should hide all the information of the plain image. People cannot get any information of the original image, including details, textures, and contours, from the cipher image. Fig. 11 shows the original, encrypted, and decrypted images of different sizes. All encrypted images are similar to the noise image; thus, they completely hide the details, texture, and contour where ''//'', ''%'' denote the integer division and integer modular, respectively information of the original images. Therefore, the proposed algorithm is visually secure.
2) HISTOGRAMS ANALYSIS
Histogram distribution of the plain image has obvious characteristics. Image encryption systems should do their best to eliminate these characteristics to make the histogram of the cipher image a flat distribution. Fig. 12 shows the histograms of three images. Compared with plain images, the histograms of cipher images are flat and have no statistical similarity to the original images. We used variance to describe the fluctuation of each histogram. The variance of 5.1.12's cipher-image is 5425.2601; the that of 5.3.01's cipher-image is 5463.3017;
and that of ruler.512's cipher-image is 5455.9226. Note that all of these values are better than those reported in Ref. [42] . Based on the above analysis, it can be said that histogram analysis attacks on the encrypted image are very difficult.
3) CHI-SQUARE ANALYSIS
Chi-square analysis is used to compare the goodness-offit of the observed frequencies of a sample measure to the corresponding expected frequencies of the hypothesized distribution. Chi-square can be calculated as follows: where k = 256 for a grayscale image and o i and e i are the observed and expected frequencies for each gray value, respectively [43] . Table 5 shows the results of all 12 images. All values produced by the cipher-images are smaller than the theoretical value 294, which indicates that the distribution of pixels in cipher images is uniform.
4) CORRELATION ANALYSIS
Generally, adjacent (horizontal, vertical, and diagonal) pixels in plain images have strong correlation. To avoid attackers using this feature to attack encrypted images, the encryption system should disturb this correlation. Fig. 13 shows the correlation distribution of three images in different directions before and after encryption. The pixels of plain images are centrally distributed in three directions and have strong correlation. However, the pixels of the encrypted images are evenly distributed throughout the canvas, and the correlation between adjacent pixels is weak.
Furthermore, to quantitatively discuss the correlation between adjacent pixels, we introduced the correlation coefficient, which could be calculated by the following equation:
where cov (x, y)
where N is the number of the chosen pixels and x, y are pixel value of two adjacent pixels.
When a plain image has high correlation between the adjacent pixels, the correlation coefficient comes near to 1; otherwise, the value comes near to 0. Table 6 lists the correlation coefficients of the experimental plain images and their cipher images. The correlation coefficients in all three directions significantly decreased after encryption. Thus, the proposed algorithm can considerably reduce the correlation between plaintext pixels.
5) ENTROPY ANALYSIS
We have introduced the concept of IE, also called global entropy, which can be calculated by the following equation:
where p (s i ) is the probability that a pixel has a special value s i ∈ [0, 255] in the gray channel. For a random image with 256 gray levels, the optimal value of IE is 8. The IE values of plain images and cipher images encrypted by our algorithm are listed in Table 7 . All values of the cipher images are close to 8, which indicates that the pixels of the cipher images are uniformly distributed. The randomness of the image can also be tested using local Shannon entropy [44] , which has higher accuracy than the global entropy. The local Shannon entropy is defined as,
where S is denoted as a ciphered image, k disjoint image blocks which are denoted as S 1 , S 2 . . . , S k each with T B pixels are randomly selected. H (S i ) is the global entropy of the corresponding block and can be calculated by Eq. (8) . We choose images with size of 512 × 512 as test images. According to [44] , at k = 30, T B = 1936 and significance level α = 0.001, if the local entropy in the range from h l×α left to h l×α right , the cipher image passes the local Shannon entropy test. Table 8 shows all cipher images pass the local Shannon entropy test. Both global entropy test and local entropy test indicate that the proposed algorithm has a strong ability against entropy attack.
6) IMAGE SENSITIVITY
To resist differential attacks, encryption algorithms should be highly sensitive to the images that are to be encrypted. When the plain image slightly changes, the cipher image encrypted with the same key is very different. Moreover, the greater the difference, the stronger the sensitivity. By selecting any pixel of plain image and doing XOR operation with 0 × 1, we obtain a pair of images with only one-bit difference. To quantitatively describe the image sensitivity of the proposed algorithm, we adopted the number of changing pixel rate (NPCR) and the unified averaged changed intensity (UACI). Suppose the two cipher-images are C 1 and C 2 , then the pixel value at grid (i, j) in C 1 and C 2 are denoted as C 1 (i, j) and C 2 (i, j). Note that the bipolar array D is defined in Eq. (13) . Then, the NPCR and UACI can be mathematically defined by Eq. (14) and Eq. (15), respectively, where symbol T denotes the total number pixels in the ciphertext, symbol F denotes the largest supported pixel value compatible with the cipher-image format, and | * | denotes the absolute value function.
NPCR :
UACI :
The experiment chose different sizes of images and used the proposed algorithm to encrypt them. The values of NPCR and UACI tests are shown in Table 9 . The average value of NPCR is 99.6057% and that of UCAI is 33.4742%. Both of the average values satisfy the 0.001 level, which indicates that our algorithm can resist differential attacks regardless of the size of the image. Table 10 shows the comparison of NPCR and UACI between the proposed algorithm and [45] , [46] . The proposed algorithm has better NPCR and UCAI values.
7) KEY SPACE AND SENSITIVITY a: KEY SPACE
To resist Brute force attacks, the key space of the cryptosystem must reach the size of 2 100 . [47] We used two 32-bit PL_PWLCM&LMs to generate the pseudo-random number sequences. Each chaotic system requires a 156-bit key; therefore, the key space of our cryptosystem is 2 312 . As shown in Table 11 , our key space is larger than other recent algorithms.
With such a large space key, it is difficult for brute force to break our proposed image encryption. 
b: KEY SENSITIVITY
For any satisfactory encryption system, the key sensitivity is shown in two aspects. First, in encryption, when the key changes slightly, the system encrypts the same plaintext and should get two completely different ciphertext. Second, in decryption, no useful plaintext information can be obtained by decrypting the ciphertext with any key different from the correct key.
The same image is encrypted by two keys, key1 and key2, which have only one-bit difference. Fig. 14 (a) is the original image, and Fig. 14 (b, c) are cipher-images encrypted by key1 and key2, respectively. Fig. 14 (d) shows that the cipher image is correctly decrypted using the correct key. Fig. 14 (e) shows that when the same image is encrypted with two keys, key1 and key2, the difference of cipher images is 99.5941%. In Fig.14 (f) , the noise-like image indicates that the decrypted image cannot contain any information of the original image using the wrong decryption key. In conclusion, the proposed algorithm has good key sensitivity for both encryption and decryption processes.
8) CLASSICAL TYPES OF ATTACKS
There are four common types of attacks: ciphertext only, known plaintext, chosen plaintext, and chosen ciphertext. The chosen plaintext attack (CPA) is the most powerful type of attack. If an algorithm can resist this attack, it can also resist other types of attack [52] .
To resist CPA, key-related algorithms, which use image information (such as hash value) as part of PRNG keys, are extensively used. With the help of the initial sensitivity of PRNG, when the image information slightly changes, a pseudo-random sequence with obvious difference from the previous sequence is generated, and then encryption is completed. However, there is a limitation in this scheme. In network transmission, the hash value of an image is often disclosed for verifying integrity. Then, attackers can use the public hash value to construct an effective differential attack, and thus complete the CPA attack.
In our ciphertext-related scheme, the algorithm directly diffuses small changes in the plain image to the cipher image through row and column diffusion, respectively, rather than changing the key. Moreover, random sequence is introduced to enhance the security of diffusion process. According to Ref.
[53], a security system will have high resistance against CPA if it can efficiently create permutation and diffusion in all black and all white image. The results are shown in Fig. 15 and Table 12 . Fig. 15 shows the cipher-images histograms of all black and all white images, which were encrypted by the proposed system. The pixel values of cipherimages are evenly distributed in [0-255]. Table 12 analyses the characteristics of the cipher images. The results of histogram variance, correlation in three directions, NPCR, UCAI, and IE, are satisfactory. This confirms that the proposed image encryption system is secure against chosen plain-text attack.
B. ROBUSTNESS ANALYSIS 1) ODD SIZE IMAGE ENCRYPTION
In permutation process, four adjacent pixels are formed a permutation unit. When the image size is not a multiple of 4, the last row or the last column of image are not permutated. As shown in Fig.16 when the image size is 9 × 9, the ninth row and ninth column of the image are not used in permutation process.
In this experiment, we prove that the proposed algorithm has a good encryption performance on the image with the size of 255 × 255. It indicates that the better encryption performance could be achieved in the larger size images.
We discard the last row and the last column of the image named 5.1.12 with size of 256 × 256 to get a new image of size 255×255, and then encrypt it. The encryption/decryption images are shown in Fig. 17 . Table. 13 shows the encryption performance of odd size image that indicates the encrypted image has good randomness. Theoretically, only 511 pixels are not involved in the permutation process, which accounts for only 0.78% of the total pixels. At the same time, all pixels are involved in diffusion process. The odd size image can be encrypted properly using our proposed algorithm.
2) ANTI-INTERFERENCE ABILITY
In network transmission, a cipher image will inevitably be affected by noise interference or partial information loss. Therefore, encryption algorithms need to be robust against noise and information loss.
a: ROBUSTNESS AGAINST NOISE
When 1% salt and pepper noise ( Fig. 18 (a) ) and Gauss noise ( Fig. 18 (d) ) are added to the cipher-image, most of the information of the original image can still be seen in the decrypted image. When the noise ratio is 0.1% ( Fig. 18 (c,f) ), the decrypted image can visually recover almost all the information of the original image.
We use the peak signal-to-noise ratio (PSNR) to quantitatively evaluate the quality of decrypted images. For a grayscale image, the PSNR can be expressed as: The decrypted images are shown in Fig. 19 . Fig. 19 (a-c) are cipher images that lose 1/16 of the data in three positions, and the corresponding decrypted images are shown in Fig. 19 (d-f ). Most of the information of plain images can be obtained from the decrypted images. When the data loss rate is 1/64 ( Fig. 19(g-i) ), the corresponding decrypted images are shown in Fig. 19(j-1) . Details such as the clock time can be seen in the decrypted image.
The PSNR of the decrypted image are listed in Table 15 . We can get the following conclusions: data loss in different positions has no obvious impact on PRNG, and when the cipher-image loses 1/16 of the data, the PRNG values of the decrypted images is ∼13 dB; when the lost data is reduced to 1/32, the PRNG values increase to 16 dB; moreover, when the data loss rate is 1/64, the PRNG values will be >18 dB.
In conclusion, the proposed algorithm has good robustness against data loss.
3) SPEED
Speed is an important factor to measure the performance of encryption systems. In the proposed image encryption system, time consumption mainly occurs in three parts: chaotic sequence generation, permutation, and diffusion. The time complexity is shown in Table 16 . In chaotic sequence generation phase, each iteration of the proposed 32-bit PL_PWLCM&LM produces one 32-bit number for permutation and four 8-bit numbers for diffusion. Therefore, compared with 2WH of [49] and 4WH of [54] , this algorithm only needs to iterate WH 2 to generate all the necessary chaotic sequences needed for two rounds of encryption. In permutation, four pixels are used as a permutation unit. To complete encryption, only WH 2 rounds of permutation is needed, which is much less than those reported in Ref. [8] and Ref. [49] . In the final diffusion process, we used row diffusion and column diffusion rather than pixel-level diffusion. Completing two rounds of encryption requires only 4(W + H ) row and column diffusion, while Ref. [49] requires 8WH diffusion. Overall, the time complexity of the proposed scheme is WH + 4(W + H ), which is much lower than that reported in Ref. [8] , [49] , [51] , [54] . Table 17 shows the time consumed to encrypt (decrypt) gray-scale images of different sizes. In the experimental environment, the average encryption speed of the proposed scheme is 1.8271 Mbps, and the average decryption speed is 1.8677 Mbps. In Table 18 , the speed of the proposed scheme is much faster than that reported in recent studies. Of course, after careful design and parallel processing, a higher speed is expected.
VI. ENCRYPTION OF COLOR IMAGE
For color images, a simple transformation is needed before using the proposed system. The transformation is shown in Fig. 20 , which reduces the three-dimensional space (W , H , 3) to a two-dimensional space, i.e., (W , (H × 3) ). Moreover, transformation can eliminate the correlation among R, G, and B channels. Fig. 21 shows the encryption and decryption of two color images. The detailed performance can be obtained from Table 19 . The histogram variances of encrypted images are ∼5400 and the correlation coefficients in three directions of different channels are close to 0. The scheme proposed in this study can be perfectly applied to encryption of color images.
VII. CONCLUSION
When the image encryption algorithm based on chaos is deployed in a limited precision platform, it is critical to choose an appropriate precision level. When the precision is too low, random numbers deteriorate significantly and cannot be used for encryption. When the precision is too high, it reduces efficiency and increases difficulty in hardware and software implementation. Furthermore, the output of chaotic system in traditional image encryption algorithms is a floating-point number, which requires additional processing to be used for image encryption. To solve these problems, an integer random sequence generation system named 32-bit PL_PWLCM&LM is proposed in this study. All operations in the system can be completed in the integer domain and high quality pseudo-random sequences can be generated. The system adopts parallel connection, which is more convenient to improve the speed through parallelization. Using the 32-bit PL_PWLCM&LM, we propose a robust image encryption system. The system adopts a two-round PDN model. Moreover, to improve security, pseudo-random sequences are introduced to both permutation and diffusion. Each round of encryption includes one round of 4-pixel unit permutation and two rounds of row and column diffusion. To complete one round of encryption, only a pseudo-random sequence of 25% image size is required. In the analysis part, we proved that the proposed algorithm is a safe, robust and fast algorithm. In the last part, we give the scheme of applying the encryption algorithm to color image.
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