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Abstract
In this paper we establish the well-posedness in C([0,∞); [0,1]d ), for each starting point x ∈
[0,1]d , of the martingale problem associated with a class of degenerate elliptic operators which arise
from the dynamics of populations as a generalization of the Fleming–Viot operator. In particular,
we prove that such degenerate elliptic operators are closable in the space of continuous functions on
[0,1]d and their closure is the generator of a strongly continuous semigroup of contractions.
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Let Sd := [0,1]d and let L+(Rd ) be the space of symmetric and non-negative definite
d × d-matrices. Moreover, let A :Sd →L+(Rd) and b :Sd →Rd be mappings of class C2
such that
Aν = 0, 〈b, ν〉 0, on ∂Sd, (1.1)
where ν is the unit inward normal at ∂Sd . We denote by LA,b the operator
LA,b := 12 Tr[AD
2] + 〈b,D〉, D(LA,b) = C2(Sd). (1.2)
In this paper we prove that the martingale problem associated with the operator LA,b is
well posed on C([0,∞);Sd), in the classical sense of Stroock and Varadhan [15] (see also
[10]). As well known, if for any t  0 we define
x(t) :C
([0,∞);Sd)→ Sd, ω → x(t)(ω) = ω(t),
and if Ft and F are the σ -fields generated by {x(s), 0  s  t} and {x(s), s  0},
respectively, then a probability Px defined on (C([0,∞);Sd),F) is a solution of the
martingale problem associated with the operator LA,b and starting from x ∈ Sd at time
t = 0, if Px(x(0)= x) = 1 and{
f
(
x(t)
)− t∫
0
LA,bf
(
x(s)
)
ds
}
t0
is a Px -martingale with respect to {Ft }t0.
Our main result is the following.
Theorem 1.1. Assume that A :Sd → L+(Rd) and b :Sd → Rd are mappings of class C2
which fulfill (1.1) and assume that for any i, j = 1, . . . , d
Aij (x) = Aij (xi, xj ), x ∈ Sd .
Then, the operator LA,b defined in (1.2) is closable in C(Sd) and its closure is the
generator of a C0-semigroup of contractions in C(Sd).
This means in particular that the martingale problem associated with LA,b admits a
unique martingale solution supported on C([0,+∞);Sd), for any starting point x ∈Rd .
Notice that, as a consequence of Lemma 2.6 below, we can generalize this result to
operators
L := 1
2
Tr[γAD2] + 〈b,D〉, D(L) = C2(Sd),
where A and b are as in the theorem above and γ is a strictly positive continuous function
on Sd such that b/γ ∈ C2(Sd).
The existence of a solution for the martingale problem associated with LA,b is a well
known consequence of the properties (1.1), which are necessary and sufficient conditions
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for example in [9],
γ (x) = y, if |x − y| = inf{|x − z|, z ∈ Sd},
we have that A ◦ γ :Rd → L+(Rd) and b ◦ γ :Rd → Rd are continuous and bounded
extensions of A and b, so that the stochastic differential equation
dx(t) = (b ◦ γ )(x(t))dt +√A ◦ γ (x(t))dwt , x(0)= x,
admits a solution (Ω,F ,Ft ,P, wt , x(t)), where x(t), t  0, is a process having a.s.
continuous trajectories. Moreover, such a solution lives in Sd . Indeed, if νi is the unit
inward normal at ∂Sid := {xi = 0} ∪ {xi = 1}, due to (1.1) we have〈
b(x), νi
〉
 0,
∣∣√A(x)νi∣∣2
Rd
= 〈A(x)νi, νi 〉= 0, x ∈ ∂Sid . (1.3)
Thus, since γ (x) ∈ ∂Sid , for any x ∈ Vi := {x ∈ Rd : xi ∈ [0,1]c}, if we assume that
x(s) ∈ Vi , for any s ∈ [t1, t2], we have
〈
x(t2)− x(t1), νi
〉= t2∫
t1
〈√
A ◦ γ (x(s))νi , dws 〉+ t2∫
t1
〈
(b ◦ γ )(x(s)), νi 〉ds  0.
This implies that
P
(
x(s) ∈ Vi, for s ∈ [t1, t2], and
〈
x(t2)− x(t1), νi
〉
< 0
)= 0,
so that, if we denote
Vi,0 := {x ∈Rd : xi < 0}, Vi,1 := {x ∈Rd : xi > 1},
we have
P
( ⋃
i=1,...,d,j=0,1
t2,t1∈Q
{
x(s) ∈ Vi,j , for s ∈ [t1, t2], and
〈
x(t2)− x(t1), νi,j
〉
< 0
})= 0,
where νi,j is the inward normal at ∂Si,jd := {xi = j }. Therefore, due to the continuity of
the trajectories of x(t), it is possible to conclude that
P
(
x(s) ∈ Scd , for some s > 0
)= 0.
This means that the P-distribution of {x(t), t  0} is supported on C([0,∞);Sd) and from
the Itô’s formula we have that it solves the martingale problem associated with LA,b and
starting from x ∈ Sd at time t = 0.
The new part concerns the uniqueness of the martingale solution. The degeneracy of
diffusion coefficients implies that it is impossible to apply directly the classical results
by Stroock and Varadhan (see [15]) in order to establish uniqueness of solutions for the
martingale problem. Clearly, if one could prove pathwise uniqueness, then uniqueness in
law would follow and this would be equivalent to uniqueness of the martingale problem.
But here the square root of the diffusion matrix A is not assumed to be Lipschitz-
continuous and nothing can be said in general about pathwise uniqueness.
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operator LA,b is closable in the space of continuous functions C(Sd) and its closure is the
generator of a C0-semigroup of contractions on C(Sd ). By general results (see for example
[10, Theorem 4.4.1]), this implies that for any x ∈ Sd the martingale problem associated
with LA,b admits a unique solution supported on C([0,∞);Sd) and starting from x .
The study of such a class of degenerate problems in non-smooth domains arises in the
theory of measure valued diffusion processes describing some dynamics of populations
and in general in the theory of superprocesses (see [7] and the more recent [13] for an
introduction to superprocesses). Actually, many discrete stochastic models in population
genetics can be closely approximated by diffusions belonging to the class which we are
considering. Probably, the most well known example is the Fleming–Viot process, whose
generator, in the case of a population with a finite number of different types, is given by
Lu(x) = 1
2
Tr
[
C(x)D2u(x)
]+ 〈Qx,Du(x)〉, x ∈ S, (1.4)
where S := {x ∈ [0,1]d : ∑di=1 xi  1} is the symplex of probability measures on the finite
set E := {0,1, . . . , d}, C is the Fleming–Viot matrix
Cij (x)= xi(δij − xj ), x ∈ S,
and Q is the infinitesimal matrix of a Markov process on E (for a review on Fleming–Viot
processes, in the case of a finite or infinite number of types, see [10] and [11]).
In [8], by using some perturbation techniques in a infinite-dimensional setting, Dawson
and March have considered the case of the Fleming–Viot diffusion term multiplied by a
function γ which is very close to constant and have proved that also in this case uniqueness
for the martingale problem holds. But it does not seem possible to adapt their arguments to
more general situations.
In [9], Ethier has proved the existence and uniqueness of solutions for the martingale
problem associated with a class of degenerate operators on S which generalize the classical
Fleming–Viot operator (1.4). Namely, he has considered the following class of operators
Lu(x) = 1
2
Tr
[
C(x)D2u(x)
]+ 〈b(x),Du(x)〉, x ∈ S, (1.5)
for general vector fields b of class C2, which satisfy the same invariance property which
we are assuming in (1.1), that is〈
b(x), ν(x)
〉
 0, x ∈ ∂S.
In the present paper we go farther on generalizing and instead of C we consider a wider
class of diffusion coefficients A which can be written as
A(x) = γ (x)Aˆ(x), x ∈ Sd,
for some strictly positive function γ of class C2 and some matrix valued function Aˆ of
class C2 fulfilling the invariance property (1.1) and such that
Aˆij (x) = Aˆij (xi, xj ), x ∈ Sd .
It is important to stress that the step from the Fleming–Viot matrix C to more general
diffusions coefficients A is not a straightforward generalization. Actually, the matrix C
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degree less or equal to k, then Tr[C(x)D2p(x)] ∈ Pk(S). Then, as the operator Tr[CD2u]
is dissipative in C(S), for any λ > 0 and k ∈N the mapping
λI − Tr[CD2] :Pk(S) → Pk(S),
is a bijection. This means that the image of λI − Tr[CD2] is dense in C(Sd) and hence, by
an operator sums argument, Ethier can conclude that the closure of the operator L defined
in (1.5) generates a strongly continuous semigroup of contractions in C(S).
Clearly these arguments are no more valid, as soon as one perturbs the matrix-valued
mapping C, so that interesting discrete stochastic models in population genetics cannot be
covered by the paper of Ethier [9]. The aim of our paper is precisely trying to cover this
gap.
A similar aim has also motivated the papers [1] and [2], by Athreya, Barlow, Bass
and Perkins and Bass and Perkins, respectively. In these two articles they prove the
uniqueness of the martingale problem associated with some degenerate operators acting
on C2 functions defined on the non-negative orthant Rd+. In the first one [1] the following
class of generators is studied
Lu(x) =
d∑
i=1
xiγi(x)D
2
i u(x)+
d∑
i=1
bi(x)Diu(x), x ∈Rd+,
where γi are continuous functions which are strictly positive on the whole orthant and bi
are continuous functions which have linear growth and are strictly positive on the boundary
∂Rd+. In the last section of the paper a one-dimensional counterexample is also given,
which shows that the condition b > 0 cannot be weakened, if b is only continuous. To this
purpose, notice that in our paper the drift b fulfills the more general stochastic invariance
condition (1.1), but this does not contradict the counterexample in [1] as we are assuming
A and b to be of class C2. In the second paper [2] the following more general class is
studied
Lu(x) =
d∑
i,j=1
√
xixjγij (x)D
2
ij u(x)+
d∑
i=1
bi(x)Diu(x), x ∈Rd+,
where the matrix γij (x) is positive definite and the off-diagonal terms are small for
x ∈ ∂Rd+. Here, in contrast to previous work, the bi need only be non-negative on the
boundary, but both γij and bi have to be taken Hölder continuous.
In the present paper, our idea has been of approximating the problem
λu(x)−LA,bu(x)= f (x), x ∈ Sd, (1.6)
by the uniformly elliptic problems{
λu(x)− ε
u(x)−LA,bu(x)= f (x), x ∈ Sd,
D2i u(x) = 0, x ∈ ∂Sid , i = 1, . . . , d,
(1.7)
where ε is a positive constant. In [4] we have proved that if A and b fulfill the invariance
property (1.1) and are of class Ck+δ , with k = 0,1 and δ ∈ (0,1), then for any f ∈
Ck+δ(Sd) there exists a unique solution uε ∈ C2+k+δ(Sd) to problem (1.7).
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+LA,b, defined on suitable domains,
is quasi-dissipative both in C1(Sd) and in C2(Sd), uniformly with respect to ε > 0. This
provides uniform estimates in C1(Sd) and in C2(Sd) for the solutions uε of (1.7), and
these uniform estimates allow in their turn to prove that the image of λI −LA,b is dense in
C(Sd). Notice that if A, b and f are of class C2, the solution uε to problem (1.7) belongs
to C3(Sd) and then we can differentiate once both sides in (1.7). This allows to obtain
the equation fulfilled by the first derivative of uε and to prove the quasi-dissipativity in
C1(Sd). For the proof of quasi-dissipativity in C2(Sd) things are more difficult. Actually,
as uε is only of class C3, we cannot differentiate twice in (1.7) in order to have the equation
fulfilled by the second derivative and this forces us to pass through a weak formulation of
problems (1.6) and (1.7).
The paper is organized as follows. In Section 2 we introduce notations and assumptions
on the coefficients A and b and some preliminary results on dissipative operators. In
Section 3 we study a suitable generalization of the weak problem associated with equation
(1.6). Namely, we show that a maximum principle for the weak problem can be proved
also in this degenerate case. In Section 4 we prove the key results of the paper. Actually,
we introduce the approximating problem (1.7) and we prove a priori estimates for the
solutions uε , both in C1 and in C2, which are uniform with respect to ε > 0. This allows us
to prove in Section 5 the full range condition for the closure of the operator LA,b in C(Sd)
and, as the main consequence, the uniqueness of the martingale problem associated with
the operator LA,b . Moreover, we obtain the existence and uniqueness of a C1-solution for
the weak version of problem (1.6).
2. Notations and preliminaries
Throughout the present paper, for any d  1 we denote by Sd the set [0,1]d . For any
i ∈ I := {1, . . . , d} and j ∈ J := {0,1} we set
∂S
i,j
d := {x ∈ Sd : xi = j }, ∂Sid := ∂Si,0d ∪ ∂Si,1d .
It follows that for any (i, j) ∈ I × J the set ∂Si,jd is a hypercube of dimension d − 1 and
d⋃
i=1
∂Sid = ∂Sd.
2.1. Function spaces on Sd
In what follows we shall denote by C(Sd) the Banach space of continuous functions on
Sd , endowed with the supremum norm ‖·‖C(Sd), and by C0(Sd) the subspace of continuous
functions which vanish at the boundary. For any δ ∈ (0,1) we shall denote by Cδ(Sd) the
Banach space of uniformly δ-Hölder continuous functions, endowed with the norm
‖u‖Cδ(Sd) := ‖u‖C(Sd) + sup
x,y∈Sd
x =y
|u(x)− u(y)|
|x − y|δ =: ‖u‖C(Sd) + [u]Cδ(Sd).
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functions u ∈ C(Sd) ∩Ck(S◦d ) such that
Dαu is uniformly
{
continuous if δ = 0,
δ-Hölder continuous if δ ∈ (0,1) on S
◦
d ,
for any multi-index α, with |α| = k. In particular, for any α, with 1  |α|  k, the
derivatives Dαu can be extended by continuity to uniformly δ-Hölder continuous functions
defined up to the boundary of Sd . Ck+δ(Sd) is a Banach space endowed with the norm
‖u‖Ck(Sd ) := ‖u‖C(Sd) +
∑
|α|=k
sup
x∈Sd
∣∣Dαu(x)∣∣, if δ = 0,
and
‖u‖Ck+δ(Sd) := ‖u‖Ck(Sd) +
∑
|α|=k
sup
x,y∈Sd
x =y
|Dαu(x)−Dαu(y)|
|x − y|δ , if δ > 0.
Notice that, as a consequence of the Whitney extension theorem, for any u ∈ C(Sd) we
have that u ∈ Ck+δ(Sd) if and only if there exists v ∈ Ck+δ(Rd) such that u = v|Sd (for a
proof see e.g. [10, Theorem 6.1 in Appendix 6]).
Finally, we define
C2 (Sd) :=
d⋂
i=1
{
u ∈ C2(Sd): D2i u(x) = 0, x ∈ ∂Sid
}
. (2.1)
2.2. Dissipative operators
We recall here some basic facts about dissipative operators which will be used in what
follows (for all details and proofs see e.g. [5, Section 3.3] and [14]).
Let E be a real Banach space, endowed with the norm ‖ · ‖E and the duality 〈·, ·〉E
between E and E. A linear operator M :D(M) ⊆ E → E is dissipative if for any
f ∈ D(M) and λ > 0
‖f ‖E  1
λ
‖λf −Mf ‖E (2.2)
or, equivalently, if for any f ∈ D(M) there exists
f  ∈ ∂‖f ‖E :=
{
g ∈ E: ‖g‖E = 1, 〈f,g〉E = ‖f ‖E
}
such that
〈Af,f 〉E  0. (2.3)
Moreover, M is quasi-dissipative if there exists some λ0 > 0 such that M − λ0 is
dissipative. Finally, M is strongly dissipative if (2.3) holds for any f ∈ D(M) and
f  ∈ ∂‖f ‖E .
Clearly a strongly dissipative operator is a dissipative operator, which in turn is a quasi-
dissipative operator.
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two linear operators.
(1) If M is dissipative and D(M) ⊇ Range(M), then M is strongly dissipative.
(2) If M is strongly dissipative and N is dissipative, then M +N :D(M)∩D(N) → E is
dissipative.
In particular, from the previous theorem we immediately have that if M is dissipative
and densely defined and N is dissipative, then the sum M + N , defined on D(M + N) =
D(M) ∩D(N), is dissipative.
Proposition 2.2 [5, Proposition 3.7]. Let M :D(M) ⊆ E → E be a dissipative operator.
(1) If D(M) ⊇ Range(M), in particular if M is densely defined, then M is closable.
(2) If M is closable, then its closure is also dissipative.
Proposition 2.3 [5, Proposition 3.10]. Let M :D(M) ⊆ E → E be a dissipative operator
with dense domain. Then the following assertions are equivalent.
(1) Range(λ −M) is dense in E, for any λ > 0.
(2) Range(λ0 −M) is dense in E, for some λ0 > 0.
(3) M is essentially m-dissipative, that is its closure M is m-dissipative. More precisely,
M is dissipative and Range(λ0 −M) = E, for some λ0 > 0 (and hence for all λ > 0).
Finally, we recall the Lumer–Phillips theorem on the generation of C0-semigroups of
contractions by dissipative operators.
Theorem 2.4 [10, Theorem 1.2.12]. A linear operator M :D(M) ⊆ E → E is closable
and its closure M is the generator of a strongly continuous contractions semigroup on E
if and only if D(M) is dense in E, M is dissipative and Range(λ0 −M) is dense in E, for
some λ0 > 0.
Remark 2.5.
(1) As proved e.g. in [5, Proposition 3.8], a m-dissipative operator M is maximal
dissipative, i.e. if N is dissipative and M ⊆ N , then M = N . In particular, this means
that if M is an operator fulfilling the conditions of Theorem 2.4, then its closure is its
only dissipative extension and there is uniqueness of the generated semigroup.
(2) Theorems 2.1 and 2.4 and Propositions 2.2 and 2.3 are still valid if we replace
dissipativity with quasi-dissipativity. The only difference is that the conditions on the
range holds only for λ > λ0, for some λ0 > 0, and the Lumer–Philips theorem provides
a C0-semigroup which is not of contraction.
We conclude this subsection recalling a useful result whose proof can be found in [3]
(see Lemma 2.2).
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set K , equipped with the supremum norm, and let A be a m-dissipative operator on C(K).
Moreover, let B the operator defined by
D(B) = D(A), B = GA,
where for any u :K →R
(Gu)(x) = γ (x)u(x), x ∈ K,
for some continuous and strictly positive function γ defined on K .
Then, if B is dissipative we have that B is m-dissipative.
2.3. Assumptions on A and b
We conclude this section describing the conditions imposed on the coefficients A and b
of the operator
LA,bu := 12 Tr[AD
2u] + 〈b,Du〉, u ∈ D(LA,b) := C2(Sd).
Throughout the paper for any i ∈ I we shall denote by νi(x) the unit inward normal at the
point x ∈ ∂Sid , that is
νi(x) := (−1)j ei, x ∈ ∂Si,jd .
Definition 2.7.
(1) A mapping A = [ah,k] :Sd → L+(Rd ) belongs to HA(Sd) if it is continuous and for
any i ∈ I
A(x)νi(x) = 0, x ∈ ∂Sid .
(2) A mapping A = [ah,k] :Sd → L+(Rd) belongs to KA(Sd) if it is continuous and for
any h, k ∈ I
ah,k(x) = ah,k(xh, xk), x ∈ Sd .
(3) A mapping b :Sd →Rd belongs to Hb(Sd) if is continuous and for any i ∈ I〈
b(x), νi(x)
〉
 0, x ∈ ∂Sid .
In particular, A ∈HA(Sd) if and only if for any i ∈ I
ah,i(x) = ai,h(x) = 0, x ∈ ∂Sid , h ∈ I, (2.4)
and A ∈KA(Sd)∩ Cr(Sd ;L+(Rd)) if and only if for any h, k ∈ I
i1, . . . , ir /∈ {h, k} ⇒ Di1,...,ir ah,k(x)= 0, x ∈ Sd . (2.5)
Moreover, b ∈Hb(Sd) if and only if for any (i, j) ∈ I × J
(−1)j bi(x) 0, x ∈ ∂Si,jd . (2.6)
From (2.6) we get the following equivalent definition of Hb(Sd).
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x ∈ ∂Sd there exists ρx > 0 such that
x + ρb(x) ∈ Sd, 0 ρ  ρx. (2.7)
Proof. Assume first that b ∈Hb(Sd) and fix x ∈ ∂Sd . We have to show that there exists
ρx > 0 such that for any i ∈ I and 0 ρ  ρx
xi + ρbi(x) ∈ [0,1]. (2.8)
If xi ∈ (0,1), there clearly exists ρix > 0 such that (2.8) holds for any 0  ρ  ρix . If
xi = 0, then due to (2.6) we have that bi(x)  0 and then we can find ρix > 0 such that
xi + ρbi(x) = ρbi(x) ∈ [0,1], for any 0 ρ  ρix . Analogously, if xi = 1 due to (2.6) we
have bi(x) 0 and then we can find ρix > 0 such that xi + ρbi(x) = 1 + ρbi(x) ∈ [0,1],
for any 0 ρ  ρix . By taking ρx := mini∈I ρix we obtain (2.7).
Viceversa, assume that (2.7) holds. If x ∈ ∂Si,jd there exists ρx > 0 such that
j + ρbi(x) ∈ [0,1], 0 ρ  ρx.
In particular, if j = 0 we have ρbi(x) 0, so that (−1)jbi(x) = bi(x) 0, and if j = 1
we have 1 + ρbi(x) 1, so that (−1)jbi(x) = −bi(x) 0. Due to (2.6) this implies that
b ∈Hb(Sd). 
3. The weak formulation
We start with the following integration by parts formula.
Lemma 3.1. Assume that A ∈HA(Sd) ∩ C1(Sd ;L+(Rd)). Then for any u ∈ C2(Sd) and
ϕ ∈ W 1,∞(Sd) we have∫
Sd
(LA,0u)ϕ dx = −12
∫
Sd
[〈ADu,Dϕ〉 + 〈DA,Du〉ϕ] dx, (3.1)
where the vector field DA is defined by
[
DA(x)
]
i
:=
d∑
j=1
Djai,j (x), x ∈ Sd, i ∈ I.
Proof. For any i, j ∈ I we have
Di(ai,jϕDju) = ai,jDiϕDju+ ai,jϕDij u+Diai,jϕDju.
Then, summing over i, j ∈ I , we get
d∑
i=1
Di
(
d∑
j=1
ai,jϕDju
)
= 〈ADu,Dϕ〉 + 2(LA,0u)ϕ + 〈DA,Du〉ϕ. (3.2)
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∫
Sd
Di
(
d∑
j=1
ai,j ϕDju
)
dx =
∫
Sd−1
1∫
0
Di
(
d∑
j=1
ai,jϕDju
)
dxi dy = 0,
and then, integrating on Sd both sides in (3.2) we obtain (3.1). 
Remark 3.2. With the same arguments used above we have that formula (3.1) is still valid
if we do not assume that A ∈HA(Sd), but we take ϕ ∈ W 1,∞(Sd)∩ C0(Sd).
The previous lemma leads us to the following definition.
Definition 3.3. A function u ∈ C1(Sd) is a weak solution of problem (1.6) if for any
ϕ ∈ W 1,∞(Sd)∫
Sd
[
λu + 1
2
〈ADu,Dϕ〉 + 1
2
〈DA,Du〉ϕ − 〈b,Du〉ϕ
]
dx =
∫
Sd
f ϕ dx. (3.3)
Due to (3.1), if A ∈ HA(Sd) ∩ C1(Sd ;L+(Rd )) a C2(Sd) solution is clearly a weak
solution. On the other hand, if u is a weak solution and belongs to C2(Sd) it is immediate
to check that it is a classical solution.
In what follows we shall prove that a maximum principle holds for the weak problem.
Lemma 3.4. Let us fix any B ∈ C1(Sd ;L+(Rd)), b ∈Hb(Sd), c ∈ C(Sd) and assume that
u ∈ C1(Sd) satisfies∫
Sd
[
cuϕ + 〈BDu,Dϕ〉 + 〈DB − b,Du〉ϕ]dx  ∫
Sd
f ϕ dx,
for any ϕ ∈ W 1,∞(Sd) ∩ C0(Sd), with ϕ  0 on Sd . Moreover, assume that there exists
x0 ∈ S◦d such that
min
x∈Sd
u(x) = u(x0), f (x0) 0.
Then
min
x∈Sd
c(x) > 0 ⇒ min
x∈Sd
u(x) 0.
Proof. For any ρ > 0 we define
uρ(x) := u(x)+ ρ|x − x0|2 =: u(x)+ ρh(x), x ∈ Sd .
Notice that uρ(x) u(x), for any x ∈ Sd , and hence
u(x0) = uρ(x0) = min
x∈S uρ(x).d
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Sd
(L2B,0h)ϕ dx = −
∫
Sd
[〈BDh,Dϕ〉 + 〈DB,Dh〉ϕ] dx.
This means that∫
Sd
[
cuρϕ + 〈BDuρ,Dϕ〉 + 〈DB − b,Duρ〉ϕ
]
dx

∫
Sd
[
f + ρ(ch−L2B,bh)
]
ϕ dx.
Thus, setting
m := min
x∈Sd
[
c(x)h(x)−L2B,bh(x)
]
,
for any ϕ  0 we obtain∫
Sd
[
cuρϕ + 〈BDuρ,Dϕ〉 + 〈DB − b,Duρ〉ϕ
]
dx

∫
Sd
f ϕ dx +mρ
∫
Sd
ϕ dx. (3.4)
Next, for any ρ > 0 and n ∈N we define
ψρ,n(x) :=
[
uρ(x0)+ 1
n
− uρ(x)
]+
, x ∈ Sd .
It is immediate to check that ψρ,n ∈ Lip(Sd) and
|ψρ,n|Lip(Sd)  |uρ |Lip(Sd ). (3.5)
Moreover, as proved e.g. in [12, Lemma 7.6], if we define
Λρ,n :=
{
x ∈ Sd : uρ(x) < uρ(x0)+ 1
n
}
, n ∈N, ρ > 0,
we have
Dψρ,n(x)=
{−Duρ(x) x ∈ Λρ,n,
0 x /∈ Λρ,n.
Now, as ψρ,n(x0) = 1/n > 0 and ψρ,n  0, we can define
ϕρ,n(x) := 1
zρ,n
ψρ,n(x), x ∈ Sd,
where
zρ,n :=
∫
S
ψρ,n dx.d
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Sd
ϕρ,n dx = 1.
Moreover it is easy to see that
suppϕρ,n = suppψρ,n = Λρ,n ⊆ B
(
x0,
1√
ρn
)
, ρ > 0, n ∈N,
and
Dϕρ,n(x) =
{
− 1
zρ,n
Duρ(x) x ∈ Λρ,n
0 x /∈ Λρ,n.
(3.6)
In particular, since x0 ∈ S◦d we have that for any ρ > 0 there exists some n0 = n(ρ) such
that
suppϕρ,n ⊆ B
(
x0,
1√
ρn
)
 S◦d , n n0,
so that ϕρ,n ∈ C0(Sd).
Next, by adding and subtracting terms, for any n n0 we obtain
uρ(x0)
∫
Sd
cϕρ,n dx =
∫
Sd
c
(
uρ(x0)− uρ
)
ϕρ,n dx
+
∫
Sd
[
cuρϕρ,n + 〈BDuρ,Dϕρ,n〉 + 〈DB − b,Duρ〉ϕρ,n
]
dx
−
∫
Sd
〈BDuρ,Dϕρ,n〉dx −
∫
Sd
〈DB − b,Duρ〉ϕρ,n dx
=: In1 + In2 + In3 + In4 .
Our aim now is estimating separately each term. We have
In1 −‖c‖C(Sd)|uρ |Lip(Sd)
∫
B(x0,1/√ρn)
|x0 − x|ϕρ,n dx,
so that
lim inf
n→+∞ I
n
1  0. (3.7)
Moreover, as ϕρ,n  0, in view of (3.4) we have
In2 
∫
Sd
f ϕρ,n dx +mρ
∫
Sd
ϕρ,n dx, n n0,
and then
lim inf In2  f (x0)+mρ. (3.8)n→+∞
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In3 = −
∫
Λρ,n
〈BDuρ,Dϕρ,n〉dx = 1
zρ,n
∫
Λρ,n
〈BDuρ,Duρ〉dx  0. (3.9)
Finally,
In4 = −
∫
Sd
〈
(DB − b)(x0),Duρ
〉
ϕρ,n dx
+
∫
Sd
〈
(DB − b)(x0) − (DB − b),Duρ
〉
ϕρ,n dx.
Concerning the first term in In4 , we note that due to (3.6) for any ξ ∈Rd we have
〈ξ,Duρ 〉ϕρ,n = −zρ,n〈ξ,Dϕρ,n〉ϕρ,n = −zρ,n2 〈ξ,Dϕ
2
ρ,n〉.
Then, as ϕρ,n ∈ C0(Sd), integrating we get∫
Sd
〈ξ,Duρ 〉ϕρ,n dx = −zρ,n2
∫
Sd
〈ξ,Dϕ2ρ,n〉dx = 0,
so that
In4 −|uρ |Lip(Sd )
∫
B(x0,1/√ρn)
∣∣(DB − b)(x0)− (DB − b)∣∣ϕρ,n dx.
As DB − b is continuous at x0, this allows us to conclude that
lim inf
n→+∞ I
n
4  0 (3.10)
and collecting together (3.7), (3.8), (3.9) and (3.10) we get
f (x0)+mρ  lim inf
n→+∞uρ(x0)
∫
Sd
cϕρ,n dx  uρ(x0)‖c‖C(Sd).
Thus, as u(x0) = uρ(x0) and f (x0) 0, we obtain
u(x0) ‖c‖−1C(Sd)
(
f (x0)+mρ
)
 ‖c‖−1C(Sd)mρ,
and hence, by taking the limit as ρ tends to zero, we get u(x0) 0. 
Remark 3.5. Let u ∈ C2(Sd) be a solution of the problem
λu = ε
u+ 1
2
Tr[AD2u] + 〈b,Du〉 + cu+ f,
for some λ > 0, ε  0, A ∈ C(Sd ;L(Rd)), b ∈ C(Sd ;Rd) and c, f ∈ C(Sd).
If we set
uπ(x1, . . . , xd) := u(xπ(1), . . . , xπ(d)), x ∈ Sd,
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λu = ε
u+ 1
2
Tr[AπD2u] + 〈bπ ,Du〉 + cπu+ fπ ,
where the coefficients Aπ , bπ and cπ and the datum fπ are obtained as uπ by permuting
the coordinates.
Similarly, if we set for 1 l  d
ul(x1, . . . , xd) = u(1 − x1, . . . ,1 − xl, xl+1, . . . , xd), x ∈ Sd,
we have that ul ∈ C2(Sd) solves the problem
λu = ε
u+ 1
2
Tr[AlD2u] + 〈bl,Du〉 + clu+ fl,
where the coefficients Al and cl and the datum fl are obtained as ul and{
(bl)k(x1, . . . , xd) = −bk(1 − x1, . . . ,1 − xl, xl+1, . . . , xd), 1 k  l,
(bl)k(x1, . . . , xd) = bk(1 − x1, . . . ,1 − xl, xl+1, . . . , xd),
l  d − 1, l + 1 k  d.
It is immediate to check that if A ∈ HA(Sd) (respectively KA(Sd)), then Aπ,Al ∈
HA(Sd) (respectively KA(Sd)) and if b ∈ Hb(Sd), then bπ , bl ∈ Hb(Sd). Moreover, if
u ∈ C2 (Sd), then uπ ,ul ∈ C2 (Sd).
Therefore, without loss of generality if x ∈ ∂Sd in what follows we can always make a
permutation π and reflections xk → 1 − xk , k ∈ I , in such a way that either x = 0 or
x ∈
d⋂
k=l+1
∂S
k,0
d and x /∈
⋃
k=1,...,l
j=0,1
∂S
k,j
d , 1 l  d − 1.
This means that in what follows we can always assume that any x ∈ ∂Sd is of the following
type {
x = (y,0, . . . ,0), y ∈ S◦l , 1 l  d − 1,
x = (0, . . . ,0). (3.11)
Theorem 3.6. Let A ∈ C1(Sd;L+(Rd )) ∩HA(Sd), b ∈Hb(Sd) and c ∈ C(Sd). Moreover
let u ∈ C1(Sd) satisfies∫
Sd
[
cuϕ + 1
2
〈ADu,Dϕ〉 +
〈
1
2
DA− b,Du
〉
ϕ
]
dx  0,
for any ϕ ∈ W 1,∞(Sd), with ϕ  0. Then
min
x∈Sd
c(x) > 0 ⇒ min
x∈Sd
u(x) 0.
Proof. Let x0 ∈ Sd such that
u(x0) = min
x∈S u(x).d
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Thus we can assume that x0 ∈ ∂Sd and, according to Remark 3.5, we can assume that
either x0 = (y0,0, . . . ,0), for some y0 ∈ S◦l , with 1  l  d − 1 (case l  1), or x0 = 0
(case l = 0).
For any n ∈N we define
ψn(t) :=
{
2n(1 − nt) 0 t  1
n
,
0 1
n
< t  1.
(3.12)
In the case l  1 we fix any function ϕ ∈ W 1,∞(Sl), with ϕ  0 on Sl , and we define
ϕn(x) := ϕ(x1, . . . , xl)
d∏
k=l+1
ψn(xk), x ∈ Sd .
Clearly ϕn ∈ W 1,∞(Sd) and ϕn  0 on Sd , so that∫
Sd
[
cuϕn + 12 〈ADu,Dϕn〉 +
〈
1
2
DA− b,Du
〉
ϕn
]
dx  0. (3.13)
Our aim is showing that by taking the limit above as n goes to infinity we get∫
Sl
[
cˆuˆϕ + 1
2
〈AˆlDuˆ,Dϕ〉 +
〈
1
2
DAˆl − bˆl,Duˆ
〉
ϕ
]
dy

∫
Sl
d∑
i=l+1
bi(y,0, . . . ,0)Diu(y,0, . . . ,0) dy, (3.14)
where
uˆ(y) := u(y,0, . . . ,0), y ∈ Sl
(and analogously for cˆ and any other function defined on Sd ) and Aˆl :Sl → L+(Rl ) and
where bˆl : Sl →Rl are defined respectively by
(Aˆl)i,j (y) := ai,j (y,0, . . . ,0), 1 i, j  l, (3.15)
and
(bˆl)i (y) := bi(y,0, . . . ,0), 1 i  l.
Note that if A ∈ HA(Sd) then Aˆl ∈ HA(Sl) and if b ∈ Hb(Sd) then bˆl ∈ Hb(Sl).
Moreover, due to (2.6) we have that bi(y0,0, . . . ,0)  0 for any i  l + 1 and, as
(y0,0, . . . ,0) is a minimum point for u, we have that Diu(y0,0, . . . ,0) 0 for any i ∈ I .
This means that
d∑
i=l+1
bi(y0,0, . . . ,0)Diu(y0,0, . . . ,0) 0,
and then, since
uˆ(y0) = u(y0,0, . . . ,0) = u(x0) = min
x∈S u(x)miny∈S uˆ(y),d l
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(with B = 1/2Aˆl and b = bˆl ) and we can conclude that
min
x∈Sd
u = u(x0) = uˆ(y0) 0.
Hence, in order to conclude the proof in the case l  1 we have to prove (3.14). For any
n ∈N we have∫
Sd−l
d∏
k=l+1
ψn(zk) dz =
d∏
k=l+1
∫
[0,1/n]
2n(1 − nzk) dzk = 1,
then it is immediate to check that for any v ∈ C(Sd) and ψ ∈ L∞(Sl)
lim
n→+∞
∫
Sd
v(y, z)ψ(y)
d∏
k=l+1
ψn(zk) dy dz =
∫
Sl
vˆ(y)ψ(y) dy. (3.16)
Thus, since u, Du, DA, c and b are continuous on Sd , we obtain
lim
n→+∞
∫
Sd
[
cuϕn +
〈
1
2
DA− b,Du
〉
ϕn
]
dx
=
∫
Sl
[
cˆuˆϕ +
〈
1
2
D̂A− bˆ, D̂u
〉
ϕ
]
dy. (3.17)
Next, we have to take the limit of the other term
1
2
∫
Sd
〈ADu,Dϕn〉dx =: I 1n + I 2n ,
where
I 1n :=
1
2
∫
Sd−l
(∫
Sl
d∑
i=1
l∑
j=1
ai,j (y, z)Diu(y, z)Djϕ(y) dy
)
d∏
k=l+1
ψn(zk) dz,
and
I 2n :=
1
2
∫
Sd−l
d∑
j=l+1
(∫
Sl
d∑
i=1
ai,j (y, z)Diu(y, z)ϕ(y) dy
)
ψ ′n(zj )
d∏
k=l+1
k =j
ψn(zk) dz.
From (3.16), applied to ψ = Djϕ, we have
lim
n→+∞ I
1
n =
1
2
∫
Sl
d∑
i=1
l∑
j=1
ai,j (y,0)Diu(y,0)Djϕ(y) dy.
Then, as ai,j (y,0)= 0, for any i  l + 1 (see (2.4)), we conclude that
lim
n→+∞ I
1
n =
1
2
∫
S
l∑
i=1
l∑
j=1
aˆi,j D̂iuDjϕ dy = 12
∫
S
〈AˆlDuˆ,Dϕ〉dy, (3.18)
l l
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that
lim
n→+∞ I
n
2 = −
1
2
∫
Sl
d∑
i=1
d∑
j=l+1
Djai,j (y,0, . . . ,0)Diu(y,0, . . . ,0)ϕ(y) dy, (3.19)
since Djai,j (y,0, . . . ,0) = 0 for any i  l + 1 and j  l, it is immediate to see that∫
Sl
1
2
〈D̂A, D̂u〉ϕ dy + lim
n→+∞ I
n
2 =
∫
Sl
1
2
〈DAˆl,Duˆ〉ϕ dy,
so that from (3.17) and (3.18) we easily get (3.14).
Hence, it remains to prove (3.19). If we assume j  l + 1, we have that ai,j (y, z) = 0 if
zj = 0, so that if we set
zˆj := (zl+1, . . . , zj−1,0, zj+1, . . . , zd ),
we have
ai,j (y, z)= ai,j (y, z)− ai,j (y, zˆj ) = Djai,j (y, zˆj )zj + σj (y, z)zj ,
for some function σj (y, z) such that
lim
zj→0
σj (y, z) = 0,
uniformly with respect to the other variables. Thus, we can rewrite
I 2n =
1
2
∫
Sd−l
d∑
j=l+1
(∫
Sl
d∑
i=1
(
Djai,j (y, zˆ
j )+ σj (y, z)
)
Diu(y, z)ϕ(y) dy
)
×ψ ′n(zj )zj
d∏
k=l+1
k =j
ψn(zk) dz,
and since
1∫
0
ψ ′n(t)t dt = −2n2
1/n∫
0
t dt = −1,
by arguing as in (3.16) (with ψ = ϕ) we can conclude that (3.19) holds.
Finally, if x0 = 0 (case l = 0) we define
ϕn(x) :=
d∏
k=1
ψn(xk), x ∈ Sd .
In this case, by reasoning as above we can take the limit in (3.13) as n goes to infinity and
we obtain
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2
d∑
i,j=1
Djai,j (0)Dju(0)−
〈
b(0),Du(0)
〉
= c(0)u(0)− 〈(0),Du(0)〉.
According to (2.6) we have bi(0) 0, for any i  d . Moreover, since x0 = 0 is a minimum
point for u we have Diu(0)  0, for any i  d . This means that 〈b(0),Du(0)〉  0 and
then, as c > 0 on Sd we can conclude that u(0) 0. 
In what follows we shall use the following easy consequence of the previous theorem.
Corollary 3.7. Let f ∈ C(Sd ) and let u ∈ C1(Sd) such that∫
Sd
[
(λ − c)uϕ + 1
2
〈ADu,Dϕ〉 +
〈
1
2
DA − b,Du
〉
ϕ
]
dx =
∫
Sd
f ϕ dx, (3.20)
for any ϕ ∈ W 1,∞(Sd). Then, under the same conditions of Theorem 3.6 we have
‖u‖C(Sd) 
1
λ − λ0 ‖f ‖C(Sd), (3.21)
for any λ > λ0 := maxx∈Sd c(x).
Proof. If we take λ > λ0 and define
u˜ := u+ 1
λ − λ0 ‖f ‖C(Sd),
we have that u˜ verifies (3.20) with f replaced by
f˜ := f + λ− c
λ− λ0 ‖f ‖C(Sd).
Now, replacing if necessary u by −u, we can assume without loss of generality that
there exists x0 ∈ Sd such that
u(x0) = min
x∈Sd
u(x)= −‖u‖C(Sd).
As
u˜(x0) = u(x0)+ 1
λ− λ0 ‖f ‖C(Sd) = minx∈Sd u(x)+
1
λ − λ0 ‖f ‖C(Sd) = minx∈Sd u˜
and f˜  0, due to Theorem 3.6 we have that u˜(x0) 0. This means that
−‖u‖C(Sd) = u(x0)−
1
λ − λ0 ‖f ‖C(Sd),
which implies (3.21). 
Remark 3.8. We have seen that if u ∈ C2(Sd) and f := λu−LA,bu, for some λ > 0, then∫
S
[
λuϕ +
〈
1
2
ADu,Dϕ
〉
+
〈
1
2
DA − b,Du
〉
ϕ
]
dx =
∫
S
f ϕ dx,d d
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‖u‖C(Sd) 
1
λ
‖f ‖C(Sd),
so that the operator LA,b defined on the domain D(LA,b) = C2(Sd) is dissipative in C(Sd).
4. The approximating problem
In this section we consider the approximating problem{
λu(x)− ε
u(x)−LA,bu(x)= f (x), x ∈ Sd,
D2i u(x) = 0, x ∈ ∂Sid , i = 1, . . . , d, (4.1)
where λ and ε are positive constants and f ∈ C(Sd).
In [4, Theorem 3.2] we have shown that if the coefficients A and b and the datum f are
sufficiently regular, then problem (4.1) is solvable in Hölder spaces of functions. Namely
we have proved the following result.
Theorem 4.1. Assume A ∈ HA(Sd) ∩ Cδ(Sd ;L+(Rd)) and b ∈ Hb(Sd) ∩ Cδ(Sd ;Rd),
for some δ ∈ (0,1). Then for any λ, ε > 0 and f ∈ Cδ(Sd) there exists a unique uε ∈
C2+δ(Sd)∩C2 (Sd) which solves problem (4.1).
Moreover, if we also assume that A ∈ C1+δ(Sd ;L+(Rd )), b ∈ C1+δ(Sd ;Rd) and
f ∈ C1+δ(Sd), then uε ∈ C3+δ(Sd).
In [4, Lemma 3.3] it has also been proved that for the operator ε
+LA,b the following
maximum principle holds.
Lemma 4.2. Assume that u ∈ C2 (Sd) satisfies
λu(x)− ε
u(x)−LA,bu(x) 0, x ∈ Sd,
for some A ∈HA(Sd), b ∈Hb(Sd) and λ, ε > 0. Then u(x) 0, for any x ∈ Sd .
In particular, as the constant function 1 verifies
(ε
+LA,b)1 = 0,
by standard arguments we can conclude that the operator ε
+LA,b is dissipative in C(Sd),
so that, if uε denotes the solution of (4.1), we have
‖uε‖C(Sd) 
1
λ
‖f ‖C(Sd), ε > 0. (4.2)
In the next theorem we shall prove that the operator ε
 + LA,b , defined on suitable
domains, is quasi-dissipative both in C1(Sd) and in C2(Sd).
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1. If A ∈HA(Sd) ∩KA(Sd) ∩ C1(Sd;L+(Sd)) and b ∈Hb(Sd) ∩ C1(Sd ;Rd), then the
operator ε
+LA,b , defined on the domain
D(ε
 +LA,b) := C3(Sd)∩C2 (Sd),
is quasi-dissipative in C1(Sd).
2. If A ∈HA(Sd) ∩KA(Sd) ∩ C2(Sd;L+(Sd)) and b ∈Hb(Sd) ∩ C2(Sd ;Rd), then the
operator ε
+LA,b , defined on the domain
D(ε
 +LA,b) :=
{
u ∈ C3(Sd)∩ C2 (Sd): (ε
+LA,0)u ∈ C2(Sd)
}
, (4.3)
is quasi-dissipative in C2(Sd).
In particular, for each i = 1,2 there exists µi > 0 such that for any λ > µi
‖u‖Ci(Sd) 
1
λ−µi
∥∥λu− (ε
+LA,b)u∥∥Ci(Sd), ε > 0. (4.4)
Proof. The operator ε
+LA,b with domain C3(Sd)∩ C2 (Sd) can be written as
ε
+LA,b = (ε
+LA,0)+L0,b,
where D(ε
+ LA,0) = C3(Sd)∩ C2 (Sd) and D(L0,b) = C2(Sd). Thus, as the domain of
L0,b is dense in C1(Sd), in view of Theorem 2.1 and Remark 2.5 the quasi-dissipativity in
C1(Sd) of LA,b follows once we prove in the next subsections that both ε
 + LA,0 and
L0,b, defined on their respective domains, are quasi-dissipative in C1(Sd).
Analogously, if we take D(ε
 +LA,0) defined as in (4.3) (with b = 0) and D(L0,b) =
C3(Sd), we have that the quasi-dissipativity of ε
+LA,b in C2(Sd) follows once we prove
that both ε
+LA,0 and L0,b , defined on their respective domains, are quasi-dissipative in
C2(Sd). 
4.1. Quasi-dissipativity of L0,b in Ck(Sd), for k  1
Theorem 4.4. If b ∈ Hb(Sd) then the operator L0,b defined on D(L0,b) = C1(Sd) is
dissipative in C(Sd ). Moreover, if b ∈Hb(Sd) ∩ Ck(Sd ;Rd) for some integer k  1, then
the operator L0,b with domain D(L0,b) = Ck+1(Sd) is quasi-dissipative in Ck(Sd).
Proof. We first prove that L0,b is dissipative in C(Sd ). Let u ∈ C1(Sd) \ {0}, with x0 ∈ Sd
such that
‖u‖C(Sd) =
∣∣u(x0)∣∣.
Without loss of generality we can assume that u(x0) < 0 (otherwise we take −u). If
x0 ∈ S◦d , we have Du(x0) = 0 and then
λ‖u‖C(Sd ) = −λu(x0) = −
(
λu(x0)−
〈
b(x0),Du(x0)
〉)

∥∥λu − 〈b,Du〉∥∥
C(S )
.d
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the function
ϕ : [0,1]→R, t → ϕ(t) := u((1 − t)(x0 + ρ0b(x0))+ tx0),
is well defined, of class C1 and attains its minimun at t = 1. Then〈
Du(x0),−ρ0b(x0)
〉= ϕ′(1) 0,
so that
λ‖u‖C(Sd ) = −λu(x0)−
(
λu(x0)−
〈
b(x0),Du(x0)
〉)

∥∥λu − 〈b,Du〉∥∥
C(Sd)
.
Next, we show that L0,b is quasi-dissipative in Ck(Sd). If we assume that b ∈
Ck(Sd ;Rd), for any multi-index α, with |α| = k, we have
Dα(L0,bu) =
d∑
j=1
Dα(bjDju) =
d∑
j=1
∑
0βα
(
α
β
)
DβbjD
α−βDju
= L0,b(Dαu)+
∑
0βα
|β|>0
(
α
β
) d∑
j=1
DβbjD
α−β+ej u.
Thus, by setting f := λu −L0,bu, we get
λDαu = L0,b(Dαu)+Dαf +
∑
0βα
|β|>0
(
α
β
) d∑
j=1
DβbjD
α−β+ej u.
As L0,b is dissipative in C(Sd), by interpolation this easily implies
λ‖Dαu‖C(Sd)  ‖Dαf ‖C(Sd) +
∑
0βα
|β|>0
(
α
β
) d∑
j=1
‖DβbjDα−β+ej u‖C(Sd)
 ‖Dαf ‖C(Sd) + c(α, b, k)‖u‖Ck(Sd),
for some constant c(α, b, k) depending on α, b and k. Summing on all multi-indices α,
with |α| = k, by using again the dissipativity of L0,b in C(Sd) we have
‖u‖Ck(Sd ) = ‖u‖C(Sd) +
∑
|α|=k
‖Dαu‖C(Sd)
 1
λ
‖f ‖C(Sd) +
1
λ
∑
|α|=k
‖Dαf ‖C(Sd) +
1
λ
∑
|α|=k
c(α, b, k)‖u‖Ck(Sd)
= 1
λ
‖f ‖Ck(Sd) +
c(b, k)
λ
‖u‖ck(Sd).
Therefore, if we take λ > c(b, k), we obtain
‖u‖Ck(Sd ) 
1 ‖f ‖Ck(Sd),λ − c(b, k)
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4.2. Quasi-dissipativity of ε
+LA,0 in C1(Sd) and C2(Sd)
In the previous subsection we have shown that if b ∈ Ck(Sd) then the operator L0,b is
quasi-dissipative in Ck(Sd), for any k  1. Hence, in order to prove that LA,b is quasi-
dissipative both in C1(Sd) and in C2(Sd), in view of what we have said in the proof of
Theorem 4.3 it remains to prove that ε
+LA,0 is quasi-dissipative both in C1(Sd) and in
C2(Sd). To this purpose we need some preliminary results.
Lemma 4.5. Let A ∈ KA(Sd) ∩ C1(Sd ;L+(Rd)) and let u ∈ C3(Sd). Then for any i ∈ I
we have
Di(LA,0u) = LA,0(Diu)+
〈
biA,D(Diu)
〉
, (4.5)
where the vector biA is defined by
(biA)h :=
(
1 − δih
2
)
Diai,h, h ∈ I. (4.6)
Moreover, if A ∈KA(Sd)∩ C2(Sd ;L+(Rd)) and u ∈ C4(Sd), for any i ∈ I we have
D2i (LA,0u) = LA,0(D2i u)+ 2
〈
biA,D(D
2
i )u
〉+ 〈γ iA,D(Diu)〉, (4.7)
where
(γ iA)k :=
(
1 − δik
2
)
D2i ai,k, k = 1, . . . , d,
and for any i, j ∈ I , with i = j , we have
Dij (LA,0u) = LA,0(Dij u)+
〈
biA + bjA,D(Dij u)
〉+ ci,jA Dij u, (4.8)
where
c
i,j
A := Dij ai,j .
Proof. We first prove (4.5). For any i ∈ I we have
Di(LA,0u) = Di
(
1
2
d∑
k,h=1
ah,kDhku
)
= 1
2
d∑
k,h=1
ah,kDhkDiu+ 12
d∑
k,h=1
Diah,kDhku
= LA,0(Diu)+ 12
d∑
k=1
k =i
d∑
h=1
Diah,kDhku+ 12
d∑
h=1
Diah,iDhiu.
Then, as A ∈KA(Sd), due to (2.5) we have
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d∑
k=1
k =i
Diai,kDiku+ 12
d∑
h=1
Diah,iDhiu
= LA,0(Diu)+
d∑
k=1
k =i
Diai,kDiku+ 12Diai,iD
2
i u
and this clearly yields (4.5).
Next, if A ∈ KA(Sd) ∩ C2(Sd ;L+(Rd)), by using again (2.5) it is immediate to check
that for any i, j ∈ I
Dj (b
i
A)k = δij
(
1 − δik
2
)
D2i ai,k + (1 − δij )δjkDij ai,j , k ∈ I. (4.9)
Thus, thanks to (4.5) we have
Dij (LA,0u) = Dj
(
LA,0(Diu)+
〈
biA,D(Diu)
〉)
= LA,0(Dij u)+
〈
biA + bjA,D(Dij u)
〉+ 〈Dj(biA),D(Diu)〉,
and by using (4.9) we obtain (4.7) and (4.8). 
Now we show that the vector field biA introduced in the previous lemma belongs toHb(Sd).
Lemma 4.6. Assume that A ∈HA(Sd) ∩ KA(Sd) ∩ C1(Sd;L+(Rd )). Then for any i ∈ I
the mapping biA defined in (4.6) belongs to Hb(Sd).
Proof. According to (2.6) we have to prove that for any i, k ∈ I and j ∈ J
(−1)j (biA)k(x) 0, x ∈ ∂Sk,jd ,
that is
(−1)j
(
1 − δik
2
)
Diai,k(x) 0, x ∈ ∂Sk,jd . (4.10)
From (2.4) we have that ak,i(x) = 0, for any x ∈ ∂Sk,jd . Thus, if k = i we have
Diai,k(x) = 0, x ∈ ∂Sk,jd ,
and (4.10) follows when k = i .
Next, since A is non-negative definite, for any x ∈ Sd we have ai,i (x) = 〈Aei, ei〉 0.
Then, as ai,i (x) = 0, for x ∈ ∂Si,jd , we have that for any (x1, . . . , xi−1, xi+1, . . . , xd) ∈
Sd−1 the mapping
t ∈ [0,1] → ϕ(t) := ai,i (x1, . . . , xi−1, t, xi+1, . . . , xd) ∈R+,
has a minimum point at t = j . Hence
(−1)jDiai,i (x) = (−1)jϕ′(t)|t=j  0, x ∈ ∂Si,jd ,
S. Cerrai, P. Clément / Bull. Sci. math. 128 (2004) 355–389 379so that (4.10) holds also when k = i . 
Now, we can show that the operator ε
+LA,0 is dissipative in C1(Sd).
Theorem 4.7. Assume that A ∈HA(Sd)∩KA(Sd)∩C2(Sd ;L+(Rd)). Then for any ε > 0
the operator ε
 + LA,0 defined on D(ε
 + LA,0) = C3(Sd) ∩ C2 (Sd) is dissipative in
C1(Sd), that is for any u ∈ C3(Sd)∩ C2 (Sd) and λ > 0
‖u‖C1(Sd) 
1
λ
∥∥λu− (ε
+LA,0)u∥∥C1(Sd). (4.11)
Proof. If we fix u ∈ C3(Sd) ∩ C2 (Sd) and λ > 0 and define f := λu − (ε
 + LA,0)u,
differentiating with respect to xi and setting v := Diu, from (4.5) we get
λv − (ε
+LA,0)v − 〈biA,Dv〉 = Dif.
Since u ∈ C2 (Sd), it is immediate to check that v fulfills the following boundary conditions{
D2kv(x) = 0 k = i, x ∈ ∂Skd ,
Div(x) = 0 x ∈ ∂Sid .
We show that this allows to conclude that if x0 ∈ Sd is a point where v achieves its
minimum, then

v(x0) 0, LA,0v(x0) 0,
〈
biA(x0),Dv(x0)
〉
 0. (4.12)
In particular
Dif (x) 0, x ∈ Sd ⇒ v(x) 0, x ∈ Sd,
which implies
‖Diu‖C(Sd) 
1
λ
‖Dif ‖C(Sd)
(see the proof of Corollary 3.7). Hence, since ε
 + LA,0 is dissipative in C(Sd) (see
Lemma 4.2), we obtain (4.11).
As in the proof of [4, Lemma 3.3], in order to prove (4.12) we proceed by induction on
the dimension d . When d = 1 the function v solves the problem
λv −
(
ε + 1
2
A
)
v′′ − b1Av′ = f ′, v′(0) = v′(1) = 0.
If the minimum point x0 is in S◦d then (4.12) is clearly satisfied. If x0 = 0 (the case x0 = 1
can be treated in the same way), since A ∈HA(Sd), we have A(0)v′′(0) = 0. Moreover,
since 0 is a minimum point and v′(0)= 0, we have v′′(0) 0, so that (4.12) follows.
Next, assume that (4.12) holds for some d − 1 1. We show that it holds also for d . As
above we can assume that x0 ∈ ∂Sd . If x0 ∈ ∂Sk,jd , for some k = i and j = 0,1, recalling
that biA ∈Hb(Sd) (see Lemma 4.6) we have
(−1)j (biA)k(x0) 0.
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〈
biA(x0),Dv(x0)
〉= (biA)k(x0)Dkv(x0)+ d∑
h=1
h=k
(biA)h(x0)Dhv(x0)

d∑
h=1
h=k
(biA)h(x0)Dhv(x0) =:
〈
(biA)|∂Skd (x0),D(γk ◦ v)(x0)
〉
, (4.13)
where γk ◦ v is the restriction of v to ∂Skd . Moreover, since A ∈ HA(Sd) we have that
ak,h(x) = 0 on ∂Skd , for any h ∈ I and then
LA,0v(x0) = 12
d∑
h,l=1
h,l =k
ah,l(x0)Dhlv(x0) =: LA,0|∂Skd (γk ◦ v)(x0). (4.14)
Analogously, since D2kv(x0) = 0, we have

v(x0) =
d∑
h=1
h=k
D2hv(x0) =: 
|∂Skd (γk ◦ v)(x0). (4.15)
Now, we notice that if x0 is a minimum for v it is also a minimum for the function γk ◦ v
defined on the (d − 1)-dimensional cube ∂Sk,jd . Furthermore γk ◦ v fulfills the boundary
conditions{
D2h(γk ◦ v)(x) = 0, h = k, i, x ∈ ∂Shd ∩ ∂Sk,jd ,
Di(γk ◦ v)(x) = 0, x ∈ ∂Sid ∩ ∂Sk,jd .
Then, as 
|∂Skd , LA,0|∂Skd and (b
i
A)|∂Skd satisfy the same hypotheses as 
, LA,0 and b
i
A
in the (d − 1)-dimensional cube ∂Sk,jd , according to (4.13), (4.14) and (4.15) and to the
inductive assumption, we can conclude that (4.12) holds.
Finally, if
x0 ∈ ∂Sid ∩
(
d⋃
h=1
h=i
∂Shd
)c
,
we have that ((x0)1, . . . , (x0)i−1, (x0)i+1, . . . , (x0)d) is an interior minimum point for the
function
vi :Sd−1 →R, (y1, . . . , yd−1) → vi(y1, . . . , yi−1, (x0)i , yi+1, . . . , yd−1).
This implies that Dhv(x0) = 0, for any h = i , so that, recalling that Div(x0) = 0, we have〈
biA(x0),Dv(x0)
〉= 0.
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v(x0) =
d∑
h=1
h=i
D2hv(x0)+D2i v(x0)D2i v(x0)
and recalling that A ∈HA(Sd)
LA,0v(x0) = 12
d∑
h,l=1
h,l =i
ah,l(x0)Dhlv(x0) 0.
Therefore, since D2i v(x0)  0 (x0 is a minimum point for v and Div(x0) = 0) we can
conclude that (4.12) holds. 
Finally, we prove the quasi-dissipativity of ε
+LA,0 in C2(Sd).
Theorem 4.8. Assume that A ∈HA(Sd)∩KA(Sd)∩C2(Sd ;L+(Rd)). Then for any ε > 0
the operator ε
+LA,0 defined on the domain
D(ε
 +LA,0) :=
{
u ∈ C3(Sd) ∩C2 (Sd): (ε
+LA,0)u ∈ C2(Sd)
}
,
is quasi-dissipative in C2(Sd), uniformly with respect to ε > 0. That is, there exists λ0  0
such that for any λ > λ0 and for any u ∈ D(ε
 +LA,0)
‖u‖C2(Sd) 
1
λ − λ0
∥∥λu− (ε
+LA,0)u∥∥C2(Sd), ε > 0.
Proof. Thanks to Lemma 4.2 (note that 0 ∈Hb(Sd)) the operator ε
+LA,0 is dissipative
in C(Sd ). Hence, in order to prove the quasi-dissipativity of ε
+LA,0 in C2(Sd) we need
to prove some a-priori estimates for the second order derivatives, which are uniform with
respect to ε > 0.
Let i, j ∈ I be fixed and let x0 ∈ Sd such that
Dij u(x0) = min
x∈Sd
Dij u(x)= −‖Diju‖C(Sd) (4.16)
(if this is not the case, instead of u we can take −u). If x0 ∈ ∂Sd \ {0} in view of Remark
4.2 (see (3.11)) without loss of generality we can assume that x0 is of the form
x0 = (y0,0, . . . ,0), y0 ∈ S◦l ,
for some 1 l  d − 1. Now, if we set f := λu − (ε
+LA,0)u and
uˆ(y) := u(y,0, . . . ,0), y ∈ Sl,
as u ∈ C2 (Sd) and A ∈HA(Sd), it is easy to see that uˆ solves the equation
λuˆ = ε
luˆ +LAˆl,0uˆ+ fˆ , on Sl,
where 
l is the Laplacian in Rl , Aˆl :Sl → L+(Rl) is defined as in (3.15) and
fˆ (y) := f (y,0, . . . ,0), y ∈ Sl.
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since y0 ∈ S◦l , the treatment of this case reduces to the treatment of the case x0 ∈ S◦d . This
means that in what follows we can assume that either x0 ∈ S◦d or x0 = 0.
We start considering the case i = j in (4.16). If u ∈ D(ε
+LA,0) we define w := Dij u
and fix a sequence {un} ⊂ C4(Sd) which converges to u in C3(Sd). Moreover we define
fn := λun − (ε
+LA,0)un, n 1.
Thus, setting wn := Dij un, according to (4.8) we have
λwn = (ε
+LA,0)wn + 〈biA + bjA,Dwn〉 + ci,jA wn +Dij fn. (4.17)
Now, if x0 ∈ S◦d we multiply both sides in (4.17) by ϕ ∈ W 1,∞(Sd) ∩ C0(Sd) and,
integrating by parts, thanks to (3.1) and to Remark 3.2 we have∫
Sd
[
(λ − ci,jA )wnϕ +
〈(
ε + 1
2
A
)
Dwn,Dϕ
〉
+
〈
1
2
DA− (biA + bjA),Dwn
〉
ϕ
]
dx
= −
∫
Sd
DifnDjϕ dx.
Now, as un converges to u in C3(Sd) we have that wn and fn converge respectively to w
and f in C1(Sd) and then we can take the limit above as n goes to infinity and obtain∫
Sd
[
(λ − ci,jA )wϕ +
〈(
ε + 1
2
A
)
Dw,Dϕ
〉
+
〈
1
2
DA− (biA + bjA),Dw
〉
ϕ
]
dx
= −
∫
Sd
DifDjϕ dx =
∫
Sd
Dij f ϕ dx, (4.18)
where last equality has followed integrating by parts once more. As proved in Lemma
4.6, the vector field biA + bjA belongs to Hb(Sd), then as x0 ∈ S◦d and (4.18) holds for any
ϕ ∈ W 1,∞(Sd)∩ C0(Sd), according to Lemma 3.4 (applied to B = εI + 1/2A) and to the
proof of Corollary 3.7 we get
‖Dij u‖C(Sd) = ‖w‖C(Sd ) 
1
λ − λi,j0
‖Dij f ‖C(Sd), λ > λi,j0 , (4.19)
where
λ
i,j
0 := max
x∈Sd
c
i,j
A (x).
Now, assume that x0 = 0. In view of Remark 3.5 it is sufficient to prove (4.19) for i = 1
and j = 2. As shown above, if we set
uˆ(y) = u(y,0, . . . ,0), y ∈ S2,
we have that uˆ ∈ C3(S2)∩ C2 (S2) and solves the problem
λuˆ = ε
2uˆ+LAˆ,0uˆ+ fˆ , on S2,
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2, Aˆ = Aˆ2 and fˆ defined as above. Moreover, if we define w := D12u we have
wˆ(y)= w(y,0, . . . ,0) = D12uˆ(y), y ∈ S2,
and
wˆ(0)= min
y∈S2
wˆ(y).
If as above {uˆn} is a sequence in C4(S2) converging to uˆ in C3(S2) and
wˆn := D12uˆn, fˆn := λuˆn − (ε
2 +LAˆ,0)uˆn, n 1,
by using (4.8) we have
λwˆn = (ε
2 +LAˆ,0)wˆn + 〈b1Aˆ + b2Aˆ,Dwˆn〉 + c
1,2
Aˆ
wˆn +D12fˆn.
Thus, multiplying each side by a test function ϕ ∈ W 1,∞(S2) and integrating by parts,
thanks to Lemma 3.1 we have∫
S2
[
(λ − c1,2
Aˆ
)wˆnϕ +
〈(
ε + 1
2
Aˆ
)
Dwˆn,Dϕ
〉
+
〈
1
2
DAˆ − (b1
Aˆ
+ b2
Aˆ
),Dwˆn
〉
ϕ
]
dy
= −
∫
S2
D2fˆnD1ϕ dy +
∫
∂S
1,0
2
D2fˆnϕ dσ −
∫
∂S
1,1
2
D2fˆnϕ dσ − ε
∫
∂S2
〈Dwˆn, ν〉ϕ dσ,
where ν is the unit inward normal at ∂S2. Repeating the same arguments used above in the
case x0 ∈ S◦d , by taking the limit as n goes to infinity this yields∫
S2
[
(λ − c1,2
Aˆ
)wˆϕ +
〈(
ε + 1
2
Aˆ
)
Dwˆ,Dϕ
〉
+
〈
1
2
DAˆ− (b1
Aˆ
+ b2
Aˆ
),Dwˆ
〉
ϕ
]
dy
=
∫
S2
D12fˆ ϕ dy − ε
∫
∂S2
〈Dwˆ,ν〉ϕ dσ.
Now, as u ∈ C2 (Sd), it is immediate to check that for any (y1, y2) ∈ S2
D1wˆ(0, y2) = D1w(0, y2,0, . . . ,0) = 0,
D2wˆ(y1,0) = D2w(y1,0, . . . ,0) = 0,
so that〈
Dwˆ(y), ν(y)
〉= 0, y ∈ ∂S2.
This means that wˆ verifies∫
S2
[
(λ − c1,2
Aˆ
)wˆϕ +
〈(
ε + 1
2
Aˆ
)
Dwˆ,Dϕ
〉
+
〈
1
2
DAˆ− (b1
Aˆ
+ b2
Aˆ
),Dwˆ
〉
ϕ
]
dy
=
∫
S
D12fˆ ϕ dy,2
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degenerate, by classical results on the maximum principle for weak solutions of the
Neumann problem (see for a proof in the case of Dirichlet boundary conditions [12]) we
can say that
‖D12uˆ‖C(S2) = ‖wˆ‖C(S2) 
1
λ − λ1,20
‖D12fˆ ‖C(S2). (4.20)
This allows us to conclude that (4.19) holds, as
‖D12u‖C(Sd) = −D12u(0) = −D12uˆ(0) = ‖D12uˆ‖C(S2)
 1
λ− λ1,20
‖D12fˆ ‖C(S2) 
1
λ − λ1,20
‖D12f ‖C(Sd).
Next, we consider the case i = j . In this case we can assume that there exists x0 ∈ S◦d
such that
D2i u(x0) = −‖D2i u‖C(Sd) = min
x∈Sd
D2i u(x).
Actually, if
−‖D2i u‖C(Sd) = D2i u(0) = min
x∈Sd
D2i u(x),
as u ∈ C2 (Sd) we have D2i u(0) = 0 and then
‖D2i u‖C(Sd) = 0
1
λ − λ0 ‖D
2
i f ‖C(Sd),
for any 0 λ0 < λ.
Now, if as in the case i = j we fix a sequence {un} ⊂ C4(Sd) converging to u in C3(Sd)
and define fn := λun − (ε
+LA,0)un, due to (4.7) we have that wn := D2i un satisfies
λwn = (ε
+LA,0)wn + 2〈biA,Dwn〉 +
〈
γ iA,D(Diun)
〉+D2i f
= (ε
+LA,0)wn + 2〈biA,Dwn〉 + (γ iA)iwn +
d∑
i,j=1
j =i
(γ iA)jDij un +D2i f.
Multiplying as above each side by ϕ ∈ W 1,∞(Sd) ∩ C0(Sd) and integrating by parts, we
obtain∫
Sd
[(
λ− (γ iA)i
)
wnϕ +
〈(
ε + 1
2
A
)
Dwn,Dϕ
〉
+
〈
1
2
DA− 2biA,Dwn
〉
ϕ
]
dx
=
∫
Sd
[
d∑
j=1
j =i
(γ iA)jDij unϕ +DifnDiϕ
]
dx.
Hence, as wn, fn and Dikun converge respectively to w := D2i u, f and Diku in C1(Sd),
by taking the limit above, as n goes to infinity, we have
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Sd
[(
λ− (γ iA)i
)
wϕ +
〈(
ε + 1
2
A
)
Dw,Dϕ
〉
+
〈
1
2
DA− 2biA,Dw
〉
ϕ
]
dx
=
∫
Sd
[
d∑
j=1
j =i
(γ iA)jDij u+D2i f
]
ϕ dx.
Now, since x0 ∈ S◦d we can apply Lemma 3.4 (for B = εI + 1/2A) and Corollary 4.6 and
we get
‖D2i u‖C(Sd) 
1
λ − λi,i0
‖D2i f ‖C(Sd) +
λ
i,i
0
λ − λi,i0
d∑
i,j=1
j =i
‖Diju‖C(Sd), λ > λi,i0 ,
where
λ
i,i
0 := sup
k=1,...,d
∥∥(γ iA)k∥∥C(Sd).
This implies that
λ‖D2i u‖C(Sd)  ‖D2i f ‖C(Sd) + λi,i0
d∑
j=1
‖Dij u‖C(Sd), λ > λi,i0 ,
and then, if we set λ0 := 2 maxi,j=1,...,d λi,j0 , summing on i = 1, . . . , d we obtain
λ
d∑
i=1
‖D2i u‖C(Sd) 
d∑
i=1
‖D2i f ‖C(Sd) +
λ0
2
d∑
i,j=1
‖Dij u‖C(Sd), λ > λ0. (4.21)
In the same way, summing on i = j in (4.19) we easily have
λ
d∑
i,j=1
j =i
‖Dij u‖C(Sd) 
d∑
i,j=1
j =i
‖Dijf ‖C(Sd) +
λ0
2
d∑
i,j=1
j =i
‖Dij u‖C(Sd), (4.22)
and then combining together (4.21) and (4.22) we obtain
λ
d∑
i,j=1
‖Dij u‖C(Sd) 
d∑
i,j=1
‖Dijf ‖C(Sd) + λ0
d∑
i,j=1
‖Dij u‖C(Sd).
Therefore, as (ε
+LA,0) is dissipative in C(Sd), for any λ > λ0 this yields
‖u‖C2(Sd) = ‖u‖C(Sd) +
d∑
i,j=1
‖Dij u‖C(Sd)
 1
λ
‖f ‖C(Sd) +
1
λ − λ0
d∑
i,j=1
‖Dij f ‖C(Sd) 
1
λ − λ0 ‖f ‖C2(Sd),
which is exactly what we wanted to prove. 
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As a consequence of the quasi-dissipativity in C1(Sd) and C2(Sd) of the approximating
operator ε
+LA,b proved in Theorem 4.3 we can finally give a proof of Theorem 1.1.
Proof of Theorem 1.1. Our aim is proving that the operator
LA,bu = 12 Tr[AD
2u] + 〈b,Du〉, u ∈ C2(Sd),
is essentially m-dissipative in C(Sd), so that it is closable in C(Sd) and its closure is the
generator of a C0-semigroup of contractions in C(Sd ) (and in particular the martingale
problem associated with LA,b is well posed in C(Sd )).
Since A ∈HA(Sd), with the same arguments used in the proof of Lemma 4.2 (see [4]),
we have that the operator LA,b is dissipative in C(Sd) (see also Remark 3.8). Moreover,
it is densely defined in C(Sd) and hence, according to Proposition 2.2, is closable with
dissipative closure. Thus, in order to prove the essential m-dissipativity of LA,b (which
thanks to the Lumer–Phillips Theorem 2.4 implies that the closure of LA,b generates a
strongly continuous semigroup of contractions on C(Sd )), according to Proposition 2.3
it remains to prove that for some λ > 0 large enough the range of λ − LA,b is dense in
C(Sd).
As C2(Sd) is dense in C(Sd), if we fix f ∈ C2(Sd) and show that there exists a sequence
{fn} ⊂ R(λ − LA,b) converging to f in C(Sd), as n goes to infinity, we are clearly done.
In view of Theorem 4.1, for any n ∈ N there exists a unique un ∈ C3(Sd) ∩ C2 (Sd) such
that
λun − 1
n

un −LA,bun = f.
Thus, if we define
fn := f + 1
n

un,
we have that fn converges to f . Indeed, thanks to Theorem 4.3 there exists µ2  0 such
that for any λ > µ2 we have
‖
un‖C(Sd)  ‖un‖C2(Sd) 
1
λ−µ2 ‖f ‖C2(Sd), n ∈N,
and hence 1/n
un converges to zero in C(Sd). 
Remark 5.1. Theorem 1.1 can be extended to the following class of operators
Lu := 1
2
Tr[γAD2u] + 〈b,Du〉, u ∈ D(L) = C2(Sd),
where A and b are as in Theorem 1.1 and γ ∈ C(Sd ) is a strictly positive function such that
b
γ
∈ C2(Sd ;Rd).
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γ , we can write
Lu = 1
2
Tr[γAD2u] + 〈b,Du〉 = γ
[
1
2
Tr[AD2u] + 〈bˆ,Du〉
]
= GL
A,bˆ
u.
Now, since γ is continuous and strictly positive, we have that γA ∈HA(Sd) and then L is
dissipative in C(Sd). As D(L) is dense in C(Sd), this means that L is closable in C(Sd)
and its closure is dissipative. Thus, in view of Lemma 2.6, in order to prove the essential
m-dissipativity of L it is sufficient to prove the essential m-dissipativity of L
A,bˆ
.
But, since γ is positive we clearly have that bˆ ∈Hb(Sd). Hence, as by our assumptions
on γ we have that bˆ ∈ C2(Sd), we can apply Theorem 1.1 to LA,bˆ and the general result
for L follows.
Another consequence of the quasi-dissipativity in C1(Sd) and C2(Sd) of the approxi-
mating operator ε
+LA,b is the existence of weak solutions in C1(Sd).
Theorem 5.2. If A ∈HA(Sd)∩KA(Sd)∩C2(Sd ;L+(Sd)) and b ∈Hb(Sd)∩C2(Sd ;Rd),
there exists λ0  0 such that for any f ∈ C1(Sd) and λ > λ0 there exists a unique weak
solution u ∈ C1(Sd) of problem (1.6). That is there exists a unique u ∈ C1(Sd) such that∫
Sd
[
λuϕ + 1
2
〈ADu,Dϕ〉 +
〈
1
2
DA− b,Du
〉
ϕ
]
dx =
∫
Sd
f ϕ dx,
for any ϕ ∈ W 1,∞(Sd). Moreover,
‖u‖C1(Sd) 
1
λ − λ0 ‖f ‖C1(Sd). (5.1)
Proof. According to Theorem 4.1, if f ∈ C2(Sd) for any ε,λ > 0 there exists a unique
uε ∈ C2 (Sd)∩ C3(Sd) such that
λuε − (ε
+LA,b)uε = f. (5.2)
Moreover, thanks to Theorem 4.3 for each i = 1,2 there exists µi  0 such that if λ > µi
then
‖uε‖Ci(Sd) 
1
λ −µi ‖f ‖Ci(Sd), ε > 0.
Due to the Ascoli–Arzela theorem this implies that there exists a subsequence {uεn} ⊂ {uε}
converging in C1(Sd) to some u such that
‖u‖C1(Sd) 
1
λ −µ1 ‖f ‖C1(Sd). (5.3)
Now, since uεn is a classical solution to problem (5.2), thanks to Lemma 3.1 for any
ϕ ∈ W 1,∞(Sd) and n ∈N we have
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Sd
[
λuεnϕ +
〈(
εn + 12A
)
Duεn,Dϕ
〉
+
〈
1
2
DA − b,Duεn
〉
ϕ
]
dx
=
∫
Sd
f ϕ dx − εn
∫
∂Sd
〈Duεn, ν〉dσ,
where ν is the unit inward normal vector. Thus, by taking the limit for n going to infinity
we obtain∫
Sd
[
λuϕ +
〈
1
2
ADu,Dϕ
〉
+
〈
1
2
DA − b,Du
〉
ϕ
]
dx =
∫
Sd
f ϕ dx.
As shown in Corollary 3.7 this implies that
‖u‖C(Sd) 
1
λ
‖f ‖C(Sd),
so that u is the unique weak solution of problem (1.6).
Next, assume that f ∈ C1(Sd). In this case we fix a sequence {fn} ⊂ C2(Sd) converging
to f in C1(Sd). For each n we denote by un the unique weak solution of problem (1.6)
corresponding to the datum fn. Thanks to (5.3) for each n,m ∈N and λ > λ0 := µ1 ∧ µ2
we have
‖un − um‖C1(Sd) 
1
λ − λ1 ‖fn − fm‖C1(Sd),
and hence the sequence {un} converges in C1(Sd) to some u ∈ C1(Sd) which is the unique
weak solution of problem (1.6) corresponding to the datum f . 
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