In this paper, we consider the prediction of a future observation based on either Type-I or Type-II hybrid censored samples when the lifetime distribution of the experimental units is assumed to be a generalized exponential random variable. Different point and interval predictors are obtained using classical and Bayesian approaches. Monte Carlo simulations are performed to compare the performances of the different methods, and the analysis of one data set has been presented for illustrative purposes.
Introduction
The generalized exponential (GE) distribution is one of the most widely used distributions in reliability and survival analysis. It has been used quite successfully to analyze lifetime data in place of Weibull or gamma distribution. Because of its explicit expression of the cumulative distribution function (CDF), it has been used quite conveniently for analyzing censored data. The probability density function (PDF) and hazard function can take variety of shapes. The PDF of the GE distribution can be a decreasing or an unimodal function, and the hazard function can be either increasing, decreasing or constant, depending on the shape parameter.
In this manuscript it is assumed that the two-parameter generalized exponential distribution has the following PDF and CDF f (x; α, λ) = αλe respectively. Here α > 0 is the shape parameter and λ > 0 is the scale parameter. From now on, a two-parameter generalized exponential distribution with the PDF (1.1) and CDF (1.2) will be denoted by GE(α, λ).
Censoring is very common in any reliability or lifetesting experiment. The complete survival times may not be observed by the experimenter most of times. The two most common censoring schemes are namely Type-I and Type-II censoring. They can be briefly described as follows. Consider a sample of n units is placed on a life testing experiment at the time point zero. In Type-I censoring scheme, a time T , independent of the failure times, is pre-fixed so that beyond this time no failures will be observed, that is, the experiment terminates at the time point T . In Type-II censoring scheme, the number of observed failures is fixed, say r (r ≤ n), and the experiment stops when the r-th failure takes place. Epstein (1954) introduced a new censoring scheme which is a mixture of Type-I and Type-II censoring schemes, and called it as the hybrid censoring scheme. From now on, we will call it as the Type-I hybrid censoring scheme (Type-I HCS). Type-I hybrid censoring scheme can be described as follows. Suppose n items are put on a life testing experiment at the time point zero. Let X 1:n < . . . < X n:n denote the ordered lifetime of the experimental units. In Type-I HCS, the experiment stops at T introduction of Type-I HCS by Epstein (1954) , extensive work has been done on hybrid censoring and many different variations of it. See, for example, Fairbanks et al. (1982) , Draper and Guttman (1987) , Chen and Bhattacharya (1988) , Ebrahimi ( 1986 Ebrahimi ( , 1992 , Jeong et al. (1996) , Kundu and Gupta (1988) , Childs et al. (2003) , Kundu (2007) , Kundu and Banerjee (2008) and the recent review article by Balakrishnan and Kundu (2012) on this topic.
One of the most important problems in life testing is predicting future failures given a record of observed failures. Information regarding future observations can tell us at an early stage of testing how costly the testing is and whether actions should be taken to redesign the test. Extensive work has been done on prediction problem based on frequentist and Bayesian framework. Kaminsky and Rhodin (1985) have applied maximum likelihood to the joint prediction of a future random variable and unknown parameter. Smith (1997 Smith ( , 1999 The main aim of this paper is to consider the prediction of future observation based on Type-I or Type-II hybrid censored samples from a two-parameter Generalized exponential distribution. We obtain the maximum likelihood predictor, best unbiased predictor, conditional median predictor and Bayesian predictor. We also obtain different prediction intervals. It is difficult to compare the performances of the different methods theoretically. We perform some Monte Carlo simulations to compare the performances of the different methods. Finally one data analysis has been performed for illustrative purposes.
Rest of the paper is organized as follows. In Section 2, we provide the preliminaries and notations. Different classical predictors are presented in Section 3. In Section 4, we discuss Bayesian prediction of future observations. In Section 5, one data analysis has been presented. Monte Carlo simulation results are presented in Section 6. Finally we conclude the paper in Section 6.
Notation and preliminaries
Consider X = (X 1:n , X 2:n , . . . , X D:n ) as a sample from model (1.1) which is obtained based on a Type-I HCS or Type-II HCS. Here D is the number of failures during the experiment. In Type-I HCS, D = r if X r:n ≤ T , and D = J < r if X r:n > T . For Type-II HCS, D = r if X r:n ≥ T , and D = J ≥ r if X r:n < T . In both the cases, J is determined such that X J:n < T < X J+1:n where J = 0, . . . , n.
For notational simplicity, we will write (X 1 , X 2 , . . . , X D ) for (X 1:n , X 2:n , . . . , X D:n ). Based on the observed data, the likelihood function for α and λ without the normalizing constant is
where T 0 denotes the time when the experiment is stopped. In other words, for Type-I HCS, T 0 = X r:n if X r:n ≤ T and T 0 = T if X r:n > T . For Type-II HCS, T 0 = X r:n if X r:n ≥ T and
From (2.1), the maximum likelihood estimators (MLEs) of α and λ can be obtained as solutions of the following equations
The main aim of this paper is to discuss different methods of prediction of Y = X s+D:n (s = 1, 2, . . . , n − D) of all the n − D censored units based on observed data X = (X 1 , . . . , X D ). Due to the Markovian property of censored-order statistics, the conditional distribution of Y given X = x is just the distribution of X s+D:n given X D = x D . This implies that the density of Y given X = x is the same as the density of the sth order statistic out of n − D units from the population with density f (y)/(1 − F (T 0 )), y ≥ T 0 (left truncated density at T 0 ). Therefore, the conditional density of Y = X s+D:n given X = x, for y ≥ T 0 , is given by 5) which is the conditional density of Y = X s+D:n given X = (X 1 , ..., X D ).
Classical prediction of future observations
In this section, we obtain several predictors of Y = X s+D:n on the basis of X = (X 1 , ..., X D ) via classical approaches.
Likelihood prediction approach
In likelihood prediction approach, the principle of maximum likelihood is applied to the joint prediction and estimation of a future random variable and unknown parameters. We assume dependence between present and future, and the approach is non-Bayesian. The predictive likelihood function (PLF) of Y and (α, λ) is given by
then u(X) is said to be the maximum likelihood predictor (MLP) of Y and v 1 (x) and v 2 (x) the predictive maximum likelihood estimators (PMLEs) of α and λ, respectively.
For the GE model, using (2.1) and (2.5), the predictive likelihood function (PLF) of Y , α and λ, is given by
Apart from a constant term, the predictive log-likelihood function is
By using (3.3), the predictive likelihood equations (PLEs) for y, α and λ are given, respectively, by
From (3.4) and (3.6), we obtain the MLP of Y as
where (α,λ) is PMLE of (α, λ) that can be obtained numerically from (3.5) and (3.6).
Conditional prediction approach
In conditional prediction approach, the conditional distribution of Y = X s+D:n given X = (X 1 , ..., X D ) is applied to derive the predictors of Y . A statisticŶ which is used to predict Y = X s+D:n is called a best unbiased predictor (BUP) of Y , if the predictor errorŶ − Y has a mean zero and its prediction error variance Var(Ŷ − Y ) is less than or equal to that of any other unbiased predictor of Y .
The BUP of Y isŶ
Using (2.5) and the binomial expansion
we obtain
where
Because the parameters α and λ are unknown, they have to be estimated. Thus, one would replace them by their corresponding MLEs and obtain the BUP of Y .
Let us now consider conditional median predictor (CMP) which was first suggested by Raqab and Nagaraja (1995) . A predictorŶ is called the CMP of Y , if it is the median of the conditional distribution of Y given X = x, that is
(3.11)
Using the relation 12) and using the fact that the distribution of 1
where B has Beta(s, n − D − s + 1) distribution and M ed(B) stands for median of B. By substituting α and λ with their corresponding MLEs, we obtain the CMP of Y .
Classical prediction Intervals
In this section, we construct two prediction intervals (PI's) for Y = X s based on the Type I or Type-II censored sample
Let us define the random variable Z as
As mentioned before, the distribution of Z given X = x is a Beta(s, n−D−s+1) distribution. So, we can consider Z as a pivotal quantity to obtain the prediction interval for Y . Now, a
where B γ stands for 100γth percentile of Beta(s, n − D − s + 1) distribution. When α and λ are unknown, the parameters in (3.14) and (3.15), have to be estimated. For example, by replacing α and λ with their corresponding MLEs, the prediction limits for Y can be obtained.
Now let us consider another prediction interval for
which is a unimodal function of z, for 1 < s < n − D. Therefore, the (1 − γ)100% highest conditional density (HCD) prediction limits for Y are given by
where w 1 and w 2 are the simultaneous solutions of the following equations:
Now, we simplify Equations (3.18) and (3.19) as
and
is the incomplete beta function. It is clear from (3.21) , that the method cannot be used to construct the prediction interval when s = 1.
Bayesian prediction of future observations
In this section, we obtain the Bayesian predictors of Y = X s+D , (s = 1, 2, ..., n − D) based on the observed hybrid censored sample x = (x 1 , ..., x D ). For finding Bayesian predictors , it is assumed that α and λ each have independent Gamma(a 1 , b 1 ) and Gamma(a 2 , b 2 ) priors, respectively. Based on these priors, we can obtain the joint posterior density function of α and λ given the data as
Here g 2 (λ|x) is a gamma density function with the shape and scale parameters as D + a 2 and
which is a proper density function.
The Bayesian predictors are obtained from the predictive density function. The predictive density of Y = X s+D given x is
where f (y|x, α, λ) is the conditional density of Y = X s+D given x. By replacing (4.1) in (4.3), we obtain the predictive density function f * s (y|x) as
Now, the Bayesian point (BP) predictor of Y under a squared error loss is
It is not possible to compute (4.5) explicitly. Therefore, we propose here Gibbs sampling procedure to obtain the Bayes predictor. In the Gibbs sampling procedure, we can generate samples from the posterior density function π(α, λ|x) and in turn obtain the Bayes predictor and also the corresponding prediction intervals based on the generated posterior samples. For later use, we need the following result.
Theorem 1:
The conditional distribution of α given the data, g 1 (α|λ, x) is log-concave.
Proof: See the Appendix. Now, using Theorem 1 and following the idea of Geman and Geman (1984) , we propose the following algorithm to generate (α, λ) from the posterior density function.
1. Generate λ 1 from g 2 (.|x).
2. Generate α 1 from g 1 (.|λ 1 , x) using the method proposed by Devroye (1984).
3. Repeat steps 1 and 2, M times and obtain (α 1 , λ 1 ), · · · , (α M , λ M ). Now, using the generated samples (
Therefore, by replacing (4.6) in (4.5), the BP of Y can be approximated aŝ
where I(T 0 , α, λ) is defined in (3.9).
Bayesian prediction intervals are obtained from the Bayes predictive density f * (y|x).
For some positive u, the survivor function of Y given x is
which by using (4.6) can be approximated as
Therefore, the 100(1 − γ)% Bayesian prediction interval for Y is (L 3 (X), U 3 (X)), where the prediction limits L 3 (X) and U 3 (X) can be obtained by solving the nonlinear equations
Real Data Analysis
In this section, we consider one real data set mainly to illustrate how the different methods perform when the underlying distribution is known to be GE. The following data below (Lawless, 1982 A subset of the data set we will be using as samples (training data) and the rest will be used for verification purposes. Before progressing further, first we want to see whether GE model provides a good fit to the data set or not. We obtain the MLEs of the GE parameters as α =52.411 and λ =0.642. It is observed that the Kolmogorov-Smirnov (K-S) distance and the corresponding p-value are, respectively, K-S = 0.103, and p = 0.532.
Since p-value is quite high, we can say that the GE provides a good fit to the data set.
Scheme 1: Let us consider the following sampling scheme: r = 20 and T = 6. Based on Type-I HCS, the sample is: Here D = 20 and T 0 = 6.369. Now based on the above Type-II HCS, the predicted value of X (s) and the prediction intervals are reported in Table 1 . 
Numerical Comparisons
It is difficult to compare the performances of the different predictors and predictive intervals theoretically, as proposed in the previous sections. In this section, we present a simulation study to compare the performance of the different methods. The simulation is performed based on two types of hybrid censoring schemes, and for different T and different parameter values. We have kept r = 10 and n = 20 to be fixed throughout. The experiment can be briefly describe as follows. For given n and the parameter values, we generate a sample of size n from a GE(α, λ). Based on the sampling scheme we obtain the (training) sample from the whole sample as {x 1 , . . . , x D }. Now based on the sample {x 1 , . . . , x D }, we predict Y = X s+D:n , and also obtain different predictive intervals. For computing Bayesian point and interval predictors, we assume two priors as follows:
The two priors have the same means. But, the variance of prior 2 is smaller than that of prior 1. So, the prior 2 is more informative than prior 1 We compare the performances of the MLP, BUP, CMP and Bayes predictors in terms of biases, mean squares prediction errors (MSPE) and Pitman closeness (PC) measure, based on 10000 replications. It may be mentioned the measure of Pitman closeness has received considerable attention in recent years, see for example Balakrishnan et al. (2011) and the references cited therein. The bias and MSPE of the different predictors are reported in Table 2 , and the PC measures of the different predictors are reported in Table 4 .
We have calculated the Bias, MSPE and PC as follows. SupposeŶ i is the prediction of Y = X s+D:n derived in the i-th iteration of simulation, where i = 1, . . . , N = 10000, then the Bias and the MSPE computed as:
as the predictors of Y = X s+D:n , obtained based on the first and second method, respectively, then PC forŶ
i , can be calculated as follows:
where I(.) is the indicator function, and I(x) = 1 if x > 0 and 0, otherwise. We say that Y (1) competes withŶ (2) if P C > 0.5.
We also compute three prediction intervals obtained using pivotal, HCD and Bayesian methods as discussed in Sections 3 and 4. We compared the performances of the three intervals in terms of their average lengths and coverage percentages based on 10000 replications. The results are reported in Table 3 . Table 2 . The biases and MSPEs of point predictors for n = 20 and r = 10. Table 3 . Average lengths and coverage probabilities of 95% PIs for n = 20 and r = 10. Some of the points are quite clear from this simulation experiments.
• From Table 2 , it is observed the MSPEs increase as s increases for all the prediction methods.
• For the same α, λ and T , the MSPEs of the different predictors for Type-II HCS are smaller than the corresponding Type-I HCS.
• In terms of MSPEs, BUP is slightly better than the MLP and CMP.
• In terms of MSPEs, the Bayes predictors under prior 2 work better than the Bayes predictor under prior 1.
• From Table 4 , it is observed that based on PC measure BUP is better than the MLP and CMP. Also based on PC measure, the BP predictor under prior 2 works better than the BP predictor under prior 1.
• From Table 3 , it is observed that the coverage probabilities for all prediction intervals are very close to the nominal level.
• For the same α, λ and T , the average lengths and coverage percentages increase as s increases for all the methods.
• From Table 3 , the HCD method works better than the the pivotal and Bayesian methods in terms of both average lengths and coverage probabilities. Also, the Bayesian prediction intervals under Prior 2 are shorter than the Bayesian prediction intervals under Prior 1.
Therefore, based on the simulation results here, we propose the following: for prediction of future observation BUP may be used, and for prediction interval, for s > 1, we propose to use the HCD method, and for s = 1, Bayesian method may be used.
Conclusions
In this paper we have considered the prediction of future observations and the associated prediction interval based on Type-I HCS or Type-II HCS samples, when the lifetime distributions of the experimental units follow GE distribution. We have used three different classical predictors namely BUP, MLP and CMP. We have also considered Bayesian predictor under squared error loss function. We then compared these different point predictors using biases, MSPE and PC. Comparing all the points, we recommend to use BUP for predicting the future observation. To calculate the prediction intervals we have used three methods namely HCD, Pivotal and Bayesian methods. It is observed HCD method cannot be used when s = 1. Three proposed methods maintain the coverage percentages. HCD method performs slightly better than the Pivotal method and Bayesian method for s > 1.
