In recent years considerable attention has been devoted to the problem of using feedback to control fluid dynamic systems. This problem is complex and particularly difficult when one is faced with phenomena such as shocks. Moreover, these systems are governed by nonlinear partial differential equations so that the natural state of the system is infinite dimensional.
If one assumes that "full state feedback" is necessary to design practical controllers, then one would conclude that feedback control of fluid dynamic system is "not practical".
However, it is well known that even in finite dimensional control systems one rarely has the ability to accurately sense all states, so that some form of dynamic compensation must be used.
This idea clearly extends to infinite dimensional problems and there is a growing literature on observers/compensators for distributed parameter systems. In this paper we consider a boundary control problem governed by Burgers' equation.
We selected this problem because Burgers' equation is an infinite dimensional model that captures some phenomena (e.g., shocks) often observed in fluid flows and because it is simple enough to provide real insight into the problem. The goal is to show that it is possible to use modern control theory to produce practical finite dimensional dynamic compensators for boundary control of nonlinear partial differential equations of the type that occur naturally in fluid dynamics.
We shall present a short summary of one approach (the optimal projection method due to Bernstein and Hyland) and show how this approach can be used in conjunction with standard numerical schemes to produce a realizable low order controller.
The optimal projection method is one of many approaches to this problem. However, we shall concentrate on this method because a very nice theory has already been developed (for bounded input and output operators) and we are more interested in illustrating (to nonexperts) that recent results in distributed parameter control theory can be used to design practical feedback laws, than in discussing the "best" approach to the problem. It will be clear from our presentation that we are writing for those that are not necessarely "control experts". The extension of the general theoretical results to unbounded input and output operators will appear in a forthcoming paper. However, for the compensators presented here, we do not need the most general theory since we use the finite dimensional version of the optimal projection method. As noted above it is almost impossible to observe the whole state. 
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A Theoretical Existence Result
We consider the following abstract Cauchy problem [A]-TB 6 £(R'_, H) for 0 < 3' < 1.
Similarly, for the operator C we assume that
It is helpful to interpret (1-2) in mild form. In particular, the solution
and the output by
We assume that S(t) is also an analytic semigroup on W and that the following hypotheses are satisfied:
for every u(-) E L2(0 T; Era).
(H-2) There exists a constant c(T) > 0 such that for every T > 0,
for every x E W.
We now give sufficient conditions which imply that the system (1-2) can be stabilized by a finite-dimensional compensator of the form
where Ac E NNcxNo, Be E NN, x,n, and Cc E _txNc are suitably chosen matrices. We need the following well-posedness result for the connected system (1-2) and (13) (14) . This result and proof may be found in [4] .
Proposition
Let (H-1)-(H-g)
be satisfied, then for all zo E W, Wo E _N_ there exists a unique solution pair z(t) and w(t) of (1) (2) and (13) (14) .
This means that z(t) is continuous in H and absolutely continuous in V,
that (1) is satisfied for almost every t > 0 where u(t) is given by (14) , and that w(t) E _u, is continuously differentiable and satisfies (13) where y(t) is given by (2) .
In addition to hypotheses
(H-I) and (H-2), we assume:
= e (A+BP)t and SF(t) is exponentially stable on H, i.e.,
IISF(t)II (H) <
generates an analytic semigroup SG(t) = e (A+GC}t and SG(t) is exponentially stable on H, i.e.,
(tt-5) In addition to (H-3) and (H-4) there exists a finite-dimensional subspaxe R C W, with dim R _< Nc such that
Moreover, there exist linear maps i: _Nc _ R, _r : H _ _Nc such that
Note that (H-5) implies that _rAFi is a well defined linear map on _Sc. We will show that the system
defines a stabilizing compensator for the Cauchy problem (1-2). The following result is a slight extension of Theorem 2.5 in [7] for unbounded inputs and outputs.
Theorem
If (H-1)-(H-5}
are satisfied, then the closed-loop system defined by (1) (2) and (I8-19) is exponential stable.
Proofi
Note that without loss of generality we can assume that dim R = No.
By Proposition 2.1 it follows that the closed-loop system is a well-posed Cauchy problem.
Let Zo E W, Wo E _Nc and z(t), w(t) be defined by (1-2) and (18-19), respectively.
then x(t) belongs to W and it is straightforward to show that Therefore,
z(t) which implies that x(t) = Sa(t)x(O).
follows.
_b(t) = 7r AF i w(t) + 7r GC x(t).
(20) 
SF(t-s)aCx(s)ds -z(t) I' = S(t)iwo+ S(t-s)[BFiw(s)+GCx(s)]ds /:
with measurements
The objective is to design a finite-dimensional fixed-order dynamic compensator
which minimizes the steady-state performance criterion In general r is an oblique projection and may not be orthogonal since there is no requirement that r be self-adjoint. Moreover, we note that in view of Lemma 3.1, Theorem 3.2 applies to (SACS -1 , SBc, CoS -1 ) for any invertible S 6 _Nc×Nc, since the (G-M -F)-factorization of _/5, used to determine Ac, Bcand Co, is not unique. However, the operator r remains invariant over the class of factorizations. An easy computation yields the following identities:
It is helpful to have an alternative form of the optimal projection equations to actually compute the optimal fixed-order compensator of the approximating finite-dimensional plant. The following result for bounded input bounded output operators may be found in [1] .
Proposition
If B and C are bounded, then the optimal projection equations (33)-(36)
are equivalent, respectively, to 
so that v_(t) = _(t) and Zc(t) = F_(t).
Hence, the closed-loop system can be written as
where [3_ = QC*V21 and Ce = -R2 -1B*P.
This shows that the geometric structure of the quasi-full-order compensator is dictated by the projection r. Sensor inputs T13cCz are annihilated unless they are contained in T_(r*) = A/'(r) ±, while v_ employed in the control input is contained in T_(v). Consequently, T_(r) and T_(r*) are the control and observation subspaces of the compensator, respectively. In order to modify the previous results so that they will apply directly to unbounded B and C operators, care must be exercised to precisely define the weak forms of (33)- (36) and (38)- (41). We shall not consider this problem in this short note. However, we shall use these systems to guide the approximations below.
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In general, the optimal projection equations (38)- (41) are infinite dimensional operator equations.
To actually use these equations to compute the optimal fixed-finite-order compensator, a finite dimensional approximation is needed (see 
_,ig(t) = ANzN(t) + BiguN(t) + H_rlN(t) uN(t) = cN_N(t) + H_C(t).
(47)
The goal is to design a sequence of finite-dimensional dynamic compensators of fixed order Nc of the form
which minimizes the performance criterion 
The approximating optimal dynamic compensator (A N, BN, c_) of order Nc is then given by
We turn now to an example. Consider Burgers' equation, with Neumann boundary control given by o o2 o?_; (t) --z(t,1) ,
where e = _e > O and Re is the Reynolds number. Initially, we consider the linearized Neumann boundary control problem 0 02
We will apply the linearized feedback control laws constructed from this model to the nonlinear Burgers' equation.
System (67)- (69) can be placed into the standard state space framework by defining the operator -Ac +wI and we assume that w is not an eigenvalue of A_ with homogeneous Neumann boundary conditions, so that .2. is boundedly invertible on L2 (0, 1).
The Neumann map Af is defined by the boundary system given in [11, pages 53-56]. Let C : W -_ 32 defined by
The boundary control problem (67)-(69) can be represented by a differential
It is well known that A, generates an analytic semigroup S(t) on H. Moreover, the spectrum a(A,) of A, consists of all eigenvalues ,_n, n = 0, 1, 2,...
given by "_n = -en 27r2 and for each eigenvalue ,_, the corresponding eigen-
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function Cn is given by
One can easily verify conditions (7)- (8) 
where the matrices A N, B N, C N can be easely computed by using the Ritz-Galerkin approximation.
For our numerical example, we set c_ = _, the initial condition zo(x) = sin(_rx), rl = 171 ----1 and r2 ----v2 ----10 -3. Also, R1 = rlIy, R2 ---r2Im, V1 = VlIH, and V2 = v2It. Therefore, it follows from Section 3 that RoN = rt_ N and VoN = vl(_N) -1 where _N is the Gram matrix.
In this numerical example we will compare the approximating optimal LQG (i.e., Nc = N + 2) with the dynamic compensators of various order No. The optimal projection equations (55)-(58) were solved using the homotopic continuation algorithm described in [16] . The approximating controllers defined by the linear fixedorder compensator (B N and C N) were applied to Burgers' equation (62)-(66).
Compensator 16 We note that N = 32 produces converged optimal LQG designs. Hence,
the reduced order compensators were tested on both the linear and nonlinear problem using the N --32 order finite element model.
In the full order case N = 32 and Nc = 34, the converged feedback and observer functional gains are given in Figures 1 and 2 , respectively. For the nonlinear closed-loop response, the 16th-order compensator was applied to Burgers' equation and we see (in Figure 6 ) excellent agreement with the full order closed-loop trajectory response. Hence, replacing the 32nd-order optimal LQG controller by a 16th-order compensator produces a closed-loop system with minor performance degradation.
We also compared the performances of the closed-loop system of the 4th-order compensator with the full order LQG responses. 
Conclusion
The purpose of this note was to show that finite dimensional dynamic com- show that the optimal projection method can produce excellent designs for problems with boundary control and observation, there are a number of theoretical and numerical issues that need to be resolved in order to extend this approach to practical problems of this type.
Optimal
Fixed-Finite-Dimensional
Compensator 22
