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Bayesian networks with mixtures of truncated exponentials (MTEs) support efﬁcient infer-
ence algorithms and provide a ﬂexible way of modeling hybrid domains (domains contain-
ing both discrete and continuous variables). On the other hand, estimating an MTE from
data has turned out to be a difﬁcult task, and most prevalent learning methods treat
parameter estimation as a regression problem. The drawback of this approach is that by
not directly attempting to ﬁnd the parameter estimates that maximize the likelihood, there
is no principled way of performing subsequent model selection using those parameter esti-
mates. In this paper we describe an estimation method that directly aims at learning the
parameters of an MTE potential following a maximum likelihood approach. Empirical
results demonstrate that the proposed method yields signiﬁcantly better likelihood results
than existing regression-based methods. We also show how model selection, which in the
case of univariate MTEs amounts to partitioning the domain and selecting the number of
exponential terms, can be performed using the BIC score.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Domains involving both discrete and continuous variables represent a challenge to Bayesian networks. The main difﬁ-
culty is to ﬁnd a representation of the joint distribution of the continuous and discrete variables that supports an efﬁcient
implementation of the usual inference operations over Bayesian networks (like those found in junction tree-based algo-
rithms for exact inference). Computationally, exact inference algorithms require that the joint distribution over the variables
of the domain is from a distribution-class that is closed under addition and multiplication. The simplest way of obtaining
such a distribution is to perform a discretization of the continuous variables [6,8]. Mathematically, this amounts to approx-
imating the density function of every continuous variable by a step-function. However, discretization of variables can lead to
a dramatic loss in precision, which is one of the reasons why other approaches have received much attention recently. The
mixtures of truncated exponentials (MTE) framework [9] has also received increasing interest over the last few years. One of
the advantages of this representation is that MTE distributions allow discrete and continuous variables to be treated in a uni-
form fashion, and since the family of MTEs is closed under addition and multiplication, inference in an MTE network can be
performed efﬁciently using the Shafer–Shenoy architecture [14,3].
Cobb et al. [2] empirically showed that many distributions can be approximated accurately by means of an MTE distri-
bution, and they argue that this makes the MTE framework very attractive for Bayesian network models. Nevertheless,
data-driven learning methods for MTE networks have received only little attention. In this context, focus has mainly been. All rights reserved.
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mean squared error w.r.t. a kernel density estimate of the data [11].
Although the least squares estimation procedure can yield a good MTE model in terms of generalization properties, there
is no guarantee that the estimated parameter values will be close to the maximum likelihood (ML) parameters. This has a
signiﬁcant impact when considering more general problems such as model selection and structural learning, as many stan-
dard score functions for model selection, including the Bayesian information criterion (BIC) [13], assume ML parameter esti-
mates to be available.
In this paper we propose a new parameter estimation procedure for univariate MTE potentials. The procedure directly
aims at estimating the ML parameters for an MTE density, and we show how to utilize the learned ML estimates for model
selection using the BIC score. The proposed learning method is empirically compared to the least squares estimation method
described by [11], and it is shown that it offers a signiﬁcant improvement in terms of likelihood as well as in generalization
ability.
The method described in this paper is a ﬁrst step towards a general maximum likelihood-based approach for learning
Bayesian networks with MTE potentials. Thus, our objective is solely to demonstrate that maximum likelihood estimators
for MTE distributions can be found, and show how these estimators can be utilised for model selection. We will therefore
prefer simple and robust methods over state-of the-art optimization techniques that can be harder to understand, imple-
ment, and examine. Furthermore, we shall only hint at some of the complexity problems that are involved in learning gen-
eral MTE potentials. Learning MTE potentials using more efﬁcient techniques is left as a topic for future research.
2. Preliminaries
Throughout this paper, random variables will be denoted by capital letters, and their values by lowercase letters. In the
multi-dimensional case, boldfaced characters will be used. The domain of the variables X is denoted by XX. The MTE model is
deﬁned by its corresponding potential and density as follows [9]:
Deﬁnition 1 (MTE potential). Let X be a mixed n-dimensional random vector. LetW ¼ ðW1; . . . ;WdÞT and Z ¼ ðZ1; . . . ; ZcÞT be
the discrete and continuous parts of X, respectively, with c þ d ¼ n. We say that a function f : XX#Rþ0 is a Mixture of
Truncated Exponentials (MTE) potential if for each ﬁxed value w 2 XW of the discrete variables W, the potential over the
continuous variables Z is deﬁned as:f ðzÞ ¼ a0 þ
Xm
i¼1
ai expfbTi zg; ð1Þfor all z 2 XZ, where ai 2 R and bi 2 Rc; i ¼ 1; . . . ;m. We also say that f is an MTE potential if there is a partition D1; . . . ;Dk of
XZ into hypercubes and in each D‘, f is deﬁned as in Eq. (1). An MTE potential is an MTE density if it integrates to 1.
In the remainder of this paper we shall focus on estimating the parameters for a univariate MTE density. Not surprisingly,
the proposed methods also immediately generalize to the special case of conditional MTEs having only discrete conditioning
variables.
3. Expressiveness of the MTE models
In this section we will explore the expressiveness of the MTE framework, with the aim of showing that any univariate
distribution function can be approximated arbitrarily well by an MTE potential. We will tie our argument to the example
in Fig. 1, but the results obtained are general in nature.
Consider ﬁrst the left panel of Fig. 1, where the target distribution of our example is given by the solid line. The target
distribution, f ðxÞ, is a mixture of two Gaussian distributions, one centred at  12 and the other at 12. Both Gaussian distributions
have standard deviation 1, and the mixture weights are .25 and .75, respectively. The left panel of Fig. 1 also shows how a
standard discretization scheme can be utilised to approximate f ðxÞ. Let f^ Dðx jkÞ be the approximation of f ðxÞ obtained by
dividing the range of X into k equally sized intervals. Note that f^ Dðx jkÞ requires k 1 parameters to be fully speciﬁed, namely
the amount of mass allocated to each interval except the last one. It is obvious that if we measure the error of f^ Dðx jkÞ asR b
x¼aðf^ Dðx jkÞ  f ðxÞÞ2 dx, then this error can be made arbitrarily small by increasing k. Since the class of MTE distributions con-
tains all distributions obtainable by discretization, we can also approximate any f ðxÞ arbitrarily well using MTEs. This rep-
resentation may not be optimal, though. In the left panel of Fig. 1, 15 parameters were used to obtain the approximation, but
it is still rather crude and the representational power of MTEs are not fully utilised.
The right panel of Fig. 1 explore a different strategy for approximating f ðxÞ, as we here deﬁne an approximation by
increasing the number of exponential terms, without dividing the support of the distribution into intervals. We will denote
approximations generated in this way by f^ eðx jmÞ, and for a given set of parameters awe deﬁne f^ eðx jm; aÞ ¼
Pm
s¼mas expðsxÞ.
In the reminder of this section we investigate approximations of the type f^ eðx jm; aÞ and we will show that this strategy for
approximating f ðxÞ can also be made arbitrarily accurate (wrt. our error measure) simply by increasingm. The right panel of
Fig. 1 shows this visually: We are again using 15 parameters, but the quality of the approximation is now so good that it is
not possible to visually distinguish the true distribution from the approximation.
Fig. 1. Two different strategies for approximating a distribution function. The gold-standard model is in this case a mixture of two Gaussians, one centred at
 12, the other at 12.
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setting. Let us start by considering an n-dimensional real vector z 2 Rn. Let fe1; . . . ; ekg be a set of orthogonal basis vectors in
Rnðk < nÞ, and consider the task of approximating z by a vector in the span of the basis vectors. Let hx; yi denote the inner
product between two vectors x and y; when both x and y are in Rn we use hx; yi ¼ xTy. It is well-known that the least squares
solution to this approximation problem is to ﬁnd the projection of z onto the space spanned by the basis vectors, i.e., to
choose1 Rec
cosðmxÞz^ 
Xk
j¼1
hej; ziﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃhej; ejip  ej: ð2Þ
Next, we generalize this result from approximations in Rn to approximations in a space containing functions, with the idea
that we can approximate a function f as a linear combination of basis functions. In particular, we will consider the space of all
functions that are squared integrable on an interval ½a; b. This space is often denoted L2½a; b, so for a real function f we have
that f 2 L2½a; b if and only if
R b
x¼a f ðxÞ  f ðxÞ dx <1. To ﬁnd an analogue to the projections in Eq. (2) we must deﬁne the inner
product between two functions f and g, and in L2½a; b this is done as hf ; gi ¼
R b
a f ðxÞ  gðxÞdx. Furthermore, we say that two
functions f an g are orthogonal if and only if hf ; gi ¼ 0.
Focus on L2½0;2p and consider the task of ﬁnding the Fourier series approximation of a function f. This amounts to
approximating f by a sum of trigonometric functions, i.e., it is a solution to our original approximation problem, where
the functions f1; sinðxÞ; cosðxÞ; sinð2xÞ; cosð2xÞ; sinð3xÞ; . . .g take the role of the orthogonal1 basis vectors fe1 . . . ekg used when
making approximations in Rn. Recall that the Fourier series approximation of f can be written asf^ ðxÞ  
Xk
j¼1
hej; f iﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃhej; ejip  ejðxÞ: ð3Þ
This gives an operational description of how to approximate any f 2 L2½0;2p by a sum of trigonometric functions.
The last step in our argument is to recall that the approach of Eq. (3) is valid also when the trigonometric functions are
replaced by other orthogonal basis functions; in this case Eq. (3) is called a Generalized Fourier series. Since we look for MTE
approximations, we are interested in the span of the exponential functions f1; expðxÞ; expðxÞ; expð2xÞ; expð2xÞ; . . .g. The
exponential functions are dense in L2½a; b, loosely meaning that any function f can be approximated arbitrarily well by a lin-
ear combination of exponential functions. Unfortunately, the speciﬁed exponential functions are not orthogonal, so an
orthogonalisation process (also known as a Gram–Schmidt process) must be conducted before the generalized Fourier coef-
ﬁcients can be found. The approximation of Fig. 1 is made in this way, starting from the 15 functions fexpð7xÞ; . . . ; expð7xÞg.
When we in the following look at ways to learn MTEs, we are trying to ﬁnd a balance between the number of split points
and the number of exponential terms: we aim for an approximation, where the support of the density may be divided into ‘‘a
few” intervals, each interval containing ‘‘a few” exponential terms. Our goal is therefore to ﬁnd a parameterization that isall that we have
R 2p
x¼0 sinðnxÞ cosðmxÞdx  0 for integer n,m, and that if we also assume that n–m we get
R 2p
x¼0 sinðnxÞ sinðmxÞdx ¼
R 2p
x¼0 cosðnxÞ
dx  0.
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topic of the remainder of the paper.
4. Maximum likelihood parameter estimation for univariate MTEs
The problem of estimating a univariate MTE density from data can be divided into three tasks: (i) Partition the domain of
the variable into disjoint intervals, (ii) determine the number of exponential terms for each interval, and (iii) estimate the
parameters for a given interval and a ﬁxed number of exponential terms. At this point we will concentrate on the estimation
of the parameters, assuming that the split points are known, and that the number of exponential terms is ﬁxed. We will re-
turn to the two remaining tasks in Section 5.
We start this section by introducing some notation. Consider a random variable X with density function f ðxÞ and assume
that the support of f ðxÞ is divided into M intervals fXigMi¼1. Focus on one particular interval Xm. As a target density for x 2 Xm
we will consider an MTE with 2 exponential terms:Fig. 2.
result ff ðxjhmÞ ¼ km þ amebmx þ cmedmx; x 2 Xm: ð4Þ
This function has 5 parameters, namely hm ¼ ðkm; am; bm; cm; dmÞT. For notational convenience we may sometimes drop the
subscript m when clear from the context.
4.1. The likelihood landscape
For an MTE of the form given in Eq. (4), the shape of the likelihood landscape is not well-known. To investigate this, we
sampled two datasets of 50 and 1000 samples from the distributionf ðxÞ ¼
5
2ðexpð5Þ1Þ expð5xÞ  52ðexpð5Þ1Þ expð5xÞ if x 2 ½1;1;
0 otherwise:
(The proﬁle likelihood of the two datasets are shown in Fig. 2, where the value at the point ðb0; d0Þ is given as
maxk;a;c
Q
ifkþ a expðb0  xiÞ þ c expðd0  xiÞg and the product is over all samples in the data set.
From the ﬁgure we see that the proﬁle likelihood is symmetric around the line b ¼ d, i.e. that the proﬁle likelihood of a
sample at point ðb0; d0Þ is identical to the one at ðd0; b0Þ. The consequence is that the parameters of an MTE are not identi-
ﬁable in a strict sense. This is not surprising, as MTE models are generalized mixture models (‘‘generalized” because we do
not demand the weights to be positive and sum to one). Furthermore, we see that for the relatively small dataset of 50 sam-
ples, the proﬁle likelihood is fairly ﬂat, so ﬁnding a local maxima using a standard hill-climbing approach may be very slow.
Furthermore, the proﬁle likelihood is multi-modal. On the other hand, the proﬁle likelihood is peaked for the large sample.
To be successful in learning MTEs, an algorithm must therefore be able to handle ‘‘ﬂat” multi-modal likelihood landscapes as
well as very peaked likelihood landscapes.
4.2. Parameter estimation by maximum likelihood
Assume that we have a sample x ¼ ðx1; . . . ; xnÞT and that nm of the n observations are in Xm. To ensure that the overall
parameter-set is a maximum likelihood estimate for H ¼ [mhm, it is required thatProﬁle likelihood of example data sampled from a known distribution. The left panel shows the results using 50 samples, the right plot gives the
or 1000 samples.
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x2Xm
f ðxjhmÞdx ¼ nm=n: ð5ÞGiven this normalization, we can ﬁt the parameters for each interval Xm separately, i.e., the parameters in hm are opti-
mized independently of those in hm0 . Based on this observation, we shall only describe the learning procedure for a ﬁxed inter-
val Xm, since the generalization to the whole support of f ðxÞ is immediate.
Assume now that the target density is as given in Eq. (4), in which case the likelihood function for a sample x isLðhmjxÞ ¼
Y
i:xi2Xm
fkm þ amebmxi þ cmedmxig: ð6ÞTo ﬁnd a closed-form solution for the maximum likelihood estimators, we need to differentiate Eq. (6) wrt. the different
parameters and set the results equal to zero. To exemplify, we perform this exercise for bm, and obtain@LðhmjxÞ
@bm
¼
X
i:xi2Xm
@LðhmjxiÞ
@bm
Y
j:xj2Xm ;j–i
LðhmjxjÞ
8<
:
9=
; ¼ amxi
X
i:xi2Xm
ebmxi
Y
j:xj2Xm ;j–i
km þ amebmxj þ cm edm xj
 8<:
9=
;: ð7ÞUnfortunately, Eq. (7) is non-linear in the unknown parameters hm. Furthermore, both the number of terms in the sum as
well as the number of terms inside the product operator grows as OðnmÞ; thus, the maximization of the likelihood becomes
increasingly difﬁcult as the number of observations rise.
Alternatively, one might consider maximizing the logarithm of the likelihood, or more speciﬁcally a lower bound for the
likelihood using Jensen’s inequality. By assuming that km > 0, am > 0 and cm > 0 we havelog LðhmjxÞð Þ ¼
X
i:xi2Xm
log km þ am expðbm xjÞ þ cm expðdm xjÞ
 
P
X
i:xi2Xm
log kmð Þ þ
X
i:xi2Xm
log am expðbm xjÞ
 þ X
i:xi2Xm
log cm expðdm xjÞ
 
¼ nm logðkmÞ þ logðamÞ þ logðcmÞ½  þ bm þ dmð Þ
X
i:xi2Xm
xi ð8Þand the idea would then be to maximize the lowerbound of Eq. (8) to push the likelihood upwards (following the same rea-
soning underlying the EM algorithm [4] and variational methods [7]). Unfortunately, though, restricting km; am and cm to be
positive enforces too strict a limitation on the expressiveness of the distributions we learn.
Another possibility would be to use a modiﬁed version of the EM algorithm able to handle negative components. For
example, [5] considers the estimation of linear combinations of Gaussians. However, in each iteration of their procedure,
the parameters are optimized by Lagrange maximization, which in the case of our likelihood function (Eq. (6)) does not pro-
vide any simpliﬁcation.
The main problem when trying to apply the EM algorithm to MTE densities is to ﬁnd a formulation of the problem, where
the inclusion of latent variables simpliﬁes the estimation when the values of the latent variables are ﬁxed. However, if this
conditional density is also of MTE shape, the maximization of the conditional expectation with respect to the parameters in
each iteration would again be as difﬁcult as the original problem. In this case, even the use of a ﬂexible implementation like
Monte Carlo EM (see, for instance [16]) does not provide any simpliﬁcation, as approximating the integral associated with
the conditional expectation by simulation produces a sum of MTE functions, which again is as difﬁcult to optimize as the
original likelihood.
Instead, we opt for an approximate solution obtained by solving the likelihood equations by numerical means. The pro-
posed method for maximizing the likelihood is based on the observation that maximum likelihood estimation for MTEs can
be seen as a constrained optimization problem, where constraints are introduced to ensure that both f ðxjhmÞP 0, for all
x 2 Xm, and that Eq. (5) is fulﬁlled. A natural framework for solving this is the Lagrange multipliers, but since solving the
Lagrange equations are inevitably at least as difﬁcult as solving the unconstrained problem, this cannot be done analytically.
In our implementation we have settled for a numerical solution based on Newton’s method; this is described in detail in
Section 4.2.2. However, it is well-known that Newton’s method is quite sensitive to the initialization-values, meaning that
if we initialize a search for a solution to the Lagrange equations from a parameter-set far from the optimal values, it will not
necessarily converge to a useful solution. Thus, we need a simple and robust procedure for initializing Newton’s method, and
this is described next.
4.2.1. Naı¨ve maximum likelihood for MTE distributions
The general idea of the naı¨ve approach is to iteratively update the parameter estimates until convergence. More precisely,
this is done by iteratively tuning pairs of parameters, while the other parameters are kept ﬁxed. We do this in a round-robin
manner, making sure that all parameters are eventually tuned. Denote by h^t ¼ ðkt ; at; bt; ct ; dtÞT the parameter values after
iteration t of this iterative scheme. Algorithm 4.1 is a top-level description of this procedure, where steps 4 and 5 correspond
to the optimization of the shape-parameters and steps 6 and 7 distribute the mass between the terms in the MTE potential
(the different steps are explained below).
490 H. Langseth et al. / International Journal of Approximate Reasoning 51 (2010) 485–498Algorithm 4.1. The algorithm learns a ‘‘rough” estimate of the parameters of an MTE with two exponential terms.1: function NAı¨VE_MTE (x)
2: Initialize h^0; t  0.
3: repeat
4: ða0; b0Þ  argmaxa;bLðkt ; a; b; ct ; dt jxÞ
5: ðc0; d0Þ  argmaxc;dLðkt ; a0; b0; c; d jxÞ
6: ðk0; a0Þ  argmaxk;aLðk; a; b0; c0; d0 jxÞ
7: ðk0; c0Þ  argmaxk;cLðk; a0; b0; c; d0 jxÞ
8: htþ1  ðk0; a0; b0; c0; d0ÞT
9: t  t þ 1
10: until convergence
11: return h^tFor notational convenience we shall deﬁne the auxiliary function pðs; tÞ ¼ Rx2Xm s expðtxÞdx; pðs; tÞ is the integral of the
exponential function over the interval Xm. Note, in particular, that pðs; tÞ ¼ s  pð1; tÞ, and that pð1;0Þ ¼
R
x2Xm dx is the length
of the interval Xm. The ﬁrst step above is initialization. In our experiments we have chosen b
0 and d0 as + 1 and  1, respec-
tively. The parameters k0; a0, and c0 are set to ensure that each of the three terms in the integral of Eq. (5) contribute with
equal probability mass, i.e.,k0  nm
3n  pð1;0Þ ;
a0  nm
3n  pð1; b0Þ
;
c0  nm
3n  pð1;d0Þ
:Iteratively improving the likelihood under the constraints is actually quite simple as long as the parameters are consid-
ered in pairs. Consider Step 4 above, where we optimize a and b under the constraint of Eq. (5) while keeping the other
parameters (kt ; ct , and dt) ﬁxed. Observe that if Eq. (5) is to be satisﬁed after this step we need to make sure that
pða0; b0Þ ¼ pðat ; btÞ. Equivalently, there is a functional constraint between the parameters that we enforce by setting
a0  pðat ; btÞ=pð1; b0Þ. Optimizing the value for the pair ða; bÞ is now simply done by line-search, where only the value for
b is considered:b0 ¼ argmax
b
L k;
pðat; btÞ
pð1; bÞ ; b; c
t ;dt
x
 !
:Note that at the same time we choose a0  pðat ; btÞ=pð1; b0Þ. A similar procedure is used in Step 5 to ﬁnd c0 and d0.
Steps 6 and 7 utilize the same idea, but with a different normalization equation. We only consider Step 6 here, since the
generalization is immediate. For this step we need to make sure that
R
x2Xm kþ a expðb
0 xÞdx ¼ Rx2Xm kt þ at expðb0 xÞdx, for any
pair of parameter candidates ðk; aÞ. By rephrasing, we ﬁnd that this is obtained if we insist that k0  kt  pða0  at ; b0Þ=pð1;0Þ.
Again, the constrained optimization of the pair of parameters can be performed using line-search in one dimension (and let
the other parameter be adjusted to keep the total probability mass constant).
Note that Steps 4 and 5 do not move ‘‘probability mass” between the three terms in Eq. (4), these two steps only ﬁt the
shape of the two exponential functions. On the other hand, Steps 6 and 7 assume the shape of the exponentials ﬁxed, and
proceed by moving ‘‘probability mass” between the three terms in the sum of Eq. (4).
4.2.2. Reﬁning the initial Estimate
The parameter estimates returned by the line-search method can be further reﬁned by using these estimates to initialize a
non-linear programming problem formulation of the original optimization problem. In this formulation, the function to be
maximized is again the log-likelihood of the data, subject to the constraints that the MTE potential should be nonnegative,
and thatg0ðx; hÞ 
Z
x2Xm
f ðx jhÞdx nm
n
¼ 0:Ideally the nonnegative constraints should be speciﬁed for all x 2 Xm, but since this is not feasible we only encode that the
function should be nonnegative in the endpoints Xs and Xe of the interval (we shall return to this issue later). Thus, we arrive
at the following formulation:
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X
i:xi2Xm
log Lðh jxiÞ;
Subject to g0ðx; hÞ ¼ 0;
f ðXs jhÞP 0;
f ðXe jhÞP 0:To convert the two inequalities into equalities we introduce slack variables:f ðx jhÞP 0() f ðx jhÞ  s2 ¼ 0; for some s 2 R;
we shall refer to these new equalities using g1ðe1; h; s1Þ and g2ðe2; h; s2Þ, respectively. We now have the following equality
constrained optimization problem:Maximize log Lðh jxÞ ¼
X
i:xi2Xm
log Lðh jxiÞ;
Subject to gðx; hÞ ¼
g0ðx; hÞ
g1ðXs; h; s1Þ
g2ðXe; h; s2Þ
2
64
3
75 ¼ 0:This optimization problem can be solved using the method of Lagrange multipliers. That is, with the Lagrangian function
lðx; h; k; sÞ ¼ log Lðh jxÞ þ k0g0ðx; hÞ þ k1g1ðXs; h; s1Þ þ k2g2ðXe; h; s2Þ we look for a solution to the equalities deﬁned byAðx; h; k; sÞ ¼ rlðx; h; k; sÞ ¼ 0:
Such a solution can be found numerically by applying Newton’s method. Speciﬁcally, by letting h0 ¼ ðhT; s1; s2ÞT, the Newton
updating step is given byh0tþ1
ktþ1
 
¼ h
0
t
kt
 
rAðx; h0t ; ktÞ1Aðx; h0t ; ktÞ;where h0t and kt are the current estimates andAðx; h0t ; ktÞ ¼
r0hlðx; h0; kÞ
gðx; h0Þ
 
;
rAðx; h0t; ktÞ ¼
r2h0h0 lðx; h0; kÞ rgðx; h0Þ
rgðx; h0ÞT 0
" #
:As initialization-values, h0, we use the maximum likelihood estimates returned by the line-search method described in
Section 4.2, and in order to control the step size during updating, we employ the Armijo rule [1]. For the test results reported
in Section 7, the Lagrange multipliers were initialized (somewhat arbitrarily) to 1 and the slack variables were set toﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f ðXs jh0Þ
p
and
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f ðXe jh0Þ
p
, respectively.
Finally, it should be emphasized that the above search procedure may lead to f ðx jhÞ being negative for some x. In the cur-
rent implementation we have addressed this problem rather crudely: simply terminate the search when negative values are
encountered. Moreover, due to numerical instability, the search is also terminated if the determinant for the system is close
to zero ð< 109Þ or if the condition number is large ð> 109Þ. Note that by terminating the search before convergence, we have
no guarantees about the solution. In particular, the solution may be worse than the initial estimate. In order to overcome this
problem, we always store the best parameter estimates found so far (including those found by line search) and return these
estimates upon termination.
5. Model selection for univariate MTE
So far we have mainly considered MTEs with two exponential terms and with pre-speciﬁed spilt points. However, when
learning an MTE potential these model parameters (i.e., the model structure) should ideally also be deduced from data.
In this sectionwe poseMTE structure learning as amodel selection problem. For the score function speciﬁcation, onemight
take a Bayesian approach and deﬁne a candidate score function based on a conjugate prior for the MTE distribution. As a pos-
sible prior distribution, we could again look towards the MTE distribution; recall that the class of MTE distributions is closed
under addition and multiplication. Unfortunately, the parameters deﬁning an MTE distribution are not independent (as we
shall see below), and it is not apparent how to specify a joint prior MTE distribution so that only admissible parameter con-
ﬁgurations (i.e., those specifying an MTE density) contribute with non-zero probability mass. As an alternative, we resort to
penalized log-likelihoodwhen scoring themodel structures. Speciﬁcally, we use the Bayesian information criterion (BIC) [13]:BICðf Þ ¼
Xn
i¼1
log f ðxi j h^Þ  dimðf Þ2 logðnÞ;where dimðf Þ is the number of free parameters in the model. To determine dimðf Þ, consider an MTE potential f ðx jhÞ deﬁned
by the functions
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Xmj
i¼1
aðjÞi exp b
ðjÞ
i  x
 	
; 1 6 j 6 M;for all x 2 Xj ¼ ½XðjÞs ;XðjÞe . In order for f ðxÞ to be a density, each sub-function fjðx jhjÞ should be both nonnegative and account
for some probability mass cj (i.e.,
R
x2Xj fjðx jhjÞdx ¼ cj) s.t.
PM
j¼1cj ¼ 1. First, we ensure that fjðx jhjÞ is nonnegative by adding a
positive value a00, thus tying the parameter a0 in hj. Next, to ensure that
R
x2Xj fjðx jhjÞdx ¼ cj we note thatZ
x2Xj
f ðx jhjÞdx ¼ a0 XðjÞe XðjÞs
 	
þ
Xmj
i¼1
aðjÞi
bðjÞi
ðexpðbðjÞi XðjÞe Þ  expðbðjÞi XðjÞs ÞÞand by tying, say aðjÞ1 , such thataðjÞ1 ¼ bðjÞ1
cj 
Pmj
i¼2
aðjÞ
i
bðjÞ
i
ðexpðbðjÞi XðjÞe Þ  expðbðjÞi XðjÞs ÞÞ  a0ðXðjÞe XðjÞs Þ
expðbðjÞ1 XðjÞe Þ  expðbðjÞ1 XðjÞs Þ
2
664
3
775;we have that
R
x2Xj f ðxÞdx ¼ cj. For the function fjðx jhjÞ, the number of free parameters is therefore 2 mj  1, and hence the
number of free parameters in f ðx jhÞ is given by dimðf Þ ¼PMj¼1ð2 mj  1Þ þ ðM  1Þ ¼PMj¼12 mj  1, where the last M  1
parameters encode the probability masses assigned to the M intervals or, equivalently, the choice of split points.
Based on the score function above, we can now deﬁne a search method for learning the structure of an MTE. The method
is recursive and relies on two other methods for learning the number of exponential terms and the location of the split
points, respectively.
When learning the number of exponential terms, for a ﬁxed interval Xj, we follow a greedy approach and iteratively add
exponential terms (starting with the MTE potential having only a constant term) as long as the BIC score improves or until
some other termination criterion is met. The method is summarized by the pseudo-code in Algorithm 5.1, where the function
ESTIMATE_MTE_PARAMETERSðx;Xs;Xe; iÞ implements the parameter estimation procedure described in Section 4.2 for an MTE
density deﬁned over the interval ½Xs;Xe and with i exponential terms. It should be emphasized that the main aim of Algo-
rithm 5.1 (as well as Algorithms 5.2 and 5.3 below) is only to convey the general structure of a possible learning algorithm.
Time complexity is therefore given less attention at this point, but will be further addressed at the end of the section.
Algorithm 5.1. The algorithm learns an MTE density (including the number of exponential terms) for the interval ½Xs;Xe.1: function CANDIDATE_MTE (x;Xs;Xe)
2: i 0 .i speciﬁes the number of exponential terms
3: ðtmph; tmpBICÞ  ESTIMATE_MTE_PARAMETERS ðx;Xs;Xe; iÞ
4: repeat
5: i iþ 1
6: ðbesth; bestBICÞ  ðtmph; tmpBICÞ
7: ðtmph; tmpBICÞ  ESTIMATE_MTE_PARAMETERS ðx;Xs;Xe; iÞ
8: until termination .E.g. tmpBIC 6 bestBIC or max-iter. reached
9: return ðbesth; bestBICÞFor a given interval X there is in principle an uncountable number of possible split points; however, the BIC function willj
assign the same score to any two split points that deﬁne the same partitioning of the training data. We therefore deﬁne the
candidate split points based on the number of ways in which we can split the training data. Given these candidate split
points we take a myopic approach and select the split point with the highest BIC score, assuming that the score cannot
be improved by further reﬁnement of the two sub-intervals deﬁned by the chosen split point (see Algorithm 5.2).
Algorithm 5.2. The algorithm ﬁnds a candidate split point for the interval ½Xs;Xe. We use the notation xðx > xiÞ to denote
the data points x in x for which x > xi; analogously for xðx 6 xiÞ.1: function CANDIDATE_SPLIT_MTE (x;Xs;Xe)
2: bestBIC  1
3: for i 1 : n 1 do .n is the number of data points
4: h1  CANDIDATE_MTE (xðx 6 xiÞ;Xs; xi)
5: h2  CANDIDATE_MTE (xðx > xiÞ; xi;Xe)
6: If BIC h1; h2;x > bestBIC then
7: bestBIC  BIC h1; h2; x
8: bestSplit ðxiþ1  xiÞ=2
9: h1  h1
10: h2  h2
11: return ðh1; h2; bestBIC; bestSplitÞ
Based on the two methods above, we can now outline a simple procedure for learning the structure (and the parameters)
for an MTE density: recursively select the best split point (if any) for the current (sub)-interval. The overall algorithm is sum-
marized in Algorithm 5.3, which takes as input an MTE model currenth deﬁned over the interval ½Xs;Xe, i.e., the algorithm
should be invoked with x;Xs;Xe, and CANDIDATE_MTE (x;Xs;Xe).
Algorithm 5.3. The algorithm learns the parameters and the structure of an MTE potential for the interval ½Xs;Xe. The
algorithm is invoked with currenth, which is an MTE for ½Xs;Xe without split points (found using Algorithm 4.1). Note that
xðx 6 candSplitÞ denotes the data points x in x for which x 6 candSplit; analogously for xðx > candSplitÞ
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2: currentBIC  BICx;Xs;Xe; currenth
3: ½h1; h2; candSplit; candBIC  CANDIDATE_SPLIT_MTE (x;Xs;Xe)
4: if candBIC > currentBIC then
5: ðsplitsl; hlÞ  LEARN_MTE (xðx 6 candSplitÞ;Xs; candSplit; h1)
6: ðsplitsr ; hrÞ  LEARN_MTE (xðx > candSplitÞ; candSplit;Xe; h2)
7: splits ½splitsl; candSplit; splitsr 
8: H ðhl; hrÞ
9: else
10: splits ¼ ½
11: H ¼ ½
12: return ðsplits; hÞThe worst case computational complexity of the algorithm above is Oðn3Þ, where n is the number of data points (we as-
sume that the number of exponential terms is signiﬁcantly smaller than n). This is clearly prohibitive for all but the smallest
data sets. In order to overcome this problem, we can instead pre-specify a collection of candidate split points found by mak-
ing an equal-width or equal frequency partitioning of the data. If there are r such split points, then the worst case time com-
plexity becomes Oðn  r2Þ. The results presented in Section 7 are based on r ¼ 5 candidate split points found by equal
frequency partitioning of the data.6. Parameter estimation by least squares
We have now presented a maximum likelihood framework for learning univariate MTE potentials from data. In order to
compare the merits of this new learning algorithm with a baseline method, we will proceed by describing the hitherto most
used method for learning MTEs from data [12,11]. This technique is commonly denoted least squares (LS) estimation because
it looks for parameter values that minimize the mean squared error between the ﬁtted model and the empirical density of
the sample. In early work onMTE parameter estimation [12], the empirical density was estimated using a histogram. In order
to avoid the lack of smoothness, especially when data is scarce, [11] proposed to use kernels to approximate the empirical
density instead of histograms, and this is also the approach we will follow here.
As the LS method does not directly seek to maximize the likelihood of the model, the resulting LS parameters are not
guaranteed to be close to the ML parameters. This difference was conﬁrmed by our preliminary experiments, and has re-
sulted in a few modiﬁcations to the LS method presented by [11]: (i) Instead of using Gaussian kernels, we used Epanechni-
kov kernels, which tended to provide better ML estimates in our preliminary experiments. (ii) Since the smooth kernel
density estimate assigns positive probability mass, p, outside the truncated region (called the boundary bias by [15]), we
truncate and reweight the kernel density with 1=ð1 pÞ. (iii) In order to reduce the effect of low probability areas during
the least squares calculations, the summands in the mean squared error are weighted according to the empirical density
at the corresponding points.
Assume that there are nm points in the original sample, x, that fall inside Xm. Without loss of generality, in order to sim-
plify the notation, we will assume within this section that all the elements of sample x belong to Xm. In what follows we
denote by y ¼ ðy1; . . . ; ynm ÞT the values of the empirical kernel for sample x ¼ ðx1; . . . ; xnm ÞT, and with reference to the target
density in Eq. (4), we assume initial estimates for a0; b0 and k0 (we will later discuss how to get these initial estimates). With
this outset, c and d can be estimated by minimizing the weighted mean squared error between the function c expfdxg and the
points (x,w), where w ¼ y  a0 expfb0xg  k0. Speciﬁcally, by taking logarithms, the problem reduces to linear regression:lnfwg ¼ lnfc expfdxgg ¼ lnfcg þ dx;which can be written as w ¼ c þ dx; here c ¼ lnfcg and w ¼ lnfwg. Note that we here assume that c > 0. In fact the data
(x,w) is transformed, if necessary, to ﬁt this constraint, i.e., to be convex and positive. This is achieved by changing the sign of
the values w and then adding a constant to make them positive. We then ﬁt the parameters taking into account that after-
wards the sign of c should be changed and the constant used to make the values positive should be subtracted.
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parameðc;dÞ ¼ argmin
c ;d
ðw  c  dxÞTdiagðyÞðw  c  dxÞ;where diag() takes a vector as input and returns a diagonal matrix with that vector on its diagonal.
The solution can be described analytically:c ¼ w
TdiagðyÞx d  ðxTyÞ2
xTy
;
d ¼ ðw
TyÞðxTyÞ  Piyi ðwTdiagðyÞxÞ
ðxTyÞ2  Piyi   xTdiagðyÞx :Once a; b; c and d are known, we can estimate k in f ðxÞ ¼ kþ aebx þ cedx: If we let s ¼ y  aebx  cedx  k, we have that k 2 R
should be the value minimizing the errorThe plots show the results of samples from different distributions. The gold-standard distribution is drawn with a thick line, the MTE with Lagrange-
ters are given with the dashed line, and the results of the LS approach are given with the thin, solid line.
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:Here we are assuming a ﬁxed number of exponential terms. However, as the parameters are not optimized globally, there
is no guarantee that the ﬁtted model minimizes the weighted mean squared error. This fact can be somewhat corrected by
determining the contribution of each term to the reduction of the error as described by [12].
The initial values a0; b0 and k0 can be arbitrary, but ‘‘good” values can speed up convergence. We consider two alterna-
tives: (i) Initialize the values by ﬁtting a curve aebx to the modiﬁed sample by exponential regression, and compute k as be-
fore. (ii) Force the empiric density and the initial model to have the same derivative. In the current implementation, we try
both initializations and choose the one that minimizes the squared error.ison of ML vs. LS in terms of likelihood. In the upper part of the table the split points were found using the method described in (Rumı´ et al., 2006), and
ower part of the table they were deﬁned by the extreme points and the inﬂexion points of the exact density.
MTE Beta v2 Normal 1 split Normal 3 splits Log-normal
2263.37 160.14 2695.02 1411.79 1380.45 1415.06
2307.21 68.26 2739.24 1508.62 1403.46 1469.21
inal LS 2338.46 39.68 2718.99 1570.62 1406.23 1467.24
2263.13 160.69 2685.76 1420.34 1392.28 1398.30
2321.18 60.29 2742.80 1509.11 1468.11 2290.17
inal LS 2556.68 39.42 2766.86 1565.28 1438.67 1636.99
ison of ML vs. LS in terms of the test set likelihood. In the upper part of the table the split points were found using the method described in (Rumı´ et al.,
nd in the lower part of the table they were deﬁned by the extreme points and the inﬂexion points of the exact density.
MTE Beta v2 Normal 1 split Normal 3 splits Log-normal
2284.61 279.24 2719.88 1434.46 1417.35 1375.81
2312.69 88.04 2719.47 1513.32 1424.08 1411.67
inal LS 2335.80 50.62 2713.43 1585.86 1417.88 1394.78
2283.73 253.78 2705.98 1433.32 1415.26 1362.56
2327.12 78.65 2713.23 1514.73 1474.88 2256.10
inal LS 2550.00 50.44 2744.77 1579.82 1445.67 1594.44
ison of ML vs. LS estimated with a sample of size 50 in terms of the test set likelihood. In the upper part of the table the split points were found using the
described in (Rumı´ et al., 2006), and in the lower part of the table they were deﬁned by the extreme points and the inﬂexion points of the exact density.
MTE Beta v2 Normal 1 split Normal 3 splits Log-normal
2319.24 256.27 2265.76 1486.58 1530.58 1605.60
2612.27 48.82 2858.66 1506.39 1491.58 1652.98
inal LS 2337.54 9.57 2823.48 1505.06 1455.52 1462.99
2318.29 228.45 2588.22 1470.2 1501.53 1491.56
2649.21 68.37 2885.46 1585.78 1513.75 2277.66
inal LS 2529.87 28.05 2837.81 1527.32 1484.77 2165.59
ults of the BIC-based learning approach. In the upper part of the table the results are based on learning from 50 data points, the lower part of the table
the results based on 1000 training examples.
MTE Beta v2 Normal Log-normal
ing-set Log likelihood 94.90 14.80 122.30 62.84 65.18
set Log likelihood 2052.00 130.60 2500.93 1210.18 1225.36
ing-set Log likelihood 2270.76 161.21 2727.76 1422.58 1432.83
set Log likelihood 2285.25 249.45 2702.67 1430.88 1358.38
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In order to evaluate the proposed learning algorithm we have sampled datasets from six distributions: An MTE density
deﬁned by two regions, a beta distribution Betað0:5;0:5Þ, a standard normal distribution, a v2 distribution with eight degrees
of freedom, and a log-normal distribution LNð0;1Þ. From each distribution we sampled two different training sets having
sizes 1000 and 50, respectively. This last dataset is devoted to show the performance of the different methods when data
is scarce. In order to check the predictive ability of the estimated models, a test set of size 1000 was also sampled.
Our ﬁrst group of tests consider learning of MTEs assuming that the domain has already been divided into intervals, and
that the number of exponential terms has been ﬁxed to 2. When testing with data from the MTE, beta and normal distribu-
tions, we have used one split point, whereas for the log-normal and the v2 distributions, the number of split points was set to
three. We have also run the experiment with three split points for the standard normal distribution. We have used two
methods for ﬁnding split points: (i) Deﬁne the split points to be the extreme points and inﬂection points of the true gener-
ating density function, and (ii) use the procedure described by [12]. The plots of the ﬁtted models using the training set of
size 1000 together with the original density are displayed in Fig. 3. The split points used for these plots were selected using
the second approach above; results using the former approach for detecting split points are qualitatively similar.
Turning to the quantitative results, Table 1 shows the likelihood of the different samples for the models ﬁtted with the
1000 size training set using the direct ML approach, the modiﬁed LS method, and the original LS method described in [12].Fig. 4. The plots show the results of the BIC-based learning. The gold-standard distribution is drawn with a thick line, the MTE with BIC-based learning from
50 examples are are given with the dashed line, and the results of the BIC-based learning from 1000 cases are given with the thin, solid line.
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identifying the extreme points and the inﬂexion points of the true density, respectively. Table 2 shows the likelihood of the
test set for the same models, and Table 3 shows the likelihood of the test set for the models ﬁtted with the 50 size training
set. From the results we clearly see that the ML-based method outperforms the LS method in terms of likelihood. This is
hardly a surprise, as the ML method is actively using likelihood maximization as its target, whereas the LS methods do
not. On the other hand, the LS and Original LS seem to be working at comparable levels. Most commonly (in 15 out of 24
runs), LS is an improvement over its original version with large training sets, but with small training sets it behaves much
worse. The explanation is that the weights used in the new version of LS are not so accurate, and so the estimations are
unstable. We can also see from Table 3 that the ML approach appears to overﬁt the data, and therefore achieves a lower test
set likelihood than the original LS for the ‘‘Normal 3 splits” and ‘‘Log-normal” datasets. This is not surprising, as the number
of parameters used by the ML approach to ﬁt the distributions are far above what turns out to be ‘‘BIC-optimal” (see below).
Our last set of tests focused on the BIC-based model selection algorithm for ﬁnding split points and determining the num-
ber of parameters inside each interval; for these tests we allowed at most two exponential terms and ﬁve candidate split
points (found using equal frequency binning). The results, given in Table 4, clearly show the desired effect: The BIC-based
method is less prone to overﬁtting the data, and although a smaller likelihood is obtained on the training data, the predictive
ability of the data is better than when learning with ﬁxed split points. Plots of the learned MTEs are shown in Fig. 4, where it
is interesting to note how the BIC-based learning algorithm chooses different model structures for the different data-sizes.
Look, for instance, at the Beta distribution in Part (b) of Fig. 4. When only 50 training examples are used, we ﬁt a function
with two exponential terms to the whole support of the density (no split points are selected); when 1000 cases are available,
the learning prefers to use two intervals. Furthermore, for the ﬁrst interval of the MTE distribution (Part (a)), the learning
based on 1000 cases ﬁnds support for using one exponential term to approximate the density. When learning from 50 cases,
the algorithm did not get the same support, and therefore opted for a constant in that part of the domain. Finally, it is inter-
esting to see that the log-normal (Part (e)) is approximated using 0 split points (when learning from 50 cases) or 1 split point
(when learning from 1000 cases). This should be compared to the 3 split points used to generate the results in Fig. 3(f).8. Conclusions and future work
In this paper we have introducedmaximum likelihood learning of MTEs. Finding maximum likelihood parameter estimates
is interesting not only in its own right, but also as a tool for doing more advanced learning, like model selection. We have
proposed algorithms that use the BIC criteria [13] to choose the number of exponential terms required to approximate
the density function properly, as well as for determining the location of the split points for partitioning the domain of the
variables. The experiments carried out show that the estimations obtained by ML improve the ones provided by the least
squares method both in terms of likelihood of the training data and of the predictive ability (measured by likelihood of a
separate test set).
We are currently working on ML-based learning of conditional distributions, starting from the ideas published in [10].
However, accurately locating the split points for a conditional MTE is even more difﬁcult than when learning marginal dis-
tributions; locating the split points for a variable will not only inﬂuence the approximation of its distribution, but also the
distributions for all its children.Acknowledgments
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