With the advent of large-scale heterogeneous environments, there is a need for matching and scheduling algorithms which can allow multiple, directed acyclic graph structured applications to share the computational resources of the network. This paper presents a hierarchical matching and scheduling framework where multiple applications compete for the computational resources on the network. In this environment, each application makes its own scheduling decisions. Thus, no centralized scheduling resource is required. Applications do not need direct knowledge of the other applications-knowledge of other applications arrives indirectly through load estimates (like queue lengths). This paper presents an algorithm, called the dynamic hierarchical scheduling algorithm, which schedules tasks within this framework. A series of simulations are presented to examine the performance of these algorithms in this environment, compared with a more conventional, single-user environment.
Introduction
Heterogeneous computing has a number of distinct advantages [1] [2] [3] , centring around the ability to utilize the features of different machine architectures. A central theme of heterogeneous computing is the ability to construct a single computational entity from a network of heterogeneous machines. As advanced networking technologies become available, the practical size of these heterogeneous environments is growing to a point where it is possible to create a single computational resource from a set of high-performance computers distributed across the globe. In such a system, multiple users are able to simultaneously utilize the computational resources of this network to execute a variety of large distributed applications. The primary challenge of using such a computing environment is to obtain a near-optimal assignment of the tasks of the application to the machines, which is called the matching and scheduling problem. To accomplish this task, there are several unique characteristics of this environment which must be considered: the dynamic nature of the machine and network loads, the size of the network, and the need for multiple users to fairly compete for the computational resources. This paper presents a hierarchical method for scheduling and executing multiple applications in a heterogeneous environment. These applications have a directed, acyclic graph (DAG) structure. In this method, each application is responsible for scheduling its own tasks-there is no centralized scheduling authority.
The majority of existing matching and scheduling algorithms for DAG-structured applications is restricted to static environments. Some general static matching and scheduling algorithms for heterogeneous systems include the methods presented by Kim and Browne [4] , El-Rewini and Lewis [5] , and Eshaghian and Wu [6] . These static scheduling methods cannot easily be adapted to a dynamic environment, since tasks are not scheduled in the order imposed by the task graph. However, this limitation does not apply to all static scheduling algorithms. One class of methods, known as list scheduling methods, could potentially be adapted to work in a dynamic environment. Some methods which fall into this category include those presented by Leangsuksun and Potter [7] and Iverson et al [8] . A more complex list scheduling algorithm of interest to this research is the method presented by Sih and Lee [9] . This technique, called dynamic level scheduling (DLS), schedules tasks by using a series of changing priorities. (The word 'dynamic' in DLS implies dynamic priorities, not dynamic scheduling.) The DLS algorithm has been shown by Sih and Lee to be superior to many other static DAG-scheduling algorithms for heterogeneous systems, and will be discussed in more complete detail below.
While most of the DAG-scheduling algorithms are static, there are a few algorithms that examine the problem of scheduling DAGs in a dynamic environment, including Haddad [10, 11] who presents a centralized dynamic loadbalancing scheme for heterogeneous systems, Rost et al [12] who present a decentralized scheduling model for homogeneous systems, and Maheswaran and Siegel [13] who present a hybrid static/dynamic scheduling algorithm, where a dynamic algorithm makes modifications to a static schedule. Other researchers have explored the use of hierarchical scheduling heuristics, which have a series of levels to the algorithm which progressively narrow the range of possible decisions. In some ways, the method by Rost et al [12] is hierarchical, in that scheduling decisions are regionalized. Other hierarchical methods include Lo and Dandamudi [14] , who present a heterogeneous load balancing algorithm for independent tasks (no inter-task communication) and the work by Ahmad et al [15] , who present a homogeneous load balancing algorithm for divide-and-conquer applications.
Since none of these existing methods are directly suitable for the environment used in this paper, a dynamic, hierarchical scheduling algorithm is presented, called the dynamic hierarchical scheduling (DHS) algorithm. The DHS algorithm is unique in that it allows each application to be scheduled independently of the others in the environment. In essence, each application competes for the computational resources of the network. To enhance scalability, applications do not have direct knowledge of the other applications executing in the environment. Indirect information in the form of load estimates is used instead.
The next section presents an overview of the organization of the execution environment, and section 3 gives a detailed presentation of the DHS algorithm. A series of simulations are presented in section 4 to validate this method, and conclusions from these results are offered in section 5.
Execution environment
As stated above, in this environment, multiple applications are competing for the computational resources of the network, where each application is represented by a set of communicating tasks in the form of a DAG. The organization of the execution environment is based upon a client-server model, where the servers provide computational resources to the clients. Each application executing in the environment is associated with a client machine, and this client is responsible for choosing where to execute each task of the application. The server machines execute tasks on behalf of the clients on a first come, first served basis. Since the environment is heterogeneous, there can be a wide variety of different types of server machines, including vector supercomputers, MIMD parallel computers, SIMD parallel computers, networks of workstations, as well as conventional workstations. A conceptual model of this environment is shown in figure 1 . This approach differs slightly from a typical client-server model, where communication only occurs directly between the clients and servers. Since each task receives data from a number of predecessor tasks before it begins execution, and likewise sends data to a number of successor tasks upon completion, there exists inter-task communication between the server machines in this environment.
State estimation
Since each application is self-scheduling, each client only has direct knowledge of its own tasks; information about other applications is derived solely through machine and network load estimates. Thus, the process of gathering these load estimates is critical. This problem is known as the state estimation problem. In a typical state estimation method, clients maintain information on the loads of the servers by receiving periodic messages from each server. However, in a large network, the overhead of gathering state data can be high. While the use of multicast communication and novel state estimation techniques (like the method presented by Hou and Shin [16] ) can reduce the network overhead and compensate for network latency, the total number of incoming messages at each client is equal to the total number of servers, which creates a scaling problem. To avoid this problem, this paper imposes a hierarchical organization upon the servers. Server machines are clustered into r groups, based upon both architectural compatibility and communication latency. One server in each group is chosen to be a 'group leader'. This group leader receives state information from the group members, summarizes the data, and sends it to the client machines (via multicast). This process is illustrated in figure 2 . By organizing machines in this fashion, the total number of incoming messages that each client must manage is greatly reduced. Table 1 summarizes the cost advantages of the hierarchical organization for an environment with q servers clustered into r ≈ √ q groups.
Server operation
In this scheduling framework, only one task may execute on each server at any given time. To enforce this restriction, (i) In DAG scheduling, when a task is scheduled, it is desirable to know the time at which the task will complete execution (in order to accurately schedule the successor tasks). In a system where multiple tasks can simultaneously execute on a machine, the completion time of a given task depends upon the other tasks executing on the machine. Since tasks from other applications may arrive at any time, it is not possible to determine the completion time a priori. (ii) When system loads are able to change after a task has been assigned, task migration is necessary to balance machine loads. Task migration can be difficult in a heterogeneous environment, since there is no guarantee that there is another machine available to execute a given task. (iii) By queuing tasks wanting to execute on a given machine, the load of a server is characterized by the length of the queue, in terms of the cumulative execution time of the tasks in the queue.
However, there is a disadvantage with this approach, in that communication between tasks complicates the matching and scheduling process. In order for a task to begin execution, two conditions must be satisfied: (1) data from previous tasks must be available, and (2) the task must be at the head of the queue. Ideally, both of these conditions would be satisfied at the same time. Achieving this goal is not likely, however. Thus, there are two possible scenarios:
(i) Data is available before the task reaches the head of the queue. In this case, the task has to wait to reach the head of the queue to begin execution. While this queuing delay can potentially increase the completion time of the application, other applications remain unaffected. (ii) Task reaches the head of the queue before data is available. In this case, the task was placed in the queue too early, and the task has to wait for the data to arrive before it can begin execution.
The second scenario must be handled carefully, since it has the potential to affect tasks belonging to other applications. There are two possible courses of action in this situation. One possibility is to allow the task to wait at the head of the queue to receive its data, leaving the machine idle. However, other tasks in the queue may not execute, affecting both the execution of other applications and the accuracy of using the queue length as a load estimate. The second possibility is to allow a task lower in the queue to execute (provided the task has received all of its data). When the task at the head of the queue receives all of its data, this lower-priority task can be pre-empted. Once the task at the head of the queue has completed, the pre-empted task may resume execution. In this approach, the position of a task in the queue is equivalent to a priority, where tasks higher in the queue are able to pre-empt lower tasks. Task starvation cannot occur with this approach, since the execution priority is based upon the order of the tasks in the queue, and the queue uses a FIFO policy. The advantage of this approach is that the amount of time that the processor is left idle is reduced, improving both the throughput of the system and the utility of using the queue length as a load estimate. This improvement will be shown in the simulation study presented in section 4. A disadvantage of this approach is additional overhead introduced by the pre-emption process. However, given the coarse-grained nature of the tasks executing in the environment, this overhead should not be significant. Thus, the pre-emptive queuing model is used in this paper.
DHS algorithm
Like the state estimation process presented above, the DHS algorithm is organized hierarchically into a two-level scheduling algorithm. Each application has an independent high-level scheduler which is run on the application's client machine, and each group has an independent low-level scheduler, which is run on the group leader. The high-level algorithm performs two functions: it determines when a scheduling decision should be made, and it decides which group of machines is best suited to execute each task of the application. When the high-level algorithm chooses to execute a given task on a particular group, the task is sent to the low-level scheduler on the appropriate group leader. When the low-level scheduler receives a task from a high-level scheduler, the algorithm determines the most appropriate member of the group to execute the given task (including itself). This decision is based upon the communication costs, execution time on each machine, and machine load. An illustration of this hierarchical decision process is shown in figure 3 .
It is important to note that the data used by the high-and low-level algorithms to make scheduling decisions differs. The high-level algorithm uses detailed information about the task and communication structure of the application. It would not be practical to distribute all of this information to the lowlevel scheduler. On the other hand, the low-level scheduler uses detailed load estimates to make its decisions, which are not practical to send to the high-level algorithm, as discussed in section 2.1. Thus, the adoption of a two-level approach limits the volume of data which must be communicated over long distances. A final benefit of hierarchical scheduling is that the number of potential choices presented to the scheduling algorithm is reduced. Using the example shown in table 1 where a q machine system is divided into r ≈ √ q groups, the high-level and low-level schedulers have ≈ √ q choices, versus q choices in a non-hierarchical algorithm. In the sections below, both the high-level and low-level algorithms will be presented in detail.
Definitions and terminology
An arbitrary number of applications can be executing at the same time within the environment. Each application is represented using a DAG, A = (V , E), where the set of vertices V = {v 1 , v 2 , . . . , v n } represents the set of tasks to be executed, and the set of weighted, directed edges E represents communication between tasks. Thus, e ij = (v i , v j , w ij ) ∈ E indicates that w ij data units are sent from task v i to v j . The execution environment is represented by the tuple (M, G), which consists of a set of q heterogeneous server machines M = {m 1 , m 2 , . . . , m q } and a set of r groups G = {G 1 , G 2 , . . . , G r }. Each subset G i ∈ G is a non-empty subset such that the set of groups G forms a partition of the set M (i.e. G i ∩ G j = φ for i = j , and
The first computation cost function, µ : V × M → R, represents the execution cost of a task on a given machine. Thus, the cost of executing task v i on machine m j is denoted by µ(v i , m j ). If a particular task cannot be executed on a given machine, the function evaluates to infinity. The second computation cost function,μ : V × G → R, represents the median execution cost of a task on a given group, wherê
Note that, throughout this paper, if the median is infinite, it is replaced by the largest finite value, if one exists. The final computational cost function,μ : V → R, represents the median execution time over all machines, wherē
The communication costs are represented using the function τ data : V × M → R. The function τ data (v i , m j ) represents the time at which the data needed by task v i could arrive at machine m j . The computation of this value depends upon the network model, and can be quite complex. In almost any network model, this value will be an estimate, since it depends upon the estimated completion times of the predecessors of task v i . Like the computation cost function presented above, the related functionsτ data (v 
One final communication cost function is defined, τ ave (w), which provides an average cost of sending w data units through the network. This is used to obtain a rough estimate of the communication costs in the network. In the simulations presented in section 4, the parameters determining τ ave (w) are averages over all possible machine pairs. There exist many other valid ways to compute τ ave (w), depending upon the features of the network used in a given execution environment.
The load on a given server machine is represented by the cumulative execution times of the tasks in its queue at that point in time (including any partially executed tasks). For a given machine m j , this value is denoted using the function ξ(m j ). As with the other values, a median value across groups is defined aŝ
Additionally, ξ is used to form several other values. The first of which, τ free : M → R, represents the estimated time when a machine will be idle, and is defined as
where t is the current time. As with the other functions, τ free (G j ) represents the median value across an entire group. The last value depending upon the queue length ξ is the estimated completion time of a task. This value τ stop , is computed at the time a task is placed in a queue, and, if the task is assigned to machine m j , is defined as
Once the task has completed execution, τ stop is replaced with the actual completion time of the task.
High-level algorithm
As mentioned above, the high-level algorithm is executed on the client machine associated with the application, and it chooses both when to schedule a task and which group is most appropriate to execute each task. In list scheduling methods, no task can be scheduled until all of its predecessors have been scheduled. Thus, at any given time, there exists a set of ready tasks R which contains tasks whose predecessors have been scheduled, and thus can be assigned to a server. Given this set, there are two components of the high-level scheduling algorithm. First, the high-level scheduler must decide when to make a decision. This portion of the high-level scheduler is called the scheduling time policy. As shown by Sih and Lee [9] , it is better to choose the task and machine simultaneously, rather than choose either independently of the other. Thus, the purpose of the scheduling time policy is to determine when it is appropriate to make matching and scheduling decisions, not when to schedule a particular task. Second, the high-level algorithm must choose a task from the set of ready tasks R, along with the best-suited group of servers to execute the task. This is called the matching decision policy. Every T time units, the high-level algorithm uses these two policies; the value of T is called the examination interval.
In the sections below, each of these policies is presented in detail.
Matching decision policy.
As mentioned above, the purpose of the matching decision policy, given the set of ready tasks R, is to find the 'best' task-group pair from the set. There exist methods in the static scheduling paradigm which are well suited to this problem. Thus, the matching decision policy employs a dynamic adaptation of one such method: the DLS algorithm [9] . As discussed above, this algorithm can be categorized as a list scheduling algorithm, where tasks are assigned to machines in topological order. As with nearly all list scheduling algorithms, the DLS algorithm operates by assigning a priority, called a level, to each task in the application. Given the set of tasks which are ready to be scheduled, this priority is used to choose the best task and a machine to execute the task. The DLS algorithm differs from other algorithms in that the level of a task depends upon the tasks which have already been assigned. A similar priority can be constructed for the dynamic, hierarchical scheduling environment defined in this paper. For the highlevel scheduling algorithm, this priority, L high , is defined to be
The first term of the expression, L static (v i ), is called the static level of the task. This term influences the scheduling priority based upon the task's position in the task graph. The static level of task v i is defined to be the largest sum of the median execution times of the tasks along any directed path from task v i to an end node of the graph. Since the environment is heterogeneous, the median execution time of a task v i is used to characterize the overall behaviour of that task. If the actual median is infinite, the median value will be replaced with the largest finite execution time. A large value of L static implies that there is more 'work' to be performed along that particular path through the DAG, and thus, the scheduling priority should be increased. The second term estimates when the task can begin execution on a machine in the group G j . There are two factors upon which this term depends: when the machine will be idle,τ free (G j ), and when the data will be available,τ data (v i , G j ). An earlier starting time implies a higher scheduling priority for a given taskgroup pair. The third term, (v i , G j ), indicates how fast the task v i executes on group G j , relative to the median execution time across all machines. More formally, this term is defined to be
A large value of implies a fast machine, which increases the scheduling priority.
With the definition of L high , making a matching decision is equivalent to finding the ready task and group which maximizes the value of L high . This will require that equation (8) be computed rn times, where r is the number of groups, and n is the number of ready tasks to be scheduled. An advantage to this scheduling approach is that both the task and processor are chosen at the same time. Sih and Lee have shown that choosing the task and machine at the same time is superior to independently selecting either the task or the machine [9] . Given a method of choosing a task and the most appropriate group to execute it, the next issue of interest is to determine when to make a scheduling decision, which is presented in the next section.
Scheduling time policy.
There is a tradeoff inherent in deciding when to schedule a task. Since the loading information used by the matching decision policy changes with time, if a task is scheduled early, the information used to make the decision could be too inaccurate to be of use. However, if the algorithm waits too long to schedule the task, it is possible that a desired machine will be unavailable (due to a long queue) and the task will be forced to execute on a suboptimal machine. Furthermore, as shown above, it is better to choose the task and machine simultaneously, rather than choose either independently of the other. Thus, the purpose of the scheduling time policy is to determine when it is appropriate to make matching and scheduling decisions, not when to schedule a particular task.
Given these issues, the following heuristic is used to determine if a matching and scheduling decision should be made at the present time. This heuristic attempts to find an upper bound on the earliest time any ready task can be scheduled without incurring significant queuing delay. An important component of this bound is the ideal time at which a given task should start execution. A simple lower bound on this value is the maximum completion time over all of the task's predecessors. This value is called the target start time, t target . Given the set P of immediate predecessors of the task v i (P = {v j : e ji ∈ E}) the target start time is formally defined to be
This term is averaged over all tasks in the ready set R to obtain the mean target start time of the tasks in R:
In order for a task to start at its target time, it has (1) to be at the head of the queue, and (2) to have received its data from its predecessors. Thus, the task has to be placed in the queue early enough such that it can reach the head of the queue, and its data can be sent to it before its target start time. The following values are used as estimates of these quantities. The equation
represents the longest queue length reported by any group leader. In the worst case, a task will have to wait in the queue for this amount of time.
The quantity representing the communication costs is more difficult to estimate, since the communication costs are highly dependent upon the processor chosen to execute a given task. Since the task is unassigned, this term is an estimate, using the average cost of sending a message across the network with a volume equal to the largest message sent by any predecessor to a task in the ready set. More formally, this value can be defined using the expression
Given these values, to guarantee that the average task in R will make its target start time, it has to be scheduled prior to the following threshold time:
Thus, if t threshold is less than or equal to the current time, a scheduling decision should be made.
Complete high-level algorithm.
Given the definitions of both the scheduling time policy and the matching decision policy, it is possible to present detailed pseudocode for the high-level algorithm.
High-level algorithm
While R = φ: (while there are tasks to schedule) end Given the complete high-level algorithm, the low-level algorithm, which executes on each group leader, is presented in the next section.
Low-level algorithm
The second component of the scheduling hierarchy of the DHS algorithm is the low-level algorithm, which is executed on each group leader. When a group leader receives a task from a high-level scheduler, the low-level scheduler determines the best machine in the group to execute the task, in terms of execution time, queue length, and communication costs. The low-level algorithm is simpler than the highlevel algorithm, since it considers neither the structure of the application nor the time at which to make a decision. However, the process of making a low-level decision is fundamentally similar to the high-level scheduling algorithm. The scheduling decision is equivalent to finding the machine m j in the group which maximizes the expression
(15) This expression determines the scheduling priority of the machine m j , based upon the execution time of the task on machine, µ(v i , m j ), and the time at which the task can begin execution on the machine, as determined by τ data and τ free .
With the definition of L low , the low-level algorithm can be expressed using the following pseudocode.
Repeat forever: The definition of the low-level algorithm completes the presentation of the DHS algorithm. With the completed algorithm, the computational advantages of the hierarchical organization can be illustrated. In a q machine environment divided into r ≈ √ q groups, the high-level algorithm will have to evaluate rn ≈ n √ q potential decisions, where n is the number of ready tasks to be scheduled. The lowlevel algorithm will have to evaluate √ q decisions, making the total number of decisions required to schedule a task (n + 1) √ q. In an environment with a large number of machines, this is a significant improvement over a nonhierarchical method, which would have to evaluate nq choices. Results from the simulation study are presented in the next section.
Results
To evaluate these methods, a series of simulations were performed, using a custom event-based simulator. In these experiments, this simulator emulates a 30-machine heterogeneous environment. Machines are grouped into six groups of five machines, based upon both communication latency and performance similarity. This grouping was performed using the analytical benchmarking technique outlined in [17] . These virtual machines are based upon actual benchmark data gathered from 15 different machines (two of each type are in the environment). The benchmark data was generated using the ten integer and floating point benchmarks in the BYTE benchmark suite [18] . Each task executing in this environment is a randomly scaled version of one of the ten benchmarks. It is also assumed that a given task cannot execute on every machine in the environment; each task is limited to a randomly chosen set of machines (around 60%, on average). The task graphs are randomly generated such that they are capable of using about eight machines in parallel, on average. In this environment, 32, 64-task applications are executed. Four different experiments were performed, in order to evaluate different components of the DHS algorithm. The examination interval T was chosen to be ten time units. The first experiment shows how the algorithm performs in a single-user environment, which is well suited to a static scheduling algorithm. It is desirable that the algorithm produce schedules which compare favourably with static scheduling algorithms. In this situation, each application is executed separately, giving the application exclusive use of all the machines in the environment. Each application was executed twice: once using the dynamic DHS algorithm, and once using the static DLS algorithm. The results are shown in figure 4 . This figure shows a histogram of the schedule lengths of the 32 applications. The dashed vertical line shows the mean schedule length. The results show that, on average, the DHS algorithm outperforms the static algorithm. This may appear counterintuitive, since it can be assumed that the use of a two-level scheduling process could reduce the quality of the scheduling decisions. However, the use of the pre-emptive priority queue gives the dynamic algorithm an advantage over the static algorithm. Under the static DLS algorithm, the tasks are assigned a fixed order of execution. Thus a processor may be idle waiting for the first task to receive its initial data, while there are other tasks in the queue which could be executed. As discussed in section 2.2, the pre-emptive queuing model allows lower-priority tasks in the queue to use this idle time. The dynamic algorithm is able to adjust its schedule when a task completes earlier than expected, due to the pre-emptive queue, resulting in a shorter schedule.
The next experiment illustrates the need to use dynamic scheduling in a multi-user environment. In this experiment, all 32 applications are executed at nearly the same time. The starting time of each of the applications is randomly chosen over an interval between 0 and 200 time units, to limit any artificial effects from starting all of the applications at the same time. Two simulations are performed: one using the static DLS algorithm, and one using the dynamic DHS algorithm. Histograms of the results of these simulations are shown in figure 5 . The dynamic algorithm outperforms the static method by a large margin. Because the static algorithm knows nothing about the other applications present in the execution environment, every application attempts to use the fastest machines in the environment, even if the loads on those machines are so high that better results could be obtained by using a less capable machine. This is shown by the wide variance of the histogram. Applications which start early get the fastest machines, while applications starting later must wait for a considerable amount of time to use the same machines, even though other machines are available which would produce better results. This effect is also illustrated by looking at the overall utilization of the machines in the environment. Using the dynamic DHS algorithm, the utilization of the computational resources of the network is 90.9%, while the static DLS algorithm utilizes only 30.5% of the computational resources. The numbers are even worse if each application is executed one at a time, as was done in the first experiment. In that case, only 11.8% of the computational resources are used.
The third experiment shows that the use of the preemptive priority queue is superior to the blocking queue. These results are shown in figure 6 . Using the same dynamic algorithm in both environments, the mean schedule length in the pre-emptive queue environment was nearly one-half of the size of the mean schedule length in the blocking queue environment. The utilization of the computational resources is also worse when using the blocking queue, about 52.8% versus 90.9% with the pre-emptive queue. In addition to wasting resources, the large amount of blocking time makes the queue length a poor load estimate, leading to poor scheduling decisions. The final experiment illustrates the importance of the scheduling-time heuristic. Figure 7 shows three histograms. The first shows the DHS scheduling time policy defined in equation (14) . The second shows an 'early' scheduling time policy, where a task is ready as soon as its precedence constraints have been satisfied. The final histogram shows a 'late' scheduling time policy, which uses the value
instead of the value defined in equation (14) . This policy will produce later scheduling times than the DHS policy. The results in figure 7 show that, in terms of schedule length, a minimum exists between the extremes of the early and late scheduling policies. While it is not claimed that the DHS scheduling time policy finds the exact minimum, it appears to produce reasonable results. It is desirable to use a heuristic which attempts to find this median, rather than resorting to one of the extremes.
Conclusions
The results presented in the previous section suggest the practicality of independently scheduling multiple DAGstructured applications in a distributed environment. The imposition of a hierarchical organization on this network reduces the communication overhead and enhances the scalability of the state estimation process. In addition, the division of the matching and scheduling process across hierarchical lines reduces the number of choices presented to the scheduling algorithm and locates portions of the decision process where the required data is most accurate. The decentralized operation of the environment also enhances the reliability and scalability of the method. Within this environment, the DHS algorithm has been shown to produce schedules which are comparable to static algorithms in a static environment. Furthermore, as expected, the use of dynamic scheduling in an environment where multiple independent applications compete for resources of the network outperforms static scheduling, both in terms of schedule length and utilization of the computational resources.
