Abstract This paper uses the task of microcalcification detection as a benchmark problem to assess the potential for dose-reduction in X-ray mammography. We present the results of a newly developed algorithm for detection of microcalcifications as a case study for a typical industrial film/screen-system (KODAK Min-R 2000/2190) . The first part of the paper deals with the simulation of dose reduction for film-screen mammography, based on a physical model of the imaging process. More sensitive film material results in additional smoothing of the image. We introduce two different models of that behaviour, called moderate and strong smoothing. We then present an adaptive, model-based microcalcification detection algorithm. Comparing detection results to ground truth images obtained under the supervision of an expert radiologist allows to establish the soundness of the detection algorithm. We measure the performance on the dose-reduced images in order to assess the loss of information due to dose reduction. It turns out that the smoothing behaviour has a strong influence on the detection rates. For moderate smoothing, a dose reduction by 25% has no serious influence on the detection results, whereas a dose reduction by 50% already entails a marked deterioration of the performance. Strong smoothing generally leads to an unacceptable loss of image quality. The test results emphasise the impact of more sensitive film material and its characteristics on the problem of assessing the potential for dose reduction in film-screen mammography. The general approach presented in the paper can be adapted to fully digital mammography.
Introduction
It is widely agreed that the most effective way of reducing the mortality due to breast cancer consists in improving early detection. While X-ray mammography has become a standard tool for early detection of mammacarcinomas in almost all industrialized countries, systematic mammography screening has yet to be implemented in many of them (for instance in Germany). One of the chief problems which arise in the implementation of a screening program consists in the large amount of mammographical data which need to be competently and efficiently processed by the involved radiologists. For this purpose the use of computers, and more specifically systems for computer aided diagnosis, can be expected to be of considerable benefit. The relevance of algorithms assisting the radiologists as second reader will obviously further increase with the propagation of fully digital mammography as state of the art, since the data are then directly accessible for enhancement or detection algorithms. On the other hand, since exposition to X-ray radiation increases the risk of breast cancer, the sheer number of potential patients involved in a screening program obliges to review the trade-off between low radiation doses on the one hand and good image quality on the other.
From this discussion arises the question to which extent the radiation dose can be reduced without losing valuable information in the mammogram, and how detection algorithms could be designed which adapt to the dose reduction. In this paper we use the detection of microcalcifications as a benchmark problem. We present the results of a newly developed algorithm for detection of microcalcifications as a case study for a typical industrial film/screen-system (KODAK Min-R 2000/2190). The detection of microcalcifications in mammograms is one of the basic problems of computer mammography, which is particularly relevant for the early detection of mammacarcinomas: Between 60% and 70% of nonpalpable breast carcinomas show microcalcifications on mammograms [1, 2] . At the same time, the size and form of microcalcifications make their detection particularly vulnerable to the image degradations due to dose reduction, which for high reduction rates introduces artefacts on the scale of microcalcifications.
The majority of researchers in the field of computer aided diagnostics for mammography aims at a detection rate of the automated system superior or equal to the human reader. The physical conditions under which the image has been taken and which are inherently part of the image are normally not considered in the design process. Instead of considering the image as an entity separate from its conditions of generation, we include explicit knowledge of the noise process, depending on the dose reduction, in the algorithm.
Simulation of dose reduction
The development of a robust and clinically useful dose-adaptive detection algorithm primarily requires a representative set of original and dose-reduced images. Clearly multiple exposure of patients at varying dose levels, solely for the purpose of producing test images, is not justifiable. Instead, we simulated the effect of dose reduction on digitised film-screen images. Based on the physics of the radiographic process and the film/screen-system, we address this problem by numerically simulating reduced quantum fluence and correspondingly increased film/screen-speed on digitised film/screen-mammograms from a given set of original patient images.
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We adapted a method to the field of mammography, which has recently been used in the context of the quantification of image quality by suitable image quality criteria for chest radiographs [7, 8] . This model-based approach allows a straightforward generation of dose-reduced images from a given set of digitized clinical mammograms. The new images represent dose-reduced doubles of the original images as if they were taken on the same equipment, but with a reduced quantum fluence and accordingly a more sensitive mammographic film material (which is assumed to be available in the future).
The underlying physical model for the original film/screen-detector is based on measurement data of the characteristic curve, the modulation transfer function and the Wiener spectrum. While spectral dependencies and changes in x-ray scattering are neglected, it considers the two major noise sources in mammographic imaging, quantum mottle and film grain noise. Dose-reduced images are directly calculated by modifying sharpness and noise of the original images, which requires knowledge of the film characteristics of the more sensitive film material. While qualitatively the implications of increased film speed on the film characteristics can be described as resulting in a stronger smoothing, as coded in the film modulation transfer function, quantitative information is not available. We have therefore resorted to simulating two different models, referred to as moderate and strong smoothing. Both models are obtained by parametrising and extrapolating the original model. This simulation approach has the advantages of allowing for a fast generation of realistic fullfield dose-reduced images and providing a direct estimate of the local image noise, which in turn can be used in detection algorithms. Additionally, this concept of image modification is easily extended to digital mammography systems.
Digitisation of images
For development of the algorithm a set of 25 patient images, containing calcifications on various textural backgrounds, was digitised. All images were taken on the SIEMENS MAMMOMAT 3000 system under typical clinical exposure and processing conditions. The physical and technical parameters concerning exposure, employed film/screen-system and patients are well-documented and available. The images were digitised on a TANGO high-resolution drum scanner (manufacturer HEIDELBERG, Germany). The scanner provides a nominal dynamic resolution of 16 bit linear to transmission and a log-linear density range of approximately 4.0. The calibration curve 'grey value' versus 'diffuse optical density' was set such that sufficient dynamic resolution in the density range of less than 0.8 and larger than 3.5, important for calcifications and the skin line, was guaranteed. A pixel size of 20µm or 50 l/mm and the default aperture size was taken. For hard-copy reprint a high-resolution laser imager (AGFA Scopix LR5200) with a nominal spatial resolution of 40µm and a dynamic input resolution of 12 bit was used.
Physical model
The radiographic process which finally provides a conventional or digital x-ray image is usually described by a series of stochastic processes. For our purpose, the two-step process from conversion of incident x-ray quanta on the detector to a measurable diffuse optical density is important [9, 10] . In a plane scintillating screen, characterised by a quantum absorption efficiency η, the absorbed x-ray quanta are converted to light photons of a certain spectral characteristic. The emitted (and scattered) light photons excite the microscopic silver halogenide grains randomly distributed in the closely attached film layer. After film processing the image is formed by a quasi-continuous distribution of optical density (or transmittance) on the film material. While the absorbed x-ray quanta are normally assumed to be Poisson distributed, the distribution of density fluctuations after the conversion processes can be approximated by a gaussian distribution. The imaging properties and transfer characteristics of a two-layer detector system of that type can be described by the characteristic curve, also called h/d-curve, the modulation transfer function (MTF for short) and finally a measure of the noise content of the image, the wiener spectrum. The characteristic curve relates an incident homogeneous x-ray quantum fluence to the net optical density, while the MTF describes the modulation of the individual frequency components of the image.
A general model of image noise in film/screen-mammography Noise in a radiographic image is expressed as the spatial fluctuation of optical density from one location or area to another. The nature of radiographic mottle has been subject to extensive investigation [e.g. 9, 11]. Usually three major sources of noise in film/screenradiographs are distinguished. Quantum mottle is due to the spatial fluctuations of the recorded x-ray fluence. Film grain noise is a result of the random spatial distribution of the silver halogenid grains in the film and similarly, screen mottle is caused by inhomogeneities of the scintillator coating.
Nishikawa et.al. [12] clearly pointed out, that in mammography film grain noise must be considered as the second main source of image noise, particularly in the frequency range above 4 to 5 l/mm which is the scale of microcalcifications. Additionally, they showed that film grain noise displays some frequency dependence and the Wiener spectrum for quantum noise does not follow exactly the square of the film/screen-MTF. Following [9, 12] , we neglect the latter fact as well as spectral dependent terms and the screen mottle contribution, and model the noise contained in the original film/screen mammogram as
Here the first summand models the quantum noise and the second term the film grain noise, both depending on optical density d and frequency f. ϕ is the fluence of absorbed x-ray photons in [photons/mm²], γ the local gradient of the characteristic curve and c equals (log 10 e)². The following contains a detailed description of the various components.
Modelling the original system
The original set of clinical mammograms was taken on the KODAK Min-R 2000/2190 film/screen system using Mo/Mo and Mo/Rh anode/filter combinations and a peak voltage of 28kV. The measurement data of this system, recently published by Bunch [13] , have been used for determining the model parameters of the original system. The data derived in this work are based on an anode/filter combination which approximates an 'average' mammographic exposure condition, i.e. the incident beam quality with scatter removal and a 4.5 cm compressed breast. Figure shows plots of the characteristic curve, the modulation transfer function and cross sections through the measured wiener spectrum. We used an isotropic fit of the modulation transfer function given by
We calculate the quantum noise contribution directly from equation (1) by using the relation ϕ absorbed = η ϕ incident where the given x-ray attenuation fraction of 0.78 is identified with the xray absorption efficiency η of the screen. Assuming that quantum and film grain noise contributions are statistically independent, we computed a fit to the data in [13] to obtain the following description of the film grain noise components:
with a minimum value of nps grain (d) set to 0.1e-6 ODU²mm² and a frequency dependence given by relation (2c). Since no reliable nps-measurement data is available above a density range of approximately 1.7, the increase of film grain noise is linearly extrapolated to the remaining higher densities. The rapid rise of the nps reported in [13] has been excluded from the fit procedure.
Image degradation by dose reduction
In our model, calculating an image generated with reduced quantum fluence and identical contrast range from a given image, results in a left shift of the characteristic curve of the original film/screen-system on the log(ϕ incident )-axis. This, on the other hand, defines the assumed new film material. The shift towards lower quantum fluence increases the contribution of quantum mottle according to (1) as shown in Fig. 2 . From a technological perspective it can be expected, that the film thickness increases when the film has higher sensitivity. This is due to the increase of light sensitive grains in the film emulsion. The result is an increase of modulation and a stronger smoothing of the resulting image (Fig. 2) , which amounts to replacing the solid curve in Fig. 2 (left hand side) by the upper (respectively lower) dashed curve. Unlike the solid curve, the dashed curves are not based on measurements, since the corresponding film materials do not yet exist. The MTFs were designed to have the same qualitative behaviour as those of the original film. It is a simple task to accommodate existing film material in our simulations, once its characteristics are known.
Consequently, the new film/screen-system is defined by three parameters: dose-reduction, i.e. the shift of the h/d-curve, the new modulation transfer function and the content of film grain noise. Since film grain noise basically depends on the net optical density and not on the spatial distribution of the developed grains, we assume the same level of film grain noise for the new system. Dose-reduction and MTF are input parameters for the calculation routine.
Implementation
In summary, the simulation is divided into three calculation steps. First the images are digitised. This process is described by smoothing the image with the MTF of the scanner, sampling and windowing it by its finite matrix size. The modification of the original digitised image is then separated into the resharpening of the image and the calculation of the image noise. Resharpening of the image is required due to the expected increase of modulation. In order to account for the increase of quantum noise and the deformation of the (constant) film grain noise, the 'missing' noise contributions are added to the image depending on density and location. Both steps use fast look-up tables and standard fft-routines on 16 bit data.
Calculation of image sharpness
The modification of the image starts with the digitised original image. The energy or density representations of the image, on which the digital fourier transformations shall be performed, are approximated by the digitised images converted back by the scanner calibration and the inverse h/d-curve respectively. The operations to achieve the sharpness of the dose-reduced image are naturally performed on the digital energy representation. They involve deconvolution with the MTF of the original film/screen-system and reconvolution with the new, more strongly modulated MTF. The sequence of these operations is depicted in Fig. 3 . The resulting image is taken as input image for the subsequent noise calculation.
Calculation of image noise
The primary quantitative information for the generation of noise is given by the measured and fitted nps data. These data are frequency-and density-dependent measures of the quasi-continuous density fluctuations on the film. If a certain amount of noise has to be added e.g. in the digital density domain, its variance and correlation has to be determined as a function of the nps data.
, the relation between the input nps in
[ODU²mm²] and the digital variance e.g. in the digital density domain can be derived as Due to the low nps at frequencies close to f Nyquist contributions resulting from sampling and windowing in the spatial frequency domain are neglected. According to expression (4), the variance of the digitised optical density fluctuations of a homogeneously exposed film is given by the sum of the 2-dimensional discretised and attenuated input nps.
Basically, the expressions for the two noise components are given by equations (1) and (3a)-(3c). For quantum noise we have to add an amount of noise given by
Instead of segmenting the input image into different average density levels as done in [8] , the density dependence of the noise contributions is taken into account by using the density value d i,j of the resharpened original image at each pixel as a background image. Generally, noise realizations according to expression (5a) are most effectively generated by multiplying white noise of variance 1.0 and zero mean with the scale value of the nps(d,0) divided by ∆x² and filtering it with the frequency dependence of the noise and the MTF of the scanner. Assuming a sufficiently slow variation of the background density d i,j in a mammogram, we scale the noise input matrix pixelwise to the value given by cγ²/∆x²(1/ϕ New -1/ϕ Original ) 1/2 (d i,j ). In the following step the locally scaled noise matrix is filtered with the MTF of the new film/screen system and the scanner (Fig. 4) . (5b) ) ) (
which has to be added to the resharpened image in the same way as described for the quantum noise (Fig. 5) . Adding the resharpened image matrix and the two noise matrices yields the final image, which is transferred to the grey value domain by the calibration curve of the scanner.
Validation of the noise generation
For validation of the noise generation process, the noise on a homogeneously x-illuminated KODAK Min-R 2000/2190 system was compared with the simulated noise components for a number of densities. The KODAK system was exposed in manual mode using a 5cm PMMA block at the breast support plate with Mo/Mo and Mo/Rh anode filter combinations at 28kV and anti-scatter grid. The images allowed for digitisation and extraction of homogeneous film areas of around 20 x 20 mm². In the fourier domain smoothed power spectra of the digital noise realisations were compared. The sum of the simulated noise contributions shows good agreement with the scanned patches except at frequencies below 1 cycle/mm (due to exposure artefacts) and above 15 cycles/mm, which are considered to be of less clinical relevance. No significant difference between the anode/filter combinations could be observed. Fig. 6 shows a comparison at an optical density of 1.2.
Adaptive detection of microcalcifications
Microcalcifications appear in X-ray mammography as bright spots of size between 100µm and 1mm, or between 5 and 50 pixels in our setting [14] . While they may wildly vary in shape and orientation, microcalcifications are often approximated by isotropic models [15] . For diagnostic purposes the shape of the microcalcifications together with their arrangement in clusters are the most important sources of information. However, for the purposes of this paper we focus on the detection of single microcalcifications and leave further, higher-level classification issues aside.
There are two main difficulties that every microcalcification detection algorithm is faced with: One is the presence of strongly grey-level dependent noise, the other is a strongly varying contrast. Both problems call for locally adaptive algorithms. As a matter of fact our solution to the problem only adapts to noise, which is made possible by the models described above. To motivate the algorithm, we assume that the image g is made up of three components,
where m denotes the microcalcifications (local peaks of varying sizes and contrasts), b a slowly changing background and n(b) is the image noise with background dependent spectral characteristics. The task is to discriminate m against the other two components, and in view of the smoothness assumption on b the noise component is expected to be the chief obstacle for the correct classification. The notation n(b) serves as a reminder that we need to estimate b before estimating n(b).
These considerations motivate the following fairly straightforward algorithm. First a matched filter is applied to the image. Ideally large values of the filter output are found at sites of microcalcifications. In order to discriminate these against noise-induced peaks, we compare the output of the filter to a baselevel, as measured by an estimate of the noise-induced variance in the filtered image. As pointed out before, the latter requires estimating a slowly varying background signal first. The quotient of filter output and estimated noise-induced variance is stored in the "significance image" assigning each pixel the quotient of filter output. The most significant pixels, i.e. the positions of local maxima in the significance image, then serve as seed points for a region growing algorithm. Finally, a simple size criterion is applied to sort out structures too large to be microcalcifications. See Fig. 7 for a schematic summary of our algorithm. The steps are more closely described in the following. As input data we have the digitised mammogram, denoted by g = {g i,j }.
Linear Filtering
Following a "matched filter" approach to the detection problem, as adopted for instance by Strickland and Hahn [15] , the filter should resemble the signal to be detected. Gaussian bumps are considered to be reasonable approximate models for microcalcifications [15] , which we replaced by the computationally more efficient approximation given by binomial filters. However, the noise structure requires a modification of the filter by a prewhitening step, for which purpose we use a Laplace filter. In summary, the output of the linear filtering step is given by the convolution product Here ∆ denotes the Laplace filter and {B w i,j } the wth convolution power of the 2x2 binomial filter. The parameter w can be described as the expected size of microcalcifications. Strictly speaking, prewhitening only makes sense in the case of stationary noise. However, if the background grey-level is assumed to vary slowly enough, the noise may be expected to be approximately stationary on sets having roughly the same size as the binomial filter. This justifies our use of terminology. The other somewhat crude simplification consists in choosing the Laplacian as a universal prewhitening filter, which is primarily justified by computational efficiency.
Background estimate
For the estimation of the background we employ a morphological opening operator Since morphological opening is sensitive to outliers introduced by noise, the signal is first smoothed by a small binomial filter. The background image {b i,j } is thus obtained in two steps by first computing {g . The rationale behind choosing morphological opening is that it allows computes a "lower envelope" of a signal by removing isolated peaks of a prescribed size from an otherwise slowly changing background, as illustrated by Fig. 8 . In our case the output can be interpreted as a first rough discrimination of microcalcifications (and other fine structures) against background texture.
Significance computation
The decision whether a given large value g w i,j at pixel (i,j) is truly significant or noise induced is based on the comparison with the image variance due to noise. The computation of the latter requires knowledge of the noise spectrum, which is computed from Equation (1) as The use of the correct h/d-curve and modulation transfer function of the film/screen system in Equation (9) is precisely the part of the algorithm where an adaptation to dose reduction takes place. The adaptation of the algorithm to the local grey-level consists in the use of the background image in Equation (10).
Region growing
As seed point for the region growing algorithm we pick an image position (i,j) where
S , is maximal and in addition fulfills the thresholding condition
where T is a fixed threshold. A region is grown by incorporating adjacent pixels as long as their significance is above
, where 1 0 < < τ is suitably chosen. When a region has stopped growing, a new seed point is determined among the remaining pixels.
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Postprocessing
The detection procedure is intended to locate calcifications of a certain size. Accordingly, any region consisting of more than a fixed number of pixels is assumed to belong to a larger structure and marked accordingly.
Choice of parameters
We did not systematically test the dependence of the detection results on all of the parameters. However, some of them have a fairly intuitive meaning and can thus be fixed a priori. The following observations are also supported by the test results.
• The size w of the binomial filter serving as matched filter will be on the same scale as the expected microcalcifications. For the set of ground truth images used in our tests, (F)ROC analysis suggests taking w=100, see Figs. 9 and 10. • The parameters s and δ entering the estimate of the background image prescribe the smoothness of the estimate. The size of peaks removed by morphological opening is approximately δ ⋅ 2 . In our specific setting, an opening radius δ of 15 pixels and a filter size s of 5 pixels for smoothing have proved to be effective.
• The threshold T more or less directly controls how the detection algorithm handles the trade-off between sensitivity and specificity. Unfortunately, there is no heuristic available which could prescribe a suitable choice of T. Indeed, if we adopt the matched filter perspective outlined above, any particular choice amounts to fixing a model for the microcalcifications, with large values of T corresponding to high contrast calcifications. Since the contrast is known to vary locally as well, such a fixed choice results in an oversimplification. Instead of trying to find an optimal value for T, letting T vary while fixing all other parameters provides points on an (F)ROC curve, which visualises the trade-off behaviour of the algorithm, and which will be the basis of our discussion in the test section.
• The parameters τ and the size threshold in the postprocessing step control the classification of marked regions as microcalcifications or larger structures. Decreasing τ increases the size of detected regions, which in turn makes them more likely to be classified as larger structures. For our test images, we have chosen 15 . 0 = τ , whereas the size threshold was chosen to linearly depend on filter size. While the postprossing step helped sort out some obvious misclassifications, the precise choice of parameters did not appear to be critical.
Implementation of the detection algorithm
Just as in the simulation step, the size of a single mammogram does not allow to process an image as a whole, but due to their local nature the various steps can easily be carried out on image patches, and they are easily parallelizable. Morphological opening is the most time-consuming step. Since the noise-induced variance matrix computed in (10) only depends on the grey-level value, it is possible to precompute the variance for different grey levels via a straightforward implementation of Formula (10) using FFT. The values are stored in lookup tables.
Test Results

Data base
Ideally, the performance of a detection algorithm should be tested and proven on a number of clinical mammograms which represent typical cases of calcifications and their textural surrounding in clinical routine. We have implemented a test procedure involving a set of 24 mammograms on the KODAK Min-R 2000/2190 film/screen-system, digitised in the way described in Section 2. In each mammogram a number of suitable patches of 10x10mm² was masked on the films and extracted for the algorithm, yielding a total of 51 image patches. One group of patches (31 out of 51) contained calcifications, while the remaining patches were chosen to show texture on different average grey value only. Care was taken to provide in both groups a sufficient variety of backgrounds and contrasts. For each patch ground truth information was obtained, based on the examination of the original mammograms by an experienced radiologist.
In order to measure the effects of dose reduction on image quality and detection rates, we computed dose reduced versions of the patches, using the method outlined in Section 2. For dose-reduction steps of 25% have been selected, i.e. 0%, 25%, 50%, 75% and finally 90% of the original applied quantum fluence. As explained above, we employed two different models for the decrease in image sharpness. All in all we computed 8 images from the original digitised images.
Test procedure
We compared the findings of the detection algorithm, both on the scanned originals and on simulated dose-reduced images, with the ground truth regions. The comparison provides true positive (TP) and false positive (FP) rates, the first being the percentage of correctly marked regions among the ground truth ones, the latter the rate of misclassified regions. Since the threshold T controls the trade-off between TP and FP rates, letting T vary over a certain range while fixing the other parameters, and plotting the corresponding TP and FP rates against each other allows to visualise the performance by help of (F)ROC-curves. We studied both the detection of single microcalcifications and of microcalcification clusters. For testing the latter, we subdivided each patch into four 5x5 2 mm regions, and any such region containing 3 microcalcifications was considered a cluster. We considered only those clusters as true positives that were based on true positive microcalcifications. For single microcalcifications, the FP rate is the average number of false positives per patch, for clusters, the FP rate is the percentage of false positive subpatches among the subpatches containing no ground truth cluster; these are the standard normalisations. We thus obtain FROC curves for single microcalcifications, and ROC curves for clusters. We first employ the detection results on the scanned original images to provide validation and optimal algorithm parameters. We then proceed to study the effect of dose reduction by considering the detection results on image patches with simulated dose reduction.
Test results
Figs. 9 and 10 contain the plot of the (F)ROC curves for single and clustered microcalcification detection, for various values of filtersize w. They illustrate that the parameter is not very sensitive, with the optimum around w=100. We used this value for w for page 13/24 the comparison of the detection results on dose reduced images. The comparison is contained in Figs. 11 and 12 , for moderate and strong smoothing.
Discussion
Validation of the algorithm
Since the detection algorithm focusses on single microcalcifications, the corresponding detection rates contained in Fig. 9 are the most reliable source of information for the comparison of different parameter settings. Hence Fig. 9 is strong evidence for an optimal filter length between w=75 and w=100. In the following we have chosen the latter value.
The clinically relevant problem is cluster detection, and the standard visualisation tool for evaluating cluster detection are FROC curves for clusters, with the FP rate given per mammogram. These can be approximately obtained by appropriately rescaling the FP axis in Fig. 10 by a constant factor. While pure size considerations lead to a factor of around 500, a more detailed analysis of the detection results suggests that rescaling by a smaller value is more realistic, due to a bias in the choice of patches: Compared to the case of screening mammography, where microcalcifications occur only in a small percentage of mammograms, and usually only within small regions of those, the fraction of 31/51 patches containing calcifications is extremely high. The relative FP rates in the 20 patches containing no ground truth microcalcifications were consistently less than 0.2 times the overall FP rates plotted in Fig. 10 ; in fact, in all cases except one the quotient between relative and overall FP rates was around 0.1.
These considerations suggest rescaling the FP axis of Fig. 10 by a factor of 100, or simply reading the units in the FP axis as FP per mammogram. Compared to the best numbers we found in the literature, which are around 0.5 to 1 clusters per mammogram at a 90% TP rate [16, 17] , the FP rate of around 12 for the same TP rate documented in Fig. 10 seems rather high. Note, however, the test results in [18] for the algorithm in [16] , which are on the scale of our estimates; the highest TP rate reported in [18] was around 70%, at an FP rate of around 4. In summary, the test results show that while additional finetuning will be necessary to render the present detection algorithm fully competitive, its detection results can be used as a basis for the study of image deterioration in dose-reduced images.
Information loss in dose-reduced images
Once the soundness of the algorithm is established, Figs. 11 and 12 may be viewed as the results of a computer experiment providing estimates of the effect of dose reduction on microcalcification detection. Fig. 11 suggests that for moderate smoothing a dose reduction by 25 % seems feasible without severe loss of information. A significant deterioration in performance appears for all other levels of dose-reduction under consideration, as well as for strongly smoothing film in general, as witnessed by Fig. 12 . This may be considered in conjunction with the high amount of film grain noise in a conventional mammogram, which is the dominant noise source at the scale of microcalcifications. A first visual inspection of the reprints backs these observations up, though a systematic evaluation by radiologists has not yet been performed.
Concluding remarks
The main objective of this paper was to implement an adaptive microcalcification detection algorithm incorporating the noise model, and to develop a method for measuring image degradations based on detection results.
The test results indicate that the detection algorithm is sound, although a more refined approach will be needed to render it fully competitive to other algorithms. Let us mention several possible improvements of the detection algorithm. First of all the choice of one fixed threshold T expected to work uniformly all over the image is probably too rigid; again local adaptivity might be a useful concept. Similarly, working with several size parameters w simultaneously would account for the variability in size displayed by microcalcifications. This variation of parameters should be coupled with a strategy designed to detect clusters instead of single microcalcifications, in order to ensure the necessary robustness. Another feature which needs to be incorporated in the algorithm is shot noise removal to deal with film defects and other highly localised noise artefacts; morphological filters seem to be a possible solution. The postprocessing step should be improved to incorporate better shape criteria, in particular with a view to higher level classification issues.
While the algorithm refers to a specific constellation of equipment, it is readily adapted to other settings by use of the appropriate noise model. In particular, a similar study could be performed for fully digital mammography; in fact we expect the modelling to simplify considerably for this setting since the non-linearities introduced by the film disappear.
Both our test results and visual inspection of the images indicate that a dose-reduction of about 25% without loss of crucial information is to be achievable, even if a high level of detector inherent noise like film grain noise is present. On the other hand, our tests revealed that the amount of smoothing due to more sensitive film material is a critical parameter for the correct assessment of the potential for dose reduction. It would be interesting to see whether the loss of information indicated by the results of the algorithm corresponds to the findings of radiologists inspecting the dose-reduced images.
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