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We relate a l-loop Feynman integral to a sum of phase space integrals, where the integrands
are determined by the spanning trees of the original l-loop graph. Causality requires that the
propagators of the trees have a modified iδ-prescription and we present a simple formula for the
correct iδ-prescription.
INTRODUCTION
Relating loop integrals to trees goes back to Feynman
[1]. The Feynman tree theorem allows us to relate a l-
loop Feynman integral with N internal propagators to a
l-fold phase space integral with a number of cuts Ncut
on the original integrand, with Ncut ranging from l to
N . One could argue that a better name for this theorem
would be the Feynman forest theorem, as in general (i.e.
for Ncut > l) the integrand corresponds to a set of trees,
i.e. a forest. This is not very convenient: If more than l
cuts are present, each additional cut imposes a non-trivial
constraint on the phase space integration.
What we would like to have is a formula which relates
a l-loop Feynman integral to a l-fold phase space integral
without any additional constraints. The integrand of the
phase space integral then corresponds to a tree, not a for-
est, and is obtained from the original integrand by exactly
l cuts. For one-loop integrals this was achieved in [2]. An
important result of this paper was the statement that the
uncut propagators have a modified iδ-prescription. The
usual iδ-prescription for a Feynman propagator is
i
k2j −m2j + iδ
, (1)
where δ > 0 is an infinitesimal small quantity. The modi-
fied iδ-prescription is a consequence of causality. We call
propagators with a modified iδ-prescription dual propa-
gators.
In this letter we present the generalisation to an ar-
bitrary loop number l. A comment is in order: A gen-
eralisation of loop-tree duality to two loops and beyond
has already been considered in [3]. However, the final
formulae presented there are not particular elegant and
involve a mixture of Feynman propagators and one-loop
dual propagators. Our result is more aesthetic: All un-
cut propagators are dual propagators, with a simple dual
iδ-prescription, which reduces in the one-loop case to the
one of Catani et al. [2]. A dual propagator is of the form
i
k2j −m2j + isj (σ) δ
. (2)
Only the sign of the function sj(σ) is relevant. The func-
tion sj(σ) depends on the energy Ej and the energies
of the cut propagators Eσ1 , ..., Eσl and will be given in
eq. (27) or alternatively in eq. (32) below.
Let us also briefly comment on the difference of the
loop-tree duality approach with the so-called Q-cut ap-
proach [4]: The latter involves propagators linear in
the loop momenta, where the information due to the
infinitesimal imaginary part is lost if all propagators
have the same small imaginary part as in eq. (1). The
iδ-prescription is restored by introducing different in-
finitesimal small imaginary parts for the internal prop-
agators and averaging over all possible relative order-
ings. In our approach, only propagators quadratic in
the loop momenta occur. Furthermore, the modified
iδ-prescription of the dual propagators follows directly
from iδ-prescription of the Feynman propagators. Our
approach applies to massless and massive particles.
NOTATION
Let Γ be a Feynman graph with l loops, n external lines
and N internal edges. We denote by EΓ = {e1, ..., eN}
the set of internal edges. A spanning tree for the graph Γ
is a sub-graph T of Γ, which contains all the vertices of Γ
and is a connected tree graph [5]. If T is a spanning tree
for Γ, then it can be obtained from Γ by deleting l internal
edges, say {eσ1 , ..., eσl}. We denote by σ = {σ1, ..., σl}
the set of indices of the deleted edges and by CΓ the set
of all such sets. Thus |CΓ| gives the number of spanning
trees for the graph Γ.
Each σ ∈ CΓ defines also a cut graph Tcut, obtained
by cutting each of the l internal edges eσj into two half-
edges. The 2l half-edges become external lines of Tcut.
The graph Tcut is a tree graph with n+2l external lines.
We denote the external momenta of the graph Γ by
p1, ..., pn and the internal momenta by k1, ..., kN . We
will assume that the internal momenta have been labelled
such that the first l internal momenta k1, ..., kl form a
basis of independent loop momenta. For each internal
edge we set
Dj = k
2
j −m2j + iδ, ej ∈ EΓ. (3)
We will assume that Di 6= Dj for i 6= j. Otherwise we
consider a reduced graph Γ′ with edge ej contracted and
a higher power of the propagator associated to edge ei.
2For a function f depending on a D-dimensional mo-
mentum variable k = (E,~k), where the vector ~k is
(D−1)-dimensional, we either write f(k) or f(E,~k). We
would like to integrate the function f over the hyper-
boloid k2 = m2. The quantities∫
dD−1k
(2π)
D−1
2
√
~k2 +m2
f
(
±
√
~k2 +m2, ~k
)
(4)
give the integrals over the forward hyperboloid and the
backward hyperboloid, respectively. As a short hand no-
tation we set∫
dD−1k
(2π)
D−1
2
√
~k2 +m2
f (k) =
∫
dD−1k
(2π)
D−1
2
√
~k2 +m2
×
[
f
(√
~k2 +m2, ~k
)
+ f
(
−
√
~k2 +m2, ~k
)]
(5)
for the integral over the forward and the backward hy-
perboloid.
LOOP-TREE DUALITY
Let PΓ be a polynomial in the loop momenta. We
consider
I =
∫  l∏
j=1
dDkj
(2π)D

 PΓ∏
ej∈EΓ
D
νj
j
. (6)
We split each loop integration into an integration over
the energy and the spatial components of the loop mo-
mentum:
I =
∫  l∏
j=1
dD−1kj
(2π)
D−1

 1
(2π)
l
∫
PΓdE1 ∧ ... ∧ dEl∏
ej∈EΓ
D
νj
j
. (7)
We perform the energy integrations with the help of the
residue theorem. Let us assume that the polynomial PΓ
is such that all energy integrations over half circles at
infinity vanish. This assumption is always satisfied for
scalar integrals where PΓ = 1. If this assumption is not
met, we may enforce it by subtracting local ultraviolet
counterterms from the integrand [6, 7].
Let E ⊂ Cl be the set of points E = (E1, ..., El), where
l internal propagators go on-shell and removing the cor-
responding edges gives a spanning tree. We have
|E| = 2l |CΓ| . (8)
This number is easily obtained from the number of span-
ning trees and the 2l solutions per spanning tree. For
generic values of p1, ..., pn and ~k1, ..., ~kl the points of E
are distinct. Points in E coincide if in addition to the
cut propagators one or more uncut propagators go on-
shell. We distinguish the cases of a pinch singularity
and a non-pinch singularity. For a non-pinch singularity
we may deform the integration contour for the spatial
variables ~k1, ..., ~kl into the complex domain. The mod-
ified iδ-prescription given in eq. (27) tells us in which
direction we should deform. This is exactly the raison
d’être for the present article. For a pinch singularity we
have an infrared singularity. This singularity is either
regulated by dimensional regularisation or cancelled in
the combination with real contributions according to the
Kinoshita-Lee-Nauenberg theorem [8, 9].
Let σ ∈ CΓ be a set of indices defining a spanning
tree. For each cut edge we choose an orientation and we
may take the l independent loop momenta to be the loop
momenta flowing through the edges eσ1 , ..., eσl with the
chosen orientation. Let
E(α)σ =
(
E(α)σ1 , ..., E
(α)
σl
)
(9)
be a solution to
Dσ1 = ... = Dσl = 0. (10)
In total there are 2l solutions E
(1)
σ , ..., E
(2l)
σ , given by(
±
√
~k2σ1 +m
2
σ1 − iδ, ...,±
√
~k2σl +m
2
σl
− iδ
)
. (11)
Let us denote by n
(α)
σ the number of times the negative
root −√... occurs in E(α)σ . We set
f =
PΓ∏
ej∈EΓ
D
νj
j
. (12)
We define the local residue [10] at E
(α)
σ by
res
(
f, E(α)σ
)
=
1
(2πi)
l
∮
γε
fdE1 ∧ ... ∧ dEl. (13)
The integration in eq. (13) is around a small l-torus
γε =
{
(E1, ..., El) ∈ Cl| |Dσi | = ε
}
, (14)
encircling E
(α)
σ with orientation
d argDσ1 ∧ d argDσ2 ∧ ... ∧ d argDσl ≥ 0. (15)
We consider the weighted sum of residues
2l∑
α=1
(−1)n(α)σ Sσα res
(
f, E(α)σ
)
, (16)
where (−1)n(α)σ Sσα is a weight factor depending on σ
and α. Let us make one remark: Eq.(16) is not a global
residue for the ideal 〈Dνσ1σ1 , ..., Dνσlσl 〉, due to the addi-
tional factor (−1)n(α)σ Sσα. The standard definition of the
global residue for 〈Dνσ1σ1 , ..., Dνσlσl 〉 is just the sum over the
2l local residues, without any weight factors. This sum
vanishes, whereas the sum in eq. (16) does in general not.
3Theorem 1. With f as in eq. (12) we have
1
(2π)
l
∫
fdE1 ∧ ... ∧ dEl =
(−i)l
∑
σ∈CΓ
2l∑
α=1
Sσα (−1)n
(α)
σ res
(
f, E(α)σ
)
, (17)
where the contour of integration on the left-hand side is
along the real axes separating the poles at +
√
... from the
poles at −√....
Proof. We specify a set of integration variables by σ˜ ∈ CΓ
and an order in which the integrations are performed by
π˜ ∈ Sl. We assume that the integration over kσ˜pi1 is per-
formed first, followed by the integration over kσ˜pi2 , etc..
In order to keep the indexing to a minimum we intro-
duce the ordered set k˜ = (k˜1, ..., k˜l) = (kσ˜pi1 , ..., kσ˜pil ).
Let further α˜ = (Γ1, ...,Γl) be the ordered set of winding
numbers. For a cut specified by σ ∈ CΓ we denote by
π ∈ Sl the order in which the cuts are taken, e.g. the cut
of the edge eσpi1 is taken in the first integration, followed
by the the cut of the edge eσpi2 , etc.. Again, in order
to keep the indexing to a minimum we introduce the or-
dered set kˆ = (kˆ1, ..., kˆl) = (kσpi1 , ..., kσpil ). We denote
by α = (λ1, ..., λl) the signs of the energies for the cut
under consideration. λj = 1 means that we consider the
residue with positive energy with respect to the chosen
orientation of the edge eσpij . kˆ and k˜ are both bases of
independent loop momenta, hence they are related by
kˆi =
l∑
j=1
Σij k˜j + qi, (18)
with Σij ∈ {−1, 0, 1} and qi depending only on the ex-
ternal momenta. This defines the l × l-signature matrix
Σ. We denote by Σ(j) the j × j-matrix obtained from
Σ by deleting the rows and columns (j + 1), ..., l. In
order to compute the residues we may temporarily as-
sume that the imaginary parts of all internal masses are
large and strongly ordered. The final result will not de-
pend on this assumption. After performing the contour
integrations we may remove this assumption and analyti-
cally continue to any desired (complex) kinematics. With
these specifications one obtains
1
(2πi)
l
∫
fdE1 ∧ ... ∧ dEl = (19)
∑
σ∈CΓ
∑
pi∈Sl
∑
α∈{1,−1}l
Cσ˜p˜iα˜σpiα res
(
f, E(α)σ
)
,
where Cσ˜p˜iα˜σpiα is given by
Cσ˜p˜iα˜σpiα =
l∏
i=1
∆(i). (20)
∆(i) is zero if detΣ(i) = 0. Otherwise we let Π(i) be the
inverse matrix of Σ(i). The quantity ∆(i) is then given
by
∆(i) = ΓiΠ
(i)
ii θ

ΓiIm

 i∑
j=1
Π
(i)
ij λjmσpij



 . (21)
The quantities ∆(i) are computed with a chosen strong
ordering of the imaginary parts of the internal masses.
The quantity Cσ˜p˜iα˜σpiα is independent of this choice. Eq. (19)
generalises eq. (2) of [11] to complex external kinematics.
One may now sum over π and average over σ˜, α˜, π˜
in a suitable way. We do this as follows: We group the
internal propagatorsDj into chains [8]. Two propagators
belong to the same chain, if their momenta differ only by
a linear combination of the external momenta. We denote
by nchain(j) the number of propagators in the chain ofDj .
We set
N chain (σ) =
l∏
j=1
nchain (σj) . (22)
To each graph Γ we associate a new graph Γchain called
the chain graph by deleting all external lines and by
choosing one propagator for each chain as a representa-
tive. We denote by |CΓchain | the number of spanning trees
of the chain graph. We then perform a weighted average,
where each term is weighted by 1/N chain(σ). We obtain
1
(2π)l
∫
fdE1 ∧ ... ∧ dEl =
(−i)l
∑
σ∈CΓ
2l∑
α=1
Sσα (−1)n
(α)
σ res
(
f, E(α)σ
)
, (23)
with
Sσα = (24)
(−1)l+n(α)σ
2ll! |CΓchain |
∑
pi∈Sl
∑
σ˜∈CΓ
∑
p˜i∈Sl
∑
α˜∈{1,−1}l
Cσ˜p˜iα˜σpiα
N chain (σ)
.
This defines the Sσα.
The factor Sσα equals 1/2 for all one-loop graphs, it
equals 1/4 for all two-loop graphs whose underlying chain
graph is a product of two one-loop tadpoles, while it
equals
1
(l + 1)
1(
l
n
(α)
σ
) (25)
for all two-loop graphs whose underlying chain graph is
the sunrise graph, if the orientation of the cut lines is
chosen the same across the cut. This agrees with [12].
4This covers all two-loop graphs. Eq. (25) generalises to
all higher loop graphs, whose underlying chain graph is
a banana graph.
Let us now specialise to the case ν1 = ... = νN =
1 and let us work out the iδ-prescription for the uncut
propagators.
Theorem 2. Let us assume again that PΓ is a poly-
nomial in the loop momenta such that all energy integra-
tions over half cycles at infinity vanish. If all propagators
occur to power one, we have
∫  l∏
j=1
dDkj
(2π)D

 PΓ∏
ej∈EΓ
(
k2j −m2j + iδ
) =
(−i)l
∑
σ∈CΓ
∫  l∏
j=1
dD−1kσj
(2π)
D−1
2
√
~k2σj +m
2
σj

Sσα
PΓ∏
j /∈σ
(
k2j −m2j + isj (σ) δ
) , (26)
where sj(σ) is defined as
sj (σ) =
Ej
E‖
(27)
and E‖ is defined as follows: The set σ = {σ1, ..., σl} ∈
CΓ defines a tree Tcut obtained from the graph Γ by cutting
the internal edges Cσ = {eσ1 , ..., eσl}. Cutting in addition
the edge ej ∈ EΓ\Cσ will give a two-forest (T1, T2). We
orient the external momenta of T1 such that all momenta
are outgoing. Let π be the set of indices corresponding
to the external edges of T1 which come from cutting the
edges Cσ of the graph Γ. The set π may contain an in-
dex twice, this is the case if both half-edges of a cut edge
belong to T1. Then define E‖ by
1
E‖
=
∑
a∈{j}∪pi
1
Ea
. (28)
Proof. Theorem 2 is a specialisation of theorem 1 to the
case where the integrand has only single poles. The cal-
culation of the residues yields
res
(
1
Dσj
,
√
~k2σj +m
2
σj − iδ
)
=
1
2
√
~k2σj +m
2
σj
,
−res
(
1
Dσj
,−
√
~k2σj +m
2
σj − iδ
)
=
1
2
√
~k2σj +m
2
σj
,
where we neglected on the right-hand side the infinites-
imal small imaginary part. It remains to work out the
sign of the imaginary part of the uncut propagators. Let
us consider Dj and with the notation as above the tree
T1. The external edges of T1 are given by ej , the set
Ecut = {epi1, epi2 , ...} and possibly a subset Eext of the
external edges {1, ..., n} of the original graph Γ. Energy
conservation relates Ej to minus the sum of the energies
of all other external particles of the tree T1. The ener-
gies corresponding to the edges from Eext are real, the
energies corresponding to the edges from Ecut have an
infinitesimal small imaginary part. Taylor expansion to
first order in δ gives
Epia = ±
√
~k2pia +m
2
pia − iδ (29)
= ±
√
~k2pia +m
2
pia ∓
1
2
iδ√
~k2pia +m
2
pia
+O (δ2) .
By a slight abuse of notation we denote the O(δ0)-term
again by Epia . Thus, the replacement
Epia → Epia −
iδ
2Epia
(30)
makes the infinitesimal imaginary part explicit. Let us
now look at Dj and expand to first order in δ:
Dj = k
2
j −m2j + iδ = E2j − ~k2j −m2j + iδ (31)
=
(∑
a∈pi
Ea +
∑
a∈Eext
Eexta
)2
− ~k2j −m2j + iδ
→ k2j −m2j +
(
1 + Ej
∑
a∈pi
1
Ea
)
iδ +O (δ2) .
For the O(δ)-term we have
1 + Ej
∑
a∈pi
1
Ea
= Ej

 ∑
a∈{j}∪pi
1
Ea

 = Ej
E‖
.
Although we singled out the tree T1 from the two-forest
(T1, T2) it is easily checked that the definition of sj(σ) is
invariant under the exchange T1 ↔ T2.
Theorem 2 is the main result of this letter. It allows us
to express a Feynman integral with no raised propagators
as a sum of phase space integrals. Each phase space inte-
gral corresponds to a spanning tree of the original graph.
The integrand of each phase space integral corresponds
to a cut graph, where exactly l internal propagators have
been cut and the remaining (N − l) internal propagators
have a modified iδ-prescription given by eq. (27). The-
orem 2 is the specialisation of theorem 1 to Feynman
integrals with no raised propagators. For Feynman inte-
grals with raised propagators we may still use theorem 1.
The only change is that the computation of the residues
is more involved. Residues of Feynman integrands with
raised propagators have been considered in [13].
Although we defined the modified iδ-prescription in
terms of energies in a specific Lorentz frame, we may
easily formulate it in a Lorentz-covariant way: Let η be
5e3 e6 e9
e4
e2
e5
e1
e7
e11
e8
e10
FIG. 1: A two-loop eight-point function with 11 propagators.
k3
k3
k5
k6
k9
k9
FIG. 2: A cut diagram corresponding to σ = {3, 9}. We also
indicate an orientation for the edges e3, e5, e6 and e9.
a Lorentz vector with η0 > 0 and η
2 ≥ 0. Then sj(σ) is
given by
sj (σ) =
∑
a∈{j}∪pi
η · kj
η · ka . (32)
Let us look at an example. Fig. 1 shows a two-loop eight-
point graph Γ. There are 35 spanning trees, and each
spanning tree defines a cut graph. Fig. 2 shows an ex-
ample of a cut graph corresponding to σ = {3, 9}. We
also indicate in fig. 2 an orientation for the edges e3, e5,
e6 and e9. As an example we consider s5(σ) and s6(σ).
The sign of the imaginary part is determined by
s5 (σ) =
E3 + E5
E3
,
s6 (σ) =
E3E6 + E3E9 + E6E9
E3E9
. (33)
There are ample applications of our result. Let us give
three examples. First of all, our result is directly geared
towards numerical methods for higher-order computa-
tions [2, 3, 6, 7, 13–35] and paves the way to treat two-
loop amplitudes numerically in an efficient and auto-
mated way. Secondly, and in a wider context, it sheds
new light on the cancellation of infrared singularities.
Our result allows to discuss the singularity structure of
loop integrands in terms of on-shell tree diagrams. This
will be helpful at NNLO and beyond [36–65]. Thirdly
and on the formal side, our approach also suggests an
extension of the concept of scattering forms [66–69] from
tree-level towards loops. This will be explored in a future
publication.
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Note
In the first version of this article we erroneously as-
sumed that Sσα is independent of σ and α and given by
1/2l. This is not correct and has been pointed out in
[11]. In the present version we corrected theorem 1.
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