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A Gegenbauer approximation is discussed. Several imbedding inequalities and
inverse inequalities are obtained. Some approximation results are given. By vari-
able transformation, differential equations on the whole line are changed to
certain equations on a finite interval. Gegenbauer polynomials are used for their
numerical solutions. The stabilities and convergences of proposed schemes are
proved. The main idea and techniques used in this paper are also applicable to
other multiple-dimensional problems in unbounded domains. Q 1998 Academic
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1. INTRODUCTION
A number of physical problems are set in unbounded domains. Some
conditions at infinity are given by certain asymptotic behaviors for solu-
tions. When we use finite difference methods or finite element methods to
solve them numerically, we often restrict calculations to some bounded
domains and impose certain conditions on artificial boundaries, which
destroy the accuracy usually. If we use spectral methods associated with
some orthogonal systems in unbounded domains, then the mentioned
w x w xtroubles could be remedied. Maday et al. 1 , Coulaud et al. 2 , and Funaro
w x3 used Laguerre spectral approximation for several linear problems.
w xIranzo and Falques 4 provided some Laguerre pseudo-spectral schemesÁ
w xand Laguerre Tau schemes. Mavriplis 5 considered the Laguerre spectral
w xelement method. Funaro and Kavian 6 discussed the Hermite spectral
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method and a pseudo-spectral method using Hermite functions for some
w xlinear problems, and proved the convergence. Guo 7 developed a spectral
method by using Hermite polynomials, and proved strictly the stability and
the convergence of the proposed scheme for the Burgers equation. Whereas
in all of the above methods, we need some quadratures in unbounded
domains, which are not easily performed sometimes. On the other hand,
w x w x w xChristov 8 , Boyd 9 , and Iranzo and Falques 4 studied spectral methodsÁ
using rational base functions. But it is not easy to analyze the convergence.
This paper is devoted to another spectral method using orthogonal polyno-
mials. We change the whole line to a finite interval by a suitable variable
transformation, while the original partial differential equations become
some equations. But the coefficients of the resulting equations degenerate
at the extreme points of the finite interval. This fact brings in some
difficulties in both computations and error estimations. However, this
obstacle can be removed by Gegenbauer approximation. In this paper, we
introduce several spaces and orthogonal systems associated with different
kinds of weights. Some imbedding inequalities and inverse inequalities are
given. Various orthogonal projections are studied, and some approxima-
tion results are obtained. All of them play important roles in numerical
analysis of the spectral method for partial differential equations in un-
bounded domains. The final part of this paper is for the applications of
Gegenbauer approximation. We also take the Burgers equation as an
example to show how to deal with nonlinear problems. The stabilities and
convergences of proposed schemes are proved strictly. The main idea and
techniques used in this paper are also applicable to other multiple-dimen-
sional nonlinear problems in unbounded domains.
2. SOME WEIGHTED SPACES AND
IMBEDDING INEQUALITIES
 < < < 4 Ž . 2Let L s x x - 1 and v x s 1 y x . For 1 F p F ‘, set
p < 5 5 pL L s ¤ ¤ is measurable and ¤ - ‘ , 4Ž . Lv v
where
1rp¡
p< <¤ x v x dx , 1 F p - ‘,Ž . Ž .Hž /~ Lp5 5¤ sLv
< <ess sup ¤ x , p s ‘.Ž .¢
xgL
2 Ž .In particular, L L is a Hilbert space with inner product and normv
1r25 5u , ¤ s u x ¤ x v x dx , ¤ s ¤ , ¤ .Ž . Ž . Ž . Ž . Ž .H vv v
L
BEN-YU182
Further let › ¤ s › ¤r› x, and, for any nonnegative integer m, definex
m < k 2H L s ¤ › ¤ g L L , 0 F k F m .Ž . Ž . 4v x v
mŽ .The seminorm and the norm of H L are given byv
1r2m
2m< < 5 5 5 5 < <¤ s › ¤ , ¤ s ¤ .Ým , v v m , v k , vx ž /
ks0
rŽ . 5 5For any real r G 0, we define the space H L with norm ¤ by ther , vv
w xspace interpolation as in Adams 10 . Let D be the set of all infinitely
r Ž .differentiable functions with compact supports in L, and let H L be0, v
rŽ .the closure of D in H L .v
Ž . 5 5As usual, we denote by u, ¤ and ¤ the inner product and the norm of
2Ž . < < 5 5 rŽ .L L . Denote by ¤ and ¤ the seminorm and the norm of H L . Inr r
5 5 5 5 ‘addition, ¤ stands for ¤ .‘ L ŽL .
For technical reasons, we need some other spaces. For nonnegative
integer r s 2m,
r < 5 5 4H L s ¤ ¤ is measurable and ¤ - ‘ ,Ž . r , v , Av , A
where
1r2my1
2 2myk 2 myk5 5 5 5 5 5¤ s w › n q ¤ .Ýr , v , A v my2, vxž /
ks0
r Ž .For any real r G 0, the space H L is defined by the space interpola-v, A
tion. Let
A¤ x s y› 2 ¤ x v x .Ž . Ž . Ž .Ž .x
m 2 m Ž .It can be checked that A is a continuous mapping from H L tov, A
2 Ž .L L .v
Next, for any positive integer m,
r < m rym 5 5 5 m 5H L s ¤ › ¤ g H L , ¤ s › ¤ ; 4Ž . Ž . r , v , ) , m rym , v , Av , ) , m x v , A x
r < rH L s ¤ ¤ g H L , 0 F k F m , 4Ž . Ž .v , ) ) , m v , ) , k
1r2m
25 5 5 5¤ s ¤ .Ýr , v , ) ) , m r , v , ) , kž /
ks0
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For any real m G 0, we define the corresponding spaces by space interpo-
5 5 5 5lations. In particular, ¤ s ¤ .r , v , ) r , v , ) , 1
In applications of spectral methods to certain problems in unbounded
Ž . y1Ž .domains, we need another space. Let h x s v x and
2 < 5 5L L s ¤ ¤ is measurable and ¤ - ‘ 4Ž . hh
equipped with the following inner product and norm:
1r25 5u , ¤ s u x ¤ x h x dx , ¤ s ¤ , ¤ .Ž . Ž . Ž . Ž . Ž .h hH h
L
rŽ . 5 5For any real r G 0, the space H L and its norm ¤ are defined in ther , hh
same way as in the previous paragraphs. Finally
2 < 2L L s ¤ ¤ g L L , ¤ 1 s ¤ y1 s 0 .Ž . Ž . Ž . Ž . 40, h h
The following imbedding inequality will be used in the sequel.
1Ž . Ž .LEMMA 2.1. For any ¤ g H v with ¤ 0 s 0,v
5 5 5 51r2 < <1r2¤ F 4 ¤ ¤ ,v 1, v
5 5 < <¤ F 16 ¤ .1, v
Proof. We first assume that 0 F x F 1 and so 1 F 1 q x F 2. We have
x
2 2¤ x 1 y x s › ¤ y 1 y y dyŽ . Ž . Ž . Ž .Ž .H y
0
and so
x x
2 2¤ x 1 y x q ¤ y dy s 2 ¤ y › ¤ y 1 y y dy.Ž . Ž . Ž . Ž . Ž . Ž .H H y
0 0
Letting x “ 1, it follows that
1r2 1r2
1 1 1 22 2¤ x dx F 2 ¤ x 1 y x dx › ¤ x 1 y x dxŽ . Ž . Ž . Ž . Ž .Ž .H H H xž / ž /0 0 0
1r2 1r2
1 1 22F 2 ¤ x v x dx › ¤ x v x dx .Ž . Ž . Ž . Ž .Ž .H H xž / ž /0 0
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Similarly
1r2 1r2
0 0 0 22 2¤ x dx F 2 ¤ x v x dx › ¤ x v x dx .Ž . Ž . Ž . Ž . Ž .Ž .H H H xž / ž /y1 y1 y1
The combination of the above inequalities implies the first result. Since
5 5 5 5¤ F ¤ , the second one comes immediately.v
Remark 2.1. We can see from the proof of the previous lemma that, for
1Ž . Ž .any ¤ g H L with ¤ 0 s 0,v
5 1r2 5 5 51r2 < <1r2¤v F 4 ¤ ¤ .‘ v 1, v
3. GEGENBAUER APPROXIMATION
Ž .Let L x be the Legendre polynomial of degree l, i.e.,l
ly1Ž . ll 2L x s › 1 y x .Ž . Ž .l xl2 l!
It is the eigenfunction of the singular Sturm]Liouville problem
› v x › ¤ x q l¤ x s 0, x g L . 3.1Ž . Ž . Ž . Ž .Ž .x x
Ž .The corresponding eigenvalue l s l l q 1 . They satisfy the recurrencel
relations
l q 1 L x s 2 l q 1 xL x y lL x , l G 1,Ž . Ž . Ž . Ž . Ž .lq1 l ly1
2 l q 1 L x s › L x y › L x , l G 1.Ž . Ž . Ž . Ž .l x lq1 x ly1
2Ž .The set of Legendre polynomials is the L L -orthogonal system, i.e.,
y11L , L s l q d , 3.2Ž . Ž .Ž .l m l , m2
2Ž .where d is the Kronecker function. For any ¤ g L L ,l, m
‘
¤ x s ¤ L xŽ . Ž .ÄÝ l l
ls0
with Legendre coefficients
1¤ s l q ¤ x L x dx , l s 0, 1, . . . .Ž . Ž .Ä Ž .Hl l2
L
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3The Gegenbauer polynomial with index and degree l is of the form2
Ž w x.e.g., see 11
ly1 l q 2Ž . Ž . y1 lq12 l 2G x s 1 y x › 1 y x .Ž . Ž . Ž .l xlq12 l!
Ž . Ž .By the definitions of L x and G x , we find thatl l
› v x G x q d L x s 0, 3.3Ž . Ž . Ž . Ž .Ž .x l l lq1
Ž .Ž . Ž . 2 Ž .where d s l q 1 l q 2 . The set of G x is the L L -orthogonall l v
system,
G , G s h d , 3.4Ž . Ž .l m l l , mv
where
y13h s l q 1 l q 2 l q .Ž . Ž . Ž .l 2
Ž . Ž .On the other hand, we see from 3.1 and 3.2 that
y11› L , › L s l l q 1 l q d .Ž . Ž . Ž .x l x m l , m2v
Since the orthogonal system of algebraic polynomials associated with the
Ž .fixed weight v x is unique apart from certain constants, we assert from
Ž .3.4 that
G x s › L x .Ž . Ž .l x lq1
Ž . Ž .By differentiating 3.3 , we know that G x satisfies the following equa-l
tion:
› 2 v x G x q d G x s 0. 3.5Ž . Ž . Ž . Ž .Ž .x l l l
The Gegenbauer polynomials also fulfill the recurrence formula
32 l q G x s › G x y › G x . 3.6Ž . Ž . Ž . Ž .Ž . l x lq1 x ly12
2 Ž .For any ¤ g L L ,v
‘
¤ x s ¤ G x ,Ž . Ž .ÃÝ l l
ls0
where ¤ is the Gegenbauer coefficientÃl
1
¤ s ¤ x G x v x dx.Ž . Ž . Ž .Ã Hl lh Ll
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We next turn to differentiation. Let ¤ Ž1. be the Gegenbauer coefficient ofÃl
Ž . Ž .› ¤ x . Then, by 3.6 ,x
‘
Ž1.› ¤ x s ¤ G xŽ . Ž .ÃÝx l l
ls0
‘ Ž1. ‘ Ž1.¤ ¤Ã Ãl ls › G x y › G xŽ . Ž .Ý Ýx lq1 x ly12 l q 3 2 l q 3ls0 ls0
‘ Ž1. ‘ Ž1.¤ ¤Ã Ãly1 lq1s › G x y › G xŽ . Ž .Ý Ýx l x l2 l q 1 2 l q 5ls1 ls1
‘ Ž1. Ž1.¤ ¤Ã Ãly1 lq1s y › G x .Ž .Ý x lž /2 l q 1 2 l q 5ls1
On the other hand,
‘
Ž1.› ¤ x s ¤ › G x .Ž . Ž .ÃÝx l x l
ls1
Therefore
‘
Ž1.¤ s 2 l q 3 ¤ . 3.7Ž . Ž .Ã ÃÝl p
pslq1
pql odd
1Ž .This formula is valid for any ¤ g H L .v
Now let N be any positive integer; and P be the set of all algebraicN
0  < Ž . Ž . 4polynomials of degree at most N. P s ¤ ¤ g P , ¤ 1 s ¤ y1 s 0 .N N
We denote by c a generic positive constant independent of N and any
function. In numerical analysis of the spectral method, we need some
inequalities associated with the weighted norm.
Ž .Let x x be any nonnegative weight function in the usual sense. The
pŽ . 2 Ž .associated weighted space L L is defined as before. In particular, L Lx x
is a Hilbert space for the weighted inner product
¤ , w s ¤ x w x x x dx.Ž . Ž . Ž . Ž .x H
L
Let f be an algebraic polynomial of degree l, and let the set of f be anl l
2 Ž .orthogonal system in L L . Let L be a linear operator defined on P .x N
Ž .L is said to be of p, q type if there exists a positive constant d depending
5 5 q 5 5 ponly on p, q, and N such that Lf F d f for any f g P . Accord-L L Nx x
ing to the Riesz]Thorin theorem, we know that if L is of both
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Ž . Ž .p , q type and p , q type for 1 F p , p - ‘, 1 F q , q F ‘, then for1 1 2 2 1 2 1 2
p p q q1 2 1 2
p s , q s , 0 F u F 1, 3.8Ž .
1 y u p q u p 1 y u q q u qŽ . Ž .2 1 2 1
Ž . 5 5 q j 5 5 pjthe operator L is also of p, q type. If in addition Lf F d f ,L Ljx x
j s 1, 2, then
5 5 q 1yu u 5 5 pLf F c p , p d d f , 3.9Ž . Ž .L L1 2 1 2x x
Ž .where c p , p is a positive constant depending only on p and p .1 2 1 2
LEMMA 3.1. If for certain positi¤e constant c and real number d ,0
5 5 5 5 d 5 5f F c , f F c l f , l G 1,‘ ‘ x0 0 l 0 l
then, for any f g P and all 1 F p F q F ‘,N
5 5 q 1r py1r q 5 5 pf F cs N f ,Ž .L Lx x
1 12 dq1Ž . Ž . Ž .where s N sN for d)y , s N s ln N for dsy , and s N s2 2
11 for d - y .2
1Proof. Let us consider, for example, the case d ) y . We have that2
N
Uf x s f x xŽ . Ž .Ý l l
ls0
with
1
Uf s f x f x x x dx.Ž . Ž . Ž .Hl l25 5f Lxl
Hence
N N 25 5f ‘lU 2 dq11 15 5 < < 5 5 5 5 5 5f F f f F f F cN f . 3.10Ž .Ý Ý‘ ‘ L Ll l x x25 5f xls0 ls0 l
Ž . 2 dq1Thus the identity operator L is of 1, ‘ type with constant d s cN .
Ž . Ž .Clearly for any r s pq y q q p rp and 1 F p F q F ‘, L is of r, r
type with d s 1. For 1 F p - ‘, we set p s 1, q s ‘, p s q s r, and1 1 2 2
Ž . Ž . Ž .u s rrq in 3.8 . Then 3.9 implies the desired result. Moreover 3.10
Ž . Ž .implies that L is also of ‘, ‘ type and 1, 1 type. The proof is complete.
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THEOREM 3.1. For any f g P and 1 F p F q F ‘,N
5 5 q 4r py4r q 5 5 pf F cN f .L Lv v
w x < Ž . < Ž .Proof. As pointed out in Gottlieb and Shu 11 , G x F G 1 for alll l
x g L, and
G l q 3 1Ž .
G 1 s s l q 1 l q 2 .Ž . Ž . Ž .l l!G 3 2Ž .
Ž . 5 5 1r2On the other hand, 3.4 implies that G s h . Thus we can takevl l
3Ž . Ž .x x s v x , c s c, and d s in Lemma 3.1. Then the conclusion0 2
follows.
THEOREM 3.2. For any f g P and r G 0,N
5 5 2 r 5 5f F cN f .r , v v
Ã ÃŽ1.Proof. Let f and f be the coefficients of Gegenbauer expansions ofl l
Ž . Ž . Ž . Ž .¤ x and › ¤ x , respectively. By 3.4 and 3.7 ,x
2
N N N
22 3Ž1.Ã Ã5 5› f s h f s 4 l q 1 l q 2 l q fŽ . Ž . Ž .Ž .Ý Ý Ývx l l p2  0ls0 ls0 pslq1 0
pql odd
N
2 y13 32 2ÃF N N q l q 1 l q 2 l q f .Ž . Ž .Ž . Ž .Ý l2 2
ls0
5Ž .Let b s 1 q 3r 2 N F . ThenN 2
5 5 2 5 5› f F b N f . 3.11Ž .v vx N
By induction, for any non-negative integer m,
5 5 2 m 5 5› f F cN f .m , v vx
If r s m q s , 0 - s - 1, m being a non-negative integer, then by the
Ž w x.space interpolation see 12 ,
5 5 5 5 s 5 51ys 2 r 5 5f F f f F cN f .r , v mq1, v m , v v
Ž w x.Remark 3.1. By the Markov theorem see Timan 13 ,
5 5 2 5 5› f F cN f . 3.12Ž .‘ ‘x
GEGENBAUER APPROXIMATION 189
Ž . Ž .By space interpolation, we know from 3.11 and 3.12 that, for any
f g P , non-negative integer m and 2 F p F ‘,N
5 m 5 p 2 m 5 5 p› f F cN f .L Lx v v
Remark 3.2. Another estimate exists. Let
N
Äf x s f L x .Ž . Ž .Ý l l
ls0
Ž .Then, by 3.1 ,
1r2N N
Ä Ä5 5› f s f f › L , › LŽ .Ý Ývx l m x l x m vž /
ls0 ms0
1r2N N
Ä Äs l f f L , LŽ .Ý Ý l l m l mž /
ls0 ms0
5 5'F N N q 1 f .Ž .
2Ž .We now consider various orthogonal projections. The L L -orthogonal
Ä 2 2Ž . Ž .projection P : L L “ P is such a mapping that for any ¤ g L L ,N N
ÄP ¤ y ¤ , f s 0, ;f g P ,Ž .N N
or, equivalently,
N
ÄP ¤ x s ¤ L x .Ž . Ž .ÄÝN l l
ls0
w x rŽ .It is proved in 14 that, for any ¤ g H L ,
1r2‘
y112 yrÄ5 5 5 5P ¤ y ¤ s ¤ l q F cN ¤ . 3.13Ž .Ä Ž .Ý rN l 2ž /
lsNq1
2 Ž . 2 Ž .The L L -orthogonal projection P : L L “ P is such a mappingv N v N
2 Ž .that, for any ¤ g L L ,v
P ¤ y ¤ , f s 0, ;f g P ,Ž .N Nv
or, equivalently,
N
P ¤ s ¤ G x .Ž .ÃÝN l l
ls0
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r Ž .LEMMA 3.2. For any ¤ g H L with r G 0,v, A
5 5 yr 5 5P ¤ y ¤ F cN ¤ .v r , v , AN
Proof. Let ¤ be the Gegenbauer coefficient of ¤. ThenÃl
‘
25 5P ¤ y ¤ s h ¤ .ÃÝvN l l
lsNq1
Ž .We first assume r s 2m. By 3.5 and integration by parts,
1
¤ s ¤ x G x v x dxŽ . Ž . Ž .Ã Hl lh Ll
1
2s y ¤ x › v x G x v x dxŽ . Ž . Ž . Ž .Ž .H x lh d Ll l
1
2s y › ¤ x v x G x v x dxŽ . Ž . Ž . Ž .Ž .H x lh d Ll l
1
s A¤ x G x v x dxŽ . Ž . Ž .H lh d Ll l
s ???
1
ms A ¤ x G x v x dx.Ž . Ž . Ž .H lmh d Ll l
Therefore
2‘
2 y4 m y1 m5 5¤ y P ¤ F cN h h A ¤ x G x v x dxŽ . Ž . Ž .Ýv HN l l lž /
LlsNq1
y4 m 5 m 5 y2 r 5 5F cN A ¤ F cN ¤ ,v r , v , A
which is the desired result for r s 2m.
Ž .We now let r s 2m q 1. Indeed, the Gegenbauer polynomial G x isl
Ž1, 1.Ž .the Jacobi polynomial J x apart from a certain constant. So we havel
Ž w x.from the properties of the Jacobi polynomials see 15 that
› v 2 x › G x q l l q 3 v x G x s 0, x g L ,Ž . Ž . Ž . Ž . Ž .Ž .x x l l
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and so
1
m 2¤ s › A ¤ x › G x v x dx.Ž . Ž . Ž .Ã Hl x x lmh d l l q 3Ž . Ll l
It can be verified that
› G x › G x v 2 x dx s s d ,Ž . Ž . Ž .H x l x m l l , m
L
where
y1
s s 2 l l q 1 l q 2 l q 3 2 l q 3 .Ž . Ž . Ž . Ž .l
Thus
sl2 2m 25 5 5 5P ¤ y ¤ F c max › A ¤ ,v vN x22 m 2Nq1FlF‘ h d l l q 3Ž .l l
5 5 2 2 Ž .2where ¤ is the L L -norm. Moreover we have thatv v
sl y4 my2max F cN22 m 2Nq1FlF‘ h d l l q 3Ž .l l
and
5 m 5 2 5 5› A ¤ F c ¤ .v 2 mq1, v , Ax
Thus
5 5 yr 5 5P ¤ y ¤ F cN ¤ .v r , v , AN
Finally we deduce the result for any r G 0, by using space interpolation.
Another estimate exists. Let a be the Legendre coefficient of functionl
Ž Ž . Ž .. Ž .› ¤ x v x . Then, by 3.3 ,x
1
¤ s › ¤ x v x › v x G x dxŽ . Ž . Ž . Ž .Ž . Ž .Ã Hl x x lh d Ll l
1
s y › ¤ x v x L x dxŽ . Ž . Ž .Ž .H x lq1h Ll
y11 1
s y l q a .lq1ž /h 2l
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Thus, by Lemma 2.1 and the property of Legendre approximation,
‘ ‘
y22 212 y1 2 y2 r5 5 5 5P ¤ y ¤ s h ¤ F h l q a F cN ¤vÃ Ž .Ý Ýv rN l l l lq12
lsNq1 lsNq1
y2 r 5 r 5 2 5 ry1 5 2 < < 2F cN › ¤v q › ¤x q ¤Ž .ry2x x
y2 r 5 r 5 2 < < 2 < < 2F cN › ¤v q ¤ q ¤ .Ž .ry1, v ry2x
Notice that P › ¤ / › P ¤ . We shall estimate the difference betweenN x x N
them. Let
1¡2m y r y , for m ) 1,2
3~s m , r sŽ . m y r , for 0 F m F 1,2¢m y r , form - 0.
r Ž .LEMMA 3.3. For any ¤ g H L and r G 1,v, )
5 5 3r2yr 5 5P › ¤ y › P ¤ F cN ¤ .v r , v , )N x x N
Proof. By a density argument, we can only consider the case in which
Ž . Ž .› ¤ x is continuous and so 3.7 is valid. Letx
Ny1 N
› P ¤ x s a G x , a s 2 l q 3 ¤ .Ž . Ž . Ž . ÃÝ Ýx N l l l p
ls0 pslq1
pql odd
Ž1. Ž .Let ¤ be the Gegenbauer coefficients of › ¤ as before. Using 3.7 yieldsÃl x
‘ Ž1.¡ ¤ÃNq1¤ s if l q N is odd,ÃÝ p 2 N q 5psNq2
1 pqN evenŽ1. ~¤ y a sÃŽ .l l Ž1.‘2 l q 3 ¤ÃN¤ s , if l q N is even.ÃÝ p 2 N q 3psNq1¢
pqN odd
Consequently
P › ¤ x y › P ¤ xŽ . Ž .N x x N
1 1¡ Ž1. 0 Ž1. 1¤ F x q ¤ F x , if N is even,Ž . Ž .Ã ÃN N Nq1 N2 N q 3 2 N q 5~s 1 1
Ž1. 0 Ž1. 1¤ F x q ¤ F x , if N is odd,Ž . Ž .Ã Ã¢ Nq1 N N N2 N q 5 2 N q 3
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where
F 0 x s 2 p q 3 G x , F 1 x s 2 p q 3 G x .Ž . Ž . Ž . Ž . Ž . Ž .Ý ÝN p N l
0FpFN 1FpFN
p even p odd
Ž .Furthermore, by Lemma 3.2 and 3.4 ,
1r2 y1r2 y1r23Ž1.< < 5 5¤ F N q N q 1 N q 2 › ¤ y P › ¤Ž . Ž .Ã Ž . vN x Ny1 x2
yrq1r2 5 5F cN ¤ .r , v , )
< Ž1. < Ž .A similar estimate exists for ¤ . On the other hand, 3.4 impliesÃNq1
y122 30 45 5F s 2 p q 3 p q 1 p q 2 p q F cN .Ž . Ž . Ž . Ž .ÝvN 2
0FpFN
p even
5 1 5 2 0A similar estimate is valid for F . Finally the orthogonality of F andvN N
F 1 leads toN
5 5 3r2yr 5 5P › ¤ y › P ¤ F cN ¤ .v r , v , )N x x N
r Ž .THEOREM 3.3. For any ¤ g H L , r G 0, and m F r,v, ) ) , m
5 5 s Ž m , r . 5 5P ¤ y ¤ F cN ¤ .m , v r , v , ) ) , mN
Proof. Lemma 3.2 gives the desired result for m s 0. Now let m ) 0.
The space interpolation allows us to consider any positive integer m only.
Now we use induction. Assume that the conclusion is true for m y 1. Then
5 5 s Ž my1, ry1. 5 5P › ¤ y › ¤ F cN › ¤my1, v ry1, v , ) , my1N x x x
s Ž my1, ry1. 5 5F cN ¤ .r , v , ) ) , m
This estimate with Theorem 3.2 and Lemma 3.3 lead to
5 5 5 5P ¤ y ¤ F P › ¤ y › ¤m , v my1, vN N x x
5 5 5 5q P › ¤ y › P ¤ q P ¤ y ¤my1, v vN x x N N
s Ž my1, ry1. 5 5F cN ¤ r , v , ) ) , m
2 my2 5 5 yr 5 5q cN P › ¤ y › P ¤ q cN ¤v r , v , AN x x N
s Ž my1, ry1. 5 5 s Ž m , r . 5 5F cN ¤ q cN ¤r , v , ) ) , m r , v , )
yr 5 5q cN ¤ .r , v , A
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Ž . Ž .Since s m y 1, r y 1 F s m, r , the conclusion for m ) 0 follows. Fi-
nally a duality argument leads to the result for m - 0 and completes the
proof.
1Ž .We now turn to various orthogonal projections in H L . First letv
a u , ¤ s › u , › ¤ q u , ¤ .Ž . Ž . Ž . vv x x v
1Ž . 1 1Ž .The H L -orthogonal projection P : H L “ P is such a mappingv N v N
that
a P1 ¤ y ¤ , f s 0, ;f g P . 3.14Ž .Ž .v N N
r Ž .THEOREM 3.4. For any ¤ g H L and r G 1,v, )
5 1 5 1y r 5 5P ¤ y ¤ F cN ¤ .1, v r , v , )N
Proof. Let
x
f x s P › ¤ y dy q a ,Ž . Ž .H Ny1 y
y1
Ž . Ž .where a is chosen in such a way that ¤ 0 s f 0 . By the projection
theorem, Lemma 2.1, and Theorem 3.3,
5 1 5 5 5 < <P ¤ y ¤ F f y ¤ F c f y ¤1, v 1, v 1, vN
5 5 1y r 5 5s P › ¤ y › ¤ F cN ¤ . 3.15Ž .v r , v , )Ny1 x x
Ã1 1Ž .Another orthogonal projection P : H L “ P is such a mappingN v N
1 Ã1Ž . Ž . Ž .that, for any ¤ g H L , P ¤ 0 s ¤ 0 andv N
Ã1› P ¤ y ¤ , › f s 0, ;f g P . 3.16Ž .Ž .ž /x N x Nv
rŽ .THEOREM 3.5. For any ¤ g H L with r G 1,
Ã1 yr5 5 5 5P ¤ y ¤ F cN ¤ ,rN
Ã1 1yr< < 5 5P ¤ y ¤ F cN ¤ .1, v rN
Proof. Lt ¤ be the Legendre coefficient of ¤ , and letÄl
N
1ÃP ¤ x s a L x .Ž . Ž .ÝN l l
ls0
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Ž . Ž . Ž .Take f x s L x , 0 F m F N in 3.16 . By integration by parts andm
Ž .3.1 ,
N ‘
a y ¤ › L , › L y ¤ › L , › LŽ . Ž .Ž .Ä ÄÝ Ýl l x l x m l x l x mv v
ls0 lsNq1
N ‘
s l a y ¤ L , L y l ¤ L , LŽ . Ž .Ž .Ä ÄÝ Ýl l l l m l l l m
ls0 lsNq1
y11s l a y ¤ m q s 0.Ž .Ä Ž .m m m 2
Ã1 Ž . Ž .Thus a s ¤ for 1 F l F N. Since P ¤ 0 s ¤ 0 , we assert thatÄl l N
Ã1 ÄP ¤ x s P ¤ x .Ž . Ž .N N
Ž .So 3.13 implies the first result. Next, let
x
Ãf x s P › ¤ y dy.Ž . Ž .H Ny1 y
0
By the projection theorem and the previous results,
Ã1 Ã< < < < 5 5P ¤ y ¤ F f y ¤ s P › ¤ y › ¤1, v 1, v vN Ny1 x x
Ã 1y r5 5 5 5F P › ¤ y › ¤ F cN ¤ .rNy1 x x
1 Ž . 1, 0 1 Ž . 0The H L -orthogonal projection P : H L “ P is such a map-0, v N 0, v N
1 Ž .ping that, for any ¤ g H L ,0, v
› P1, 0 ¤ y ¤ , › f s 0, ;f g P 0 .Ž .Ž .x N x Nv
1 Ž . rŽ .THEOREM 3.6. For any ¤ g H L l H L and r G 1,0, v
< 1, 0 < 1y r 5 5P ¤ y ¤ F cN ¤ .1, v rN
Proof. Let
x
U 1Ãf x s P › ¤ y dy ,Ž . Ž .H Ny1 y
y1
x
U11Ãf x s P › ¤ y y f 1 dy.Ž . Ž . Ž .H ž /Ny1 y 2
y1
Clearly, f g P 0 . By the projection theorem,N
< 1, 0 < 5 5P ¤ y ¤ F › f y › ¤1, v vN x x
1r2
U11Ã5 5F P › ¤ y › ¤ q v x dx f 1 .Ž . Ž .v HNy1 x x 2 ž /
L
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Furthermore
U Uf 1 s ¤ 1 y f 1Ž . Ž . Ž .
1Ãs P › ¤ x y › ¤ x dxŽ . Ž .Ž .H Ny1 x x
L
1Ã' 5 5F 2 P › ¤ y › ¤ .Ny1 x x
By the above statements and Theorem 3.5, we assert that
< 1, 0 < 1y r 5 5P ¤ y ¤ F cN ¤ .1, v rN
In applications of spectral methods to some problems in unbounded
domains, we need another orthogonal approximation. Let
g x s v x G x , 0 F l F N y 2.Ž . Ž . Ž .l l
 Ž .4 2 Ž . Ž .The set g x is an L L -orthogonal system. Indeed, by 3.4 ,l h
g , g s G , G s h d .Ž . Ž .hl m l m h l , mv
2 Ž .For any ¤ g L L ,0, h
‘
¤ x s ¤ g xŽ . Ž .Ý l l
ls0
with coefficients
1
¤ s ¤ x g x h x dx , l s 0, 1, . . . .Ž . Ž . Ž .Hl lh Ll
0 2 0Ž .The orthogonal projection P : L L “ P is such a mapping that, forN 0, h N
2 Ž .any ¤ g L L ,0, h
0 0P ¤ y ¤ , f s 0, ;f g P ,Ž .N Nh
or, equivalently,
N
0P ¤ x s ¤ g x .Ž . Ž .ÝN l l
ls0
2 Ž . rŽ .THEOREM 3.7. For any ¤ g L L l H L with r G 0,0, h
0 yr5 5 5 5P ¤ y ¤ F cN ¤ .h rq1N
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Ž1. Ž .Proof. Let ¤ be the Legendre coefficients of › ¤ x . By integrationÄl x
by parts,
1 1
¤ s ¤ x G x dx s ¤ x › L x dxŽ . Ž . Ž . Ž .H Hl l x lq1h hL Ll l
y11 3
y1 Ž1.s y › ¤ x L x dx s yh l q ¤ .Ž . Ž . ÄH x lq1 l lq1ž /h 2Ll
Ž .By virtue of 3.13 ,
‘ ‘
2y22 30 2 y1 Ž1.5 5P ¤ y ¤ s ¤ h s h l q ¤ÄŽ . Ž .Ý ÝhN l l l lq22
lsNq1 lsNq1
‘
2y2 23 Ž1. y2 r 5 5F c l q ¤ F cN › ¤ÄŽ . Ž .Ý rlq1 x2
lsNq1
y2 r 5 5 2F cN ¤ .rq1
1 Ž . rq3Ž .THEOREM 3.8. For any ¤ g H L l H L and r G 0.0, v
0 yr< < 5 5P ¤ y ¤ F cN ¤ .1, v rq3N
Proof. We have
0 0 1 1< < < < < <P ¤ y ¤ F c P ¤ y P ¤ q P ¤ y ¤ .Ž .1, v 1, v 1, vN N N N
By Theorem 3.4, the last term of the above inequality is bounded by
yr 5 5cN ¤ .rq1, v , )
Furthermore by Theorems 3.2, 3.4, and 3.7,
0 1 2 0 1< < 5 5P ¤ y P F cN P ¤ y P ¤1, v vN N N N
2 0 15 5 5 5F cN P ¤ y ¤ q P ¤ y ¤Ž .vN N
yr 5 5 5 5F cN ¤ q ¤Ž .rq3 rq3, v , )
yr 5 5F CN ¤ .rq3
2 Ž . 1qd Ž .THEOREM 3.9. For any ¤ g L L l H L and d ) 1,0, h
05 5 5 5P ¤ F c ¤ .‘ 1qdN
Proof. By the imbedding theorem
0 0 Ä Ä5 5 5 5 5 5 5 5P ¤ F c ¤ q P ¤ y P ¤ q P ¤ y ¤ .‘ d r2 d r2 d r2ž /N N N N
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By Theorems 3.2 and 3.7, and the property of Legendre approximation,
0 d 0Ä Ä5 5 5 5P ¤ y P ¤ F cN P ¤ y P ¤N N N N
d 0 Ä5 5 5 5F cN P ¤ y ¤ q P ¤ y ¤Ž .N N
5 5F c ¤ .1qd
w xMoreover, by an estimation in Canuto and Quarteroni 14 ,
Ä5 5 5 5P ¤ y ¤ F c ¤ .dr2 3r4dN
4. APPLICATIONS
As discussed in the first section, one of the motivations for studying
Gegenbauer approximation in this paper is for numerical solutions of
partial differential equations in unbounded domains. We first consider the
following problem:
y› 2V y s F y , y g R,Ž . Ž .y½ < <› V y “ 0, as y “ ‘.Ž .y
Ž .In addition, we require that V 0 s d. Let
1 q x e y y 1
y x s ln , x y s .Ž . Ž . y1 y x e q 1
Ž . Ž . < <Then x y‘ s y1, x ‘ s 1, and, for x - 1,
y1dx dy 1
2s s 1 y x ) 0.Ž .ž /dy dx 2
Ž . Ž Ž .. Ž . Ž Ž ..Let U x s V y x and f x s F y x . Then
y› v x › U x s 4h x f x , x g L ,Ž . Ž . Ž . Ž .Ž .x x½ < <› U x v x “ 0, as x “ 1.Ž . Ž .x
Ž . 1Ž .  < Ž . 4In addition, U 0 s d. Let W s H L l ¤ ¤ 0 s d . A weak formula-v
tion is to find U g W such that
› U, › ¤ s 4 f , ¤ , ;¤ g H 1 L .Ž . Ž . Ž .hx x vv
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Ž 1Ž ..X Ž .If h f g H L , then this problem has a unique solution. Let u x g Pv N N
be the numerical solution such that
› u , › f s 4 f , f , ;f g P .Ž . Ž .hx N x Nv
Ž .In addition, u 0 s d. Then, by Theorem 3.5,N
5 5 yr 5 5U y u F cN ¤ ,rN
< < 1y r 5 5U y u F cN U .1, v rN
We next consider the problem
y› 2V y s F y , y g R,Ž . Ž .y½ < <V y “ 0, as y “ ‘.Ž .
By the same transformation as before, we have
y› v x › U x s 4h x f x , x g L ,Ž . Ž . Ž . Ž .Ž .x x½ U y1 s U 1 s 0.Ž . Ž .
1 Ž .A weak formulation is to find U g H L such that0, v
› U, › ¤ s 4 f , ¤ , ;¤ g H 1 L .Ž . Ž . Ž .hx x 0, vv
Ž 1 Ž ..X Ž .If h f g H L , then this problem has a unique solution. Let u x g0, v N
P be the numerical solution such thatN
› u , › f s 4 f , f , ;f g P 0 .Ž . Ž .hx N x Nv
Then, by Theorem 3.6,
< < 1y r 5 5U y u F cN U .1, v rN
We now take the Burgers equation on the whole line as an example to
show how to deal with nonlinear problems. The Burgers equation plays an
important role in description of movement of one-dimensional fluid flow.
The simplest initial-boundary value problem of Burgers equation is as
follows:
¡› V y , t q V y , t › V y , tŽ . Ž . Ž .t y
2ym › V y , t s F y , t , y g R, 0 - t F T ,Ž . Ž .y~ 4.1Ž .
< <V y , t “ 0, as y “ ‘, 0 F t F T ,Ž .¢V y , 0 s V y , y g R,Ž . Ž .0
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Ž . < <where m is a positive constant and V y “ 0 as y “ ‘. We use the same0
Ž . Ž Ž . . Ž .variable transformation as before and let U x, t s V y x , t , f x, t s
Ž Ž . . Ž . Ž Ž ..F y x , t , and U x s V y x . Then0 0
1¡h x › U x , t y U x , t › U x , tŽ . Ž . Ž . Ž .t x2
1y m › v x › U x , t s h x f x , t , x g L , 0 - t F T ,Ž . Ž . Ž . Ž .Ž .x x4~
< <U x , t s 0, x s 1, 0 - t F T ,Ž .¢U x , 0 s U x , x g L .Ž . Ž .0
2Ž 1 Ž .. ‘Ž 2 Ž ..A weak formulation is to find U g L 0, T ; H L l L 0, T ; L L0, v h
such that
1 2¡ › U t , ¤ y U t , › ¤Ž . Ž .Ž . Ž .ht x4
1q m › U t , › ¤ s f t , ¤ ,Ž . Ž .Ž .Ž . hx x4 v~ 4.2Ž .1 2;¤ g H L l L L , 0 - t F T ,Ž . Ž .0, v h¢U 0 s U , x g L .Ž . 0
Ž .If f and U satisfy certain conditions, then 4.2 possess a unique solution0
for which the following conservation holds;
t t2 2 215 5 < < 5 5U t q m U j dj s U q 2 f j , U j dj . 4.3Ž . Ž . Ž . Ž . Ž .Ž .h H 1, v h H h02
0 0
Ž .Let u be the numerical approximation to the solution of 4.2 . TheN
Ž . 0Gegenbauer spectral scheme for 4.2 is to find u g P for all 0 F t F TN N
such that
1 2¡ › u t , f y u t , › fŽ . Ž .Ž . Ž .ht N N x4
1q m › u t , › f s f t , f ,Ž . Ž .Ž .Ž . hx N x4 v~ 4.4Ž .0;f g P , 0 - t F T ,N
0¢u 0 s u s P U , x g L .Ž .N N , 0 N 0
Ž .By taking f s u in 4.4 , we getN
t t2 2 215 5 < < 5 5u t q m u j dj s u q 2 f j , u j dj .Ž . Ž . Ž . Ž .Ž .h H 1, v h H hN N N , 0 N2
0 0
Ž .This is a reasonable analogy of 4.3 .
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Ž . Ž . 0Remark 4.1. Since u x, t , f x g P , there are polynomialsN N
Ž . Ž . Ž . Ž . Ž . Ž .u x, t , c x g P such that u x, t s v x ¤ x and f x sN Ny2 N N
Ž . Ž .v x c x . Thus
› u t , f s › ¤ t , c .Ž . Ž .Ž . Ž .ht N t N v
This inner product is meaningful.
Remark 4.2. A good choice of base function is important in actual
computations. We can take
f x s g x , 0 F l F N y 2.Ž . Ž .l l
Ž . 0Clearly f x g P andl N
f , f s G , G s h d ,Ž . Ž .hl m l m l l , mv
Ž .which leads to a diagonal matrix. On the other hand, by 3.3 ,
› f , › f s d d L , LŽ . Ž .x l x m l m lq1 mq1v v
y132s d l q d y d d xL , xL .Ž .Ž .l l , m l m lq1 mq12
Using the recurrence relation between the Legendre polynomials, we get
that
› f , › fŽ .x l x m v
y1 y1 y132s d l q d y d d 2 l q 3 2m q 3Ž . Ž .Ž .l l , m l m2
= l q 2 L q l q 1 L , m q 2 L q m q 1 L ,Ž . Ž . Ž . Ž .Ž .lq2 l mq2 m
which produces a five-diagonal matrix.
Another choice of the base functions is to take
f x s G x y G x , 0 F l F N y 2. 4.5Ž . Ž . Ž . Ž .l l lq2
1l 0Ž . Ž . Ž . Ž .Ž . Ž .Since G 1 s y1 G y1 s l q 1 l q 2 , f x g P . Furthermorel l l N2
Ž .by 3.6 ,
2
› f , › f s 2 l q 5 2m q 5 G , G s 2 l q 5 d ,Ž . Ž . Ž . Ž . Ž .x l x m lq1 mq1 l , mv v
Ž . Ž .which leads to a diagonal matrix. On the other hand, G x y G x sl lq2
Ž . Ž . Ž .v x q x , q x being certain algebraic polynomials of degree l. Thereforel l
f , f s q , q .Ž . Ž .hl m l m v
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Ž . Ž .We now turn to analyzing the stability of scheme 4.4 . Since 4.4 is a
nonlinear problem, it is not possible to possess the usual stability given by
Ž w x.Courant, Friedrichs, and Levy see 16, 17 . But for a reasonable scheme,
w x w xit might be stable in the sense of Guo Ben-yu 18, 19 and Stetter 20 . To
Äthis end, suppose that f and u are disturbed by f and u , respectively.ÄN , 0 N, 0
Ž .Accordingly, the numerical solution u has error u . We get from 4.4ÄN N
that
1 2¡ › u t , f y u q 2u t u t , › fŽ . Ž . Ž .Ž .Ä Ä ÄŽ .ht N N N N x4
1 Äq m › u t , › f s f t , f ,Ž . Ž .Ž .Ä Ž .x N x4 hv~ 4.6Ž .
0;f g P , 0 - t F T ,N¢u 0 s u , x g L .Ž .Ä ÄN N , 0
Ž .By taking f s u in 4.6 , it follows thatÄN
d 25 5u t y u t u t , › u tŽ . Ž . Ž . Ž .Ž .Ä Ä ÄhN N N x Ndt
1 2 Ä< <q m u t s 2 f t , u t . 4.7Ž . Ž . Ž . Ž .Ä ÄŽ .1, vN2 h
It is easy to show that
25 5 5 5 5 <u t u t , › u t F u t u t u tŽ . Ž . Ž . Ž . Ž . Ž .Ž .Ä Ä Ä Ä‘ h 1, vN N x N N N N
1 12 2 25 5 5 5 < <F u t u t q m u t . 4.8Ž . Ž . Ž . Ž .Ä Ä‘ h 1, vN N Nm 4
For description of the errors, let
t2 215 5 < <E ¤ , t s ¤ t q m ¤ j dj ,Ž . Ž . Ž .h H 1, v4
0
t2 25 5 5 5r w , w , t s w q w j dj .Ž . Ž .h H h1 2 1 2
0
Also set
1 2
‘ ‘5 5M ¤ s 1 q ¤ .Ž . L Ž0 , T ; L ŽL ..
m
GEGENBAUER APPROXIMATION 203
Ž . Ž .By substituting 4.8 into 4.7 and integrating the resulting inequality for t,
we assert that
t 2 Ä5 5E u , t F M u u j dj q r u , f , tŽ . Ž .Ž .Ä Ä ÄŽ .H hN N N N , 0
0
t ÄF M u E u , j dj q r u , f , t . 4.9Ž . Ž .Ž .Ä ÄŽ .HN N N , 0
0
Finally we reach the following conclusion.
Ž .THEOREM 4.1. Let u be the solution of 4.4 , and let u be its errorÄN N
Äinduced by u and f. Then, for all 0 F t F T ,ÄN, 0
Ä M ŽuN . tE u , t F r u , f , t e .Ž .Ä ÄŽ .N N , 0
Remark 4.3. Theorem 4.1 indicates that the error of the numerical
solutions is bounded by the error of the initial state and the average error
Ž .of the source term. In other words, scheme 4.4 has the generalized
w x w xstability of Guo 18, 19 , or the restricted stability of Stetter 20 .
0We next deal with convergence. Let U s P U. Then we deduce fromN N
Ž .4.2 that
1 2¡ › U t , f y U t , › fŽ . Ž .Ž . Ž .ht N N x4
1q m › U t , › f q G f , t s f t , f ,Ž . Ž . Ž .Ž .Ž . hx N x4 v~ 4.10Ž .0;f g P , 0 - t F T ,N
0¢U 0 s P U , x g L ,Ž .N N 0
where
G f , t s G f , t q G f , t q G f , t ,Ž . Ž . Ž . Ž .0 1 2
1G f , t s m › U t y › U t , › f ,Ž . Ž . Ž .Ž .0 x x N x4 v
G f , t s › U t y › U t , f ,Ž . Ž . Ž .Ž .h1 t t N
1 2 2G f , t s U t y U t , › f .Ž . Ž . Ž .Ž .2 N x2
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Ä Ž . Ž .Further put U s u y U . We obtain from 4.4 and 4.10 thatN N N
1 2¡ Ä Ä Ä› U t , f y U t q 2U t U t , › fŽ . Ž . Ž . Ž .Ž . Ž .t N N N N x4h
1 0~ Ä 4.11q m › U t , › f s G f , t , ;f g P , 0 - t F T , Ž .Ž . Ž .Ž .x N x N4 v¢ ÄU 0 s 0, x g L .Ž .N
Ž . Ž . Ž .Comparing 4.11 with 4.6 , we obtain an error estimation like 4.9 , but
ÄŽ . Ž .u , u , and M u are replaced by U , U , and M U . Therefore itÄN N N N N N
Ä 2< Ž Ž .. <remains to estimate G U t .N
We first use Theorem 3.8 to get that
mÄ Ä< < < <G U , t F U t y U t U tŽ . Ž . Ž .Ž . 1, v 1, v0 N N N4
m2 2y2 r Ä5 5 < <F cN U t q U t .Ž . Ž .rq3 1, vN16
According to Theorem 3.7,
2 21Ä Ä5 5 5 5G U , t F › U t y › U t q U tŽ . Ž . Ž .Ž . h h1 N t t N4
y2 r 2 Ä 25 5 5 5F cN › U q U t .Ž .rq1 ht N
By virtue of Theorem 3.9 and imbedding theory,
1Ä Ä Ä5 5 5 5 < <G U , t F U t q U t U t U tŽ . Ž . Ž . Ž .Ž . ‘ h 1, v2 N N N N4
2 2 1 2Ä Ä5 5 5 5 < <F c U t U t q m U t .Ž . Ž . Ž .1qd h 1, vN N16
Using Theorem 3.9 again yields
5 5 ‘ ‘ 5 5 ‘ 1qdM U F c 1 q U F c 1 q U .Ž . Ž . Ž .L Ž0 , T ; L ŽL .. L Ž0 , t ; H ŽL ..N N
Ž .Inserting the above estimates into an inequality similar to 4.9 , we derive
the following result.
Ž . Ž .THEOREM 4.2. Let U and U be the solutions of 4.2 and 4.4 ,N
respecti¤ely. Assume that, for r G 0 and d ) 1,
U g L‘ 0, T ; H 1qd L l L2 0, T ; H 1 L l H rq3 LŽ . Ž . Ž .Ž . Ž .0
l H 1 0, T ; H rq1 L .Ž .Ž .
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Then, for all 0 F t F T ,
E U y u , t F MU U Ny2 r ,Ž . Ž .N
U Ž .where M U is a positi¤e constant depending only on m and the norms of U
and U in the mentioned spaces.0
Ž .Remark 4.4. We can also solve 4.1 by using the Hermite spectral
w xmethod provided in 7 . But so far, we only got the error estimation as
1r4yrr2 5 5 2 r Ž . Ž 2 .N U , where j x s exp yx . So the method pro-L Ž0, T ; H Ž R ..j
posed in this paper might have higher accuracy. Also it avoids the quadra-
ture on the whole line.
In general, the solutions of partial differential equations on the whole
line satisfy certain asymptotic boundary conditions at infinity, which may
not tend to zero. Accordingly the solutions of the corresponding problems
in the bounded domains may not vanish on the boundaries. Then we
should take various kinds of base functions related to the boundary
conditions, and compare the numerical solutions with certain other orthog-
1Ž .onal projections in H L of the exact solutions.v
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