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SOLVABILITY OF PLANAR COMPLEX VECTOR FIELDS
WITH HOMOGENEOUS SINGULARITIES
ABDELHAMID MEZIANI
Abstract. In this paper we study the equation Lu = f , where L is a C-
valued vector field in R2 with a homogeneous singularity. The properties
of the solutions are linked to the number theoretic properties of a pair
of complex numbers attached to the vector field.
Introduction
This paper deals with the solvability of homogeneous complex vector
fields in the plane. It is motivated by the recent papers [12], [13], and
[14] by Franc¸ois Treves about vector fields with linear sigularities. Let
L = A∂x+B∂y be a complex vector field in R
2, where A, B ∈ C∞(R2\{0})
are homogeneous with degree λ ∈ C with Re(λ) > 1. The main question
addressed here is the solvability, in the sense of distributions, of the equation
(0.1) Lu = f
in a domain Ω containing the singular point 0. The question is answered for
a class of vector fields. This class consists of those vector fields L that are
linearly independent of the radial vector field (L∧(x∂x+y∂y) 6= 0) and such
that the characteristic set Σ has an empty interior in R2\{0} (see section
1).
An important role is played by the number theoretic properties of the
pair of complex numbers (µ, λ) attached to L. The second number, λ, is the
homogeneity degree of L and the first is given by
(0.2) µ =
1
2π
∫
|z|=1
A(x, y)x +B(x, y)y
B(x, y)x−A(x, y)y
dz
z
,
with z = x+ iy. For instance, if µ = iβ ( β ∈ R∗), then whenever u ∈ C0(Ω)
solves Lu = 0 in a region containing an annulus r2 ≤ x2 + y2 ≤ R2 with
R > re2π|β|, the function u extends as a distribution solution to the whole
plane R2. The solvability of (0.1), when f is real analytic at 0, can be
achieved provided that the pair of numbers (µ, λ) is nonresonant and satisfies
a certain Diophantine condition (DC) which prevents the formation of small
denominators (see section 6). When f is only C∞ at 0, the Diophantine
condition together with L satisfying the Nirenber-Treves condition (P) in
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R2\{0} imply the solvability of (0.1) in a neighborhood of 0. These results
are used to solve a Riemann-Hilbert boundary value problem for L.
The paper is organized as follows. Section 1 deals with the preliminaries.
In section 2, we construct first integrals for L. The properties of the first
integrals depend on the number µ. Section 3 deals with the equation Lu = 0
in a region Ω containing the singular point 0. We consider in particular
the extendability of u across the boundary ∂Ω and the smoothness of u
on certain characteristic rays of Σ. Examples in section 4 illustrate the
properties discussed in section 3. In section 5, we consider equation (0.1)
when f is a homogeneous function with degree σ ∈ C, with Re(σ) > 0. We
show that (0.1) has a homogeneous distribution u ∈ D′(R2) provided that
the three numbers µ, λ, and σ satisfy µ(λ − σ − 1) 6∈ Z. In section 6, we
introduce a Diophantine condition (DC) for a nonresonant pair (µ, λ) and
prove that when the pair of numbers satisfies the Diophantine condition,
equation (0.1) has a distribution solution in a neighborhood of 0 for every
real analytic function f . In section 7, we consider the case when f is only C∞
at 0 but we add the assumption that L satisfies condition (P) in R2\{0} and
(µ, λ) satisfies (DC). In this case equation (0.1) has a distribution solution.
The result of section 7 is used in section 8 to the boundary value problem
(0.3)
{
Lu = f in Ω ,
Re(Λu) = Φ on ∂Ω ,
where Ω ∋ 0 is a simply connected domain, Λ ∈ Cσ(∂Ω,S1), Φ ∈ Cσ(∂Ω,R)
with 0 < σ < 1. We prove that problem (0.3) has a distribution solution
provided that the index κ of Λ satisfies the inequality
κ ≥ −1−
Re(λ)− 1
Re(1/µ)
.
1. Preliminaries
In this section we provide the necessary terminology and background re-
garding the vector fields we will be dealing with. Let
(1.1) L = A(x, y)∂x +B(x, y)∂y
be a vector field in R2, where A,B ∈ C∞(R2\{0} ,C) are homogeneous
functions of degree λ ∈ C with Re(λ) > 1. This means that, for every
(x, y) ∈ R2 and for every t ∈ R+,
A(tx, ty) = tλA(x, y) and B(tx, ty) = tλB(x, y) .
It follows in particular (when Re(λ) > 1) that A and B are at least of class
C1 at 0 and that
∂j+kA
∂xj∂yk
(0, 0) =
∂j+kB
∂xj∂yk
(0, 0) = 0 when j + k ≤ [Re(λ)] ,
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where [a], a ∈ R, denotes the greatest integer ≤ a. The conjugate of L is
the vector field
L = A(x, y) ∂x +B(x, y) ∂y ,
where A and B are the complex conjugates of A and B. The polar coordi-
nates are the natural variables for the study of such operators and we will
use them extensively. Consider the polar coordinates map
Π : [0, ∞)× S1 −→ R2\{0} , Π(r, θ) = (r cos θ, r sin θ) .
It follows from the λ-homogeneity of A and B that
A ◦Π(r, θ) = rλa(θ) B ◦ Π(r, θ) = rλb(θ)
where a(θ) = A(cos θ, sin θ) and b(θ) = B(cos θ, sin θ) are 2π-periodic and
can be considered as functions in C∞(S1,C). The expression of L in polar
coordinates is
(1.2) L = rλ−1 (p(θ)∂θ − iq(θ)r∂r) ,
with
(1.3) p(θ) = b(θ) cos θ − a(θ) sin θ and q(θ) = i (a(θ) cos θ + b(θ) sin θ) .
The vector field L is elliptic at a point p if Lp ∧ Lp 6= 0. The set of points
where L is nonelliptic, given by
(1.4) Σ =
{
(x, y) ∈ R2; L ∧ L = 0
}
=
{
(x, y) ∈ R2; Im(AB) = 0
}
,
is the base projection of the characteristic set of L. It follows from the
homogeneity of A and B that Σ is a union of lines through the origin.
Throughout this paper, we will assume that L satisfies the following con-
ditions
(C1): Σ has an empty interior in R2;
(C2): L ∧ (x∂x + y∂y) 6= 0 everywhere in R
2\{0}.
Note that since
(1.5) Im(AB) = r2Re(λ)Im(a(θ)b(θ)) = r2Re(λ)Re(p(θ)q(θ)) ,
then when Σ is viewed as a subset in [0, ∞)× S1, we have
(1.6) Σ = [0, ∞)× Σ0 with Σ0 = {θ ∈ S
1; Re(pq) = 0} .
The following lemma is a direct consequence of (1.2), (1.6) and of x∂x+y∂y =
r∂r.
Lemma 1.1. Condition (C1) is equivalent to (C1′) and to (C1′′).
(C1′) The set {θ ∈ S1 ; Im(ab) = 0} has an empty interior in S1.
(C1′′) The set {θ ∈ S1 ; Re(qp) = 0} has an empty interior in S1.
Condition (C2) is equivalent to (C2 ′) and to (C2 ′′).
(C2 ′) For every θ ∈ S1, b(θ) cos θ − a(θ) sin θ 6= 0.
(C2 ′′) For every θ ∈ S1, p(θ) 6= 0.
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The vector field L is said to be locally solvable at a point p ∈ R2 if there
exist open sets U, V with p ∈ V ⊂ U ⊂ R2 such that for every f ∈ C∞(U)
there exists a distribution u ∈ D′(V ) such that Lu = f . Note that since L
is elliptic in R2\Σ, then it is locally solvable and hypoelliptic at each point
p /∈ Σ. The vector field is solvable at a point p0 ∈ Σ\{0} if and only if
L satisfies the Nirenberg-Treves condition (P). This condition deals with
general differential operators (see [11], [10]). In the case of vector fields
we consider here, it has a simple formulation. Namely: The homogeneous
vector field L satisfies condition (P) at the point (x0, y0) = (r0, θ0) ∈ Σ\{0}
if and only if the function Im(AB) does not change sign in a neighborhood of
(x0, y0). Equivalently, if and only if Im(ab) = Re(qp) does not change sign
in a neighborhood of θ0 ∈ S
1. It follows from the homogeneity of L that if
it satisfies condition (P) at a point p0, then it satisfies condition (P) on the
ray {tp0 ∈ C, t > 0}. It should be noted that when L satisfies condition (P)
at a point p0 ∈ Σ\{0}, then for f ∈ C
∞ near p0, a C
∞ function u can be
found so that Lu = f near p0.
Remark 1.1. Condition (C2) implies that L is not tangent to any ray
contained in Σ. In terms of (Sussmann’s) orbits of L (see [4] and [11]), this
condition implies that L does not have one-dimensional orbits in R2\{0}.
As a consequence, if L satisfies conditions (C1), (C2) and condition (P) at
a point p0 ∈ R
2\{0}, then it is hypoelliptic in a neighborhood of p0 (or
equivalently, with the terminology of hypoanalytic structures ([4], [11]) it is
hypocomplex in a neighborhood of p0). In this case all solutions of Lu = f
are C∞ at p0 (respectively, real-analytic if L is real analytic in R
2\{0}.)
Remark 1.2. If p0 = (r0, θ0) ∈ Σ\{0} and if the function Re(qp) vanishes
to a finite order at θ0, then L is of finite type at p0. This means that the
Lie algebra generated by L and L generates the complexified tangent space
CTp0R
2. If, in addition, L satisfies condition (P) at p0, then the order of
vanishing of Re(qp) is even (Re(qp)(θ) = O((θ − θ0)
2k) for some k ∈ Z+ as
θ −→ θ0). Otherwise, L is of infinite type at p0.
Remark 1.3. When L is real analytic in R2, then the functions A and B
are homogeneous polynomials of degree N + 1 ≥ 2 so that
A(x, y) =
N+1∑
j=0
Ajx
N+1−jyj and B(x, y) =
N+1∑
j=0
Bjx
N+1−jyj
with Aj , Bj ∈ C. Then, we can express L in polar coordinates as
(1.7) L = rN (pN+2(θ)∂θ − iqN+2(θ)r∂r) ,
where pN+2 and qN+2 are trigonometric polynomials of degrees ≤ N + 2,
i.e. polynomials of the form
N+1∑
j=0
cje
i(N+2−2j)θ
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with cj ∈ C. It follows, in particular, that the characteristic set Σ consists
of at most 2N + 2 lines through the origin.
2. First integrals
We give here the properties of the first integrals of L. By a first integral
in a domain Ω, we mean a function F such that LF = 0 and dF is nowhere
vanishing in Ω. Throughout this paper we will assume that L is C∞ in
R2\{0}, that it is λ-homogeneous, and it satisfies conditions (C1) and (C2).
With such a vector field, given in polar coordinates by (1.2), we associate
the complex number
(2.1) µ = µ(L) =
1
2π
∫ 2π
0
q(θ)
p(θ)
dθ .
The number µ can also be expressed as
µ =
1
2π
∫ 2π
0
a(θ) cos θ + b(θ) sin θ
b(θ) cos θ − a(θ) sin θ
dθ =
1
2π
∫
|z|=1
A(x, y)x+B(x, y)y
B(x, y)x−A(x, y)y
dz
z
where z = x + iy. The number µ is introduced in [7] (see also [5]) for
a class of elliptic vector fields that degenerate along a closed curve. Note
that if Re(µ(L)) ≤ 0, then a linear change of variables in R2 (for example
x˜ = −x, y˜ = y) transforms L into a new, homogeneous vector field L˜ with
Re(µ(L˜)) ≥ 0. Hence, from now on we will assume that
(2.2) Re(µ) ≥ 0 .
Lemma 2.1. If L satisfies condition (P) in R2\{0}, then Re(µ) > 0.
Proof. We have
Re(µ) =
1
2π
∫ 2π
0
Re(
q(θ)
p(θ)
)dθ =
1
2
∫ 2π
0
Re(q(θ)p(θ))
|p(θ)|2
dθ
Since Re(qp) 6≡ 0 (condition (C1)) and does not change sign (condition (P)),
then the last integral is nonzero. The conclusion follows from (2.2) 
Consider the case µ = 0. Then, the function
(2.3) m(θ) =
∫ θ
0
q(s)
p(s)
ds
is 2π-periodic and Re(m(θ)) 6≡ 0 (condition (C1)). Let θ1, θ2 ∈ [0, 2π) and
σ > 0 be such that
(2.4)
Re(m(θ1)) = min
0≤θ≤2π
Re(m(θ)) , Re(m(θ2)) = max
0≤θ≤2π
Re(m(θ))
σ =
π
Re(m(θ2))− Re(m(θ1))
.
Let
(2.5) φ(θ) = σm(θ)− σRe(m(θ1)) .
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We have then
(2.6) min
0≤θ≤2π
Re(φ(θ)) = 0 and max
0≤θ≤2π
Re(φ(θ)) = π .
Define the homogeneous function in R2 by
(2.7) Z0(r, θ) = r
σeiφ(θ) .
Proposition 2.1. Suppose that µ = 0. Let Z0 be the function defined by
(2.7). Then Z0 ∈ C
∞(R2\{0}) is a first integral of L in R2\{0} and it
maps R2 onto the upper half plane C+ = {z = x+ iy ∈ C; y ≥ 0}.
Proof. The fact that Z0 ∈ C
∞(R2\{0}) and solves LZ0 = 0 follows from
the construction of the function φ(θ) which satisfies φ′(θ) = σ
q(θ)
p(θ)
. That
dZ0 6= 0 in R
2\{0} is also clear. We need to verify that Z0(R
2) = C+. Let
φ1 and φ2 be, respectively, the real and imaginary parts of φ. The function
eiφ = e−φ2eiφ1 maps the unit circle in R2 onto a curve contained in C+
(since 0 ≤ φ1(θ) ≤ π for every θ, by definition of φ). If the maximum π and
minimum 0 of φ1 occurs at θ2 and θ1, then e
iφ(θ2) ∈ R− and eiφ(θ1) ∈ R+.
The σ-homogeneity of Z0 implies Z0(R
2) = C+. 
When µ 6= 0, then, as it is the zeroth Fourier coefficient of the function
q
p
, we can write
(2.8)
q(θ)
p(θ)
= µ
1 + ∑
j∈Z, j 6=0
cj
µ
eijθ

with cj =
1
2π
∫ 2π
0
q(θ)
p(θ)
e−ijθdθ. The sum appearing in (2.8) has a periodic
primitive
(2.9) φ(θ) =
∑
j∈Z, j 6=0
cj
ijµ
eijθ = φ1(θ) + iφ2(θ)
with φ1 and φ2 the real and imaginary parts of φ. Hence,
(2.10)
q(θ)
p(θ)
= µ(1 + φ′(θ)) .
Let Zµ be the function defined by
(2.11) Zµ(r, θ) = r
1/µ exp (i(θ + φ(θ))) .
The function Zµ is C
∞ in R2\{0}. If Re(µ) > 0, then, at 0, Zµ is of class C
k
with k < Re(1/µ) (hence, only Ho¨lder continuous, if 0 ≤ Re(1/µ) < 1). If
Re(µ) = 0, Zµ is not defined at 0, but it is bounded in the whole punctured
plane R2\{0}. Furthermore, it is easily verified that LZµ = 0 and dZµ 6= 0
in R2\{0}. That is, Zµ is a first integral of L in R
2\{0}.
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Proposition 2.2. Suppose that Re(µ) > 0. Then, the first integral Zµ maps
R2 onto C. Furthermore, if L satisfies condition (P) in R2\{0}, then Zµ is
a global homeomorphism.
Proof. Since φ(θ) is 2π-periodic, then the map exp (i(θ + φ(θ))) sends the
unit circle in R2 into a curve in C with winding number 1 about the origin.
The (1/µ)-homogeneity of Zµ and Re(µ) > 0 imply that Zµ(R
2) = C. If,
in addition, L satisfies condition (P), then Re(1 + φ′(θ)) = 1 + φ′1(θ) ≥ 0,
for every θ. It follows from condition (C1), that the function θ + φ1(θ) is
monotone (increasing). Consequently, exp (i(θ + φ(θ))) is a homeomorphism
from S1 onto its image. The conclusion follows from the homogeneity of
Zµ. 
When Re(µ) = 0, set µ = iβ with β ∈ R∗. Then (2.11) can be rewritten
as
(2.12) Ziβ = e
−φ2(θ) exp
[
i
(
θ + φ1(θ)−
ln r
β
)]
.
Let
(2.13) m = min
0≤θ≤2π
e−φ2(θ) and M = max
0≤θ≤2π
e−φ2(θ) .
As before, Ziβ is a first integral of L in R
2\{0} and we have the following
Proposition 2.3. The function Ziβ maps R
2\{0} onto the annulus
(2.14) A(m,M) = {z ∈ C; m ≤ |z| ≤M} .
Furthermore, for every ǫ > 0, the function Ziβ maps the punctured disc
D(0, ǫ)\{0} onto the annulus A(m,M).
Proof. Let (r, θ) ∈ R2 (r > 0). Then |Ziβ(r, θ)| = e
−φ2(θ). Hence, m ≤
|Ziβ| ≤ M , and Ziβ(r, θ) ∈ A(m,M). Now, let z0 = ρ0e
iφ0 ∈ A(m,M).
Then there exists θ0 ∈ [0, 2π) such that ρ0 = e
−φ2(θ0). For a given ǫ > 0,
let
rǫ = exp [β (θ0 + φ1(θ0)− φ0 + 2kπ)]
with k ∈ Z, kβ < 0 and |k| large enough so that rǫ < ǫ. Then Ziβ(rǫ, θ0) =
z0. 
Remark 2.1. When div(L) = 0, the differential form Ady − Bdx (orthog-
onal to L) is exact. Hence, there exists a (λ + 1)-homogeneous function
F (x, y) such that
(2.15) L =
∂F
∂y
∂
∂x
−
∂F
∂x
∂
∂y
.
If we set F (x, y) = rλ+1f(θ), then
(2.16) L = rλ−1
[
(λ+ 1)f(θ)
∂
∂θ
− f ′(θ)r
∂
∂r
]
.
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Let arg f(θ) be a continuous branch of the argument of f . The number µ
can be given by
(2.17) µ =
arg f(2π)− arg f(0)
2π(λ+ 1)
=
j
λ+ 1
for some j ∈ Z. If, in addition, L is real analytic at 0, then F = PN+1 is
a homogeneous polynomial of degree N + 1 ∈ Z+. So F (r, θ) = rN+1P (θ),
with P (θ) =
N+1∑
k=−(N+1)
pke
ikθ a trigonometric polynomial of degree N + 1.
Let R(z) =
N+1∑
k=−(N+1)
pkz
k. Then the associated number is
µ =
1
2πi(N + 1)
∫
|z|=1
R′(z)
R(z)
dz =
j
N + 1
with j = Q − (N + 1), where Q is the number of zeros of R in the disc
|z| < 1.
Remark 2.2. The functions Zµ defined in (2.7), (2.11), and (2.12) satisfy
LZµ = 0 in the sense of distribution in the whole plane R
2.
3. The equation Lu = 0
In this sections we study the properties of the solutions of the equation
(3.1) Lu = 0 .
The following propositions (in which the equations are to be understood in
the sense of distributions) are direct consequences of the order of vanishing
of L at 0.
Proposition 3.1. Let δ be the Dirac distribution and j, k be nonnegative
integers such that j + k ≤ Re(λ)− 1. Then
(3.2) L
(
∂j+kδ
∂xj∂yk
)
= 0 .
Proposition 3.2. Suppose that µ = 0. Let Z0 be the first integral of L given
by (2.7) and let m ∈ Z such that σm < Re(λ)− 1. Then
(3.3) L
(
Z−m0
)
= 0 .
Suppose that Re(µ) > 0. Let Zµ be the first integral of L defined by (2.11)
and let m ∈ Z such that Re(1/µ)m < Re(λ)− 1, then
(3.4) L
(
Z−mµ
)
= 0 .
Suppose that µ = iβ ∈ iR∗. Let Ziβ be the first integral of L given by (2.12)
and m ∈ Z. Then
(3.5) L
(
Zmiβ
)
= 0 .
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Now we consider the continuous solutions of (3.1).
Theorem 3.1. Suppose that L satisfies condition (P) in R2\{0}. Let Zµ be
the first integral given by (2.11) and let Ω ⊂ R2 be open. Then u ∈ C0(Ω)
satisfies (3.1) if and only if there exists a function H holomorphic in Zµ(Ω)
such that u = H ◦ Zµ.
This theorem is a direct consequence of the hypocomplexity of L in R2\{0}
and of the fact that Zµ : R
2 −→ C is a homeomorphism (Proposition 2.2).
Theorem 3.2. Suppose that µ = 0 and let Z0 be the first integral of L given
by (2.7). Let Ω be open and simply connected in R2 and such that Z0(Ω)
is simply connected in C. Then every solution u ∈ C0(Ω) of (3.1) satisfies
u ∈ C∞
(
Ω\Z−10 (R)
)
Proof. We know from the principle of constancy on the fibers of locally
integrable structures (which is a consequence of the Baouendi-Treves ap-
proximation formula, see [4] or [11]) that, for every p ∈ Ω, there exists an
open set Op ⊂ Ω, with p ∈ Op, and a function Hp ∈ C
0(Z0(Op)), with Hp
holomorphic in the interior of Z0(Op), such that u = Hp ◦ Z0 in Op. By
analytic continuation, each element Hp leads to (an a priori multi-valued)
function H continuous in Z0(Ω)\{0} and holomorphic in its interior. Now,
since Z(Ω) is simply connect in the upper half plane C+ and Z0(0) = 0,
then H is single-valued and the conclusion follows. 
Theorem 3.3. Suppose that Re(µ) > 0. Let Zµ be the first integral of L
given by (2.11). Let Ω ∋ 0 be an open and simply connected bounded subset of
R2 and such that Zµ(Ω) is simply connected in C. Then for every u ∈ C
0(Ω)
satisfying (3.1), we have u ∈ C∞(Ω\{0}).
Proof. As in the proof of Theorem 3.2, for every p ∈ Ω, there exists an
open subset Op ∋ p and Hp continuous on Zµ(Op) and holomorphic in its
interior, such that u = Hp ◦ Zµ in Op. The analytic continuation leads to
a (multi-valued) function H in Zµ(Ω)\{0}. We need to verify that H is
single-valued. This time, 0 is in the interior of Zµ(Ω) and Zµ(Ω)\{0} is not
simply connected. Since Ω is simply connected, then ∂Ω is homotopic in
Ω\{0} to a circle C(0, ǫ) with center 0 and radius ǫ > 0 (small). The image
of this circle by Zµ is the curve Γ given by ǫ
1/µei(θ+φ(θ)). It has winding
number 1 about 0 ∈ C. Let p0 ∈ C(0, ǫ) be such that Zµ(p0) ∈ Γ. If H were
not single-valued, then the analytic continuation of an element H1 of H at
Zµ(p0), with value H1(Zµ(p0)), would lead to an element H2 of H, with
value H2(Zµ(p0)) 6= H1(Zµ(p0)). But the continuation along the curve Γ is
realized through the continuation along the circle C(0, ǫ) of the function u
leading to H1(Zµ(p0)) = u(p0) = H2(Zµ(p0)). Thus, H is single-valued. 
Theorem 3.4. Suppose µ = iβ ∈ iR∗. Let Ziβ be the first integral of L
given by (3.12) with m = min|Ziβ| and M = max|Ziβ |. Let Ω be an open
subset of R2\{0} containing an annulus
A(r1, r2) = {(x, y); r
2
1 ≤ x
2 + y2 ≤ r22} with r2 > r1 exp(2π|β|) .
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Then, for every u ∈ C0(Ω) satisfying (3.1), there exist H ∈ C0(A(m,M)),
H holomorphic in the interior of A(m,M) and such that u = H ◦ Ziβ. It
follows, in particular, that u extends as a continuous solution of (3.1) to the
punctured plane R2\{0}.
Proof. First, we verify that Ziβ(A(r1, r2)) = A(m.M). Let θm, θM ∈ [0, 2π]
be such that |Ziβ(r, θm)| = m and |Ziβ(r, θM )| = M . Then Ziβ maps the
segment reiθm (respectively, reiθM ) with r1 ≤ r ≤ r2 onto the circle |z| = m
(respectively, |z| =M). This is because
Ziβ(r, θ) = e
−φ2(θ) exp
[
i
(
θ + φ1(θ)−
ln r
β
)]
and ln r2 − ln r1 > 2π|β|. Hence, the image of each segment reiθ0 with
r1 ≤ r ≤ r2 is the circle with radius e
−φ2(θ0). As θ0 varies from 0 to 2π,
these radii reach the minimum m and the maximum M .
Using an argument similar to that used in the proof of Theorem 3.3, we
can show that if u ∈ C0(A(r1, r2)) solves (3.1), then u = H ◦ Ziβ with H
continuous in the annulus A(m,M) and holomorphic in the interior. 
Remark 3.1. Theorems 3.1, 3.2, and 3.3 imply, in particular, that whenever
u ∈ C0(Ω), with 0 ∈ Ω, solves (3.1), then for every point p ∈ Σ\{0}, such
that Zµ(p) is an interior point of Zµ(Ω), then the solution u is C
∞ at p.
Now we consider the extension of the solutions of equation (3.1) across
the boundary ∂Ω for a class of open sets and for vector fields with µ ≥ 0.
A set Ω ⊂ R2 is starlike with respect to 0 ∈ Ω if the segment [0, p] ⊂ Ω for
every p ∈ Ω.
Let L be a homogeneous vector field with number µ ≥ 0 and with first
integral Zµ given by (2.11) when µ > 0 or by (2.7) when µ = 0. Let Ω be
open, bounded, starlike with respect to 0, and with boundary of class C1.
Define an equivalence relation on the boundary ∂Ω by
p ∼ p′ ⇐⇒ argZµ(p) = argZµ(p
′) .
Denote by cl(p) the equivalence class of p. Hence cl(p) is a closed subset of
∂Ω. Define the function ρ on ∂Ω by
(3.6) ρ : ∂Ω −→ R+, ρ(p) = max
p′∈cl(p)
|Zµ(p
′)| .
Note that the function ρ is continuous on ∂Ω. Let
(3.7) ΩL =
⋃
p∈∂Ω
[0, Λ(p)ei arg p)
where
(3.8) Λ(p) =
{
ρ(p)µeµφ2(arg p) if µ > 0 ;
ρ(p)1/σeφ2(arg p)/σ if µ = 0 ,
where σ is given in (2.4). The set ΩL is starlike with respect to 0 and
(ΩL)L = ΩL. We will prove in the next theorem that ΩL is the envelope
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of extendability of Ω: every continuous solution of (3.1) in Ω extends as a
continuous solution to ΩL.
Theorem 3.5. Suppose that µ ≥ 0. Let Ω be open, bounded, with C1
boundary, and starlike with respect to 0, and let ΩL be given by (3.7). Then
(a) ΩL = Z
−1
µ (Zµ(Ω))
(b) If u ∈ C0(Ω) solves equation (3.1), then there exists a solution û ∈
C0(ΩL) of (3.1) such that û = u in Ω.
(c) There exists v ∈ C0(ΩL) solution of (3.1) such that v has no exten-
sion to a larger set.
(d) If µ > 0, then any solution û ∈ C0(ΩL) of (3.1) belongs to C
∞(ΩL\{0}).
(e) If µ = 0, then any solution û ∈ C0(ΩL) of (3.1) belongs to C
∞(ΩL\Z
−1
0 (R)).
Proof. (a) Let p0 = (r0, θ0) ∈ ΩL\{0}. The ray through 0 and p0 intersects
∂Ω at a point p′0 = (r
′
0, θ0). Thus, we have
r0 = tΛ(p
′
0) = t
[
ρ(p′0)e
φ2(θ0)
]µ
, for some 0 < t < 1 .
The exponent µ needs to be replaced by 1/σ if µ = 0. Let p∗ = (r∗, θ∗) ∈ ∂Ω
be such that p∗ ∈ cl(p
′
0) and ρ(p
′
0) = |Zµ(p∗)|. Hence,
Zµ(p∗) = ρ(p
′
0)e
i(θ∗+φ1(θ∗)) = ρ(p′0)e
i(θ0+φ1(θ0)) .
Then,
Zµ(p0) = t
1/µ
[
ρ(p′0)e
φ2(θ0)
]
e−φ2(θ0)ei(θ0+φ1(θ0)) = t1/µ Zµ(p∗) .
Since 0 < t1/µ < 1 and Zµ(Ω) is starlike with respect to 0, then Zµ(p0) ∈
Zµ(Ω) and ΩL ⊂ Z
−1
µ (Zµ(Ω)). A similar argument can be used to show
that Z−1µ (Zµ(Ω)) ⊂ ΩL
(b) Suppose that u ∈ C0(Ω) satisfies (3.1). Then (Theorem 3.3, or 3.2
when µ = 0) there exists a continuous functionH on Zµ(Ω) and holomorphic
in its interior such that u = H ◦ Zµ. The function û = H ◦ Zµ, defined on
ΩL = Z
−1
µ (Zµ(Ω)), is the sought extension of u.
(c) Let H be continuous in Zµ(Ω), holomorphic in the interior, and such
that H has no holomorphic extension. Then v = H ◦ Zµ is a solution of
(3.1) in ΩL that can’t be extended.
(d) If µ > 0, then, as in part (a), it can be shown that ∂Zµ(Ω) = Zµ(∂ΩL).
Hence, if p ∈ ΩL\{0}, then Zµ(p) is an interior point of Zµ(ΩL)\{0} and
since u = H ◦ Zµ, H holomorphic at Zµ(p), u is smooth at p.
(e) If µ = 0, then ∂Z0(Ω) ⊂ Z0(∂ΩL) ∪ (R + i0). As in part (d) if
p ∈ ΩL\{0}, p 6∈ Z
−1
0 (R), then Z0(p) is an interior point of Z0(Ω) and u is
C∞ at p. 
We will say that the vector field L satisfies the Liouville property in
R2\{0} if every continuous and bounded solution of Lu = 0 in R2\{0}
is constant. We have the following characterization.
Theorem 3.6. L satisfies the Liouville property if and only if Re(µ) 6= 0
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Proof. Suppose that Re(µ) > 0. Then Zµ(R
2) = C. It follows that for every
p ∈ R2\{0}, Zµ(p) is an interior point of Zµ(R
2\{0}) and consequently, if
u ∈ C0(R2\{0}) solves (3.1), then u ∈ C∞(R2\{0}) and u = H ◦Zµ with H
an entire function. If, in addition, u is bounded, then H is constant.
If µ = 0, then Z0(R
2) is the upper half plane in C. IfH is any nonconstant,
bounded, holomorphic function defined in the upper half plane, then u =
H◦Z0 is nonconstant, bounded and smooth solution of (3.1) in R
2. If µ = iβ
with β 6= 0, the same argument applies by replacing the half plane by the
annulus A(m,M). 
4. Examples
1. Let
L = rλ−1L0 = r
λ−1
[
∂θ −
(
cos θ + i
π
2
sin θ
)
r∂r
]
.
We have µ = 0 and the first integral is Z0 = re
sin θ exp
[
i
π − π cos θ
2
]
. The
characteristic set Σ consists of the rays θ = 0 and θ = π. The image of the
unit disc D is the region in the upper half plane Imz ≥ 0 whose boundary
consists of the curve z = esin θ exp
[
i
π − π cos θ
2
]
for 0 ≤ θ ≤ π and the
segment [−1, 1]. Note the lower semicircle x2 + y2 = 1, y < 0, is mapped
Figure 1. The unit disc, its envelope, and their image
via Z0 into the interior of Z0(D). Hence, any continuous solution in D
extends through the lower semicircle. In fact, the function ρ (defined in
(3.6)) in this case is given by ρ(θ) = e|sin θ|. The envelope DL of D is the
interior of the curve given by e(|sin θ|−sin θ) eiθ (see Figure 1.)
2. Let k ∈ Z+, µ ∈ R+ + iR, and
L = rλ−1 [∂θ − iµ(1 + k cos kθ)r∂r] .
The first integral is Zµ = r
1/µei(θ+sin(kθ)) and the characteristic set Σ consists
of the 2k rays given by the roots of the equation 1+ k cos kθ = 0. Note that
HOMOGENEOUS SINGULARITIES 13
L does not satisfy condition (P) at any point of Σ. The image, via Zµ, of
the unit disc D is the unit disc. If follows that if u ∈ C0(D) solves Lu = 0,
then u ∈ C∞(D\{0}).
3. Let
L = rλ−1 [∂θ − i (2 cos 2θ − 2 sin 4θ + i) r∂r] .
We have µ = i and the first integral is
Zi = r
1/i exp
[
sin 2θ +
1
2
cos 4θ
]
eiθ .
Figure 2. The annulus A(e−3/2, e3/4) and the image of the
unit circle (dotted curve)
The characteristic set Σ consists of eight rays:
θ =
π
4
;
3π
4
;
5π
4
;
7π
4
;
π
12
;
5π
12
;
13π
12
;
17π
12
.
The vector field L does not satisfy condition (P) on any point of Σ. The func-
tion |Zi| reaches a maximum e
3/4 on the four rays θ =
π
12
;
5π
12
;
13π
12
;
17π
12
;
and it reaches a minimum e−3/2 on the two rays θ =
3π
4
;
7π
4
. We have then
Zi(R
2\{0}) = A(e−3/2, e3/4). Hence, any C0 solution of Lu = 0 in a region
containing an annulus A(r1, r2) with r2 > r1e
2π extends to a continuous
solution û in R2\{0}. Furthermore, û is C∞ everywhere except possibly on
the rays where |Zi| reaches its extreme values. In particular, û is C
∞ on the
rays θ =
π
4
;
5π
4
even though L does not satisfy condition (P) along these
rays.
5. The equation Lu = f with f homogeneous
In this section, we consider the equation
(5.1) Lu = f
with f a homogeneous function of degree σ ∈ C. We have following theorem
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Theorem 5.1. Let l ≥ 0 and f ∈ C l(R2\{0}) be σ-homogeneous with
Re(σ) > 0. Let µ = µ(L) and assume that
(5.2) µ(λ− σ − 1) /∈ Z .
Then equation (5.1) has a distribution solution u ∈ D′(R2), with u homoge-
neous with degree σ+1− λ and such that u ∈ C l+1(R2\{0}). In particular,
if Re(σ) > Re(λ)− 1, then u is Ho¨lder continuous at 0.
Proof. Since f is homogeneous, then f(r, θ) = rσf0(θ) with f0 ∈ C
l(S1). Let
(5.3) ψ(θ) =
∫ θ
0
q(s)
p(s)
ds
so that ψ(2π) = 2πµ. The function
(5.4)
v(θ) =
[
K +
∫ θ
0
f0(s)
p(s)
exp (−i(σ + 1− λ)ψ(s)) ds
]
exp (i(σ + 1− λ)ψ(θ))
with K ∈ C is the general solution of the following ODE
(5.5) p(θ)v′(θ)− i(σ + 1− λ)q(θ)v(θ) = f0(θ) .
Since, e2πiµ(σ+1−λ) 6= 1 (by (5.2) and ψ(2π) = 2πµ), then the only periodic
solution of (5.5) is obtained when
(5.6) K =
1
1− e2πiµ(σ+1−λ)
∫ 2π
0
f0(s)
p(s)
exp (−i(σ + 1− λ)ψ(s)) ds .
With this value of K, let
(5.7) u(r, θ) = rσ+1−λv(θ) .
Then, u ∈ C l+1(R2\{0}) and it is Ho¨lder continuous at 0 if Re(σ) > Re(λ)−
1. A simple calculation shows that u solves (5.1) in R2\{0}. Now we show
that u solves (5.1) in R2 in the sense of distributions. Observe that when L
is given by (1.2), then its transpose is
(5.8)
tL = −(L+ divL)
= −rλ−1 [p(θ)∂θ − iq(θ)r∂r − i(λ+ 1)q(θ) + p
′(θ)] .
Consider the case Re(σ) > Re(λ) − 2, so that u ∈ L1(R2). Then, for
Φ ∈ C∞0 (R
2) a test function, we have
(5.9)
〈Lu,Φ〉 = 〈u, tLΦ〉
= −
∫ ∞
0
∫ 2π
0
rσ+1v
(
pΦθ − irqΦr − i(λ+ 1)qΦ + p
′Φ
)
dθdr .
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We use integration by parts together with (5.5) to get
(5.10)
∫ 2π
0
p(θ)v(θ)Φθdθ = −
∫ 2π
0
[
p′v + i(σ + 1− λ)qv + f0
]
Φ dθ
∫ ∞
0
rσ+2Φrdr = −
∫ ∞
0
(σ + 2)rσ+1Φdr .
After using (5.10) in (5.9), we obtain
(5.11) 〈Lu,Φ〉 =
∫ ∞
0
∫ 2π
0
rσ+1f0(θ)Φ(r, θ)dθdr = 〈f,Φ〉
The theorem is proved in this case.
Next, suppose that 0 < Re(σ) ≤ Re(λ) − 2. Let k = [Re(λ − σ)], where
[x] denotes the greatest integer ≤ x. Define u ∈ D′(R2) by
(5.12) 〈u,Φ〉 = C0
∫ ∞
0
∫ 2π
0
rk−(λ−σ)v(θ)
∂ k−2Φ
∂rk−2
dθdr , Φ ∈ C∞c (R
2)
where
C0 =
Γ(λ− σ − k)
Γ(λ− σ − 2)
and Γ is the gamma function. Since we are using derivatives with the polar
coordinate, we need to verify that (5.12) indeed defines a distribution. We
have
∂ n
∂rn
=
n∑
j=0
(
n
j
)
cosn−j θ sinj θ
∂ n
∂xn−j∂yj
(this formula can be established by induction), and for a compact setK ⊂ R2
with suppΦ ⊂ K, we have
|〈u,Φ〉| ≤ C(K)
k−2∑
j=0
sup
K
∣∣∣∣ ∂k−2Φ∂xk−2−j∂yj
∣∣∣∣
where C(K) is a constant depending only on K, v, σ, and λ. To verify
the homogeneity of u, define the distribution us ∈ D
′(R2) (with s > 0) by
〈us,Φ〉 = s
−2〈u,Φ(x/s, y/s)〉. We have
∂ k−2
∂rk−2
(
Φ(
r
s
, θ)
)
=
1
sk−2
∂k−2Φ
∂rk−2
(r
s
, θ
)
and the change of variable ρ = r/s in the integral defining us gives
〈us,Φ〉 = s
−2C0
∫ ∞
0
∫ 2π
0
sσ−λ+3ρk−(λ−σ)v(θ)
∂ k−2Φ
∂ρk−2
(ρ, θ) dθdρ
= sσ−λ+1〈u,Φ〉 .
This shows the homogeneity of u. Now we verify that u solves (5.1). The
function tLΦ has compact support and vanishes to order Re(λ) − 1 at the
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origin (r = 0). We can use integration by parts to obtain
〈Lu,Φ〉 = 〈u, tLΦ〉 = C0
∫ ∞
0
∫ 2π
0
rk−(λ−σ)v
∂ k−2 tLΦ
∂rk−2
dθdr
= C1
∫ ∞
0
∫ 2π
0
rk−(λ−σ)−1v
∂ k−3 tLΦ
∂rk−3
dθdr
with
C1 = (λ− σ − k)C0 =
Γ(λ− σ − k + 1)
Γ(λ− σ − 2)
.
In general after j integrations by parts (with j ≤ k − 2) we get
〈Lu,Φ〉 =
Γ(λ− σ − k + j)
Γ(λ− σ − 2)
∫ ∞
0
∫ 2π
0
rk−(λ−σ)−jv
∂ k−2−j tLΦ
∂rk−2−j
dθdr .
In particular, for j = k − 2, we obtain
〈Lu,Φ〉 =
∫ ∞
0
∫ 2π
0
rσ−λ+2v(θ) tLΦ dθdr .
Finally, a calculation similar to that carried out in the case Re(σ) > Re(λ)−
2, gives
〈Lu,Φ〉 =
∫ ∫
R2
f(x, y)Φ(x, y)dxdy .

When (5.2) does not hold, then equation (5.1) can still be solved, provided
that f satisfies a compatibility condition.
Theorem 5.2. Suppose that µ(σ+1−λ) ∈ Z. If f(r, θ) = rσf0(θ) satisfies
(5.13)
∫ 2π
0
f0(s)
p(s)
exp [−iµ(σ + 1− λ)ψ(s)] ds = 0 ,
where ψ is given by (5.3), then equation (5.1) has a homogeneous distribution
solution as that given in Theorem 5.1.
The proof is identical to that of Theorem 5.1. This time we define v by
(5.4) with constant K = 0.
Now, for a class of vector fields, we consider equation (5.1) when f = δ,
the Dirac distribution. More precisely, we have the following result.
Theorem 5.3. Suppose that divL = 0; the homogeneity degree of L is
λ = N ∈ Z+; and that µ 6= 0. Then, the distribution u ∈ D′(R2) given by
(5.14) 〈u,Φ〉 =
1
2πiµ(N − 1)!
∫ ∞
0
∫ 2π
0
ln r
p(θ)
∂ NΦ
∂rN
dθdr , Φ ∈ C∞c (R
2)
satisfies the equation Lu = δ.
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Proof. For a test function Φ, we have rNΦ = O(rN ) as r −→ 0, and
integration by parts gives∫ ∞
0
ln r
∂ N (rNΦ)
∂rN
dr = −
∫ ∞
0
r−1
∂ N−1(rNΦ)
∂rN−1
dr .
By repeated integration by parts, N times, we get
(5.15)
∫ ∞
0
ln r
∂ N (rNΦ)
∂rN
dr = −(N − 1)!
∫ ∞
0
Φ(r, θ) dr .
Since divL = 0, then 〈Lu,Φ〉 = −〈u,LΦ〉 and
(5.16)
〈Lu,Φ〉 =
−1
2πiµ(N − 1)!
∫ ∞
0
∫ 2π
0
ln r
∂ N (rN−1Φθ)
∂rN
− i
q(θ)
p(θ)
ln r
∂ N (rNΦr)
∂rN
dθdr
We have
(5.17)
∫ 2π
0
∂ N (rN−1Φθ)
∂rN
dθ =
∫ 2π
0
(
∂ N (rN−1Φ)
∂rN
)
θ
dθ = 0 .
Expressions (5.15) and (5.17) give
(5.18)
∫ ∞
0
ln r
∂ N (rNΦr)
∂rN
dr = −(N − 1)!
∫ ∞
0
Φr(r, θ)dr = (N − 1)!Φ(0) .
After using (5.17) and (5.18), (5.16) becomes
〈Lu,Φ〉 =
1
2πµ
∫ 2π
0
q(θ)
p(θ)
Φ(0)dθ = Φ(0) .

6. Equation Lu = f with f real analytic
In this section, we consider the equation
(6.1) Lu = f
with f real analytic in a neighborhood of 0 ∈ R2. We show that this equation
has a distribution solution which is smooth outside 0 when the numbers µ
and λ attached to L satisfy a certain diophantine condition.
Let µ, λ ∈ C be the numbers associated with L, with Re(µ) ≥ 0 and
Re(λ) > 1. We say that the pair (µ, λ) is resonant if µλ ∈ µZ+ + Z. That
is, if there exist l, k ∈ Z, with l ≥ 1, such that µλ = µl + k. We call such a
number l a resonant integer for (µ, λ). Denote by J(µ, λ) the set of resonant
integers for (µ, λ). Note that when f is a homogeneous function of degree
(j− 1) and j is a resonant integer for (µ, λ), then the equation Lu = f does
not have a homogeneous solution unless f satisfies a compatibility condition.
Lemma 6.1. Suppose that (µ, λ) is resonant. Then
1. If (µ, λ) 6∈ Q+ ×Q+, then (µ, λ) has a unique resonant integer.
2. If µ ∈ Q+ or if λ ∈ Q+, then (µ, λ) has infinitely many resonant
integers.
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Proof. First note that since (µ, λ) is resonant, then if one of the numbers
µ or λ is in Q+, then so is the other. Let (j0, k0) ∈ Z
+ × Z be such that
µλ = µj0+k0. If (j1, k1) ∈ Z
+×Z is any other pair satisfying µλ = µj1+k1,
then µ(j1−j0) = k0−k1 and µ ∈ Q. Conversely, if µ = m/n with m,n ∈ Z
+
and gcd(m,n) = 1. j = j0 + ln, k = k0 − lm satisfies µλ = µj + k for any
l ∈ Z. 
Lemma 6.2. Suppose that divL = 0. The associated pair (µ, λ) is resonant
if and only if either µ = 0 or if λ ∈ Q+. In this case the pair has infinitely
many resonant integers. In particular, if in addition L is real analytic at 0
with homogeneous degree λ = N ∈ Z+, then (µ,N) is resonant with infinitely
many resonant integers.
Proof. Since divL = 0, then µ = p/(λ + 1) for some p ∈ Z, p ≥ 0 (Remark
2.1). If p = 0, the pair (0, λ) is trivially resonant. Suppose that p ≥ 1. If
(µ, λ) is resonant, then there exists (l0, k0) ∈ Z
+×Z such that pλ/(λ+1) =
pl0/(λ + 1) + k0. Therefore, λ(p − k0) = pl0 + k0 and λ ∈ Q
+. Conversely,
if λ = m/n with m,n ∈ Z+ and gcd(m.n) = 1, then µ = p/(λ + 1) =
pn/(m + n). It can be verified that for every s ∈ Z+, j = s(m + n) − 1 is
(µ, λ)-resonant with a corresponding k = p(1− sn). 
Now we introduce a condition (DC) for nonresonant pairs (µ, λ).
(DC) : There exists C > 0 such that for every j ∈ Z+∣∣∣1− e2πiµ(j−λ)∣∣∣ ≥ Cj
Proposition 6.1. Suppose that µ ∈ C, µ 6= 0, Re(µ) ≥ 0 and λ ∈ C, are
such that (µ, λ) is nonresonant. Then,
(a) If µ /∈ R, then (µ, λ) satisfies condition (DC).
(b) If µ ∈ R+ and λ /∈ R, then (µ, λ) satisfies condition (DC).
(c) If µ, λ ∈ R+, then condition(DC) holds if and only if the following
condition holds
(DC′) : There exists C > 0 such that for every j ∈ Z+ and k ∈ Z
|µ(j − λ)− k| ≥ Cj
Proof. Let µ = µ1+ iµ2, λ = λ1+ iλ2 with µ1, µ2, λ1, λ2 ∈ R and µ1, λ1 ≥ 0.
Then for j ∈ Z+ we have
(6.2) e2πiµ(j−λ) = e2π(µ1λ2+µ2λ1−µ2j) e2πi(µ1j−µ1λ1+µ2λ2)
and since (µ, λ) is nonresonant, then for every j ∈ Z+, k ∈ Z,
(6.3) (µ1λ1 − µ2λ2 − jµ1 − k) + i(µ1λ2 + µ2λ1 − jµ2) 6= 0
Suppose that µ2 6= 0. If for every j ∈ Z
+ µ1λ2 + µ2λ1 − jµ2 6= 0, then
(6.4) min
j∈Z+
∣∣∣1− e2π(µ1λ2+µ2λ1−jµ2)∣∣∣ > 0 .
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Consequently the pair (µ, λ) satisfies (DC). If there exists j0 ∈ Z
+ such that
µ1λ2 + µ2λ1 − j0µ2 = 0, then
∣∣e2πiµ(j0−λ)∣∣ = 1. It follows from (6.3) that,
for every k ∈ Z, we necessarily have µ1λ1 − µ2λ2 − j0µ1 − k 6= 0. Hence,
(6.5)
∣∣∣e2πiµ(j0−λ) − 1∣∣∣ > 0
and we also have
(6.6) min
j∈Z+, j 6=j0
∣∣∣1− e2π(µ1λ2+µ2λ1−jµ2)∣∣∣ > 0 .
Inequalities (6.5), (6.6) imply that the pair (µ, λ) satisfies (DC), which proves
part (a).
Next, suppose that µ = µ1 ∈ R
+ and λ2 6= 0. Then for every j ∈ Z,∣∣e2πiµ1(j−λ)∣∣ = e2πµ1λ2 6= 1 and part (b) follows.
To prove part (c), suppose that µ = µ1 > 0 and λ = λ1 > 0. We need to
show that conditions (DC) and (DC′) are equivalent. If (DC′) does not hold,
then for every l ∈ Z+, there exists jl ∈ Z
+ and kl ∈ Z such that
(6.7) |µ(jl − λ)− kl| < l
−jl .
We have then
(6.8)
∣∣∣e2πiµ(jl−λ) − 1∣∣∣2 = ∣∣∣e2πi[µ(jl−λ)−kl] − 1∣∣∣2
= 2 (1− cos [2π(µ(jl − λ)− kl)])
= 4π [µ(jl − λ)− kl] sin θl
for some θl. This, together with (6.7), give
(6.9)
∣∣∣e2πiµ(jl−λ) − 1∣∣∣2 < 4πl−jl
which means that (DC) does not hold.
Conversely, suppose that (DC) does not hold. Then for every l ∈ Z+,
there exists jl ∈ Z
+ such that
(6.10)
∣∣∣e2πiµ(jl−λ) − 1∣∣∣ < l−jl .
Let kl = [µ(jl − λ)]. Since 0 ≤ µ(jl − λ)− kl < 1, it follows from (6.10) that
lim
l→∞
(µ(jl−λ)−kl) = 0. Consequently, after using |e
iα−1|2 = 2(1−cos α) >
α2 (for α small), we obtain
l−2jl >
∣∣∣e2πi(µ(jl−λ)−kl) − 1∣∣∣2 > 4π |µ(jl − λ)− kl|2
and therefore (DC′) does not hold. 
Theorem 6.1. Let L be a λ-homogeneous vector field with µ 6= 0 and such
that the pair (µ, λ) is nonresonant and satisfies condition (DC). Then for
every function f(x, y) that is real analytic at 0 ∈ R2, there exist ǫ > 0
and a bounded function w ∈ C∞(D(0, ǫ)\{0}) such that u = w/rλ−1 is a
distribution solution of (6.1) in the disc D(0, ǫ).
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Proof. We expand the real analytic function f as
(6.11) f(x, y) =
∞∑
j=0
Pj(x, y) with Pj(x, y) =
∑
k+l=j
1
k!l!
∂ jf
∂xk∂yl
(0)xkyl .
Let
(6.12) Pj(x, y) = r
jfj(θ) with fj(θ) =
∑
k+l=j
1
k!l!
∂ jf
∂xk∂yl
(0) cosk θ sinl θ
Let R > 0 be such that the function f(x, y) has a holomorphic extension
f̂(x̂, ŷ) in an open neighborhood of the bidisc D(0, R)2 ⊂ C2. Let M0 =
max
|x̂|, |ŷ| ≤R
∣∣∣f̂(x̂, ŷ)∣∣∣. It follows from the Cauchy integral formula that∣∣∣∣ ∂ jf∂xk∂yl (0)
∣∣∣∣ ≤ k!l! M0Rj .
Hence, we get the estimate
(6.13) |fj(θ)| ≤ (j + 1)
M0
Rj
∀θ .
Let
(6.14) ψ(θ) =
∫ θ
0
q(s)
p(s)
ds = ψ1(θ) + iψ2(θ)
so that ψ(2π) = 2πµ. Define vj(θ) ∈ C
∞(R2\{0}) by
(6.15) vj(θ) =
[
Kj +
∫ θ
0
fj(s)
p(s)
e−i(j+1−λ)ψ(s)ds
]
ei(j+1−λ)ψ(θ)
with
(6.16) Kj =
1
1− e2πiµ(j+1−λ)
∫ 2π
0
fj(s)
p(s)
e−i(j+1−λ)ψ(s)ds .
Note that the denominator in Kj is not zero since the pair (µ, λ) is nonres-
onant. The function vj is a periodic solution of the differential equation
(6.17) p(θ)v′(θ)− i(j + 1− λ)q(θ)v(θ) = fj(θ) .
Therefore rj+1−λvj(θ) is the homogeneous distribution solution of Lu = Pj
given in Theorem 5.1. Consider the series
(6.18) w(r, θ) =
∞∑
j=0
vj(θ)r
j .
We prove that w is a C∞ function of (r, θ) for small r. Let λ1 and λ2 be the
real and imaginary parts of λ. Then∣∣∣e−i(j+1−λ)ψ(s)∣∣∣ = e−λ1ψ2(s)−λ2ψ1(s) (eψ2(s))j+1 .
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Set
M1 = max
0≤s≤2π
e−λ1ψ2(s)−λ2ψ1(s) ; M2 = max
0≤s≤2π
eψ2(s) ; and p0 = min
0≤s≤2π
|p(s)| .
Then, it follows from (6.13), that for 0 ≤ θ ≤ 2π, we have
(6.19)
∣∣∣∣∫ θ
0
fj(s)
p(s)
e−i(j+1−λ)ψ(s) ds
∣∣∣∣ ≤ 2πM1M0(j + 1)M j+12p0Rj ≤ Cj0
for some constant C0 depending only on f , λ, p and q. Since (µ, λ) satisfies
the diophantine condition (DC), it follows from (6.16) and (6.19) that
(6.20) |Kj | ≤ C
j
1 with C1 =
C0
C
.
This inequality, together with (6.15) and (6.19), imply that
(6.21) |vj(θ)| ≤ (C
j
1 +C
j
0)M1M
j+1
2 ≤ C
j
2
with a constant C2 > 0 depending only on f , λ, p and q. This proves at once
that the series defining w given by (6.18) converges uniformly for θ ∈ [0, 2π]
and r ∈ [0, R0] for any positive number R0 < 1/C2. Consequently, w(r, θ) is
continuous, 2π-periodic in θ and real analytic in r. The uniform convergence
of the series of derivatives can be proved by a similar argument. For instance,
since
v′j(θ) = i(j + 1− λ)
q(θ)
p(θ)
vj(θ) +
fj(θ)
p(θ)
then similar estimates show that
∑
v′j(θ)r
j is again uniformly convergent
and so w ∈ C1 in the (r, θ) variables. This argument can be repeated for
the successive derivatives leading to w ∈ C∞([0, R0]× S
1).
Let u = w/rλ−1. We can write
(6.22) u(r, θ) =
[Re(λ)]∑
j=0
vj(θ)r
j+1−λ +
∞∑
j=[Re(λ)]+1
vj(θ)r
j+1−λ .
The finite sum in (6.22) is a distribution solution of the equation
Lg =
∑[Re(λ)]
j=0 Pj and the infinite sum, which is a function of at least class
C1 at 0 ∈ R2, solves the equation Lg = f −
∑[Re(λ)]
j=0 Pj . This completes the
proof of the theorem. 
Remark 6.1. Diophantine conditions such as the one used here appear in
connection with the hypoellipticity and solvability. For instance in [2], [3],
the analytic solvability in a neighborhood of a degeneracy curve of a vector
field is controlled by a Diophantine condition.
Theorem 6.2. Suppose that (µ, λ) is nonresonant, satisfies (DC), and that
Re(µ) > 0. Let f be a real analytic function in a neighborhood of 0 ∈ R2.
If u is a distribution solution of (6.1) such that u is continuous outside 0,
then there exists ǫ > 0 such that u ∈ C∞(D(0, ǫ)\{0}).
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Proof. By Theorem 6.1, there exists a distribution solution u0 of (6.1) with
u0 ∈ C
∞(D(0, R)\{0}). If u1 is any other solution, continuous outside 0,
then u0 − u1 satisfies L(u0 − u1) = 0 and is continuous outside 0. Since,
Re(µ) > 0, then it follows from Theorem 3.3, that there exists ǫ > 0 such
that u0 − u1 ∈ C
∞(D(0, ǫ)\{0}). 
Remark 6.2. If L is real analytic in R2\{0}, then the distribution solution
constructed in Theorem 6.1 is real analytic in a punctured neighborhood of
0 and so is every solution if Re(µ) > 0.
Now we consider the case when (µ, λ) is resonant. As was observed in
section 5, the equation (6.1) with a homogeneous right hand side does not
always have a homogeneous solution unless a compatibility condition is sat-
isfied. A real analytic function f(x, y) is (µ, λ)-compatible if, its series ex-
pansion (6.11) satisfies
(6.23)
∫ 2π
0
fj(θ)
p(θ)
e−i(j+1−λ)ψ(θ) dθ = 0 , ∀j ∈ J(µ, λ)
where fj is given by (6.12). Note that when µ /∈ Q, then there is only one
resonant integer and (6.23) reduces to a single condition, while if µ ∈ Q,
then there are infinitely many conditions (see Lemma 6.1). In particular,
if, in addition, L is real analytic at 0 ∈ R2 and divL = 0, then there are
infinitely many compatibility conditions (see Lemma 6.2).
Theorem 6.3. Suppose that (µ, λ) is resonant and satisfies (DC). Then
for every (µ, λ)-compatible, real analytic function f , equation (6.1) has a
distribution solution as in Theorem 6.1
Remark 6.3. Among the results contained in the recent papers [13], [14]
are the solvability and hypoellipticity of vector fields
(a11x+ a12y) ∂x + (a21x+ a22y) ∂y
with aij ∈ C. In particular, such vector fields are not hypoelliptic at 0. This
lack of hypoellipticity is generalized in [8] in the real analytic category to
vector fields with an isolated singularities.
7. Solvability when L satisfies condition (P)
In this section we consider the equation Lu = f with f a C∞ function in
a neighborhood of 0 under the assumption that L satisfies condition (P) in
R2\{0}. We have the following theorem.
Theorem 7.1. Suppose that the homogeneous vector field L satisfies condi-
tion (P) in R2\{0} and (µ, λ) is nonresonant. Then, for every f ∈ C∞(R2)
there exist ǫ > 0 and a continuous function w(r, θ) in the cylinder [0, ǫ)×S1
such that w(0, θ) = 0 and w ∈ C∞((0, ǫ) × S1) and such that the function
u(x, y) defined in polar coordinates by u = w/rλ−1 is a distribution solution
of
(7.1) Lu = f in D(0, ǫ) ⊂ R2 .
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Proof. Let
∑∞
j=0 Pj(x, y) be the Taylor series of f at 0 ∈ R
2, where Pj =
rjfj(θ) is the homogeneous polynomial given by (6.12). Since the pair (µ, λ)
is nonresonant, then for every j ≥ 0, we can find vj ∈ C
∞(S1) such that
rjvj(θ)/r
λ−1 is a distribution solution of the equation Lu = Pj . By using
Borel’s Extension Theorem, we can find a function v(r, θ) ∈ C∞([0, ǫ)×S1),
for some ǫ > 0, such that
(7.2)
∂ jv
∂rj
(0, θ) = j!vj(θ) , ∀j ≥ 0 .
Then the r-Taylor series of the function
(7.3) g(r, θ) = f(r, θ)− L
(
v(r, θ)
rλ−1
)
is identically zero. That is
∂ jg
∂rj
(0, θ) = 0 for every j ≥ 0. When considered
as a function of (x, y) in a neighborhood of 0 ∈ R2, the function g vanishes
to infinite order at 0. Since L satisfies condition (P) in R2\{0}, then the
vector field
(7.4) L0 = ∂θ − i
q(θ)
p(θ)
r∂r =
L
p(θ)rλ−1
satisfies condition (P) in R× S1. Let
(7.5) Σ0 = {θ ∈ S
1 : Re(q(θ)p(θ)) = 0} .
Since Σ0 ⊂ S
1 is compact and L0 satisfies condition (P), then we can find
ǫ > 0 and θ1 , · · · , θN ∈ S
1 such that
(7.6)
Σ0 ⊂
N⋃
k=1
(θk − ǫ, θk + ǫ) ,
(θk − 2ǫ, θk + 2ǫ) ∩ (θl − 2ǫ, θl + 2ǫ) = ∅ for k 6= l .
Moreover, for each k = 1, · · · , N there exists wk ∈ C
∞ ((−ǫ, ǫ)× (θk − 2ǫ, θk + 2ǫ))
such that
(7.7) L0wk =
g(r, θ)
p(θ)rλ−1
.
We can furthermore assume that wk(0, θ) = 0. Let w0 ∈ C
∞
(
(−ǫ, ǫ)× S1
)
be such that
(7.8) w0(r, θ) = wk(r, θ) in (−ǫ, ǫ)× (θk − ǫ, θk + ǫ) , for k = 1, · · · , N
Hence, L0w0 ∈ C
∞
(
(−ǫ, ǫ)× S1
)
and
(7.9) L0w0(r, θ) =
g(r, θ)
p(θ)rλ−1
in
N⋃
k=1
(−ǫ, ǫ)× (θk − ǫ, θk + ǫ) .
Consider the equation
(7.10) L0w
1 = h(r, θ) =
g(r, θ)
p(θ)rλ−1
− L0w0(r, θ) .
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Note that h ≡ 0 in
⋃N
k=1(−ǫ, ǫ) × (θk − ǫ, θk + ǫ). To solve (7.10), we use
the first integral Zµ of L0 defined in (2.11). We have
(7.11) L0Zµ(r, θ) = −
2i
µ
Re(q(θ)p(θ))
|p(θ)|2
Zµ(r, θ) .
It follows from (7.11) that the pushforward via Zµ of the equation (7.10)
in the region 0 ≤ r < ǫ gives rise to the CR equation in a neighborhood of
0 ∈ C
(7.12) −
2i
µ
Re(q(θ)p(θ))
|p(θ)|2
z
∂ŵ
∂z
= ĥ(z) ,
with ŵ = w1 ◦Z−1µ and ĥ = h ◦Z
−1
µ . Since h is identically zero in a an open
neighborhood of (−ǫ, ǫ)× Σ0 and h(0, θ) = 0, then the equation (7.12) can
be written in the form
(7.13)
∂ŵ
∂z
=
|z|a
|z|
h˜(z)
with h˜ ∈ C∞(D(0, ǫ′)\{0})∩L∞(D(0, ǫ′)) and a = (Re(1/µ))−1 > 0. Hence
|z|a−1h˜ is an Lp function with p > 2. Equation (7.13) has a solution ŵ ∈
Cσ(D(0, ǫ′)) with σ = (p − 2)/p. We can assume that ŵ(0) = 0. Let
w1 = ŵ ◦ Zµ. The function
(7.14) w(r, θ) = rλ−1
(
w1(r, θ) + w0(r, θ)
)
+ v(r, θ)
is C∞ for 0 < r < ǫ, Ho¨lder continuous on the circle r = 0. Also, it follows
from (7.3), (7.9), and (7.10), that u(r, θ) = w(r, ta)/rλ−1 is a distribution
solution of equation (7.1) 
Equation (7.1) can be solved in the resonant case provided f satisfies
compatibility conditions.
Theorem 7.2. Suppose that L satisfies condition (P) and (µ, λ) is resononant.
Let f be a C∞ function in a neighborhood of 0 ∈ R2 with Taylor series
(7.15)
∞∑
m=0
Pm(x, y) =
∞∑
m=0
rmfm(θ)
where Pm and fm are given by (6.12). If
(7.16)
∫ 2π
0
fj(θ)
p(θ)
exp [−i(j + 1− λ)ψ(θ)] dθ = 0 , ∀j ∈ J(µ, λ)
then equation (7.1) has a distribution solution.
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8. A boundary value problem for L
In this section, we consider an adaptation of the Riemann-Hilbert bound-
ary value problem when the vector field L satisfies condition (P). Through-
out we assume that Ω ⊂ R2 is a simply connected open set containing 0 and
having a C1 boundary. For simplicity, we will assume that i∗(Bdx−Ady) 6=
0, where Bdx−Ady is the dual form of the vector field L = A∂x+B∂y and
i : ∂Ω −→ R2 is the inclusion map.
Theorem 8.1. Suppose that the vector field L with numbers (µ, λ) satisfies
condition (P), Λ ∈ Cσ(∂Ω,S1) and Φ ∈ Cσ(∂Ω,R) with 0 < σ < 1. Denote
by κ the winding number of Λ with respect to 0. If
(8.1) κ > −1−
Re(λ)− 1
Re(1/µ)
then the Riemann-Hilbert boundary value problem
(8.2)
{
Lu = 0 in Ω ,
Re (Λu) = Φ on ∂Ω .
has a solution
u ∈ D′(Ω) ∩ C∞(Ω\{0}) .
Proof. We will use the first integral Zµ to convert problem (8.2) into the
standard Riemann-Hilbert problem for the ∂ in C. We have
LZµ = −
2iRe(pq)
µ p
rλ−1Zµ ,
r = |Zµ|
1/Re(1/µ), and L is hypocomplex in R2\{0}. It follows that the
equation Lu = 0 in Ω is transformed via Zµ into the equation
(8.3) |z|1+Re(λ−1)/Re(1/µ)
∂v
∂z
= 0 .
with u = v ◦ Zµ. Hence, the boundary value problem (8.2) transforms into
(8.4)
{
|z|1+Re(λ−1)/Re(1/µ)
∂v
∂z
= 0 in Zµ(Ω)
Re (Λ1v) = Φ1 on ∂Zµ(Ω) ,
with Λ1 = Λ ◦ Z
−1
µ and Φ1 = Φ ◦ Z
−1
µ . Note that the presence of the term
|z|1+Re(λ−1)/Re(1/µ) allows us to seek solutions of the form
v(z) =
H(z)
zm
with H holomorphic and m ∈ Z+ satisfying
m < 1 +
Re(λ− 1)
Re(1/µ)
.
We can get explicit solutions by reducing the problem to the unit disc. Let
ϑ : Zµ(Ω) −→ D(0, 1)
26 ABDELHAMID MEZIANI
be a conformal mapping with ϑ(0) = 0. The boundary problem for w =
v ◦ ϑ−1 is therefore
(8.5)
{
|z|1+Re(λ−1)/Re(1/µ)
∂w
∂z
= 0 in D(0, 1)
Re (Λ2w) = Φ2 on ∂D(0, 1) ,
with Λ2 = Λ1 ◦ ϑ
−1 and Φ2 = Φ1 ◦ ϑ
−1. Since on the boundary ∂Ω we
have i∗dZµ 6= 0, then Zµ is a C
1-diffeomorphism from ∂Ω onto ∂Zµ(Ω)
and, consequently, ϑ ◦ Zµ is a diffeomorphism from ∂Ω onto the unit circle
∂D(0, 1). Hence, the functions Λ2 and Φ2 are Ho¨lder continuous on the unit
circle.
The explicit solution of (8.5) can be obtained through the Schwarz oper-
ator as follows (see [1], [6], [9]). Let
(8.6)
γ(z) =
1
2π
∫ 2π
0
[
arctan
(
Im(Λ2(τ))
Re(Λ2(τ))
)
− κτ
]
eiτ + z
eiτ − z
dτ
γ(z) = γ1(z) + iγ2(z)
Q(z) = iβ0 +
n∑
k=1
(
ckz
k − ck z
−k
)
β0 ∈ R, c1, · · · , cn ∈ C
n = κ+ 1 +
[
Re(λ)−1
Re(1/µ)
]
.
The general solution of (8.5) is the meromorphic function with a possible
pole at 0 given by
(8.7) w(z) = zκeiγ(z)
[
1
2π
∫ 2π
0
eiγ2(τ)Φ2(τ)
eiτ + z
eiτ − z
dτ + Q(z)
]
The distribution u = w ◦ ϑ ◦ Zm ∈ D
′(Ω) ∩ C∞(Ω\{0}) solves (8.2) 
Theorem 8.2. Assume that the vector field L satisfies condition (P) and
that the associated pair (µ, λ) is nonresonant and satisfies the diophantine
condition (DC). Then, for every f ∈ C∞(Ω) there exists u ∈ D′(Ω) ∩
C∞(Ω\{0}) such that
(8.8) Lu = f .
Proof. Since L satisfies condition (P) and (µ, λ) is non resonant and satisfies
(DC), then (Theorem 7.1) there exists u ∈ D′(U0) ∩ C
∞(U0\{0}), with
U0 = D(0, ǫ), for some ǫ > 0, such that u satisfies (8.8) in U0. It follows
from condition (P) that we can find open sets U1, · · · , UN such that
Ω\D(0, ǫ) ⊂
N⋃
j=1
Uj
and functions uj ∈ C
∞(Uj) satisfying (8.8) in Uj for j = 1, · · · , N . If
j, k ∈ {0, · · · , N} are such that Uj ∩ Uk 6= ∅, then L(uj − uk) = 0 in
Uj ∩ Uk and, consequently, there exist hjk holomorphic in Zµ(Uj ∩ Uk) =
Zµ(Uj) ∩ Zµ(Uk) such that uj − uk = hjk ◦ Zµ (hypocomplexity of L). The
collection {hjk} forms a cocycle relative to the covering {Zµ(Uj)}
N
j=0. Hence,
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we can find holomorphic functions hj in Zµ(Uj) such that hjk = hj − hk in
Zµ(Uj) ∩ Zµ(Uk). The distribution u ∈ D
′(Ω) given by
u = uj − hj ◦ Zµ in Uj
solves (8.8) 
Theorem 8.3. Let L and (µ, λ) be as in Theorem (8.2) and Λ, Φ be as in
Theorem (8.1) with κ = Ind(Λ) satisfying (8.1). Then for any f ∈ C∞(Ω),
the Riemann-Hilbert problem
(8.9)
{
Lu = f in Ω
Re (Λu) = Φ on ∂Ω
has a solution u ∈ D′(Ω) ∩ C∞(Ω\{0}).
Proof. Let v ∈ D′(Ω)∩C∞(Ω\{0}) be such that Lv = f (Theorem 8.2). Let
w be the solution of the problem (Theorem 8.1)
Lw = 0 in Ω , Re(Λw) = Φ− Re(Λv) on ∂Ω .
Then u = w + v solves (8.9) 
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