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The nature and structure of print-to-sound conversion
processes is one of the most debated issues in visual word
recognition. Several computational models of word read-
ing have been proposed and provide detailed descriptions
of these processes (e.g., Coltheart, Curtis, Atkins, &
Haller, 1993; Coltheart, Rastle, Perry, Langdon, & Ziegler,
2001; Jacobs, Rey, Ziegler, & Grainger, 1998; Norris,
1994; Plaut, McClelland, Seidenberg, & Patterson, 1996;
Zorzi, Houghton, & Butterworth, 1998). In alphabetic
writing systems, this issue is particularly interesting and
challenging because of several print-to-sound problems
that readers learn to solve and master during reading ac-
quisition. In the present study, we will particularly focus
on two major print-to-sound problems: the graphemic
complexity problem and the multiple print-to-sound asso-
ciations problem. Our purpose is to demonstrate that
these problems reflect distinct processing difficulties
that take place at different levels within the reading pro-
cesses involved in print-to-sound conversion.
The graphemic complexity problem results from the
fact that in most alphabetic languages, the number of el-
ementary visual units composing a word (i.e., letters) can
be and often is different from the number of elementary
phonological units composing the phonological form of
this word (i.e., phonemes). For example, the written word
BREAD is composed of five letters but its pronunciation
has only four phonemes (i.e., /bred/ ). On the other hand,
the word GRASP also has five letters and exactly the same
number of phonemes (i.e., /rasp/ ). The challenge is to
understand how readers handle such a mismatch between
number of letters and number of phonemes.
The notion grapheme provides a solution to this first
problem of print-to-sound conversion. Graphemes are de-
fined as the orthographic correspondent of phonemes. The
word BREAD, for example, has four graphemes, B, R, EA,
and D, which correspond to the four phonemes /b/, /r/,
/e/, and /d/. Similarly, the word GRASP has five graphemes,
G, R, A, S, and P, which correspond to the five phonemes
//, /r/, /a/, /s/, and /p/. During reading acquisition, read-
ers learn to associate single-letter graphemes like R or A
to their corresponding phonemes /r/ and /a/, and they
also learn to associate multiletter graphemes like EA to
the phoneme /e/. Learning these associations thus pro-
vides a solution to the mismatch between number of let-
ters and number of phonemes.
However, establishing these various types of associa-
tions (i.e., single- and multiletter grapheme-to-phoneme
associations) might generate new difficulties. Indeed,
while children learn that the single-letter grapheme A is
pronounced /a/ in GRASP, at the same time or soon after,
they learn that the multiletter grapheme EA, which is
composed of two single-letter graphemes E and A, is pro-
nounced /e/ in BREAD. It seems, therefore, that although
the notion grapheme solves the letters-to-phonemes mis-
match, it generates a graphemic complexity problem be-
cause multiletter graphemes (like EA) are always com-
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It has recently been reported that words containing a multiletter grapheme are processed slower than
are words composed of single-letter graphemes (Rastle & Coltheart, 1998; Rey, Jacobs, Schmidt-Weigand,
& Ziegler, 1998). In the present study, using a perceptual identification task, we found in Experiment 1 that
this graphemic complexity effect can be observed while controlling for multiple print-to-sound associa-
tions, indexed by regularity or consistency. In Experiment 2, we obtained cumulative effects of graphemic
complexity and regularity. These effects were replicated in Experiment 3 in a naming task. Overall, these
results indicate that graphemic complexity and multiple print-to-sound associations effects are indepen-
dent and should be accounted for in different ways by models of written word processing.
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posed of single-letter graphemes (here, E and A). Indeed,
while readers have to process EA as a unit, they also have
to inhibit the potential simultaneous activation of the
single-letter graphemes E and A (Lange, 2002; Peereman,
Brand, & Rey, in press; Rey, Ziegler, & Jacobs, 2000).
Processing a letter sequence that incorporates a multi-
letter grapheme might, therefore, provoke either a com-
petition between multi- and single-letter graphemes or
competition between phonemes that have been activated
by these different graphemes.
Due to this competition between different levels of
processing units, one should observe longer processing
times for words containing multiletter graphemes, com-
pared with words composed essentially of single-letter
graphemes. This result has, indeed, been described re-
cently with skilled English adult readers in a nonword
naming experiment (Rastle & Coltheart, 1998) and in a
perceptual identification task done with English and
French words (Rey, Jacobs, Schmidt-Weigand, & Ziegler,
1998). Although the effect has not been interpreted in
the same way in these two studies, both indicate that the
presence of multiletter graphemes produces a process-
ing cost relative to single-letter graphemes in the reading
system, even for skilled readers.
The second obstacle in reading mentioned above is the
multiple print-to-sound associations problem. In alpha-
betic languages like English, there are many cases in
which the same sequence of letters is pronounced in dif-
ferent ways. For example, the grapheme EA is pronounced
/i/ in BEACH, whereas it is pronounced /e/ in BREAD. The
same printed unit is in this case associated with different
phonological units, and these multiple associations might
generate another kind of processing competition.
This problem has, however, been addressed in different
ways in the experimental literature (e.g., Glushko, 1979;
Jared, 1997; Seidenberg, Waters, Barnes, & Tanenhaus,
1984; Taraban & McClelland, 1987). The differences be-
tween these approaches result from the kind of linguis-
tic units that have been considered and the theoretical
frameworks chosen by these researchers. Glushko pro-
posed to study the effect of multiple print-to-sound as-
sociations for a subsyllabic linguistic unit called the
body, which is composed of the vowel and the coda con-
sonants of a syllable (e.g., ASP in GRASP or EAD in BREAD).
He found that low-frequency words with inconsistent
bodies (i.e., having multiple pronunciations) are pro-
cessed less rapidly than are consistent words. More re-
cently, Jared (1997) revised this notion by demonstrating
that the critical factor for observing consistency effects
is to consider the difference between the frequency of
friends (other words that have the target’s orthographic
body and the same pronunciation of it) and the frequency
of enemies (other words that have the target’s ortho-
graphic body but a different pronunciation of it). She
found that words were processed less rapidly if their
body had high-frequency enemies and low-frequency
friends. This result indicates that the problem of multiple
print-to-sound associations is modulated by the differen-
tial strength of these associations (see also Jared, 2002).
Alternatively, other studies considered the multiple-
associations problem at the level of graphemes and intro-
duced the notion of regularity (e.g., Coltheart, 1978; Colt-
heart et al., 1993; Cooltheart et al., 2001). The most
frequent association between a grapheme and a phoneme
is defined in these studies as the regular pronunciation of
this grapheme. In several experiments, it was reported that
low-frequency irregular words (i.e., words containing a
grapheme with a rare pronunciation) were processed less
rapidly than were regular words (e.g., Seidenberg et al.,
1984; Taraban & McClelland, 1987). In a sense, the de-
finition of regularity is similar to the definition of con-
sistency given by Jared (1997). Multiple associations
cause a processing problem when a word’s unit has one
higher frequency enemy (for graphemic regularity) or
has a set of high-frequency enemies (for body consis-
tency). In both cases, apart from the choice of ortho-
graphic unit, the crucial factor is the existence of at least
one stronger association from orthography to phonology.
Whether the consistency of the body or the regularity of
graphemes produces processing problems for the reading
system will not be directly debated in this article (see
Coltheart et al., 2001, and Plaut et al., 1996, for opposite
views on this issue). Here, we decided to restrict our
analysis of the multiple-associations problem to the level
of graphemes and to maintain constant the body consis-
tency of our test items.
Together, these two print-to-sound problems—namely,
the graphemic complexity problem and the multiple print-
to-sound associations problems—provide important con-
straints for modeling word recognition. There remain,
however, two related issues that need to be clarified.
First, it might be possible that the multiletter grapheme
effect that has been reported recently (Rastle & Coltheart,
1998; Rey et al., 1998) reflects in fact a multiple print-to-
sound associations problem. Indeed, words with multi-
letter graphemes like BREAD might be responded to less
rapidly than words composed of single-letter graphemes
like GRASP, because multiletter graphemes like EA are as-
sociated to several phonemes. Since no index of regular-
ity or consistency was controlled in experiments show-
ing a multiletter grapheme effect for words, this effect
could therefore be interpreted as a multiple print-to-sound
association’s effect. Experiment 1 was conducted to ver-
ify whether a multiletter grapheme effect remains when
words are controlled for graphemic regularity and body
consistency.
The second question concerns the relation between the
multiletter grapheme effect and the multiple-associations
effect. In principle, these effects should be independent
because they are theoretically due to different processing
difficulties. The multiletter grapheme effect results from
competition between multiletter graphemes and single-
letter graphemes, whereas the multiple-associations effect
is related to the wrong activation of a phoneme that is more
frequently associated with a given grapheme. One should
therefore observe cumulative effects of graphemic com-
plexity and multiple associations: Processing times should
be longer for irregular words with multiletter graphemes,
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as compared with regular words composed of single-letter
graphemes. This prediction was tested in Experiment 2
with a perceptual identification task and in Experiment 3
with a naming task.
For testing the hypotheses of Experiments 1 and 2, we
used the same experimental paradigm as in Rey et al.
(1998)—namely, a perceptual identification task. In this
task, participants are presented with a black computer
screen from which words emerge progressively. This
progressive increase in a word’s visibility is done by
changing the word’s color from black to various types of
gray and finally to white. Participants simply press the
space bar of the keyboard as soon as they have identified
the word. They are then asked to enter the identified
word on the keyboard. The elapsed time between the be-
ginning of the increase in a word’s visibility and the
pressing of the space bar is the dependent variable and is
considered a word’s identification time. An interesting
feature of this experimental paradigm therefore is that
no phonological output is produced contrary to the stan-
dard naming task. This has major consequences for test-
ing computational models of visual word recognition.
Indeed, if the graphemic complexity and the multiple-
associations effects are observed in this paradigm, any
interpretation of these effects in terms of phonological
output appears to be inadequate in the present situation.
EXPERIMENT 1
Method
Participants. Twenty-three undergraduate students at Harvard
University participated in the experiment. All were native English
speakers and had normal or corrected-to-normal vision.
Stimuli and Apparatus. Two groups of 15 monosyllabic En-
glish five-letter words were selected (see Appendix A). One group
contained words composed of three phonemes (e.g., TEETH Æ /tiθ/ )
and the other group contained words composed of five phonemes
(e.g., CRISP Æ /krsp/ ). Frequency was estimated using the CELEX
frequency count (Baayen, Piepenbrock, & Gulikers, 1995). The two
groups were matched for word frequency (7.1 vs. 7.2 occurrences
per million for three- and five-phoneme words, respectively), summed
bigram frequency (4,812 vs. 5,139 occurrences per million), or-
thographic neighborhood density (2.13 vs. 2.53), number of higher
frequency neighbors (1.47 vs. 1.67), and phonological neighbor-
hood density (1.93 vs. 1.6). t tests were systematically conducted in
order to verify that the two word groups did not differ on the pre-
ceding set of variables and that none of these tests reached signifi-
cance (all ts  1). All words were regular according to Coltheart’s
(1978) set of rules and were feedforward consistent, their ortho-
graphic rimes being always pronounced in the same way.
The experiment was controlled by an IBM PC 486 DX2 com-
puter. The stimulus words were typed in lowercase. The experiment
was run in a darkened room that was lit with a lamp placed behind
the participants. The contrast of the screen was set at its maximum;
that is, the background was as dark as possible. Stimulus lumi-
nance, on the other hand, was set to be as high as possible.
Procedure. Each trial began with a 1-sec presentation of a fixa-
tion mark (“”) in the center of the screen. The fixation mark was
replaced by the target word, which was written in black (i.e., com-
pletely invisible, the background also being black). The luminance
of the target word was then progressively increased by modifying
the color of the target word. This was done by incrementing every
100 msec the values of the RGB (red, green, blue) counters of one
unit. Thus, every counter was set at 0 at the beginning. After 100 msec,
the red counter was set at 1 (the green and blue counters still being
at 0). After 200 msec, the RGB counters were at 1–1–0, respec-
tively. After 300 msec, the RGB counters were at 1–1–1, after
400 msec, the RGB counters were at 2–1–1, and so forth. As soon
as the participants could identify the target word, they interrupted
the luminance-increasing process by pressing the space bar. Then,
the item was replaced by a pattern mask and participants were asked
to enter what they had seen by using the keyboard. After this, they
pressed the “return” key, and the screen remained black for 500 msec
until the next trial started. For each trial, response time was recorded
(that is, the time interval between the onset of the luminance-
increasing procedure and the pressing of the space bar). Participants
were instructed to stress accuracy rather than speed.
Results
Mean correct response times and error rates for the
three experimental conditions are reported in Table 1.
The trimming procedure excluded six data points greater
than three SDs above and below the participants’ overall
mean response time (four were from the three-phoneme
condition and two from the five-phoneme condition).
Analyses of variance (ANOVAs) were conducted, with
target type (three or five phonemes) as the independent
within-participants variable, using both participants (F1)
and items (F2) as random factors.
For response times, the main effect of target type was
significant [F1(1,22)  11.03, p  .01; F2(1,28)  9.72,
p  .01]. Response times were 49 msec faster for five-
phoneme words (2,900 msec), compared with three-
phoneme words (2,949 msec). For errors, there was no
difference between the two experimental conditions
(both Fs  1).
In order to strengthen the present result, we conducted
a multiple-regression analysis, entering item latencies as
a dependent variable and the number of phonemes (i.e.,
three or five phonemes, the two categories of our exper-
imental manipulation), word frequency, summed bigram
frequency, orthographic neighborhood density, number
of higher frequency neighbors, and phonological neigh-
borhood density, as independent variables. Altogether,
these variables explained 32% of the variance [F(6,23) 
1.8, p  .14]. More importantly, only the number of pho-
nemes explained a unique and significant part of the
variance [t(23)  2.05, p  .05], while other variables
did not (all ts  1).
Discussion
Experiment 1 was designed to verify whether the multi-
letter grapheme effect observed by Rastle and Coltheart
(1998) and Rey et al. (1998) could in fact be interpreted
Table 1
Mean Response Times (RTs, in Milliseconds), Percentages of
Error, and Standard Deviations (SDs) for Words Having Three
or Five Phonemes in Experiment 1
RTs % Error
Words M SD M SD
Three phonemes 2,949 45 0.87 0.48
Five phonemes 2,900 39 1.16 0.54
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as a multiple print-to-sound associations effect. For this
purpose, the same manipulation as in Rey et al. (1998) was
conducted on the number of phonemes with a set of regu-
lar and consistent words. The data indicate that the multi-
letter grapheme effect can be observed independently of
the multiple-associations effect. This result provides addi-
tional evidence for the competition between various levels
of graphemic units during visual word processing.
Although Experiment 1 provides a clear argument fa-
voring the independence of the multiletter grapheme ef-
fect and the multiple-associations effect, another funda-
mental empirical argument would be to observe these
effects simultaneously within the same experiment. Ex-
periment 2 was therefore designed to test the hypothesis
of a cumulative effect of both factors. The multiple-
associations factor was addressed in this experiment by
using the regularity index. Given that regular words are
composed of the most frequent grapheme-to-phoneme
associations and irregular words are composed of at least
one low-frequency grapheme-to-phoneme association,
we selected these categories in order to have two groups
of words varying in their level of print-to-sound associ-
ations. Unfortunately, due to constraints in the linguistic
material, it was impossible to manipulate factorially both
graphemic complexity and regularity. We therefore de-
cided to compare perceptual identification performances
on three groups of words: three-phoneme regular words,
three-phoneme irregular words, and five-phoneme regu-
lar words (given that there were too few five-phoneme ir-
regular words). Note that these three groups were all
feedforward consistent (i.e., their body is always pro-
nounced in the same way).
EXPERIMENT 2
Method
Participants. Twenty-seven undergraduates at Harvard Univer-
sity participated in the experiment. All were native English speak-
ers and had normal or corrected-to-normal vision.
Stimuli and Apparatus. Three groups of 14 monosyllabic En-
glish five-letter words were selected. A first group contained regu-
lar words composed of three phonemes (e.g., SHOAL Æ /ʃəl/; diph-
thongs and affricates are counted as one phoneme; for phonetic
evidence, see Kenstowicz, 1994, p. 46), a second group contained
irregular words composed of three phonemes (e.g., ROUTE Æ /rut/ ),
and a third group contained regular words composed of five pho-
nemes (e.g., CRISP Æ /krsp/ ). Frequency was estimated using the
CELEX frequency count (Baayen et al., 1995). The three groups
were matched as closely as possible for word frequency, summed
bigram frequency, orthographic neighborhood density, number of
higher frequency neighbors, and phonological neighborhood den-
sity (see Appendix B for a detailed description of these statistics).
t tests comparing each group with the other two groups on these
psycholinguistic dimensions did not reveal any significant differ-
ence (all ts  1). Regularity was defined according to Coltheart’s
set of rules (Coltheart et al., 1993). The experiment was controlled
by an IBM PC 486 DX2 computer. The experimental setup and pro-
cedure were identical to that used in Experiment 1.
Results
Mean correct response times and error rates for the three
experimental conditions are reported in Table 2. The
trimming procedure excluded 6 data points greater than
three SDs above and below the participants’ overall mean
response time. These data points were evenly distributed
among the three experimental conditions (i.e., 2–1–3).
ANOVAs were conducted, with target type (three-phoneme
regular, three-phoneme irregular, and five-phoneme regu-
lar) as the independent within-participants variable, using
both participants (F1) and items (F2) as random factors.
For response times, we observed a main effect of tar-
get type [F1(2,52)  5.17, p  .01; F2(2,39)  3.76, p 
.05]. Response times were faster for five-phoneme reg-
ular words (2,872 msec), compared with three-phoneme
regular words (2,908 msec) and three-phoneme irregular
words (2,936 msec). Planned comparisons indicated that
there was a significant difference between three- and five-
phoneme words [F1(1,26)  8.41, p  .01; F2(2,39) 
6.08, p  .05], five-phoneme words being responded to
faster than were three-phoneme words. On the other
hand, there was a significant difference between irregu-
lar words and regular words [F1(1,26)  7.07, p  .01;
F2(2,39)  5.18, p  .05], regular words being responded
to faster than were irregular words. For errors, there was
no difference between the three experimental conditions
(both Fs  1).
As in Experiment 1, two multiple-regression analyses
were conducted in order to verify that both the graphemic
complexity and the regularity effects could not be ac-
counted for by potentially confounded variables. For this
purpose, item latencies were entered in the regressions
as a dependent variable, and the same set of variables as
in Experiment 1 were entered as independent variables
(i.e., word frequency, summed bigram frequency, ortho-
graphic neighborhood density, number of higher fre-
quency neighbors, and phonological neighborhood den-
sity). First, when the number of phonemes was included
in the set of independent variables, these variables ex-
plained altogether 22.8% of the variance [F(6,35) 
1.73, p  .14], but only the number of phonemes ac-
counted for a unique and significant part of the variance
[t(35)  2.42, p  .05]. Second, when a binary variable
coding for regularity was included in the set of indepen-
dent variables, all these variables explained 22.7% of the
variance [F(6,35)  1.72, p  .15], but only regularity
accounted for a unique and significant part of the vari-
ance [t(35)  2.4, p  .05]. These analyses therefore
rule out alternative accounts of the present effects in
terms of confounded variables (at least for the set of vari-
ables that has been considered here).
Table 2
Mean Response Times (RTs, in Milliseconds), Percentages of
Error, and Standard Deviations (SDs) for Three-Phoneme
Irregular Words, Three-Phoneme Regular Words, and Five-
Phoneme Regular Words in Experiment 2
RTs % Error
Words M SD M SD
Three-phoneme irregular 2,936 42 2.9 0.87
Three-phoneme regular 2,908 30 2.4 0.76
Five-phoneme regular 2,872 34 1.9 0.72
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Discussion
While Experiment 1 demonstrated that the graphemic
complexity effect is present when the regularity or the
consistency of print-to-sound associations are controlled,
Experiment 2 further showed that effects of graphemic
complexity and multiple print-to-sound associations can
be observed jointly in the same experiment. This indi-
cates that words with multiletter graphemes take longer
to identify, as compared with words essentially com-
posed of single-letter graphemes, and that additional
processing time is required if one of a word’s graphemes
is not pronounced with the most frequent grapheme-to-
phoneme association.
Apart from the cumulative effect of graphemic com-
plexity and multiple print-to-sound associations, it must
be noted that the present results have been obtained in a
perceptual identification task that does not require any
overt pronunciations from participants. Although phono-
logical representations are likely activated in this para-
digm, participants do not have to overtly pronounce the
target words. Therefore, since reading aloud was not re-
quired, it is possible to rule out any explanation of these
effects at the level of phonological output.
The main difference between a perceptual identifica-
tion task and a naming task comes from response proce-
dures. Whereas the present perceptual identification task
requires a buttonpress and the same motor response on
each trial, reading aloud requires a different output re-
sponse for each word and a different sequence of articula-
tory motor programs. Presumably, graphemic complexity
and multiple print-to-sound effects result from processing
difficulties occurring before the phonological output
level. Therefore, these effects should also be present in a
naming task. This prediction is tested in Experiment 3.
EXPERIMENT 3
The same stimuli as in Experiment 2 were used in Ex-
periment 3. Since the present set of stimuli was not
matched for initial phoneme, a factor that is now known
to affect naming latencies (e.g., Kessler, Treiman, &
Mullennix, 2002; Spieler & Balota, 1997; Treiman, Mul-
lennix, Bijeljac-Babic, & Richmond-Welty, 1995), par-
ticipants systematically performed a delayed naming
task on the same stimuli after the naming experiment.
Delayed naming is supposed to capture variance related
to factors involved in item pronunciation. Latencies ob-
tained in delayed naming can therefore be used as a co-
variate in the analysis of naming latencies in order to
control variance related to output pronunciation.
Method
Participants. Twenty-nine undergraduate students at Harvard
University participated in the experiment. All were native English
speakers and had normal or corrected-to-normal vision.
Stimuli and Apparatus. The same stimuli as in Experiment 2
were used. The experiment was controlled with the PsyScope pro-
gram (Cohen, MacWhinney, Flatt, & Provost, 1993) on a Power
Macintosh computer.
Procedure. The participants systematically performed a naming
task followed by a delayed naming task. The same stimuli were used
in both tasks and were presented in a different random order for
each participant.
In the naming task, a trial started by the presentation of a fixa-
tion point (“:”) for 700 msec. It was followed by a blank screen for
500 msec, and by a target word that remained visible until the par-
ticipant’s response. Words were displayed in the middle of the
screen in 36-point Geneva bold font. Response times were recorded
from the onset of target presentation to the trigger of a voice key.
This sequence was followed by an intertrial interval (ITI) of 1 sec.
The experimenter registered erroneous pronunciations, but no feed-
back was provided during the experiment.
In the delayed naming task, a trial started by the presentation of
a fixation point (“:”) for 700 msec. It was followed by a blank
screen for 500 msec and by a target word that remained visible for
1,500 msec. The same font and size as in the naming task was used
to display target words. The word was followed by a blank screen
for 200 msec and by a go-cue (“*”) that remained on the screen until
the participant’s response. The participants were instructed to pro-
nounce the target word as soon as the cue appeared on the screen.
Response times were recorded from the onset of the cue to the trig-
ger of a voice key. This sequence was followed by an ITI of 1 sec.
Erroneous pronunciations were registered, but no feedback was
provided.
Results
Mean correct response times and error rates for the
three experimental conditions in the naming and delayed
naming tasks are reported in Table 3. In the naming task,
the trimming procedure excluded 13 data points greater
than three SDs above and below the participants’ overall
mean response time. There were 10 outliers in the three-
phoneme irregular condition, 1 in the three-phoneme
regular condition, and 2 in the five-phoneme regular
condition. In the delayed naming task, before applying
the trimming procedure, 2 participants were excluded
due to a high rate of outliers (45% of RTs higher than
1,000 msec) for one of them and a high rate of anticipa-
tions (48% of RTs smaller than 150 msec) for the other.
Because no score was available in delayed naming for
these participants, they were also excluded from the
naming analyses. For the remaining 27 participants, the
same trimming procedure was applied to the delayed
naming data as for naming data. Four outliers were evenly
distributed across conditions (i.e., 2–1–1). ANOVAs were
conducted with target type (same conditions as in the pre-
vious experiment) as the independent within-participants
Table 3
Mean Response Times (RTs, in Milliseconds), Percentages of
Error, and Standard Deviations (SDs) in Naming and Delayed
Naming for Three-Phoneme Irregular Words, Three-Phoneme
Regular Words, and Five-Phoneme Regular Words 
in Experiment 3
Naming Delayed Naming
RTs % Error RTs % Error
Words M SD M SD M SD M SD
Three-phoneme irregular 530 13 1.85 0.7 441 22 0.7 0.4
Three-phoneme regular 511 12 1.85 0.7 444 19 0.7 0.4
Five-phoneme regular 502 10 1.600 0.7 452 25 1.2 0.5
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variable, using both participants (F1) and items (F2) as
random factors.
In the naming task, a main effect of target type on re-
sponse times was only signif icant for participants
[F1(2,52)  12.15, p  .001; F2(2,39)  1.86, p  .17].
Response times were faster for five-phoneme regular
words (502 msec), compared with three-phoneme regu-
lar words (511 msec) and with three-phoneme irregular
words (532 msec). Planned comparisons indicated a sig-
nificant difference between three- and five-phoneme
words in the participant analysis only [F1(1,26)  10.66,
p  .01; F2(1,39)  1.82, p  .19], five-phoneme words
being responded to faster than three-phoneme words.
Similarly, there was a significant difference between ir-
regular words and regular words in the participant analy-
sis only [F1(1,26)  18.13, p  .001; F2(1,39)  3.05,
p  .07], regular words being responded to faster than ir-
regular words. For errors, there was no difference be-
tween the three experimental conditions (both Fs  1).
In the delayed naming task, no difference between the
three experimental conditions was observed on response
times or errors (all Fs  1).
A second ANOVA was conducted on item naming la-
tencies, using delayed naming latencies as a covariate
factor. The nonsignificant effects obtained in the previ-
ous item analyses might indeed be due to an undesirable
source of variance—namely, variance related to pronun-
ciation and articulatory factors. However, this variance is
a priori captured by delayed naming latencies, and these
data can therefore be used as a covariate factor in order
to control for this source of variance. We included de-
layed naming latencies as a covariate, obtaining a main
effect of target type on response times that was, in this
case, significant by items [F2(2,38)  3.49, p  .05].
Similarly, planned comparisons indicated that the differ-
ence between three- and five-phoneme words was mar-
ginally significant by items [F2(1,38)  4.19, p  .05],
and that the difference between irregular words and reg-
ular words was significant by items [F2(1,38)  6.14,
p  .05].
Finally, as in Experiments 1 and 2, two multiple-
regression analyses were computed in order to evaluate
the potential role of confounded variables. Item latencies
were entered in the regressions as a dependent variable
and word frequency, summed bigram frequency, ortho-
graphic neighborhood density, number of higher fre-
quency neighbors, phonological neighborhood density,
and item delayed latencies as independent variables.
When number of phonemes was added to the indepen-
dent variables, all these variables explained 39.9% of the
variance [F(7,34)  3.23, p  .01], but only number of
phonemes and item delayed latencies accounted for a
unique and significant part of the variance [t(34)  2.2,
p  .05 and t(34)  3.29, p  .01, respectively]. Simi-
larly, when regularity was entered in the list of indepen-
dent variables, these variables explained 41.9% of the
variance [F(7,34)  3.5, p  .01], but, again, only regu-
larity and item delayed latencies accounted for a unique
and significant part of the variance [t(34)  2.47, p 
.05 and t(34)  3.26, p  .01, respectively].
Discussion
The main finding of Experiment 3 is that we replicate
the same pattern of results as in Experiment 2, using a
different experimental paradigm; that is, a naming task.
Words with multiletter graphemes are responded to faster
than words consisting of single-letter graphemes only.
Regular words are responded to faster than irregular ones.
These effects of graphemic complexity and multiple
print-to-sound associations are observed jointly and ap-
pear to be cumulative.
These results are consistent with our prediction, since
we assumed that these effects occur before the level of
phonological output and therefore should affect percep-
tual identification and naming latencies in similar ways.
However, it has been shown that naming latencies are
also strongly determined by variables such as the type of
initial phoneme. For example, Spieler and Balota (1997)
found that this phonological output factor explained
29.9% of the variance in a large-scale naming experi-
ment. Conducting a delayed naming task immediately
after the naming task allowed us to control for this fac-
tor since our stimuli were not initially matched on that
dimension. When delayed naming latencies were entered
as a covariate in the ANOVAs, all our effects reached sig-
nificance both for participants and items. This result in-
dicates that, without a model taking into account phono-
logical output factors and determining their influence in
the time course of naming, delayed naming latencies
provide a good means to control for this source of vari-
ance that has not been accounted for so far by current
models of word reading.
GENERAL DISCUSSION
The main finding of Experiments 1–3 concerns the in-
dependence of the graphemic complexity and the multi-
ple print-to-sound associations effects. Experiment 1
shows that the graphemic complexity effect is observed
when graphemic regularity and body consistency are
controlled. This effect, therefore, has an autonomous sta-
tus and is obtained independently of multiple-associations
effects. Experiment 2 provides further empirical evi-
dence in favor of the independence of the two effects
since both are jointly observed in the same experiment.
Experiment 3 replicates and extends these results to the
naming task, indicating that graphemic complexity and
multiple print-to-sound associations affect processing
levels that are shared by perceptual identification and
naming.
An original characteristic of the present data concerns
the experimental paradigm in which they have been ob-
served. Contrary to the classical naming task, the lumi-
nance-increasing paradigm does not require participants
to produce an overt phonological response. Participants
always give the same simple motor response by pressing
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the space bar as soon as they have identified the target
word but do not have to pronounce it. This does not
mean, however, that no phonological information is re-
quired for performing this task. Indeed, just after press-
ing the space bar, the target word disappears from the
screen, and participants have to enter the word they have
identified, using the keyboard. This procedure could be
done only on the basis of the visual and orthographic
short-term memory trace of the word, but more probably,
participants recode it phonologically. Phonology is there-
fore very likely involved at that point.
This has a major consequence for modeling reading
processes and human performance in the present para-
digm. As in the naming task, both orthographic and phono-
logical processes are required and coactivated in the
luminance-increasing paradigm in order to identify the
target word. But, contrary to the naming task, the fact
that no articulation response is required rules out any ex-
planation of the observed effects in terms of phonologi-
cal output or motor programming differences. This is in-
deed a serious limitation of the naming task since many
studies have demonstrated recently that factors related to
the pronunciation of words explain a large amount of
variance in naming (e.g., Kessler et al., 2002; Spieler &
Balota, 1997; Treiman et al., 1995). One advantage of
the present results is to show that graphemic complexity
and regularity effects take place at earlier processing
stages than at stages related to the articulatory-motor
programming of the word.
Another critical feature of these experiments is the
fact that the manipulation of graphemic complexity af-
fected the processing of words in our experiments (see
also Rey et al., 1998) and not only nonwords (e.g., Ras-
tle & Coltheart, 1998). This obviously imposes new con-
straints for modeling. For example, within the frame-
work of the dual-route model (Coltheart et al., 2001;
Rastle & Coltheart, 1998), the graphemic complexity ef-
fect was originally located within the nonlexical route (the
processing route that converts any letter sequence into a
sequence of phonemes by applying a set of grapheme-
to-phoneme conversion rules, i.e., the most frequent
grapheme-to-phoneme associations; Coltheart et al.,
1993; Coltheart et al., 2001). According to this model,
the graphemic complexity effect would be a conse-
quence of the serial letter-by-letter processing performed
within the nonlexical route (for a detailed description of
this account, see Rastle & Coltheart, 1998). This expla-
nation concerned, however, only the processing of non-
words, and it remains to be seen whether or not it could
be extended to words since, in this model, words are pro-
cessed within the lexical route where the orthographic
representation of words is stored and accessed directly
from the letter level.
One possible solution is provided by another assump-
tion of the model, stipulating that the two routes are
working in parallel and that processing of low-frequency
words can be influenced by processing conflicts within
the nonlexical route (this is, in fact, the way the model
accounts for regularity effect). This assumption could
explain why the words used in our experiments display a
graphemic complexity effect since we used words of
low/medium frequency (words in Experiment 1 had a
mean frequency of 7 occurrences per million, while words
in Experiments 2 and 3 had a mean frequency of 12 oc-
currences per million). Given that low-frequency words
are supposed to be accessed less rapidly in the lexical
route, their processing might therefore be slowed down
by the conflicts generated in the nonlexical route with
multiletter graphemes. Computer simulations need to be
done, however, in order to see whether the processing
dynamics of the dual-route model can indeed handle this
graphemic effect on words together with the regularity
effect (in order to account for the results of Experiments
2 and 3).
The present empirical data therefore theoretically sup-
port the processing assumptions of the dual-route model.
But are they also consistent with alternative computa-
tional architectures of reading like the ones proposed by
learning models using the backpropagation algorithm
(e.g., Plaut et al., 1996; Zorzi et al., 1998)? Although
computer simulations would also be necessary to con-
firm our claims, we believe that both of these computa-
tional models can generate the present effects due to
some of their structural properties. In both models, dur-
ing the training phase, the networks indeed learn to es-
tablish associations from orthographic units (which are
slightly different in each model, but these orthographic
coding choices are not crucial for our demonstration) to
phonemic units, and this knowledge is encoded within
connection weights. For example, both models learn to
associate a grapheme like EA with its corresponding pho-
nemic pronunciations in words like BREAD, BREAK, BEACH,
and so forth. EA is more frequently associated with one
of these pronunciations (i.e., the “regular” one). When a
less frequent pronunciation is expected, the networks
will manage to produce the correct phoneme (when learn-
ing of all lexical entries has been completed) but the
more frequently associated phoneme will also be highly
activated (or the probability to produce it will be very
high). If one assumes a response mechanism based on
the relative activation of each phoneme, a difference be-
tween regular and irregular words will obviously emerge.
Although we acknowledge that this verbal description
should be complemented by a detailed computational ac-
count in terms of processing dynamics, rate of learning,
or response accuracy, it indicates that these learning net-
works have inherent problems in establishing and activat-
ing irregular grapheme-to-phoneme associations. Simi-
larly, as they learn to associate the multiletter grapheme
EA with its corresponding possible phonemes, the net-
works also encode associations between single-letter
graphemes E and A and other phonemes in words like
FRESH or GRASS, for example. Here again, after the train-
ing phase, when the letters E and A are presented to-
gether, they will activate not only phonemes associated
to the multiletter grapheme EA but also phonemes asso-
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ciated to the single-letter graphemes E and A. This mul-
tiple phonemic activation can probably account for the
graphemic complexity effect because words with multi-
letter graphemes generate more competing phonemic ac-
tivation than words essentially composed of single-letter
graphemes.
Although both the regularity and graphemic complex-
ity effects seem to be predicted by dual-route and learn-
ing models of reading, the present experiments provide
further arguments concerning the debate on the so-called
consistency effect for which the two categories of mod-
els have different predictions. As indicated in the intro-
duction, the problem of multiple associations between
print and sound has been addressed in two different ways
in the experimental literature. On the one side, Glushko
(1979) and more recently Jared (1997, 2002) have ob-
served that naming latencies were influenced by print-
to-sound consistency of orthographic bodies. It follows
from this view that orthographic bodies must have a spe-
cial status within the reading system or at least that a
model of reading should integrate such an orthographic
unit at some level of processing. This is explicitly the
case in the model of Zorzi et al. (1998), which assumes
a segmentation mechanism that separates a word’s onset
from its orthographic body before spreading activation
from orthographic nodes to phonological nodes. In the
Plaut et al. (1996) model, a similar segmentation mech-
anism is also assumed since orthographic units are orga-
nized following an onset–nucleus–coda scheme at the
orthographic level. Both models can therefore predict
consistency effects because of these segmentation as-
sumptions. For the dual-route model, however, graphemes
are the unique orthographic units that participate in print-
to-sound processes, and orthographic bodies do not have
any status within the model. Demonstrating that ortho-
graphic bodies’ consistency influences naming latencies
would therefore falsify some of the assumptions of the
dual-route model. However, what empirical evidence so
far supports such a view?
The major challenge was to observe a consistency ef-
fect while regularity is controlled. According to Colt-
heart et al. (2001), there exists one clear description of
such an effect by Jared (1997; see also Cortese & Simp-
son, 2000; Jared, 2002). However, when these data were
compared with computer simulations of the dual-route
model, it turned out that the model was in fact able to
capture the consistency effect. A detailed investigation
of the model’s dynamic revealed that the alleged consis-
tency effect was generated within the nonlexical route
and could be attributed to the presence of multiletter
graphemes (called whammies in Coltheart et al., 2001,
and Rastle & Coltheart, 1998). Orthographic body con-
sistency was indeed confounded with graphemic com-
plexity. Of course, although these simulations definitely
provide an alternative explanation of the results, the re-
ported effects could nevertheless still be due to body
consistency and not graphemic complexity. Experiments
manipulating consistency, while controlling for graphemic
complexity on the one hand and manipulating graphemic
complexity while controlling for consistency on the other,
will help to disentangle these alternative explanations.
In the present study, one part of the solution has been
provided since all words were selected as consistent (i.e.,
their orthographic body being always pronounced in the
same way). In this case, a graphemic complexity effect
was repeatedly observed, and it could not be attributed to
body consistency. These data therefore show that the
graphemic complexity effect is independent from the con-
sistency effect. However, in order to give another chance
to the orthographic body hypothesis, we looked at the
number and frequency of friends—that is, the number and
frequency of words sharing the same rime—a variable that
is closer to the one manipulated by Jared (1997, 2002; al-
though, to be precise and according to Jared, it is the rel-
ative strength of friends and enemies that has been shown
to affect naming latencies, response times being longer for
words with few friends and many enemies).
The hypothesis of a confounded factor related to or-
thographic bodies—namely, the number or the frequency
of friends—was tested with data from Experiment 1. We
used the database computed by Ziegler, Stone, and Ja-
cobs (1997) providing for each English rime the number
and summed frequency of words sharing that rime (i.e.,
friends), to calculate these values for each target word.
These analyses revealed that, on average, the number and
frequency of friends was greater for five-phoneme words
compared with three-phoneme words. The difference be-
tween the two experimental groups was significant for
the number of friends [t(28)  4.3, p  .001] and mar-
ginally significant for the summed frequency of friends
[t(28)  1.83, p  .07]. These factors appeared therefore
to be confounded with our experimental manipulation.
However, this hypothesis did not receive support from
a multiple-regression analysis that we conducted on our
dataset. Word identification latencies from Experiment 1
were entered as a dependent variable, and the number of
phonemes (i.e., three and five), the number of friends,
and the summed frequency of friends were entered as in-
dependent variables. These three factors together signif-
icantly explained 28% of the variance [F(3,26)  3.34,
p  .05], but among these factors only one, the number
of phonemes, accounted for a unique and significant part
of the variance [t(26)  2.15, p  .05]. Neither the num-
ber of friends nor the summed frequency of friends reached
significance (all ts  1). The conclusion of these analy-
ses is that, although body-related factors such as number
of friends and summed frequency of friends were found
to be confounded with our experimental manipulation,
these factors did not account for a unique and significant
part of the variance, nor did they cancel the effect of our
experimental manipulations. We can therefore confi-
dently rule out an alternative interpretation of our results
in terms of body-related factors.
To conclude, the present study describes an empirical
clarification concerning the graphemic complexity ef-
fect reported recently (Rastle & Coltheart, 1998; Rey
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et al., 1998). The results of our experiments allow us to
rule out any interpretation of this effect in terms of mul-
tiple print-to-sound associations effects (i.e., regularity or
consistency effects). The effects of graphemic complexity
and regularity were even shown to be cumulative, again
indicating their independence. Finally, while the results
show that a graphemic complexity effect can be observed
while controlling for orthographic body-related factors
(consistency, number, or summed frequency of friends), it
remains to be seen whether or not previously reported ef-
fects of body consistency can still be observed while con-
trolling for graphemic complexity and regularity.
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APPENDIX A
Five-Letter Words Used in Experiment 1
All words are regular (following Coltheart’s [1978] definition) and feedforward consistent.
Three-Phoneme Words
beech, booze, feign, heave, leech, loath, maize, peach, poach, pouch, reign, roach, teeth, waive, weave
Five-Phoneme Words
blink, blunt, brisk, clank, cleft, crest, crisp, crust, frank, frond, grunt, spank, stomp, trump, tract
APPENDIX B
All the words used in Experiments 2 and 3 were feedforward consistent. The three-phoneme irregular words
were bathe, guise, lathe, mauve, niche, pearl, route, seize, sieve, thief, thyme, vague, weird, yearn; the three-
phoneme regular words were baulk, beard, birch, chain, churn, hoard, kneel, lurch, mourn, niece, quirk, shawl,
shoal, whirl; the five-phoneme regular words were blunt, brisk, brunt, cleft, crisp, drift, drops, frond, skulk,
spank, steps, stunt, trump, twist.
Table B1
Mean Values for Independent Variables in Experiments 2 and 3
Summed Orthographic No. Higher Phonological
Word Bigram Neighborhood Frequency Neighborhood
Words Frequency Frequency Density Neighbors Density
Three-phoneme irregular 13.0 4,846 0.79 0.50 0.50
Three-phoneme regular 12.3 4,812 0.79 0.64 0.64
Five-phoneme regular 13.0 4,036 1.07 0.64 0.57
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