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Kapitel 1
Einleitung
Der ¨Ubergang von der klassischen Physik zur Quantenmechanik bedeutete mathematisch die
Hinwendung zur Analyse nichtkommutativer Strukturen. So sind die Theorie der linearen Ope-
ratoren im Hilbertraum und die Theorie der Lie-Gruppen in der Quantenphysik grundlegend.
In den 80er Jahren haben sich zwei eng miteinander verbundene Gebiete der Mathematik und
der mathematischen Physik herausgebildet. Dies ist zum einen die durch Connes’ Pionierarbei-
ten [20] entstandene nichtkommutative Differentialgeometrie. Das zweite große Gebiet ist die
Theorie der Quantengruppen und Quantenra¨ume, die in den fundamentalen Arbeiten von Drin-
feld [28], Jimbo [55], Woronowicz [109], Faddeev [84], Manin [75] und anderen entwickelt
wurde. Es wird allgemein erwartet, dass sich aus diesen beiden Gebieten neue Ansa¨tze und
Techniken zur Lo¨sung fundamentaler Probleme der Physik ergeben werden, wie z. B. zur Ver-
bindung von Quantenfeldtheorie und Gravitation, zum Versta¨ndnis der Raum-Zeit auf kleinen
La¨ngenskalen, Ansa¨tze zur Lo¨sung von Vielteilchenproblemen und integrabler Modelle. Sieht
man die Geometrisierung der Physik in Connes’ Sinne als ein Programm an, so erkennt man,
dass von mathematischer Seite noch viel getan werden muss, um die notwendigen Konzepte
bereitzustellen.
Die Theorie der Quantengruppen besitzt eine Vielzahl von Verbindungen zu anderen Gebieten
der Mathematik, wie etwa zur niedrigdimensionalen Topologie und Knotentheorie [60,61,104],
zu symmetrischen Ra¨umen und speziellen Funktionen [24, 25], zur Darstellungstheorie von
Algebren [65, 85], zur Spektral- und Operatorentheorie [58, 88, 112] und natu¨rlich auch zur
Theorie der Hopfalgebren selbst [2–4]. Die große Zahl von Monographien zu Quantengruppen
[18, 32, 52, 56, 59, 62, 65, 69, 80, 98] spiegelt die mannigfaltigen Verbindungen wider.
Eine Grundidee der nichtkommutativen Geometrie hat ihren Ursprung im Gelfand-Neumark-
Theorem, welches besagt, dass die Kategorie der kompakten Hausdorffra¨ume a¨quivalent ist zur
Kategorie der kommutativen C-Algebren mit Eins. Diese ¨Aquivalenz wird vermittelt durch
den ¨Ubergang vom topologischen Raum zur Algebra der stetigen Funktionen auf diesem Raum.
Viele differentialgeometrische Begriffe lassen sich auf diesem Wege algebraisch formulieren.
So entsprechen etwa Vektorfelder den Derivationen der Algebra, und Zusammenha¨nge in ei-
nem Vektorbu¨ndel entsprechen kovarianten Ableitungen im Modul der Schnitte des Bu¨ndels.
Mitunter gibt es auch mehrere algebraische Formulierungen eines geometrischen Sachverhalts.
Die Idee der nichtkommutativen Geometrie kann man also, vereinfacht ausgedru¨ckt, wie folgt
beschreiben: Die kommutative Funktionenalgebra wird durch eine geeignete nichtkommuta-
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tive Algebra ersetzt, die man als Funktionenalgebra u¨ber einem
”
nichtkommutativen Raum“
interpretiert. Nun sind Lie-Gruppen nicht nur topologische Ra¨ume und Mannigfaltigkeiten, sie
besitzen noch zusa¨tzliche Strukturen wie die Gruppenmultiplikation, das Einselement und das
Inverse. Diese Strukturen widerspiegeln sich auf der Algebrenseite durch das Vorhandensein
eines Koprodukts, einer Koeins und eines Antipoden. Das duale Objekt zur Gruppe ist eine
kommutative Hopfalgebra.
Der Begriff der Quantengruppe ist nicht streng definiert. Es ist vielleicht auch gar nicht sinnvoll,
diesen Begriff festzulegen. Vielmehr hat sich in den letzten Jahren herauskristallisiert, dass die-
se Bezeichnung fu¨r drei große Klassen von Hopfalgebren immer wieder verwendet wird. Das
sind zum einen die Deformationen der Einhu¨llenden von halbeinfachen Lie-Algebren, zum an-
deren die Deformationen der entsprechenden Koordinatenhopfalgebren auf den zugeho¨rigen
Lie-Gruppen und schließlich die kompakten Quantengruppen. Die erstgenannte Klasse geho¨rt
zu den quasitriangula¨ren Hopfalgebren, die Angeho¨rigen der zweiten Klasse sind koquasitrian-
gula¨re Hopfalgebren. Die Theorie der koquasitriangula¨ren Hopfalgebren wurde in den Arbei-
ten von Doi [27], Larson und Towber [63] sowie Drinfeld [29] entwickelt. Diese Klasse von
Hopfalgebren entha¨lt die Grundobjekte, auf die sich die vorliegende Arbeit bezieht, na¨mlich
die Koordinatenhopfalgebren O(G
q
) zu den q-deformierten klassischen Lie-Gruppen.
Von Woronowicz wurden die Quantengruppen schon zeitig als potentielle Tra¨ger einer nicht-
kommutativen Geometrie erkannt [110]. Er entwickelte in [111] eine allgemeine Theorie der
kovarianten Differentialrechnung auf Hopfalgebren, die wie bei Connes [20] auf den Begriff
der Differentialform aufbaut. Woronowicz’ Konzept wurde erstmals von Carow-Watamura et
al. [17] und Jurcˇo [57] auf die vier Serien von q-deformierten Funktionenalgebren auf den klas-
sischen Lie-Gruppen angewandt. Diese Methode wurde spa¨ter verallgemeinert auf beliebige ko-
quasitriangula¨re Hopfalgebren [62, Abschnitt 14.5]. Eine alternative Konstruktion fu¨r Kalku¨le
auf Quantengruppen findet man in der Arbeit von Brzezin´ski und Majid [16]. Zuga¨nge zur Kon-
struktion von nichtkommutativen Differentialkalku¨len auf Quantenra¨umen stammen von Her-
misson [49], Podles´ [81], Schmu¨dgen [89], Sudbery [100] und Wess und Zumino [108]. Auf
Quantengruppen wird die große Zahl der mo¨glichen Differentialkalku¨le durch die Kovarianz-
forderung eingeschra¨nkt; das ist die Vertra¨glichkeit des Differentials mit der Gruppenwirkung.
Allerdings reicht diese Forderung nicht aus, einen kanonischen Kalku¨l auszusondern, wie es in
der klassischen Lie-Theorie der Fall ist. Wegen der Bedeutung der nichtkommutativen Differen-
tialrechnung fu¨r die Entwicklung physikalischer Anwendungen wa¨re es dennoch wu¨nschens-
wert, einen oder einige ausgezeichnete bikovariante Differentialkalku¨le zu haben. Damit ist die
Frage nach einer Klassifikation der bikovarianten Kalku¨le erster Ordnung nahe liegend. Mit
dem Klassifikationsproblem befasst sich eine Reihe von Arbeiten, etwa [6, 44, 70, 87, 90–93].
Allein das Studium und die Klassifikation von Kalku¨len erster Ordnung ist jedoch nicht aus-
reichend fu¨r die Entwicklung einer reichhaltigen Geometrie. Erst die fundierte Kenntnis von
Kalku¨len ho¨herer Ordnung ermo¨glicht eine Verallgemeinerung der klassischen differentialgeo-
metrischen Begriffe, wie etwa Metrik und Zusammenhang. Eine Motivation fu¨r die vorliegende
Arbeit war es, gewisse Konstruktionen auszuzeichnen, etwa aufgrund ihrer Na¨he zum klassi-
schen Objekt, wegen ihrer reichhaltigen Struktur oder wegen ihrer Einfachheit in der Handha-
bung.
7In dieser Arbeit werden zwei Problemkomplexe bearbeitet. Im ersten werden verschiedene
a¨ußere Algebren zu einem vorgegebenen Kalku¨l erster Ordnung miteinander verglichen und
ihre Gro¨ßen explizit berechnet. Der zweite Problemkomplex bescha¨ftigt sich mit der de-Rham-
Kohomologie und dem Hodgeschen Zerlegungssatz fu¨r Quantengruppen.
Das bislang fruchtbarste Konzept, zu einem vorgegebenen kovarianten Kalku¨l erster Ordnung
einen Differentialkalku¨l ho¨herer Ordnung zu konstruieren, ist die von Woronowicz vorgeschla-
gene Konstruktion einer a¨ußeren Algebra. Nur in diesem Fall ist es mo¨glich, die Gro¨ßen der
linksinvarianten und biinvarianten a¨ußeren Algebren (fu¨r die A-Serie) effektiv zu berechnen,
den Laplace-Beltrami-Operator sinnvoll zu definieren und, darauf aufbauend, die de-Rham-
Kohomologie sowie die Hodge-Zerlegung zu bestimmen. Als wesentlich unhandlicher erwiesen
sich die beiden anderen Versionen von a¨ußeren Algebren.
Ein Hauptresultat des ersten Problemkreises ist in den Theoremen 3.11 und 3.12 dargelegt. Es
behandelt die Poincare´-Reihen von a¨ußeren Algebren. Es sei q eine transzendente komplexe
Zahl. Fu¨r Woronowicz’ a¨ußere Algebren u¨ber den Quantengruppen vom Typ A und deren N2-
dimensionale Standardkalku¨le werden die Dimensionen des Raumes der links- bzw. biinvarian-
ten k-Formen berechnet. Wie im klassischen Fall hat der Raum der linksinvarianten k-Formen
die Dimension
 
N
2
k

. Die Algebra der biinvarianten Formen wird als Algebra erzeugt von jeweils
einer biinvarianten (2k   1)-Form, k = 1; : : : ; N . Sie ist graduiert kommutativ. Die ho¨chste
Form ist biinvariant, bis auf Skalare eindeutig bestimmt und hat den Grad N2. Biinvariante
Formen sind geschlossen.
Die entscheidenden Methoden fu¨r die Lo¨sung dieses Problems stammen aus der Theorie der
Iwahori-Hecke-Algebren. Ihre Charaktere, Involutionen, Darstellungen der minimalen zentra-
len Idempotente sowie polynomwertigen Spurfunktionale, in [83] von Ram eingefu¨hrt, wurden
verwendet. Ferner werden einige neue Sa¨tze der Kodarstellungstheorie von Koordinatenhopfal-
gebren bereitgestellt.
Neben Woronowicz’ a¨ußerer Algebra gibt es zwei weitere Mo¨glichkeiten, eine differentielle
Hopfalgebra  ^ =  
=J so zu konstruieren, dass sie einen gegebenen kovarianten Kalku¨l  
erster Ordnung als homogene Komponente ersten Grades entha¨lt. Die universelle a¨ußere Alge-
bra ist die gro¨ßtmo¨gliche Differentialalgebra mit der genannten Eigenschaft. Die quadratische
a¨ußere Algebra ist ein Quotient der universellen a¨ußeren Algebra, und Woronowicz’ a¨ußere Al-
gebra ist wiederum ein Quotient der quadratischen a¨ußeren Algebra. Es stellt sich die Frage, in
welchem Maße diese drei a¨ußeren Algebren voneinander abweichen. Fu¨r die Quantengruppen
vom Typ A wird diese Frage in Theorem 3.13 beantwortet: Es sei q eine transzendente komplexe
Zahl,   einer der Standardkalku¨le und  die biinvariante 1-Form. Dann stimmen die quadrati-
sche a¨ußere Algebra und Woronowicz’ a¨ußere Algebra u¨berein. Fu¨r N  3 und generische
Kalku¨lparameter z sowie fu¨r N = 2 und z2 6= q2, z generisch, stimmen ferner die quadratische
und die universelle a¨ußere Algebra u¨berein. Nur im Fall N = 2 und z2 = q2 ist die Dimension
des Raumes der linksinvarianten 2-Formen des universellen Kalku¨ls genau um 1 gro¨ßer als beim
quadratischen Kalku¨l. Der universelle Kalku¨l entha¨lt die biinvariante 2-Form  ^  zusa¨tzlich.
Faktorisiert man den universellen Kalku¨l nach dieser 2-Form, so erha¨lt man den quadratischen
Kalku¨l. Die Form  ^  ist in der universellen a¨ußeren Algebra zentral. Der universelle Kalku¨l
ist ein innerer Differentialkalku¨l, d. h. d =  ^   ( 1)n ^  fu¨r eine n-Form .
Im Theorem 3.14 werden die quadratische und die universelle a¨ußere Algebra zu den Standard-
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kalku¨len auf den orthogonalen und symplektischen Quantengruppen miteinander verglichen:
Es sei q keine Einheitswurzel und  die biinvariante 1-Form. Dann ist die quadratische a¨ußere
Algebra isomorph zum Quotienten der universellen a¨ußeren Algebra nach dem von ^ erzeug-
ten Ideal. Die 2-Form  ^  ist in der universellen a¨ußeren Algebra zentral, und der universelle
Differentialkalku¨l ist ein innerer.
Fu¨r den Nachweis, dass die universelle a¨ußere Algebra in den betreffenden Fa¨llen echt gro¨ßer
ist als die quadratische a¨ußere Algebra, geben wir eine zusa¨tzliche quadratische Relation im
Quanten-Tangentialraum an. Fu¨r die umgekehrte Richtung, na¨mlich den Nachweis, dass das
zum universellen Kalku¨l geho¨rige Ideal nicht zu klein wird, benutzen wir neue Sa¨tze zu Unter-
Hopf-Bimoduln.
Hopf-Bimoduln nehmen in dieser Arbeit eine zentrale Stellung ein, da sie unter verschiedensten
Gesichtspunkten immer wieder beno¨tigt werden. Zuna¨chst werden sie zur Konstruktion kovari-
anter Differentialkalku¨le erster Ordnung verwendet. Das Tensorprodukt von Hopf-Bimoduln
wird fu¨r die Konstruktion a¨ußerer Algebren benutzt. Um Gro¨ßenvergleiche zwischen ihnen
treffen zu ko¨nnen, werden Unter-Hopf-Bimoduln betrachtet. Schließlich beno¨tigt man zur Kon-
struktion einer -Metrik – der Grundlage fu¨r Kodifferential und Laplace-Beltrami-Operator –
die Begriffe des linksdualen bzw. rechtsdualen Hopf-Bimoduls. Die Resultate dieses ersten Pro-
blemkomplexes sind in den Arbeiten [96, 97] enthalten.
Im zweiten Problemkomplex gehen wir auf die de-Rham-Kohomologie und den Hodgeschen
Zerlegungssatz ein. Wir betrachten hier ausschließlich Woronowicz’ a¨ußere Algebren. Die Fra-
ge nach den de-Rham-Kohomologien wurde bislang nur in wenigen Arbeiten, etwa in [36,110]
und [42, Abschnitt 8], behandelt. Allen betrachteten Fa¨llen liegt die relativ leicht handhabba-
re Quantengruppe SL
q
(2) zugrunde. Die hier verwendeten Methoden versagen jedoch fu¨r die
Quantengruppen GL
q
(N) und SL
q
(N) bei allgemeinem N . Als entscheidendes Mittel, die auf-
tretenden Probleme anzugehen, wurde der Laplace-Beltrami-Operator fu¨r Woronowicz’ a¨ußere
Algebra entwickelt. Die Grundlagen dazu wurden von Heckenberger [41] gelegt. Der Autor hat
den Laplace-Beltrami-Operator modifiziert und die Spektralzerlegung des Laplace-Beltrami-
Operators fu¨r den Fall der Quantengruppe GL
q
(N) bestimmt. Wir skizzieren hier die einzelnen
Schritte der Konstruktion des Laplace-Beltrami-Operators. Ausgangspunkt ist ein Paar zuein-
ander dualer Differentialkalku¨le  
+
und  
 
mit einer -symmetrischen dualen Paarung. Diese
wird zu einer dualen Paarung der Tensoralgebren  

+
und  

 
fortgesetzt. Mit Hilfe des Anti-
symmetrisators und der Schiebepermutationen, die mit der Zopfung konstruiert wurden, wird
auf dem Tensorprodukt  

+


A
 


 
eine Kontraktion definiert. Der Antisymmetrisator und die
Schiebepermutationen
”
mischen“ dabei die Tensorkomponenten so, dass sich die Kontraktion
faktorisieren la¨sst zu einer Kontraktion der a¨ußeren Algebren. Das Kodifferential @ definiert
man mittels Kontraktion mit der biinvarianten 1-Form des dualen Kalku¨ls. Der Laplace-Beltra-
mi-Operator schließlich wird definiert als d @ +@ d. Die beiden Hauptergebnisse dieses Kapi-
tels sind die Aussagen zur de-Rham-Kohomologie der bikovarianten Differentialkalku¨le (Theo-
rem 4.18) sowie der Hodgesche Zerlegungssatz fu¨r die Kalku¨le der A-Serie (Theorem 4.19).
Das Theorem 4.18 besagt folgendes. Es sei q eine transzendente komplexe Zahl, A die Koor-
dinatenhopfalgebra zu einer der Quantengruppen GL
q
(N), SL
q
(N), SO
q
(N) bzw. Sp
q
(N) und
  =  
;z
ein Standarddifferentialkalku¨l mit regula¨rem Parameter z. Dann sind die Einbettun-
9gen von  ^
L
,  
^
R
und  ^
Inv
der links-, rechts- bzw. biinvarianten Formenra¨ume in den Raum  ^
aller Formen Quasiisomorphismen, das heißt, ihre de-Rham-Kohomologien stimmen u¨berein.
Im Falle GL
q
(N) mit einem Kalku¨lparameter z, fu¨r den zNq 2 =  gilt, wobei  eine primi-
tive m-te Einheitswurzel ist, ergibt sich die de-Rham-Kohomologie von  ^ als Tensorprodukt
der biinvarianten de-Rham-Kohomologie mit der Polynomalgebra in den Variablen Dm und
D
 m
. Dabei ist D die Quantendeterminante. Im Falle O
q
(N) erzeugt die Quantendeterminante
ebenfalls zusa¨tzliche Anteile in der de-Rham-Kohomologie.
Entscheidend fu¨r die Existenz dieser Quasiisomorphismen ist, dass der Laplace-Beltrami-Ope-
rator diagonalisierbar ist. Seine Eigenwerte, die vom Deformationsparameter q, dem Kalku¨lpa-
rameter z und zwei integralen dominanten Gewichten abha¨ngen, werden explizit bestimmt.
Dazu wird die Theorie der Pfadalgebren verwendet, wie sie von Leduc und Ram in [64] ent-
wickelt wurde. Wie im klassischen Fall wird die de-Rham-Kohomologie durch harmonische
Formen repra¨sentiert. Jedoch nur im Fall der A-Serie entspricht jeder harmonischen Form eine
de-Rham-Kohomologie. Im Falle der B-, C- und D-Serien sind biinvariante Formen nicht not-
wendigerweise geschlossen. Jede biinvariante Form ist harmonisch; aber fu¨r gewisse Kalku¨lpa-
rameter z gibt es weitere harmonische Formen, die sich aus invarianten Formen und der Quan-
tendeterminante konstruieren lassen.
Das zweite Hauptresultat dieses Problemkreises ist die Hodge-Zerlegung fu¨r die Quantengrup-
pen GL
q
(N) und SL
q
(N) (Theorem 4.19). Ist der Kalku¨lparameter z regula¨r, so la¨sst sich je-
de Form eindeutig zerlegen in die Summe aus einem Rand, einem Korand und einem Koho-
mologierepra¨sentanten. Ferner gilt, analog zum klassischen Fall, dass die folgenden drei For-
menra¨ume u¨bereinstimmen: die biinvarianten Formen, die harmonischen Formen und die de-
Rham-Kohomologie.
Der Laplace-Beltrami-Operator sichert die Existenz der Hodge-Zerlegung. Fu¨r die Eindeutig-
keit wird die Dualita¨t von Differential und Kodifferential sowie die schwache Isomorphie der
beiden Kalku¨le  ^
+
und  ^
 
beno¨tigt. Fu¨r die orthogonalen und symplektischen Quantengruppen
gibt es keine vollsta¨ndige Hodge-Zerlegung. Nur die Elemente, die im Bild des Laplace-Bel-
trami-Operators liegen, gestatten eine eindeutige Zerlegung in Rand und Korand. Die Resultate
dieses Kapitels sind im gemeinsamen Artikel mit Heckenberger [48] festgehalten.
Die Arbeit ist folgendermaßen gegliedert. Im Kapitel 2 werden knapp die Grundlagen fu¨r die
folgenden Kapitel bereitgestellt. In der Regel werden keine Beweise gefu¨hrt, ausgenommen
in Abschnitt 2.2, wo neue Sa¨tze zu dualen Hopf-Bimoduln genannt werden. Die Definitionen
und einfachsten Eigenschaften der Quantengruppen und Quantenvektorra¨ume, wie sie in [84]
eingefu¨hrt wurden, werden kurz umrissen. Die Teilabschnitte 2.1.5 bis 2.1.7 sind den koquasi-
triangula¨ren Bialgebren und Hopfalgebren gewidmet. Im Abschnitt 2.2 wird eine Einfu¨hrung in
die Theorie der Hopf-Bimoduln gegeben. Sie beginnt mit der Beschreibung der Strukturtheorie
von Hopf-Bimoduln. Im Anschluss werden Tensorprodukte von Hopf-Bimoduln, die Tensor-
algebra und der wichtige Begriff der Zopfung (engl. braiding) definiert. Zum Schluss wird auf
duale Hopf-Bimoduln eingegangen. Ein Kriterium fu¨r Unter-Hopf-Bimoduln wird gezeigt. Ab-
schnitt 2.3 beginnt mit der allgemeinen Definition eines kovarianten Differentialkalku¨ls erster
Ordnung. Die damit verbundenen Begriffe wie Quanten-Tangentialraum, !-Abbildung und as-
soziiertes Rechtsideal, werden wiederholt. Die verallgemeinerte Jurcˇo-Konstruktion von biko-
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varianten Differentialkalku¨len auf koquasitriangula¨ren Hopfalgebren wird erla¨utert. Schließlich
wird diese Konstruktion spezialisiert auf die Koordinatenhopfalgebren der Quantengruppen G
q
.
Die explizite Konstruktion der Standardkalku¨le auf Quantengruppen wird hier wiederholt.
Kapitel 3 ist den a¨ußeren Algebren und Differentialkalku¨len ho¨herer Ordnung gewidmet.
Zuna¨chst werden die drei Arten von a¨ußeren Algebren zu einem gegebenen Kalku¨l erster Ord-
nung definiert. Im zweiten Abschnitt sind die Hauptresultate dargelegt, welche die Gro¨ßen-
vergleiche beru¨hren. Im etwas gro¨ßeren Abschnitt 3.3 werden wichtige Begriffe und Sa¨tze aus
der Theorie der Hecke-Algebren bereitgestellt, und einige neue Sa¨tze werden erga¨nzt. Einige
Fakten zur Kodarstellungstheorie von Koordinatenhopfalgebren werden gezeigt.
Fu¨r die Beweise von Theorem 3.13 und Theorem 3.14 werden einige Eigenschaften von Unter-
Hopf-Bimoduln verwendet, die in Abschnitt 3.6.1 bewiesen werden. Die obere Abscha¨tzung der
Gro¨ße des universellen Kalku¨ls ist recht technisch und wurde daher in den Anhang B verscho-
ben.
Im Kapitel 4 steht der Laplace-Beltrami-Operator im Mittelpunkt. In den ersten beiden Ab-
schnitten werden die Begriffe -Metrik, Kontraktion, Kodifferential und Laplace-Beltrami-
Operator eingefu¨hrt und erste einfache Eigenschaften abgeleitet. Es wird gezeigt, dass das Dif-
ferential und das Kodifferential bezu¨glich der -Metrik zueinander dual sind. Im Abschnitt 4.3
werden zuna¨chst die beiden Hauptresultate Theorem 4.18 und Theorem 4.19 genannt. Im An-
schluss daran wird die Spektralzerlegung des Laplace-Beltrami-Operators bestimmt, seine Ei-
genwerte werden berechnet. Insbesondere werden diejenigen integralen dominanten Gewichte
ermittelt, bei denen der Eigenwert Null wird. Der Beweis von Theorem 4.18 wird hier beendet.
Im letzten Abschnitt dieses Kapitels wird der Hodgesche Zerlegungssatz bewiesen. Dazu wird
der Begriff homomorpher Differentialkalku¨le eingefu¨hrt und gezeigt, dass die Standarddiffe-
rentialkalku¨le  ^
+
und  ^
 
diese Eigenschaft besitzen.
Im Anhang A werden die wichtigsten Formeln zum Rechnen mit ^R-Matrizen bereitgestellt.
Der graphische Kalku¨l wird erla¨utert. Anhang B ist vollsta¨ndig dem Beweis von Lemma 3.38
gewidmet.
Wir beenden die Einleitung mit dem Auflisten von Konventionen. Als Grundko¨rper dient
der Ko¨rper C der komplexen Zahlen. Alle Vektorra¨ume, Algebren, Bialgebren usw. seien C-
Vektorra¨ume, C-Algebren, C-Bialgebren usw. Mit Hom(V;W ) wird der Raum der C-linearen
Abbildungen von V nach W bezeichnet. Ferner sei End(V ) = Hom(V; V ). Das Tensorpro-
dukt 
 bedeutet stets 

C
. Die lineare Hu¨lle einer Menge fa
i
j i 2 Kg sei ha
i
j i 2 Ki. Mit
A werden stets Bialgebren bezeichnet. Der Dualraum von A sei A, die duale Hopfalgebra
zu einer Hopfalgebra A sei AÆ. Falls nicht ausdru¨cklich etwas anderes festgelegt wird, wer-
den Moduln, Bimoduln und Komoduln stets u¨ber dem Ring A betrachtet. Das Koprodukt, die
Koeins und die Antipodenabbildung von A werden mit , " bzw. mit S bezeichnet. Ferner
ist ea := a   "(a)1 und eB := feb j b 2 Bg fu¨r jede Teilmenge B  A. Insbesondere ist
ker " =
e
A. Es sei v = (vi
j
)
i;j2K
eine (endlichdimensionale) Matrixkodarstellung von A, d. h.
(v
i
j
) =
P
k
v
i
k

 v
k
j
und "(vi
j
) = Æ
ij
(Kronecker-Symbol). Dann bezeichnen wir die lineare
Hu¨lle der Matrixelemente von v mit C(v) = hvi
j
j i; j 2 Ki. Mit vc sei die kontragredien-
te Kodarstellung zu v bezeichnet, wobei (vc)i
j
= S(v
j
i
). Auch fu¨r eine Darstellung f von A
sei f c wie oben definiert. Fu¨r den Verflechtungsraum zweier Matrixkodarstellungen v und w,
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auch Morphismen- oder Intertwiningraum genannt, wird das Symbol Mor(v;w) verwendet.
Mor(v) steht fu¨r den Raum Mor(v; v). Auch im Falle von Matrixdarstellungen f und g von
A wird diese Bezeichnung Mor(f ; g) fu¨r den Morphismenraum benutzt. Die transponierte Ab-
bildung zu einer linearen Abbildung A sei At, trA sei die Spur von A, und rgA sei der Rang
von A. Fu¨r die Einheitsmatrix wird der Buchstabe I reserviert. Die Einbettung I
k 1
T 
 I
l
einer linearen Abbildung T 2 End(V
V ) in den Raum End(V 
k+l+1) mit k  1 und l  0
wird mit T
k;k+1
, mitunter auch einfach mit T
k
, bezeichnet. Ist nichts Gegenteiliges vereinbart,
so benutzen wir die Einsteinsche Konvention der Summation u¨ber doppelt auftretende Indizes
in unterschiedlichen Faktoren eines Terms. Die komplexe Zahl q sei stets von Null verschie-
den und keine Einheitswurzel. Weitere Eigenschaften, wie etwa die Transzendenz, werden ex-
plizit erwa¨hnt. Es werden die q-Zahlen [[N ]]
q
:= (q
N
  q
 N
)=(q   q
 1
) verwendet. Ferner
sei q^ := q   q 1. In der gesamten Arbeit kommt die Sweedler-Notation fu¨r das Koprodukt
(a) = a
(1)

 a
(2)
sowie fu¨r Strukturabbildungen von linken Komoduln 
L
() = 
( 1)

 
(0)
und rechten Komoduln 
R
() = 
(0)

 
(1)
zur Anwendung. Ist B ein A-Bimodul, dann heißt
die Abbildung b / a := S(a
(1)
) b a
(2)
, a 2 A, b 2 B, rechtsadjungierte Wirkung von A auf B.
Innerhalb eines Kapitels werden Lemmata, Sa¨tze, Theoreme und Folgerungen in gemeinsamer
Za¨hlung fortlaufend nummeriert. Jeweils separat geza¨hlt werden Definitionen, Bemerkungen
und Beispiele. Das Ende einer Bemerkung bzw. eines Beweises wird mit dem Symbol 2 bzw.
angezeigt.
Die Abfassung der Habilitationsschrift wurde erst ermo¨glicht durch die langja¨hrige Un-
terstu¨tzung der Deutschen Forschungsgemeinschaft. Diese Fo¨rderung begann vor der Promo-
tion mit den DFG-Projekten
”
Lie-Theorie: Harmonische Analyse“ und
”
Quantengruppen“ und
setzte sich fort mit der Vergabe eines Habilitandenstipendiums und der Aufnahme ins Gradu-
iertenkolleg
”
Analysis, Geometrie und ihre Verbindung zu den Naturwissenschaften“.
Ich danke meinem Doktorvater Konrad Schmu¨dgen fu¨r die Initiierung der oben genannten DFG-
Projekte, fu¨r die Anregung zu diesem Thema und seine Unterstu¨tzung in vielen Detailfragen.
Ein besonderer Dank gilt meinem Kollegen und Freund Istva´n Heckenberger. Ohne den Gedan-
kenaustausch mit ihm wa¨re diese Arbeit in dieser Form nicht entstanden.
Fu¨r viele interessante Gespra¨che und Hinweise danke ich Tony Sudbery, Shahn Majid, Arun
Ram, Rainer Matthes und Martin Welk. Fu¨r die Unterstu¨tzung im Graduiertenkolleg danke ich
Hans-Bert Rademacher. Ich danke Martin La¨uter fu¨r aufmerksames Korrekturlesen.
Meiner Frau und meinem großen Sohn danke ich fu¨r ihr Versta¨ndnis in der Zeit, in der ich mich
rar machte.
Schließlich sei auch allen, die diese Arbeit in dieser oder jener Form gefo¨rdert haben und hier
nicht genannt werden ko¨nnen, an dieser Stelle herzlich gedankt.
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Kapitel 2
Grundlagen
2.1 Quantengruppen
In diesem Kapitel werden die Definitionen und die wichtigsten Eigenschaften der quantisierten
Koordinatenalgebren zu den klassischen einfachen Lie-Gruppen wiederholt. Dabei beziehen
wir uns auf die grundlegende Arbeit von Faddeev, Reshetikhin und Takhtadzhyan [84].
2.1.1 Die FRT-Bialgebra
Es sei V = CN , N  2 der N -dimensionale komplexe Vektorraum und fe
i
j i = 1; : : : ; Ng sei-
ne Standardbasis. Ferner sei ^R 2 End(V 
 V ) ein Endomorphismus mit der Matrixdarstellung
^
R = (
^
R
ij
mn
), i; j;m; n = 1; : : : ; N . Mit Chui
j
i bezeichnen wir die freie Algebra, die von den
N
2 Generatoren ui
j
, i; j = 1; : : : ; N erzeugt ist. Ferner sei I das von den N4 Elementen
I
ij
mn
:=
^
R
ij
kl
u
k
m
u
l
n
  u
i
k
u
j
l
^
R
kl
mn
; i; j;m; n = 1; : : : ; N
erzeugte zweiseitige Ideal vonChui
j
i. Es seiA( ^R) die FaktoralgebraChui
j
i=I, d. h. die von den
Elementen ui
j
, i; j = 1; : : : ; N und den Relationen
^
R
ij
kl
u
k
m
u
l
n
= u
i
k
u
j
l
^
R
kl
mn
; i; j;m; n = 1; : : : ; N (2.1)
erzeugte Algebra. Die N  N -Matrix u = (ui
j
) der Generatoren heißt Fundamentalmatrix
von A( ^R). In Matrixschreibweise kann man die obigen Relationen wie folgt aufschreiben:
^
Ru
1
u
2
= u
1
u
2
^
R. Wir zitieren [84, Theorem 1]:
Satz 2.1 Es gibt eine eindeutig bestimmte Bialgebrenstruktur auf der Algebra A( ^R) mit
(u
i
j
) =
X
k
u
i
k

 u
k
j
und "(ui
j
) = Æ
ij
; i; j = 1; : : : ; N:
Die Bialgebra A( ^R) heißt FRT-Bialgebra zur linearen Transformation ^R.
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2.1.2 Quantenvektorra¨ume
Wie im vorigen Abschnitt sei ^R eine komplexe N2  N2-Matrix; A( ^R) sei die zugeho¨rige
FRT-Bialgebra.
Die beiden Grundideen zur Konstruktion der Koordinatenalgebra bzw. der a¨ußeren Algebra
u¨ber einem Quantenvektorraum CN
q
sind die Folgenden. Erstens soll eine Z-graduierte Alge-
bra konstruiert werden, deren homogene Komponenten dieselben Dimensionen haben wie die
entsprechenden nichtdeformierten Objekte (Polynomalgebra in N Variablen bzw. a¨ußere Alge-
bra in N Variablen). Zweitens sollen die Algebren unter den Kowirkungen der entsprechenden
Hopfalgebren O(G
q
) kovariant sein.
Es sei f 2 C[x] ein komplexes Polynom. Die Algebra X(f ; ^R) ist definiert als Faktoralgebra
der freien Algebra Chx
1
; : : : ; x
N
i nach den N2 Relationen
f(
^
R)
kl
ij
x
k
x
l
= 0; i; j = 1; : : : ; N: (2.2)
Fasst man x = (x
1
; : : : ; x
N
)
t als Spaltenvektor auf, dann kann man die obigen Relationen in
Matrixschreibweise wie folgt darstellen:
f(
^
R)x
1
x
2
= 0:
Wir zitieren das entsprechende Resultat aus [84, Theorem 2] (mit der Vertauschung von linken
und rechten Komoduln) bzw. [62, Proposition 4].
Satz 2.2 Es sei A eine Bialgebra, die eine Faktoralgebra der FRT-Bialgebra A( ^R) ist. Dann
gibt es einen eindeutig bestimmten Algebrenhomomorphismus ' : X(f ; ^R)! X(f ; ^R)
A mit
'(x
i
) =
X
k
x
k

 u
k
i
; i = 1; : : : ; N:
Auf diese Weise wird X(f ; ^R) eine rechte Komodulalgebra u¨ber A.
2.1.3 Die Quantengruppen GL
q
(N) und SL
q
(N)
In diesem Abschnitt sei ^R die folgende komplexe Matrix [84, Abschnitt 1.4]
^
R
ij
mn
= q
Æ
ij
Æ
in
Æ
jm
+ (q   q
 1
)Æ
i<j
Æ
im
Æ
jn
; (2.3)
wobei Æ
i<j
= 1 ist, wenn i < j, und sonst Null. Wir wollen annehmen, dass q2 6=  1, also
[[2]]
q
6= 0. Die Matrix ^R ist symmetrisch. Sie erfu¨llt die Hecke-Bedingung
(
^
R   qI)(
^
R + q
 1
I) = 0 (2.4)
und die Zopfrelation ^R
12
^
R
23
^
R
12
=
^
R
23
^
R
12
^
R
23
inCN
CN
CN . Sie besitzt die folgende Spek-
tralzerlegung
^
R = q
^
P
+
  q
 1
^
P
 
;
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wobei
^
P
+
=
1
[[2]]
q
(
^
R + q
 1
I) und ^P  = 1
[[2]]
q
( 
^
R + qI) (2.5)
orthogonale Idempotente sind.
Es seien f(t) = t   q und g(t) = t + q 1. Dann heißen O(CN
q
) := X(f ;
^
R) und (CN
q
) :=
X(g;
^
R) Koordinatenalgebra bzw. a¨ußere Algebra des Quanten-Vektorraumes CN
q
. Man be-
achte, dass f( ^R) bzw. g( ^R) gerade die Faktoren in (2.4) sind, d. h., sie stellen Vielfache von
^
P
  bzw. von ^P+ dar. Die Algebra O(CN
q
) hat die Generatoren x
1
; : : : ; x
N
und die erzeugenden
Relationen x
i
x
j
= qx
j
x
i
fu¨r i < j. Die Algebra (CN
q
) ist erzeugt von den N Generatoren
y
1
; : : : ; y
N
und den Relationen y2
i
= 0, i = 1; : : : ; N und y
i
y
j
=  q
 1
y
j
y
i
fu¨r alle i < j. Wir
bezeichnen die homogenen Komponente n-ten Grades einerN
0
-graduierten AlgebraB mitB
n
,
also B =
L
n0
B
n
. Da ' den Raum X(f ; ^R)
n
invariant la¨sst fu¨r alle n 2 N
0
, definiert die
Einschra¨nkung '
n
von ' auf diese homogene Komponente eine Unterkodarstellung. Wie im
klassischen Fall ist dim(CN
q
)
N
= 1, etwa (CN
q
)
N
= Cv mit v = y
1
   y
N
. Daher existiert
ein eindeutig bestimmtes gruppenartiges Element D 2 A( ^R), so dass '(v) = v 
 D. Dieses
Element heißt Quantendeterminante von A( ^R). Das Element D ist zentral und gruppenartig
in A( ^R), und ist q keine Einheitswurzel, so wird das Zentrum von D erzeugt. Eine explizi-
te Beschreibung der Quantendeterminante liefert der q-antisymmetrische Tensor ("
~{
). Es ist
"
~{
= "
i
1
:::i
N
= ( q)
`(~{)
, falls~{ eine Permutation von f1; : : : ; Ng ist, und "
~{
= 0 sonst. Dabei ist
`(~{) die Anzahl der Inversionen der Permutation~{. Dann gilt
D =
X
~{
"
~{
u
i
1
1
  u
i
N
N
: (2.6)
Das Element U :=
P
i
q
 2i
u
i
i
heißt Quantenspur von u. Es ist, bis auf Vielfachheit, das einzige
Ad
R
-invariante lineare Element von A.
Definition 2.1 Die Koordinatenhopfalgebra der Quantengruppe GL
q
(N) ist die zentrale Er-
weiterung vonA( ^R) mit dem InversenD 1 der QuantendeterminanteD. Genauer, O(GL
q
(N))
ist die Faktoralgebra von A( ^R)[t] der Polynome in t mit Koeffizienten in A( ^R) nach dem vom
Element tD  1 erzeugten Ideal.
Somit ist O(GL
q
(N)) die von den N2 + 1 Elementen ui
j
und t erzeugte Algebra mit den erzeu-
genden Relationen (2.1) und
Dt = tD = 1; tu
i
j
= u
i
j
t; i; j = 1; : : : ; N:
In O(GL
q
(N)) gilt t = D 1.
Definition 2.2 Die Koordinatenhopfalgebra der Quantengruppe SL
q
(N), bezeichnet durch
O(SL
q
(N)), ist definiert als der Quotient der FRT-Bialgebra A( ^R) nach dem vom Element
D  1 erzeugten Ideal J:
O(SL
q
(N)) := A(
^
R)=J = O(GL
q
(N))=J: (2.7)
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Um den Antipoden definieren zu ko¨nnen, beno¨tigen wir wie fu¨r klassische Matrizen die Mino-
ren. Wir definieren die Kofaktoren u(i; j) vermo¨ge
u(i; j) = ( q)
i j
X
2S
N 1
( q)
`()
u
1
(1)
  u
j 1
(j 1)
u
j+1
(j+1)
  u
N
(N)
;
wobei  = ((1); (2); : : : ; (j   1); (j + 1); : : : ; (N)) eine Permutation der Zahlen
(1; : : : ; i  1; i+ 1; : : : ; N) ist. Wir zitieren [84, Theorem 4]:
Satz 2.3 Die Algebren O(GL
q
(N)) und O(SL
q
(N)) besitzen eine eindeutig bestimmte Hopfal-
gebrenstruktur, so dass das Koprodukt und die Koeins durch (ui
j
) = u
i
k

 u
k
j
bzw. "(ui
j
) = Æ
ij
gegeben sind. Der Antipode S ist fu¨r O(GL
q
(N)) gegeben durch S(ui
j
) = D
 1
u(i; j) und
S(D
 1
) = D. In O(SL
q
(N)) gilt S(ui
j
) = u(i; j). Ferner ist S2(ui
j
) = q
2i 2j
u
i
j
.
2.1.4 Die Quantengruppen O
q
(N), SO
q
(N) und Sp
q
(N)
Wir tragen hier die Definitionen und einfachsten Eigenschaften der orthogonalen und symplekti-
schen Quantengruppen zusammen. Es seiN3 eine natu¨rliche Zahl. Wir setzen i0 := N + 1  i
fu¨r alle i = 1; : : : ; N . Ferner sei n = N=2, falls N gerade ist und n = (N   1)=2, falls N unge-
rade ist. Zu den Serien B
n
und D
n
geho¨ren die Quantengruppen O
q
(2n+1), SO
q
(2n+1) bzw.
O
q
(2n) und SO
q
(2n). Zur Serie C
n
geho¨rt die Quantengruppe Sp
q
(2n). Wir definieren nun die
Zahlen %
i
,  und 
i
, i = 1; : : : ; N wie folgt. Es sei  = 
i
= 1 fu¨r die Serie B
n
und D
n
. Ferner
seien 
i
= 1 fu¨r i = 1; : : : ; n und  = 
i
=  1 fu¨r i = n+1; : : : ; N fu¨r die Serie C
n
. Wir setzen
(%
1
; : : : ; %
N
) =
8
>
>
<
>
>
:
(n 
1
2
; n 
3
2
; : : : ;
1
2
; 0; 
1
2
; : : : ; n+
1
2
) fu¨r B
n
;
(n; n  1; : : : ; 1; 1; : : : ; n) fu¨r C
n
;
(n  1; n  2; : : : ; 0; 0; 1; : : : ; n + 1) fu¨r D
n
:
(2.8)
Die Werte von %
i
sind durch die folgenden beiden Eigenschaften fu¨r alle drei Serien bestimmt:
es gilt %
i
0
+ %
i
= 0 fu¨r alle i = 1; : : : ; N und %
i
= (N + 1  )=2  i fu¨r i  N=2.
Die Matrix C = (Ci
j
), auch Metrik genannt, ist dann gegeben durch Ci
j
:= 
i
Æ
ij
0
q
 %
i
, und es
gilt B := C 1 = C. Ferner setzen wir Kij
mn
:= B
i
j
C
m
n
. Die ^R-Matrix hat die folgende Gestalt
^
R
ij
mn
= q
Æ
ij
 Æ
ij
0
Æ
in
Æ
jm
+ (q   q
 1
)Æ
m<j
(Æ
im
Æ
jn
 K
ij
mn
): (2.9)
Sie ist symmetrisch und erfu¨llt die folgende kubische Gleichung
(
^
R   q)(
^
R + q
 1
)(
^
R   r
 1
) = 0; (2.10)
wobei r := qN . Ferner gilt die Zopfrelation ^R
12
^
R
23
^
R
12
=
^
R
23
^
R
12
^
R
23
inCN
CN
CN . Wir
wollen voraussetzen, dass (q+q 1)(q r 1)(q 1+r 1) 6= 0. Insbesondere ist dann q q 1 6= 0.
Wir setzen s = 1 + (r  r 1)=(q   q 1). Dann besitzt ^R die folgende Spektralzerlegung
^
R = q
^
P
+
  q
 1
^
P
 
+ r
 1
^
P
0
;
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wobei
^
P
+
=
1
[[2]]
q
(
^
R + q
 1
I  
q   q
 1
qr  1
K);
^
P
 
=
1
[[2]]
q
( 
^
R + qI  
q   q
 1
q
 1
r+ 1
K);
^
P
0
=
1
s
K
paarweise orthogonale Idempotente sind.
Die Hopfalgebra O(SL
q
(N)) war definiert als Quotient der FRT-Bialgebra A( ^R) nach der
zusa¨tzlichen Relation D = 1. In a¨hnlicher Weise werden wir die Hopfalgebren O(O
q
(N)),
O(Sp
q
(N)) und O(SO
q
(N)) definieren. Es zeigt sich, vgl. [62, Lemma 9.12], dass fu¨r alle
i; j = 1; : : : ; N die Elemente
X
n
B
j
0
j
C
n
n
0
u
n
j
u
n
0
j
0
und
X
n
B
i
0
i
C
n
n
0
u
i
n
u
i
0
n
0
u¨bereinstimmen. Wir nennen dieses Element Q. Man zeigt, dass Q zentral und gruppenartig in
A(
^
R) ist.
Definition 2.3 Die Koordinatenhopfalgebra O(O
q
(N)) bzw. O(Sp
q
(N)) ist definiert als der
Quotient der FRT-Bialgebra A( ^R) nach dem vom Element Q  1 erzeugten Ideal.
Wir zitieren [84, Theorem 5]:
Satz 2.4 Die Algebren O(O
q
(N)) und O(Sp
q
(N))besitzen eine eindeutig bestimmte Hopfalge-
brenstruktur mit dem Koprodukt (ui
j
) = u
i
k

 u
k
j
und der Koeins "(ui
j
) = Æ
ij
, i; j = 1; : : : ; N .
Der Antipode S ist fu¨r beide Algebren gegeben durch S(ui
j
) = B
i
i
0
u
j
0
i
0
C
j
0
j
= 
i

j
q
%
j
 %
i
u
j
0
i
0
. Es
gilt S2(u) = D 1uD mit D = BtC.
Das Element U =
P
i;j
D
j
i
u
i
j
heißt Quantenspur der Fundamentalmatrix u. Es ist, bis auf
Vielfachheit, das einzige Ad
R
-invariante lineare Element von A. In Analogie zur Definition der
Koordinatenalgebra und der a¨ußeren Algebra auf dem Quantenvektorraum CN
q
definiert man
auch im Falle der orthogonalen und symplektischen ^R-Matrizen die entsprechenden Koordi-
natenalgebren O( ^R) bzw. a¨ußere Algebren ( ^R). Im Falle der Koordinatenalgebren fordert
man die Relationen ^P x
1
x
2
= 0 und im symplektischen Fall zusa¨tzlich ^P 0x
1
x
2
= 0. Im Falle
der a¨ußeren Algebra sind die definierenden Relationen im orthogonalen Fall ^P+y
1
y
2
= 0 und
^
P
0
y
1
y
2
= 0, wa¨hrend im symplektischen Fall die ^P 0-Relation entfa¨llt. Es stellt sich wiederum
heraus, dass sowohl im orthogonalen wie auch im symplektischen Fall die Menge
fy
m
1
1
y
m
2
2
   y
m
N
N
jm
1
; : : : ; m
N
2 f0; 1g; m
1
+   +m
N
= kg
eine lineare Basis der homogenen Komponente ( ^R)
k
ist. Insbesondere ist dim( ^R)
N
= 1,
und v := y
1
   y
N
entspricht genau einem Element D 2 A( ^R) mit '(v) = v 
 D. Das Ele-
ment D, die Quantendeterminante, ist zentral und gruppenartig in A( ^R). Die Relationen zum
quadratischen, zentralen und gruppenartigen Element Q sind wie folgt, vgl. [39, Abschnitt 5].
Q
N
= D
2 fu¨r die B- und D-Serie und Qn = D fu¨r die C-Serie.
Es gilt also D2 = 1 in O(O
q
(N)) und D = 1 in Sp
q
(N). Die Koordinatenhopfalgebra
O(SO
q
(N)) ist definiert als der Quotient der KoordinatenhopfalgebraO(O
q
(N)) nach dem vom
Element D  1 erzeugten Ideal.
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2.1.5 Koquasitriangula¨re Hopfalgebren
Diese große Klasse von Hopfalgebren umfasst die Standard-Deformationen O(G
q
) der Koordi-
natenhopfalgebren zu den klassischen Lie-Gruppen, wie sie in den obigen Teilabschnitten 2.1.3
und 2.1.4 definiert wurden.
Definition 2.4 Eine koquasitriangula¨re Bialgebra ist eine Bialgebra A zusammen mit einer
Bilinearform r : A  A ! C, so dass die folgenden drei Bedingungen fu¨r alle a; b; c 2 A
erfu¨llt sind:
(i) Die Form r ist bezu¨glich der Faltung invertierbar, d. h., es gibt eine zweite Bilinearform
r : AA! C, so dass
r(a
(1)
; b
(1)
)r(a
(2)
; b
(2)
) = "(a)"(b) = r(a
(1)
; b
(1)
)r(a
(2)
; b
(2)
):
(ii) Die Multiplikation mit vertauschten Faktoren la¨sst sich durch r und r wie folgt beschreiben:
ba = r(a
(1)
; b
(1)
) a
(2)
b
(2)
r(a
(3)
; b
(3)
):
(iii)
r(ab; c) = r(a; c
(1)
)r(b; c
(2)
);
r(a; bc) = r(a
(1)
; c)r(a
(2)
; b):
Wir nennen r die universelle r-Form von A.
Bemerkung 2.1 Die Bedingung (ii) beschreibt in gewissem Sinne, wie stark A von der Kom-
mutativita¨t
”
abweicht“. Sie ist nach Multiplikation von (ii) mit r(a
(4)
; b
(4)
) a¨quivalent zu
r(a
(1)
; b
(1)
)a
(2)
b
(2)
= r(a
(2)
; b
(2)
)b
(1)
a
(1)
:
Die Bedingung (iii) besagt, dass r eine duale Paarung der BialgebrenA undAop (mit vertausch-
ter Multiplikation) definiert. 2
Beispiel 2.1 Jede kommutative Bialgebra ist koquasitriangula¨r mit der trivialen universellen
r-Form r(a; b) = "(a)"(b).
Wir za¨hlen nun einige Grundeigenschaften von koquasitriangula¨ren Bialgebren auf. Die Bewei-
se findet man in [62, Teilabschnitt 10.1.1].
Es sei A eine koquasitriangula¨re Bialgebra mit der universellen r-Form r. Dann gilt fu¨r alle
a; b; c 2 A:
r(a
(1)
; b
(1)
)r(a
(2)
; c
(1)
)r(b
(2)
; c
(2)
) = r(b
(1)
; c
(1)
)r(a
(1)
; c
(2)
)r(a
(2)
; b
(2)
); (2.11)
r(1; a) = r(a; 1) = "(a):
Neben r ist auch rop eine universelle r-Form von A, wobei rop(a; b) := r(b; a).
Eine Hopfalgebra heißt koquasitriangula¨r, falls sie als Bialgebra koquasitriangula¨r ist. Ist A
eine koquasitriangula¨re Hopfalgebra, dann gilt fu¨r alle a; b 2 A:
r(S(a); b) = r(a; b); r(a; S(b)) = r(a; b); r(S(a); S(b)) = r(a; b):
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Wir definieren die linearen Funktionale f und f auf A vermo¨ge
f(a) = r(a
(1)
; S(a
(2)
)) und f(a) = r(S(a
(1)
); a
(2)
); a 2 A:
Dann gilt f f = f f = 1 in A. Der Antipode S von A ist bijektiv, und es gilt fu¨r alle a 2 A:
S
2
(a) = f(a
(1)
) a
(2)
f(a
(3)
):
Andere Formulierungen der obigen Gleichung sind:
f(a
(1)
)S
2
(a
(2)
) = a
(1)
f(a
(2)
) und f(a
(1)
)a
(2)
= S
2
(a
(1)
)f(a
(2)
):
Setzt man in der ersten Gleichung a := S(a) ein und wendet anschließend S 1 an, so hat man
f(S(a
(1)
))a
(2)
= S
2
(a
(1)
)f(S(a
(2)
)):
Bemerkung 2.2 Aus den letzten beiden Gleichungen folgt, dass fu¨r jede Matrixkodarstellung
v = (v
i
j
) sowohl die Matrix
 
f(S(v
i
j
))

als auch
 
f(v
i
j
)

zu Mor(v; vcc) geho¨ren. 2
Duale Paare von Bialgebren. Viele wichtige und interessante Sa¨tze u¨ber Quantengruppen
beno¨tigen fu¨r ihren Beweis eine duale Paarung mit einer geeigneten Unteralgebra des Dual-
raums der zugeho¨rigen Koordinatenhopfalgebra. Wir werden im na¨chsten Abschnitt sehen, dass
fu¨r koquasitriangula¨re Bialgebren eine duale Paarung in natu¨rlicher Weise mit Hilfe der univer-
sellen r-Form gegeben ist.
Definition 2.5 Ein duales Paar von Bialgebren U und A ist eine bilineare Abbildung
h; i : UA! C mit
h(f); a
 bi = hf; abi; hfg; ai = hf 
 g;(a)i;
hf; 1i = "(f); h1; ai = "(a)
fu¨r alle a; b 2 A und f; g 2 U. Die duale Paarung heißt nicht ausgeartet, falls aus hf; ai = 0
fu¨r alle f 2 U folgt, dass a = 0 und falls aus hf; ai = 0 fu¨r alle a 2 A folgt, dass f = 0.
Man zeigt leicht die folgende Tatsache: Ist h; i ein duales Paar von Hopfalgebren U und A,
dann gilt
hS(f); ai = hf; S(a)i; f 2 U; a 2 A:
2.1.6 A( ^R) und O(G
q
) als koquasitriangula¨re Bialgebren
Viele koquasitriangula¨re Bialgebren und Hopfalgebren werden entsprechend dem folgenden
Satz [62, Theorem 10.7] konstruiert.
Satz 2.5 Es sei ^R = ( ^Rab
rs
) 2 C
N
2
N
2
, N  2 eine invertierbare Matrix, die die Zopfrelation
^
R
12
^
R
23
^
R
12
=
^
R
23
^
R
12
^
R
23
auf CN 
 CN 
 CN erfu¨llt. Die FRT-Bialgebra A( ^R) ist dann ko-
quasitriangula¨r. Genauer, es existiert eine eindeutig bestimmte universelle r-Form r auf A( ^R)
mit
r(u
i
j
; u
k
l
) =
^
R
ki
jl
und r(ui
j
; u
k
l
) = (
^
R
 1
)
ik
lj
:
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Um die Koordinatenhopfalgebren O(G
q
) mit einer koquasitriangula¨ren Struktur zu versehen,
beno¨tigen wir einen komplexen Parameter x 2 C zur Normierung der ^R-Matrix, vgl. [62,
Theorem 10.9].
Im folgenden Satz bezeichne ^R, den Serien A, B, C bzw. D entsprechend, eine der Matrizen
(2.3) bzw. (2.9).
Satz 2.6 Die Koordinatenhopfalgebren O(GL
q
(N)), O(SL
q
(N)), O(O
q
(N)), O(Sp
q
(N)) und
O(SO
q
(N)) sind koquasitriangula¨re Hopfalgebren mit einer durch
r
x
(u
i
j
; u
k
l
) = x
 1
^
R
ki
jl
; i; j; k; l = 1; : : : ; N (2.12)
eindeutig bestimmten universellen r-Form r
x
. Dabei ist x im Falle GL
q
(N) ein von Null ver-
schiedener Parameter, xN = q im Falle SL
q
(N), x
2
= 1 in den Fa¨llen O
q
(N), SO
q
(2n) und
Sp
q
(N) und x = 1 im Falle SO
q
(2n+ 1).
Fu¨r die jeweilige Quantengruppe nennen wir die oben angegebenen Parameter x zula¨ssig.
2.1.7 Die `-Funktionale koquasitriangula¨rer Bialgebren
In diesem Abschnitt definieren wir die `-Funktionale, die in natu¨rlicher Weise einer koquasi-
triangula¨ren Bialgebra A zugeordnet sind. Die von ihnen erzeugte Algebra U bildet ein duales
Paar von Bialgebren mit der Bialgebra A. Sie wird spa¨ter zur Konstruktion der bikovarianten
Differentialkalku¨le auf den Quantengruppen G
q
beno¨tigt.
Es sei A eine koquasitriangula¨re Bialgebra mit universeller r-Form r. Fu¨r a 2 A fu¨hren wir die
folgenden linearen Funktionale auf A ein:
`
+
(a) := r(; a); `
 
(a) := r(a; ); `(a)(x) := r(a
(1)
; x
(1)
)r(x
(2)
; a
(2)
); x 2 A: (2.13)
Ist A eine Hopfalgebra, so gilt `(a) = S(` (a
(1)
))`
+
(a
(2)
). Es sei U die von den Funktionalen
`

(a), a 2 A erzeugte Unteralgebra von A0. Dann gilt [62, Proposition 10.11].
Satz 2.7 (i) U ist eine Unterbialgebra der dualen Bialgebra AÆ von A. Die Abbildungen a 7!
`

(a) sind Homomorphismen von Bialgebren Aop nach U. Fu¨r alle a; b; x 2 A gilt
`

(ab)(x) = `

(b)(x
(1)
)`

(a)(x
(2)
);
(`

(a)) = `

(a
(1)
)
 `

(a
(2)
):
(ii) Ist A eine Hopfalgebra, dann ist U eine Unter-Hopfalgebra von AÆ, und es gilt S(`(a)) =
`

(S
 1
(a)), a 2 A. Ferner gelten fu¨r alle a; b 2 A und g 2 AÆ die folgenden Identita¨ten:
(`(a)) = `(a
(2)
)
 S
 
`
 
(a
(1)
)

`
+
(a
(3)
);
`(a) / g = `(a
(2)
) g
 
a
(1)
S(a
(3)
)

;
`(a)`(b) = `(a
(1)
b
(2)
)r(b
(1)
; S(a
(3)
))r(b
(3)
; a
(2)
):
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Kommen wir nun zu den `-Funktionalen zu einer konkreten Matrixkodarstellung v = (vi
j
). Wir
definieren
^
R
ni
jm
:= r(v
i
j
; v
n
m
) (2.14)
und erhalten eine Matrix ^R mit der inversen Matrix ^R 1 gegeben durch ( ^R 1)in
mj
= r(v
i
j
; v
n
m
).
Man erkennt, dass ^R wegen (2.11) die Zopfrelation erfu¨llt, und es gilt ^R 2 Mor(v
v). Wir
definieren nun die Matrizen ` = (`i
j
) und ` = (`i
j
) von linearen Funktionalen auf A u¨ber
`
+i
j
= `
+
(v
i
j
); `
 i
j
= `
 
(v
i
j
); `
i
j
= `(v
i
j
):
Da v eine Kodarstellung von A ist, ist ` eine Kodarstellung von U. Ist A eine Hopfalgebra, so
gilt `i
j
= S(`
 i
k
)`
+k
j
. Aufgrund der Definition (2.14) von ^R sind die Werte der Funktionale `
und ` auf v gegeben durch
`
+i
j
(v
n
m
) =
^
R
in
mj
; `
 i
j
(v
n
m
) = (
^
R
 1
)
in
mj
; `
i
j
(v
n
m
) = (
^
R
2
)
ni
mj
; `
i
j
(S(v
n
m
)) = (
^
R

)
ni
jm
: (2.15)
Satz 2.8 Die oben definierten Matrizen ` und ` erfu¨llen mit R := P ^RP die folgenden Rela-
tionen:

R`
+
1
`
+
2
= `
+
1
`
+
2

R;

R`
 
1
`
 
2
= `
 
1
`
 
2

R;

R`
+
1
`
 
2
= `
 
1
`
+
2

R: (2.16)
`
1
^
R`
1
^
R =
^
R`
1
^
R`
1
: (2.17)
Die Gleichung (2.17) heißt Spiegelungsgleichung (engl. reflexion equation).
2.2 Hopf-Bimoduln
Die Strukturtheorien von einseitig und erst recht von zweiseitig kovarianten Bimoduln (Hopf-
Bimoduln) u¨ber einer Hopfalgebra sind sehr reichhaltig und gestatten eine Vielzahl tiefgreifen-
der Aussagen. Neben der Strukturtheorie von Hopf-Bimoduln beschreiben wir die Konstruk-
tion der Tensoralgebra. Eigenschaften der Zopfung zweier gegebener Hopf-Bimoduln werden
genannt. Das Resultat Satz 2.14 zu dualen Hopf-Bimoduln ist unseres Erachtens neu. Den Ab-
schluss dieses Abschnitts bildet ein Kriterium fu¨r Unter-Hopf-Bimoduln.
2.2.1 Kovariante Bimoduln
Definition 2.6 Ein linkskovarianter Bimodul u¨berA ist ein Bimodul   , der mit der Strukturab-
bildung 
L
:   ! A
   ein linker Komodul ist, und der die Gleichung

L
(ab) = (a)
L
()(b)
fu¨r alle a; b 2 A und  2   erfu¨llt.
Ein rechtskovarianter Bimodul u¨ber A ist ein Bimodul, ausgestattet mit einer rechten Kowir-
kung 
R
:   !   
A derart, dass

R
(ab) = (a)
R
()(b)
fu¨r alle a; b 2 A und  2   gilt.
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Die Elemente des Vektorraumes  
L
:= f! j
L
(!) = 1
!g bzw.  
R
:= f! j
R
(!) = !
 1g
heißen links- bzw. rechtskovariant. Das folgende Lemma beschreibt eine wichtige Projektions-
abbildung fu¨r linkskovariante Bimoduln. Wir zitieren [111, Lemma 2.2]:
Lemma 2.9 Es sei   ein linkskovarianter Bimodul. Dann existiert eine eindeutig bestimmte
lineare Projektion P
L
:   !  
L
derart, dass
P
L
(a) = "(a)P
L
()
fu¨r alle a 2 A und  2   gilt. Die Abbildung P
L
ist gegeben durch P
L
() = S(
( 1)
)
(0)
. Fu¨r
 2   und a 2 A gilt  = 
( 1)
P
L
(
(0)
) und P
L
( a) = S(a
(1)
)P
L
()a
(2)
= P
L
() / a.
Das folgende Strukturtheorem fu¨r kovariante Bimoduln findet man in der Monographie von
Sweedler [101, Theorem 4.1.1] in leicht abgewandelter Form.
Theorem 2.10 (Fundamentalsatz) Es sei   ein linkskovarianter Bimodul. Dann definiert die
Abbildung m : A
  
L
!   , m(a
 ) = a einen Isomorphismus von linkskovarianten Bimo-
duln. Dabei sind die Strukturabbildungen von A
  
L
wie folgt gegeben:
a(b
 )c := abc
(1)

  / c
(2)
;

L
(b
 ) := b
(1)

 b
(2)

 
fu¨r a; b; c 2 A und  2  
L
.
Insbesondere ist jeder linkskovariante Bimodul   ein freier A-Bimodul. Jede lineare Basis von
 
L
ist eine freie A-Linksmodulbasis von   .
Definition 2.7 Ein Hopf-Bimodul u¨ber A (auch bikovarianter Bimodul genannt) ist ein Bimo-
dul   , ausgestattet mit zwei linearen Abbildungen 
L
:   ! A 
   und 
R
:   !   
 A,
so dass ( ;
L
; 
R
) ein Bikomodul ist, d. h., linke und rechte Kowirkung sind miteinander ver-
tauschbar, und es gelten 
L
(a!b) = (a)
L
(!)(b) sowie 
R
(a!b) = (a)
R
(!)(b) fu¨r
alle a; b 2 A und ! 2   .
Die Elemente von  
Inv
=  
L
\  
R
heißen bikovariant.
Bemerkung 2.3 (i) Der Begriff des Hopf-Bimoduls wird in der Literatur [1, 62, 101] in ver-
schiedener Weise verwendet. Das ha¨ngt im Wesentlichen davon ab, welche der vier Strukturab-
bildungen (linke und rechte Modul- und Komodulstrukturen) gerade betrachtet werden. Dabei
sind stets mindestens eine Modul- und eine Komodulstruktur im Spiel, die im oben angegebe-
nen Sinne miteinander vertra¨glich sein mu¨ssen. Bei uns sollen stets alle vier Strukturen pra¨sent
und miteinander vertra¨glich sein.
(ii) Ein rechter A-Modul V , der auch rechter A-Komodul ist und fu¨r den die Bedingung
!
(0)
/ a
(1)

 !
(1)
a
(2)
= (! / a
(2)
)
(0)

 a
(1)
(! / a
(2)
)
(1)
(2.18)
fu¨r alle a 2 A und ! 2 V erfu¨llt ist, heißt (rechts-rechts) Yetter-Drinfeld-Modul. Diese Struktur
wurde erstmals von Yetter [113] untersucht. Hopf-Bimoduln sind als Kategorie mit Tensorpro-
dukt und Zopfung isomorph zu Yetter-Drinfeld-Moduln, siehe [86]. 2
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Von nun an sei   einen Hopf-Bimodul. Als Dimension von   bezeichnen wir die Dimen-
sion des Vektorraumes  
L
seiner linksinvarianten Elemente. Die von uns betrachteten Hopf-
Bimoduln sind stets als endlichdimensional vorausgesetzt. Wir definieren eine linke und rechte
A

-Wirkung auf   wie folgt: Fu¨r  2   und f 2 A seien
f   = 
(0)
f(
(1)
) und   f = f(
( 1)
)
(0)
:
Man nennt sie die linksregula¨re bzw. rechtsregula¨re Darstellung vonA auf   . Wir kommen nun
zum Hauptsatz u¨ber Hopf-Bimoduln [101, Theorem 4.1.1] in der Version von Woronowicz [111,
Theorem 2.4].
Theorem 2.11 Es sei   ein Hopf-Bimodul und f!
i
j i 2 Kg eine Basis des Vektorraumes  
L
.
Dann existieren Matrizen v = (vi
j
), v
i
j
2 A und f = (f i
j
), f
i
j
2 A
Æ derart, dass
(i) v eine Matrixkodarstellung von A ist,
(ii) f eine Matrixdarstellung von A ist,
(iii) 
R
(!
j
) =
P
i
!
i

 v
i
j
und !
i
/ a =
P
j
f
i
j
(a)!
j
:
Ferner gilt die folgende Vertra¨glichkeitsrelation zwischen der Matrixkodarstellung v und der
Matrixdarstellung f :
P
r
v
r
i
(a  f
r
j
) =
P
r
(f
i
r
 a)v
j
r
(2.19)
fu¨r alle a 2 A und i; j 2 K.
Ist umgekehrt f!
i
: i 2 Kg die Basis eines endlichdimensionalen Vektorraumes  
0
und sind
v und f eine Matrixkodarstellung bzw. eine Matrixdarstellung von A mit (2.19), dann gibt es
einen bis auf Isomorphie eindeutig bestimmten Hopf-Bimodul   , so dass  
L
=  
0
und (iii)
gelten.
In dieser Situation benutzen wir die Schreibweise   = (v;f): Die zweite Gleichung in (iii) ist
a¨quivalent zu
!
i
a =
X
j
a
(1)
f
i
j
(a
(2)
)!
j
: (2.20)
2.2.2 Die Zopfung von Hopf-Bimoduln
In diesem Teilabschnitt seien in der obigen Notation   = (v;f) und  = (w; g) Hopf-
Bimoduln u¨ber A. Dann ist das Tensorprodukt  

A
 ebenfalls ein Hopf-Bimodul mit den
folgenden Strukturabbildungen:
a(

A
)b = (a)

A
(b);

R
(

A
) =
X

(0)


A

(0)

 
(1)

(1)
;

L
(

A
) =
X

( 1)

( 1)

 
(0)


A

(0)
(2.21)
fu¨r alle a; b 2 A,  2   und  2 . Das  

A
 entsprechende Paar aus einer Kodarstellung
und einer Darstellung lautet (v
w;f
g). Analog definiert man das Tensorprodukt mehrerer
Faktoren:  
k :=   

A
   

A
  (k Faktoren), falls k  2 und  
 =L
k0
 

k
. Dabei sind
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 

0
= A und  
1 =   . Definitionsgema¨ß ist 
L
= 
R
=  auf A. Dann sind  
k und  

Hopf-Bimoduln.
Eine der interessantesten und wichtigsten Eigenschaften von Hopf-Bimoduln ist sicherlich die
Existenz einer Zopfung. Sie ist durch zwei Eigenschaften charakterisiert: Fu¨r jedes Paar   und
 von Hopf-Bimoduln ist die Zopfung  :   

A
! 

A
  ein Isomorphismus von Hopf-
Bimoduln und  erfu¨llt die Zopfrelation (2.24).
Definition 2.8 Die lineare Abbildung  :   

A
! 

A
  , gegeben durch
(! 

A
) = !
( 2)

(0)
S(
(1)
)

A
S(!
( 1)
)!
(0)

(2)
; (2.22)
heißt Zopfung der Hopf-Bimoduln   und .
Wir geben zwei andere Gleichungen fu¨r  an, die spa¨ter oft benutzt werden. Es gilt fu¨r ! 2  
L
und  2 
L
:
(! 

A
) = 
(0)


A
! / 
(1)
;

 1
(

A
!) = ! /S
 1
(
(1)
)

A

(0)
:
(2.23)
Wir zitieren die Haupteigenschaft der Zopfung [62, Proposition 13.5]:
Satz 2.12 Die durch (2.22) gegebene Abbildung  ist ein Isomorphismus von Hopf-Bimoduln.
Es ist die einzige lineare Abbildung   

A
! 

A
  mit der Eigenschaft
(a! 

A
) = a

A
! fu¨r ! 2  
L
;  2 
R
:
Die Abbildung  erfu¨llt die Zopfrelation auf dem dreifachen Tensorprodukt
( 
 id)(id
)( 
 id) = (id
)( 
 id)(id
): (2.24)
Wir beno¨tigen auch die Koordinatenschreibweise fu¨r die Zopfung. Sind f!
i
g und f
j
g lineare
Basen der Vektorra¨ume  
L
und
L
, dann ist f!
i


A

j
g eine freie Basis des Linksmoduls  

A
.
Dann folgt aus Theorem 2.11 und der Definition von , dass es komplexe Zahlen nk
ij
gibt mit
(!
i


A

j
) = 
nk
ij

n


A
!
k
; wobei nk
ij
= f
i
k
(w
n
j
): (2.25)
2.2.3 Dualita¨t von Hopf-Bimoduln
In diesem Teilabschnitt habe die Hopfalgebra A stets einen invertierbaren Antipoden. Die Be-
griffe linksdualer und rechtsdualer Hopf-Bimodul werden eingefu¨hrt. Dabei orientieren wir uns
an der Arbeit [8, Abschnitt II. 4]. Allerdings ist dort nur der linksduale Hopf-Bimodul definiert.
Das Hauptergebnis dieses Abschnitts, Satz 2.13, ist neu. Es besagt, dass der linksduale und der
rechtsduale Hopf-Bimodul zueinander isomorph sind. Eine lineare Abbildung f :   

A
! A
heißt nicht ausgeartet (oder regula¨r), falls es fu¨r alle ! 2   , ! 6= 0 ein  2  gibt mit
f(!

A
) 6= 0 und umgekehrt fu¨r alle  2 ,  6= 0 ein ! 2   existiert, so dass f(!

A
) 6= 0.
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Definition 2.9 Es sei   ein Hopf-Bimodul. Dann heißt ein Hopf-Bimodul _  linksdualer Hopf-
Bimodul zu   , falls es einen Homomorphismus g
L
:
_
  

A
  ! A von Hopf-Bimoduln
derart gibt, dass die Abbildung g
L
nicht ausgeartet ist. Ensprechend heißt ein Hopf-Bimodul
 
_ rechtsdualer Hopf-Bimodul zu   , falls es einen nicht ausgearteten Homomorphismus
g
R
:   

A
 
_
! A von Hopf-Bimoduln gibt.
Bemerkung 2.4 Da die Abbildungen g
L
und g
R
Homomorphismen von Bikomoduln sind, sind
sie kovariant, d. h., es gilt (id
g
L
)
L
= g
L
= (g
L

 id)
R
und (id
g
R
)
L
= g
R
=
(g
R

 id)
R
auf _  

A
  bzw. auf   

A
 
_
. 2
Es sei v eine Matrixkodarstellung. Mit cv sei die Kodarstellung mit den Matrixelementen
(
c
v)
i
j
= S
 1
(v
j
i
) bezeichnet. Analog sei fu¨r eine Darstellung f das Symbol cf definiert.
Satz 2.13 Es sei   = (v;f) ein Hopf-Bimodul.
(i) Dann gibt es einen bis auf Isomorphie eindeutig bestimmten linksdualen Hopf-Bimodul _ 
und einen bis auf Isomorphie eindeutig bestimmten rechtsdualen Hopf-Bimodul  _.
(ii) Die dualen Bimoduln haben die Gestalt _  = (vc; cf) bzw.  _ = (cv;fc).
(iii) Die Paarungen g
L
und g
R
sind mit der Zopfung im folgenden Sinne vertra¨glich: Es sei
 ein weiterer Hopf-Bimodul. Dann gilt (g
L
)
23

12

23
= (g
L
)
12
im Raum _  

A
  

A
 und
(g
L
)
12

23

12
= (g
L
)
23
in

A
_
 

A
  . Fu¨r den rechtsdualen Hopf-Bimodul gelten entsprechend
(g
R
)
23

12

23
= (g
R
)
12
in   

A
 
_


A
 und (g
R
)
12

23

12
= (g
R
)
23
in 

A
  

A
 
_
.
Bemerkung 2.5 Fu¨r den linksdualen Hopf-Bimodul entspricht (iii) der Kommutativita¨t der
folgenden beiden Diagramme
_
  

A
  

A
 

A
_
  

A
 
-

12

23

g
L

id
@
@
@
@
R
id
g
L
 
 
 
 
	


A
_
  

A
 
_
  

A
  

A

-

23

12

id
g
L
@
@
@
@
R
g
L

id
 
 
 
 
	
2
Beweis. (i) und (ii). Wir zeigen die Behauptungen nur fu¨r den linksdualen Hopf-Bimodul. Die
Beweise fu¨r den rechtsdualen Hopf-Bimodul verlaufen analog. Zur Eindeutigkeit: Es sei _  ein
linksdualer Hopf-Bimodul zu   . Wir zeigen, dass "g
L
1 = g
L
P
L
in _ 

A
  gilt. Insbesondere
liefert g
L
auf linksinvarianten Formen stets ein Vielfaches von 1. Da g
L
eine Linksmodul- und
Linkskomodulabbildung ist, erha¨lt man wegen Lemma 2.9 fu¨r t 2 _  

A
 
g
L
(P
L
(t)) = g
L
(S(t
( 1)
)t
(0)
) = S(t
( 1)
)g
L
(t
(0)
)
= m(S 
 id)
 
t
( 1)

 g
L
(t
(0)
)

= m(S 
 id)(g
L
(t))
= "(g
L
(t))1:
Da g
L
sowohl Links- als auch Rechtsmodulabbildung ist, und da _  

A
  ein freier Links- bzw.
Rechtsmodul ist, folgt aus der Regularita¨t von g
L
auf _  

A
  die Regularita¨t der Verknu¨pfung
P
L
Æ
g
L
:
_
 
L

  
L
! C. Somit sind _ 
L
und  
L
zueinander duale Vektorra¨ume.
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Es seien f!
i
g und f
i
g zueinander duale Basen von  
L
bzw. _ 
L
. Ferner sei _  = (w; g) mit
einer Matrixkodarstellungw und einer Matrixdarstellung g. Wegen der Rechtskovarianz von g
L
gilt dann fu¨r alle i; j:
Æ
ij
1 = g
L
(
i


A
!
j
) = ("
Æ
g
L

 id)
R
(
i

 !
j
)
= "
Æ
g
L
(
n


A
!
k
)
 w
n
i
v
k
j
= w
k
i
v
k
j
:
Multipliziert man die letzte Gleichung mit S(vj
n
) von rechts und summiert u¨ber j, so ergibt sich
die Behauptung w = vc.
Da g
L
eine rechte Modulabbildung ist, ergibt sich fu¨r alle a 2 A und i; j:
aÆ
ij
= g
L
(
i


A
!
j
a) = g
L
(
i
f
j
k
 a

A
!
k
)
= (g
i
m
f
j
k
)  ag
L
(
m


A
!
k
) = (g
i
k
f
j
k
)  a:
Wendet man auf diese Gleichung " an, so hat man inAÆ die Gleichung Æ
ij
1 = g
i
k
f
j
k
. Multipliziert
man dies von rechts mit S 1(fn
j
) und summiert u¨ber j, so ergibt sich die zweite Behauptung
g =
c
f . Mithin ist die Eindeutigkeit des linksdualen Hopf-Bimoduls gezeigt. Man u¨berzeugt
sich leicht davon, dass das so erhaltene Paar (w; g) tatsa¨chlich die Vertra¨glichkeitsbedingung
(2.19) erfu¨llt, so dass damit auch die Existenz von _  nachgewiesen ist.
(iii) Wir zeigen nur die Relation zwischen der Paarung g
L
und der Zopfung. Die zweite Glei-
chung zeigt man vo¨llig analog. Da g
L
und  Linksmodulabbildungen sind und _  

A
  

A

ein freier Linksmodul ist, genu¨gt es, die Behauptung fu¨r eine Basis von (_  

A
  

A
)
L
zu
zeigen. Sei dazu  

A
! 

A
 2
_
 
L

  
L

 
L
. Dann gilt wegen (2.23)
(g
L
)
23

12

23
( 

A
! 

A
) = (g
L
)
23

12
( 
 
(0)


A
! / 
(1)
)
= (g
L
)
23
(
(0)


A
 / 
(1)


A
! / 
(2)
)
= 
(0)


A
g
L
(S(
(1)
)
(2)


A
S(
(3)
)!
(4)
)
= 
(0)
"(
(1)
)

A
g
L
( 

A
!) = (g
L
)
12
( 

A
! 

A
):
In der vorletzten und letzten Gleichung benutzten wir jeweils, dass g
L
( 

A
!) ein Skalar ist.
Wir formulieren nun das Hauptresultat dieses Teilabschnitts.
Satz 2.14 Es sei A eine Hopfalgebra mit invertierbarem Antipoden und   = (v;f) ein Hopf-
Bimodul mit der Basis f!
i
g von  
L
. Ferner seien f
i
g und f
i
g die linkskovarianten Dualbasen
zu f!
i
g vom linksdualen bzw. rechtsdualen Hopf-Bimodul _  bzw.  _, d. h. g
L
(
i
; !
j
) = Æ
ij
und
g
R
(!
j
; 
k
) = Æ
jk
.
Dann ist die lineare Abbildung T : _  !  _, gegeben durch
T (a 
i
) = a S
2
(
i
) = a S(v
i
j
)
k
v
j
k
;
ein Isomorphismus von Hopf-Bimoduln. Dabei bezeichnet S den Antipoden derN
0
-graduierten
Super-Hopfalgebra ( _)
. Die dualen Paarungen g
L
und g
R
sind im folgenden Sinne
-symmetrisch
g
R
(id
T ) = g
L
 in   

A
_
 :
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Beweis. (a) Wir zeigen zuna¨chst, dass T eine rechte Komodulabbildung ist, d. h. 
R
(T (
i
)) =
T (
j
)
 (v
c
)
j
i
. Da das Koprodukt in  _ durch
(
i
) = 
L
(
i
) +
R
(
i
) = 1
 
i
+ 
j

 S
 1
(v
i
j
)
gegeben ist (vergleiche mit untenstehendem Satz 3.1 oder [62, Proposition 13.7]) und "(
i
) = 0
gilt, erha¨lt man S(
i
) =  
j
v
i
j
. Folglich ergibt sich zusammen mit (3.1) (siehe unten) und
Satz 2.13 (ii)
T (
i
) = S
2
(
i
) =  S(v
i
j
)S(
j
) = S(v
i
j
) 
k
v
j
k
= 
k
/ v
i
k
: (2.26)
Demnach ist 
R
T (
i
) = S(v
x
j
) 
z
v
j
y

 S(v
i
x
)S
 1
(v
k
z
) v
y
k
= T (
x
)
 S(v
i
x
), und (a) ist gezeigt.
(b) Wir zeigen, dass T eine rechte Modulabbildung ist und fixieren dazu b 2 A. Da S2 : A! A
surjektiv ist, gibt es ein a 2 A mit S2(a) = b. Da S2 ferner Algebrenendomorphismus von
( 
_
)

 ist, erha¨lt man mit (2.20) und _  = (vc; cf):
T (
i
) b = T (
i
)S
2
(a) = S
2
(
i
a) = S
2
 
(S(f
j
i
)  a) 
j

= S
2
 
a
(1)
S(f
j
i
)(a
(2)
)

T (
j
) = (S
2
a)
(1)
S
 1
(f
j
i
)
 
(S
2
a)
(2)

T (
j
)
= (S
 1
(f
j
i
)  S
2
(a))T (
j
) = T
 
(S
 1
(f
j
i
)  S
2
(a)) 
j

= T (
i
S
2
(a)) = T (
i
b):
Folglich ist T eine rechte Modulabbildung.
(c) Wegen (2.26) ist T (
i
) eine linkskovariante 1-Form. Somit ist T schließlich eine linke Komo-
dulabbildung. Damit ist gezeigt, dass T ein Isomorphismus von Hopf-Bimoduln ist. Insbesonde-
re gilt fu¨r die Matrix T := (T l
i
) mit T (
i
) = T
l
i

l
, dass T 2 Mor(vc; cv) und T t 2 Mor(f c; cf).
(d) Wir zeigen die Symmetrieaussage. Da fc die rechte Wirkung auf der linearen Hu¨lle der 
i
ist, erhalten wir aus (2.26), dass T (
i
) = S(f
l
k
)(v
i
k
)
l
, d. h. T l
i
= S(f
l
k
)(v
i
k
). Da , g
L
, g
R
und
T sa¨mtlich Bimodulabbildungen sind, genu¨gt es, die Behauptung fu¨r !
i
2  
L
und 
j
2
_
 
L
zu
beweisen. Nach (2.23) ist
g
L
(!
i


A

j
) = g
L
(
k


A
(!
i
/ S(v
j
k
))) = g
L
(
k


A
f
i
n
(S(v
j
k
))!
n
)
= f
i
n
(S(v
j
n
)) = T
i
j
= g
R
(!
i


A
T (
j
));
was den Beweis vollendet.
Bemerkung 2.6 (i) Leider ist die zweite (erwu¨nschte) -Symmetrie in  _ 

A
  , na¨mlich
g
L
(T
 1

 id) = g
R
, i. a. nicht erfu¨llt.
(ii) Es ist nicht schwer zu sehen, dass die unten in Abschnitt 2.3.3 definierten Hopf-Bimoduln
_
 
+;z
und  
 ;z
kanonisch isomorph sind. 2
Ein linearer Teilraum    heißt Unter-Hopf-Bimodul von   , falls selbst ein Hopf-Bimodul
ist. Spa¨ter wird das folgende Kriterium fu¨r Unter-Hopf-Bimodul beno¨tigt.
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Lemma 2.15 Es sei   ein Hopf-Bimodul und     ein linker Untermodul und linker Un-
terkomodul von   . Genau dann ist  ein Unter-Hopf-Bimodul von   , wenn 
L
bezu¨glich der
rechtsadjungierten Wirkung und der rechten Kowirkung abgeschlossen ist, d. h. 
L
/A  
L
und 
R
(
L
)  
L

A.
Beweis. Die Notwendigkeit der Bedingung folgt aus dem Hauptsatz u¨ber Hopf-Bimoduln,
Satz 2.11. Wir zeigen die Hinla¨nglichkeit. Sa¨mtliche Kovarianzeigenschaften mu¨ssen fu¨r 
nicht mehr gezeigt werden, da sie sich von   vererben. Wir mu¨ssen zeigen, dass  bezu¨glich
der rechten Modulstruktur und der rechten Komodulstruktur abgeschlossen ist. Als linkskova-
rianter Linksmodul ist  frei mit einer freien Linksmodulbasis f
i
j i 2 Kg  
L
. Es seien
 2  und a 2 A. Dann existieren a
i
2 A mit  = a
i

i
. Folglich ist
a = a
i

i
a = a
i
a
(1)
S(a
(2)
)
i
a
(3)
= a
i
a
(1)
(
i
/ a
(2)
):
Wegen der Abgeschlossenheit von 
L
unter der rechtsadjungierten Wirkung und der Abge-
schlossenheit von  unter der linken Wirkung folgt hieraus a 2 .
Wegen 
R
(
L
)  
L

A gilt

R
() = 
R
(A
L
)  A
L

A = 
A;
und der Beweis ist komplett.
Ein Hopf-Bimodul heißt irreduzibel, falls er außer f0g keinen echten Unter-Hopf-Bimodul
entha¨lt. Wie im Gruppenfall beweist man auch hier das Schursche Lemma:
Jeder Morphismus zwischen irreduziblen Hopf-Bimoduln ist entweder ein Iso-
morphismus oder identisch Null. Jeder Endomorphismus eines irreduziblen Hopf-
Bimoduls hat die Gestalt c id mit c 2 C.
Die folgenden Tatsachen zeigt man wie im klassischen Fall fu¨r Gruppen. Es sei   ein irre-
duzibler Hopf-Bimodul. Dann sind die dualen Hopf-Bimoduln _  und  _ ebenfalls irredu-
zibel. Es sei A :  !   ein Morphismus von Hopf-Bimoduln. Dann sind die Abbildungen
_
A :
_
  

A
! A und A_ : 

A
 
_
! A, gegeben durch
_
A( 

A
) = g
L
( 

A
A()) bzw. A_(

A
) = g
R
(A()

A
) (2.27)
Morphismen von Hopf-Bimoduln. Ist umgekehrt eine Abbildung _A bzw.A_ wie oben gegeben,
dann gibt es einen eindeutig bestimmten Morphismus von Hopf-Bimoduln A : !   , so dass
(2.27) erfu¨llt ist.
2.3 Differentialkalku¨le
In diesem Abschnitt wiederholen wir allgemeine Bezeichnungen und Fakten der von Woro-
nowicz in [111] entwickelten Theorie der bikovarianten Differentialkalku¨le auf Hopfalgebren.
Weiter gehende Ausfu¨hrungen findet man im Kapitel 14 der Monographie [62].
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2.3.1 Kovariante Differentialkalku¨le
Definition 2.10 (i) Ein Differentialkalku¨l erster Ordnung u¨ber A (kurz DKEO) ist ein
A-Bimodul   zusammen mit einer linearen Abbildung d: A !   , welche die Leibnizregel
d(ab) = dab + adb fu¨r a; b 2 A erfu¨llt und fu¨r die   = ha db j a; b 2 Ai.
(ii) Man sagt, dass   linkskovariant ist, falls es eine lineare Abbildung 
L
:   ! A
  gibt,
so dass 
L
(adb) = (a)(id
d)(b) fu¨r alle a; b 2 A. Entsprechend heißt   rechtskovariant,
falls es eine lineare Abbildung 
R
:   !  
A gibt mit 
R
(adb) = (a)(d
 id)(b) fu¨r alle
a; b 2 A. Man nennt   bikovariant, falls   sowohl links- als auch rechtskovariant ist.
Im letzten Fall ist ( ;
L
; 
R
) ein Hopf-Bimodul [111, Proposition 1.4].
Es sei   ein linkskovarianter DKEO u¨ber A. Eine zentrale Rolle spielt die folgende Abbildung
! : A!  
L
, gegeben durch
!(a) = S(a
(1)
)da
(2)
: (2.28)
Man erkennt, dass ! = P
L
d. Wegen der Leibnizregel und !(ea) = !(a) gilt
!(eab) = !(a) / b; a; b 2 A: (2.29)
Der Vektorraum R = ker " \ ker! ist ein Rechtsideal in eA. Man nennt R das zum linkskova-
rianten Kalku¨l   assoziierte Rechtsideal. Es sei f!
i
j i 2 Kg eine lineare Basis von  
L
. Dann
existieren lineare Funktionale X
i
2 A
Æ
, i 2 K mit !(a) =
P
i2K
X
i
(a)!
i
fu¨r alle a 2 A.
Definition 2.11 Der lineare Raum X := fX 2 AÆ jX(1) = X(r) = 0 fu¨r alle r 2 Rg heißt
Quanten-Tangentialraum von   .
Es gilt X = hX
i
j i 2 Ki. Ferner la¨sst sich das Differential d wie folgt schreiben:
da =
X
i2K
(X
i
 a)!
i
fu¨r a 2 A: (2.30)
Der linkskovariante DKEO   ist bereits durch sein assoziiertes Rechtsideal R oder auch durch
seinen Quanten-Tangentialraum X bis auf Isomorphie eindeutig festgelegt.
Ein DKEO   heißt innerer Differentialkalku¨l, falls es ein Element  2   derart gibt, dass
da =  a  a  fu¨r alle a 2 A. Wendet man auf diese Gleichung die linksinvariante Projektion
P
L
an, so erha¨lt man mit Lemma 2.9 fu¨r alle a 2 A und r 2 R
!(a) =  / a  "(a);  / r = 0: (2.31)
Wir beno¨tigen noch ein Resultat u¨ber die Dualita¨t von   und X, vgl. etwa [111, Theorem 5.1]
oder [62, Proposition 14.3].
Lemma 2.16 Es sei   ein linkskovarianter DKEO u¨ber A und X sein Quanten-
Tangentialraum. Dann gibt es eine eindeutig bestimmte Bilinearform h; i :    X! C mit
hX; a dbi = "(a)X(b) fu¨r a; b 2 A; X 2 X:
Die Einschra¨nkung dieser Bilinearform auf  
L
 X ist nicht ausgeartet, und es gilt
h!(a); Xi = X(a) fu¨r a 2 A; X 2 X:
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Am Schluss dieses Abschnitts wollen wir Eigenschaften erga¨nzen, die nur fu¨r bikovariante
DKEO auftreten.
Fu¨r a 2 A definiert die Abbildung Ad
R
: A ! A 
 A, Ad
R
(a) = a
(2)

 S(a
(1)
)a
(3)
ei-
ne rechte Komodulabbildung, die wir die rechtsadjungierte Kowirkung von A auf sich nen-
nen. Man beachte, dass Ad
R
auf A und / auf AÆ zueinander duale Abbildungen sind, d. h.
(f / g)(a) = (f 
 g)Ad
R
(a) fu¨r alle a 2 A und f; g 2 AÆ. Die Beweise der na¨chsten Aussagen
findet man in [62, Abschnitt 14.2].
Lemma 2.17 Es sei   = (v;f) ein bikovarianter DKEO u¨ber A mit der Basis f!
i
j i 2 Kg
von  
L
, assoziiertem Rechtsideal R und Quanten-Tangentialraum X. Dann gilt fu¨r alle a 2 A

R
(!(a)) = (! 
 id)Ad
R
(a): (2.32)
Fu¨r alle g 2 AÆ und i 2 K gilt
X
i
/ g = g(v
i
j
)X
j
: (2.33)
Insbesondere ist R ein Ad
R
-invariantes Rechtsideal von eA und X ein / -invarianter Teilraum
von AÆ.
2.3.2 Bikovariante Differentialkalku¨le auf koquasitriangula¨ren Hopfal-
gebren
In diesem Abschnitt sei A eine koquasitriangula¨re Hopfalgebra mit den universellen r-Formen
r und s, die sich meist nur um einen Charakter unterscheiden. Ferner sei v = (vi
j
)
i;j=1;:::;d
eine
Matrixkodarstellung von A.
Der Ausgangspunkt fu¨r die Konstruktion von bikovarianten Differentialkalku¨len auf A ist die
Feststellung, dass durch die Paare
 

s
= (v; `
;c
s
) und _ 
r
= (v
c
; `

r
); (2.34)
in der Notation von Theorem 2.11, Hopf-Bimoduln u¨ber A gegeben sind. Es ist nicht schwer,
die Vertra¨glichkeitsrelation (2.19) zu beweisen, [62, S. 518 oben].
Zur Konstruktion von bikovarianten Differentialkalku¨len u¨ber A benutzen wir geeignete Ten-
sorprodukte der obigen Hopf-Bimoduln und sichern damit die Existenz eines biinvarianten Ele-
ments. Wir definieren die Hopf-Bimoduln
 
+
=  
 
s


A
_
 
+
r
= (v 
 v
c
; `
 ;c
s

 `
+
r
); (2.35)
 
 
=
_
 
+
=
__
 
+
r


A
_
 
 
s
= (v
cc

 v
c
;
c
`
+
r

 `
 
s
): (2.36)
Die Strukturabbildungen von  

,  2 f+; g ko¨nnen wie folgt beschrieben werden. Der Vek-
torraum  
;L
hat eine Basis f!
ij
j i; j = 1; : : : ; dg, so dass die rechte Wirkung und die rechte
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Kowirkung die folgende Gestalt haben
!
+
ij
a = a
(1)
S(`
 
s
m
i
)`
+
r
j
n
(a
(2)
)!
+
mn
;
!
+
ij
a = a
(1)
s(v
m
i
; a
(2)
)r(a
(3)
; v
j
n
)!
+
mn
;
(2.37)

R
(!
+
ij
) = !
+
mn

 v
m
i
S(v
j
n
): (2.38)
!
 
ij
a = a
(1)
S
 1
(`
+
r
m
i
)`
 
s
j
n
(a
(2)
)!
 
mn
;
!
 
ij
a = a
(1)
r(a
(2)
; S(v
m
i
))s(S(v
j
n
); a
(3)
)!
 
mn
;
(2.39)

R
(!
 
ij
) = !
 
mn

 S
2
(v
m
i
)S(v
j
n
): (2.40)
Wir setzen !+
0
:=
P
i
!
+
ii
und, mit einer invertierbaren Matrix D 2 Mor(vcc; v),
!
 
0
:=
P
i;j
(D
 1
)
i
j
!
 
ij
. Dann ist !
0
biinvariant. Fu¨r a 2 A definieren wir nun
da = !

0
a  a !

0
: (2.41)
Die zugeho¨rigen !-Abbildungen, siehe (2.31), bezeichnen wir mit ! ,  2 f+; g. Damit ist
die Konstruktion von zwei zu v, r und s assoziierten Differentialkalku¨len abgeschlossen, [62,
Proposition 14.20].
Satz 2.18 Fu¨r beide Konstruktionen ist der Hopf-Bimodul   := A dAA ein bikovarianter
Differentialkalku¨l erster Ordnung u¨ber A mit dem Differential d.
Bemerkung 2.7 (i) Die Dimension des Quanten-Tangentialraumes X ist ho¨chstens gleich d2,
d = rg(v). Tatsa¨chlich gibt es Fa¨lle, in denen diese Dimension echt kleiner als d2 ist, etwa im
Falle einer kommutativen HopfalgebraA mit den universellen r-Formen r = s = "". Hier ist
da  0, also dimX = 0.
(ii) Die oben angegebene Idee zur Konstruktion bikovarianter Differentialkalku¨le taucht erst-
mals in den Arbeiten [57] und [17] auf, jedoch noch nicht in dieser Allgemeinheit, sondern nur
fu¨r die Quantengruppen O(G
q
), deren kanonische r-Form und die fundamentale Matrixkodar-
stellung u. 2
Es sei  2 f+; g und X der Quanten-Tangentialraum des oben konstruierten Kalku¨ls. Wir
setzen voraus, dass beide oben konstruierten Kalku¨le d2-dimensional sind. Dann gilt   =  

,
und f!
ij
g ist eine freie Linksmodulbasis von   . Wegen (2.31) und ! (a) = P
i;j
X

ij
(a)!

ij
erha¨lt man als Dualbasis fX
ij
g  A
Æ zu f!
ij
g die Elemente
X
+
ij
= S(`
 
s
i
k
)`
+
r
k
j
  Æ
ij
;
X
 
ij
= (D
 1
)
m
n
S
 1
(`
+
r
i
m
)`
 
s
n
j
  (D
 1
)
i
j
:
(2.42)
Die d2 Elemente X
ij
sind dann linear unabha¨ngig und bilden eine Basis von X .
Mit  bezeichnen wir wieder die Zopfung von Hopf-Bimoduln. Aus (2.25) und (2.37) ergibt
sich dann
(!
+
ij


A
!
+
kl
) = f
ij
rs
((vv
c
)
mn
kl
)!
+
mn


A
!
+
rs
= s(v
r
i
; v
m
x
(v
c
)
n
y
)r(v
x
k
(v
c
)
y
l
; v
j
s
)!
+
mn


A
!
+
rs
= s(v
t
i
; v
m
x
)s(v
r
t
; S(v
y
n
))r(v
x
k
; v
j
z
)r(S(v
l
y
); v
z
s
)!
+
mn


A
!
+
rs
: (2.43)
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Analog zeigt man
(!
 
ij


A
!
 
kl
) = s(S(v
m
x
); v
t
i
)s(v
y
n
; v
r
t
)r(v
z
s
; v
l
y
)r(v
j
z
; S(v
x
k
))!
 
mn


A
!
 
rs
:
2.3.3 Bikovariante Differentialkalku¨le auf O(G
q
)
In diesem Abschnitt sei A die Koordinatenhopfalgebra O(G
q
) zu einer der Quantengruppen
G
q
= GL
q
(N); SL
q
(N); O
q
(N); SO
q
(N) oder Sp
q
(N). Es seien x und y fu¨r G
q
zula¨ssige
Parameter, vgl. Satz 2.6. Wir setzen v = u sowie r = r
x
und s = r
y
; ferner sei z := xy.
Diese Zahlen z nennen wir   -zula¨ssig . Dann bezeichnen wir den bikovarianten DKEO  
+
aus dem obigen Abschnitt mit  
+;z
und den DKEO  
 
mit  
 ;z
. Aus der unten stehenden Be-
schreibung wird klar werden, dass die Kalku¨le tatsa¨chlich nur vom Produkt xy abha¨ngen, so
dass die obige Schreibweise gerechtfertigt ist. In [95, Theoreme 2.9 und 2.10] wurde gezeigt,
dass dim( 
;z
)
L
= N
2
, so dass die entsprechenden Elemente des Quanten-Tangentialraumes
X

ij
, i; j = 1; : : : ; N linear unabha¨ngig sind. Wir beschreiben nun diese Kalku¨le na¨her. Wir
wollen vereinbaren, dass die Funktionale ` i
j
stets gleich r
y
(u
i
j
; ) und die Funktionale `+i
j
stets
gleich r
x
(; u
i
j
) sind, vgl. (2.13), so dass die Vorzeichen  den zula¨ssigen Parameter x bzw.
y in der r-Form festlegen. Nun definieren wir die invertierbare Diagonalmatrix D = (d
i
Æ
ij
),
D 2 Mor(u
cc
;u). Im Fall GL
q
(N) und SL
q
(N) setzen wir d
i
= q
N+1 2i und r = qN . Fu¨r die
Quantengruppen der B-, C- und D-Serien setzen wir D = CtB und r = qN . Fu¨r alle vier
Serien sei s := trD = trD 1. Man u¨berzeugt sich leicht davon, dass diese Definition von s
mit der aus Abschnitt 2.1.4 fu¨r die orthogonalen und symplektischen Quantengruppen u¨berein-
stimmt. Es sei f!
ij
j i; j = 1; : : : ; Ng eine lineare Basis des linksinvarianten Formenraums von
 
;z
. Die rechte Kowirkung 
R
() und die rechte Wirkung  / a mit  2 ( 
;z
)
L
und a 2 A sind
dann gegeben durch

R
(!
+
ij
) = !
+
kl

 (u
 u
c
)
kl
ij
; 
R
(!
 
ij
) = !
 
kl

 (u
cc

 u
c
)
kl
ij
; (2.44)
!
+
ij
/ a = S(`
 
k
i
)`
+
j
l
(a)!
+
kl
= r
y
(u
k
i
; a
(1)
)r
x
(a
(2)
; u
j
l
)!
+
kl
;
!
 
ij
/ a = S
 1
(`
+
k
i
)`
 
j
l
(a)!
 
kl
= r
y
(a
(1)
; S(u
k
i
))r
x
(S(u
j
l
); a
(2)
)!
 
kl
:
(2.45)
Es sind also  
+;z
= (u
u
c
; `
 c

 `
+
) und  
 ;z
= (u
cc

u
c
;
c
`
+

 `
 
). Die Kalku¨le besitzen
jeweils ein bis auf ein skalares Vielfaches eindeutig bestimmtes biinvariantes Element !+
0
=
P
N
i=1
!
+
ii
2  
+;z
und ! 
0
=
P
N
i=1
d
 1
i
!
 
ii
2  
 ;z
. Insbesondere ergibt sich durch Einsetzen von
a := u
m
n
in (2.45):
!
+
ij
/ u
m
n
= z
 1
^
R
mk
iv
^
R
jv
nl
!
+
kl
; !
+
0
/ u
m
n
= z
 1
(
^
R
2
)
mk
nl
!
+
kl
;
!
 
ij
/ u
m
n
= zd
i
d
 1
k
(
^
R
 1
)
mk
iv
(
^
R
 1
)
jv
nl
!
 
kl
; !
 
0
/ u
m
n
= zd
 1
k
(
^
R
 2
)
mk
nl
!
 
kl
:
(2.46)
Es sei fX
ij
j i; j = 1; : : : ; Ng eine Basis des Quanten-Tangentialraumes X von  
;z
dual zur
Basis f!
ij
j i; j = 1; : : : ; Ng. Aus (2.42) ergibt sich
X
+
ij
= S(`
 
i
k
)`
+
k
j
  Æ
ij
; X
+
0
= s
 1
(D
 1
)
i
j
X
+
ij
;
X
 
ij
= d
 1
i
 
S(`
+
i
k
)`
 
k
j
  Æ
ij

; X
 
0
= s
 1
P
i
X
 
ii
:
(2.47)
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Im Fall  =   benutzten wir S2(`) = D`D 1, was aus Satz 2.7 (ii), Satz 2.3 und Satz 2.4
folgt. Dabei bezeichnet X
0
das zu !
0
duale Basiselement bezu¨glich der Zerlegung der Ko-
darstellung 
R
auf ( 
;z
)
L
in irreduzible Komponenten. Die entsprechenden Projektoren in
Mor(u
 u
c
) und Mor(ucc 
 uc) sind
(P
+
0
)
ij
kl
=
1
s
d
 1
k
Æ
ij
Æ
kl
bzw. (P 
0
)
ij
kl
=
1
s
d
 1
i
Æ
ij
Æ
kl
:
Man beachte, dass X
0
wegen (2.33) in AÆ zentral ist, und es gilt S(X+
0
) = X
 
0
. Es sei
X
0
:= X
+
0
+X
 
0
.
Fu¨r eine komplexe N2N2-Matrix ^T mit der Eigenschaft ^T 2 Mor(u
u) definieren wir die
Matrizen

T
ab
st
:=
^
T
ts
ba
;

T
ab
st
:=
^
T
sa
tb
und T  := ( T ) 1: (2.48)
Dann gilt T 2 Mor(uc
u;u
uc) und T 2 Mor(uc
uc). Weitere Eigenschaften findet man
im Anhang A.
Wir berechnen die Matrixelemente der Zopfung auf  
+


A
 
+
. Nach Formel (2.43) ergibt sich
mit (A.1), da sich die Normierungskoeffizienten x, y, x 1 und y 1 wegheben:

mnrs
ij kl
=

R
 nr
ty
^
R
mt
ix
(
^
R
 1
)
lz
sy
^
R
jx
kz
=
 

R
 
23
^
R
12

R
 1
34

R
23

mnrs
ij kl
: (2.49)
Unter Verwendung des graphischen Kalku¨ls, vergleiche Anhang A, ergibt sich die folgende
Darstellung dieser Matrix.
I
?
6
R
m n r s
i
j
k l

mnrs
ij kl
=
Abbildung 2.1: Die graphische Darstellung der Zopfung .
Um die Schreibweisen zu vereinfachen, schreiben wir mitunter  

anstelle von  
;z
.
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Kapitel 3
¨Außere Algebren und Kalku¨le ho¨herer
Ordnung
In diesem Kapitel stellen wir zuna¨chst die drei bekannten Mo¨glichkeiten vor, zu einem kovarian-
ten Differentialkalku¨l erster Ordnung eine a¨ußere Algebra und damit einen differentiellen Kom-
plex zu konstruieren. Dies sind Woronowicz’ a¨ußere Algebra, die quadratische und die univer-
selle a¨ußere Algebra. Einfache Hilfssa¨tze zu universellen Differentialkalku¨len werden bereitge-
stellt. Mit Hilfe der Dualita¨t von  
L
undX konnte eine Methode gefunden werden, die Gro¨ße des
Raumes
u
 
^2
L
der linksinvarianten universellen 2-Formen zu bestimmen. Die ersten Hauptre-
sultate dieses Kapitels sind die Theoreme 3.11 und 3.12. Hier werden die Poincare´-Reihen von
Woronowicz’ a¨ußeren Algebren (links- und biinvariante Formen) zu den Standardkalku¨len auf
den Quantengruppen der A-Serie angegeben. Es wird gezeigt, dass die biinvarianten Formen
eine graduiert kommutative Algebra bilden. Biinvariante Formen sind geschlossen, und ver-
schiedene biinvariante Formen repra¨sentieren verschiedene de-Rham-Kohomologieklassen. Als
entscheidendes Hilfsmittel zum Beweis der Poincare´-Reihen werden im Abschnitt 3.3 Iwahori-
Hecke-Algebren benutzt. Die Resultate aus Abschnitt 3.3.2 sind neu und speziell auf die Ver-
einfachung von Woronowicz’ Antisymmetrisator zugeschnitten. Abschnit 3.4 entha¨lt bekannte
aber auch neue Sa¨tze (Lemma 3.26 und Satz 3.30) zur Kodarstellungstheorie von Koordinaten-
hopfalgebren. Die Beweise des ersten Hauptresultates werden dann abgeschlossen.
Das zweite Hauptresultat dieses Kapitels, Theorem 3.13, stellt Gro¨ßenvergleiche zwischen den
drei verschiedenen a¨ußeren Algebren an. Relativ einfach ist der Vergleich von Woronowicz’
a¨ußerer Algebra und der quadratischen a¨ußeren Algebra. Er stu¨tzt sich im Wesentlichen auf die
Dualita¨t von
s
 
^
L
und der Spiegelungsgleichungsalgebra im Sinne von quadratischen Algebren.
Der Vergleich von quadratischer und universeller a¨ußerer Algebra geschieht in drei Schritten.
Im ersten Schritt wird gezeigt, dass die zwei (im Falle der A-Serie) bzw. drei (im Falle der B-,
C- und D-Serien) biinvarianten Elemente von  
2 bereits den gesamten Kern des Antisymme-
trisators A
2
als Unter-Hopf-Bimodul erzeugen. Im zweiten Schritt wird gezeigt, dass gewisse
biinvariante Elemente von  
2 im Unter-Hopf-Bimodul S(R) liegen. Im Falle der A-Serie mit
N  3 ist das Ziel hiermit schon erreicht. Fu¨r die orthogonalen und symplektischen Quanten-
gruppen und fu¨r den Ausnahmefall N = 2 bei der A-Serie wird im dritten Schritt gezeigt, dass
der biinvariante 2-Tensor 0 nicht in S(R) liegt. Mit diesen drei Eigenschaften la¨sst sich der
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Vergleich von
u
 
^ und
s
 
^ vollziehen.
3.1 ¨Außere Algebren u¨ber Hopf-Bimoduln
In diesem Abschnitt werden die Grundlagen fu¨r eine Theorie der Differentialkalku¨le ho¨herer
Ordnung auf Quantengruppen gelegt. Wir werden sehen, dass die Tensoralgebra u¨ber einem
Hopf-Bimodul eine Super-Hopf-Struktur tra¨gt, die sich auch auf die a¨ußeren Algebren vererbt,
vergleiche auch [10, 15] oder [62, Abschnitt 13.2].
Es sei   ein Hopf-Bimodul. Wir setzen  
0 := A,  
1 :=   ,  
n :=   

A
   

A
  (n
Faktoren) und  
 := L
n2N
0
 

n
. Nach dem Ergebnis des vorigen Abschnitts sind dann die
Ra¨ume  
 und  
n, n 2 N
0
ebenfalls Hopf-Bimoduln. Außerdem ist  
 in natu¨rlicher Weise
eineN
0
-graduierte Algebra.
Definition 3.1 Eine Super-Hopfalgebra ist eine N
0
-graduierte Algebra A =
L
n2N
0
A
n
, so
dass die folgenden Bedingungen erfu¨llt sind:
(i) A ist eine graduierte Koalgebra, d. h., A ist eine Koalgebra mit
(A
n
) 
M
i+j=n
A
i

A
j
fu¨r alle n 2 N
0
und "(A
n
) = f0g fu¨r n  1.
(ii) Das Koprodukt  : A! A
A und die Koeins " : A! C sind graduierte Algebrenhomo-
morphismen. Dabei ist das Produkt in A
A gegeben durch
(a
 b)  (c
 d) := ( 1)
kn
ac
 bd;
wobei b 2 A
k
, c 2 A
n
und a; d 2 A.
(iii) Es gibt eine lineare Abbildung S : A! A mit S(A
n
)  A
n
, welche die Antipodenbeding-
ungen einer Hopfalgebra erfu¨llt.
Man kann zeigen, dass fu¨r den Antipoden S einer Super-Hopfalgebra stets gilt
S(bc) = ( 1)
kn
S(c)S(b) mit b 2 A
k
und c 2 A
n
. (3.1)
Wir zitieren [62, Proposition 13.7]:
Satz 3.1 Die N
0
-graduierte Algebra  
 ist eine Super-Hopfalgebra, wobei die Strukturabbil-
dungen 


, "


und S


die Strukturabbildungen von A fortsetzen und fu¨r  2   durch



() = 
L
() +
R
(); "


() = 0; (3.2)
S


() =  S(
( 1)
)
(0)
S(
(1)
) (3.3)
gegeben sind.
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3.1.1 Die a¨ußeren Algebren
W
 
^ und
s
 
^
Wir bezeichnen mit S
k
die symmetrische Gruppe der Menge f1; : : : ; kg. Es sei
s
i
= (i; i + 1) 2 S
k
, i = 1; : : : ; k   1 die Transposition, die i und i + 1 miteinander ver-
tauscht. Dann kann jede Permutation w 2 S
k
, w 6= 1 in der Form w = s
i
1
   s
i
r
mit gewissen
i
n
2 f1; : : : ; k  1g, r 2 N geschrieben werden. Das kleinstmo¨gliche r heißt La¨nge von w und
wird mit `(w) bezeichnet. Jede Darstellung vonw als Produkt von `(w) Transpositionen s
i
heißt
reduzierte Zerlegung von w. Wir benutzen die folgende elementare Eigenschaft der symmetri-
schen Gruppe, vergleiche etwa [13]: `(ws
i
) 2 f`(w)  1; `(w) + 1g, w 2 S
k
, i = 1; : : : ; k   1.
Die Elemente der Menge
C
i;k i
= fp 2 S
k
j p(m) < p(n) fu¨r 1  m < n  i und i+ 1  m < n  kg
werden Schiebepermutationen (engl. shuffle permutation) genannt. Jede Permutation p 2 S
k
gestattet eine eindeutige Zerlegung p = p
1
p
2
p
3
mit p
1
2 C
i;k i
, wobei p
2
2 S
k
und p
3
2 S
k
die
Elemente i + 1; : : : ; k bzw. 1; : : : ; i unvera¨ndert lassen. Außerdem gilt `(p) = `(p
1
) + `(p
2
) +
`(p
3
).
Anheben in Artins Zopfgruppe. Die Zopfgruppe B
k
ist die von den Generatoren b
1
; : : : ; b
k 1
und
den Relationen
b
i
b
i+1
b
i
= b
i+1
b
i
b
i+1
; i = 1; : : : ; k   2; (3.4)
b
i
b
j
= b
j
b
i
; ji  jj  2: (3.5)
erzeugte Gruppe. Die Abbildung b
i
7! s
i
definiert einen surjektiven Gruppenhomomorphismus
von B
k
auf S
k
. Umgekehrt ordnen wir jeder reduzierten Zerlegungw = s
i
1
   s
i
r
das Zopfgrup-
penelement b
w
= b
i
1
   b
i
r
zu. Wegen (3.4) und (3.5) ha¨ngt diese Zuordnung b
w
nicht von der
Wahl der reduzierten Zerlegung s
i
1
   s
i
r
ab. Ferner gilt b
vw
= b
v
b
w
, falls `(vw) = `(v)+`(w).
Dies ist insbesondere auf die Schiebezerlegung einer Permutation w anwendbar: w = p
1
p
2
p
3
liefert b
w
= b
p
1
b
p
2
b
p
3
. In der Gruppenalgebra CB
k
definieren wir nun den Antisymmetrisator
und die den Schiebepermutationen zugeordneten Zopfsummen:
A
k
=
X
w2S
k
sgn(w)b
w
; (3.6)
A
i;k i
=
X
w2C
i;k i
sgn(w)b
w
; B
i;k i
=
X
w
 1
2C
i;k i
sgn(w)b
w
: (3.7)
Aufgrund der Schiebezerlegung erhalten wir fu¨r 1  i < k, A
1
= 1:
A
k
= A
i;k i
(A
i

A
k i
) und A
k
= (A
i

A
k i
)B
i;k i
: (3.8)
Insbesondere gilt
A
1;i
= 1  b
1
+ b
2
b
1
    + ( 1)
i
b
i
   b
1
;
A
i;1
= 1  b
i
+ b
i 1
b
i
    + ( 1)
i
b
1
   b
i
;
B
1;i
= 1  b
1
+ b
1
b
2
    + ( 1)
i
b
1
   b
i
;
B
i;1
= 1  b
i
+ b
i
b
i 1
    + ( 1)
i
b
i
   b
1
:
(3.9)
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Ferner rechnet man leicht nach, dass die folgenden Rekursionsbeziehungen fu¨r i  1 gelten:
A
1;i
= id (id
A
1;i 1
)b
1
; A
i;1
= id (A
i 1;1

 id)b
i
;
B
1;i
= id b
1
(id
B
1;i 1
); A
i;1
= id b
i
(B
i 1;1

 id):
(3.10)
Mit w
Æ
bezeichnen wir das la¨ngste Wort in S
k
. Diese Permutation bildet das Tupel (1; : : : ; k)
auf das Tupel (k; : : : ; 1) ab. Fu¨r eine reduzierte Zerlegung w = s
n
1
   s
n
r
definieren wir w =
s
n
1
   s
n
r
, wobei n = k   n. Offenbar ha¨ngt w nicht von der Wahl der reduzierten Zerlegung
ab. Wegen s
n
w
Æ
= w
Æ
s
k n
und `(w) = `(w) hat man
b
w
b
w
Æ
= b
w
Æ
b
w
und A
k
b
w
Æ
= b
w
Æ
A
k
: (3.11)
Wir kommen nun zu Woronowicz’ Konstruktion [111, Proposition 3.1] der a¨ußeren Algebra. Es
sei  die Zopfung des bikovarianten Bimoduls  

A
  . Fu¨r i = 1; : : : ; k 1 definieren wir einen
Automorphismus 
i
des Hopf-Bimoduls  
k durch 
i
= id
    
  
    
 id, wobei die
Zopfung  an der Stelle (i; i+1) des Tensorproduktes  
k wirkt. Da  die Zopfrelation erfu¨llt,
genu¨gen die Automorphismen 
1
; : : : ; 
k 1
den erzeugenden Relationen der Zopfgruppe B
k
.
Daher gibt es einen eindeutig bestimmten Homomorphismus x 7! (x) von B
k
in die Auto-
morphismen von  
k, der b
i
auf 
i
abbildet. Wir schreiben kurz 
w
= (b
w
), w 2 S
k
fu¨r den
der Permutation w entsprechenden Automorphismus von  
k. Der Homomorphismus  la¨sst
sich auf die Gruppenalgebra CB
k
fortsetzen und nimmt dann Bilder in den Endomorphismen
von  
k an. Wir setzen A
k
= (A
k
), A
i;k i
= (A
i;k i
) und B
i;k i
= (B
i;k i
). Der En-
domorphismus A
k
heißt Woronowicz’ Antisymmetrisator von  
k. Die obigen Konstruktionen
sind fu¨r alle Darstellungen der ZopfgruppenalgebraCB
k
mo¨glich. Ersetzt man u¨berall  durch

 1
, so erha¨lt man ebenfalls eine wohldefinierte Darstellung. Da wir im folgenden beide Arten
von Operatoren beno¨tigen, schreiben wir A
k
, A

i;j
und B
i;j
wenn wir mit 1 arbeiten.
Wegen (3.8) ist
W
J :=
L
k2
kerA
k
ein zweiseitiges Ideal und ein Hopf-Bimodul. Folg-
lich ist
W
 
^
=  


=
W
J eine N
0
-graduierte Algebra und ein Hopf-Bimodul. Wir nennen
W
 
^
=
L
k0
W
 
^k Woronowicz’ a¨ußere Algebra zum gegebenen Hopf-Bimodul   . Anstelle
des Ideals
W
J kann man auch das von kerA
2
erzeugte Ideal
s
J := hker(I   )i
Ideal
der Ten-
soralgebra  
 betrachten. Wir nennen
s
 
^
:=  


=
s
J =
L
k0
s
 
^k die quadratische a¨ußere
Algebra. Wegen (3.8) gilt
s
J 
W
J. Daher ist
W
 
^ ein Quotient von
s
 
^
. Natu¨rlich sind sowohl
W
 
^ als auch
s
 
^ Algebren und Hopf-Bimoduln. Daru¨ber hinaus erben sie auch die Super-
Hopf-Struktur von  
. Wir zitieren das entsprechende Resultat aus [62, Teilabschnitt 13.2.2].
Satz 3.2 Es sei   ein Hopf-Bimodul mit der kanonischen Zopfung  von  
2. Dann sind Woro-
nowicz’ a¨ußere Algebra
W
 
^ und die quadratische a¨ußere Algebra
s
 
^
N
0
-graduierte Super-
Hopfalgebren.
Da  
k ein freier linker A-Modul ist, ko¨nnen wir die Ra¨ume ( 
k)
L
und  
L

   
 
L
(k Fak-
toren) miteinander identifizieren.
Im na¨chsten Satz zeigen wir, dass die Wirkung des Antipoden S auf biinvarianten k-Tensoren
(bzw. k-Formen) bis auf das Vorzeichen mit der Wirkung des la¨ngsten Wortes u¨bereinstimmt.
Es sei f
i
g eine Vektorraumbasis von  
L
. In der Notation von Theorem 2.11 sei bezu¨glich dieser
Basis   = (v;f). Dann bilden die Elemente 
i
=
P
j

j
S(v
j
i
) eine lineare Basis von  
R
, wobei

i
=
P
j

j
v
j
i
gilt, siehe [111, (2.38)].
3.1 ¨Außere Algebren u¨ber Hopf-Bimoduln 39
Satz 3.3 Es sei A eine Hopfalgebra und   ein Hopf-Bimodul u¨ber A mit der Zopfung . Es
bezeichne S den Antipoden derN
0
-graduierten Super-Hopfalgebra  
. Dann gilt fu¨r alle biin-
varianten Elemente  2  
k
Inv
, k  2:
S() = ( 1)
1
2
k(k+1)

w
Æ
(): (3.12)
Dabei ist w
Æ
das la¨ngste Wort in S
k
und 
w
Æ
der entsprechende Hopf-Bimodul-Automorphismus
von  
k. Die Gleichung gilt auch fu¨r  2
W
 
^k
Inv
.
Beweis. (a) Wir summieren u¨ber doppelt auftretende Multiindizes. Fu¨r einen Multiindex
~{ = (i
1
; : : : ; i
k
) bezeichne  { = (i
k
; : : : ; i
1
) die umgekehrte Indexfolge. Ferner schreiben wir

~{
fu¨r das Produkt 
i
1


A
  

A

i
k
, entsprechend bedeutet  
|
:= 
j
k


A
  

A

j
1
. Aufgrund
von [62, Proposition 13.8] gilt S(
~{
) = ( 1)
1
2
k(k+1)

 
{
.
(b) Mit Hilfe vollsta¨ndiger Induktion u¨ber k wird nun gezeigt, dass fu¨r alle k  2

 
|
v
~|
~{
= 
w
Æ
(
~{
) (3.13)
gilt. Wegen 
j
v
j
i
= 
i
, 
i
/ a = f
i
n
(a)
n
und (2.25), erhalten wir

j
2


A

j
1
v
j
1
i
1
v
j
2
i
2
= 
j
2


A

i
1
v
j
2
i
2
= 
j
2
v
j
2
x
f
i
1
y
(v
x
i
2
)

A

y
= 
xy
i
1
i
2

x


A

y
= (
i
1


A

i
2
):
Damit ist (3.13) fu¨r k = 2 gezeigt. Die Gleichung gelte fu¨r k. Wir wollen sie fu¨r k + 1 bewei-
sen. Es sei w0
Æ
das la¨ngste Wort in S
k+1
, na¨mlich w0
Æ
= s
1
s
2
   s
k
w
Æ
. Da `(w0
Æ
) = k + `(w
Æ
)
gilt, kann man diese Gleichung zu einer Gleichung in der Zopfalgebra anheben. Folglich ist

w
0
Æ
= 
1
  
k

w
Æ
. Wegen (2.20) und (2.25) erhalten wir 
i
v
n
j
= 
xy
ij
v
n
x

y
. Benutzt man dies
mehrmals, so erha¨lt man

~|
v
j
i
= (
1
  
k
)
n~n
~| i
v
j
n

~n
: (3.14)
Mit der Induktionsvoraussetzung, Gleichung (3.14) und der obigen Rekursion fu¨r 
w
0
Æ
erhalten
wir

j


A

 
|
v
~|
~{
v
j
i
= 
j
(
w
Æ
)
~|
~{


A

~|
v
j
i
= 
j
(
w
Æ
)
~|
~{
(
1
  
k
)
n~n
~| i
v
j
n


A

~n
= 
j
v
j
n
(
w
0
Æ
)
n~n
~{ i


A

~n
=(
w
0
Æ
)
n~n
~{ i

n


A

~n
=
w
0
Æ
(
~{


A

i
);
was (3.13) beweist.
(c) Es sei  = 
~{

~{
2  

k
Inv
mit 
~{
= (
i
1
; : : : ; 
i
k
) 2 C
k
. Mit Hilfe der Resultate aus (a) und
(b) erhalten wir wegen 
 1 = 
(0)

 
(1)
S() = S(
(0)
)
(1)
= S(
~{

~|
) v
~|
~{
= 
~{
S(
~|
)v
~|
~{
= ( 1)
1
2
k(k+1)

~{

 
|
v
~|
~{
= ( 1)
1
2
k(k+1)

~{

w
Æ
(
~{
) = ( 1)
1
2
k(k+1)

w
Æ
():
Damit ist der erste Teil bewiesen. (d) Wegen S(kerA
k
)  kerA
k
, siehe [62, Proposition 13.10]
und 
w
Æ
(kerA
k
)  kerA
k
nach (3.11), sind sowohl der Antipode S als auch der Automorphis-
mus 
w
Æ
auf dem Quotienten
W
 
^k wohldefiniert.
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3.1.2 Differentialkalku¨le ho¨herer Ordnung
Definition 3.2 (i) Eine Differentialalgebra u¨ber A ist eine N
0
-graduierte Algebra  ^ =
L
n0
 
^n mit  ^0 = A zusammen mit einer linearen Abbildung d:  ^ !  ^ vom Grad 1,
so dass d2 = 0 gilt, und d die graduierte Leibnizregel
d(
1

2
) = d
1

2
+ ( 1)
n

1
d
2
; fu¨r 
1
2  
^n und 
2
2  
^
erfu¨llt. Das Produkt in  ^ wir mitunter mit ^ bezeichnet.
(ii) Gilt zusa¨tzlich  ^n = AdA   dA (n Faktoren), n 2 N, so nennen wir  ^ einen
Differentialkalku¨l.
(iii) Ein Differentialkalku¨l  ^ heißt bikovariant, falls es lineare Abbildungen

L
:  
^
! A
  
^ und 
R
:  
^
!  
^

A vom Grad Null gibt, so dass
(a) 
L
A = 
R
A = ,
(b) ( ^; 
L
; 
R
) ist ein Hopf-Bimodul und
(c) 
L
(d) = (id
d)
L
() sowie 
R
(d) = (d
 id)
R
() fu¨r alle  2  ^.
Ein Differentialkalku¨l heißt innerer Differentialkalku¨l, falls es eine 1-Form  2  ^1 derart gibt,
dass d =    ( 1)n fu¨r alle  2  ^n.
Es seien ( ^
i
; d
i
), i = 1; 2 Differentialalgebren u¨ber A. Dann ist ( ^
1

 
^
2
; d


) eine Differen-
tialalgebra u¨ber A, falls das Produkt in  ^
1

 
^
2
durch
(!
1

 !
2
)(
1

 
2
) = ( 1)
ij
!
1

1

 !
2

2
; !
2
2  
^i
2
, 
1
2  
^j
1
, !
1
2  
^
1
, 
2
2  
^
2
und das Differential d


durch
d


(!
1

 !
2
) = d
1
!
1

 !
2
+ ( 1)
i
!
1

 d
2
!
2
; !
1
2  
^i
1
; !
2
2  
^
2
gegeben sind.
Definition 3.3 Eine differentielle Hopfalgebra ist sowohl eine Differentialalgebra mit einem
Differential d als auch eine N
0
-graduierte Super-Hopfalgebra mit einem Koprodukt . Beide
Strukturen mu¨ssen wie folgt miteinander vertra¨glich sein: d


 = d.
Die a¨ußeren Algebren
W
 
^
,
s
 
^ und
u
 
^ sind sa¨mtlich differentielle Hopfalgebren, siehe [62,
Theorem 14.17 und Theorem 14.18].
3.1.3 Der universelle linkskovariante Kalku¨l
In diesem Abschnitt sei   ein linkskovarianter DKEO u¨ber A und R sein assoziiertes Rechts-
ideal. Wir wollen hier eine dritte Mo¨glichkeit angeben, eine a¨ußere Algebra zu konstruieren, die
  als ihre homogene Komponente vom Grad Eins entha¨lt. Die ersten beiden Konstruktionen,
Woronowicz’ a¨ußere Algebra und die quadratische a¨ußere Algebra, funktionieren fu¨r beliebi-
ge Hopf-Bimoduln – es ist kein Differential vonno¨ten. Die anstehende Konstruktion hingegen
beno¨tigt einen linkskovarianten Differentialkalku¨l   . Hierbei werden jedoch die rechte Kovari-
anz bzw. eine Zopfung nicht gebraucht.
Bevor wir zur Definition des universellen linkskovarianten Kalku¨ls kommen, erwa¨hnen wir
die Maurer-Cartan-Formel, die als Ausgangspunkt der Definition fungiert, siehe [62, Propo-
sition 14.13].
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Satz 3.4 Es sei  ^ =
L
k0
 
^k ein linkskovarianter Differentialkalku¨l u¨ber der Hopfalgebra
A, dann gilt fu¨r alle a 2 A
d!(a) =  !(a
(1)
) ^ !(a
(2)
): (3.15)
Was fu¨r die linkskovarianten Kalku¨le erster Ordnung die !-Abbildung ist, ist fu¨r die Kalku¨le
ho¨herer Ordnung die folgende S-Abbildung. Die Abbildung S : A !  
L

  
L
sei gegeben
durch
S(a) = !(a
(1)
)
 !(a
(2)
): (3.16)
Wegen !(r) = 0 fu¨r r 2 R folgt aus (3.15), dass fu¨r alle r 2 R die Gleichung S(r) = 0 gilt.
In [62, Teilabschnitt 14.3.3] wurde gezeigt, dass diese Bedingung die einzige Restriktion fu¨r die
Konstruktion eines Differentialkalku¨ls ho¨herer Ordnung ist, der   als Differentialkalku¨l erster
Ordnung entha¨lt.
Definition 3.4 Es sei   ein linkskovarianter DKEO u¨berA undR sein assoziiertes Rechtsideal.
Ferner sei
u
J das von den Elementen S(r), r 2 R erzeugte Ideal in der Tensoralgebra  
. Dann
heißt
u
 
^
:=  


=
u
J =
L
k0
u
 
^k die universelle a¨ußere Algebra oder auch universeller
Differentialkalku¨l zum linkskovarianten Differentialkalku¨l erster Ordnung   .
Bemerkung 3.1 (i) Diese Konstruktionsmethode des universellen Kalku¨ls zu einem gegebenen
linkskovarianten DKEO wurde bereits von Woronowicz in der Arbeit [110] fu¨r den 3D-Kalku¨l
auf SU
q
(2) verwendet. Dort ist auch die de-Rham-Kohomologie des 3D-Kalku¨ls berechnet wor-
den, die mit der klassischen de-Rham-Kohomologie der kompakten Lie-Gruppe SU(2) u¨berein-
stimmt.
(ii) Ist   bikovariant, so ist
u
 
^ eine N
0
-graduierte Super-Hopfalgebra, vgl. [62, Theo-
rem 14.18]. 2
Wir erwa¨hnen noch einige Eigenschaften der Abbildung S. Die Aussage (i) ist in [62, Lem-
ma 14.15] bewiesen und (ii) folgt sofort aus (2.32).
Lemma 3.5 (i) Es sei   ein linkskovarianter DKEO u¨ber A und R sein assoziiertes Rechts-
ideal. Dann gilt fu¨r alle r 2 R und a 2 A
S(ra) = S(r) / a = S(a
(1)
) S(r) a
(2)
: (3.17)
(ii) Es sei   ein bikovarianter DKEO u¨ber A mit assoziiertem Rechtsideal R und der rechten
Kowirkung 
R
. Dann gilt auf A

R
S = (S
 id)Ad
R
: (3.18)
Wir geben nun einige neue Formeln fu¨r das Rechnen mit S an, die im Anhang noch beno¨tigt
werden.
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Lemma 3.6 Es sei   ein linkskovarianter DKEO und R sein assoziiertes Rechtsideal.
(i) Fu¨r alle a; b 2 A und r 2 R gelten
S(ab) = S(a) / b + (!(a) / b
(1)
)
 !(b
(2)
) + !(b
(1)
)
 (!(a) / b
(2)
) + "(a)S(b);
S(rb) = S(r) / b:
(3.19)
(ii) Ist daru¨ber hinaus   ein innerer Kalku¨l mit da =  a a , so gilt fu¨r alle a 2 A und r 2 R
S(a) = (
) / a   
 ( / a)  ( / a)
  + "(a) 
 ;
S(r) = (
) / r:
(3.20)
Beweis. (i) folgt sofort aus der Definition von S sowie (2.29). Beim Beweis von (ii) benutzt
man zusa¨tzlich (2.31).
Das folgende Lemma stellt ein sehr nu¨tzliches Kriterium dar, die Dimension des Raumes
u
 
^2
L
der linksinvarianten 2-Formen des universellen Kalku¨ls zu bestimmen. Fu¨r die Kalku¨le
s
 
^ und
W
 
^ ist dies meist kein Problem, da dim
s
 
^2
L
= dim
W
 
^2
L
= rg(I ). Die Spektralzerlegung
von  sowie die Gro¨ße der zugeho¨rigen Eigenra¨ume hat man aber im Allgemeinen gut im Griff.
Lemma 3.7 Es sei A eine Hopfalgebra,   ein linkskovarianter DKEO u¨ber A mit dem
Quanten-Tangentialraum X und
u
 
^ der universelle Differentialkalku¨l u¨ber   . Dann gilt
dim
u
 
^2
L
= dimfT 2 X
 X jm(T ) 2 Xg;
wobei m: X
 X! AÆ die Multiplikationsabbildung ist.
Beweis. Wir benutzen den folgenden Fakt, der aus der linearen Algebra bekannt ist: Es sei
B : V W ! C eine nicht ausgeartete Bilinearform und U ein Teilraum von V . Dann ist auch
die induzierte Paarung
B : V=U  U
?
! C mit U? = fw 2 W jB(u; w) = 0; u 2 Ug
nicht ausgeartet. Nach Lemma 2.16 ist die von h; i induzierte Bilinearform auf  
L

 
L
X
X
nicht ausgeartet. Wendet man die obige Tatsache auf den Teilraum U = S(R) an, so erha¨lt man,
dass die Paarung
u
 
^2
L
 U
?
! C nicht ausgeartet ist. Insbesondere gilt dim
u
 
^2
L
= dimU
?
.
Es sei T = ijX
i

X
j
2 U
?
. Unter Beachtung von Lemma 2.16 erha¨lt man fu¨r alle r 2 R:
0 = hS(r); T i = h!(r
(1)
)
!(r
(2)
); 
ij
X
i

X
j
i = 
ij
X
i
(r
(1)
)X
j
(r
(2)
) = m(T )(r):
Trivialerweise ist m(T )(1) = 0 und somit m(T ) 2 X. Folglich ist U? = m 1(X), das Urbild
von X. Daraus folgt die Behauptung.
Bemerkung 3.2 (i) Es sei   ein bikovarianter DKEO. Insbesondere ist   ein Hopf-Bimodul
mit einer Zopfung . Da fu¨r lineare Abbildungen f immer (ker f)? = im f t gilt, la¨sst sich
die Bilinearform  
L

 
L
 X
X ! C auch zu einer nicht ausgearteten Bilinearform
s
 
^2
L

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X^X ! C faktorisieren, wobei X^X = At
2
(X
X) ist. Außerdem ist At
2
die zu A
2
( 
L

  
L
)
duale lineare Abbildung.
(ii) Es sei   ein bikovarianter DKEO. Wegen S(R)  kerA
2
gilt m 1(X)  imAt
2
. Im Allge-
meinen gilt jedoch nicht m 1(X) = imAt
2
wie etwa im Falle der orthogonalen und symplekti-
schen Quantengruppen. 2
Die Frage nach der Gro¨ße des Raumes der linksinvarianten 2-Formen des universellen Kalku¨ls
u
 
^2
L
wollen wir fu¨r die Quantengruppen G
q
und ihre Standardkalku¨le  
;z
beantworten. Dabei
arbeiten wir mit der oben angegebenen dualen Paarung und bestimmen den Raum m 1(X).
Lemma 3.8 Es seien V ein rechter A-Komodul, W ein rechter AÆ-Modul und h; i : VW !
C eine nicht ausgeartete Bilinearform. Ferner gelte fu¨r alle v 2 V , w 2 W und f 2 AÆ:
hv; w  fi = hv
(0)
f(v
(1)
); wi:
Dann gilt: Ist P 2 Mor(V ) ein Morphismus von A-Komoduln, so ist P t 2 Mor(W ) ein Mor-
phismus von AÆ-Moduln. Ist P daru¨ber hinaus idempotent, dann ist die Einschra¨nkung der
Bilinearform auf imP  imP t ebenfalls nicht ausgeartet.
Beweis. Wegen P 2 Mor(V ) gilt Pv
(0)

 v
(1)
= (Pv)
(0)

 (Pv)
(1)
fu¨r v 2 V . Somit gilt fu¨r
alle v 2 V , w 2 W und f 2 AÆ:
hv; P
t
w  fi = hv
(0)
f(v
(1)
); P
t
wi
= hPv
(0)
f(v
(1)
); wi
= h(Pv)
(0)
f((Pv)
(1)
); wi
= hPv; w  fi
= hv; P
t
(w  f)i:
Da die Paarung nicht ausgeartet ist, folgt die erste Behauptung.
Sei P nun zusa¨tzlich idempotent. Es sei v
0
2 imP , also v
0
= Pv
0
. Angenommen, es ist
0 = hv
0
; P
t
wi fu¨r alle w 2 W . Dann gilt
0 = hPv
0
; P
t
wi = hP
2
v
0
; wi = hv
0
; wi:
Da die Bilinearform h; i nicht ausgeartet ist, folgt v
0
= 0.
¨Ahnlich zeigt man, dass auch der
Bildraum von P die Punkte des Bildraumes von P t trennt.
Es sei B ein rechter AÆ-Modul bezu¨glich der rechtsadjungierten Wirkung / . Wir setzen
B
0
:= fb 2 B j b / f = "(f)b; f 2 A
Æ
g und nennen diese Elemente / -invariant.
Folgerung 3.9 Es sei A eine Hopfalgebra und   ein bikovarianter DKEO u¨ber A mit dem
Quanten-Tangentialraum X. Ferner sei P 2 Mor(
R
) idempotent. Dabei bezeichne 
R
die
rechte Kowirkung von A auf einem der Ra¨ume  
L

  
L
,
u
 
^2
L
bzw.
s
 
^2
L
.
Dann ist imP ein 
R
-invarianter Teilraum von  
L

  
L
,
u
 
^2
L
bzw. von
s
 
^2
L
und imP t ist ein
/ -invarianter Teilraum vonX
X,m 1(X) bzw. vonX^X. Die Einschra¨nkung der Bilinearform
auf imP imP t ist nicht ausgeartet.
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Beweis. Nach (3.18) ist S(R) ein 
R
-invarianter Teilraum von  
L

  
L
, und (kerA
2
)
L
ist 
R
-
invariant, da  eine Bikomodul-Abbildung ist. Beachtet man (2.33), so erha¨lt man fu¨r alle
 2  
L
, f 2 A
Æ und X 2 X
h
(0)
f(
(1)
); Xi = h;X / fi:
Diese Identita¨t la¨sst sich fortsetzen auf  2  
L

  
L
und X 2 X 
 X. Hieraus folgt die
/ -Invarianz von X ^ X und m 1(X). Somit ist das obige Lemma in unserer Situation anwend-
bar.
Unser na¨chstes Ziel ist es, den universellen Differentialkalku¨l mit der quadratischen a¨ußeren
Algebra zu vergleichen. Letztere ist offensichtlich ein Quotient von
u
 
^ aufgrund der Univer-
salita¨tseigenschaft. Wir lassen mitunter das Zeichen ^ weg und schreiben 
1

2
anstelle von

1
^
2
, wenn wir in einem Differentialkalku¨l  ^ arbeiten. Es stellt sich heraus, dass die biinva-
riante 2-Form 2 eine entscheidende Rolle bei der Frage spielt, ob die oben genannten Algebren
u¨bereinstimmen oder nicht. Im folgenden Lemma tragen wir einige Eigenschaften von 2 zu-
sammen.
Lemma 3.10 Es sei   ein bikovarianter innerer DKEO u¨ber A mit da =  a   a , a 2 A,
und  ^ sei ein bikovarianter Differentialkalku¨l u¨ber A, der   als Komponente ersten Grades
entha¨lt.
(i) Fu¨r a 2 A gilt dann:

2
/ a = "(a)
2
+ !(a) + !(a)   d!(a); (3.21)
(d) / a = "(a)d + !(a) + !(a)   d!(a): (3.22)
(ii) Falls d = 22, dann ist 2 zentral in  ^.
(iii) Gilt a 2 = 2 a fu¨r alle a 2 A, dann ist  ^ ein innerer Differentialkalku¨l mit
d =    ( 1)
n
 ; fu¨r  2   n (3.23)
und 2 ist zentral in  ^.
Beweis. (i) Wegen (2.31) und (3.15) gilt

2
/ a =  / a
(1)
( / a
(2)
)
= ("(a
(1)
) + !(a
(1)
))("(a
(2)
) + !(a
(2)
))
= "(a)
2
+ !(a) + !(a)   d!(a):
Benutzt man d b = d(b) +  db,  b = b  + db, (2.31) und (3.15), so erha¨lt man
d / a = S(a
(1)
)d a
(2)
= S(a
(1)
)(d( a
(2)
) +  da
(2)
)
= S(a
(1)
) d(a
(2)
 + da
(2)
) + S(a
(1)
)  a
(2)
S(a
(3)
)da
(4)
= S(a
(1)
)(da
(2)
 + a
(2)
d ) + ("(a
(1)
) + !(a
(1)
))!(a
(2)
)
= !(a)  + "(a) d +  !(a)  d!(a):
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(ii) Multipliziert man Gleichung (3.21) mit 2 und subtrahiert Gleichung (3.22), so erha¨lt man
0 = !(a)+!(a)  d!(a) bzw. d!(a) =  !(a)+!(a) . Setzt man dies in (3.21) ein, so hat
man

2
/ a = "(a)
2
; was a¨quivalent zu 2a = a2 ist. (3.24)
Wir zeigen, dass 2 mit allen Elementen aus   vertauscht. Es seien  2   und a
i
; b
i
2 A so
gewa¨hlt, dass  = a
i
db
i
. Dann gilt wegen (3.24), und da   ein innerer DKEO ist,

2
 = 
2
a
i
( b
i
  b
i
) = a
i
( b
i
  b
i
) 
2
=  
2
:
Da  ^ von den Elementen aus A und   als Algebra erzeugt wird, ist 2 in  ^ zentral.
(iii) Den Beweis von d =     ( 1)n  fu¨hren wir durch vollsta¨ndige Induktion u¨ber den
Grad n der Form  2  ^n. Fu¨r n = 0 ist die Bedingung erfu¨llt aufgrund der Definition des
Differentialkalku¨ls erster Ordnung. Angenommen, die Formel gilt fu¨r n   1. Zu  existieren

i
2  
^n 1 und b
i
2 A, so dass  = 
i
db
i
. Nach Induktionsvoraussetzung und wegen 2 b
i
=
b
i

2 fu¨r alle b
i
gilt dann
d = d
i
db
i
=  
i
db
i
  ( 1)
n 1

i
 (b
i
  b
i
)
=    ( 1)
n
(
i
b
i
   
i
b
i
 )
=    ( 1)
n

i
db
i

=    ( 1)
n
 :
Damit ist der Induktionsbeweis erbracht. Wendet man auf die obige Gleichung noch einmal d
und (3.23) an und beachtet d2 = 0, so ergibt sich 2  =  2, und damit ist 2 zentral in  ^2.
3.2 Gro¨ßenvergleich der a¨ußeren Algebren
In diesem Abschnitt pra¨sentieren wir das erste Hauptresultat der Arbeit. Fu¨r die bikovarianten
Standarddifferentialkalku¨le bestimmen wir die Gro¨ßen der linksinvarianten und biinvarianten
a¨ußeren Algebren im Falle von Woronowicz’ Konstruktion und fu¨r die Quantengruppen der A-
Serie. Fu¨r alle vier Serien vergleichen wir die quadratische a¨ußere Algebra mit der universellen
a¨ußeren Algebra.
Als Poincare´-Reihe der graduierten Algebra B =
L
1
k=0
B
k
(mitunter auch Hilbert-Reihe ge-
nannt) bezeichnen wir die Potenzreihe
P (B; t) =
1
X
k=0
dim(B
k
)t
k
:
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3.2.1 Resultate fu¨r die Quantengruppen der A-Serie
Theorem 3.11 Es sei A eine der Hopfalgebren O(SL
q
(N)) bzw. O(GL
q
(N)), q sei transzen-
dent und   =  
;z
mit  2 f+; g, wobei z ein   -zula¨ssiger Parameter sei. Mit
W
 
^
L
be-
zeichnen wir die Unteralgebra der linksinvarianten Elemente von Woronowicz’ a¨ußerer Alge-
bra
W
 
^
.
Dann lautet die Poincare´-Reihe von
W
 
^
L
P (
W
 
^
L
; t) = (1 + t)
N
2
;
das heißt, dim(
W
 
^k
L
) =
 
N
2
k
 fu¨r alle k 2 N
0
. Insbesondere gibt es, bis auf skalare Vielfache,
genau eine linksinvariante Form vom maximalen Grad N2.
Bemerkung 3.3 (i) Ein Vergleich mit der klassischen Situation ist hier am Platze. Die angege-
bene Poincare´-Reihe stimmt mit der Poincare´-Reihe der Algebra der linksinvarianten Formen
auf U(N) bzw. GL(N;R) u¨berein, da der klassische Differentialkalku¨l die Dimension N2 hat.
Fu¨r die klassischen Lie-Gruppen SU(N) und SL(N;R) entfa¨llt in der Poincare´-Reihe ein Fak-
tor 1 + t.
(ii) Offenbar sind die Definitionen der Algebren
W
 
^
L
nur von der Zopfung  abha¨ngig. Die
Matrix von  ha¨ngt beim Kalku¨l  
;z
auf GL
q
(N) bzw. SL
q
(N) nicht von z ab und auch nicht
von der Wahl der Quantengruppe GL
q
(N) oder SL
q
(N), wohl aber von N .
(iii) Fu¨r SL
q
(2) und deren 4-dimensionale bikovariante Differentialkalku¨le erster Ordnung wur-
de die Poincare´-Reihe der Algebra
s
 
^
L
von Grießl [36] bestimmt. 2
Theorem 3.12 Es seien A, q und   wie im Theorem 3.11. Mit
W
 
^
Inv
bezeichnen wir die Unter-
algebra der biinvarianten Elemente von
W
 
^
. Dann gilt
(i)
P (
W
 
^
Inv
; t) = (1 + t)(1 + t
3
)    (1 + t
2N 1
):
(ii) Fu¨r !
k
2
W
 
^k
Inv
und !
n
2
W
 
^n
Inv
gilt
!
k
^ !
n
= ( 1)
kn
!
n
^ !
k
:
(iii) Fu¨r ! 2
W
 
^
Inv
gilt d! = 0.
(iv) Verschiedene biinvariante Formen repra¨sentieren verschiedene de-Rham-
Kohomologieklassen.
Bemerkung 3.4 Nach (i) ist die Dimension von
W
 
^k
Inv
gleich der Anzahl der Partitionen von
k in die Summe von paarweise verschiedenen ungeraden natu¨rlichen Zahlen, kleiner gleich
2N   1. Diese Zahl ist auch gleich der Anzahl der symmetrischen Partitionen  von k, also mit
 = 
0 wobei 
1
 N . Die linksinvariante Form vom maximalen Grad N2 ist sogar biinvariant.
2
3.2 Gro¨ßenvergleich der a¨ußeren Algebren 47
Wir setzen in Anlehnung an die Notation in [92]
x = q
N+1
s = q
 2
+ q
 4
+   + q
 2N
; (3.25)
s
0
+
= x   q
 2
+ 1; s
0
 
= x   q
 2N
+ q
 2N 2
;
n
;z
= z
 
s
0

  x
und nennen den Parameterwert z des Kalku¨ls  
;z
generisch, falls n
;z
6= 0.
Theorem 3.13 Es seien A, q und   wie im Theorem 3.11. Mit
u
 
^ und
s
 
^ bezeichnen wir die
universelle bzw. die quadratische a¨ußere Algebra u¨ber   .
Dann sind die folgenden differentiellen Hopfalgebren zueinander isomorph:
(i)
s
 
^

=
W
 
^
:
(ii)
u
 
^

=
s
 
^ fu¨r N  3, n
;z
6= 0, sowie fu¨r N = 2,  = + mit
z 62 fq; q; (q
4
+ 1)=(q
2
+ 1)g.
(iii)
s
 
^

=
u
 
^
=(
2
) fu¨r N = 2,  = + und z2 = q2.
Im Fall (iii) ist 2 zentral, und der universelle Differentialkalku¨l ist ein innerer Kalku¨l.
Bemerkung 3.5 (i) Fu¨r die Quanten-Super-Gruppe GL
q
(mjn) und den Kalku¨l  
;1
wurde die
Isomorphie
u
 
^

=
s
 
^ in der Arbeit [66, Abschnitt 5.3] gezeigt.
(ii) Da im Falle N = 2 die Kalku¨le  
+;z
und  
 ;z
isomorph sind, genu¨gt es  
+;z
zu betrachten.
Im Falle SL
q
(2) entsprechen die Parameterwerte z = q und z =  q dem 4D
+
-Kalku¨l bzw. dem
4D
 
-Kalku¨l, die in [111] definiert wurden.
(iii) Die Kalku¨le
s
 
^ und
W
 
^ sind ebenfalls innere Kalku¨le, da 2 = 0, vergleiche auch
Lemma 3.10 (iii). 2
3.2.2 Resultate fu¨r die Quantengruppen der B-, C- und D-Serien
Wir formulieren nun das Theorem 3.13 entsprechende Resultat fu¨r die Quantengruppen der or-
thogonalen und symplektischen Serien. In diesem Fall betrachten wir die Kalku¨le  
+
:=  
+;1
und  
 
:=  
+; 1
. Wegen der Isomorphie der Kalku¨le  
+;z
und  
 ;z
, gilt insbesondere
X
+
0
= X
 
0
.
Theorem 3.14 Es sei A eine der Hopfalgebren O(O
q
(N)) oder O(Sp
q
(N)) mit N  3 und
q sei keine Einheitswurzel. Es sei   einer der beiden bikovarianten DKEO  

u¨ber A und
2s + (q   q
 1
)(r   r
 1
) 6= 0 im Falle von  
 
. Wir bezeichnen die bis auf skalare Vielfachheit
eindeutig bestimmte biinvariante 1-Form mit .
(i) Dann sind der Quotient
u
 
^
=(
2
) und die quadratische a¨ußere Algebra
s
 
^ einander iso-
morphe Hopf-Bimoduln.
(ii) Die biinvariante 2-Form 2 ist zentral in
u
 
^
. Der Kalku¨l
u
 
^ ist ein innerer Differential-
kalku¨l, d. h.
d =  ^   ( 1)
n
 ^ ;  2
u
 
^n
: (3.26)
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Bemerkung 3.6 (i) Die Isomorphie von Hopf-Bimoduln
u
 
^
=(
2
) und
s
 
^ impliziert auch die
Isomorphie der Ra¨ume als differentielle graduierte Hopfalgebren.
(ii) Leider war es nicht mo¨glich, die Poincare´-Reihen fu¨r die linksinvarianten bzw. biinvarianten
a¨ußeren Algebren der orthogonalen und symplektischen Quantengruppen zu bestimmen. Nur im
Falle der Quantengruppe Sp
q
(4) ist es mo¨glich, die Gro¨ße der linksinvarianten a¨ußeren Algebra
exakt zu berechnen, da eine endliche Gro¨bnerbasis aus homogenen Elementen vom Grad 2
existiert. Es gilt
P (
s
 
^
L
; t) =
(1 + t)
11
1  5t+ 5t
2
  t
3
:
Unter Verwendung des Computeralgebra-Programms FELIX [5] konnten die Anfangsglieder
einiger weiterer Poincare´-Reihen bestimmt werden. Fu¨r O
q
(3) hat man
P (
s
 
^
L
; t) = 1 + 9t+ 46t
2
+ 183t
3
+ 628t
4
+ 1938t
5
+ 5514t
6
+ 14709t
7
+ 37212t
8
+    :
Fu¨r alle orthogonalen und symplektischen Quantengruppen mit N  5 und deren Standard-
kalku¨le gilt:
P (
W
 
^
Inv
; t) = 1 + t+ 5t
3
+ 15t
4
+    :
In diesem Falle gibt es biinvariante Formen, die nicht geschlossen sind. Die biinvariante a¨ußere
Algebra ist nicht graduiert kommutativ. 2
3.3 Iwahori-Hecke-Algebren
In diesem Abschnitt behandeln wir die Iwahori-Hecke-Algebra vom Typ A, kurz Hecke-
Algebra genannt, und wir za¨hlen einige ihrer wichtigsten Eigenschaften auf. Die Iwahori-
Hecke-Algebra vom Typ A ist eine gut untersuchte Algebra, zu der es eine Reihe von Mo-
nographien [33, 51] und eine Vielzahl von Artikeln [37, 38, 64, 83, 105] gibt.
Wir werden eine explizite Formel fu¨r die zentralen Idempotente der Hecke-Algebra angeben.
Durchweg setzen wir voraus, dass die komplexe Zahl q keine Einheitswurzel ist. In diesem
Falle gelten dieselben Aussagen, wie im Falle des Grundko¨rpers C(q). Wir u¨bernehmen die
Definition aus der Monographie von Humphreys [50, Abschnitte 7.1 und 7.4].
Definition 3.5 Es gibt eine eindeutig bestimmte assoziative Algebrenstruktur auf dem Vektor-
raum mit der Basis fT
w
jw 2 S
k
g, wobei T
1
= 1 ist, so dass fu¨r alle s 2 fs
1
; : : : ; s
k 1
g und
w 2 S
k
gilt
T
s
T
w
= T
sw
; falls `(sw) > `(w); (3.27)
T
s
T
w
= (q   q
 1
)T
w
+ T
sw
; falls `(sw) < `(w): (3.28)
Diese Algebra heißt Iwahori-Hecke-Algebra vom Typ A
k 1
und wird bezeichnet mit H
k
(q).
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Anstelle von (3.28) wird oftmals T
s
T
w
= (q   1)T
w
+ qT
sw
genommen. Die von uns oben
angegebene Variante ist aber beim Arbeiten mit Quantengruppen von Vorteil. Wir schreiben
kurz T
i
anstelle von T
s
i
. Die Relationen (3.4), (3.5) mit T
i
anstelle von b
i
und
T
2
i
= (q   q
 1
)T
i
+ 1; i = 1; : : : ; k   1; (3.29)
sind a¨quivalent zu (3.27) und (3.28).
3.3.1 Partitionen, zentrale Idempotente und Involutionen
Wir u¨bernehmen die Bezeichnungen aus [67] fu¨r Partitionen, Kompositionen und Charaktere.
Ein Tupel  = (
1
; 
2
; : : : ) von ganzen Zahlen heißt Partition von k, falls 
1
+ 
2
+    = k
und 
1
 
2
     0 gilt. Wir schreiben dann  ` k. Mitunter verwenden wir die Be-
zeichnung  = (kmk(k   1)mk 1    1m1), wobei m
i
die Anzahl der Komponenten von 
bezeichnet, die gleich i sind. Wir identifizieren eine Partition  ha¨ufig mit dem zugeho¨rigen
Young-Diagramm (auch Ferrers-Diagramm genannt). Es hat in der i-ten Zeile 
i
Ka¨stchen,
wobei die ersten Ka¨stchen jeder Zeile untereinander stehen und alle weiteren Ka¨stchen rechts
vom ersten stehen. Als konjugierte Partition von  bezeichnen wir diejenige Partition 0, deren
Young-Diagramm das transponierte des Young-Diagramms von  ist (Vertauschung von Zeilen
und Spalten), also 0
n
= Cardfi j
i
 ng. Die irreduziblen Darstellungen der Hecke-Algebra
H
k
(q) sind durch Partitionen  von k parametrisiert. Die Dimension einer zu  geho¨rigen ir-
reduziblen Darstellung ist, wie im Fall der symmetrischen Gruppe S
k
, gleich d

= k!=h().
Dabei ist h() =
Q
x2
h(x) das Produkt der Hakenla¨ngen h(x) = 
i
+ 
0
j
  i  j + 1, wobei
x = (i; j) ein Ka¨stchen von  ist, das sich in der i-ten Zeile und j-ten Spalte befindet, verglei-
che etwa [67, I. 6, Example 2 (a) und I. 7 (7.6)]. In diesem Fall definieren wir den Inhalt (engl.
content) von x durch c(x) := j   i. Ferner sei c() = P
x2
c(x) der Inhalt von . Den zu 
geho¨rigen irreduziblen Charakter bezeichnen wir mit . Unter einer Zerlegung der Eins ver-
stehen wir eine Menge von primitiven (minimalen) Idempotenten fpi

j ` k; 1  i  d

g,
so dass pi

p
j

= Æ

Æ
ij
. Das Element z

=
P
d

i=1
p
i

ist dann das minimale zentrale Idempotent,
assoziiert zu . Es gilt
P

z

= 1. Fu¨r den Rest dieses Abschnitts fixieren wir die natu¨rlichen
Zahlen k und N .
Eine N -Komposition von k ist ein N -Tupel nichtnegativer ganzer Zahlen  = (
1
; : : : ; 
N
),

i
 0 mit 
1
+ 
2
+   + 
N
= k. Wir bezeichnen dies mit  j= k. Fu¨r jede N -Komposition
 = (
1
; : : : ; 
N
) von k definieren wir x = x1
1
x

2
2
: : : x

N
N
, wobei x
1
; : : : ; x
N
kommutierende
Variablen sind. Es sei fe
1
; : : : ; e
N
g eine Basis des Vektorraumes V = CN . Fu¨r einen Tensor
v = e
i
1

e
i
2

   
e
i
k
2 V

k definieren wir sein Gewicht wt(v) als diejenige Komposition
wt(v) = (
1
; : : : ; 
N
), wobei 
j
die Anzahl der Faktoren e
j
in v ist. Offenbar gilt wt(v) j= k.
Fu¨r eine Komposition  von k definieren wir den idempotenten Operator E

auf V 
k vermo¨ge
E

(v) := Æ
;wt(v)
v , wobei v = e
i
1

e
i
2

   
e
i
k
ein Monom in V 
k ist. Man pru¨ft leicht nach,
dass E

E

= Æ
;
E

fu¨r alle ;  j= k gilt, sowie I =
P
j=k
E

.
Als na¨chstes geben wir eine andere Form der Darstellung der Hecke-Algebra H
k
(q) durch die
^
R-Matrizen (2.3) vom Typ A an. Wir definieren die Darstellungen % und %
c
von H
k
(q) auf V 
k.
Es bezeichne 
n
den Vertauschungsoperator von V 
k, der die n-te und (n + 1)-te Tensorkom-
ponenten miteinander vertauscht. Die Wirkung des Hecke-Generators T
n
, 1  n  k   1, auf
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einem Basiselement v = e
i
1

e
i
2

   
e
i
k
ist wie folgt gegeben:
%(T
n
)v =
8
>
>
<
>
>
:
qv; falls i
n
= i
n+1
;
q^v + 
n
(v); falls i
n
< i
n+1
;

n
(v); falls i
n
> i
n+1
:
Die Darstellung %
c
ist gegeben durch %
c
(T
n
) = 
n
%(T
n
)
n
. In Matrixschreibweise bedeutet
das %(T
n
) =
^
R
n;n+1
, wobei die Indizes n und n + 1 bei ^R die Stellen des Tensorproduktes
V

k angeben, an denen ^R wirkt. Analog ist %
c
(T
n
) =

R
n;n+1
. Beide Darstellungen % und
%
c
vertauschen mit allen Idempotenten E

,  j= k, da sie jeweils das Gewicht eines Tensors
e
i
1

    
 e
i
k
nicht vera¨ndern.
Wir fu¨hren auf H
k
(q) ein Spurfunktional Tr mit Werten in der Polynomalgebra C[x
1
; : : : ; x
N
]
ein. Der folgende Satz stammt aus einer Arbeit von Ram, siehe [83, Lemma 3.5, Lemma 3.7
und Theorem 3.8].
Satz 3.15 (i) Die Abbildung Tr: H
k
(q)! C[x
1
; : : : ; x
N
]
Tr(h) =
X
j=k
x

tr(E

%(h)) (3.30)
definiert auf H
k
(q) ein Spurfunktional, d. h., es gilt Tr(hg) = Tr(gh) fu¨r alle h; g 2 H
k
(q).
(ii) Es sei p 2 H
k
(q) ein Idempotent. Dann ha¨ngt Tr(p) nicht von q ab. Insbesondere gilt fu¨r
alle Partitionen  von k und alle minimalen Idempotente p

mit p

z

= p

, dass
Tr(p

) = s

(x
1
; : : : ; x
N
); (3.31)
dabei ist s

die Schur-Funktion zur Partition , siehe [67, I (3.1), S. 40].
(iii) Fu¨r h 2 H
k
(q) gilt
Tr(hz

) = 

(h)s

(x
1
; : : : ; x
N
) und Tr(h) =
X
`k


(h)s

(x
1
; : : : ; x
N
): (3.32)
Bemerkung 3.7 Der Beweis von [83, Lemma 3.5] zeigt, dass das Ersetzen von % durch %
c
in
Formel (3.30) die Funktion Tr nicht vera¨ndert. 2
Eine Bilinearform B auf einer Algebra B heißt assoziativ, falls fu¨r alle a; b; c 2 B die Identita¨t
B(ab; c) = B(a; bc) erfu¨llt ist. In der GruppenalgebraCS
k
gilt fu¨r alle Partitionen  von k, dass
z

=
d

k!
X
w2S
k


(w)w
 1
;
siehe [83, Formel (1.2)]. Wir werden zeigen, dass in der Hecke-Algebra H
k
(q) eine analoge
Formel fu¨r die minimalen zentralen Idempotente z

gilt. Dies wird gesichert durch die Existenz
einer assoziativen, symmetrischen und nicht ausgearteten Bilinearform auf H
k
(q).
Es seien fT
w
jw 2 S
k
g und ffw jw 2 S
k
g ein Paar dualer Basen von H
k
(q) bzw. seinem
Dualraum. Mo¨ge f 0 das dem Einselement aus H
k
(q) entsprechende Funktional bezeichnen.
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Lemma 3.16 Fu¨r g; h 2 H
k
(q) definiert hg; hi := f 0(gh) eine symmetrische, assoziative und
nicht ausgeartete Bilinearform auf H
k
(q). Fu¨r alle v; w 2 S
k
gilt
hT
v
; T
w
i =
(
1; falls vw = 1;
0; sonst.
()
Beweis. Fu¨r die rechte Seite von () benutzen wir das Kronecker-Symbol Æ
vw;1
. Die Assoziati-
vita¨t der Bilinearform folgt sofort aus ihrer Definition. Nehmen wir Formel () als bereits be-
wiesen an. Dann ist die Bilinearform auch symmetrisch, da vw = 1 genau dann, wenn wv = 1,
und f 0 ist linear. Die Form ist nicht ausgeartet, da fT
w
jw 2 S
k
g und fT
w
 1
jw 2 S
k
g ein Paar
orthogonaler Basen bilden. Wir zeigen nun () durch vollsta¨ndige Induktion u¨ber die La¨nge von
w. Nach Definition ist hT
v
; 1i = f
0
(T
v
) = Æ
v;1
, und somit gilt () fu¨r w = 1. Angenommen,
() gilt fu¨r alle v; w0 2 S
k
, wobei w0 eine fixierte La¨nge hat. Wir zeigen die Behauptung fu¨r
w = sw
0 mit `(w) = `(w0) + 1 und v beliebig.
Fall 1: `(vs) = `(v) + 1. Wegen (3.27) und der Induktionsvoraussetzung gilt
hT
v
; T
w
i = f
0
(T
v
T
s
T
w
0
) = f
0
(T
vs
T
w
0
) = hT
vs
; T
w
0
i = Æ
vsw
0
;1
= Æ
vw;1
:
Fall 2: `(vs) = `(v)  1. Wegen (3.28) und der Induktionsvoraussetzung erhalten wir
hT
v
; T
w
i = f
0
(T
v
T
s
T
w
0
) = f
0
 
(q^T
v
+ T
vs
)T
w
0

= q^hT
v
; T
w
0
i+ hT
vs
; T
w
0
i = q^hT
v
; T
w
0
i+ Æ
vw;1
:
Wir mu¨ssen zeigen, dass hT
v
; T
w
0
i = 0 gilt bzw., was laut Induktionsvoraussetzung a¨quivalent
dazu ist, vw0 6= 1. Angenommen, es gelte vw0 = 1. Dann ist `(v) = `(w0). Weil dann aber
auch vssw0 = 1, so folgt `(vs) = `(sw0) = `(w0) + 1 = `(v) + 1. Dies widerspricht unserer
Fallannahme. Folglich ist vw0 6= 1 und der Beweis ist erbracht.
Nun ko¨nnen wir die allgemeine Theorie fu¨r Algebren mit assoziativen, symmetrischen und
nicht ausgearteten Bilinearformen anwenden, etwa [21, Proposition (9.17), S. 204]. Das zentrale
Idempotent z

la¨sst sich in der folgenden Weise angeben:
z

=
d

t

X
w2S
k


(T
w
)T
w
 1
: (3.33)
Dabei ist
t

=
X
w2S
k


(T
w
)

(T
w
 1
) (3.34)
von Null verschieden. Ferner gilt
t

= d
 1



(t) mit t =
X
w2S
k
T
w
T
w
 1
: (3.35)
In unserem Fall der Hecke-Algebra kann man sogar noch etwas mehr aussagen.
Lemma 3.17 Das Element t =
P
w2S
k
T
w
T
w
 1 ist zentral in H
k
(q). Es gilt t =
P
`k
t

z

.
52 3 ¨Außere Algebren und Kalku¨le ho¨herer Ordnung
Beweis. Wir fixieren s = s
i
fu¨r ein i 2 f1; : : : ; k   1g und definieren die Menge L = fw 2
S
k
j `(sw) > `(w)g. Dann ist S
k
die disjunkte Vereinigung von L und sL. Wegen (3.27) gilt
dann T
sw
T
(sw)
 1
= T
s
T
w
T
w
 1
T
s
, w 2 L. Wegen (3.29) erhalten wir
T
s
tT
s
=
X
w2L[sL
T
s
T
w
T
w
 1
T
s
=
X
w2L
(T
s
T
w
T
w
 1
T
s
+ T
2
s
T
w
T
w
 1
T
2
s
)
=
X
w2L
(T
s
T
w
T
w
 1
T
s
+ T
2
s
T
w
T
w
 1
(q^T
s
+ 1))
=
X
w2L
(T
s
T
w
T
w
 1
T
s
+ (q^T
s
+ 1)T
w
T
w
 1
+ q^T
s
T
s
T
w
T
w
 1
T
s
)
=
X
w2L
(T
s
T
w
T
w
 1
T
s
+ T
w
T
w
 1
) + q^T
s
X
w2L
(T
w
T
w
 1
+ T
s
T
w
T
w
 1
T
s
) = t+ q^T
s
t:
Multipliziert man diese Gleichung von links mit T 1
s
und benutzt T 1
s
= T
s
  q^, so erha¨lt man
tT
s
= T
s
t. Folglich ist t zentral. Wendet man  auf den Ansatz t =
P
`k


z

, 

2 C an
und verwendet (z

) = Æ

d

, was aus (3.33) und (3.34) folgt, so ergibt sich 

= t

.
Wir betrachten drei fu¨r unsere Untersuchungen wichtige Abbildungen der Ordnung zwei 
k
, 
k
und 
k
von H
k
(q). Auf den Generatoren sind sie gegeben durch 
k
(T
i
) := T
k i
, 
k
(T
i
) := T
i
,
bzw. 
k
(T
i
) :=  T
 1
i
. Die Zuordnung 
k
kann zu einem Algebrenhomomorphismus von H
k
(q)
fortgesetzt werden, wa¨hrend 
k
und 
k
zu Antihomomorphismen von H
k
(q) fortgesetzt werden
ko¨nnen, da sie die erzeugenden Relationen der Hecke-Algebra invariant lassen. Man pru¨ft leicht
nach, dass die der drei Morphismen auf H
k
(q) folgendermaßen aussehen. Fu¨r alle w 2 S
k
gilt:

k
(T
w
) = T
w
Æ
T
w
T
 1
w
Æ
; 
k
(T
w
) = T
w
 1
; 
k
(T
w
) = sgn(w)T
 1
w
: (3.36)
Fu¨r 
k
beachte man (3.11). Offenbar sind die drei Abbildungen paarweise miteinander ver-
tauschbar.
Lemma 3.18 Es sei  ` k eine Partition von k. Dann gilt fu¨r das minimale zentrale Idempotent
z

von H
k
(q): 
k
(z

) = z

, 
k
(z

) = z

0 und 
k
(z

) = z

.
Beweis. Fu¨r 
k
folgt die Behauptung sofort aus der Darstellung (3.33) und der Tatsache, dass
Charaktere auf konjugierten Elementen gleich sind. Wir fu¨hren den Beweis fu¨r die Involution

k
.
(a) Zuna¨chst zeigen wir die Behauptung fu¨r den Symmetrisator z
(k)
und den Antisymmetrisator
z
(1
k
)
. Sie erzeugen jeweils ein eindimensionales Ideal in H
k
(q). Das zentrale Idempotent z
(k)
bzw. z
(1
k
)
ist das eindeutig bestimmte zentrale von Null verschiedene Element aus H
k
(q) mit
T
i
z
(k)
= qz
(k)
bzw. T
i
z
(1
k
)
=  q
 1
z
(1
k
)
fu¨r alle i = 1; : : : ; k   1. Da das Bild eines zentralen
Idempotents unter einem Antihomomorphismus erneut ein zentrales Idempotent ist, und wegen
T
i

k
(z
(k)
) =  
k
(z
(k)
T
 1
i
) =  q
 1

k
(z
(k)
); i = 1; : : : ; k   1;
erhalten wir 
k
(z
(k)
) = z
(1
k
)
. Da der Antiautomorphismus 
k
die Ordnung 2 hat, gilt ferner

k
(z
(1
k
)
) = z
(k)
.
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(b) Nun sei  = (
1
; : : : ; 
r
) eine beliebige Partition. Ferner sei 0 = (0
1
; : : : ; 
0
s
) das zu
 konjugierte Diagramm. In [37] wurden zu einem gegebenen Young-Tableau ein minima-
les Idempotent p

= h
 
e
 
h
 1
 
h
+
e
+
h
 1
+
konstruiert. Dabei sind e
 
= A

0
1
     A

0
s
und
e
+
= S

1
     S

r
, wobei A
j
= z
(1
j
)
und S
j
= z
(j)
den j-ten Antisymmetrisator bzw. den
j-ten Symmetrisator der Hecke-Algebra H
j
(q) bezeichnen. Wir machten dabei von den natu¨rli-
chen Einbettungen H
n
1
(q)    H
n
r
(q)! H
k
(q) fu¨r Kompositionen n j= k Gebrauch. Die
Elemente h

ha¨ngen noch von den Eintragungen des Young-Tableaus ab. Nach dem Ergebnis
von (a) gilt 
k
(e
 
) = S

0
1
     S

0
s
und e0
+
= A

1
     A

r
. Da p

ein minimales Unteri-
dempotent von z

ist, ist 
k
(p

) ein minimales Unteridempotent von z

0 . Wegen z

=
P
d

i=1
p
i

und 
k
(p
i

)
k
(p
j

) = Æ
ij

k
(p
i

) ist 
k
(z

) ein Unteridempotent von z

0 . Da aber 
k
(z

) ein von
Null verschiedenes minimales zentrales Idempotent ist, erhalten wir schließlich 
k
(z

) = z

0 .
Wir zeigen 
k
(z

) = z

, ohne die obige explizite Konstruktion der minimalen irreduziblen
Idempotente aus [37] zu verwenden. Dafu¨r benutzen wir aber ein Resultat von Ram. Fu¨r eine
Komposition  = (
1
; : : : ; 
r
) j= k bezeichne 

= 

1


2
  

r
diejenige Permutation
aus S
k
, die sich als Produkt der r disjunkten (eingebetteten) Zyklen 

i
schreiben la¨sst, wobei

n
:= s
n 1
s
n 2
   s
1
ist. Offensichtlich gilt dann fu¨r die Elemente T

n
der Hecke-Algebra H
k
(q), dass

n
(T

n
) = 
n
(T

n
), da das Vertauschen der Reihenfolge der Faktoren gerade mit dem inne-
ren Automorphismus T
w
Æ
()T
 1
w
Æ
u¨bereinstimmt. Wir fixieren nun ein Basiselement T
w
, w 2 S
k
.
Nach [83, Theorem 5.1] gibt es dann ein Element
c
w
=
X
j=k
a
w
T


mit a
w
2 Z[q; q
 1
] derart, dass (T
w
) = (c
w
) fu¨r alle Charaktere der Hecke-Algebra H
k
(q).
Also gilt fu¨r alle Charaktere 
(
k
(T
w
)) =
X
j=k
a
w
(
k
(T


)) =
X
j=k
a
w
(T


) = (c
w
) = (T
w
):
In der ersten Gleichung benutzten wir, dass auch Æ
k
ein Charakter ist. In der zweiten Glei-
chung verwendeten wir, dass 
k
und 
k
auf T

n
u¨bereinstimmen und dass (
k
(h)) = (h)
fu¨r alle h 2 H
k
(q), weil 
k
ein innerer Automorphismus ist. Somit gilt also (T
w
) = (T
w
 1
)
fu¨r alle w 2 S
k
und alle Charaktere  von H
k
(q). Setzt man dies in (3.33) ein, so erha¨lt man

k
(z

) = z

. Es sei nun p

ein primitives Idempotent zu fixiertem . Da

k
(p

)z

= 
k
(z

)
k
(p

) = 
k
(p

z

) = 
k
(p

);
ist auch 
k
(p

) ein zu p

a¨quivalentes primitives Idempotent.
3.3.2 Die Algebra H
k
(q)
H
k
(q) und ihr Antisymmetrisator
Die AlgebraH
k
(q) = H
k
(q)
H
k
(q) spielt in unseren Untersuchungen zu den Poincare´-Reihen
der Differentialkalku¨le eine wichtige Rolle. Wir wollen hauptsa¨chlich den Antisymmetrisator
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a
k
von H
k
(q) studieren. Wir definieren ihn wie folgt. Es sei eine Abbildung  auf den Genera-
toren b
i
der Zopfgruppe B
k
durch (b
i
) = T
i

 T
 1
i
gegeben. Da die Elemente (b
i
) ebenfalls
die Zopfgruppenrelationen (3.4) und (3.5) erfu¨llen, la¨sst sich  eindeutig zu einem Algebren-
homomorphismus von der Gruppenalgebra CB
k
nach H
k
(q) fortsetzen. Man pru¨ft leicht nach,
dass dabei gilt

w
:= (b
w
) = sgn(w)
k
(T
w
)
 
k
(T
w
); w 2 S
k
:
Es sei a
k
das Bild des AntisymmetrisatorsA
k
der ZopfgruppenalgebraCB
k
, vgl. (3.6)
a
k
= (A
k
) =
X
w2S
k

k
(T
w
)
 
k
(T
w
): (3.37)
Wir erhalten dann z. B.
a
2
= 1  T
1

 T
 1
1
;
a
3
= 1 T
1

T
 1
1
 T
2

T
 1
2
+T
1
T
2

T
 1
1
T
 1
2
+T
2
T
1

T
 1
2
T
 1
1
 T
1
T
2
T
1

T
 1
1
T
 1
2
T
 1
1
:
Entsprechend definieren wir die Summen der Schiebepermutationen a
i;j
= (A
i;j
) fu¨r i +
j = k. Das Hauptresultat dieses Abschnitts ist die Spektralzerlegung des Antisymmetrisators
a
k
2 H
k
(q).
Satz 3.19 Der Antisymmetrisator a
k
aus H
k
(q) besitzt die folgende Spektralzerlegung
a
k
=
X
`k
t



: (3.38)
Dabei sind die Elemente


=
1
t

a
k
(z



k
(z

));  ` k (3.39)
paarweise orthogonale Idempotente in H
k
(q). Ferner gilt
(Tr
 Tr)

= s

0
(x
1
; : : : ; x
N
)s

(x
1
; : : : ; x
N
): (3.40)
Beweis. Die entscheidende Formel fu¨r den Beweis der Idempotenz von 

ist
a
k
(1
 
k
(h)) = a
k
(h
 1); h 2 H
k
(q): (3.41)
Wir fu¨hren den Beweis in drei Schritten.
(a) Es sei k = 2 und h = T = T
1
. Wegen T 2 = 1 + q^T und T 2 = 1  q^T 1 gilt
a
2
(1
 
2
(T )) = (1
 1  T 
 T
 1
)(1
 ( T
 1
))
= 1
 ( T
 1
) + T 
 ( q^T
 1
+ 1)
= (1 + q^T )
 ( T
 1
) + T 
 1
= (T 
 ( T
 1
) + 1
 1)(T 
 1)
= a
2
(T 
 1):
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(b) Nun sei k > 2. Wegen (3.8) gilt fu¨r alle i; j mit i+ j + 1 = k
a
k
= a
i+1;j
(a
i+1

 a
j
)
= a
i+1;j
 
a
i 1;2
(a
i 1

 a
2
)
 a
j

= y(a
i 1

 a
2

 a
j
)
mit y = a
i+1;j
(a
i 1;2

 1). Dabei wirkt a
i 1;2
an den ersten i + 1 Positionen. Zusammen mit
dem Ergebnis von (a) erhalten wir
a
k
(1
 
k
(T
i
)) = y(a
i 1

 a
2

 a
j
)(1
 
k
(T
i
))
= y(a
i 1

 a
2
(1
 
2
(T ))
 a
j
)
= y(a
i 1

 a
2
(T 
 1)
 a
j
)
= a
k
(T
i

 1):
(c) Nun sei (3.41) fu¨r h und g aus H
k
(q) erfu¨llt. Dann gilt die Gleichung auch fu¨r hg, denn
a
k
(1
 
k
(hg)) = a
k
(1
 
k
(g)
k
(h)) = a
k
(1
 
k
(g))(1
 
k
(h)) = a
k
(g 
 1)(1
 
k
(h))
= a
k
(1
 
k
(h))(g 
 1) = a
k
(h
 1)(g 
 1) = a
k
(hg 
 1):
Da die Menge der T
i
die Hecke-Algebra H
k
(q) erzeugt, ist der Beweis von (3.41) erbracht.
Wir zeigen nun, dass a
k
(z


 
k
(z

)) wesentlich idempotent ist. Beachtet man, dass 1
 z

ein
zentrales Idempotent in H
k
(q) ist und Lemma 3.17 und wendet man mehrmals die Gleichung
(3.41) sowie die Definition (3.37) des Antisymmetrisators an, so erha¨lt man
(a
k
(z


 
k
(z

)))
2
= a
k
(z


 1)a
k
(z


 1)
= a
2
k
(z


 1)
= a
k
P
w2S
k
(
k
(T
w
)z


 
k
(T
w
))
= a
k
P
w2S
k
(T
w
T
w
 1
z


 1)
= a
k
(tz


 1)
= t

a
k
(z


 1)
= t

a
k
(z


 
k
(z

)):
Folglich ist 

idempotent. Benutzt man erneut (3.41) und z

z

= 0 fu¨r  6= , so erha¨lt man




= t
 1

t
 1

a
k
(z


 1)a
k
(z


 1) = t
 1

t
 1

a
2
k
(z

z


 1) = 0;
d. h., 

und 

sind orthogonal zueinander. Wegen 1 =
P

z

und
P

a
k
(z


 
k
(z

)) =
P

a
k
(z


 1) = a
k
, ergibt sich (3.38).
Zur letzten Behauptung. Wir schreiben x fu¨r die Gesamtheit der kommutierenden Variablen
x
1
; : : : ; x
N
. Vertauscht man die Rollen von w und w 1 in (3.33), wendet dann die Involution 
k
an und benutzt Lemma 3.18, so hat man schließlich
z

0
=
d

t

X
w2S
k


(T
w
 1
)
k
(T
w
):
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Wendet man darauf 0 an, dividiert durch 0(z

0
) = d

0
= d

und multipliziert mit
s

(x)s

0
(x), so erha¨lt man schließlich mit (3.32) und (3.39)
s

(x)s

0
(x) =
1
t

X
w2S
k


(T
w
 1
)

0
(
k
(T
w
))s

(x)s

0
(x)
=
1
t

X
w2S
k
Tr(T
w
 1
z

)Tr(
k
(T
w
)z

0
)
= (Tr
 Tr)
 
1
t

X
w2S
k
(T
w
 1

 
k
(T
w
))(z


 
k
(z

))
!
= (Tr
 Tr)

1
t

a
k
(z


 
k
(z

))

= (Tr
 Tr)

:
Bemerkung 3.8 Die explizite Formel fu¨r den Eigenwert t

lautet: t

= k!q
c()
h
q
()=h(),
wobei h
q
() =
Q
x2
[[h(x)]]
q
das Produkt der q-Hakenla¨ngen ist. Zum Beweis benutzen
wir die Formel [38, (1.6)]. Da wir eine andere Version der Hecke-Algebra und auch ande-
re q-Zahlen verwenden, mu¨ssen wir einige Transformationen vornehmen. Wir bezeichnen die
Hecke-Algebra in [38] mit H
k
(q) und ihre Generatoren mit g
i
. Die AbbildungH
k
(q
2
)! H
k
(q),
die durch g
i
7! qT
i
, i = 1; : : : ; k   1 gegeben wird, definiert einen Algebrenisomorphismus.
Die Formel (1.6) aus [38] lautet dann fu¨r die Hecke-Algebra H
k
(q) mit den Generatoren g
i
:
X
w2S
k


(g
w
)

(q
 2`(w)
g
w
 1
) = Æ

k!q
 2n()
h()
 1
Y
x2
1  q
2h(x)
1  q
2
:
Benutzt man den obigen Isomorphismus g
w
7! q
`(w)
T
w
und die Definition von t

, so erhalten
wir fu¨r  =  wegen (3.34) auf der linken Seite
t

=
X
w2S
k
q
`(w)


(T
w
)q
 2`(w)


(T
w
 1
)q
`(w)
:
Wendet man die Identita¨ten
P
x2
h(x) = n()+n(
0
)+ jj und n(0) n() = c() aus [67,
S. 11] an, so erhalten wir
t

= k!q
 2n()+
P
x2
h(x) k
h()
 1
Y
x2
q
h(x)
  q
 h(x)
q   q
 1
= k!q
n(
0
) n()
h()
 1
Y
x2
[[h(x)]]
q
= k!q
c()
h()
 1
h
q
():
2
Lemma 3.20 Es sei  ` k, eine symmetrische Partition von k, d. h.  = 0, und  2 H
k
(q) ein
Idempotent mit 

= . Dann gilt

w
Æ
 = sgn(w
Æ
):
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Beweis. (a) Wir benutzen die Iwahori-Hecke-Algebra H
k
u¨ber dem Ko¨rper C(x), der ratio-
nalen Funktionen in x um zu zeigen, dass T 2
w
Æ
z

= z

gilt. Wegen (3.11) ist T 2
w
Æ
zentral.
Also existieren Koeffizienten 

2 C(x) mit T 2
w
Æ
=
P



z

. Da T
w
Æ
invertierbar ist, gilt
T
 2
w
Æ
=
P


 1

z

. Wegen  = 0 und Lemma 3.18 gilt 
k
(z

) = z

. Somit erhalten wir


z

= 
k
(

z

) = 
k
(T
2
w
Æ
z

) = z

T
 2
w
Æ
= 
 1

z

:
Also gilt 2

= 1. Es sei 

(x) = g(x)=h(x) mit gewissen Polynomen g und h. Da aber


(x) nur ho¨chstens zwei Werte, na¨mlich 1 und  1, annimmt, tritt mindestens einer der
beiden Werte, etwa y
0
, unendlich oft auf: 

(x
i
) = y
0
, i 2 N. Dann hat aber das Poly-
nom f(x) = g(x)  y
0
h(x) unendlich viele Nullstellen x
i
, i 2 N. Folglich ist f  0, und


(x)  y
0
ist konstant. Also ha¨ngt der gesuchte Wert y
0
auch fu¨r die Hecke-Algebra H
k
(q)
nicht vom Parameter q ab. Setzt man q = 1, so hat man T 2
w
Æ
j
q=1
= 1, da in der Gruppenalgebra
CS
k
das la¨ngste Wort w
Æ
(i) = k   i eine Involution ist. Somit gilt allgemein 

= 1.
(b) Mit der Definition von 

, (3.11), w
Æ
= w
 1
Æ
, (3.41) und dem Ergebnis von (a) erhalten wir:

w
Æ
 = 
w
Æ


 = t
 1


w
Æ
a
k
(z


 1)
= t
 1

a
k
(sgn(w
Æ
)
k
(T
w
Æ
)
 
k
(T
w
Æ
))(z


 1)
= t
 1

sgn(w
Æ
)a
k
(T
2
w
Æ
z


 1)
= t
 1

sgn(w
Æ
)a
k
(z


 1)
= sgn(w
Æ
)

 = sgn(w
Æ
):
3.4 Kodarstellungen von Koordinatenhopfalgebren
In diesem Abschnitt wiederholen wir einige Begriffe und Fakten aus der Theorie der Kodarstel-
lungen von Hopfalgebren. Insbesondere gilt unsere Aufmerksamkeit den Koordinatenhopfalge-
bren zu den Quantengruppen G
q
. Alle auftretenden Kodarstellungen seien endlichdimensional.
3.4.1 Kohalbeinfache Hopfalgebren
Wir u¨bernehmen Definitionen und einfachste Sa¨tze aus [62, Abschnitt 11.2]. Es seiA eine Hopf-
algebra. Mit bA bezeichnen wir die Menge der ¨Aquivalenzklassen  irreduzibler Kodarstellungen
u
 von A. Ein lineares Funktional h auf A heißt linksinvariant bzw. rechtsinvariant, falls fu¨r
alle a 2 A gilt
h  a = (id
h)(a) = h(a)1 bzw. a  h = (h
 id)(a) = h(a)1: (3.42)
Definition 3.6 (und Satz) Eine Hopfalgebra A heißt kohalbeinfach, wenn eine der folgenden
Bedingungen erfu¨llt ist:
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(i) Jede Kodarstellung von A ist die direkte Summe von irreduziblen Unterkodarstellungen.
(ii) Die Koalgebra A ist die direkte Summe ihrer koeinfachen Unterkoalgebren:
A =
M
2
b
A
C(u

):
(iii) Die Menge fu
ij
j 2
b
A; i; j = 1; : : : ; d

g ist eine lineare Basis von A.
(iv) Es existiert ein eindeutig bestimmtes links- und rechtsinvariantes Funktional h auf A mit
h(1) = 1.
Einen Beweis der ¨Aquivalenz findet man in [62, Theorem 11.13, S. 403]. Die Eigenschaft (ii)
nennt man auch Peter-Weyl-Zerlegung von A, und das in (iv) auftretende lineare Funktional h
heißt Haarfunktional von A. Es sei nun A eine kohalbeinfache Hopfalgebra mit Haarfunktional
h. Fu¨r  2 bA sei P  : A! A die Projektion auf C(u). Insbesondere gilt fu¨r a =P
;i;j
c

ij
u

ij
,
c

ij
2 C, dass P (a) =
P
i;j
c

ij
u

ij
. Wir definieren die linearen Funktionale h,  2 bA auf A
vermo¨ge h = "ÆP . Offensichtlich gilt dann
X
2
b
A
h

= " und (P  
 id) = (id
P ) = (P  
 P ) = ÆP :
Man rechnet leicht nach, dass ha = ah = P (a). Man beachte, dass der eindimensionalen
trivialen Kodarstellung 1 das Haarfunktional h = h0 entspricht. Wir nummerieren es einfach
mit  = 0.
Lemma 3.21 Das Haarfunktional h einer kohalbeinfachen Hopfalgebra A ist regula¨r, d. h.,
h(ab) = 0 fu¨r alle a 2 A impliziert b = 0, und h(ab) = 0 fu¨r alle b 2 A impliziert a = 0.
Beweis. Wir benutzen die Ergebnisse und die Notation aus [62, Kapitel 11.2]. Es sei h(ab) = 0
fu¨r alle b 2 A und a =
P
;i;j
c

ij
u

ij
. Wir fixieren  2 bA und k; l 2 f1; : : : ; d

g und wa¨hlen
b := S(u

nk
)(F
 1
)
ln
tr(F ). Dann erha¨lt man nach [62, Proposition 15]
0 = h(ab) =
X
2
b
A
d

X
i;j=1
c

ij
h
 
u

ij
S(u

nk
)(F
 1
)
ln
tr(F )

=
d

X
i;j=1
c

ij
Æ
ik
F
nj
tr(F )
(F
 1
)
ln
tr(F ) = c

kl
:
Da dies fu¨r alle  2 bA, k; l = 1; : : : ; d

gilt, folgt a = 0. Der Beweis der zweiten Implikation
verla¨uft analog.
Lemma 3.22 Es seiA eine kohalbeinfache Hopfalgebra und c ein zentrales Element der dualen
Algebra A.
(i) Fu¨r alle a 2 A gilt dann a
(1)
c(a
(2)
) = c(a
(1)
)a
(2)
:
(ii) Fu¨r alle  2 bA existieren komplexe Zahlen E

(c) derart, dass c in der linksregula¨ren
Darstellung auf C(u) als E

(c)-faches der Identita¨t wirkt, d. h., fu¨r alle a 2 A gilt
c  h

 a = E

(c)h

 a und c(h  a) = E

(c)h

(a): (3.43)
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Beweis. (i) Da c zentral ist, gilt fu¨r alle f 2 A und a 2 A
0 = hfc  cf; ai = f(a
(1)
)c(a
(2)
)  c(a
(1)
)f(a
(2)
) = f
 
a
(1)
c(a
(2)
)  c(a
(1)
)a
(2)

:
Da A die Punkte von A trennt, folgt die Behauptung.
(ii) Die linksregula¨re Darstellung  von A auf C(u), gegeben durch
(f)(P

(a)) := f  P

(a) = P

(a
(1)
)f(a
(2)
);
ist irreduzibel, da jeder -invariante Teilraum von C(u) auch -invariant ist, und C(u) ist
als Koalgebra irreduzibel. Da c zentral ist, vertauscht (c) mit allen Operatoren (f), f 2 A.
Nach dem Schurschen Lemma ist also (c) = E

(c) I fu¨r eine gewisse komplexe Zahl E

(c).
Bei der Untersuchung der Nichtausgeartetheit von Paarungen beno¨tigen wir spa¨ter ha¨ufig das
folgende Lemma.
Lemma 3.23 Es sei A eine kohalbeinfache Hopfalgebra, und v und w seien irreduzible Ma-
trixkodarstellungen von A. Die folgenden Aussagen sind a¨quivalent:
(i) dimMor(1; v 
w) = 1, (ii) dimMor(v 
w; 1) = 1, (iii) vc 
=
w und (iv) v 
=
w
c
.
Beweis. (i)! (iii). Es seien fe
i
g und ff
l
g Vektorraumbasen der Darstellungsra¨ume V bzw. W
mit den gegebenen Kodarstellungen v = (vi
j
) und w = (wl
k
). Es sei T = (T il) 6= 0 ein von
Null verschiedener Morphismus von 1 nach v 
 w, also T il1 = vi
j
w
l
k
T
jk
. Multipliziert man
diese Gleichung von links mit S(vn
i
), summiert u¨ber i und setzt T l
i
:=T
il
, dann erha¨lt man
T
l
i
(v
c
)
i
n
= w
l
k
T
k
n
;
d. h. T 2 Mor(vc;w). Da T 6= 0 und sowohl vc als auch w irreduzibel sind, folgt die ¨Aquiva-
lenz aus dem Schurschen Lemma.
(iii)! (i). Die obigen Schlu¨sse sind umkehrbar; somit ist Mor(1; v 
w) zumindest nicht leer.
Ga¨be es einen weiteren zu T linear unabha¨ngigen Morphismus T
1
, so enthielte auch Mor(vc;w)
einen weiteren zu T linear unabha¨ngigen Morphismus, was nach dem Schurschen Lemma wie-
derum nicht mo¨glich ist. Also folgt (i) aus (iii).
(iii)! (iv). Nach [62, Proposition 11.15 (ii)] gilt vcc 
=
v. Also gilt v 
=
v
cc

=
w
c
. Die Um-
kehrung (iv)! (iii) folgt genauso.
(iv)! (ii). Es sei U 2 Mor(v;wc). Wegen der Irreduzibilita¨t von v und wc ist U bis auf ein
skalares Vielfaches eindeutig bestimmt. Dann gilt Uk
i
v
i
j
= S(w
l
k
)U
l
j
. Multiplikation von rechts
mit wk
m
, Summation u¨ber k und die Setzung eU
ik
:= U
i
k
liefert
e
U
ik
v
i
j
w
k
m
=
e
U
jm
1;
also eU 2 Mor(v 
 w; 1). Wie oben schließt man, dass es bis auf Vielfachheit keine weiteren
von Null verschiedenen Morphismen in Mor(v 
w; 1) geben kann.
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Als Charakter einer Matrixkodarstellung v = (vi
j
)
i;j=1;:::;d
von A bezeichnen wir das Element

v
=
P
d
i=1
v
i
i
von A. Im Falle der Null-Kodarstellung setzten wir 
v
= 0. Ist A kohalbein-
fach, dann sind zwei (endlichdimensionale) Kodarstellungen genau dann a¨quivalent, wenn ihre
Charaktere u¨bereinstimmen, vgl. [62, Corollary 11.18, S. 407]. Es seien p
1
und p
2
idempotente
Elemente einer Algebra B. Wir nennen p
1
und p
2
a¨quivalent, falls es Elemente a und b aus B
gibt, fu¨r die ab = p
1
und ba = p
2
gilt.
Lemma 3.24 Es seien p und q Idempotente einer Algebra B mit p 6= 0 oder q 6= 0. Falls fu¨r
alle x 2 B die Gleichung p
1
xp
2
= 0 erfu¨llt ist, so sind p
1
und p
2
ina¨quivalent.
Beweis. Angenommen, p und q seien a¨quivalent, dann gibt es Elemente a; b 2 B mit p = ab
und q = ba. Da p = p3 = ababab und q = q3 = bababa nicht beide gleich Null sind, folgt
p a q 6= 0 im Widerspruch zur Voraussetzung. Also sind p und q ina¨quivalent.
Lemma 3.25 Es seienA eine kohalbeinfache Hopfalgebra und v = (vi
j
) eine Matrixkodarstel-
lung von A u¨ber dem linearen Raum V .
(i) Es sei P 2 Mor(v) idempotent. Dann definiert die Einschra¨nkung von v auf das Bild von P
eine Unterkodarstellung v(P ) von v mit dem Charakter 
v(P )
=
P
i;j
P
i
j
v
j
i
.
(ii) Es seien P und Q idempotente Elemente von Mor(v). Die entsprechenden Unterkodarstel-
lungen v(P ) und v(Q) sind genau dann zueinander a¨quivalent, wenn die Idempotente P und
Q a¨quivalent sind.
(iii) Es seien P

2 Mor(v),  = 0; : : : ; m, P
0
6= 0 paarweise a¨quivalente Idempotente, und
P =
P

c

P

, c

2 C sei ebenfalls idempotent. Dann gibt es nichtnegative ganze Zahlen r
und s mit s 6= 0, so dass die folgenden Kodarstellungen einander a¨quivalent sind
s  v(P )

=
r  v(P
0
); und es gilt
X

c

=
r
s
:
Beweis. Wir summieren u¨ber sich wiederholende Indizes.
(i) Wir bestimmen die Matrixkoeffizienten der Unterkodarstellung w = v(P ). Dazu seien fe
i
g
und ff
l
g die Vektorraumbasen von V bzw. W := imP . Wir definieren die linearen Abbildungen
A : W ! V vermo¨ge Aw = w, w 2 W und B : V ! W u¨ber Bv = Pv, v 2 V . Dann gilt
offenbar P = AB und BA = id
W
. Die Matrixelemente von A und B bezu¨glich der gewa¨hlten
Basen sind dann bestimmt durch f
l
=
P
A
j
l
e
j
und B(e
i
) =
P
B
k
i
f
k
. Es sei ' die zur Kodar-
stellung v geho¨rige rechte Komodulabbildung '(e
i
) =
P
e
j

 v
j
i
. Da A = PA und P = AB
sind, erhalten wir mit P 2 Mor(v)
'(f
n
) =
P
'(A
j
n
e
j
) =
P
e
i

 v
i
j
A
j
n
=
P
e
i

 v
i
j
P
j
k
A
k
n
=
P
e
i

 v
j
k
P
i
j
A
k
n
=
P
A
i
m
e
i

 B
m
j
v
j
k
A
k
n
=
P
f
m

 (BvA)
m
n
:
Folglich ist auf W eine Unterkodarstellung w mit den Matrixelementen w = BvA gegeben.
Somit ist 
w
=
P
B
m
j
v
j
k
A
k
m
=
P
(AB)
k
j
v
j
k
=
P
P
k
j
v
j
k
.
(ii) Seien zuna¨chst P und Q a¨quivalent, d. h., es gibt Elemente A; B 2 Mor(v) mit P = AB
und Q = BA. Nach (i) sind die Charaktere der Unterkodarstellungen v(P ) und v(Q) gegeben
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durch 
v(P )
=
P
P
k
l
v
l
k
bzw. 
v(Q)
=
P
Q
k
l
v
l
k
. Setzt man P = AB und Q = BA ein und
benutzt B 2 Mor(v), so erha¨lt man

v(P )
=
X
A
k
x
B
x
l
v
l
k
=
X
A
k
x
v
x
l
B
l
k
=
X
Q
l
x
v
x
l
= 
v(Q)
:
Da A kohalbeinfach ist, folgt v(P ) 
=
v(Q). Es seien nun v(P ) und v(Q) a¨quivalente Kodar-
stellungen, d.h., es gibt eine bijektive Abbildung J mit J 2 Mor(v(P ); v(Q)). Es seien W
1
und
W
2
die Bildra¨ume von P bzw. Q. Ferner seien A
1
; B
1
und A
2
; B
2
die P bzw. Q entsprechenden
Abbildungen aus dem Beweis von (i), welche die Einbettung bzw. die Projektion beschreiben.
Wegen J 2 Mor(v(P ); v(Q)) gilt J(B
1
vA
1
) = (B
2
vA
2
)J . Wendet man die Koeins " auf die-
se Gleichung an und setzt A = A
1
J
 1
B
2
sowie B = A
2
JB
1
, so erha¨lt man AB = P und
BA = Q, das heißt, P und Q sind a¨quivalent.
(iii) Nach (i) und (ii) gilt

v(P )
=
P
k;l
P
k
l
v
l
k
=
P
k;l;
c

(P

)
k
l
v
l
k
=
P

c


v(P

)
=
 
P

c



v(P
0
)
: (3.44)
Da A kohalbeinfach ist, existieren positive ganze Zahlen s

und irreduzible von Null verschie-
dene Kodarstellungen u mit v(P
0
)

=
P

s

u

. Wir setzen r

:= s

P

c

. Aus (3.44) folgt
dann 
v(P )
=
P

r


u
 . Da A kohalbeinfach ist und die Charaktere irreduzibler Kodarstel-
lungen linear unabha¨ngig sind, sind r

nichtnegative ganze Zahlen und v(P ) 
=
P

r

u

.
Folglich ist
P

c

= s
 1

r

fu¨r alle  nichtnegativ und rational (und konstant). Es gilt
s

v(P )

=
r

v(P
0
) fu¨r alle .
Im Folgenden werden wir sehen, dass sich die Peter-Weyl-Zerlegung fu¨r das Koprodukt auch
auf Hopf-Bimoduln u¨bertra¨gt. Es seien v und w Kodarstellungen von A und   ein Hopf-
Bimodul. Wir definieren die folgenden linearen Teilra¨ume von   :
  (v;w) := f 2   j 
( 1)

 
(0)

 
(1)
2 C(v)
   
 C(w)g: (3.45)
Offensichtlich sind die Ra¨ume   (v;w) Bikomoduln, da auf ihnen die rechte und linke Kowir-
kung von   abgeschlossen ist. Natu¨rlich sind es i. a. keine Hopf-Bimoduln, da die Multipli-
kation mit Elementen aus A die Kowirkung a¨ndert. Wir schreiben kurz   (; ) anstelle von
  (u

;u

). Aufgrund der Peter-Weyl-Zerlegung gilt
  =
M
;2
b
A
  (; ): (3.46)
Wir erga¨nzen nun einen Satz, der eine Verbindung herstellt zwischen den beiden Hecke-
Algebra-Darstellungen % und %
c
eines primitiven Idempotents und den entsprechenden Unter-
kodarstellungen von u
k bzw. (uc)
k.
Lemma 3.26 Es sei A eine der Hopfalgebren O(GL
q
(N)) bzw. O(SL
q
(N)). Ferner sei
p 2 H
k
(q) idempotent, P  = %(
k
(p)) und P c = %
c
(p). Dann sind die folgenden Kodarstellun-
gen zueinander a¨quivalent
(u

k
(P

))
c

=
(u
c
)

k
(P
c
):
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Beweis. Wir zeigen zuna¨chst die Gleichung
%
c
(h)
 
{
 
|
= %(
k
(
k
(h)))
~|
~{
(3.47)
fu¨r h 2 H
k
(q). Dabei seien ~{ = (i
1
; : : : ; i
k
) und ~| = (j
1
; : : : ; j
k
) Multiindizes und  { =
(i
k
; : : : ; i
1
) bzw.  | = (j
k
; : : : ; j
1
). Wir benutzen die Schreibweise u~{
 
|
:= u
i
1
j
k
u
i
2
j
k 1
  u
i
k
j
1
. Es
sei zuna¨chst h = T
n
. Wegen 
k
(T
n
) = T
k n
und 
k
(T
n
) = T
n
gilt:
%(
k
(
k
(T
n
)))
~|
~{
= %(T
w
Æ
T
n
T
 1
w
Æ
)
~|
~{
= %(T
k n
)
~|
~{
=
^
R
j
k n
;j
k n+1
i
k n
;i
k n+1
=

R
i
k n+1
;i
k n
j
k n+1
;j
k n
= %
c
(T
n
)
 
{
 
|
:
Dies beweist (3.47) im Falle h = T
n
. Nun sei (3.47) fu¨r g; h 2 H
k
(q) erfu¨llt. Aufgrund der Dar-
stellungseigenschaft von % und %
c
sowie der Antihomomorphie von 
k
erhalten wir schließlich
%
c
(gh)
 
{
 
|
=
P
~x
%
c
(g)
 
{
 
x
%
c
(h)
 
x
 
|
=
P
~x
%(T
w
Æ

k
(g)T
 1
w
Æ
)
~x
~{
%(T
w
Æ

k
(h)T
 1
w
Æ
)
~|
~x
= %(T
w
Æ

k
(gh)T
 1
w
Æ
)
~|
~{
:
Da die Menge fT
n
g die Hecke-Algebra H
k
(q) erzeugt, ist der Beweis von (3.47) vollendet. Im
Folgenden summieren wir u¨ber doppelt auftretende Multiindizes. Wegen Lemma 3.25 (i), (3.47)
und S(
v
) = 
v
c erhalten wir

(u
c
)

k
(P
c
)
=
P
(P
c
)
~{
~|
(u
c
)
~|
~{
=
P
%(T
w
Æ

k
(p)T
 1
w
Æ
)
 
|
 
{
(u
c
)
~|
~{
=
P
%(T
w
Æ
)
 
|
~x
(P

)
~x
~z
%(T
 1
w
Æ
)
~z
 
{
S

u
 
{
 
|

= S

P
%(T
w
Æ
)
 
|
~x
(P

)
~x
~z
%(T
 1
w
Æ
)
 
{
 
|
u
~z
 
{

= S

P
(P

)
 
{
~z
u
~z
 
{

= S(
(u

k
(P

))
) = 
(u

k
(P

))
c
:
In der vierten Gleichung benutzten wir, dass %(T 1
w
Æ
) 2 Mor(u

k
) gilt. Da A kohalbeinfach
ist, sind die Darstellungen u
k(P )c und (uc)
k(P c) einander a¨quivalente Kodarstellungen.
Da fu¨r ein primitives Idempotent p 2 H
k
(q) das Bild 
k
(p) ein zu p a¨quivalentes primitives
Idempotent ist, erhalten wir
Folgerung 3.27 Es sei  ` k, p

2 H
k
(q) ein primitives Idempotent zu , P

= %(p

) und
P
c

= %
c
(p

). Dann gilt
(u

k
(P

))
c

=
(u
c
)

k
(P
c

):
Wir wiederholen die Brauer-Schur-Weyl-Dualita¨t fu¨r Quantengruppen vom Typ A, siehe auch
[39] oder [62, Theorem 8.38, Proposition 11.20 und Proposition 11.21].
Satz 3.28 Es sei A eine der Hopfalgebren O(GL
q
(N)) bzw. O(SL
q
(N)). Ferner sei q eine
transzendente komplexe Zahl, k 2 N,  ` k und p

ein zu  geho¨riges primitives Idempotent.
Dann gilt:
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(i) Die Darstellung % : H
k
(q) ! Mor(u

k
) ist surjektiv. Die Unterkodarstellung
u

:= u

k
(%(p

)) von u
k ist irreduzibel.
(ii) Es gilt
ker % =
M
`k; 
0
1
>N
z

H
k
(q):
Die Unterkodarstellung u ist genau dann Null, wenn 0
1
> N .
Folgerung 3.29 Es seien A und q wie oben, und ;  ` k seien Partitionen von k. Dann gilt
u


=
u
 genau dann, wenn  =  oder 0
1
> N und 0
1
> N .
Beweis. ist trivial. Wir zeigen die umgekehrte Richtung. Angenommen, es sei 0
1
 N oder

0
1
 N und  6= . Es seien p

und p

primitive Idempotente aus H
k
(q), die zu den Partitionen
 bzw.  geho¨ren. Ferner seien P

= %(p

) und P

= %(p

). Da nach dem obigen Satz P

6= 0
oder P

6= 0 gilt und da P

XP

= 0 fu¨r alle X 2 Mor(u
k), sind nach Lemma 3.24 P

und
P

ina¨quivalent. Nach Lemma 3.25 (ii) sind dann auch die Kodarstellungen u und u ina¨qui-
valent.
Wir untersuchen an dieser Stelle einen Hopf-Automorphismus, der zur Hodge-Zerlegung
beno¨tigt wird.
Satz 3.30 Es sei A = O(GL
q
(N)) bzw. A = O(SL
q
(N)). Fu¨r k = 1; : : : ; N setzen wir
k
0
= N + 1  k.
Es existiert genau ein Hopf-Automorphismus F : A! A mit
F (u
a
b
) = S(u
b
0
a
0
); a; b = 1; : : : ; N: (3.48)
Fu¨r alle  2 bA gilt F (C(u)) = C((u)c).
Beweis. (a) Wir zeigen, dass F die Relationen der Hopfalgebra erha¨lt. Man rechnet sofort nach,
dass
^
R
ab
rs
=
^
R
s
0
r
0
b
0
a
0
und d 1
k
= d
k
0
; a; b; r; s; k = 1; : : : ; N: (3.49)
Daru¨ber hinaus erfu¨llt der q-antisymmetrische Tensor "
~{
, der die Quantendeterminante D defi-
niert, die folgende Relation "
i
1
 i
N
= "
i
0
N
 i
0
1
. Wir zeigen, dass der Algebrenhomomorphismus
f : Chu
i
j
i ! Chv
i
j
i
op;cop
, gegeben durch f(ua
b
) = v
b
0
a
0
, die definierenden Relationen der Hopf-
algebra A auf die der Hopfalgebra Aop;cop abbildet. Dabei mo¨ge die freie Algebra Chvi
j
i
op;cop
sowohl die umgekehrte Multiplikation als auch die umgekehrte Komultiplikation haben. Auf-
grund der obigen numerischen Identita¨ten fu¨r ^R und "
~n
haben wir
f(
^
R
ab
xy
u
x
r

 u
y
s
  u
a
x

 u
b
y
^
R
xy
rs
) =
^
R
y
0
x
0
b
0
a
0
v
r
0
x
0

 v
s
0
y
0
  v
x
0
a
0

 v
y
0
b
0
^
R
s
0
r
0
y
0
x
0
:
Die rechte Seite erzeugt die Relationen der BialgebraAop;cop. Analog zeigt man die Vertra¨glich-
keit mit der Determinantenbedingung. Schließlich gilt (f 
 f)ua
b
= v
x
0
a
0

 v
b
0
x
0
= v
b
0
a
0
=
(f(u
a
b
)) und "(f(ua
b
)) = Æ
ab
= "(u
a
b
). Somit ist f ein Homomorphismus von Bialgebren. Da
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sowohl A als auch Aop;cop Hopfalgebren sind, ist f ein Hopfalgebren-Homomorphismus. Da
der Antipode eine Hopfalgebren-Abbildung von Aop;cop nach A ist, definiert F = SÆf einen
Hopfalgebra-Automorphismus. Sein Inverses F 1 ist gegeben durch F 1(ua
b
) = S
 1
(u
b
0
a
0
).
Wir zeigen die zweite Behauptung. Dazu identifizieren wir  2 bA mit der zugeho¨rigen
Partition, etwa  ` k. Es sei p

2 H
k
(q) ein zu  geho¨riges primitives Idempotent und
P

:= %(p

) 2 Mor(u

k
), so dass C(u) = h(P )~n
~x
u
~x
~m
j~n; ~m 2 f1; : : : ; Ng
k
i. Fu¨r einen Mul-
tiindex ~x = (x
1
; : : : ; x
k
) setzen wir ~x 0 = (x0
1
; : : : ; x
0
k
) und  x
0
= (x
0
k
; : : : ; x
0
1
). Wir zeigen, dass
sich die Matrixelemente der Darstellungen % und %
c
folgendermaßen ineinander umrechnen.
Fu¨r alle h 2 H
k
(q) gilt:
%(h)
~n
~m
= %
c
(h)
~n
0
~m
0
: (3.50)
Dies zeigt man mit vollsta¨ndiger Induktion u¨ber k. Offenbar gilt die obige Relation fu¨r alle
h 2 H
2
(q), denn es ist nach Definition von R und (3.49)
%
c
(T
1
)
a
0
b
0
r
0
s
0
=

R
a
0
b
0
r
0
s
0
=
^
R
s
0
r
0
b
0
a
0
=
^
R
ab
rs
= %(T
1
)
ab
rs
:
Fu¨r 1 2 H
2
(q) ist die Bedingung trivial. Fu¨r den Induktionsschluss von k 1 auf k benutzt man,
dass es fu¨r alle h 2 H
k
(q) Elemente x; y 2 H
2
(q) und g 2 H
k 1
(q) derart gibt, dass sich h
als Linearkombination von Elementen der Form x
k 1;k
g y
k 1;k
schreiben la¨sst. Damit ist (3.50)
gezeigt. Wegen (3.47) und (3.50) gilt
(Q

)
 
x
0
 
n
0
:= %(
k
(
k
(p

)))
 
x
0
 
n
0
= %
c
(p

)
~n
0
~x
0
= %(p

)
~n
~x
= (P

)
~n
~x
: (3.51)
Da nach Lemma 3.18 die Involutionen 
k
und 
k
primitive Idempotente in a¨quivalente pri-
mitive Idempotente u¨berfu¨hren, sind auch P

und Q

a¨quivalent und definieren daher nach
Lemma 3.25 a¨quivalente Unterkodarstellungen. Ihre Charaktere stimmen u¨berein. Wir erhalten
daher:

F (u

)
= F (
u
) = (P

)
~n
~x
(u
c
)
~x
0
~n
0
= (Q

)
 
x
0
 
n
0
S(u
 
n
0
 
x
0
) = S(
u
) = 
(u

)
c :
In der dritten Gleichung benutzten wir (3.51). Da A kohalbeinfach ist, folgt aus der Gleichheit
der Charaktere die Behauptung.
3.5 Beweis von Theorem 3.11 und Theorem 3.12 (i)
3.5.1 Der Rang des Antisymmetrisators im Falle der A-Serie
In diesem Abschnitt bestimmen wir den Rang von Woronowicz’ Antisymmetrisator
A
k
:  

k
!  

k zu   =  
+;z
. Fu¨r den Kalku¨l  
 ;z
erha¨lt man die entsprechende Aussage u¨ber
Satz 4.14. Ausgehend von Satz 3.19 identifizieren wir nach Anwendung der Darstellung %
 %
c
auf die AlgebraH
k
(q) den Antisymmetrisator a
k
mit Woronowicz’ AntisymmetrisatorA
k
. Wir
verwenden die Kodarstellungstheorie von A, um die Dimension der einzelnen Eigenra¨ume von
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A
k
zu berechnen. Es sei nun A eine der Hopfalgebren O(GL
q
(N)) bzw. O(SL
q
(N)). Da q
transzendent ist, ist A kohalbeinfach, vgl. [62, Theorem 11.22, S. 410].
Nach Folgerung 3.27 sind die Kodarstellungen (u
k(P

))
c und (uc)
k(P c

) zueinander a¨quiva-
lent, dabei sind P

= %(p

) und P c

= %
c
(p

) die Darstellungen eines primitiven Idempotents
zur Partition . Da fu¨r transzendente Deformationsparameter q die Kodarstellungstheorie von
A mit der Darstellungstheorie der entsprechenden klassischen Lie-Gruppe u¨bereinstimmt, er-
halten wir insbesondere fu¨r den Rang Æ

(N) von u den bekannten Wert
Æ

(N) = rgu

= rg(u

)
c
= s

(1; : : : ; 1) = h()
 1
Y
(i;j)2
(N + j   i); (3.52)
wobei s

die Schurfunktion von N Argumenten ist, siehe etwa [67, I.3 Example 4, S. 45].
Wir betrachten nun die Darstellung %
+
vonH
k
(q) im Raum V 
2k, wobei %
+
= %
%
c
ist. Im ver-
bleibenden Teil dieses Abschnitts schreiben wir kurzw fu¨r die Einschra¨nkung (uc)
k(%
c
(p

))
der Kodarstellung (uc)
k auf den vom Idempotent %
c
(p

) erzeugten Unterraum von V 
k. Nach
Folgerung 3.27 gilt
(u

)
c

=
w

: (3.53)
Mit Hilfe des folgenden Satzes la¨sst sich der Rang des Antisymmetrisators a
k
= %
+
(a
k
) ermit-
teln.
Satz 3.31 Es sei v = u
k
(uc)
k. Dann definiert das Idempotent +

= %
+
(

) eine Unter-
kodarstellung v(+

) von v, fu¨r die gilt
v(
+

)

=
u


w

0
: (3.54)
Bemerkung 3.9 Da 

ein Unteridempotent von z


 z

0 ist, ist klar, dass +

ein Unteridem-
potent von %(z

) 
 %
c
(z

0
) ist. Die Einschra¨nkung der Kodarstellung v auf dieses Idempotent
liefert eine Kodarstellung, die gleich d2

u


w

0 ist. Dabei ist d2

die Vielfachheit. Das Interes-
sante am obigen Satz ist, dass genau eine der Komponenten u 
w0 in +

auftritt und zwar
vollsta¨ndig. Denkbar wa¨re ja, dass nach Aufspalten dieses Tensorproduktes der Projektor +

nur gewisse irreduzible Teile von u 
 w0 entha¨lt, aber nicht alle. Dieser Fall tritt nicht ein.
2
Beweis. (a) Zuna¨chst berechnen wir den Rang von +

in V 
2k, d. h. die Dimension
der Kodarstellung v(

). Dazu benutzen wir das in Satz 3.15 eingefu¨hrte Spurfunktional
Tr auf H
k
(q). Mit Tr
1
bezeichnen wir das Bild von Tr unter der Einsetzungsabbildung
x
1
= x
2
=    = x
N
= 1. Wendet man diese Einsetzung auf Gleichung (3.30) an, beachtet die
Unabha¨ngigkeit von Tr von der Wahl der Darstellung % bzw. %
c
und ferner
P
j=k
E

= I , erha¨lt
man
Tr
1
(h) = tr %(h) = tr %
c
(h): (3.55)
Nun sei  2 H
k
(q) idempotent. Da der Rang eines Idempotents gleich seiner Spur ist, erhalten
wir nach Gleichung (3.55), rg %
+
() = (Tr
1

 Tr
1
). Insbesondere gilt fu¨r  = 

wegen
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(3.40) und (3.52):
rg


= s

(1; : : : ; 1)s

0
(1; : : : ; 1) = Æ

0
(N)Æ

(N): (3.56)
(b) Es sei fpij

j i; j = 1; : : : ; d

g eine lineare Basis des zweiseitigen Ideals z

H
k
(q) be-
stehend aus paarweise a¨quivalenten Idempotenten. Nach Lemma 3.18 ist dann die Men-
ge f
k
(p
ij

) j i; j = 1; : : : ; d

g eine Basis von z

0
H
k
(q). Wegen (3.39) ist 

ein Un-
teridempotent von z

0

 z

. Folglich existieren komplexe Zahlen 
mnrs
, m;n; r; s =
1; : : : ; d

, mit 

=
P


mnrs
p
mn



k
(p
rs

). Außerdem sind die Idempotente pmn


 
k
(p
rs

)
paarweise a¨quivalent in H
k
(q). Wendet man die Darstellung %
+
an, so hat man

+

=
P


mnrs
%(p
mn

)
%
c
(
k
(p
rs

)). Man pru¨ft leicht nach, dass v = u
k
(uc)
k, P = +

und P
i
= %(p
mn

)
%
c
(
k
(p
rs

), i = (mnrs) die Voraussetzungen von Lemma 3.25 (iii) erfu¨llen.
Folglich gilt
v(
+

)

=


u


w

0
; wobei  =
X


mnrs
eine nichtnegative rationale Zahl ist. Insbesondere gilt wegen (3.52), dass
dim(v(
+

)) = 

Æ

(N)Æ

0
(N). Vergleicht man dies mit (3.56), so sieht man  = 1.
Der Beweis ist damit vollsta¨ndig.
Ein wichtiger Schritt beim Studium der linksinvarianten und biinvarianten Algebren
W
 
^
L
bzw.
W
 
^
Inv
besteht darin, den Antisymmetrisator A
k
von  
k
L
auf den Antisymmetrisator
a
k
= %
+
(a
k
) von %
+
(H
k
(q)) zuru¨ckzufu¨hren. Wir geben dazu einen Isomorphismus J (k)
von rechten Komoduln u
k
(uc)
k und 
R
 

k
L
an, der den Antisymmetrisator a
k
in den
Antisymmetrisator A
k
abbildet. Der folgende Satz stellt also die Verbindung zwischen den
Sa¨tzen u¨ber die abstrakte Algebra H
k
(q) und die von der Zopfung  erzeugte Algebra her.
Satz 3.32 Es sei A eine der Hopfalgebren O(GL
q
(N)) bzw. O(SL
q
(N)),   =  
+;z
und k  1.
Wir setzen v = u
k
(uc)
k.
(i) Es gibt einen Isomorphismus J (k) von rechten Komoduln v und 
R
 

k
L
derart, dass
J
(k)
a
k
= A
k
J
(k)
: (3.57)
(ii) Es existiert ein Isomorphismus J^k von rechten Komoduln v ima
k
und 
R

W
 
^k
L
.
(iii) Es gibt einen Isomorphismus von
W
 
^k
Inv
und dem Vektorraum (ima
k
)
v der v-invarianten
Elemente von ima
k
.
Beweis. Wir schreiben W
n
anstelle von W
n;n+1
fu¨r eine lineare Abbildung W 2 End(V
V ),
die an den Stellen n und n + 1 des Tensorproduktes V 
k mit n  k   1 wirkt.
(i) Es seien
fe
~{
j~{ = (i
1
; : : : ; i
2k
); i
j
2f1; : : : ; Ngg; f
i
1
i
2


A
  

A

i
2k 1
i
2k
j i
j
2 f1; : : : ; Ngg
die kanonischen Vektorraumbasen von V 
2k bzw.  
k
L
. Bezu¨glich dieser Basen definieren wir
die Matrix J (k) wie folgt. Es sei J (1) = I und fu¨r k  2.
J
(k)
2  2k 1
=

R
 
2k 2
(

R
 
2k 4

R
 
2k 3
)    (

R
 
2i
  

R
 
k+i 1
)    (

R
 
2
  

R
 
k
): (3.58)
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?
6I I I
? ? 	
J
(4)
=
Abbildung 3.1: Die graphische Darstellung von J (4).
Die Indizes (2; : : : ; 2k   1) geben an, dass J (k) nur an den Stellen 2; : : : ; 2k   1 wirkt und die
erste und letzte Komponente unvera¨ndert la¨sst. Offenbar ist J (k) invertierbar, da R  invertierbar
ist. Man u¨berpru¨ft unschwer, dass die folgenden beiden Rekursionsbeziehungen erfu¨llt sind
J
(k)
= J
(k 1)
2 2k 3

R
 
2k 2
  

R
 
k
;
J
(k)
= J
(k 1)
4 2k 1

R
 
2
  

R
 
k
:
Benutzt man eine der obigen Rekursionen, so kann man mit vollsta¨ndiger Induktion u¨ber k
zeigen, dass J (k) einen Isomorphismus der Kodarstellungen u
k
(uc)
k und (u
uc)
k de-
finiert. Da 
R
 

k
L

=
(u
u
c
)

k nach Definition von 
R
, ist der erste Teil von (i) gezeigt.
Wir zeigen die Gu¨ltigkeit von (3.57). Da beide Antisymmetrisatoren a
k
und A
k
homomorphe
Bilder des Antisymmetrisators A
k
der Zopfgruppenalgebra sind, genu¨gt es zu zeigen, dass die
entsprechenden Bilder von b
n
ineinander u¨berfu¨hrt werden, genauer, es genu¨gt zu zeigen, dass
J
(k)
%
+
(T
n

 T
 1
n
) = 
n
J
(k) fu¨r n = 1; : : : ; k   1:
Wegen (2.49) ist die dazu a¨quivalente Matrixschreibweise
J
(k)
^
R
n

R
 1
k+n
=

R
 
2n
^
R
2n 1

R
 1
2n+1

R
2n
J
(k)
: (3.59)
Wir wollen (3.59) durch vollsta¨ndige Induktion u¨ber k beweisen. Wegen J (2) = R 
2
ist sie fu¨r
k = 2 und n = 1 offenbar.
Fall 1: n = 1. Aufgrund der ersten Rekursionsgleichung, (A.3), k  3, und der Induktionsvor-
aussetzung gilt
J
(k)
^
R
1

R
 1
k+1
= J
(k 1)
2 2k 3

R
 
2k 2
  

R
 
k+2

R
 
k+1

R
 
k
^
R
1

R
 1
k+1
= J
(k 1)
2 2k 3
^
R
1

R
 
2k 2
  

R
 
k+2

R
 
k+1

R
 
k

R
 1
k+1
= J
(k 1)
2 2k 3
^
R
1

R
 1
k
^
R
k

R
 
2k 2
  

R
 
k
=

R
 
2
^
R
1

R
 1
3

R
2
J
(k 1)
2 2k 3

R
 
2k 2
  

R
 
k
=

R
 
2
^
R
1

R
 1
3

R
2
J
(k)
+
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Fall 2: 2  n  k   1. Wegen der zweiten Rekursionsgleichung, (A.3) und k  3 erhalten wir
J
(k)
^
R
n

R
 1
k+n
= J
(k 1)
4 2k 1

R
 
2
  

R
 
k
^
R
n

R
 1
k+n
= J
(k 1)
4 2k 1

R
 1
k+n

R
 
2
  

R
 
n

R
 
n+1
^
R
n

R
 
n+2
  

R
 
k
= J
(k 1)
4 2k 1
^
R
n+1

R
 1
k+n

R
 
2
  

R
 
k
=

R
 
2n
^
R
2n 1

R
 1
2n+1

R
2n
J
(k 1)
4  2k 1

R
 
2
  

R
 
k
=

R
 
2n
^
R
2n 1

R
 1
2n+1

R
2n
J
(k)
:
Dabei benutzten wir in der vierten Gleichung die um zwei Positionen nach rechts verschobene
Induktionsvoraussetzung (fu¨r k   1 und n  1):
J
(k 1)
4:::2k 1
^
R
n+1

R
 1
k+n
=

R
 
2n
^
R
2n 1

R
 1
2n+1

R
2n
J
(k 1)
4:::2k 1
:
Damit ist der Beweis von (i) erbracht.
(ii) Nach (i) ist die Abbildung J (k) : V 
2k !  
k
L
ein linearer Isomorphismus, der die Kerne der
Abbildungen a
k
und A
k
bijektiv aufeinander abbildet. Daher kann J (k) faktorisiert werden zu
einem Isomorphismus von V 
2k= ker a
k
auf  
k
L
= kerA
k
. Da auch das Bild ima
k
v-invariant ist
und da ima
k

=
V

2k
= ker a
k
, ist auch die Abbildung J^k : ima
k
!
W
 
^k
L
ein Isomorphismus
von rechten Komoduln.
(iii) Da A halbeinfach ist und J^k ein Isomorphismus von rechten Komoduln, ist J^k die
direkte Summe der Isomorphismen der isotypischen Komponenten von ima
k
bzw.
W
 
^k
.
Insbesondere werden die trivialen Komponenten, d. h. die zur Kodarstellung 1 geho¨rigen
Komponenten, bijektiv aufeinander abgebildet. Somit ist die Einschra¨nkung von J^k auf den
Raum der invarianten Elemente von ima
k
ein Isomorphismus auf
W
 
^k
Inv
.
Bemerkung 3.10 Identifiziert man Projektoren P 2 Mor(v) mit ihrem zugeho¨rigen Teilraum,
so liefert J (k) vermo¨ge J (k)P (J (k)) 1 einen 
R
-invarianten Teilraum von  
k
L
. 2
3.5.2 Abschluss der Beweise
Zuna¨chst zeigen wir die folgende kombinatorische Identita¨t:
X
`k
Æ

0
(N)Æ

(N) =

N
2
k

; (3.60)
wobei N und k nichtnegative ganze Zahlen sind.
Wir benutzen dazu die Formel [67, (4:30), I. 4, S. 65]: Q(1 + x
i
y
j
) =
P

s

(x)s

0
(y). Diese
schra¨nken wir auf die endliche Variablenmenge x
1
; : : : ; x
N
und y
1
; : : : ; y
N
ein und betrachten
die natu¨rliche Bigraduierung der Polynome in diesen Variablen. Schra¨nkt man die Formel weiter
ein auf die homogenen Komponenten vom Grad (k; k) und setzt dann x
1
=    = x
N
= y
1
=
   = y
N
= 1 ein, so erha¨lt man mit (3.52) die Gleichung (3.60). Wegen (3.56) und Satz 3.32 (ii)
erhalten wir schließlich
dim
W
 
^k
L
=
X
`k
rg


=
X
`k
Æ

0
(N)Æ

(N) =

N
2
k

:
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Insbesondere ist die einzige Partition  von N2 mit rg

6= 0 die Partition  = (NN). In
diesem Fall ist  = 0 symmetrisch. Nach der obigen Formel ist dim
W
 
^N
2
L
= 1, und damit
existiert genau eine ho¨chste Form vom GradeN2. Der Beweis von Theorem 3.11 ist abgeschlos-
sen.
Zum Beweis von Theorem 3.12 (i) betrachten wir die formale Potenzreihe
p(t) = (1 + t)(1 + t
3
)(1 + t
5
)    = 1 +
X
i1
c
i
t
i
:
Dann ist c
k
= Cardf j ` k;  = 
0
g. Dies stammt von der bekannten Bijektion zwischen
den symmetrischen Partitionen und den ungeraden Partitionen mit paarweise verschiedenen
Summanden, vgl. [12, S. 184 oben]. Betrachtet man nur einen endlichen Abschnitt der obigen
Reihe, so ergibt sich, dass das Polynom
s(t) = (1 + t)(1 + t
3
)    (1 + t
2N 1
) = 1 + b
1
t+   + b
N
2
t
N
2
die Koeffizienten b
k
= Cardf j ` k;  = 
0
; 
0
1
 Ng hat.
Wegen (3.56) und (3.52) ist im

= 0, falls 0
1
> N . Es genu¨gt daher, die Elemente der Menge
P
k
:= f j ` k; 
0
1
 Ng zu betrachten. Dann istu von Null verschieden nach Satz 3.28 (ii).
Wir erwa¨hnen einen einfachen Fakt aus der Kodarstellungstheorie: Es sei W der Vektorraum,
auf dem die Kodarstellung w wirkt. Dann ist der Raum Ww der unter w invarianten Elemente
isomorph zu Mor(1;w). Ferner gilt nach Lemma 3.23 Mor(1; v 
w) 
=
Mor(v
c
;w), und au-
ßerdem ist v 
=
v
cc
.
Wegen Satz 3.32 (iii), (3.54) und (3.53) gilt fu¨r   =  
+;z
mit v = u
k
(uc)
k und
w

= (u
c
)

k
(%
c
(p

))
dim(
W
 
^k
Inv
) =
X
2P
k
dim(im
+

)
v
=
X
2P
k
dimMor(1; v(
+

)) (3.61)
=
X
2P
k
dimMor(1;w

0

 u

) =
X
2P
k
dimMor((w

0
)
c
;u

)
=
X
2P
k
dimMor((u

0
)
cc
;u

) =
X
2P
k
dimMor(u

0
;u

) (3.62)
= Cardf j 2 P
k
; u


=
u

0
g = Cardf j 2 P
k
;  = 
0
g:
Bei den letzten beiden Schritten benutzten wir das Schursche Lemma sowie Folgerung 3.29.
Dies liefert genau den Koeffizienten b
k
des Polynoms s(t). Der Beweis fu¨r die Kalku¨le  =  
 ;z
folgt wieder mit Satz 4.14 (i) mit  =  = (0). Dies vollendet den Beweis von Theorem 3.12 (i).
Lemma 3.33 Fu¨r  2
W
 
^k
Inv
gilt

w
Æ
() = ( 1)
1
2
k(k 1)
 und S() = ( 1)k: (3.63)
Beweis. Da nach (3.61) die Ra¨ume
W
 
^k
Inv
und
L
2P
k
Mor(1; v(
+

)) als lineare Ra¨ume
isomorph sind, entsprechen die biinvarianten k-Formen zur Partition  mit  = 0, eineindeutig
den Unteridempotenten  von +

. Jeder einzelne Raum Mor(1; v(+

)) ist nach (3.62)
eindimensional, falls  = 0 und sonst nulldimensional. Da `(w
Æ
) =
1
2
k(k   1), folgt die
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erste Behauptung aus Lemma 3.20. Zusammen mit Satz 3.3 folgt die zweite Behauptung.
Nun ko¨nnen wir auch den Beweis von Theorem 3.12 (ii), (iii) und (iv) abschließen. Mit (3.63)
und (3.1) erhalten wir fu¨r 
k
2
W
 
^k
Inv
und 
n
2
W
 
^n
Inv

k
^ 
n
= ( 1)
k+n
S(
k
^ 
n
)
= ( 1)
k+n+kn
S(
n
) ^ S(
k
)
= ( 1)
k+n+kn+k+n

n
^ 
k
= ( 1)
kn

n
^ 
k
:
Es sei  2
W
 
^k
Inv
. Da das Differential d mit dem Antipoden S kommutiert, den Grad der Form
um Eins erho¨ht und biinvariante Elemente in ebensolche abbildet, erhalten wir mit (3.63)
d = d
 
( 1)
k
S()

= ( 1)
k
S(d) = ( 1)
k
( 1)
k+1
d =  d:
Folglich ist d = 0. Da d linear ist, ist somit jede biinvariante Form geschlossen.
Angenommen 
1
; 
2
2
W
 
^k
Inv
repra¨sentieren dieselbe de-Rham-Kohomologieklasse. Dann gibt
es  2
W
 
^k 1
Inv
mit 
1
  
2
= d. Da d mit der rechten Kowirkung auf
W
 
^k 1 und auf
W
 
^k
vertauscht, ist das Urbild W = d 1(d) auch ein 
R
-invarianter Teilraum von
W
 
^k 1
L
. Da

R
hdi isomorph zur trivialen Kodarstellung 1 ist, folgt aus dem Schurschen Lemma, dass

R
W ein Vielfaches der trivialen Kodarstellung ist. Daher ist also W 
W
 
^k 1
Inv
und d = 0.
Folglich ist 
1
= 
2
und der Beweis von Theorem 3.12 ist fertig.
3.6 Beweis von Theorem 3.13 und Theorem 3.14
Wir wenden uns dem Beweis von Theorem 3.13 zu und betrachten fu¨r den Beweis von Teil (i)
quadratische Algebren. Manin entwickelte in [75, Abschnitt 3] eine Theorie der quadratischen
Algebren, studierte Operationen auf ihnen und untersuchte ihre Eigenschaften. Eine quadra-
tische Algebra ist eine N
0
-graduierte Algebra B =
L
i0
B
i
mit B
0
= C, B
1
erzeugt B als
Algebra und alle erzeugenden Relationen Rel(B) sind (homogen) zweiten Grades. Das heißt,
Rel(B)  B
1

B
1
und B = B

1
=(Rel(B)). Die duale quadratische Algebra zu B ist definiert
als B! = (B
1
)


=(Rel(B)
?
), wobei Rel(B)? = ft 2 B
1

 B

1
j t(r) = 0 fu¨r alle r 2 Rel(B)g
den zu Rel(B) orthogonalen Teilraum bezeichnet.
Beispiel 3.1 Es seien q 2 C, V = he
1
; e
2
i ein zweidimensionaler Vektorraum und
R = he
1

e
2
  q e
2

 e
1
i  V
V . Dann ist A = V 
=(R) isomorph zur Koordinatenalgebra
auf der Quantenebene O(C2
q
). Es sei fe1; e2g die Dualbasis zu fe
1
; e
2
g. Man rechnet leicht
nach, dass dann R? = he1
e1; e2
e2; e1
e2 + q 1e2
e1i, und A! ist isomorph zur a¨ußeren
Algebra ^(C2
q
).
Satz 3.34 Es seiA die KoordinatenhopfalgebrenO(G
q
) zu einer der QuantengruppenGL
q
(N),
SL
q
(N), O
q
(N), SO
q
(N) bzw. Sp
q
(N) und   =  
+;z
. Dann ist die Algebra
s
 
^
L
eine quadra-
tische Algebra. Sie ist dual zur Spiegelungsgleichungsalgebra (2.17)
B(
^
R) := ChL
i
j
j i; j = 1; : : : ; Ni=(L
1
^
R L
1
^
R  
^
RL
1
^
R L
1
):
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Beweis. Nach Definition ist
s
 
^
L
=  
L


=(ker(I )) also wegen ker(I )   
L

 
L
eine qua-
dratische Algebra. Es sei T : V 
V ! V 
V eine lineare Abbildung. Wegen (kerT )? = imT t
ist die duale quadratische Algebra zu V 
=(kerT ) gleich (V )
=(imT t). Somit erhalten wir den
Relationenraum von (
s
 
^
L
)
! als Bild von (I   )t. Es sei fLi
j
j i; j = 1; : : : ; Ng die Dualbasis
zu f!+
ij
j i; j = 1; : : : ; Ng. Durch Weglassen des Tensorzeichens identifizieren wir die Ten-
soralgebra u¨ber  
L
 mit der von fLi
j
j i; j = 1; : : : ; Ng frei erzeugten assoziativen Algebra. Wir
berechnen den Relationenraum im(I   )t und verwenden die Matrixdarstellung (2.49) in der
entsprechend transponierten Form sowie die definierenden Gleichungen (2.48) fu¨r R und R:
L
ijkl
:= (I   )
t
(L
i
j

 L
k
l
)
= L
i
j

 L
k
l
 

R
 jk
ty
^
R
it
mx
(
^
R
 1
)
sz
ly
^
R
nx
rz
L
m
n

 L
r
s
= L
i
j
L
k
l
 

R
 jk
ty
(
^
R L
1
^
R L
1
^
R
 1
)
it
ly
:
Multipliziert man diese Gleichung mit Rab
jk
, summiert u¨ber j; k und beachtet (A.2), dann erha¨lt
man

R
ab
jk
L
ijkl
= (L
1
^
R L
1
 
^
R L
1
^
RL
1
^
R
 1
)
it
ly
:
Multipliziert man die obige Gleichung von rechts mit ^R, so sieht man, dass die Elemente
(L
1
^
R L
1
^
R  
^
R L
1
^
R L
1
)
it
ly
im Relationenraum liegen. Wegen der Invertierbarkeit von ^R und

R spannen diese Elemente schon den ganzen Relationenraum im(I   )t auf.
Majid [69, Theorem 7.4.1 und Theorem 10.3.1] hat gezeigt, dass der Vektorraum A( ^R) ein
zweites Produkt tra¨gt, bei dem A( ^R) isomorph zur Spiegelungsgleichungsalgebra B( ^R) wird.
Die Algebren A( ^R) und B( ^R) sind als graduierte Vektorra¨ume isomorph. Außerdem ist be-
kannt, dass die FRT-Bialgebra A( ^R) die Vektorraumbasis
f(u
1
1
)
k
11
(u
1
2
)
k
12
   (u
N
N
)
k
NN
j k
11
; k
12
; : : : ; k
NN
2 N
0
g
besitzt, siehe [78, Theorem 3.5.1]. Folglich hat auch die Algebra B( ^R) diese Poincare´-
Birkhoff-Witt-Basis. Wegen [82, Theorem 5.3] ist B(R ) Koszulsch. Wegen [75, Proposition 7,
Abschnitt 9] und Satz 3.34 ko¨nnen wir die Frobenius-Formel fu¨r quadratisch-duale Koszul-
Algebren anwenden: P (
s
 
^
L
; t)P (B(R

); t) = 1. Folglich gilt P (
s
 
^
L
; t) = (1 + t)
N
2
. Be-
achtet man die Inklusion der die a¨ußeren Algebren
s
 
^ und
W
 
^ definierenden Ideale
s
J 
W
J
und die Identita¨t der Poincare´-Reihen P (
s
 
^
L
; t) = P (
W
 
^
L
; t), nach Theorem 3.11, dann hat
man die Gleichheit der Ideale
s
J und
W
J. Der Beweis von Theorem 3.13 (i) ist damit komplett.
3.6.1 Unter-Hopf-Bimoduln von  
2
Wir wollen nun Lemma 2.15 anwenden und eine Klasse von Unter-Hopf-Bimoduln zum Hopf-
Bimodul   

A
  mit   =  
+;z
konstruieren.
Unser Ziel ist es, den von S(R) erzeugten freien Linksmodul, der nach Lemma 2.15 und
Lemma 3.5 sogar ein Unter-Hopf-Bimodul von  
2 ist, abzuscha¨tzen gegen den Unter-Hopf-
Bimodul kerA
2
. Wegen der Universalita¨tseigenschaft von
u
 
^ ist klar, dass S(R)  kerA
2
.
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Dies folgt aber auch direkt aus der Formel (! 
 !)Ad
R
(a) = A
2
(S(a)); a 2 A, siehe [62,
Formel 14.30], und der Ad
R
-Invarianz von R, vgl. Lemma 2.17. Wir werden sehen, dass in
den Fa¨llen GL
q
(N) und SL
q
(N), N  3 die beiden Unter-Hopf-Bimoduln zusammenfallen,
wa¨hrend es in den Fa¨llen SL
q
(2), O
q
(N), SO
q
(N) und Sp
q
(N) jeweils einen eindimensionalen
Unter-Hopf-Bimodul gibt, der AS(R) zu kerA
2
erga¨nzt.
Die Methode zur Konstruktion von Unter-Hopf-Bimoduln la¨sst sich auch auf ho¨here Tensor-
produkte  
k, k  2 u¨bertragen. Dies wurde in der Arbeit [46, S. 1356] benutzt.
In diesem Abschnitt sei A die Koordinatenhopfalgebra zu einer der Quantengruppen G
q
der
vier klassischen Serien und   =  
+;z
einer der N2-dimensionalen bikovarianten DKEO u¨ber
A. Die Gu¨ltigkeit der entsprechenden Sa¨tze fu¨r die Hopf-Bimoduln  
 ;z
folgt aus der Dualita¨t
von  
+;z
und  
 ;z
, vergleiche Satz 4.14. Die Standardbasis des CN sei fe
1
; : : : ; e
N
g. Fu¨r die
Spektralprojektoren der ^R-Matrix fu¨hren wir im Falle der A-Serie die Indexmenge J = f+; g
und im Falle der B-, C-, und D-Serien die Indexmenge J = f+; ; 0g ein.
Lemma 3.35 Es seien ^P 2 Mor(u
u) und Q 2 Mor(uc
uc) idempotente Elemente. Die
lineare Abbildung ' :  
L

  
L
! (C
N
)

4
, gegeben durch '(!+
ij

 !
+
kl
) = e
i

e
j

e
k

e
l
, ist
ein Isomorphismus von rechten Komoduln, ' 2 Mor(
R
;u
u
c

u
u
c
). Wir identifizieren die
beiden Ra¨ume unter Weglassung von '.
(i) Der freie Linksmodul
A

R
 
23
^
P
12

Q
34

R
23
( 
L

 
L
) (3.64)
ist ein Unter-Hopf-Bimodul von  
2 der Dimension rg( ^P ) rg( Q).
(ii)  
2 ist die direkte Summe von j2, j := Card(J) bikovarianten Unter-Hopf-Bimoduln  ,
;  2 J , die jeweils von den linksinvarianten Elementen

R
 
23
^
P

12

P

34

R
23
( 
L

 
L
)
als freie Linksmoduln erzeugt werden. Ferner gilt
kerA
2
=
M
2J


als innere direkte Summe von Unter-Hopf-Bimoduln .
Beweis. Wir verwenden im Beweis erstmals den graphischen Kalku¨l zum Rechnen mit Morphis-
men. Eine kurze Einfu¨hrung in diesen Kalku¨l findet man im Anhang A. Dass ' einen Isomor-
phismus von rechten Komoduln definiert, folgt aus der Definition (2.44) der rechten Kowirkung

R
auf   und aus deren Fortsetzung (2.21) auf   

A
  .
(i) Da alle vier in der Gleichung (3.64) auftretenden Teilabbildungen Morphismen von Kodar-
stellungen sind, pru¨ft man leicht nach, dass T := R 
23
^
P
12

Q
34

R
23
in Mor(u
uc
u
uc) liegt.
Folglich ist T ( 
L

  
L
) invariant unter der rechten Kowirkung 
R
.
Wir berechnen nun die rechtsadjungierte Wirkung auf den Elementen PQ
mnkl
:= T (!
+
mn

!
+
kl
).
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Wegen (2.46) erhalten wir unter Beachtung von (!+
vw

 !
+
cd
) / u
i
j
= !
+
vw
/ u
i
e

 (!
+
cd
/ u
e
j
)

PQ
mnkl
/ u
i
j
= z
 2
T
vwcd
mnkl
^
R
ia
vy
^
R
wy
eb
^
R
es
cz
^
R
dz
jt
!
+
ab

!
+
st
= z
 2
(
^
R
12

R
23
^
R
34

R
45
T
1234
)
iabst
mnklj
!
+
ab

!
+
st
= z
 2
(T
1234
^
R
12

R
23
^
R
34

R
45
)
iabst
mnklj
!
+
ab

!
+
st
= z
 2

PQ
vwst
(
^
R
12

R
23
^
R
34

R
45
)
ivwst
mnklj
:
(3.65)
Die vorletzte Gleichung wird ersichtlich, wenn man die graphische Darstellung der beiden Sei-
ten betrachtet, siehe Abbildung 3.2.
^
P

Q
?
6

R
	
	
	
6
?
I


?
	

^
P

Q
?
6

R
	
I
?
?
?
q
!
+
ab

!
+
st
=
6
i
a
b
s
t
i
a
b
s
t
m n
k l
j
m n
k l
j
!
+
ab

!
+
st
.
Abbildung 3.2: hPQi ist abgeschlossen unter der rechtsadjungierten Wirkung.
Folglich ist T ( 
L

 
L
) sowohl unter der rechten Kowirkung als auch unter der rechts-
adjungierten Wirkung abgeschlossen. Nach Lemma 2.15 ist AT ( 
L

 
L
) ein Unter-Hopf-
Bimodul. Die Dimensionsaussage folgt aus der Invertierbarkeit von R und R  sowie wegen
rg(
^
P
12

Q
34
) = rg
^
P rg

Q.
(ii) Die erste Aussage folgt aus (i) und weil im Falle der A-Serie ( ^P+ + ^P )
12
(

P
+
+

P
 
)
34
und in den anderen Fa¨llen ( ^P+ + ^P  + ^P 0)
12
(

P
+
+

P
 
+

P
0
)
34
die Identita¨t auf (CN)
4
ist. Daru¨ber hinaus sind die ^P  und ^P  wie auch P  und P  fu¨r  6=  jeweils zueinander
orthogonale Idempotente. Folglich ist die Summe direkt.
Nun zur zweiten Aussage: Es sei 

der Eigenwert von ^R bezu¨glich ^P  , also ^R ^P  = 

^
P

,
und zwar 
+
= q, 
 
=  q
 1 und, im Falle der B-, C- und D-Serien, 
0
= r
 1
. Man beachte,
dass auch R P  = 


P
 gilt. Fu¨r  := R 
23
^
P

12

P

34

R
23
(!
+
ij

 !
+
kl
) erhalten wir mit (2.49) und

R

R
 
= I:
() =

R
 
23
^
R
12

R
 1
34

R
23

R
 
23
^
P

12

P

34

R
23
(!
+
ij

 !
+
kl
)
= 


 1


R
 
23
^
P

12

P

34

R
23
(!
+
ij

 !
+
kl
)
= 


 1

:
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Da q keine Einheitswurzel ist, gilt 

6= 

fu¨r  6= . Also ist  2 (kerA
2
)
L
genau dann, wenn
 = . Wir haben also (kerA
2
)
L
=
L



L
als lineare Ra¨ume. Wegen (i) erzeugt jeder der
Ra¨ume 
L
einen Unter-Hopf-Bimodul. Damit ist der Beweis erbracht.
Zur Vereinfachung wa¨hlen wir eine neue Basis von (  

A
  )
L
:

vwst
=

R
 yz
ws
!
+
vy

!
+
zt
; !
+
vw

 !
+
st
=

R
yz
ws

vyzt
: (3.66)
In dieser Basis lautet die rechte Kowirkung u
u
uc
uc, und die Zopfung  ist nun
 =
^
R
12

R
 1
34
. Wir schreiben  anstelle von  ,  2 J . Da die Kodarstellung (u
u)( ^P )
irreduzibel ist und die Kodarstellung (uc
uc)( P ) nach Lemma 3.26 zu ihr kontragredient ist,
besitzt  nach Lemma 3.23 genau ein biinvariantes Element  .
^
P


P

? ?
6
6
7



= (
^
P

)
mn
lk

mnkl
=

mnkl
=
m n
k l
^
P

? ?
7

m n
6 6

mnkl
:
k
l
Abbildung 3.3: Die biinvarianten Elemente  .
Wegen (3.66) ist !+
0

!
+
0
=
^
R
vy
tz

vyzt
, und wegen ^R =
P


^
P
 erha¨lt man
!
+
0

!
+
0
=
X
2J




: (3.67)
Das folgende Lemma besagt, dass das Element  bereits den gesamten Hopf-Bimodul 
erzeugt.
Lemma 3.36 Es sei A die Koordinatenhopfalgebra O(G
q
) zu einer der Quantengruppen G
q
der vier Serien und   =  
+;z
. Ferner sei  ,  2 J der oben definierte Unter-Hopf-Bimodul
von kerA
2
.
Dann erzeugt  bereits den vollen Hopf-Bimodul  . Genauer, es ist


/A = 

L
:
Beweis. Da der Hopf-Bimodul 0 eindimensional ist, gibt es fu¨r  = 0 nichts zu zeigen. Wir
fixieren also  2 f+; g. Die Beweisidee ist die Folgende: Zuna¨chst erzeugt man durch die
rechtsadjungierte Wirkung mit ui
j
auf  gewisse N2 Elemente 
ij
, und dann, durch erneu-
te Wirkung von ui
j
auf 
st
die Elemente 
sijt
, die schließlich eine Basis von  bilden. Die
Rechnungen sind technisch recht aufwa¨ndig und werden, zur besseren Veranschaulichung der
Umformungen, unter Benutzung des graphischen Kalku¨ls durchgefu¨hrt.
Nach Lemma 3.35 besteht die kanonische linksinvariante Basis von  aus den Elementen


mnkl
=

R
 
23
^
P

12

P

34

R
23
(!
+
mn

!
+
kl
) =

R
 ws
yz
(
^
P

)
vy
ma
(

P

)
zt
bl

R
ab
nk
!
+
vw

!
+
st
:
3.6 Beweis von Theorem 3.13 und Theorem 3.14 75
Wir werden diese Elemente in den oben genannten zwei Schritten erzeugen.
(a) Wir fu¨hren zuna¨chst den Beweis fu¨r den komplizierteren Fall der B-, C- und D-Serien durch
(3 Morphismen in Mor(u
u) anstelle von 2 Morphismen bei der A-Serie).
Zuna¨chst berechnen wir  / ui
j
und erhalten eine Linearkombination der Elemente  ,


ij
= B
i
z
(
^
P

)
mn
zk
(

P

)
vw
ky
C
j
y

mnvw
(entfa¨llt bei der A-Serie) und


ij
= (
^
P

)
mn
yk
(

P

)
vw
kz

R
yz
ij

mnvw
:
^
P


P

? ?
6
6
7


ij
=

mnkl
, 

ij
=
m n
k l
?
6
6
?
i
j
^
P


P

? ?
6
6
7

mnkl
.
m n
k l
i
j
-
>
Abbildung 3.4: Die graphische Darstellung der Elemente 
ij
und 
ij
.
Wir zeigen zuerst, dass die folgenden beiden Gleichungen erfu¨llt sind:


/ eu
i
j
= q^(
2

+ 1)

ij
  r
 1
q^(1 + 
 2

)

ij
; (3.68)


/
e
U = 



; 

= q^(

+ 
 1

)(

r  
 1

r
 1
): (3.69)
Der Vollsta¨ndigkeit halber erga¨nzen wir, dass fu¨r alle a 2 A

0
/ a = "(a)
0
; (3.70)
da 0 ein eindimensionaler Unter-Hopf-Bimodul ist. Die obige Gleichung ist a¨quivalent dazu,
dass alle a 2 A mit 0 vertauschen.
Analog zur Herleitung von (3.65) erha¨lt man mit (3.66) und (2.46) unter Beachtung von z2 = 1:

mnkl
/ u
i
j
=

R
 ab
nk
(!
+
ma
/ u
i
c
)(!
+
bl
/ u
c
j
)
=

R
 ab
nk
^
R
iv
my
^
R
ay
cd
^
R
cp
bz
^
R
lz
jt
!
+
vd

!
+
pt
= (

R
34
^
R
12

R
23
^
R
34

R
45

R
 
23
)
ivwst
mnklj

vwst
: (3.71)
Zur besseren Veranschaulichung geben wir die graphische Darstellung des betreffenden Mor-
phismus’ an.
-
? ?
6 6


mnkl
/ u
i
j
=
i
m n
k l
j
v w s
t

vwst
Abbildung 3.5: Die rechtsadjungierte Wirkung von ui
j
auf 
mnkl
.
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Æ
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^
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Abbildung 3.6: Der Beweis von (3.68).
Wir berechnen nun die Wirkung von ui
j
auf  mit Hilfe des graphischen Kalku¨ls. Im ersten
Schritt lo¨st man mittels ^R 1 = ^R   q^I + q^K die Kreuzung ^R in der gepunkteten Box auf und
erha¨lt die drei anderen Summanden mit ^R 1, I und K. Im zweiten Schritt tut man dasselbe mit
der ^R-Matrix im ersten Summanden (gepunktete Box). Das liefert die ersten drei Summanden
der na¨chsten Zeile. Im zweiten Summanden trifft die Matrix R auf den zweiten Projektor und
liefert somit 

I . Dabei wird diese Kreuzung aufgelo¨st und es entsteht eine zweite Kreuzung
( ^R-Matrix), die auf den ersten Projektor ^P  trifft und somit einen weiteren Faktor 

liefert. So
entsteht der vierte Summand der letzten Gleichung. Mit dem dritten Summanden der zweiten
Gleichung verfahren wir analog. Das Herausdrehen der Schlaufe liefert den Faktor r 1, und die
beiden inversen R-Matrizen liefern jeweils den Faktor  1

. Wegen eui
j
= u
i
j
  Æ
ij
1 folgt hieraus
sofort (3.68). Multiplizieren wir (3.68) mit Dj
i
und beachten, dass Dj
i


ij
= 
 und Dj
i


ij
= r

gelten, erhalten wir (3.69). Wir wollen in der Gleichung (3.68) den Term 
ij
eliminieren. Da q
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keine Einheitswurzel ist, ist T

= q^(
2

+ 1)
^
R
 1
  r
 1
q^(1 + 
 2

) invertierbar mit der Inversen
T
 1
+
=
1
q^[[2]]
q

1
1  q
 1
r
 1
^
P
+
+
1
 q
2
  q
 1
r
 1
^
P
 
+
1
rq   r
 1
q
 1
^
P
0

;
T
 1
 
=
1
q^[[2]]
q
 
1
q
 2
  qr
 1
^
P
+
+
1
 1  qr
 1
^
P
 
+
1
q
 1
r  qr
 1
^
P
0

:
Setzt man (S

)
ij
st
= B
y
i
(T
 1

)
yj
zt
C
s
z
und multipliziert (3.68) mit S

, erha¨lt man
(S

)
ij
st


/ eu
i
j
= 

st
. Folglich liegen die Elemente 
st
, s; t = 1; : : : ; N und  2 f+; g in  .
Im zweiten Schritt berechnen wir die rechtsadjungierte Wirkung von ui
j
auf den Elementen 
st
.
Wir erhalten eine Linearkombination der Elemente


istj
:= (
^
P

)
mn
ky
(

P

)
vw
zl

R
yz
st
B
i
k
C
j
l

mnvw
;


istj
:= B
i
y
B
s
z
(
^
P

)
mn
yz
(

P

)
vw
dc
C
t
d
C
j
c

mnvw
:
Ihre graphische Darstellung findet man in der Abbildung 3.7.
^
P


P

6 6
? ?
?
6
i
j
>
~
6
s
t


istj
=
6 6
? ?
?
6
i
j
6
s
t
, 

istj
=
^
P


P

?
6
6
? ? ?
.
Abbildung 3.7: Die Elemente 
istj
und 
istj
.
Es gilt offenbar


sijt
= 

syzt
C
k
y
B
l
z

R
kl
ij
: (3.72)
Wegen (3.71) gilt


st
/ u
i
j
=
^
P


P

6 6
? ?
?
6
s
j
t
j
6
i

.
?
Abbildung 3.8: Die rechtsadjungierte Wirkung von ui
j
auf 
st
.
Ersetzt man eine Matrix ^R durch ^R 1 + q^I   q^K, so erha¨lt man a¨hnlich zu den graphischen
Berechnungen in Abbildung 3.6.


sijt
:= 

uv
/ u
a
b

R
au
si
^
R
vb
jt
  Æ
ij


st
= q^

sijt
  q^r
 1


sijt
: (3.73)
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Wegen 
uv
2 

L
und der Abgeschlossenheit von 
L
unter der rechtsadjungierten Wirkung ist


sijt
2 

L
fu¨r alle i; j; s; t. Somit gilt wegen (3.73) und (3.72) 
sijt
= (C
t
1
TB
t
1
)
abcd
sijt


abcd
, wobei
T = q^(
^
R
 1
  r
 1
I). Da q keine Einheitswurzel ist, ist T invertierbar und hat als inverse Matrix
T
 1
= q^
 1
 
(q
 1
  r
 1
)
 1
^
P
+
  (q + r
 1
)
 1
^
P
 

. Also geho¨rt
B
y
i
(T
 1
)
yj
zl
C
k
z


sijt
= 

sklt
zu 
L
. Durch geeignete Linearkombination dieser Elemente erha¨lt man schließlich
B
m
v
B
a
y
C
b
z
C
l
t


vyzt

R
ab
nk
= 

mnkl
, was den Beweis vollendet.
(b) Wir betrachten nun den Fall GL
q
(N) und SL
q
(N). Dabei fu¨hren wir den Beweis nur fu¨r
die Kalku¨le   =  
+;z
. Der Beweis fu¨r die Kalku¨le  
 ;z
verla¨uft analog. ¨Ahnlich zum Teil (a)
dieses Beweises leitet man auf graphischem Wege die zu (3.68) analoge Formel her. Es ist klar,
dass bei der A-Serie wegen ^R 1 = ^R  q^I der jeweils dritte Summand in Abbildung 3.6 entfa¨llt
und somit auch der letzte Summand der letzten Gleichung. Wir erhalten damit:


/ u
i
j
= z
 2
Æ
ij


+ z
 2
q^(
 2

+ 1)

ij
: (3.74)
Also liegen die Elemente 
ij
in 
L
. Zur Vereinfachung multiplizieren wir noch die Elemente 
ij
mit R ij
rs
und erhalten die Elemente


rs
:= (
^
P

)
mn
rk
(

P

)
vw
ks

mnvw
:
Die erneute Wirkung von ui
j
auf 
rs
liefert mit (3.71) nach Einfu¨gen von z 2, da wir die A-Serie
betrachten,


sr
/ u
i
j

R
 ir
ab

R
 sj
kl
= z
 2
(
^
P

)
mn
ax

R
xy
bz

R
yu
zk
(

P

)
vw
ul

mnvw
= z
 2
 
Æ
bk


al
+ q^(
^
P

)
mn
ax
(

P

)
vw
ul

R
xu
bk

mnvw

:
Dabei benutzten wir (A.4). Der erste Summand auf der rechten Seite liegt bereits in  /A wie
auch die linke Seite. Folglich liegt auch der zweite Summand der rechten Seite in  /A, das
ist, bis auf den Faktor q^,
(
^
P

)
mn
ax
(

P

)
vw
ul

R
xu
bk

mnvw
= 

abkl
:
Die Elemente 
abkl
bilden aber die kanonische linksinvariante Basis von  .
Folgerung 3.37 (i) Es seienA und   wie im Lemma und ein Unter-Hopf-Bimodul von kerA
2
,
der !+
0

 !
+
0
entha¨lt. Dann fallen die Unter-Hopf-Bimoduln  und kerA
2
zusammen.
(ii) Es sei A die Koordinatenhopfalgebra zu einer orthogonalen oder symplektischen Quanten-
gruppe,   wie im Lemma und  ein Unter-Hopf-Bimodul von kerA
2
, der die Elemente + und

  entha¨lt. Dann gilt
+ h
0
i = kerA
2
:
(iii) Es seiA = O(GL
q
(2)) oderA = O(SL
q
(2)) und   =  
+;z
mit z = q,  2 f+1; 1g einer
der 4D

-Kalku¨le u¨ber A. Ferner sei  ein Unter-Hopf-Bimodul von kerA
2
, der das Element

+ entha¨lt. Dann gilt
+ h
0
i = kerA
2
:
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Beweis. (i) Beachtet man (3.67) und (3.69), so erha¨lt man mit der rechtsadjungierten Wirkung
von eU i, i = 0; 1; : : : ; j   1 auf !+
0

!
+
0
ein lineares Gleichungssystem mit den Variablen ,
 2 J und der Koeffizientenmatrix bestehend aus den j Zeilen 


i

, i = 0; 1; : : : ; j   1.
Wegen der Regularita¨t dieser Matrix, die Determinante ist gleich
Q



Q
;
(

  

), hat
man  2 . Nach dem obigen Lemma ist dann aber auch    fu¨r alle  2 J und damit
kerA
2
=
L
2J


 , was zu zeigen war.
(ii) Da + und   beide in  liegen, umfasst  somit auch die von diesen beiden biinvarianten
Elementen erzeugten Unter-Hopf-Bimoduln von kerA
2
. Einzig der vom Element 0 erzeugte
eindimensionale Unter-Hopf-Bimodul ko¨nnte noch als Komplement zu  fehlen. Die obige
Summe ist genau dann direkt, wenn 0 nicht in  liegt.
(iii) Es gibt nur zwei biinvariante Elemente in kerA
2
, von denen das eine in  enthalten ist.
 entha¨lt somit den gesamten von + erzeugten 9-dimensionalen Unter-Hopf-Bimodul von
kerA
2
.
Fu¨r das folgende Lemma, Teil (i) und (ii), setzen wir # = !(U) = P
i
q
 2i
!
ii
und
 = S(U) =
P
i;j
q
 2i
!
ij

!
ji
. Dabei sei ! die !-Abbildung von  
;z
und U die Quantenspur.
Dann sind # und  biinvariant wegen

R
(!
ij
) = 
R
(S(u
i
x
)du
x
j
) =
 
S(u
k
x
)
S(u
i
k
)

(du
x
l

u
l
j
) = !
kl

 (u
c

u)
kl
ij
und (q 2iÆ
ij
) 2 Mor(1;u
c

u). Mehr noch, die beiden Elemente  und #
# bilden eine Basis
von  
2
Inv
.
Wir wollen zeigen, dass im Falle der A-Serie !
0

!

0
2 S(R) fu¨r alle Kalku¨le mit Ausnahme
von N = 2,  = + und z2 = q2 gilt. Wir setzen voraus, dass q eine transzendente komplexe
Zahl ist. Fu¨r den oben genannten Ausnahmefall zeigen wir, dass der Raum S(R) zumindest das
Element + entha¨lt und damit nach Folgerung 3.37 (iii) den gesamten 9-dimensionalen Unter-
Hopf-Bimodul +. Fu¨r die Standardkalku¨le auf den Quantengruppen der B-, C- und D-Serien
wollen wir zeigen, dass sie die Elemente + und   enthalten.
Lemma 3.38 (i) Es sei A eine der Hopfalgebren O(GL
q
(N)) bzw. O(SL
q
(N)). Ferner sei
  =  
;z
, R = R
;z
und z sei generisch, das heißt, n
;z
6= 0.
Dann gilt fu¨r N  3, und fu¨r N = 2,  = + und z2 6= q2, dass #
 # 2 S(R).
(ii) Es sei A = O(GL
q
(2)) oder A = O(SL
q
(2)) und   =  
+;z
mit z = q,  2 f1; 1g.
Dann ist  := S(eUU   eU) mit  = (q 1 + q 5) ein von Null verschiedenes Vielfaches von

+ und liegt in S(R).
(iii) Es sei A eine der Hopfalgebren O(O
q
(N)) bzw. O(Sp
q
(N)),   =  
+
oder   =  
 
sowie q keine Einheitswurzel. Fu¨r den  
 
-Kalku¨l setzen wir zusa¨tzlich voraus, dass
2s+ (q   q
 1
)(r  r
 1
) 6= 0.
Dann gilt +;   2 S(R).
Der Beweis von Lemma 3.38 ist in den Anhang B verlegt worden.
Folgerung 3.39 (i) Es sei A eine der Hopfalgebren zur A-Serie und es mo¨gen dieselben Vor-
aussetzungen wie im obigen Lemma unter (i) gelten. Dann gilt
AS(R) = kerA
2
:
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(ii) Es seien A,   und z wie im obigen Lemma unter (ii) oder (iii) gegeben. Dann gilt
AS(R) + 
0
= kerA
2
: (3.75)
Beweis. (i): Da z generisch ist, ist !
0

 !

0
ein von Null verschiedenes Vielfaches von # 
 #.
Zusammen mit Folgerung 3.37 (i) erha¨lt man die Behauptung.
(ii): Die Behauptung fu¨r die orthogonalen und symplektischen Quantengruppen erha¨lt man aus
Folgerung 3.37 (ii). Fu¨r den Ausnahmefall bei GL
q
(2) und SL
q
(2) ergibt sich die Behauptung
aus Folgerung 3.37 (iii).
Mit Punkt (i) der obigen Folgerung ist der Beweis von Theorem 3.13 (ii) fertig.
Haben wir mit (3.75) eine Mo¨glichkeit erhalten, die Mindestgro¨ße von S(R) abzuscha¨tzen,
wollen wir nun die Mindestgro¨ße von
u
 
^2
L
, des zu S(R) komplementa¨ren Teilraumes,
abscha¨tzen. Die Direktheit der Summe (3.75) soll gezeigt werden. Dazu werden wir Lemma 3.8
verwenden und den Raum der quadratisch-linearen Relationen in X
X + X untersuchen.
Genau genommen vergleichen wir nur die Ra¨ume der / -invarianten Elemente von X
X, X^X
und m 1(X), und somit, vermo¨ge der Dualita¨t, auch die Ra¨ume der biinvarianten Elemente von
 

A
  ,
s
 
^2 bzw.
u
 
^2
. Hierbei ist m: AÆ
AÆ ! X die Multiplikationsabbildung.
Wir beno¨tigen fu¨r das folgende Lemma im Fall GL
q
(2) noch eine Relation zwischen der Quan-
tendeterminante D und der universellen r-Form. Es sei A = O(GL
q
(N)) mit der r-Form r
x
,
x 2 C
 aus Satz 2.6. Im Beweis von [62, Theorem 11.51, S. 440] findet man die Peter-Weyl-
Zerlegung von O(GL
q
(N)),
O(GL
q
(N)) =
X
r;s2N
0
D
 r
A
s
(
^
R);
wobei A
s
(
^
R) die homogene Komponente von A( ^R) vom Grade s ist. Es sei a 2 D mA
n
(
^
R)
fu¨r fixierte Zahlen m;n 2 N
0
. Dann gilt
r
x
(a;D) = r
x
(D; a) = (qx
 N
)
k
"(a); (3.76)
wobei k =  mN + n ist. Der Beweis dieser Gleichung folgt unmittelbar aus der zentralen
Formel fu¨r die r-Form von Elementen der Gestalt aD m in [62, S. 340].
Lemma 3.40 (i) Es seien A eine der Hopfalgebren O(O
q
(N)) bzw. O(Sp
q
(N)) und N  3,
  =  
+;1
oder  
+; 1
einer der beiden N2-dimensionalen bikovarianten Standardkalku¨le u¨ber
A mit dem Quanten-TangentialraumX und dessen Basis (2.47). Dann gilt
dim
s
 
^2
Inv
= 0; dim (X^X)
0
= 0; dim (kerA
2
)
Inv
= 3;
dim
u
 
^2
Inv
 1; m
 1
(X)
0
 hT i; dim S(R)
Inv
 2;
wobei
T = X
ij

X
mn
B
i
y
^
R
jy
mz
C
n
z
: (3.77)
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(ii) Es sei A = O(GL
q
(2)) oder A = O(SL
q
(2)), z
2
= q
2
,   =  
+;z
und X der zugeho¨rige
Quanten-Tangentialraum mit der Basis (2.47). Dann gilt
dim
s
 
^2
Inv
= 0; dim (X^X)
0
= 0; dim (kerA
2
)
Inv
= 2;
dim
u
 
^2
Inv
 1; m
 1
(X)
0
 hT i; dim S(R)
Inv
 1;
wobei T wie in (3.77) gewa¨hlt ist mit B = C 1. Die Matrix Ci
j
= "
ij
ist der q-antisymmetrische
Tensor (2.6).
Beweis. (a) Wir zeigen zuna¨chst, dass im orthogonalen und symplektischen Fall die Gleichung
dim 

2
Inv
= dim(X
X)
0
= 3 gilt. Es ist bekannt, dass dimMor(u
u) = 3 und dass I; ^R
und K eine lineare Basis von Mor(u
u) bilden, vergleiche Anhang A. Benutzt man (A.9), so
sieht man, dass die AbbildungE 7! (Bs
z
C
r
y
E
ab
yz
) einen linearen Isomorphismus von Mor(u
u)
nach Mor(1;u
uc
u
uc) definiert. Nun ist aber  = ijmn
ij


mn
2  

A
  genau dann
biinvariant, wenn (ijmn) 2 Mor(1;u
uc
u
uc). Damit ist dim 
2
Inv
= dim(X
X)
0
= 3
gezeigt. Ist A eine der Hopfalgebren vom Typ A, dann gilt dimMor(u
u) = 2. Vo¨llig analog
zu den obigen Schlu¨ssen erha¨lt man dim 
2
Inv
= dim(X
X)
0
= 2.
(b) Es sei f
ij
j i; j = 1; : : : ; Ng die Basis von  
L
und  =
P
i

ii
die biinvariante 1-Form. Dann
sind die Elemente 
,  = Dk
j

ik


ji
, und  = Ci
z
^
R
ym
zn
B
y
j

ij


mn
biinvariante 2-Formen, die
im orthogonalen und symplektischen Fall eine Basis von  
2
Inv
bilden; im Falle der A-Serie
(SL
q
(2) und GL
q
(2)) bilden 
 und  eine Basis von  
2
Inv
, da dieser Raum nur zweidimensio-
nal ist. Mit Hilfe des graphischen Kalku¨ls u¨berzeugt man sich leicht davon, dass die Zopfung 
auf  
2
Inv
wie die Identita¨t wirkt:
I
R

	
I
R

	
I
R

	



o
o


=

o
=
o


=
, ,
.
Abbildung 3.9: Die Wirkung von  auf den drei biinvarianten 2-Tensoren.
Folglich gilt, im Fall (i) wie auch im Fall (ii),  
2
Inv
 kerA
2
und somit
s
 
^2
Inv
= f0g. Wegen
Folgerung 3.9 ist auch (X^X)
0
= f0g.
(c) Wir betrachten den Fall (i). Wegen (2.16) und [84, Remark 21] gilt
^
R
wm
vj
(`
 c
)
m
y
`
+j
z
= `
+w
j
(`
 c
)
v
m
^
R
jy
mz
;
`

C
t
`
t
= C
t
1: (3.78)
Es sei
T
0
= `
i
j
`
m
n
B
i
y
^
R
jy
mz
C
n
z
= (`
 c
)
w
i
`
+w
j
(`
 c
)
v
m
`
+v
n
B
i
y
^
R
jy
mz
C
n
z
:
Wir benutzen zuna¨chst die obigen Gleichungen (3.78), (A.11) und schließlich auch (A.13) und
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erhalten
T
0
= S(`
 i
w
)(`
 c
)
m
y
`
+j
z
^
R
wm
vj
`
+v
n
B
i
y
C
n
z
= S(`
 i
w
)S(`
 y
m
)
^
R
wm
vj
C
v
j
B
i
y
= r
 1
S(`
 y
m
`
 i
w
C
w
m
)B
i
y
= r
 1
C
i
y
B
i
y
1 = r
 1
s:
(3.79)
Beachtet man X
ij
= "

`
i
j
  Æ
i
j
, (2.47), die obige Umformung und wieder (A.11) und (A.13), so
folgt
m(T ) = ("

`
i
j
  Æ
i
j
)("

`
m
n
  Æ
m
n
)B
i
y
^
R
jy
mz
C
n
z
= T
0
  "

B
i
y
^
R
iy
mz
C
n
z
`
m
n
  "

B
i
y
^
R
jy
mz
C
m
z
`
i
j
+B
i
y
^
R
iy
mz
C
m
z
= r
 1
(s  "

B
m
z
C
n
z
`
m
n
  "

B
i
y
C
j
y
`
i
j
+ s)
=  2sr
 1
X
0
:
Also gilt T 2 m 1(X) und wegen der / -Invarianz von T ist dim(m 1(X)
0
)  1. Betrach-
tet man die Projektion P 2 Mor(
R

u
 
^2
L
) von
u
 
^2
L
auf den Teilraum
u
 
^2
Inv
und wen-
det auf P Folgerung 3.9 an, so ergibt sich, dass die Einschra¨nkung der Bilinearform auf
u
 
^2
Inv
 m
 1
(X)
0
nicht ausgeartet ist. Wegen
u
 
^2
Inv
=  

2
Inv
=S(R)
Inv
und dim 
2
Inv
= 3 erhal-
ten wir dimS(R)
Inv
 2.
Wir betrachten den Fall (ii). Es gilt die folgende Modifikation der Gleichung (3.78):
`

C
t
`
t
= C
t
f

; (3.80)
wobei f+(a) = r
x
(a;D) und f (a) = rop
y
(a;D). Nach (2.13) ist na¨mlich
`
+i
j
C
k
j
`
+l
k
(a) = r
x
(a
(1)
; u
i
j
)r
x
(a
(2)
; u
l
k
)C
k
j
= r
x
(a; u
l
k
u
i
j
C
k
j
) = r
x
(a; C
l
i
D) = C
l
i
f
+
(a):
Analog zeigt man die Gleichung fu¨r ` . Wir setzen T
0
wie oben und fu¨gen in (3.79) die not-
wendigen Erga¨nzungen ein:
T
0
= S(`
 i
w
) (`
 c
)
m
y
`
+j
z
^
R
wm
vj
`
+v
n
B
i
y
C
n
z
= S(`
 i
w
)S(`
 y
m
)
^
R
wm
vj
C
v
j
f
+
B
i
y
= r
 1
S(`
 y
m
`
 i
w
C
w
m
) f
+
B
i
y
= r
 1
C
i
y
S(f
 
)B
i
y
f
+
= r
 1
sS(f
 
)f
+
:
Wir zeigen nun, dass S(f )f+ = 1 fu¨r z2 = q2. Dazu sei a 2 D mA
n
(
^
R), m;n 2 N
0
. Dann
gilt wegen (3.76) mit k =  mN + n
(S(f
 
)f
+
)(a) = f
 
(S(a
(1)
)) f
+
(a
(2)
) = r
y
(D; S(a
(1)
))r
x
(a
(2)
;D) = r
y
(D; a
(1)
)r
x
(a
(2)
;D)
= "(a
(1)
)"(a
(2)
)(qx
 N
)
k
(qy
 N
)
k
= "(a)(q
2
z
 N
)
k
= "(a):
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In der letzten Gleichung setzten wir N = 2 sowie die Voraussetzung z2 = q2 ein. Betrach-
tet man nun X+
ij
= `
i
j
  Æ
ij
, erha¨lt man wie im Teil (i): m(T ) =  2sr 1X+
0
. Somit ist
m
 1
(X)
0
 fTg und, wegen der Dualita¨t, dim S(R)
Inv
 1. Damit ist der Beweis vollsta¨ndig.
Nun ko¨nnen wir die Beweise von Theorem 3.13 (iii) und Theorem 3.14 vollenden. Nach dem
obigen Lemma ist in den verbliebenen Fa¨llen stets S(R) echt in (kerA
2
)
L
enthalten, somit ist
die Kodimension von S(R) in (kerA
2
)
L
mindestens gleich Eins. Wegen (3.75) und dim0
L
= 1
ist sie aber andererseit ho¨chstens gleich Eins. Folglich ist die Summe (3.75) direkt. Da sowohl
u
 
^
L
als auch
s
 
^
L
quadratische Algebren sind, ist
u
 
^
L
=(
0
)

=
 


L
=(S(R) + h
0
i)

=
 


L
=(kerA
2
)
L

=
s
 
^
L
:
Weil sowohl
u
 
^
=(
0
) als auch
s
 
^ freie A-Moduln sind, folgt
u
 
^
=(
0
)

=
s
 
^
. Wegen der
Kongruenz ^  r 10 (mod S(R)), vergleiche (3.67) und beachte +;   2 S(R), erhalten
wir schließlich
u
 
^
=(^)

=
s
 
^
.
Dass ^ mit allen Elementen aus A vertauscht, folgt aus ^ = r 10 in
u
 
^ und (3.70).
Wegen Lemma 3.10 (iii) erha¨lt man ferner, dass
u
 
^ ein innerer Kalku¨l ist und ^ in
u
 
^
zentral ist. Damit sind die Beweise abgeschlossen.
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Kapitel 4
-Metriken, Kontraktionen und
Laplace-Beltrami-Operatoren
In diesem Kapitel u¨bertragen wir einige wichtige differentialgeometrische Begriffe, wie Metrik,
Verju¨ngung, Kodifferential und Laplace-Beltrami-Operator auf den Quantengruppenfall. In der
Literatur gibt es die verschiedensten Methoden, den Begriff der Metrik einzufu¨hren, man denke
an die franzo¨sische Schule um Madore, Dubois-Violette [30, 31, 68], an Arbeiten von Dimakis
und Mu¨ller-Hoissen [26] oder den Artikel von Meyer [77]. Am geeignetsten fu¨r die Bestimmung
der de-Rham-Kohomologien der bikovarianten Standarddifferentialkalku¨le erwies sich aber der
von Heckenberger [41] gewa¨hlte Weg. Wir fu¨hren daher hier diese Begriffe ein.
Im gesamten Kapitel bezeichnen wir mit  ^ stets Woronowicz’ a¨ußere Algebra zu einem gege-
benen Hopf-Bimodul   .
4.1 -Metriken und Kontraktionen
4.1.1 -Metriken
Es sei A eine Hopfalgebra, und  
+
und  
 
seien (endlichdimensionale) Hopf-Bimoduln u¨ber
A.
Definition 4.1 Eine lineare Abbildung g :  
+


A
 
 
+ 
 


A
 
+
! A heißt -Metrik des Paares
( 
+
;  
 
), falls die folgenden Bedingungen erfu¨llt sind:
(i) g ist ein Bimodulhomomorphismus,
(ii) g ist nicht ausgeartet, d. h., aus g(

A
) = 0 fu¨r alle  2  
 
folgt  = 0 und
aus g( 

A
) = 0 fu¨r alle  2  

folgt  = 0.
(iii) g = g (-Symmetrie).
(iv) Fu¨r alle  2 f+; g gilt
g
12

23

12
= g
23
; g
23

12

23
= g
12
(4.1)
im Raum  



A
  bzw.   

A
 

, wobei   =  
+


A
 
 
+  
 


A
 
+
.
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Bemerkung 4.1 (i) Eine Eigenschaft der klassischen Metrik einer Riemannschen Mannigfal-
tigkeit ist ihre Symmetrie. Den Kotangentialbu¨ndeln u¨ber der Gruppenmannigfaltigkeit G ent-
sprechen im Quantenfall die Hopf-Bimoduln u¨ber O(G
q
). Wir haben jedoch schon im Ab-
schnitt 2.2.2 gesehen, dass die einfache Vertauschung zweier Formen aus gegebenen Hopf-
Bimoduln kein wohldefinierter Morphismus von Hopf-Bimoduln ist. Vielmehr tritt die Zop-
fung  in natu¨rlicher Weise an die Stelle der Vertauschung. Dies motiviert die Eigenschaft der
-Symmetrie (iii).
(ii) Einfache Betrachtungen zeigen, dass es fu¨r die Standardkalku¨le auf SL
q
(N) und GL
q
(N)
keine Metrik der Form g :   

A
  ! A gibt, die (iv) mit  
+
=  
 
=   erfu¨llt. Sehr wohl gibt
es aber -Metriken mit  
+
=  
+;z
und  
 
=  
 ;z
. 2
Eine -Metrik g heißt linkskovariant bzw. rechtskovariant, falls
(id
g)
L
= g; bzw. (g 
 id)
R
= g (4.2)
in   gilt. Wir nennen die -Metrik g bikovariant, falls sie sowohl links- als auch rechtskovariant
ist. In dieser Arbeit betrachten wir nur bikovariante -Metriken.
Bemerkung 4.2 Der Begriff der bikovarianten -Metrik ist sehr a¨hnlich zu den linksdualen
und rechtsdualen Hopf-Bimoduln, vergleiche auch Abschnitt 2.2.3. Letzterer ist aber etwas
schwa¨cher, da die vollsta¨ndige -Symmetrie bei dualen Hopf-Bimoduln nicht gewa¨hrleistet ist.
Genauer, durch die Identifizierung von links- und rechtsdualen Hopf-Bimoduln la¨sst sich zwar
eine Paarung g :  
 


A
 
+
+ 
+


A
 
 
! A konstruieren, die (i), (ii), (iv) erfu¨llt und bikovariant
ist, jedoch gilt fu¨r diese Paarung im Allgemeinen nicht g = g. 2
Mitunter lassen wir das Tensorzeichen weg und schreiben einfach g(a; ) = g(; a) =
g(a

A
) fu¨r alle a 2 A,  2  

und  2  
 
.
Ist g :  



A
 
 
! A,  2 f+; g ein Homomorphismus von Bimoduln, dann gilt im
Tensorprodukt-Bimodul
N
k
m=1

m
mit 
m
2 f 
+
;  
 
g die Gleichung
g
i;i+1
g
j;j+1
= g
j 2;j 1
g
i;i+1
fu¨r k > j > i+ 1 (4.3)
Zur Begru¨ndung: Verju¨ngt man zuna¨chst an der vorderen Stelle (i; i + 1), so verschiebt sich
das hintere Indexpaar (j; j + 1) um zwei Stellen nach vorn. Die einzige Bedingung fu¨r die
Wohldefiniertheit der obigen Abbildungen ist, dass an den Stellen (i; i+1) und (j; j+1) jeweils
Bimoduln  

mit unterschiedlichen Vorzeichen stehen. Genauso ergibt sich
g
i;i+1

j;j+1
= 
j 2;j 1
g
i;i+1
und 
i;i+1
g
j;j+1
= g
j;j+1

i;i+1
; j > i + 1. (4.4)
Wir setzten nun g rekursiv zu einem Endomorphismus eg des Hopf-Bimoduls  




A
 


 
,
 2 f+; g fort:
eg(; a) = a; eg(a; ) = a;
eg( 

A
;  

A
) = eg( g(; ); )
(4.5)
mit  2  


,  2  

,  2  
 
,  2  


 
und a 2 A. Wir schreiben eg
n;k
fu¨r eg, wenn das
Argument von eg in  
n



A
 

k
 
liegt. Sind  und  vom Grad n bzw. k mit n  k, dann gilt
eg(; ) 2  

n k

.
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Da g ein Morphismus von Bimoduln ist, ist eg ein wohldefinierter Morphismus. Die Abbildung
eg ist links-, rechts- bzw. bikovariant, falls die Abbildung g es war.
Im Folgenden setzten wir stets voraus, dass  
+
und  
 
Hopf-Bimoduln sind und dass g eine
bikovariante -Metrik des Paares ( 
+
;  
 
) ist. Wir beginnen mit einer sehr einfachen Folgerung
aus der rekursiven Definition von eg.
Lemma 4.1 (i) Es seien ;  2  


und ;  2  

 
. Dann gilt
eg(

A
 

A
 

A
) = eg(

A
eg( 

A
)

A
):
(ii) Es seien T und T 0 Bimodul-Endomorphismen von  
i

bzw.  
i
 
und i; j; k; l 2 N mit
i+ j  k; l. Ferner gelte eg
i;i
(T 
 id

i
) = eg
i;i
(id

i

T
0
). Dann gilt auch
eg
k;l
(id

k i j

T 
 id

j

 id

l
) = eg
k;l
(id

k

 id

j

T
0

 id

l i j
):
Beweis. (i) Fu¨r homogene Elemente  und  vom Grad 1 ist die Behauptung erfu¨llt. Fu¨r homo-
gene Elemente ho¨heren Grades zeigt man die Behauptung durch vollsta¨ndige Induktion u¨ber
den Homogenita¨tsgrad von  und  .
(ii) Es seien 
k i j
, 
i
und 
j
homogene Elemente aus  


und 
j
; 
i
und 
l i j
homogene
Elemente aus  

 
, wobei der Index den jeweiligen Grad angibt. Dann berechnet man nach (i),
wegen a
j
:= eg(
j


A

j
) 2 A und aufgrund der Voraussetzung
eg
k;l
(
k i j


A
T (
i
)

A

j


A

j


A

i


A

l i j
)
= eg
 

k i j


A
T (
i
)

A
eg(
j


A

j
)

A

i


A

l i j

= eg
 

k i j


A
eg(T (
i
)a
j


A

i
)

A

l i j

= eg
 

k i j


A
eg(
i


A
a
j
T
0
(
i
))

A

l i j

= eg(
k i j


A

i


A

j


A

j


A
T
0
(
i
)

A

l i j
):
Hieraus ergibt sich die Behauptung.
Das na¨chste Lemma, es beinhaltet die Symmetrie von  bezu¨glich eg, ist bedeutsam fu¨r die
folgenden Konstruktionen.
Lemma 4.2 Es seien i; k; l positive ganze Zahlen mit 1  i < k; l. Dann gilt
eg
k;l
(

k i;k i+1
; id

l
) = eg
k;l
(id

k
; 

i;i+1
): (4.6)
Beweis. Wegen (4.5) und Lemma 4.1 (ii) reicht es, die Behauptung fu¨r i = 1 und k = l = 2
zu zeigen. In diesem Falle ist eg = g
12
g
23
. Mit i = 1 und j = 3 folgt aus (4.3) die Gleichung
g
12
g
34
= g
12
g
12
. In der zweiten und vierten Gleichung der folgenden Umformungen benutzen
wir die Bedingung (iv) in der Definition der -Metrik, siehe (4.1). Wir erhalten dann
eg

12
= g
12
g
23


12
= g
12
g
12


23
= g
12
g
34


23
= g
12
g
23


34
= eg

34
: (4.7)
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Es sei g ein Morphismus von Hopf-Bimoduln g :  
+


A
 
 
+ 
 


A
 
+
! A. Aus der Theorie
der Hopf-Bimoduln folgt leicht, dass g genau dann nicht ausgeartet ist, wenn die Einschra¨nkung
von g auf den Raum der linksinvarianten Elemente von  
+


A
 
 
+  
 


A
 
+
nicht ausgeartet
ist. Die folgenden Aussagen sind a¨quivalent:
(i) g ist nicht ausgeartet.
(ii) Die Einschra¨nkung von g auf den Raum ( 
+


A
 
 
+  
 


A
 
+
)
L
ist nicht ausgeartet.
(iii) Die Matrix von g bezu¨glich einer beliebigen Basis von  
+;L
und  
 ;L
ist invertierbar.
4.1.2 Kontraktionsoperatoren
Definition 4.2 Als Kontraktionen (bezu¨glich der -Metrik g) bezeichnen wir die Abbildungen
h; i

:  

k



A
 

l
 
!  

jk lj

0
mit  2 f+; g und  0 =  fu¨r k  l sowie  0 =   fu¨r k < l,
die gegeben sind durch:
h; i

:= eg(B

k l;l
 ; A

l
) fu¨r k  l;
h; i

:= eg(A

k
 ; B

k;l k
) fu¨r k < l:
(4.8)
Wie schon g, sind auch die Abbildungen h; i

Homomorphismen von Hopf-Bimoduln. Sind
sowohl k als auch l kleiner als 2, ha¨ngen die Kontraktionen nicht mehr vom Vorzeichen  ab,
und wir lassen es gelegentlich weg: h; i
+
= h; i
 
=: h; i. Die na¨chste Eigenschaft besagt,
dass der Antisymmetrisator A
i
bezu¨glich eg symmetrisch ist.
Lemma 4.3 Fu¨r nichtnegative ganze Zahlen i; j; k und l mit 1  i+ j  k; l gilt
eg
k;l
 
id

k i j

A

i

 id

j+l

= eg
k;l
 
id

k+j

A

i

 id

l i j

:
Beweis. Wegen Lemma 4.1 genu¨gt es zu zeigen, dass eg(A
i

 id

i
) = eg(id

i

A

i
) fu¨r alle
i 2 N gilt. Wegen Lemma 4.2 gilt fu¨r alle n 2 N
0
, n  i:
eg
i+1;i+1
(

1
  

n

 id

i+1
) = eg
i+1;i+1
(id

i+1



i n+1
  

i
): (4.9)
Wir fu¨hren nun den Beweis mit vollsta¨ndiger Induktion u¨ber i. Fu¨r i = 2 folgt die Behauptung
sofort aus Lemma 4.2. Mo¨ge sie fu¨r i erfu¨llt sein. Dann gilt nach (3.8) A
i+1
= (id
A

i
)B

1;i
.
Somit ergibt sich mit der Induktionsvoraussetzung, mit (4.9) und erneut mit (3.8)
eg
i+1;i+1
(A

i+1

 id

i+1
) = eg
 
(id
A

i
)B

1;i

 id

i+1

= eg

P
i
n=0
( 1)
n


1
  

n

 A

i

 id

= eg

id

i+1


P
i
n=0
( 1)
n


i n+1
  

i
(A

i

 id)

= eg
 
id

i+1

A

i;1
(A

i

 id)

= eg
 
id

i+1

A

i+1

:
Eine wichtige Folgerung aus dem obigen Lemma ist die Tatsache, dass die Kontraktion h; i

”
faktorisiert“ werden kann zu Kontraktionsabbildungen der a¨ußeren Algebra  ^ =
W
 
^
.
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Lemma 4.4 (i) Fu¨r k  l, 
k
2  

k

und 
l
2  

l
 
gilt
A

k l
h
l
; 
k
i

= eg
l;k
(
l

 A

k

k
);
A

k l
h
k
; 
l
i

= eg
k;l
(A

k

k

 
l
):
(4.10)
(ii) Die u¨ber (4.8) definierte Abbildung h; i

ist auf den Faktorra¨umen  ^k



A
 
^l
 
!  
^jk lj

0
wohldefiniert, dabei ist  0 =  , falls k  l und  0 =   , falls k < l.
Beweis. (i) Wir zeigen nur die erste Gleichung. Der Beweis der zweiten Gleichung verla¨uft
analog. Nach der Definition der Kontraktion und wegen Lemma 4.3 gilt
A

k l
h
l
; 
k
i

= A

k l
eg
k;l
(A

l

l


A
B

l;k l

k
)
= A

k l
eg
l;k
(
l


A
(A

l

 id

k l
)B
l;k l

k
):
Wegen der Indexverschiebung (4.4) gilt A
k l
eg
l;k
= eg
l;k
(id

2l

A

k l
). Benutzt man dies, kann
man fortfahren:
A

k l
h
l
; 
k
i

= eg
l;k
(
l


A
(A

l

 A

k l
)B

l;k l

k
)
= eg
l;k
(
l


A
A

k

k
):
(ii) Man beachte, dass kerA+
k
= kerA
 
k
gilt. Wir mu¨ssen zeigen, dass die Kontraktion h; i

das
Ideal kerA
k


A
 

l
 
+ 

k



A
kerA
l
in kerA
jk lj
abbildet. Sei zuna¨chst k  l. Fu¨r 
k
2 kerA

k
und 
l
2  

l
 
gilt dann nach (4.10)
A

k l
h
k
; 
l
i

= eg
k;l
(A

k

k


A

l
) = 0:
Sei nun 
k
2  

k

und 
l
2 kerA
l
, so erha¨lt man wie oben unter Verwendung von (3.8)
A

k l
h
k
; 
l
i

= eg
k;l
(A

k

k


A

l
)
= eg
k;l
((A

l

 A

k l
)B

l;k l

k


A

l
)
= eg
k;l
((id

l

A

k l
)B

l;k l

k


A
A

l

l
)
= 0:
Damit ist h; i

wohldefiniert. Fu¨r k  l verlaufen die Beweise analog.
Wir fassen hier einige wichtige Eigenschaften der Kontraktion zusammen, die in der Arbeit [41,
Lemmata 4.3, 4.4 und 6.2] gezeigt sind.
Lemma 4.5 Es seien 
i
2  
^k
i

i
, i = 0; 1; 2 mit 
1
= 
2
=  
0
und k
1
+ k
2
 k
0
. Dann erfu¨llt
die Kontraktion die folgenden Gleichungen:
h
1
; h
2
; 
0
i

i

= h
1
^ 
2
; 
0
i

; hh
0
; 
1
i

; 
2
i

= h
0
; 
1
^ 
2
i

;
h
1
; h
0
; 
2
i

i

= hh
1
; 
0
i

; 
2
i

:
(4.11)
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Beweis. Wir verwenden durchweg die Tatsache, dass  = 0 in  ^k genau dann, wenn A
k
() = 0
in  
k. Aus Lemma 4.3 und Lemma 4.4 (i) erhalten wir im Falle der ersten Gleichung mit den
Repra¨sentanten 
i
2  

k
i

i
von 
i
, i = 0; 1; 2:
A

k
0
 k
1
 k
2
(h
1
; h
2
; 
0
i

i

) = eg(
1
; A

k
0
 k
2
(h
2
; 
0
i

))
= eg(
1
; eg(
2
; A

k
0

0
))
= eg(
1


A

2
; A

k
0

0
)
= A

k
0
 k
1
 k
2
(h
1


A

2
; 
0
i

):
Die zweite Gleichung zeigt man analog.
Zum Beweis der letzten Gleichung benutzen wir dieselbe Argumentation. Die linke Seite ergibt
A

k
0
 k
1
 k
2
h
1
; h
0
; 
2
i

i

= eg(
1
; A

k
0
 k
2
h
0
; 
2
i

) = eg(
1
; eg(A

k
0

0
; 
2
));
wa¨hrend wir fu¨r die rechte Seite den folgenden Ausdruck erhalten:
A

k
0
 k
1
 k
2
hh
1
; 
0
i

; 
2
i

= eg(A

k
0
 k
1
h
1
; 
0
i

; 
2
) = eg(eg(
1
; A

k
0

0
); 
2
):
Nach der Definition von eg und wegen k
1
+ k
2
 k
0
stimmen diese beiden Ausdru¨cke u¨berein.
Zur Berechnung der Kontraktion sind die folgenden beiden Rekursionsformeln nu¨tzlich.
Lemma 4.6 Fu¨r alle 
k
2  
^k

, 
0
k
2  
^k
 
, k  1,  2  

,  2  
 
mit  2 f+; g gelten die
folgenden beiden Gleichungen
h
k
^ ; i

= 
k
h; i

  h
k
; 

(1)
i

^ 

(2)
; (4.12)
h;  ^ 
0
k
i

= h; i


0
k
  

(1)
^ h

(2)
; 
0
k
i

; (4.13)
wobei ( 

A
) = 

(1)


A


(2)
2  
 


A
 

.
Beweis. Fu¨r k = 1 lautet die linke Seite der ersten Gleichung
h
1
^ ; i

= g
23
 
(
1


A
   

(
1


A
))

A


= g
23
(
1


A
 

A
)  g
12


23
(
1


A
 

A
):
In der zweiten Gleichung benutzten wir (4.1). Wenn k  2, so benutzen wir (3.10) und schließen
h
k
^ ; i

= eg(B

k;1
(
k


A
)

A
)
= g
k+1;k+2
(
k


A
 

A
  

k;k+1
(B

k 1;1


A
id

2
)(
k


A
 

A
))
= 
k


A
g( 

A
)  g
k;k+1


k+1;k+2
(B

k 1;1


A
id

2
)(
k


A
 

A
)
= 
k


A
g( 

A
)  g
k;k+1
(B

k 1;1


A


)(
k


A
 

A
)
= 
k
h; i

  h
k
; 

(1)
i

^ 

(2)
:
Der Beweis der zweiten Gleichung ist analog.
Wir fahren mit einigen Bemerkungen zur Nichtausgeartetheit der Kontraktion h; i

fort.
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Satz 4.7 Die Abbildung h; i

:  
^k



A
 
^k
 
! A,  2 f+; g, k  1 und ihre Einschra¨nkung
auf die linksinvarianten Teilra¨ume  ^k
;L
und  ^k
 ;L
sind nicht ausgeartet.
Beweis. Zuna¨chst zeigen wir, dass die Abbildung eg :  
k



A
 

k
 
! A und deren Ein-
schra¨nkung auf  
k
;L

  

k
 ;L
nicht ausgeartet sind. Fu¨r k = 1 ist die Aussage wahr, da g
per definitionem nicht ausgeartet ist, und es gilt eg = g. Nun gelte die Behauptung fu¨r ein
k  1, und es sei 
k+1
2  

k+1

. Dann existieren endlich viele k-Formen i 2  
k

und li-
near unabha¨ngige 1-Formen 
i
2  
;L
derart, dass 
k+1
=
P
i

i


A

i
. Angenommen, es ist
eg
k+1;k+1
(
k+1


A

0
k


A

0
) = 0 fu¨r alle 0
k
2  

k
 ;L
und 0 2  
 ;L
. Dann folgt aus der Definition
von eg, dass eg
k+1;k+1
(
i


A

i


A

0
k


A

0
) = g(
i
eg
k;k
(
i
; 
0
k
) 

A

0
) = 0 fu¨r alle 0 2  
 ;L
.
Da g ein Homomorphismus von rechten A-Moduln ist, gilt die letzte Gleichung sogar fu¨r alle

0
2  
 
. Da g nicht ausgeartet ist, gilt 
i
eg(
i


A

0
k
) = 0, und da die 1-Formen 
i
2  
;L
linear unabha¨ngig sind, erhalten wir eg
k;k
(
i


A

0
k
) = 0 fu¨r alle 0
k
2  

k
 ;L
. Da eg ein Homo-
morphismus von rechten A-Moduln ist, erhalten wir sogar eg(i; 0
k
) = 0 fu¨r alle 0
k
2  

k
 
. Die
Induktionsvoraussetzung liefert uns dann i = 0 und folglich 
k+1
= 
i


A

i
= 0.
Nun zeigen wir die Behauptung des Satzes. Es seien  2  ^k

und 
0
2  

k

ein Repra¨sentant
von . Wir setzen h; 0
k
i

= 0 fu¨r alle 0
k
2  
^k
 ;L
voraus. Das heißt, eg(A
k

0


A

0
k
) = 0 fu¨r
alle 0
k
2  

k
 ;L
. Da eg ein Homomorphismus von rechten A-Moduln ist, gilt die letzte Gleichung
sogar fu¨r alle 0
k
2  

k
 
. Im ersten Teil des Beweises sahen wir, dass dann A
k

0
= 0 gilt.
Folglich ist  = 0.
Die Nichtausgeartetheit im zweiten Argument von h; i

zeigt man analog.
Folgerung 4.8 Es sei g eine linkskovariante -Metrik des Paares ( 
+
;  
 
). Dann gilt fu¨r alle
k  0, dass dim ^k
+;L
= dim 
^k
 ;L
.
Lemma 4.9 Fu¨r alle a 2 A,  2  
;L
und 0 2  
 ;L
gilt:
hha; 
0
i

= hha; 
0
i

= hh; a
0
i

= h(a)h; 
0
i

: (4.14)
Beweis. Es sei f
i
j i = 1; : : : ; mg eine Basis des Vektorraumes  
;L
der linksinvarianten For-
men. Es genu¨gt, die Behauptung fu¨r  = 
i
zu beweisen. Wegen der Linkskovarianz der -
Metrik folgt dann h; 0i

2 C1, und daher gilt hha; 0i

= h(ah; 
0
i

) = h(a)h; 
0
i

.
Aufgrund von Theorem 2.11 existieren lineare Funktionale f i
j
, i; j = 1; : : : ; m mit

i
a = a
(1)
f
i
j
(a
(2)
)
j
und f i
j
(1) = Æ
i
j
. Wegen h
j
; 
0
i

2 C 1 und der Eigenschaft des Haar-
funktionals (3.42) gilt daher
hh
i
a; 
0
i

= h(a
(1)
)f
i
j
(a
(2)
)h
j
; 
0
i

= f
i
j
(h(a
(1)
)a
(2)
)h
j
; 
0
i

= f
i
j
(h(a)  1)h
j
; 
0
i

= h(a)h
i
; 
0
i

:
Hieraus folgt die Behauptung.
Wegen der -Symmetrie der Metrik erhalten wir aus (4.14) insbesondere fu¨r die biinvariante
1-Form ! 
0
2  
 ;Inv
und alle  2  

,  = a
i

i
mit a
i
2 A und 
i
2  
;L
:
hh; !
 
0
i

= h(a
i
h
i
; !
 
0
i

) = h(a
i
)h!
 
0
; 
i
i

= hh!
 
0
; i

: (4.15)
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4.2 Laplace-Beltrami-Operatoren
Unser wichtigstes Instrument zur Berechnung der de-Rham-Kohomologiegruppen ist der unten
definierte Laplace-Beltrami-Operator. Durch ihn kann man in
”
gutartigen“ Fa¨llen nachweisen,
dass die kanonischen Einbettungen der linksinvarianten, rechtsinvarianten und biinvarianten
Formenra¨ume in den Raum  ^ aller Differentialformen Quasiisomorphismen sind, d. h., die
de-Rham-Kohomologien der oben genannten Ra¨ume stimmen u¨berein. Die urspru¨ngliche No-
tation aus [41, Abschnitt 6] war fu¨r Elemente der Algebra A gedacht. Wir a¨ndern sie durch ein
Vorzeichen im ersten Summanden ab und erhalten einen Operator, der auf ganz  ^ sehr gute
Eigenschaften besitzt, etwa die Diagonalisierbarkeit.
Definition 4.3 Die Abbildungen @

:  
^k

!  
^k 1

, k  0, die durch @

(a) = 0 fu¨r a 2 A
und
@


 = h; !
 
0
i

+ ( 1)
k
h!
 
0
; i

(4.16)
fu¨r  2  ^k

, k > 0, gegeben sind, heißen Kodifferentialoperatoren auf  ^k

. Die linearen
Abbildungen L

:  
^k

!  
^k

, gegeben durch
L


:=  d

@


+ @


d

; (4.17)
heißen Laplace-Beltrami-Operatoren auf  ^k

.
Die Elemente des Vektorraumes
H

( 
^k

) := f 2  
^k

jL


 = 0g (4.18)
heißen harmonische k-Formen. Ko¨nnen keine Missversta¨ndnisse auftreten, schreiben wir L
anstelle von L

.
Wegen @

(a) = 0 stimmen die in [41] definierten Laplace-Beltrami-Operatoren auf A mit den
obigen u¨berein. Es gilt also
L
+

a = L
 

a =  2sa + h!
+
0
a; !
 
0
i + h!
 
0
a; !
+
0
i
fu¨r a 2 A.
Wir beno¨tigen eine Identita¨t fu¨r die Zopfung .
Lemma 4.10 Es seien   und  Hopf-Bimoduln u¨ber A. Dann gilt
(

 ;
)
k
   (

 ;
)
1
= 

 ;

k
(4.19)
als Homomorphismus der Hopf-Bimoduln   

A


A
  

A
 nach 

A
  

A


A
  . Ersetzt
man in (4.19) 
k durch seinen Quotienten ^k, dann bleibt (4.19) gu¨ltig.
Beweis. (a) Die Zopfung  ist mit dem Tensorprodukt von Hopf-Bimoduln im folgenden Sinne
vertra¨glich. Es gilt
(id
Y


X;Z
)(
X;Y

 id
Z
) = 
X;Y
Z
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fu¨r alle Hopf-Bimoduln X , Y und Z, vergleiche [113, Theorem 5.2]. Durch Iteration dieser
Identita¨t hat man
(
 ;
)
k
(
 ;
)
k 1
   (
 ;
)
1
= 
 ;

k
:
(b) Da fu¨r alle i = 1; : : : ; k   1 die Zopfrelation 
i+1

i

i+1
= 
i

i+1

i
erfu¨llt ist, erhalten
wir 
k
  
1

i+1
= 
i

k
  
1
. Daher gilt 
k
  
1
(A
k
)
2k+1
= A
k

k
  
1
. Folglich
bildet 
k
  
1
den Raum   

A
kerA
k
in den Raum kerA
k


A
  ab, und daher ist die
Quotientenabbildung 
k
  
1
:   

A

^k
! 
^k


A
  wohldefiniert, und es gilt (4.19). Der
Beweis fu¨r   verla¨uft analog und benutzt zusa¨tzlich die Relation kerA
k
= kerA
 
k
.
Lemma 4.11 Es seien 
k
2  
^k

,  2  

,  2  
 
und k  1. Dann gilt
h ^ 
k
; i

=  ^ h
k
; i

+ ( 1)
k
eg
k+1;1
(

( 

A

k
)

A
);
h; 
k
^ i

= h; 
k
i

^  + ( 1)
k
eg
1;k+1
(

A


(
k


A
));
(4.20)
wobei in der ersten Gleichung  = 
 

; 
^k

und in der zweiten  = 
 
^k

; 

.
Beweis. Wir zeigen die erste Gleichung. Der Beweis fu¨r die zweite verla¨uft analog. Nach der
Definition der Kontraktion (4.8) gilt
h ^ 
k
; i

= eg
 
(1  

k
+ 

k


k 1
    + ( 1)
k


k
  

1
)( 

A

k
); 

:
Da die Endomorphismen 
k
, 

k


k 1
, : : : , 

k
  

2
alle nicht auf dem ersten Tensorfaktor
wirken, ko¨nnen wir die ersten k Summanden zusammenfassen und den letzten abspalten. Mit
Lemma 4.10 erhalten wir
h ^ 
k
; i

= eg
 
 

A
(1  

k 1
+   + ( 1)
k 1


k 1
  

1
)
k
; 

+
+ ( 1)
k
eg(

k
  

1
( 

A

k
); )
=  

A
h
k
; i

+ ( 1)
k
eg(

( 

A

k
); ):
Damit ist der Beweis erbracht.
Im Folgenden sei A eine der Koordinatenhopfalgebren der Quantengruppen G
q
und ( 
+
;  
 
)
das in Abschnitt 2.3.3 definierte Paar von bikovarianten DKEO auf A.
In [41, Lemma 3.1, Propositionen 3.3 und 3.4] wurde gezeigt, dass die Setzung
g(a!
+
ij
; !
 
kl
) = aD
j
k
(D
 1
)
l
i
und g(a! 
ij
; !
+
kl
) = aÆ
jk
Æ
il
(4.21)
eine bikovariante -Metrik auf dem Paar ( 
+;z
;  
 ;z
) definiert. Dabei haben wir in der Notation
von [41, Abschnitt 3] die folgenden Spezialisierungen vorgenommen: F
1
= D, F
2
= D
 1 und
G
1
= G
2
= I . In [41, Lemma 3.1] wurde die Bikovarianz von g sowie die Nichtausgeartet-
heit gezeigt. In [41, Proposition 3.3] ist gezeigt worden, dass g
12


23


12
= g
23
, womit die zweite
Bedingung an eine -Metrik erfu¨llt ist. Diese Relation folgt aber auch schon aus der rechten Ko-
varianz von g analog zum Beweis von Satz 2.13 (iii). Schließlich sind auch die Voraussetzungen
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von [41, Proposition 3.4] erfu¨llt, denn aus der Irreduzibilita¨t von u folgt mit dem Schurschen
Lemma, dass die Matrizen
 
f(S(u
i
j
))

und
 
f(u
i
j
)

zueinander proportional sind, siehe auch
Bemerkung 2.2. Somit existiert die komplexe Zahl z. Man berechnet, dass fu¨r die universelle
r-Form r
x
gilt: f(ui
j
) = xr
 1
D
j
i
. Da D diagonal ist, F
1
= D und G
1
= G
2
= I , folgt die
Existenz der in [41, Proposition 3.4] genannten Zahl c. Somit ist g eine -symmetrische Metrik.
Dabei ist
g(!

0
; !
 
0
) = s: (4.22)
Wir geben hier noch einen unabha¨ngigen Beweis fu¨r die Existenz der -Metrik zwischen  
+;z
und  
 ;z
. Es ist nicht schwer zu sehen, dass die Hopf-Bimoduln _ 
+;z
und  
 ;z
kanonisch
isomorph sind. Ferner kann die -Metrik g :  
+;z


A
 
 ;z
! Amit Hilfe der rechten Dualita¨t g
R
aus der Identifizierung von  
 ;z
mit dem rechtsdualen Hopf-Bimodul  _
+;z
von  
+;z
hergeleitet
werden, vgl. Satz 2.14:
g(!
+
ij
; !
 
kl
) = g(!
+
ij
; T
 1
(!
_
kl
)) := g
R
(!
+
ij
; (T
 1
)
mn
kl
!
_
mn
) = (T
 1
)
ji
kl
;
dabei ist f!_
kl
g die linksinvariante Dualbasis von  _
+;z
mit g
R
(!
+
ij
; !
_
mn
) = Æ
jm
Æ
in
und
T
mn
kl
= (`
 c

 `
+
)
mn
xy
 
S(u
k
x
(u
c
)
l
y
)
 (nach Schritt (d) des Beweises von Satz 2.14). Dies liefert
die erste Formel von (4.21).
Wir zeigen nun die -Symmetrie dieser Metrik auf ( ; _  ) mit Hilfe des folgenden Lemmas.
Sei zuna¨chst   ein beliebiger Hopf-Bimodul; wir setzen
g
_
  

A
  := g
L
; g  

A
_
  := g
R
(id
T ): (4.23)
Dann ist g = g auf   

A
_
  erfu¨llt, siehe Satz 2.14. Auf _  

A
  ist diese Bedingung i. a.
jedoch nicht erfu¨llt.
Lemma 4.12 (i) Die in (4.23) definierte Abbildung g ist genau dann -Metrik des Paares
( ;
_
  ), wenn eine der folgenden zueinander a¨quivalenten Bedingungen erfu¨llt ist:
(a) g
R
(id
T ) = g
L
, (b) g
R
 = g
L
(T
 1

 id), (c) g
L

2
= g
L
bzw. (d) g
R
= g
R

2
.
(ii) Hinreichend fu¨r (i) ist, dass   irreduzibel ist und dass es Elemente !
0
2  
Inv
und 
0
2
_
 
Inv
gibt mit g
L
(
0


A
!
0
) 6= 0.
Beweis. (i) Die einzige zu pru¨fende Eigenschaft an g ist die -Symmetrie auf _  

A
  . Die
Bedingung (a) folgt unmittelbar aus der Definition von g. Mit (a) und wegen g = g auf   

A
_
  hat man sofort (c), na¨mlich g
L
= g
R
(id
T ) = g
L

2
. Ferner ist klar, dass (id
T ) =
(T 
 id) in  

A
_
  gilt, denn  und T sind Morphismen von Hopf-Bimoduln und die Identita¨t
gilt offenbar fu¨r die Modulbasis  
L


_
 
R
. Hieraus ergibt sich die ¨Aquivalenz mit (b) und (d).
(ii) Wir betrachten die zu _A := g
L

2 assoziierte Abbildung A :   !   , siehe (2.27). Wegen
der Irreduzibilita¨t von   und nach dem Schurschen Lemma folgt A = c id mit einem c 2 C,
also _A = cg
L
. Wegen der Biinvarianz von !
0
und 
0
gilt 2(
0


A
!
0
) = 
0


A
!
0
. Somit ergibt
sich
g
L
(
0


A
!
0
) = g
L

2
(
0


A
!
0
) = cg
L
(
0


A
!
0
):
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Da g
L
(!
0


A

0
) 6= 0 ist, ergibt sich c = 1, und damit g
L

2
= g
L
. Die Bedingung (c) aus (i) ist
erfu¨llt.
Die Irreduzibilita¨t der Kalku¨le  
+;z
erkennt man wie folgt. Die Bilder von P
0
bzw. I   P
0
sind
die einzigen invarianten Teilra¨ume von ( 
+;z
)
L
unter der rechten Kowirkung. Formel (2.46)
zeigt jedoch, dass beide Ra¨ume nicht unter der rechtsadjungierten Wirkung abgeschlossen sind.
Folglich ist  
+;z
irreduzibel. Die zweite Bedingung von Lemma 4.12 (ii) ist wegen (4.22) erfu¨llt.
Wir wollen einige wichtige Eigenschaften des Laplace-Beltrami-Operators herleiten.
Satz 4.13 Fu¨r  2  ^k

gilt
L


 = ( 1)
k
 
 2s + eg
 


(!

0


A
); !
 
0

+ eg
 
!
 
0
; 

(

A
!

0
)

: (4.24)
Beweis. Wir benutzen die Definitionen von d

und @

, die Gleichung (! 
0


A
!

0
) =
!

0


A
!
 
0
sowie die Gleichungen (4.12) und (4.22) und erhalten die folgenden Gleichungen
(dabei vera¨ndern wir nur die unterstrichenen Terme von einer Zeile zur na¨chsten, die anderen
Terme bleiben unvera¨ndert)
L


 =  d

 
h; !
 
0
i

+ ( 1)
k
h!
 
0
; i


+ @


 
!

0
^ + ( 1)
k 1
 ^ !

0

=  !

0
^ h; !
 
0
i

+ ( 1)
k 1
h; !
 
0
i

^ !

0
+ ( 1)
k+1
 
!

0
^ h!
 
0
; i

+ ( 1)
k
h!
 
0
; i

^ !

0

+ h!

0
^ ; !
 
0
i

+ ( 1)
k+1
h!
 
0
; !

0
^ i

+ ( 1)
k 1
(h ^ !

0
; !
 
0
i

+ ( 1)
k+1
h!
 
0
;  ^ !

0
i

)
=  !

0
^ h; !
 
0
i

+ ( 1)
k 1
h; !
 
0
i

^ !

0
+ ( 1)
k+1
!

0
^ h!
 
0
; i

  h!
 
0
; i

^ !

0
+ h!

0
^ ; !
 
0
i

+ ( 1)
k+1
(s !

0
^ h!
 
0
; i

)
+ ( 1)
k 1
(s h; !
 
0
i

^ !

0
) + h!
 
0
;  ^ !

0
i

= 2s( 1)
k+1
  !

0
^ h; !
 
i

  h!
 
0
; i

^ !

0
+ h!

0
^ ; !
 
0
i

+
+ h!
 
0
;  ^ !

0
i

= 2s( 1)
k+1
+ ( 1)
k
 
eg(

(!

0


A
); !
 
0
) + eg(!
 
0
; 

(

A
!

0
))

:
Die letzte Gleichung folgt aus (4.20).
Bemerkung 4.3 Der obige Satz ist neu und noch nicht in [41] enthalten. Man erkennt in seinem
Beweis, dass die Vorzeichenmodifizierung in der Definition des Laplace-Beltrami-Operators
notwendig ist fu¨r die Gu¨ltigkeit von (4.24). 2
4.2.1 Dualita¨t von Differential und Kodifferential
Der folgende Satz spielt beim Beweis des Hodgeschen Zerlegungssatzes eine entscheidende
Rolle.
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Satz 4.14 Es seiA eine kohalbeinfache Hopfalgebra, ( 
+
;  
 
) ein Paar von bikovarianten Dif-
ferentialkalku¨len u¨ber A mit der -Metrik h; i

und ;  2 bA. Fu¨r  2 bA bezeichne c 2 bA
die ¨Aquivalenzklasse der zu u kontragredienten Kodarstellung (u)c.
(i) Die Abbildung hh; i

:  
^k

(; )  
^k
 
(
c
; 
c
)! C,  2 f+; g, k  0, ist nicht ausge-
artet.
(ii) Die Einschra¨nkung d

:  
^k

(; ) !  
^k+1

(; ) des Differentials ist die duale Abbil-
dung zur Einschra¨nkung @
 
:  
^k+1
 
(
c
; 
c
) !  
^k
 
(
c
; 
c
) des Kodifferentials bezu¨glich der
dualen Paarung hh; i

.
Beweis. (i) Es sei  ^ :=  ^

. Wir fixieren  2 bA und k 2 N und zeigen zuna¨chst,
dass
P
2
b
A
 
^k
(; ) endlichdimensional ist. Der Raum  ^k
L

P
2
b
A
 
^k
(0; ) ist end-
lichdimensional, weil  
L
diese Eigenschaft hat. Nun sei  2
P
2
b
A
 
^k
(; ). Wegen
 = 
( 2)
 S(
( 1)
)
(0)
erhalten wir  2 C(u) ^k
L
. Da C(u) endlichdimensional ist, folgt
die Behauptung. Analog zeigt man, dass dim
P
2
b
A
 
^k
(; ) <1.
Fu¨r ;  2 bA seien fi
j
g und fm
n
g Vektorraumbasen von  ^k

(; ) bzw.  ^k
 
(; ). Dann gilt
(id

R
)
L
(
i
j
) = u

ix

 
x
y

 u

yj
;
(id

R
)
L
(
k
l
) = u

ka

 
a
b

 u

bl
:
Wir setzen hik
jl
:= hh
i
j
; 
k
l
i

. Wegen der linken Kovarianz der Kontraktion h; i

erhalten wir
u

ix
u

ky
hh
x
j
; 
y
l
i

= (id
h)h
i
j
; 
k
l
i

= 1hh
i
j
; 
k
l
i

;
u

ix
u

ky
h
xy
jl
= h
ik
jl
1:
Folglich ist (hik
jl
)
i;k
2 Mor(1;u


u

) fu¨r alle j; l. Nach Lemma 3.23 erhalten wir (hik
jl
)
i;k
= 0,
falls u 6
=
u

c
. Unter Verwendung der rechten Kovarianz erhalten wir durch analoge Schlu¨sse
(h
ik
jl
)
j;l
2 Mor(u


 u

; 1) fu¨r alle i; k und weiter (hik
jl
)
j;l
= 0, falls u 6
=
u

c
. Angenommen,
hh; i

= 0 fu¨r ein festes  2  ^k

(; ) und alle  2  ^k
 
(
c
; 
c
). Nach den obigen Argumen-
ten ist dann hh; i

= 0 fu¨r alle  2  ^k
 
(; ), ;  2
b
A. Wegen (3.46) folgt hh; i

= 0 fu¨r
alle  2  ^k
 
. Wegen Satz 4.7 ergibt sich  = 0. Die Nichtausgeartetheit im zweiten Argument
zeigt man analog.
(ii) Es seien  2  ^k

(; ) und  2  ^k+1
 
(
c
; 
c
). Wegen (4.11), (4.15), der -Symmetrie von
g und wegen h; i

2  
 
erhalten wir
hhd; i

= hh!

0
^   ( 1)
k
 ^ !

0
; i

= hh!

0
; h; i

i

+ ( 1)
k+1
hh; h!

0
; i

i

= hhh; i

; !

0
i

+ ( 1)
k+1
hh; h!

0
; i

i

= hh; h; !

0
i

i

+ ( 1)
k+1
hh; h!

0
; i

i

= hh; @

i

:
Damit ist der Beweis beendet.
Folgerung 4.15 Fu¨r alle a 2 A und  2 f+; g gilt
g(!

(a); !
 
0
) = g(!
 
0
; !

(a)) = sX

0
(a): (4.25)
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Beweis. Wegen (2.44) haben wir die folgende Peter-Weyl-Zerlegung des Raumes der linksin-
varianten Elemente von  

:
 
;L
=  

(1; 1)  

(1; ad);
wobei ad die zu 1 in u
uc komplementa¨re (N2   1)-dimensionale Kodarstellung bezeichnet.
Es seien f!
ad;i
g und fX
ad;j
g die zu f!
0
g und fX
0
g komplementa¨ren Dualbasen von  

(1; ad)
bzw. X
ad
(dem entsprechenden (N2   1)-dimensionalen Teilraum von X ). Dann gilt
!

(a) = X

0
(a)!

0
+
X
i
X

ad;i
(a)!

ad;i
:
Aus dem Beweis von Satz 4.14 (i) folgt, dass die Einschra¨nkung der Paarung h; i

auf
 

(1; ad)   
 
(1; 1) verschwindet, da ad 6
=
1. Insbesondere gilt g(!
ad;i
; !
 
0
) = 0 =
g(!
 
0
; !

ad;i
) fu¨r alle i. Zusammen mit der obigen Darstellung fu¨r die !-Abbildung ! erhalten
wir mit (4.22) die Behauptung.
Im folgenden Satz wird die einfache Gestalt des Laplace-Beltrami-Operators klar. Er la¨sst sich
als Summe der linksregula¨ren und der rechtsregula¨ren Darstellungen der zentralen Elemente
X

0
aufschreiben.
Satz 4.16 Fu¨r  2  ^k

gilt:
L
+

 = ( 1)
k
s
 
X

0
 +  X
 
0

= ( 1)
k
s
 

(0)
X

0
(
(1)
) +X
 
0
(
( 1)
)
(0)

;
(4.26)
L
 

 = ( 1)
k
s
 
X
 
0
 +  X

0

= ( 1)
k
s
 

(0)
X
 
0
(
(1)
) +X

0
(
( 1)
)
(0)

:
(4.27)
Insbesondere gilt L+

a = L
 

a = sX
0
 a = sa X
0
fu¨r a 2 A.
Beweis. Wir beweisen (4.26). Es sei  = P
i

i
a
i
mit 
i
2 ( 
^k

)
L
und a
i
2 A. Wegen (2.23),
a = a
(1)
( / a
(2)
), und da g und  Modulabbildungen sind, erhalten wir
eg((!

0


A

i
a
i
); !
 
0
) = eg((!

0


A

i
)a
i
; !
 
0
)
= eg(
i(0)


A
(!

0
/ 
i(1)
)a
i
; !
 
0
)
= eg(
i
(0)
a
i
(1)


A
(!

0
/ (
i
(1)
a
i
(2)
)); !
 
0
)
= 
i(0)
a
i(1)
g
 
!

(
i(1)
a
i(2)
) + "(
i(1)
a
i(2)
)!

0
; !
 
0

= 
i(0)
a
i(1)
sX

0
(
i(1)
a
i(2)
) + 
i
a
i
g(!

0
; !
 
0
)
= s(
(0)
X

0
(
(1)
) + ):
98 4 -Metriken, Kontraktionen und Laplace-Beltrami-Operatoren
In der vierten Gleichung benutzten wir (2.31), in der fu¨nften (4.25) und in der letzten Gleichung
(4.22). Nun sei  =P
i
a
i

i
mit 
i
2 ( 
^k

)
L
und a
i
2 A. Wegen (4.25) und (4.22) haben wir
eg(!
 
0
; (a
i

i


A
!

0
)) = eg(!
 
0
a
i
; (
i


A
!

0
))
= eg(a
i
(1)
!
 
0
/ a
i
(2)
; !

0


A

i
)
= a
i(1)
g
 
!
 
(a
i(2)
) + "(a
i(2)
)!
 
0
; !

0


i
= s
 
a
i
(1)
X
 
0
(a
i
(2)
)
i
+ a
i

i

= s(X
 
0
(
( 1)
)
(0)
+ ):
In der letzten Gleichung benutzten wir die Zentralita¨t von X
0
und Lemma 3.22. Setzt man die
beiden Teile in (4.24) ein, so erha¨lt man (4.26).
Wir zeigen nun (4.27). Analog zu den obigen Herleitungen fu¨r L+

zeigt man, dass die Gleichung
eg(
 
(!

0


A
); !
 
0
) = s
 
+X
0
(
( 1)
)
(0)

gilt. Etwas anders funktioniert der zweite Teil. Es
sei  =
P
i
a
i

i
mit 
i
2 ( 
^k

)
L
und a
i
2 A. Benutzt man (2.23), so erha¨lt man
eg(!
 
0
;
 
(a
i

i


A
!

0
)) = eg(!
 
0
a
i
; (!

0
/S
 1

i(1)
)

A

i(0)
)
= g
 
!
 
0
a
i
S(S
 1
(
i(2)
)); !

0
S
 1
(
i(1)
)


i(0)
= g
 
a
i
(1)

i
(2)
!
 
0
/ (a
i
(2)

i
(3)
); !

0

S
 1
(
i
(1)
)
i
(0)
= sa
i(1)

i(2)
 
"(a
i(2)

i(3)
) +X
 
0
(a
i(2)

i(3)
)

S
 1
(
i(1)
)
i(0)
= s(+ a
i(1)

i(0)
X
 
0
(a
i(2)

i(1)
))
= s(+ 
(0)
X
 
0
(
(1)
)):
Dies liefert (4.27). Da X
0
zentral ist, folgt L+

a = L
 

a = sX
0
 a = sa  X
0
aus (4.26) und
(4.27).
Wegen der Zentralita¨t von X
0
und Lemma 3.22 (ii) existieren fu¨r alle  2 bA komplexe Zahlen
E


, so dass X
0
 als skalares Vielfaches der Identita¨t auf C(u) wirkt:
sX

0
 h

 a = E


h

 a;
sX

0
(h

 a) = E


h

(a)
(4.28)
fu¨r a 2 A. Ein wichtiger Schritt zur Bestimmung der de-Rham-Kohomologie ist die Tatsache,
dass sich der Laplace-Beltrami-Operator auf  ^ diagonalisieren la¨sst und seine Eigenwerte
berechenbar sind.
Satz 4.17 Es sei A = O(G
q
) die Koordinatenhopfalgebra der Quantengruppe G
q
,   =  
;z
mit  2 f+; g und   -zula¨ssigem Parameter z. Fu¨r ;  2 bA definieren wir die Abbil-
dung h :  ^ !  ^(; ) durch h() = h(
( 1)
)
(0)
h

(
(1)
). Dann gilt fu¨r  2  ^ und


= h

()
 =
X
;2
b
A


;  
^
=
M
k0
M
;2
b
A
 
^k
(; ); (4.29)
L
+



= ( 1)
k
(E
 

+ E


)

;
L
 



= ( 1)
k
(E


+ E
 

)

:
(4.30)
Wir bezeichnen den auftretenden Eigenwert mit E

:= E
 

+ E
+

.
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Beweis. (a) Man zeigt ohne Probleme, dass tatsa¨chlich  2  ^(; ). Wegen P

h

= "
und  = "(
( 1)
)
(0)
"(
(1)
) folgt der erste Teil von (4.29). Zum zweiten Teil: Der erste Sum-
mand der Summe ist direkt wegen der Graduierung. Die Direktheit der zweiten Summe folgt
aus der Tatsache, dass die Matrixelemente ina¨quivalenter irreduzibler Kodarstellungen linear
unabha¨ngig sind, siehe Definition 3.6 (ii).
(b) Wegen 
R
(

) = h

(
( 1)
)
(0)

 h


(1)
und 
L
(

) = 
( 1)
h


 
(0)
h

(
(1)
) erhalten
wir aus (4.26) und (4.28) die Gleichungen
L
+



= ( 1)
k
s
 
h

(
( 1)
)
(0)
X

0
(h

 
(1)
) +X
 
0
(h

 
( 1)
)
(0)
h

(
(1)
)

= ( 1)
k
(E


+ E
 

)

:
Der Beweis der zweiten Gleichung von (4.30) verla¨uft a¨hnlich.
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4.3.1 Resultate
Wir setzen
P
+
= f = (
1
; : : : ; 
N
) j
1
 
2
     
N
; 
i
2 Zg;
P
++
= f 2 P
+
j
N
 0g:
(4.31)
Im Falle GL
q
(N) parametrisiert P
+
genau die irreduziblen Kodarstellungen von A, siehe
etwa [62, Theorem 11.51], wobei (1; 0; : : : ; 0), (0; : : : ; 0; 1) und (1; 1; : : : ; 1) den Kodarstel-
lungen u, uc bzw. der Determinante D entsprechen. Wir beno¨tigen, da die 
i
nicht mehr als
nichtnegativ vorausgesetzt werden ko¨nnen, eine Erweiterung der in [67, Chapter 1] fu¨r Partitio-
nen eingefu¨hrten Begriffe auf Elemente  2 P
+
, Young-Diagramme mit
”
negativen“ Spalten:
Fu¨r  2 P
+
definieren wir jj = 
1
+    + 
N
. Fu¨r i 2 f1; : : : ; Ng und j 2 Z schreiben
wir (i; j) 2 , falls 1  j  
i
oder 
i
< j  0. In dieser Situation definieren wir fu¨r
Ka¨stchen x := (i; j) 2  die Abbildung sgn wie folgt. Es seien sgn(x) := 1, falls j  1 und
sgn(x) :=  1 sonst. Der Inhalt von x 2  sei dann c(x) := j   i und der Inhalt von  sei
c() :=
P
x2
sgn(x) c(x). Insbesondere gilt
P
x2
sgn(x) = jj.
Im Falle GL
q
(N) sagen wir, dass der Kalku¨lparameter z regula¨r ist, falls fu¨r alle ;  2 P
+
die
Zahl
F

= (z
 jj
  2 + z
jj
)[[N ]]
q
+ (q   q
 1
)

 
z
 jj
X
x2
sgn(x)q
N+2c(x)
  z
jj
X
x2
sgn(x)q
 N 2c(x)
!
(4.32)
von Null verschieden ist, bis auf  =  = (0). In der Tat kann man fu¨r einige wichtige Fa¨lle,
wie z = 1 und zN = q2 Aussagen zur Regularita¨t von z treffen. Wir werden unten sehen, dass
die Zahlen F

gerade die Eigenwerte des Laplace-Beltrami-Operators auf den Formen vom
Typ (; ) sind.
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Es sei ^ =
L
k0

k eine Differentialalgebra. Wie u¨blich bezeichne
H
deR
(
^
) =
M
k0
H
k
deR
(
^
) mit Hk
deR
(
^
) = ker d
k
= imd
k 1
; (4.33)
die de-Rham-Kohomologie von ^. Wegen der Leibnizregel ist ker d =
L
k0
ker d
k
eine
Unteralgebra von ^ und imd =
L
k0
imd
k
ein Ideal von ker d. Folglich ist H
deR
(
^
) eine
Algebra. Da das Differential d bikovariant ist, sind die Algebren  ^
L
,  
^
R
und  ^
Inv
sowie die
Vektorra¨ume  ^(1;D) und  ^(D; 1) jeweils Z-graduierte Differentialkomplexe.
Theorem 4.18 Die komplexe Zahl q sei transzendent.
(a) Es sei G
q
eine der Quantengruppen GL
q
(N), SL
q
(N), SO
q
(N) bzw. Sp
q
(N) und
A = O(G
q
) ihre Koordinatenhopfalgebra. Ferner sei   =  
;z
mit   -zula¨ssigem Parameter z.
Im Falle GL
q
(N) setzen wir zusa¨tzlich voraus, dass z regula¨r ist. Wir betrachten Woronowicz’
a¨ußere Algebra  ^ =
W
 
^
. Dann sind die natu¨rlichen Einbettungen der links-, rechts- bzw.
biinvarianten Formenra¨ume in  ^ Quasiisomorphismen, das heißt
H
deR
( 
^
)

=
H
deR
( 
^
L
)

=
H
deR
( 
^
R
)

=
H
deR
( 
^
Inv
):
(b) Es sei A = O(GL
q
(N)) bzw. A = O(O
q
(2n + 1)) und   wie oben. Im Fall GL
q
(N)
gelte zNq 2 =  , wobei  eine primitive m-te Einheitswurzel sei, m 2 N. Dann existieren
Isomorphismen
H
deR
( 
^
)

=
C[D
m
;D
 m
]
H
deR
( 
^
Inv
) fu¨r GL
q
(N);
H
deR
( 
^
)

=
H
deR
( 
^
Inv
)DH
deR
( 
^
Inv
) fu¨r O
q
(2n+ 1);   =  
;1
;
H
deR
( 
^
)

=
H
deR
( 
^
Inv
)H
deR
(D 
^
Inv
) fu¨r O
q
(2n+ 1):
In allen Fa¨llen gilt
H
deR
( 
^
L
)

=
H
deR
( 
^
R
)

=
H
deR
( 
^
Inv
):
(c) Es sei A = O(O
q
(2n)) und   wie in (a). Dann gilt
H
deR
( 
^
)

=
H
deR
( 
^
Inv
)DH
deR
( 
^
Inv
)H
deR
( 
^
(1;D))H
deR
( 
^
(D; 1));
H
deR
( 
^
L
)

=
H
deR
( 
^
Inv
)H
deR
( 
^
(1;D));
H
deR
( 
^
R
)

=
H
deR
( 
^
Inv
)H
deR
( 
^
(D; 1)):
Bemerkung 4.4 Fu¨r die Quantengruppe GL
q
(N) ist der Parameterwert z = 1 von besonderem
Interesse, da nur in diesem Fall die Vertauschungsrelationen zwischen den Differentialen dui
j
und den Matrixelementen um
n
linear sind, d. h.
du
1
 u
2
=
^
R

u
1
 du
2
^
R

:
Diese Kalku¨le wurden in den Arbeiten [100], [71] und [102] ausfu¨hrlich untersucht. Im Beweis
von Lemma 4.23 werden wir zeigen, dass z = 1 regula¨r ist. 2
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Theorem 4.19 Es sei q transzendent. G
q
sei eine der Quantengruppen GL
q
(N) bzw. SL
q
(N)
und A = O(G
q
) ihre Koordinatenhopfalgebra. Es sei   =  
;z
mit   -zula¨ssigem Parameter z
ein N2-dimensionaler bikovarianter DKEO u¨ber A. Es sei  ^ =
W
 
^ Woronowicz’ a¨ußere Al-
gebra. Im Falle GL
q
(N) setzen wir zusa¨tzlich voraus, dass z regula¨r ist. Dann gilt die folgende
Hodge-Zerlegung fu¨r  ^k und k 2 N
0
:
 
^k

=
d 
^k 1
 @
+
 
^k+1
H
k
deR
( 
^
);
 
^k

=
d 
^k 1
 @
 
 
^k+1
H
k
deR
( 
^
):
(4.34)
Außerdem ist der Kohomologiering von  ^ isomorph zur Algebra der biinvarianten Formen
und zum Vektorraum der harmonischen Formen:
H
k
deR
( 
^
)

=
H
k
deR
( 
^
Inv
)

=
 
^k
Inv

=
H
+
( 
^k
)

=
H
 
( 
^k
): (4.35)
Bemerkung 4.5 (i) Verbindet man das Resultat aus Theorem 3.12 (i) mit der obigen Koho-
mologieaussage, so hat man dimHN2
deR
( 
^
) = dim 
^N
2
Inv
= 1. Das heißt, es gibt auf A ein
lineares Funktional f , welches die folgenden Eigenschaften besitzt: Fu¨r alle a 2 A gibt es ein
 2  
^(N
2
 1) mit
a = d+ f(a);
wobei  2  ^N2
Inv
die, bis auf skalare Vielfache, eindeutig bestimmte Form vom Grad N2 ist
(Volumenform). Da d bikovariant ist, findet man leicht, dass a
(1)
f(a
(2)
) = f(a
(1)
)a
(2)
= f(a)1
und f(1) = 1. Somit ist f das Haarfunktional h von A.
(ii) Ist A eine Hopfalgebra zu den Serien B, C oder D, dann ist eine biinvariante Form i. a.
nicht geschlossen. Es gibt jedoch eine abgeschwa¨chte Form des Hodgeschen Zerlegungssatzes
(4.34). Dazu sei k := L+( ^k) = L ( ^k). Man kann zeigen, dass gilt
d
k 1
 @
+

k+1

=

k

=
d
k 1
 @
 

k+1
: (4.36)
Mit Hilfe des Computeralgebra-Programms FELIX [5] konnten die ersten Glieder der Poincare´-
Reihen von  ^
Inv
und H
deR
( 
^
Inv
) bestimmt werden: P ( ^
Inv
; t) = 1 + t + 5t
3
+ 15t
4
+    und
P (H
deR
( 
^
Inv
); t) = 1 + t+ 2t
3
+ 2t
4
+    . 2
4.3.2 Die Eigenwerte des Laplace-Beltrami-Operators
Fu¨r den Rest dieses Abschnitts bezeichne A die Koordinatenhopfalgebra einer der Quanten-
gruppen G
q
wie im Theorem 4.18. Wie schon im Abschnitt 3.3 eingefu¨hrt, bezeichnet 0
i
fu¨r
eine Partition  2 P
++
die La¨nge der i-ten Spalte des Young-Diagramms . Wir definieren die
Mengen P (A) fu¨r die einzelnen Quantengruppen als
P
+
fu¨r GL
q
(N),
P
0
++
:= f 2 P
++
j
N
= 0g fu¨r SL
q
(N),
f 2 P
++
j
0
1
+ 
0
2
 Ng fu¨r O
q
(N),
f 2 P
++
j
0
1
 ng fu¨r Sp
q
(2n),
f 2 P
++
j
0
1

N
2
g fu¨r SO
q
(N).
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Die Mengen P
+
und P
++
sind bereits in (4.31) definiert worden. Nach [62, Theorem 11.22]
entsprechen die irreduziblen Kodarstellungen v von A eineindeutig den Elementen von P (A).
Wir identifizieren im folgenden stets bA und P (A).
Wir setzen fu¨r alle vier Serien
W

m+1
=
^
R

m
^
R

m 1
  
^
R

2
^
R

1
^
R

1
^
R

2
  
^
R

m 1
^
R

m
: (4.37)
Es bezeichne tr2
q
die q-Spurbildung an der letzten Komponente, d. h., fu¨r T 2 End(V 
m+1) ist
(tr
2
q
T )
i
1
i
m
j
1
j
m
= T
i
1
i
m
i
j
1
j
m
j
(D
 1
)
j
i
: (4.38)
Lemma 4.20 Es sei A die Koordinatenhopfalgebra zu einer der Quantengruppen G
q
, m 2 N
und~{ = (i
1
; : : : ; i
m
), ~| = (j
1
; : : : ; j
m
) Multiindizes u¨ber f1; : : : ; Ng. Dann gilt
sX

0
(u
i
1
j
1
  u
i
m
j
m
) = z
 m
(tr
2
q
W

m+1
)
~{
~|
  s Æ
~{
~|
:
Die Matrix (tr2
q
W

m+1
)
~{
~|
ist zentral in Mor(u
m).
Beweis. Wir zeigen zuna¨chst die letztgenannte Eigenschaft. Da Mor(u
m) von den Matrizen
^
R
i;i+1
, i = 1; : : : ; m   1 als Algebra erzeugt wird, reicht es zu zeigen, dass X
0
(u

m
) mit
allen ^R
i;i+1
vertauscht. Dies ist aber klar wegen der definierenden Relationen ^Ru
u = u
u ^R.
Wegen (4.37) und (4.38) ist klar, dass tr2
q
W

m+1
2 Mor(u

m
).
Wir fu¨hren den Beweis der obigen Gleichung nur fu¨r  = +. Der Beweis verla¨uft fu¨r  =  
analog. Wir benutzen die Schreibweise u~{
~|
:= u
i
1
j
1
  u
i
m
j
m
. Mit vollsta¨ndiger Induktion u¨ber m
beweist man leicht, dass
!
+
ij
/ u
~{
~|
= z
 m
(
^
R
m
  
^
R
1
)
~{ x
i ~z
(
^
R
1
  
^
R
m
)
j ~z
~| y
!
+
xy
:
Fu¨r m = 1 ist dies genau die Formel (2.46). Somit gilt wegen !+
0
=
P
i
!
+
ii
!
+
0
/ u
~{
~|
= z
 m
(W
+
m+1
)
~{ x
~| y
!
+
xy
:
Wegen !+(a) = X+
ij
(a)!
+
ij
, (2.31) und (2.47) gilt:
X
+
ij
(u
~{
~|
) = z
 m
(W
+
m+1
)
~{ i
~| j
  Æ
~{
~|
Æ
i
j
und sX+
0
(u
~{
~|
) = z
 m
(tr
2
q
W
+
m+1
)
~{
~|
  Æ
~{
~|
s:
Aus der unten stehenden graphischen Darstellung der Elemente tr2
q
W

m
ist deren Zentralita¨t
unmittelbar ablesbar, da sich jeder Morphismus X 2 Mor(u
m 1), der oben, d. h. von links,
heranmultipliziert wird, vollsta¨ndig nach unten hindurchschieben la¨sst.
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  
	
tr
2
q
W
 
m+1
=
?
?
=
7
R
??
  
	
=
	
tr
2
q
W
+
m+1
=
S
S
S
S
S
Abbildung 4.1: Die Elemente tr2
q
W

m+1
.
Unser Ziel ist es, die Zerlegung der zentralen Elemente tr2
q
W

m+1
2 Mor(u

m
) als Linear-
kombination der minimalen zentralen Idempotente Z

= %(z

),  ` m aufzuschreiben. Im
orthogonalen und symplektischen Fall treten zwar noch zentrale Anteile mit  ` (m   2f),
m = 0; : : : ; [m=2] auf, die jedoch nicht beru¨cksichtigt werden mu¨ssen, da man o. B. d. A. fu¨r
die irreduzible Kodarstellung C(u) die Unterkodarstellung von u
m mit  ` m wa¨hlen kann
(kleinste Wahl von m). Im orthogonalen und symplektischen Fall interessieren wir uns also
auch nur fu¨r die zentralen Projektoren z

mit  ` m.
Fu¨r  2 f+; g und die A-Serie definieren wir die folgenden rationalen Funktionen, die vom
Kalku¨lparameter z und einem variablen Deformationsparameter t abha¨ngen, der bei Speziali-
sierung gleich q gesetzt wird. Fu¨r  2 P
+
setzen wir:
e


(t; z) := z
  jj
 
[[N ]]
t
+ (t  t
 1
)
X
x2
sgn(x)t
(N+2c(x))
!
  [[N ]]
t
;
e

(t; z) := e
 

(t; z) + e
+

(t; z):
(4.39)
Fu¨r die B-, C- und D-Serien setzen wir weiter, man beachte z2 = 1,
e

(t) := z
jj
(t  t
 1
)
2
X
x2
[[N   + 2c(x)]]
t
:
Wegen der Isomorphie der Kalku¨le  
+;z
und  
 ;z
gilt E+

= E
 

=: E

.
Lemma 4.21 (i) Es sei A = O(GL
q
(N)) oder A = O(SL
q
(N)) und z sei ein   -zula¨ssiger
Parameter. Ferner sei  2 P
++
. Dann gilt fu¨r den Eigenwert E

von X
0
auf C(u)
E


= e


(q; z):
(ii) Es seien A = O(O
q
(N)), A = O(SO
q
(N)) bzw. A = O(Sp
q
(N)) und z ein   -zula¨ssiger
Parameter. Ferner sei  2 P (A). Dann gilt fu¨r den Eigenwert E

von X
0
auf C(u)
E

= e

(q):
Bevor wir den Beweis des obigen Lemmas antreten ko¨nnen, mu¨ssen wir eine neue Theorie
bereitstellen.
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4.3.3 Pfadalgebren
In diesem Abschnitt geben wir einen kleinen Einblick in die von Leduc und Ram in [64] ent-
wickelte Theorie der Pfadalgebren (engl. path algebras). Sie ermo¨glicht eine geschlossene Ent-
wicklung der Darstellungstheorien verschiedener verwandter Algebren wie etwa der Iwahori-
Hecke-Algebra, Birman-Wenzl-Murakami-Algebra oder Temperley-Lieb-Algebra. Unser Ziel
ist die Herleitung der Formeln (4.44) und (4.47).
Bratteli-Diagramme, Pfade und Tableaus. Ein Bratteli-Diagramm ist ein Graph, dessen Ecken
aus einer Familie von Mengen ^A
m
, m  0 stammen, und dessen Kanten Ecken aus ^A
m
mit
Ecken aus ^A
m+1
verbinden. Wir setzen voraus, dass ^A
0
nur aus einer einzigen Ecke ? besteht.
Zwei Ecken sind durch ho¨chstens eine Kante miteinander verbunden. Die Ecken heißen in un-
serem Fall auch Formen (engl. shape). Die Menge ^A
m
ist die Menge der Formen vom Niveau
m. Ist  2 ^A
m
mit einer Form  2 ^A
m+1
verbunden, dann schreiben wir   .
Es seien A ein Bratteli-Diagramm,  2 ^A
m
und  2 ^A
n
mit m < n. Ein Pfad P von  nach 
ist eine Folge von Formen (i), m  i  n
P = (
(m)
; 
(m+1)
; : : : ; 
(n)
);
wobei  = (m)  (m+1)      (n) =  und (i) 2 ^A
i
. Ein Tableau T der Form  ist ein
Pfad von ? nach , T = (?; (1); : : : ; ). Wir schreiben shp(T ) = , falls T ein Tableau der
Form  ist;m ist die La¨nge von T , falls shp(T ) 2 ^A
m
. Wir fu¨hren die folgenden Bezeichnungen
ein
T
 ist die Menge der Tableaus der Form ,
T
m ist die Menge der Tableaus der La¨nge m,
T
m

ist die Menge der Pfade von  zu einer beliebigen Form der La¨nge m.


 ist die Menge der Paare (S; T ) von Pfaden S; T 2 T,


m ist die Menge der Paare (S; T ) von Pfaden S; T 2 Tm mit shp(S) = shp(T ).
Pfadalgebren. Fu¨r jedes m 2 N
0
definieren wir eine C-Algebra A
m
mit der Basis
fE
ST
j (S; T ) 2 

m
g und der Multiplikation
E
ST
E
PQ
= Æ
TP
E
SQ
:
Man beachte, dass A
0

=
C. Jedes a 2 A
m
kann in der Form
a =
X
(S;T )2

m
a
ST
E
ST
mit gewissen Konstanten a
ST
2 C geschrieben werden. Auf diese Weise ko¨nnen wir jedes
a 2 A
m
als die gewichtete Summe von Pfadpaaren auffassen. Jede Algebra A
m
ist isomorph
zur direkten Summe von Matrixalgebren. Wir nennen die Familie der A
m
auch einen Turm von
Pfadalgebren zum Bratteli-Diagramm A. Es gilt
A
m
=
M
2
^
A
m
C
d

d

;
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wobei d

= Card(T

). Somit sind also die irreduziblen Darstellungen von A
m
durch die Men-
ge der Formen ^A
m
parametrisiert. Außerdem ist die Dimension der durch  parametrisierten
irreduziblen Darstellung gleich der Menge der Pfade von ? nach . Die Menge der Tableaus
T
 bildet also eine natu¨rliche Basis des zu  geho¨rigen irreduziblen A
m
-Moduls.
Die Einbettung A
m
 A
n
, m  n. Es seien T = (; : : : ; ) ein Pfad von  nach  und
S = (; : : : ; ) ein Pfad von  nach . Wir definieren den Pfad
T  S = (; : : : ; ; : : : ; )
als Verkettung der beiden Pfade T und S. Dabei tritt  in T  S nur einmal auf. Nun sei
0  m < n. Wir definieren die Einbettung A
m
 A
n
wie folgt: Fu¨r jedes Paar (P;Q) 2 
m
fassen wir E
PQ
als ein Element von A
n
auf vermo¨ge
E
PQ
=
X
T2T
n

E
PT;QT
; mit  = shp(P ) = shp(Q): (4.40)
Die Zentralisatoralgebren Mor(u
k). Wir betrachten das Bratteli-Diagramm Y aus Abbil-
dung 4.2.
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Abbildung 4.2: Das Young-Gitter Y fu¨r die A-Serie.
Die Formen  2 ^Y
m
vom Niveau m sind gerade die Partitionen  von m: ^Y
m
= f ` mg.
Eine Partition  2 ^Y
m
ist durch eine Kante mit einer Partition  2 ^Y
m+1
verbunden, falls
man  aus  durch Hinzufu¨gen eines Ka¨stchens erha¨lt. Ein Standardtableau der Form  ` m
erha¨lt man, indem man in die Ka¨stchen des Young-Diagramms  die Zahlen 1; 2; : : : ; m so
schreibt, dass sie in jeder Zeile von links nach rechts und in jeder Spalte von oben nach unten
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wachsen. Jedes Tableau T 2 T des Bratteli-Diagramms Y kann in natu¨rlicher Weise mit einem
Standardtableau der Form  identifiziert werden: Es sei P ein Standardtableau der Form  und
T = (
(0)
; 
(1)
; : : : ; 
(m)
) 2 T
 dasjenige Tableau, bei dem die Partition  (i) durch die Menge
der Ka¨stchen von P gegeben ist, die die Zahlen 1; 2; : : : ; i enthalten. Offenbar ist dies eine
Bijektion zwischen der Menge der Standardtableaus P der Form  und den Tableaus T 2 T.
Das r-abgeschnittene Young-Gitter Y (r) ist durch die Mengen
^
Y
m
(r) = f ` m j `()  rg
gegeben, dabei ist `() die Anzahl der Zeilen von . Man erha¨lt also aus dem Young-Gitter Y
das r-abgeschnittene Young-Gitter, indem man alle Partitionen mit mehr als r Zeilen entfernt
sowie natu¨rlich alle zugeho¨rigen Kanten.
Unser Ziel ist es, die Koeffizienten c

,  ` m der zentralen Elemente tr2
q
W

m+1
bezu¨glich der
minimalen zentralen Idempotente Z

= %(z

) zu ermitteln.
Die A-Serie. Fu¨r den Rest dieses Abschnitts beziehen wir uns stets auf das abgeschnittene
Young-Gitter Y (N   1), siehe Abbildung 4.2. In [64, Abschnitt 4] wird die von der ^R-Matrix
(2.3) erzeugte Algebra aufgefasst als ein Turm von Pfadalgebren zum abgeschnittenen Bratteli-
Diagramm Y (N  1). Wir zitieren [64, (4.7) Proposition] mit der notwendigen Normierung der
^
R-Matrix.
Satz 4.22 Es sei S = ((0); : : : ; (m)) ein Tableau im Bratteli-Diagramm Y (N   1). Dann gilt
W
m
=
X
T2T
m
(W
m
)
TT
E
TT
mit (W
m
)
TT
= q
r
m
(T )
;
wobei
r
m
(S) = 2(
(m 1)
i
  i + 1) (4.41)
ist. Dabei erha¨lt man (m), indem man in der i-ten Zeile von (m 1) ein Ka¨stchen hinzufu¨gt.
Der in der Formel [64, (4.7)] beir
m
(S) auftretende zweite Summand ( 2m+2)=(r+1) entfa¨llt
in unserem Fall (N = r + 1), da in der von uns gewa¨hlten Normierung (2.3) die ^R-Matrix den
Faktor q 1=N nicht entha¨lt.
Mit Hilfe des graphischen Kalku¨ls, vergleiche Anhang A, zeigt man leicht, dass fu¨r
T 2 Mor(u

m 1
) gilt
tr
2
q
(
^
R
m;m+1
T
^
R
m;m+1
) = tr
2
q
(T ) + q^rT:
Insbesondere gilt dann die folgende Rekursion tr2
q
W
+
m+1
= tr
2
q
W
+
m
+ q^rW
+
m
. Daher ist
tr
2
q
W
+
m+1
= q^r
m
X
k=1
W
+
k
+ s: (4.42)
Analog zeigt man
tr
2
q
W
 
m+1
=  q^r
 1
m
X
k=1
W
 
k
+ s:
4.3 De-Rham-Kohomologie und Hodge-Zerlegung 107
In der Sprache der Pfadalgebren gilt Z

=
P
T2T

E
TT
. Zur Berechnung von c

genu¨gt es
daher, den Koeffizienten von tr2
q
W

m+1
vor einem Matrixelement, etwa vor E
SS
zu kennen.
Dabei sei S = ((0); (1); : : : ; (m)) z. B. das Standardtableau der Form , bei dem die Zahlen
1; : : : ; m zeilenweise eingetragen sind. Wegen der obigen Rekursion genu¨gt es daher, fu¨r alle
k = 1; : : : ; m den Koeffizienten c
;k
von W 
k
bezu¨glich E
SS
zu ermitteln. Fu¨r k < m beno¨tigen
wir dazu die Einbettung (4.40) von W 
k
2 A
k
in A
m
:
W

k
=
X
P2T
k
(W

k
)
PP
E
PP
;
E
PP
=
X
T2T
m

E
PT;PT
;  = shp(P ):
In der letzten Gleichung wird E
PP
auf der linken Seite als Element der gro¨ßeren Algebra A
m
aufgefasst, wa¨hrend P auf der rechten Seite fu¨r einen Pfad in ^A
k
steht. Um c
;k
zu ermitteln,
mu¨ssen wir also alle Teiltableaus P = ((0); : : : ; (k)) von S betrachten. Der zugeho¨rige Wert
ist nach Satz 4.22 gleich
(W

k
)
PP
= q
r
k
(P )
; wobei r
k
(P ) = 2(j   i): (4.43)
und (i; j) 2 shp(P ) ist das Ka¨stchen von shp(P ), welches am weitesten unten rechts steht. Da
bei den Einbettungen von W 
k
, k = 1; : : : ; m in A
m
jedes Ka¨stchen von  genau einmal unten
rechts steht, hat man also
c


=
X
x2
q
2c(x)
; (4.44)
wobei c(x) = j   i der Inhalt des Ka¨stchens (i; j) 2  ist. Somit hat man fu¨r  ` m wegen
(4.42)
Z

tr
2
q
W

m+1
=
 
 q^ r

X
x2
q
2c(x)
+ s
!
Z

: (4.45)
Die B-, C- und D-Serien. Wir betrachten nun das Young-Gitter Y fu¨r die B-, C- und D-Serien,
siehe Abbildung 4.3.
In [64, Abschnitt 5] werden die Morphismenalgebren Mor(u
m), die von der ^R-Matrix (2.9)
erzeugt werden, als Turm von Pfadalgebren zum Young-Gitter Y aufgefasst.
Man erha¨lt unter Verwendung von ^R = ^R 1 + q^I   q^K und des graphischen Kalku¨ls, siehe
Anhang A, die folgende Rekursionsgleichung fu¨r tr2
q
W
+
m+1
tr
2
q
W
+
m+1
= tr
2
q
W
+
m
+ q^rW
+
m
  q^r
 1
W
 
m
:
Hieraus folgt
tr
2
q
W
+
m+1
= q^r
m
X
k=1
W
+
k
  q^r
 1
m
X
k=1
W
 
k
+ s: (4.46)
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Abbildung 4.3: Das Young-Gitter fu¨r die B-, C- und D-Serien.
Fu¨r tr2
q
W
 
m+1
erha¨lt man durch analoge ¨Uberlegungen dasselbe Ergebnis,
tr
2
q
W
 
m+1
= tr
2
q
W
+
m+1
. Wir bestimmen nun, wie im Falle der A-Serie, die Koeffizienten
c

2 C,  ` m von tr2
q
W
+
m
vor dem minimalen zentralen Idempotent Z

. Nach [64, Pro-
position (5.13)] gilt dieselbe Formel (4.43) wie im Fall der A-Serie. Es ergibt sich also fu¨r
 ` m
Z

tr
2
q
W
+
m
=
 
q^ r
X
x2
q
2c(x)
  q^ r
 1
X
x2
q
 2c(x)
+ s
!
Z

:
Beachtet man r = qN , so ergibt sich
Z

tr
2
q
W
+
m
=
 
q^
2
X
x2
[[N   + 2c(x)]]
q
+ s
!
Z

: (4.47)
Beweis von Lemma 4.21. (i) Wir setzen m := jj, und Z

= %(z

) sei die Darstellung des
minimalen zentralen Idempotents z

der Hecke-Algebra H
m
(q). Nach (4.28) ist der Eigenwert
E


von sX
0
 gegeben durch
sX

0
 
(Z

)
~{
~x
u
~x
~|

= E


(Z

)
~{
~|
;
da h auf C(u) als Identita¨t wirkt (h wirkt auf C(u) als Koeins) und das Argument (Z

)
~{
~x
u
~x
~|
von sX
0
in der obigen Formel zu C(u) geho¨rt, vergleiche Satz 3.28 zur Definition vonu. Also
gilt wegen (4.45) und Lemma 4.20
sX

0
 
(Z

)
~{
~x
u
~x
~|

= (Z

)
~{
~x
 
(tr
2
q
W

m+1
)
~x
~|
  s Æ
~x
~|
 (4.48)
= (Z

)
~{
~|
 
z
 m
 
 q^r

X
x2
q
2c(x)
+ s
!
  s
!
Beachtet man s = [[N ]]
q
, r = q
N im Falle der A-Serie und sgn(x) = 1 fu¨r alle x 2  mit
 2 P
++
, so ergibt sich die Behauptung.
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(ii) Analog zur Herleitung von (4.48) haben wir
sX
0
 
(Z

)
~{
~x
u
~x
~|

= (Z

)
~{
~x
 
(tr
2
q
W

m+1
)
~x
~|
  s Æ
~x
~|

:
Setzt man (4.47) ein, so ergibt sich die Behauptung.
Wir untersuchen nun fu¨r die verschiedenen Quantengruppen und deren zugeho¨rige Partitionen
; , wann der Eigenwert E

gleich 0 wird.
Lemma 4.23 Es seien ;  2 P (A).
(i) Fu¨r SL
q
(N) gilt E

= 0 genau dann, wenn  =  = (0).
(ii) Fu¨r GL
q
(N) gilt E

= F

. Der Parameterwert z = 1 ist regula¨r. Falls zNq 2 = 
mit einer primitiven m-ten Einheitswurzel  , m 2 N, dann gilt E

= 0 genau dann, wenn
 = (n
N
) und  = (kN ) fu¨r n; k 2 mZ.
(iii) In den Fa¨llen Sp
q
(N) und SO
q
(N) gilt E

= 0 genau dann, wenn  =  = (0). Im Fall
O
q
(N) ist E

= 0 genau dann, wenn ;  2 f(0); (1N)g.
Beweis. Wir fixieren ;  2 P
++
und setzen l := jj. Es folgt aus Lemma 4.21 dass fu¨r die
Quantengruppen GL
q
(N) und SL
q
(N) die Gleichung E

= e

(q; z) gilt, wobei zN = q2 im
Falle SL
q
(N) und z 6= 0 fu¨r GL
q
(N). Spa¨ter werden wir sehen, dass diese Gleichung sogar fu¨r
;  2 P
+
gilt und nicht nur fu¨r ;  2 P
++
.
Wir zeigen (i). Dazu setzen wir
e
E


= lim
t!1
e


(t; t
2=N
)
(t  t
 1
)
2
: (4.49)
In der Bemerkung zu Proposition 7.1 in der Arbeit [41] wurde festgestellt, dass
e
E

:=
e
E
+

+
e
E
 

=
N 1
X
i=1
(N   i)m
i
N
 
i(m
i
+N) + 2
i 1
X
j=1
jm
j
!
; (4.50)
wobei m
i
= 
i
  
i+1
, i = 1; : : : ; N   1. Berechnet man andererseits die Grenzwerte (4.49)
direkt mittels (4.39), so erha¨lt man
e
E
+

=
e
E
 

=
1
2N
(lN
2
+ 2c()N   l
2
): (4.51)
Beachtet man die Formeln c() = n(0)   n(), n() =
P
i1
(i   1)
i
und n(0) =
P
i1
1
2

i
(
i
  1), siehe etwa [67, Chapter 1], so erha¨lt man in der Tat (4.50) aus (4.51). Da
auf der rechten Seite von (4.50) nur nichtnegative Summanden auftreten, ergibt sich eE+

 0
fu¨r  2 P 0
++
und eE+

= 0 genau dann, wenn  = (0). Angenommen, es ist E

= 0 fu¨r gewisse
;  2 P
0
++
. Da e

(t) := e

(t; t
2=N
) eine algebraische Funktion von t ist, jedoch t = q eine
transzendente Nullstelle ist, muss e

(t) identisch verschwinden. Insbesondere gilt
lim
t!1
e

(t; t
2=N
)
(t  t
 1
)
 2
=
e
E
 

+
e
E
+

= 0: (4.52)
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Zusammen mit der obigen Bemerkung folgt  =  = (0).
Zu (ii). Wir fixieren  2 P
+
und setzen wieder l := jj. Zuna¨chst wollen wir zeigen, dass
E


= e


(q; z), d. h. wir mu¨ssen auch Young-Diagramme  mit
”
negativen Spalten“, also mit

i
< 0, zulassen. Da wir die Eigenwert-Formel jedoch nur fu¨r  2 P
++
kennen, mu¨ssen wir
den Eigenwert von sX
0
auf Elementen Dna, n 2 Z berechnen. Dazu zeigen wir, dass Dn a
ein Eigenvektor fu¨r X
0
 ist, falls a ein Eigenvektor ist, und wir berechnen den entsprechenden
Eigenwert. Es sei also sX
0
a = E

a mit einer komplexen Zahl E . Wegen `+i
j
(D) = qx
 N
Æ
ij
und ` i
j
(D) = q
 1
y
N
Æ
ij
erhalten wir
!

(D) = (q
2
z
 N
  1)!

0
: (4.53)
Wegen (2.31) gilt also !
0
/D = q
2
z
 N
!

0
. Die rechtsadjungierte Wirkung von D 1 auf diese
Gleichung liefert !
0
/D
 1
= q
 2
z
N
!

0
. Fu¨r n 2 Z haben wir dann
!

0
/D
n
= q
2n
z
 nN
!

0
: (4.54)
Da Dn, n 2 Z gruppenartig ist, erhalten wir mit (2.31) und  a = a
(1)
 / a
(2)
(nach Definition
der rechtsadjungierten Wirkung) aus Gleichung (4.25) die folgenden Formeln:
sX

0
 (D
n
a) = sD
n
a
(1)
X

0
(D
n
a
(2)
)
= D
n
a
(1)
g
 
!

(D
n
a
(2)
); !
 
0

= D
n
a
(1)
g(!

0
/ (D
n
a
(2)
); !
 
0
) D
n
a
(1)
"(a
(2)
)g(!

0
; !
 
0
)
= D
n
a
(1)
g(q
2n
z
 nN
!

0
/ a
(2)
; !
 
0
)  sD
n
a
= q
2n
z
 nN
D
n
a
(1)
 
g(!

(a
(2)
); !
 
0
) + "(a
(2)
)s

  sD
n
a
=
 
q
2n
z
 nN
(E

+ s)  s

D
n
a:
Da die KodarstellungD der Partition (1N) entspricht und s = [[N ]]
q
, haben wir im Spezialfall
n = 1 fu¨r  2 P
+
E

+(1
N
)
+ [[N ]]
q
= q
2
z
 N
(E


+ [[N ]]
q
): (4.55)
Wir zeigen, dass andererseits dieselbe Rekursion fu¨r die Funktionen e

gilt:
e

+(1
N
)
(t; z) + [[N ]]
t
= t
2
z
 N
(e


(t; z) + [[N ]]
t
);  2 P
+
: (4.56)
Fu¨r  2 P
+
sei ^ = f(i; j) 2 + (1N) j (i; j   1) 2 g. Wie erha¨lt man das (verallgemeinerte)
Young-Diagramm ^ aus ? Im Falle  2 P
++
verschiebt man  einfach um eine Stelle nach
rechts und fu¨gt vorn eine volle N -Spalte an. Ist 
1
     
k
 0, so verschiebt man  nach
rechts um 1 und fu¨gt das Ka¨stchen (i; 1) fu¨r alle i = 1; : : : ; k an. Im Falle 0  
k+1
     
N
wird das Ka¨stchen (i; 0) entfernt und der Rest wird um 1 nach rechts verschoben. Da aber die
Ka¨stchen x mit 
i
< 0 eine negative Signatur haben (sgn(x) < 0), und j + (1N)j = l + N ,
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erhalten wir aus (4.39)
e

+(1
N
)
(t; z) =z
 (l+N)
0
@
[[N ]]
t
+ (t  t
 1
)
X
x2
^

sgn(x) t
(N+2c(x))
+
+(t  t
 1
)
N
X
i=1
t
(N+2 2i)
!
  [[N ]]
t
=z
  l N
 
[[N ]]
t
+ (t  t
 1
)t
2
X
x2
sgn(x) t
(N+2c(x))
+
+(t  t
 1
)(t
N
+ t
(N 2)
+   + t
( N+2)
)

  [[N ]]
t
=z
  l N
 
(1  t
2
)[[N ]]
t
+ z
 l
t
2
(e


(t; z) + [[N ]]
t
) +
+ (t  t
 1
)t

[[N ]]
t

  [[N ]]
t
=t
2
z
 N
(e


(t; z) + [[N ]]
t
)  [[N ]]
t
:
In der letzten Gleichung benutzten wir t (t   t 1) = t2   1. Da es zu jedem  2 P
+
ein
n 2 N gibt mit  + (nN ) 2 P
++
und wegen E

= e


(q; z) fu¨r  2 P
++
, erhalten wir aus der
Gleichheit der Rekursionsformeln (4.55) und (4.56) die Gleichheit E

= e


(q; z) fu¨r  2 P
+
.
Vergleicht man (4.39) und (4.32), so hat man E

= F

.
Wir zeigen nun, dass der Parameterwert z = 1 regula¨r ist. Angenommen, F

= 0 fu¨r gewisse
;  2 P
+
. Da e

(t; 1) eine rationale Funktion in t ist und q eine transzendente Wurzel dieser
Funktion ist, gilt e

(t; 1)  0. Insbesondere ist 0 = lim
t!1
(t   t
 1
)
 1
e

(t; 1) = jj   jj.
Wir setzen l := jj = jj. Ferner gilt 0 = lim
t!1
(t  t
 1
)
 2
e

(t; 1). Wegen
(t  t
 1
)
 2
e

(t; 1) =
X
x2
sgn(x)t
N
2
+c(x)

N
2
+ c(x)

t
 
X
x2
sgn(x)t
 
N
2
 c(x)

 
N
2
  c(x)

t
erha¨lt man im Grenzfall t! 1 die Gleichung
lN + c() + c() = 0: ()
Wir setzten in (4.51) eE+

:= (2N)
 1
(jjN
2
+ 2c()N   jj
2
) fu¨r  2 P
+
. Wegen (4.50) ist
e
E
+

 0 fu¨r  2 P 0
++
und eE+

= 0 nur fu¨r  = (0). Man rechnet leicht nach, dass eE+
+(1
N
)
=
e
E
+

fu¨r alle  2 P
+
. Also gilt auch eE+

 0 fu¨r alle  2 P
+
und eE+

= 0 genau dann, wenn  = (nN)
mit gewissem n 2 Z. Daraus folgen die beiden Ungleichungen c(); c()  (2N) 1(l2  lN2).
Setzt man dies in die Gleichung () ein, so erha¨lt man 0  1
N
l
2
. Da dieser Ausdruck aber stets
gro¨ßer oder gleich Null ist, muss Gleichheit herrschen, also l = 0. Die Gleichheit trat aber bei
der obigen Ungleichung genau dann ein, wenn  = (nN ) und  = (kN ) fu¨r gewisse n; k 2 Z.
Wegen l = 0 ist dies nur mo¨glich fu¨r  =  = (0). Folglich ist z = 1 regula¨r.
Schließlich untersuchen wir noch den Fall zNq 2 =  , wobei  eine primitive m-te Einheits-
wurzel ist (m 2 N). Es sei ~z = (t2)1=N . Dann gilt e
+(m
N
)
(t; ~z) = e


(t; ~z) wegen (4.56) und

m
= 1. Folglich gilt
E
+(m
N
); 
= E
;
= E
+(m
N
)
= F
+(m
N
); +(m
N
)
= F

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fu¨r alle ;  2 P
+
. Damit ist die eine Richtung der Behauptung gezeigt. Fu¨r die andere Rich-
tung ko¨nnen wir voraussetzen, dass ;  2 P
++
. Da q eine transzendente Wurzel der alge-
braischen Funktion f(t) := e

(t; ~z) ist, schließen wir, dass f(t) identisch Null ist. Daher
ist insbesondere lim
t!1
f(t) = 0, und aus (4.39) folgt weiter, dass jj; jj 2 mNZ. Außer-
dem ist lim
t!1
f(t)=(t
2
  1) = 0. Unter Verwendung von (4.51) kann man nachrechnen, dass
lim
t!1
t
N 1
f(t)=(t
2
  1)
2
=
e
E
+

+
e
E
+

. Diese Summe ist aber positiv mit Ausnahme von
e
E
+

=
e
E
+

= 0. Letzteres ist a¨quivalent zu  = (kN);  = (lN ) fu¨r gewisse k; l 2 Z. Zusam-
men mit jj; jj 2 mNZ erhalten wir die Behauptung.
Zu (iii). Angenommen, es ist E

= e

(q) + e

(q) = 0 fu¨r gewisse ;  2 P (A). Da
e

(t) + e

(t) eine rationale Funktion mit der transzendenten Nullstelle t = q ist, muss
e

+ e

 0 gelten. Insbesondere ist
0
!
= lim
t!1
z
jj
(e

(t) + e

(t))
(t  t
 1
)
2
=(jj+ jj)(N   ) + 2c() + 2c():
(4.57)
Benutzt man die Ungleichung 2c()N  jj2 jjN2,  2 P
++
, aus dem Beweis von (ii), dann
sieht man, dass fu¨r  6= (0) im Fall  =  1 und im Fall ( = 1 und jj > N ) die Ungleichung
2c() >  jj(N   ) gilt. Wegen (4.57) haben wir daher  =  = (0) oder ( = 1 und
jj; jj  N ). Im letzten Fall gilt 2c()   jj2 + jj, wobei Gleichheit genau dann herrscht,
wenn  = (1k), 1  k  N , da c() am kleinsten wird, wenn alle Ka¨stchen in der ersten Spalte
sind. Setzt man dies in (4.57) ein, so erha¨lt man ;  2 f(0); (1N)g. Tatsa¨chlich gilt in diesen
Fa¨llen E

= 0.
4.3.4 Beweis von Theorem 4.18
Wir bezeichnen mit [] die Kohomologieklasse von  2  ^. Da d bikovariant ist und weil
h

 a = a  h
 fu¨r alle  2 bA, kommutiert das Differential d mit den Abbildungen h,
;  2
b
A. Insbesondere la¨sst sich h0;0 zur Abbildung h0;0 : H
deR
( 
^
) ! H
deR
( 
^
Inv
) faktori-
sieren. Wegen h0;0  = id, wobei  die Einbettung von  ^
Inv
in  ^ bezeichnet, ist h0;0 surjektiv.
Wir zeigen nun die Injektivita¨t. Es sei  2 H
deR
( 
^
), insbesondere ist d = 0, und wir setzen
voraus, dass h0;0() = [0;0] = 0. Wir wollen [] = 0 zeigen.
(i) Wir betrachten zuna¨chst den Fall (a) von Theorem 4.18 mit   =  
+;z
. Nach Lemma 4.23 ist
E

6= 0 genau dann, wenn (; ) 6= (0; 0). Aus (4.17) und (4.30) erhalten wir dann


= ( 1)
k
E
 1

( d @
+
+ @
+
d) 

;


= ( 1)
k
E
 1

( d @
 
+ @
 
d) 

(4.58)
fu¨r alle (; ) 6= (0; 0). Da d mit h vertauscht, erhalten wir
d

= h

(d) = h

(0) = 0:
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Wegen (4.58) ist dann [] = ( 1)kE 1

[ d @
+
(

)] = 0 fu¨r alle (; ) 6= (0; 0), da die
Kohomologieklasse eines Korandes Null ist. Folglich gilt
[] = [
0;0
] +
X
(;)6=(0;0)
[

] = 0;
und h0;0 ist injektiv. Ganz analog zeigt man, dass auch die Einschra¨nkungen von h0;0 auf die
Teilra¨ume  ^
L
bzw.  ^
R
IsomorphismenH
deR
( 
^
L
)

=
H
deR
( 
^
Inv
) bzw.H
deR
( 
^
R
)

=
H
deR
( 
^
Inv
)
liefern. Damit ist (a) fu¨r den Fall   =  
+;z
gezeigt. Fu¨r   =  
 ;z
benutze man die zu (4.58)
analogen Gleichungen


= ( 1)
k
E
 1

( d @
 
+ @
 
d)

;


= ( 1)
k
E
 1

( d @
+
+ @
+
d)

:
Auch in diesem Fall erha¨lt man die Bijektivita¨t von h0;0.
(ii) Man beachte, dass fu¨r alle a 2 A mit da = 0 die folgende Gleichung gilt:
H
deR
(a
^
)

=
aH
deR
(
^
): (4.59)
Wir betrachten die Quantengruppe GL
q
(N) und nehmen an, dass der Parameter z die
Bedingung zNq 2 =  erfu¨llt mit einer primitiven m-ten Einheitswurzel  (m 2 N).
Man beachte ferner, dass d(Dm) = 0 wegen (4.54) und (2.31). Außerdem gilt
 
L
=   (0; 0)   (0; (1; 0; : : : ; 0; 1)) wegen (2.44) und u
uc 
=
1  u
(1;0;:::;0; 1)
. Aus
der Littlewood-Richardson-Regel fu¨r die Zerlegung von Tensorprodukten von GL(N)-
Darstellungen folgt insbesondere: Ist u eine irreduzible Unterdarstellung von u
u,
;  2 P
+
, dann gilt jj = jj + jj. Da die Darstellungstheorie fu¨r GL(N) dieselbe ist
wie die Kodarstellungstheorie fu¨r O(GL
q
(N)), da q transzendent ist, folgt hieraus wegen
j(0)j = j(1; 0; : : : ; 0; 1)j = 0, dass
 


L
=
M
; jj=0
 


(0; ):
Auch fu¨r die a¨ußere Algebra schließt man, dass jj = 0 notwendig ist fu¨r  ^(0; ) 6= f0g.
Wegen  ^ = A ^
L
, ist somit jj = jj notwendig fu¨r  ^(; ) 6= f0g. Zusammen mit Lem-
ma 4.23 ergibt sich, dass E

= 0 genau dann ein Eigenwert von L

ist, wenn  =  = (nN)
fu¨r ein n 2 mZ. ¨Ahnlich wie in (i) schließt man nun, dass die Abbildung
h
D
:=
X
n2mZ
h
(n
N
);(n
N
)
:  
^
!
M
n2mZ
 
^
((n
N
); (n
N
)) =
M
n2mZ
D
n
 
^
Inv
einen Isomorphismus h
D
: H
deR
( 
^
) !
L
n2mZ
H
deR
(D
n
 
^
Inv
) induziert. Wegen (4.59) gilt
weiter H
deR
(D
n
 
^
Inv
) = D
n
H
deR
( 
^
Inv
) fu¨r n 2 mZ. Damit ist die erste Isomorphie von (b)
gezeigt. Wir wenden uns den links- bzw. rechtsinvarianten Formen zu. Da die Bilder der Abbil-
dungen h
D
 
^
L
bzw. h
D
 
^
R
in  ^
Inv
liegen (wieder wegen jj = 0, genau dann, wenn jj = 0),
definieren sie Quasiisomorphismen von  ^
L
nach  ^
Inv
bzw. von  ^
R
nach  ^
Inv
. Damit ist der
GL
q
(N)-Teil von (b) bewiesen.
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(iii) Wir betrachten nun den Fall O
q
(N) und   =  

. Nach Lemma 4.23 ist E = 0 genau
dann ein Eigenvektor von L+ = L , wenn ;  2 f(0); (1N)g. Dieselben Argumente wie in (i)
fu¨hren darauf, dass
h
D
:= h
0;0
+ h
(0);(1
N
)
+ h
(1
N
);(0)
+ h
(1
N
);(1
N
)
einen Quasiisomorphismus von  ^ nach
 
^
(1; 1) +  
^
(1;D) +  
^
(D; 1) +  
^
(D;D)
definiert. Nach Definition von `, ^R, undD erhalten wir `+i
j
(D) = x
 N
Æ
ij
und ` i
j
(D) = y
N
Æ
ij
(mit den zula¨ssigen Parametern x, y und z = xy). Folglich hat man
X
+
ij
(D) = (z
 N
  1)Æ
ij
und dD = (z N   1)D!+
0
:
Folglich ist dD 6= 0 bei O
q
(2n + 1) und  
+; 1
. In allen anderen Fa¨llen ist dD = 0. We-
gen der ¨Aquivalenz u
 uc 
=
u
(2)
 u
(11)
 1, hat jede irreduzible Unterkodarstellung belie-
biger Tensorpotenzen (u
uc)
k ein Young-Diagramm mit einer geraden Anzahl von Ka¨stchen.
Dies ist eine Folgerung aus der Littlewood-Richardson-Regel fu¨r orthogonale Gruppen. Also ist
 
^
(; ) = f0g, falls jj+ jj ungerade ist. Insbesondere gilt  ^(1;D) =  ^(D; 1) = f0g,
falls N ungerade ist. Fu¨r gerades N ko¨nnen diese Ra¨ume jedoch nichttrivial sein. Damit ist der
Beweis von Theorem 4.18 abgeschlossen.
4.4 Beweis des Hodgeschen Zerlegungssatzes
In diesem Abschnitt werden wir den Beweis von Theorem 4.19 geben. Dazu beno¨tigen wir die
Begriffe der Dualita¨t von Hopf-Bimoduln sowie die Homomorphie von Differentialkalku¨len.
Wir werden sehen, dass die Kalku¨le  ^
+
und  ^
 
fu¨r die Quantengruppen SL
q
(N) und GL
q
(N)
schwach isomorph sind im Sinne von Abschnitt 4.4.1. Zusammen mit der Dualita¨t von Diffe-
rential und Kodifferential ergibt sich daraus dann der Beweis des Theorems.
4.4.1 Homomorphe kovariante Differentialkalku¨le
In diesem Teilabschnitt untersuchen wir den recht selten benutzten Begriff der Homomorphie
von Differentialkalku¨len. Er wurde in einer Arbeit von Pflaum und Schauenburg [79] eingefu¨hrt.
Es sei f : B! C ein Algebrenhomomorphismus und  sei ein C-Bimodul. Dann ist  auch ein
B-Bimodul via a    b := f(a)f(b).
Definition 4.4 (i) Es seien B und C Algebren und ( ; d
1
) und (; d
2
) Differentialkalku¨le er-
ster Ordnung u¨ber B bzw. C. Das Paar (f; F ) bestehend aus einem Algebrenhomomorphismus
f : B ! C und einem B-Bimodulhomomorphismus F :   !  heißt Homomorphismus von
Differentialkalku¨len erster Ordnung   und , falls
Fd
1
= d
2
f: (4.60)
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(ii) Es seien  ^ und^ Differentialkalku¨le u¨berB bzw. C. Ein HomomorphismusF :  ^ ! ^
von graduierten Algebren heißt Homomorphismus von Differentialkalku¨len  ^ und ^, falls
Fd
1
= d
2
F: (4.61)
Wir erinnern daran, dass Differentialkalku¨le  ^ und ^ u¨ber derselben Algebra A isomorph
heißen (im Sinne von Woronowicz [111]), wenn es einen bijektiven Bimodulhomomorphismus
F :  
^
! 
^ vom Grad Null gibt mit F d
1
= d
2
und F
0
= id. Um mit diesem Standardbegriff
nicht in Konflikt zu geraten, bezeichnen wir die bijektiv homomorphen Differentialkalku¨le auch
als zueinander
”
schwach isomorph“.
Wir werden im Satz 4.26 sehen, dass die Differentialkalku¨le
W
 
^
+
und
W
 
^
 
fu¨r die Quanten-
gruppen vom Typ A schwach isomorph sind.
Das folgende Lemma charakterisiert homomorphe linkskovariante Differentialkalku¨le erster
Ordnung mit Hilfe ihrer Rechtsideale bzw. ihrer Quanten-Tangentialra¨ume.
Lemma 4.24 Es seien   und  linkskovariante DKEO u¨ber den Hopfalgebren A und B. Ihre
assoziierten Rechtsideale seien R bzw. S, und ihre Quanten-Tangentialra¨ume seien X bzw. Y.
Es sei f : A ! B ein Hopfalgebren-Homomorphismus. Dann sind die folgenden Aussagen
a¨quivalent:
(i) f(R)  S:
(ii) f t(Y)  X:
(iii) Es existiert ein eindeutig bestimmter Homomorphismus (f; F ) von linkskova-
rianten DKEO   und .
Beweis. (iii)! (i). Es seien !

und !
 
die !-Abbildungen zu  bzw.   . Da f ein Morphismus
von Hopfalgebren ist und F (a db) = f(a)df(b), erhalten wir fu¨r alle r 2 R
!

(f(r)) = S
 
f(r)
(1)

df(r)
(2)
= S(f(r
(1)
))df(r
(2)
)
= f(S(r
(1)
))F (dr
(2)
) = F (!
 
(r)) = 0:
(4.62)
Außerdem gilt "(f(r)) = "(r) = 0 und somit f(r) 2 S.
(i) ! (ii). Da S und Y bezu¨glich der dualen Paarung von B und BÆ zueinander orthogonale
Teilra¨ume sind, gilt f t(Y )(r) = Y (f(r)) 2 Y (S) = f0g fu¨r alle r 2 R und Y 2 Y. Daru¨ber
hinaus ist f t(Y )(1) = Y (f(1)) = Y (1) = 0 und folglich f t(Y ) 2 X.
(ii) ! (iii). Durch die Gleichung (4.60) ist die Abbildung F eindeutig bestimmt, na¨mlich
F (a
i
db
i
) := f(a
i
) df(b
i
). Wir zeigen, dass F wohldefiniert ist. Dazu seien f!
i
g und f
j
g
Vektorraumbasen von  
L
bzw. 
L
. Ihre Dualbasen seien fX
i
g bzw. fY
j
g. Nach Voraussetzung
existieren komplexe Zahlen 
ij
2 C, so dass f t(Y
j
) = 
ij
X
i
. Angenommen, a
i
db
i
= 0. Dann
gilt wegen (2.30) 0 = a
i
(X
k
 b
i
)!
k
und folglich 0 = a
i
(X
k
 b
i
) fu¨r alle k. Benutzt man dies,
so erha¨lt man
f(a
i
)df(b
i
) = f(a
i
)f(b
i(1)
)!

(f(b
i(2)
)) = f(a
i
)f(b
i(1)
)Y
j
(f(b
i(2)
))
j
= f(a
i
b
i(1)
)f
t
(Y
j
)(b
i(2)
)
j
= 
kj
f(a
i
b
i(1)
)X
k
(b
i(2)
)
j
= 
kj
f(a
i
(X
k
 b
i
))
j
= 0:
Die Abbildung F ist also wohldefiniert.
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Lemma 4.25 Es seien  ^ und ^ linkskovariante Differentialkalku¨le u¨ber den Hopfalgebren
A bzw. B. Ferner sei F :  ^ ! ^ ein Homomorphismus von Differentialkalku¨len und sei-
ne Komponente F
0
ein Hopfalgebren-Homomorphismus. Dann gilt (F
0

 F )
L
= 
L
F und
F ( / a) = F /F
0
a fu¨r  2  ^ und a 2 A.
Der Beweis benutzt nur die Kovarianz von d, die Eigenschaften von F
0
und Standardschlu¨sse.
Wir lassen ihn daher weg. Ersetzt man im obigen Lemma die linke Kovarianz durch die rechte,
so lautet die erste Aussage (F 
 F
0
)
R
= 
R
F .
Wir werden nun sehen, dass die Differentialkalku¨le  ^
+
und  ^
 
zueinander schwach isomorph
sind.
Satz 4.26 Es sei A eine der Koordinatenhopfalgebren O(GL
q
(N)) bzw. O(SL
q
(N)),
 
+
=  
+;z
und  
 
=  
 ;z
. Fu¨r k = 1; : : : ; N setzen wir k0 = N + 1  k.
(i) Es gibt einen eindeutig bestimmten bijektiven Homomorphismus F :  ^
+
!  
^
 
von Diffe-
rentialkalku¨len derart, dass
F (u
a
b
) = S(u
b
0
a
0
); a; b = 1; : : : ; N: (4.63)
(ii) Fu¨r ;  2 bA und k 2 N
0
ist die Einschra¨nkung von F auf  ^k
+
(; ) eine bijektive Abbil-
dung auf  ^k
 
(
c
; 
c
).
Beweis. (a) Die Existenz eines eindeutig bestimmten Hopfalgebren-Automorphismus
F
0
: A! A mit (4.63) wurde in Satz 3.30 gezeigt.
(b) Wir mu¨ssen nachweisen, dass sich F zu einem Morphismus von  
+;z
nach  
 ;z
fortset-
zen la¨sst. Dazu benutzen wir das Kriterium aus Lemma 4.24 (ii): F t(X )  X+. Da F ein
Koalgebrenhomomorphismus ist, ist F t multiplikativ auf der von den Matrixelementen `a
b
,
a; b = 1; : : : ; N erzeugten Unteralgebra von AÆ. Wir berechnen F t(`a
b
) auf den erzeugenden
Elementen von A. Wegen (2.15) und (3.49) hat man
F
t
(`
a
b
)(u
r
s
) = `
a
b
(F (u
r
s
)) = `
a
b
(S(u
s
0
r
0
))
= p
1
(
^
R
1
)
s
0
a
br
0
= p
1
(
^
R
1
)
rb
0
a
0
s
= `
b
0
a
0
(S(u
r
s
)) = S(`
b
0
a
0
)(u
r
s
);
wobei p = x im Falle `+ und p = y im Falle von ` . Da sowohl F t(`a
b
) als auch S(`b0
a
0
)
Darstellungen von A sind, erhalten wir F t(`a
b
) = S(`
b
0
a
0
). Nach [84, Theorem 9.1] ist
`
+r
v
S(`
 w
s
)
^
R
vb
wc
=
^
R
rv
sw
S(`
 b
v
) `
+w
c
:
Multipliziert man diese Relation mit Ds
r
und beachtet Ds
r
^
R
rv
sw
= rÆ
vw
, erha¨lt man
D
s
r
`
+r
v
S(`
 w
s
)
^
R
vb
wc
= rS(`
 b
v
)`
+v
c
:
Multipliziert man diese Gleichung mit ( ^R 1)mc
na
(D
 1
)
a
b
D
n
k
und benutzt die Identita¨t
^
R
vb
wc
(
^
R
 1
)
mc
na
(D
 1
)
a
b
D
n
k
= Æ
vn
Æ
wm
, vergleiche (A.2), hat man
D
s
r
`
+r
k
S(`
 m
s
) = rS(`
 b
v
)`
+v
c
(
^
R
 1
)
mc
na
(D
 1
)
a
b
D
n
k
: (4.64)
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Mit (2.47), (4.64), ( ^R 1)jc
na
(D
 1
)
a
c
= r
 1
Æ
jn
und d 1
k
= d
k
0 erhalten wir dann
F
t
(X
 
i
0
j
0
) = F
t
 
(D
 1
)
k
l
S
 1
(`
+i
0
k
)`
 l
j
0

  (D
 1
)
i
0
j
0
= (D
 1
)
k
l
S
 1
(S(`
+k
0
i
))S(`
 
j
l
0
) D
i
j
= D
l
0
k
0
`
+k
0
i
S(`
 
j
l
0
) D
i
j
= rS(`
 b
v
)`
+v
c
(
^
R
 1
)
jc
na
(D
 1
)
a
b
D
n
i
 D
i
j
= r(X
+
bc
+ Æ
bc
)(
^
R
 1
)
jc
na
(D
 1
)
a
b
D
n
i
 D
i
j
= rX
+
bc
(
^
R
 1
)
jc
na
(D
 1
)
a
b
D
n
i
:
Damit liegt F t(X ) in X+ und der Beweis von (b) ist abgeschlossen. Wir bemerken, dass
F
t
: X
 
! X
+ bijektiv ist, da X+
ab
= r
 1
F
t
(X
 
i
0
j
0
)(D
 1
)
i
k
^
R
ka
lb
D
l
j
. Nach Lemma 4.24 ist
F (adb) := F (a)dF (b) eine wohldefinierte A-Modulabbildung von  
+
nach  
 
. Analog
zeigt man, dass F 1 :  
 
!  
+
mit F 1(adb) := F 1(a)dF 1(b) eine wohldefinierte A-
Modulabbildung ist, die zu F invers ist.
(c) Wir betrachten nun die ho¨heren Formen. Fu¨r  2 f+; g bezeichne F  die Abbildung F
bzw. F 1, je nachdem ob  = + oder  =  . Da F  eine A-Bimodulabbildung ist, ko¨nnen
wir F  zu einem Algebrenhomomorphismus F  :  


!  


 
fortsetzen. Wir zeigen, dass F
mit der Zopfung  vertauschbar ist: F = F auf  
2
+
. Da sowohl F als auch  Bimodulabbil-
dungen sind und  
+


A
 
+
eine freie Basis aus linksinvarianten Elementen besitzt, genu¨gt es,
die Gleichung fu¨r linksinvariante Elemente zu zeigen. Es seien ;  2 ( 
+
)
L
. Nach (2.23) und
Lemma 4.25 gilt
F(

A
) = F (
(0)


A
( / 
(1)
)) = F (
(0)
)

A
F ( / 
(1)
)
= (F)
(0)


A
(F / (F)
(1)
) = (F 

A
F):
Damit vertauscht F mit dem Antisymmetrisator A
2
. Induktiv zeigt man, dass F auch mit dem
AntisymmetrisatorA
k
, k 2 N vertauschbar ist. Dasselbe gilt fu¨r F 1. Somit ist F  :  ^

!  
^
 
eine wohldefinierte Abbildung mit F F 1 = F 1F = id. Nach Lemma 4.25 und Satz 3.30
folgt F ( ^k
+
(; ))   
^k
 
(
c
; 
c
). Da F 1 :  ^
 
!  
^
+
ebenfalls die Voraussetzungen von
Lemma 4.25 erfu¨llt, folgt, dass F 1 ^k
 
(
c
; 
c
) die Umkehrabbildung zu F  ^k
+
(; ) ist.
Damit ist alles gezeigt.
Bemerkung 4.6 Fu¨r die Quantengruppen der B-, C- und D-Serien sind die Differentialkalku¨le
 
^
+;z
und  ^
 ;z
, sogar isomorph im starken Sinne (F
0
= id). 2
Nun ko¨nnen wir den Beweis von Theorem 4.19 durchfu¨hren. Nach Theorem 3.12 (iii) ver-
schwindet das Differential d auf dem Raum  ^k
Inv
. Folglich ist Hk
deR
( 
^
Inv
)

=
 
^k
Inv
. Zusammen
mit Theorem 4.18 erha¨lt man (4.35). Wegen  ^k
Inv
=  
^k
(0; 0) folgt aus (4.29), dass Hk
deR
( 
^
)
ein direkter Summand in (4.34) ist. Nach (4.58) erhalten wir fu¨r (; ) 6= (0; 0) die Formeln
 
^k

(; ) = d 
^k 1

(; ) + @
+
 
^k+1

(; );
 
^k

(; ) = d 
^k 1

(; ) + @
 
 
^k+1

(; ):
(4.65)
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Wir mu¨ssen nur noch zeigen, dass beide Zerlegungen direkt sind. Da alle in der obigen Glei-
chung auftretenden Ra¨ume endlichdimensional sind, siehe Beweis von Satz 4.14 (i), genu¨gt es,
ihre Dimensionen zu vergleichen. Wir bezeichnen die Einschra¨nkung einer linearen Abbildung-
en f :  ^ !  ^ auf den Raum  ^k(; ) mit fk;;. Nach Satz 4.14 ist
rg @


;k+1;;
= rg d
k;
c
;
c
 
;
da dk;
c
;
c
 
wie auch @

;k+1;; zueinander duale lineare Abbildungen auf endlichdimensionalen
Ra¨umen sind. Nach Satz 4.26 gilt dk;
c
;
c
 
F = Fd
k;;
+
, und F ist bijektiv. Daher stimmen die
Ra¨nge von dk;
c
;
c
 
und dk;;

u¨berein. Somit hat man
rg @


;k+1;;
= rg d
k;
c
;
c
 
= rg d
k;;

:
Wegen Hk
deR
( 
^

(; )) = f0g ist dimker dk;;

= rg d
k 1;;

. Schließlich erhalten wir
dim 
^k

(; ) = dimker d
k;;

+ rg d
k;;

= rg d
k 1;;

+ rg @


; k+1;;
:
Hieraus folgt, dass die Summen in (4.65) direkt sind. Damit ist der Beweis von Theorem 4.19
abgeschlossen.
Bemerkung 4.7 Der Beweis des abgeschwa¨chten Zerlegungssatzes fu¨r die Quantengruppen
der B-, C- und D-Serien, vgl. Bemerkung 4.5, verla¨uft vo¨llig analog zu den obigen Argumenten.
Anstelle von F wa¨hle man den starken Isomorphismus der Kalku¨le  
+;z
und  
 ;z
. 2
Anhang A
Rechnen mit Morphismen
In diesem Anhang erga¨nzen wir ohne Beweise ha¨ufig verwendete Formeln, die Morphismen
von Kodarstellungen der Koordinatenhopfalgebren enthalten. Einige Beweise findet man in [92,
Lemma 3.2 und Lemma 3.4].
Wir fassen zuna¨chst die Formeln zusammen, die fu¨r alle vier Serien gelten. Ist x ein zula¨ssiger
Parameter, so gilt

R
 ab
rs
:= x
 1
r
x
(u
b
r
; S(u
s
a
)) = D
a
z
(
^
R
 1
)
by
zr
(D
 1
)
y
s
;

R
 ab
rs
:= x
 1
r
x
(S(u
a
s
); u
b
r
) =
^
R
 1sr
ba
;

R
ab
rs
:= x r
x
(S
2
(u
r
a
); u
b
s
) =
^
R
ra
sb
:
(A.1)
Wir wiederholen einige bekannte Eigenschaften von R und R, siehe etwa [92, Lemma 3.3 und
Lemma 3.4]:

R


R

=

R


R

= I; (A.2)

R
 
23

R
 
12

R
 1
23
=

R
 1
12

R
 
23

R
 
12
;

R
 
12

R
 
23
^
R
12
=
^
R
23

R
 
12

R
 
23
: (A.3)
Wir wollen an dieser Stelle eine kleine Einfu¨hrung in den graphischen Kalku¨l geben, wie er
in den Arbeiten [91, 92, 95, 96] verwendet wurde. Die Exaktheit dieses Kalku¨ls wurde in [103]
gezeigt. In [95, Abschnitt 1.5.3] wurde nachgewiesen, dass die ^R-Matrizen der vier klassischen
Serien, mit einem Normierungsfaktor versehen, die Voraussetzungen von Lemma 4.3 in [103]
erfu¨llen. Verwendet man den graphischen Kalku¨l, so werden Formeln und Beweise einfacher
und anschaulicher. Im u¨brigen la¨sst sich jeder graphische Beweis in einen algebraischen Beweis
zuru¨ck u¨bersetzen.
Die Eckpunkte eines Graphen sind stets mit den Kodarstellungen u bzw. uc beschriftet, je
nachdem, ob die zugeho¨rige Kante nach unten bzw. oben gerichtet ist. Diese Markierungen
sind nicht extra angebracht, da sie ja aus der Pfeilrichtung abzulesen sind. Befindet sich unten
oder oben keine Ecke, was etwa bei Bo¨gen auftritt, so ist die triviale Kodarstellung 1 dafu¨r
einzusetzen.
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Abbildung A.1: Die vier Bogenmorphismen.
Ferner benutzen wir die Matrizen
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Abbildung A.2: Die gedrehten ^R-Matrizen und die Zahl s.
¨Ahnlich zur in (4.38) definierten Spur tr2
q
definieren wir fu¨r T = (T ab
st
) 2 End(C
N

C
N
)
die q-Spur tr1
q
T 2 End(C
N
) durch (tr1
q
T )
b
t
= D
s
a
T
ab
st
. Durch Komposition der gedrehten
^
R-Matrizen mit den oben angegebenen Bo¨gen ergeben sich die folgenden Formeln.
= r
= r
 1
= r
= r
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Abbildung A.3: Die Spuren der verschiedenen ^R-Matrizen.
A.1 Die A-Serie
Die folgenden Gleichungen gelten im Falle der A-Serie.
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
R
xy
bz

R
yu
zk
= Æ
xu
Æ
bk
+ q^

R
xu
bk
; (A.4)
X
i;j
q
2s 2j
(
^
P

)
in
jm
(
^
P

)
js
ir
= [[2]]
 2
q
(Æ
nr
Æ
ms
+ s

q
2s
Æ
nm
Æ
rs
);
X
i;j
q
 2i
^
R
ik
jl
^
R
jm
in
= q
 2m
Æ
kn
Æ
lm
+ q
 1
q^Æ
kl
Æ
mn
:
(A.5)
Die Morphismenalgebren Mor(u
u) , Mor(uc
uc) und Mor(uc
u) sind alle zweidimensio-
nal. Ihre Basen sind wie folgt gegeben.
Mor(u
u) = h
^
R;
^
R
 1
i; Mor(u
c

u
c
) = h

R
+
;

R
 
i; (A.6)
Mor(u
c

u;u
u
c
) = h

R
+
;

R
 
i; Mor(u
u
c
;u
c

u) = h

R
+
;

R
 
i;
Mor(u
u
c
) = hP
0
; P
1
i; (A.7)
wobei die Idempotente P
0
und P
1
die Gestalt
(P
0
)
ab
rs
=
1
s
D
a
b
Æ
rs
und P
1
= I   P
0
(A.8)
haben. Die ^R-Matrix erfu¨llt die Hecke-Relation ^R 1 = ^R   q^I .
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Abbildung A.4: Die Hecke-Bedingung.
Aus der Hecke-Relation und den Spurformeln erha¨lt man die folgenden Formeln.
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Abbildung A.5: Die Produkte der verdrehten ^R-Matrizen.
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A.2 Die B-, C- und D-Serien
Die Besonderheit der orthogonalen und symplektischen Gruppen ist, dass die Fundamentaldar-
stellung u isomorph zu ihrer kontragredienten Darstellung uc ist. Definiert man die Tenso-
ren (Cab) 2 Hom(C;CN
CN) und (C
ab
) 2 Hom(C
N

C
N
;C) vermo¨ge Cab = Ca
b
und
C
ab
= C
a
b
(und die entsprechenden Tensoren fu¨r B = C 1), so gilt
Mor(1;u
u) = h(C
ab
)i; Mor(u
u; 1) = h(C
ab
)i; Mor(u
c
;u) = hC
t
i: (A.9)
Eng verbunden mit der Kodarstellungstheorie der orthogonalen und symplektischen Quanten-
gruppen ist die Birman-Wenzl-Murakami-Algebra. Sie u¨bernimmt im Quantenfall die Rolle der
Brauer-Algebra, siehe auch [106], [11] und [62, Teilabschnitt 8.6.4].
Definition A.1 Es seien q; r 2 C mit q2 6= 1 komplexe Parameter und k 2 N, k  2. Die
Birman-Wenzl-Murakami-Algebra BWM
k
(q; r) ist die komplexe Algebra mit Eins, die von den
invertierbaren Elementen g
1
; : : : ; g
k 1
und den Relationen (3.4), (3.5) (mit g
i
anstelle von b
i
)
sowie den Relationen
e
i
g
i
= g
i
e
i
= r
 1
e
i
; e
i
g
i1
e
i
= re
i
; e
i
g
 1
i1
e
i
= r
 1
e
i
erzeugt wird, wobei
e
i
:= 1  (g
i
  g
 1
i
)=(q   q
 1
):
Aus der obigen Definition folgt, dass e
i
wesentlich idempotent ist mit e2
i
= x e
i
und
x = 1 + (r   r
 1
)=(q   q
 1
). Ferner erfu¨llt g
i
die kubische Gleichung
(g
i
  q)(g
i
+ q
 1
)(g
i
  r
 1
) = 0:
Analog zu der Tatsache, dass fu¨r die A-Serie die Matrizen ^R und R Darstellungen der Hecke-
Algebra definieren, gilt fu¨r die ^R-Matrizen der B-, C- und D-Serien:
Satz A.1 Es sei A eine der Hopfalgebren O(O
q
(N)) bzw. O(Sp
q
(N)) und ^R die zugeho¨rige
^
R-Matrix. Ferner sei k 2 N mit k  2. Dann definieren die Abbildungen g
i
7!
^
R
i;i+1
und
g
i
7!

R
i;i+1
surjektive Darstellungen % : BWM
k
(q; r) ! Mor(u

k
) bzw. %
c
: BWM
k
(q; r) !
Mor((u
c
)

k
) der Birman-Wenzl-Murakami-Algebra.
Bei der Darstellung % wird ferner e
i
auf K
i;i+1
abgebildet.
Wir geben nun eine kurze Einfu¨hrung in den modifizierten graphischen Kalku¨l im B-, C- und D-
Fall. Der Unterschied beruht vor allem auf der Existenz eines zusa¨tzlichen Morphismus (Cab),
der im Falle der A-Serie nicht pra¨sent ist. Da im orthogonalen und symplektischen Fall die
Kodarstellungen u und uc zueinander isomorph sind, Ct 2 Mor(u;uc), existieren hier von
oben nach unten laufende Kanten, deren Ecken verschieden orientiert sind. So wird etwa der
obige Morphismus Ct durch eine vertikale Kante repra¨sentiert, die an der unteren Ecke einen
Pfeil nach unten hat und an der oberen Ecke einen Pfeil nach oben. Es zeigt sich, dass in diesem
Kalku¨l drei auf einer Kante aufeinanderfolgende Pfeilrichtungen aba (mit entgegengesetzten
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Orientierungen a und b) durch einen Pfeil der Orientierung a ersetzt werden ko¨nnen. Entfernt
man eine Schlinge durch Drehen im Uhrzeigersinn (erste Reidemeister-Bewegung), liefert das
den Faktor r, dreht man die Schlinge entgegen dem Uhrzeiger heraus, erfordert das den Faktor
r
 1
. Ein geschlossener Ring liefert den Faktor s.
Es gelten die folgenden, gut bekannten Relationen zwischen den Matrizen ^R, ^R 1, K und D,
siehe etwa [92] oder [95]:
^
R
 1
=
^
R   q^I + q^K (A.10)
C
y
z
^
R
yz
st
= r
 1
C
s
t
;
^
R
ab
yz
C
y
z
= r
 1
C
a
b
; (A.11)
^
R  
^
R
 1
= q^(I  K); (A.12)
s = trD; (A.13)
tr
1
q
^
R = rI; tr
1
q
I = sI; tr
1
q
K = I: (A.14)
R
	
R
R
R
	
	
	
= r
 1
= r
 1
	
R
  = q^
? ?
 q^
= r
?
= s
?
=
?
??
	
w
	
w
	
w
R
=
R
=
R
=
Abbildung A.6: Die graphische Darstellung der Gleichungen (A.11), (A.12) und (A.14).
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Anhang B
Die biinvarianten 2-Formen in
u
 
^
B.1 Beweis von Lemma 3.38 (i) und (ii)
In diesem Anhang wollen wir Lemma 3.38 beweisen. Bevor wir jedoch den Beweis des obi-
gen Lemmas antreten ko¨nnen, beno¨tigen wir noch die definierenden Parameter der Kalku¨le
sowie ein technisches Lemma, das die Abbildung S mit Hilfe von Projektoren und Maurer-
Cartan-Formen ausdru¨ckt. Zuna¨chst erwa¨hnen wir die Gro¨ßen der definierenden Parameter, wie
sie auch in den Arbeiten [91, 92] verwendet wurden. Um doppelte Bezeichnungen zu vermei-
den, mussten allerdings einige Umbenennungen vorgenommen werden. Außerdem wurde beim
Kalku¨l  
+;z
der Parameter z aus [91] in z 1 umbenannt. Im folgenden durchlaufen die Parame-
ter  und  stets die Vorzeichenmenge f+; g. Dabei bezieht sich  stets auf den Kalku¨l  
;z
und
 auf den Projektor ^P . Es seien r
+
= 1 q
 2
= q
 1
q^ und r
 
=  q
 2N
+q
 2N 2
=  q
 2N 1
q^.
Wir setzen
u = q
N+1
s = q
 2
+ q
 4
+   + q
 2N
;
s
+
= 1 + u + q
 2N 2
; s
 
= u   q
 2
  q
 2N
;
s
0
+
= u   q
 2
+ 1; s
0
 
= u   q
 2N
+ q
 2N 2
;
s
+
+
= u   q
 2
+ q
2
; s
 
+
= u   q
 4
+ 1;
s
+
 
= u   q
 2N
+ q
 2N 4
; s
 
 
= u   q
 2N+2
+ q
 2N 2
:
In sehr kompakter Schreibweise lauten die letzten vier Gro¨ßen s

= u+q

r

[[2]]
q
. Ferner setzen
wir
n
;z
= z
 
s
0

  u und 
;z
= n
 1
;z
(q
 2
z
N
  1):
Im generischen Fall erzeugen die Differentiale dui
j
den Hopf-Bimodul  
;z
als linkenA-Modul,
siehe [92, Lemma 1.5 und Theorem 2.1]. ¨Aquivalent dazu ist, dass der Raum der Maurer-Cartan-
Formen h!
ij
:= !

(u
i
j
) j i; j = 1; : : : ; Ni die Dimension N2 hat. Das assoziierte Rechtsideal
R
;z
erfu¨llt dann die Gleichung
R
;z
 hu
i
j
j i; j = 1; : : : ; Ni C1 = A:
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Benutzt man (2.46) und (2.31), erha¨lt man die Umrechnungsformeln von !
ij
zu den Maurer-
Cartan-Formen !
ij
= !

(u
i
j
). Fu¨r  = + bzw.  =   erhalten wir
!
ij
= z
 1
(
^
R
2
)
ik
jl
!
+
kl
  Æ
ij
!
+
0
bzw. !
ij
= zd
 1
k
(
^
R
 2
)
ik
jl
!
 
kl
  Æ
ij
!
 
0
: (B.1)
In beiden Fa¨llen ist # = n
;z
!

0
. Beachtet man (B.1) und (2.31), so erha¨lt man die erste un-
tenstehende Gleichung. Analog zu den Berechnungen in Lemma 3.10 ergibt sich die zweite
Gleichung:
# / a = n
;z
!(a) + "(a)#; (B.2)
(#
 #) / b = n
2
;z
S(b) + n
;z
 
!(b)
 # + #
 !(b)

+ "(b)#
 #: (B.3)
Aufgrund von (3.19), (B.2), !(U) = # und "(U) = u erha¨lt man fu¨r alle b 2 A
S(Ub) =  / b + (2n
;z
+ u)S(b) + #
 !(b) + !(b)
 #: (B.4)
Fu¨r  2 f+; g definieren wir
(v

)
i
j
:=
X
k;n;m
q
 2k
(
^
P

)
ki
nm
u
n
k
u
m
j
und V

:=
X
i
q
 2i
(v

)
i
i
:
Ferner beno¨tigen wir die Gro¨ßen
t
+
= u + 1; t
 
= u   q
 2N
;


= [[2]]
2
q
=s

; 

= q [[2]]
q
=(ut

);

+
;z
= q

z
 
s
+
=[[2]]
q
; 
 
;z
= q
 
z
 
s
 
=[[2]]
q
;

+
;z
= t
+
(z
 2
s
+

  u)=(q[[2]]
q
n
;z
); 
 
;z
= t
 
(z
 2
s
 

  u)=(q[[2]]
q
n
;z
):
Die folgenden Identita¨ten rechnet man leicht nach:
q
2
s
+
+ q
 2
s
 
= s
+

+ s
 

= 2u + r

[[2]]
2
q
; (B.5)
q

s
+
+ q
 
s
 
= [[2]]
q
s
0

: (B.6)
Wegen (B.6) gilt 
;z
:= 
+
;z
+ 
 
;z
= z
 
s
0

.
Fu¨r (; ) 2 f+; g  f0; 1g definieren wir die Abbildungen Q
;
2 Hom(V

2
; V

4
) durch
(Q
;
)
abmn
rs
=
X
x;y;z
(
^
P

)
ab
xy
(P

)
mn
yz
(
^
P

)
xz
rs
:
Wegen ^P  2 Mor(u
u) und P

2 Mor(u
c

u) erha¨lt man unschwer, dass die Elemente Q
;
im Raum Mor(u
u;u
u
uc
u) liegen.
Lemma B.1 Es seien A eine der Hopfalgebren O(GL
q
(N)) bzw. O(SL
q
(N)),   =  
;z
und
!
ij
:= !

(u
i
j
). Dann gilt fu¨r alle a; b; r; s = 1; : : : ; N
(i)
u
a
r
u
b
s
  Æ
ar
Æ
bs

X
;;m;n
c
;
(Q
;
)
abmn
rs
eu
m
n
(mod R
;z
); (B.7)
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wobei c
;1
= 



;z
und c
;0
= u



;z
.
(ii)
S(u
a
r
u
b
s
) =
X
;;
0
c
;
c
;
0
(Q
;
)
abmn
xy
(Q
;
0
)
xyvw
rs
!
mn

 !
vw
:
(iii) Es gilt S(W

) = A

;z
 +B

;z
#
 #, mit W

= V

  

;z
U und
A

;z
= 

(

;z
)
2
  

;z
; B

;z
= 

(

;z
)
2
  u
 1


(

;z
)
2
: (B.8)
Beweis. (i) Im gesamten Beweis summieren wir u¨ber sich wiederholende Indizes. Wir beno¨tigen
die Formeln (2) und (3) der Arbeit [91, S. 318], das sind
(v

)
i
j
 
1
u
Æ
ij
V

 

;z

u
i
j
 
1
u
Æ
ij
U

(mod R
;z
); (B.9)
f
W

=
e
V

  

;z
e
U  0 (mod R
;z
): (B.10)
Setzt man diese Formeln in die Hauptformel des Beweises von [92, Lemma 4.4] ein, na¨mlich in
u
a
r
u
b
s
  Æ
ar
Æ
bs
 s
 1
+
[[2]]
2
q
(
^
P
+
)
ab
xy
ev
+
y
z
(
^
P
+
)
xz
rs
+ s
 1
 
[[2]]
2
q
(
^
P
 
)
ab
xy
ev
 
y
z
(
^
P
 
)
xz
rs
 q[[2]]
q
s
 1
+
t
 1
+
(
^
P
+
)
ab
rs
e
V
+
  q[[2]]
q
s
 1
 
t
 1
 
(
^
P
 
)
ab
rs
e
V
 
(mod R
;z
);
und benutzt die Identita¨t s

= q
 1
[[2]]
q
t

  u, erha¨lt man nach einer Reihe von Umformungen
(B.7).
(ii) Nach Definition der Abbildung S und wegen ! (a) = !(b) fu¨r a  b (mod R
;z
), nach
Definition des assoziierten Rechtsideals, folgt aus (i)
S(u
a
r
u
b
s
) = !(u
a
x
u
b
y
)
 !(u
x
r
u
y
s
) =
X
;
0
;
0
c
;
c

0
;
0
(Q
;
)
abmn
xy
(Q

0
;
0
)
xyvw
rs
!
mn

 !
vw
:
Wegen ^P  ^P 0 = Æ
;
0
^
P
 erhalten wir daraus (ii).
(iii) Nach Definition von V

, wegen ^P  ^P 0 = Æ
;
0
^
P
 und q 2x 2y( ^P )ij
xy
= q
 2i 2j
(
^
P

)
ij
xy
(keine
Summation) ergibt sich
S(V

) = q
 2i 2j
(
^
P

)
ij
xy
X

0
;;
0
c

0

c

0

0
(
^
P

0
)
xy
ab
(P

)
mn
bc
(
^
P

0
)
ac
ed
(P

0
)
vw
df
(
^
P

)
ef
ij
!
mn

 !
vw
= q
 2x 2y
X
;
0
c

c

0
(
^
P

)
xy
ab
(P

)
mn
bc
(
^
P

)
ac
xd
(P

0
)
vw
dy
!
mn

 !
vw
:
Man beachte, dass die lineare Abbildung T

= (T
bcdy

) mit T bcdy

= q
 2x 2y
(
^
P

)
xy
ab
(
^
P

)
ac
xd
(kei-
ne Summation u¨ber y) zum Morphismenraum Mor(1;uc
u
uc
u) geho¨rt. Da ein linearer
Isomorphismus dieses Raumes mit Mor(uc
u) existiert, ist auch der erste Raum zweidimen-
sional. Die beiden MorphismenQ
0
und Q
1
mit Qbcdy

:= q
 2y
(P

)
bc
yd
,  = 0; 1 (keine Summation
u¨ber y) bilden eine Basis vonMor(1;uc
u
uc
u). Wegen (A.5) ist T

= 
 1

Q
1
+u
 1

 1

Q
0
.
Außerdem gilt
(P


 P

0
)Q

00
= Æ
;
0
Æ
;
00
Q

;
Q
mnvw
0
!
mn

!
vw
=
1
u
#
# und Qmnvw
1
!
mn

!
vw
=   
1
u
#
#:
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Somit erhalten wir
S(V

) = (
 1

c
2
;1
Q
mnvw
1
+ u
 1

 1

c
2
;0
Q
mnvw
0
)!
mn

 !
vw
= 

(

;z
)
2
 +
 


(

;z
)
2
  u
 1


(

;z
)
2

#
 #:
(B.11)
Wegen S(U) =  ist der Beweis von (iii) komplett.
Beweis von Lemma 3.38 (i). Er ist in zwei Teile gegliedert. Der einfache Teil behandelt den
Beweis fu¨r die Parameterwerte z mit z2N 6= q4. Die Werte z mit zN = q2 und zN =  q2 sind
schwieriger zu handhaben. Man beachte, dass die Fa¨lle zN = q2 keineswegs pathologischen
Charakter tragen. Vielmehr sind genau diese Parameterwerte   -zula¨ssig fu¨r SL
q
(N). Um die
Bezeichnungen zu vereinfachen, lassen wir bei den Parametern A
;z
; B

;z
; n
;z
; 
;z
; 

;z
; 

;z
und 
;z
den Index ; z weg.
Fall 1: z2N 6= q4. Nach [91, Formel (3) S. 318] und [91, Theorem 2.1 (iii)] gilt
g
D
 1
 
e
U (mod R) und eD   z Nq2 eU (mod R):
Da D und D 1 gruppenartig sind, erha¨lt man wegen S(eU) =  und !(eU) = #,
S(
g
D
 1
  
e
U) = 
2
#
 #  ;
S(
e
D+ z
 N
q
2

e
U) = z
 2N
q
4

2
#
 # + z
 N
q
2
 :
(B.12)
Wegen zN 6= q2 ist  6= 0. Folglich gilt nach Division der obigen beiden Gleichungen durch
 bzw. durch z Nq2 und anschließendem Gleichsetzen  = #2 =  z N q2#2 in
u
 
^
.
Folglich ist #2 = 0 in
u
 
^
, da zN 6=  q2.
Fall 2: (zN   q2)(zN + q2) = 0.
Wir setzen x := eUU   eU . Man beachte, dass wegen ^P+ + ^P  = I gilt x = fW
+
+
f
W
 
.
Nach (B.9) und wegen + +   =  + u gilt x  0 (mod R). Wegen Lemma B.1 (iii), ist
S(x) = A +B#
 #, wobei A = A+ +A  und B = B+ +B . Setzt man b = U in (B.3) ein
und b = eU in (B.4), so erha¨lt man
(#
 #) /U = n
2
 + (2n + u)#
 #;  /U = (A  n + u) + (B   2)#
 #: (B.13)
Setzt man in (3.17) r = x und a = U ein, so folgt aus (B.13)
S(xU) = A /U +B(#
 #) /U
= (A(A  n + u) +Bn
2
) + (A(B   2) +B(2n + u))#
 # (B.14)
=: A
0
 +B
0
#
 #:
Angenommen, die Matrix

A B
A
0
B
0

sei regula¨r. Dann ist #
# eine Linearkombination von
S(x) und S(xU), und somit gilt #
# 2 S(R), und wir sind fertig. Ist die Matrix singula¨r, gilt
(A  nB)(2A  nB) = 0:
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Wendet man obige Argumentation anstelle auf fS(x); S(xU)g auf die Paare fS(x); S(fW
+
U)g,
fS(x); S(
f
W
 
U)g, fS(
f
W
+
); S(
f
W
+
U)g und fS(fW
 
); S(
f
W
 
U)g an, so erhalten wir #
# 2 S(R)
oder zwei weitere Mo¨glichkeiten: 2A+ = nB+; 2A  = nB  oder A+ = nB+; A  = nB .
Fall 2.1: 2A = nB,  2 f+; g. Es sei zuna¨chst N  3. Da q transzendent ist, ist

 von Null verschieden. Setzt man die Werte (B.8) fu¨r A und B ein und verwendet




= u
 1
n
 1
(z
 2
s


  u) und  = u + n, so ergibt sich
2

(

)
2
  2

= n
z
 2
s


  u
un


 
  u
u


(

)
2
;
(+ u)

(

)
2
= (z
 2
s


+ u)

: (B.15)
Angenommen,  = 0 fu¨r ein  2 f+; g. Wegen (B.15) ist dann  + u = z s0

+ u = 0, da


(

)
2
6= 0. Wegen der Definition von  ist somit z 2s

  u = 0. Eliminiert man u, so erha¨lt
man z =  q2 und q ist eine Einheitswurzel. Dies widerspricht unserer Annahme. Folglich ist

+

 
6= 0. Setzt man + u = + +   in Gleichung (B.15) ein, erha¨lt man

+
(
+
(
+
)
2
  z
 2
s
+

  u) =  
+
(
+
)
2

 
;

 
(
 
(
 
)
2
  z
 2
s
 

  u) =  
 
(
 
)
2

+
:
Multipliziert man die beiden Gleichungen, dividiert durch +  und setzt dann die Gleichung


(

)
2
= q
2
z
 2
s

ein, erha¨lt man

+
(
+
)
2
(z
 2
s
 

+ u) + 
 
(
 
)
2
(z
 2
s
+

+ u) = (z
 2
s
 

+ u)(z
 2
s
 

+ u);
bzw.
z
 2
 
q
2
s
+
(z
 2
s
 

+ u) + q
 2
s
 
(z
 2
s
+

+ u)

= z
 4
s
+

s
 

  z
 2
u(s
+

+ s
 

) + u
2
:
Wegen (B.5) verschwindet der Koeffizient vor z 2 . Setzt man s

= u + q

r

[[2]]
q
ein, erha¨lt
man weiter
0 = z
 4
(q
2
s
+
(u + q
 
r

[[2]]
q
) + q
 2
s
 
(u + q

r

[[2]]
q
)  (u + q
 
r

[[2]]
q
)(u + q

r

[[2]]
q
))  u
2
;
bzw.
0 = z
 4
((q
2
s
+
+ q
 2
s
 
)u + (q

s
+
+ q
 
s
 
)[[2]]
q
r

  u
2
  ur

[[2]]
2
q
  r
2

[[2]]
2
q
)  u
2
:
Benutzt man (B.5), (B.6) und u 6= 0, hat man z 4 (u + [[2]]2
q
r

)   u = 0. Wegen z2N = q4,
liefert dies im Falle  = +
(q
2N+2
+ q
2N
+ q
2N 6
+ q
2N 8
+   + 1)
N
  q
8
(q
2N 2
+ q
2N 4
+   + 1)
N
= 0;
und im Falle  =  
(q
2N+2
+ q
2N
+   + q
8
+ q
2
+ 1)
N
  q
4N 8
(q
2N 2
+ q
2N 4
+   + 1)
N
= 0:
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Da N  3 widerspricht dies unserer Annahme, dass q transzendent ist. Somit ist der Fall
2A

= nB
 fu¨r N  3 unmo¨glich. Es sei nun N = 2,   =  
+;z
, und z2 =  q2. Entspre-
chend z = iq (i = p 1) lauten die definierenden Parameter
 = 
+
= i(q
 1
+ q
 5
); 
+
 = i(q + q
 1
);

+
=  n
 1
(1 + q
 2
+ q
 4
)(q
 2
+ q
 6
); n = iq
 1
  q
 2
  q
 4
 iq
 5
;

+
(
+
)
2
= n
 2
(q
4
+ q
2
+ 1)(q
 2
+ q
 6
)
2
:
Setzt man diese Werte in (B.8) ein, fu¨hren elementare Umformungen der Gleichung
2A
+
  nB
+
= 0 in beiden Fa¨llen auf (q2 + 1)2(q4 + 1) = 0. Dies widerspricht unserer An-
nahme, dass q transzendent ist.
Fall 2.2: A = nB,  2 f+; g. ¨Ahnlich zur Herleitung von (B.15) erhalten wir


(

)
2
= z
 2


s


. Setzt man 

(

)
2
= q
2
z
 2
s

ein und dividiert dann durch z 2 , so
erha¨lt man q2s

= 

s


. Setzt man hier die Identita¨t q2s

= q^
 1
[[2]]
q
r

+ s


ein, subtra-
hiert s

und multipliziert dann mit s 

, so erha¨lt man fu¨r  = +;  die beiden Gleichungen
 q^
 1
[[2]]
q
r

s
 

= s
+

s
 

(
+
  );
  q^
 1
[[2]]
q
r

s
+

= s
+

s
 

(
 
  ):
Addiert man die beiden Gleichungen und beachtet ++  = +u und s 

 s
+

=   q^[[2]]
q
r

,
erhalten wir [[2]]2
q
r
2

= (u )s
+

s
 

. Folglich ist  = us+

s
 

=(s
+

s
 

  [[2]]
2
q
r
2

). Beachtet man
s
+

s
 

 [[2]]
2
q
r
2

= u(u+r

[[2]]
2
q
), erha¨lt man weiter  = s+

s
 

=(u+r

[[2]]
2
q
). Setzt man schließlich
 = z
 
(u + r

) ein, hat man
z
 
(u + r

)(u + r

[[2]]
2
q
) = (u + q

[[2]]
q
r

)(u + q
 
[[2]]
q
r

):
Wegen z2N = q4 schließen wir hieraus, dass q algebraisch ist. Dies widerspricht unserer An-
nahme. Der Fall A = nB ist somit unmo¨glich. Fasst man die Resultate der Fa¨lle 2.1 und 2.2
zusammen, dann ergibt sich #2 = 0 in
u
 
^
, und der Beweis ist abgeschlossen.
Zu (ii). Nach [111, Formel (1.26)] liegt x := eUU   eU in R. Mit Hilfe der Maurer-Cartan-
Formen # und  la¨sst sich dieses Element schreiben als  = A +B#
 #, mit
A = q
 6
(q   )(q
5
  ) und B = 2q 1(q5   )=(q3   );
vergleiche etwa [96, S. 517, unten]. Man beachte, dass 2A = nB, wobei n = n
+;z
=
q
 1
  q
 2
  q
 4
+ q
 5
. Wir mu¨ssen nur noch nachweisen, dass  ein Vielfaches von +
ist. ¨Aquivalent dazu ist, dass  keinen  -Anteil hat. Dazu beno¨tigen wir die Umrechnung der
Maurer-Cartan-Formen auf unsere Standardbasis !+
ij
. Nach (B.1) gilt
 = q
 2i
!
ij

!
ji
= q
 2i
 
(z
 1
(
^
R
2
)
ik
jl
!
+
kl
  Æ
ij
!
+
0



 
z
 1
(
^
R
2
)
jm
in
!
+
mn
  Æ
ji
!
+
0

= z
 2
q
 2i
(
^
R
2
)
ik
jl
(
^
R
2
)
jm
in
!
+
kl

!
+
mn
+ ( 2z
 1
s
0
+
+ u)!
+
0

!
+
0
= z
 2
q^
2
q
 2l
!
+
kl

!
+
lk
+ !
+
0

!
+
0
;
wobei  = z 2(q 1q^3 + 2q 1q^ + u)  2n  u. Dabei benutzten wir die Heckebedingung (2.4),
(A.5) und tr1
q
^
R = q
 1
I , vergleiche Anhang A.1, und die Definition von n
+;z
. Wegen (B.1) gilt
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ferner #
# = n2!+
0

!
+
0
: Nach (3.67) und (3.66) gilt
!
+
0

!
+
0
= q
+
  q
 1

 
;
q
 2l
!
+
kl

!
+
lk
= q
 1
(
+
+ 
 
):
Wir berechnen nun die  -Komponente   von . Nach den obigen beiden Transformationsfor-
meln ist

 
= (A + b# 
 #)
 
=
 
z
 2
q^
2
Aq
 2l
!
+
kl

!
+
lk
+ (a+ n
2
B)!
+
0

!
+
0

 
= (q
 1
z
 2
q^
2
A  q
 1
(A+ n
2
B))
 
:
Setzt man nun z2 = q2 und 2A = nB ein, erkennt man, dass der obige Koeffizient verschwin-
det, also   = 0.
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Wir wollen, a¨hnlich zum Anhang B.1, nachweisen, dass die biinvarianten 2-Formen + und

  in S(R) liegen. Wir setzen dabei im Gegensatz zum vorangegangenen Anhang nur voraus,
dass q keine Einheitswurzel ist. Wir werden fu¨r die Kalku¨le  
+
:=  
+;1
und  
 
:=  
 ;1
verschiedene Beweise angeben, da  
 
etwas schwieriger zu handhaben ist. Der Beweis fu¨r  
+
ist einfach, da wir nur auf ein einzigesAd
R
-invariantes Element ausR zuru¨ckgreifen mu¨ssen. Im
zweiten Beweis beno¨tigen wir zumindest zwei derartige Elemente, deren genaue Beschreibung
wir aus [92, Abschnitt 6] nehmen. Außerdem verwenden wir ein Computeralgebra-Programm,
um lange Termumformungen auszufu¨hren. Fu¨r transzendente Werte von q funktioniert der erste
Beweis auch fu¨r  
 
.
Abku¨rzend schreiben wir r^ = r   r 1. Im Folgenden wird nicht u¨ber die Indizes  und 
summiert.
Teil 1:   =  
+
. Zur Abku¨rzung setzen wir 
ij
:= !
+
ij
und  := !+
0
. Wir zeigen zuna¨chst, dass
Q :=
e
U
2
  q^r^
e
U in R liegt. Wegen (2.46) und (A.14) erhalten wir  /U = tr1
q
(
^
R
2
)
m
n

mn
=
(q^r^ + s). Wegen (2.31), (2.29), und "(U) = s erhalten wir
!(Q) = ( /
e
U) /
e
U   q^r^ /
e
U = 0:
Außerdem ist "(Q) = 0 und somit Q 2 R. Als na¨chstes berechnen wir S(Q). Wegen Q 2 R
erhalten wir mit (3.20) S(Q) = (
) /Q. Beachtet man (B.1) und (3.69), erha¨lt man
S(Q) = (
) /Q = (q
+
  q
 1

 
) / (
e
U
e
U   q^r^
e
U)
= q
2
+

+
  q
 1

2
 

 
  q^r^(q
+

+
  q
 1

 

 
)
= q
+
(
+
  q^r^)
+
  q
 1

 
(
 
  q^r^)
 
: (B.16)
Da R ein Rechtsideal ist, liegt QeU ebenfalls in R. Wegen (3.19) und (B.16) gilt also
S(Q
e
U) = q
2
+
(
+
  q^r^)
+
  q
 1

2
 
(
 
  q^r^)
 
: (B.17)
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Zur Lo¨sung dieses linearen Gleichungssystems (B.16) und (B.17) in den Variablen + und  
betrachten wir die Koeffizientendeterminante
det = 
+

 
(
+
  
 
)(
+
  q^r^)(
 
  q^r^)
= (r+ r
 1
)q^
6
[[2]]
3
q
(qr  q
 1
r
 1
)(q
 1
r  qr
 1
)(q
2
r  q
 2
r
 1
)(q
 2
r  q
2
r
 1
):
Da q keine Einheitswurzel ist, gilt det 6= 0. Folglich liegen sowohl + als auch   in S(R).
Teil 2:   =  
 
. Wir bezeichnen den kritischen Wert mit c,
c = q^q
2
r(2s+ q^r^) = (q
4
+ 1)r
2
+ 2q(q
2
  1)r  (q
4
+ 1):
Es gibt zwei Ad
R
-invariante quadratische Elemente in A, na¨mlich V

= D
b
a
D
j
i
(
^
P

)
ai
yz
u
y
b
u
z
j
,
 2 f+; g mit "(V

) = st

.
Die den Kalku¨l  
 
definierenden Parameter  sind bestimmt durch die Gleichung fW

2 R,
wobei W

= V

  

U , vgl. [92, (3) S. 656]. Auf derselben Seite findet man auch deren nume-
rische Ausdru¨cke:

+
=
r^( q
2
r+ q
 2
r
 1
  q^)
q^r^ + 2s
;

 
=
r^( q
 2
r+ q
2
r
 1
  q^)
q^r^ + 2s
:
Die Spektralprojektoren ^P , 2f+; g, der ^R-Matrix aus Abschnitt 2.1.4 sowie ihre q-Spuren
kann man auch in der folgenden Gestalt aufschreiben
^
P

= (

+ 
 1

)
 1
(
 1

I +
^
R + q^(1  r

)
 1
K); (B.18)
tr
1
q
(
^
P

) =
r^(
2

r  
 1

)
q^(

+ 
 1

)(

r  1)
I =: t

I: (B.19)
Man rechnet leicht nach, dass die rechtsadjungierte Wirkung eines Ad
R
-invarianten Elements
den Raum der biinvarianten Elemente eines beliebigen Hopf-Bimoduls invariant la¨sst. Wendet
man dies auf die Hopf-Bimoduln  und die Ad
R
-invarianten Elemente V

an und beachtet,
dass  , 2f+; g, das einzige biinvariante Element von  ist (bis auf Vielfachheit), dann
mu¨ssen also komplexe Zahlen c

, ;  2 f+; g, existieren mit


/
f
V

= c



:
Wir wollen diese Konstanten bestimmen. Nach Definition von V

und Gleichung (3.68) ist


/ V

= 

/ u
i
j
u
s
t
(
^
P

)
jt
ab
D
a
i
D
b
s
=
 
Æ
ij


+ q^(
2

+ 1)

ij
  r
 1
q^(1 + 
 2

)

ij

/ u
s
t
(
^
P

)
jt
ab
D
a
i
D
b
s
:
Wir demonstrieren die Berechnungen am ersten Term. Wegen (3.68) und (B.19) gilt
Æ
ij


/ (u
s
t
(
^
P

)
jt
ab
D
a
i
D
b
s
) = t



/U = t

(s+ 

)

:
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¨Ahnlich den graphischen Berechnungen im Abschnitt 3.6.1 erha¨lt man fu¨r die beiden anderen
Terme


ij
/ (u
s
t
(
^
P

)
jt
ab
D
a
i
D
b
s
) = (q^Æ
;
r
2

2

+ r
2

t

  q^


 1

e

)

;


ij
/ (u
s
t
(
^
P

)
jt
ab
D
a
i
D
b
s
) = (q^r
 1



e

+ 
 2

t

  q^r
 1

 2

Æ
;
)

;
wobei man e

aus dem folgenden Bild mit Hilfe von (B.18) bestimmt:
^
P


P

6 6
? ?

P

^


6
= e



:
Abbildung B.1: Die Definition von e

.
Der numerische Wert ist e

= (
 1

+ q^(1   r

)
 1
)=(

+ 
 1

). Setzt man alle bekannten
Parameter ein, hat man schließlich
c
++
= c
 1
(q
2
+ 1)(q
2
r
2
  1)r
 2
q
 6
((q
12
+ q
4
)r
4
+ (2q
11
  2q
9
+ 2q
5
  2)r
3
+
+ ( q
12
+ q
8
  4q
6
+ q
4
  1)r
2
+ ( 2q
9
+ 2q
7
  2q
3
+ 2q)r+ q
8
+ 1);
c
+ 
= c
 1
[[2]]
q
(2(q   q
 1
r
 2
)(r+ q
3
)(r  q)((q
2
  1 + q
 2
)r
2
+ q^r  q
2
+ 1  q
 2
);
c
 +
= c
 1
[[2]]
q
(2(q
 1
  qr
 2
)(qr+ 1)(q
3
r  1)((q
2
  1 + q
 2
)r
2
+ q^r  q
2
+ 1  q
 2
);
c
  
= c
 1
(q
2
+ 1)(r
2
  q
2
)r
 2
q
 6
((q
8
+ 1)r
4
+ (2q
9
  2q
7
+ 2q
3
  2q)r
3
+
+ ( q
12
+ q
8
  4q
6
+ q
4
  1)r
2
+ ( 2q
11
+ 2q
9
  2q
5
+ 2q
3
)r+ q
12
+ q
4
):
Nun ko¨nnen wir vier biinvariante Elemente von S(R) bestimmen. Wegen (B.1) und (3.69) er-
halten wir
S(W

) = (
) / (
f
V

  

e
U) = q(c
+
  


+
)
+
  q
 1
(c
 
  


 
)
 
: (B.20)
¨Ahnlich zum Teil 1 erhalten wir daru¨ber hinaus
S(W

e
U) = q
+
(c
+
  


+
)
+
  q
 1

 
(c
 
  


 
)
 
: (B.21)
Wir betrachten die 42-Koeffizientenmatrix T = (T
ij
) des linearen Gleichungssystems (B.20)
und (B.21),  2 f+; g, mit den Variablen + und  . Ihre beiden Spalten lauten
(T
i1
) = q
 
c
++
  
+

+
; c
+ 
  
 

+
; 
+
(c
++
  
+

+
); 
+
(c
+ 
  
 

+
)

t
;
(T
i2
) =  q
 1
 
c
 +
  
+

 
; c
  
  
 

 
; 
 
(c
 +
  
+

 
); 
 
(c
  
  
 

 
)

t
:
Wir unterscheiden drei Fa¨lle: 1. (T
i1
) = 0, 2. (T
i2
) = 0 und 3. keine Spalte verschwindet
identisch.
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Fall 1: c
++
  
+

+
= c
+ 
  
 

+
= 0. Dies entspricht dem folgenden Gleichungssystem:
0 = (q
2
+ 1)(qr  1)(qr+ 1)(q
12
r
4
+ q
4
r
4
+ 2q
11
r
3
  2q
9
r
3
+ 2q
5
r
3
  2q
3
r
3
 
  q
12
r
2
+ q
8
r
2
  4q
6
r
2
+ q
4
r
2
  r
2
  2q
9
r+ 2q
7
r  2q
3
r+ 2qr+ q
8
+ 1);
0 = 2(qr  1)(qr+ 1)(r+ q
3
)(r  q)
 (q
4
r
2
  q
2
r
2
+ r
2
+ q
3
r  qr  q
4
+ q
2
  1)(q
2
+ 1):
Da q keine Einheitswurzel ist, erhalten wir
d
1
= q
12
r
4
+ q
4
r
4
+ 2q
11
r
3
  2q
9
r
3
+ 2q
5
r
3
  2q
3
r
3
 
  q
12
r
2
+ q
8
r
2
  4q
6
r
2
+ q
4
r
2
  r
2
  2q
9
r+ 2q
7
r  2q
3
r+ 2qr+ q
8
+ 1 = 0;
d
2
= q
4
r
2
  q
2
r
2
+ r
2
+ q
3
r  qr  q
4
+ q
2
  1 = 0:
Mit Hilfe des Euklidischen Algorithmus eliminieren wir schrittweise die Potenzen von r und
erhalten schließlich zwei Polynome in den Variablen q und r:
a =(q
4
+ 1)(q
6
  q
2
+ 1)(q
8
+ 1)q
4
r
3
+
+ (q
4
  q
2
+ 1)(3q
14
  2q
10
+ 2q
8
  q
6
+ 2q
2
  2)q
3
r
2
+
+ (q
20
  2q
18
+ 2q
14
  4q
12
  q
10
+ 5q
8
  6q
6
+ q
4
+ q
2
  1)r+
+ (q
4
  q
2
+ 1)(q
16
  4q
14
+ 2q
12
+ 2q
10
  5q
8
+ 2q
6
+ 2q
4
  4q
2
+ 2)q
und
b = ( q
4
  1)(q
6
  q
2
+ 1)(q
4
  q
2
+ 1)
4
(q   1)
6
(q + 1)
6
qr+
+ ( 2q
12
+ 3q
10
  3q
8
+ q
6
+ q
4
  2q
2
+ 1)(q
4
  q
2
+ 1)
3
(q   1)
6
(q + 1)
6
q
2
;
so dass ad
2
+ bd
1
=  (q
6
+ q
3
+ 1)(q
6
  q
3
+ 1)(q   1)
6
(q + 1)
6
q. Man beachte, dass auf
der rechten Seite kein r mehr auftritt. Da aber d
1
= d
2
= 0, muss auch die rechte Seite der
obigen Gleichung gleich 0 sein, und somit ist q eine Einheitswurzel, was unserer Annahme
widerspricht. Folglich tritt der Fall 1 nicht ein.
Fall 2: c
 +
 
+

 
= c
  
 
 

 
= 0. Analog zum Fall 1 erhalten wir aus den obigen beiden
Gleichungen, dass
d
3
= q
4
r
2
  q
2
r
2
+ r
2
+ q
3
r  qr  q
4
+ q
2
  1 = 0;
d
4
= q
8
r
4
+ r
4
+ 2q
9
r
3
  2q
7
r
3
+ 2q
3
r
3
  2qr
3
 
  q
12
r
2
+ q
8
r
2
  4q
6
r
2
+ q
4
r
2
  r
2
  2q
11
r+ 2q
9
r  2q
5
r+ 2q
3
r+ q
12
+ q
4
= 0:
Wiederum existieren Polynome a und b in den Variablen q und r, so dass ad
3
+ bd
4
=
(q
6
+ q
3
+ 1)(q
6
  q
3
+ 1)(q
4
  q
2
+ 1)(q   1)
12
(q + 1)
12
q
2
. Dies widerspricht unserer An-
nahme, dass q keine Einheitswurzel ist. Somit verbleibt als einzige Mo¨glichkeit der Fall 3.
Fall 3. Wir werden zeigen, dass T den Rang 2 hat. Angenommen, T habe ho¨chstens den Rang 1.
Dann mu¨ssen insbesondere die 22-Matrizen, gebildet aus der ersten und dritten Zeile bzw. aus
der zweiten und vierten Zeile die Determinante 0 haben. Wegen 
+
 
 
6= 0 ist dies a¨quivalent
zu den Gleichungen (c
++
  
+

+
)(c
 +
  
+

 
) = 0 und (c
+ 
  
 

+
)(c
  
  
 

 
) = 0.
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Da außerdem die Matrix aus den ersten beiden Zeilen eine verschwindende Determinante hat,
erhalten wir c
++
 
+

+
= c
+ 
 
 

+
= 0 oder c
 +
 
+

 
= c
  
 
 

 
= 0. Doch das
ist nach der Fallannahme ausgeschlossen. Folglich hat T den Rang 2, und sowohl + als auch

  liegen in S(R).
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