Abstract-The demands for the scalable and efficient network at data centers are becoming more and more intense recently. However, there are three problems needed to be solved, i.e., the ever-increasing number of actual or virtual machines demands, effectively managing these different machines and maintaining the effectiveness. This paper proposes a new software defined network (SDN) based on VLANs and its significant characteristic is to build a scalable layer 2/3 network for data centers based on the physical OpenFlow switches. Our framework has high performances because: 1) The operation of encapsulating and unpacking packets is not necessary; 2) Routing paths can be precomputed.
I. INTRODUCTION
There is an increasing trend toward migrating applications, computation and storage of data centers, which is fashionable across the Internet. Benefiting from commodities of scale leads to the emergence of "mega data centers" that is able to make host applications running on tens of thousands of servers [1] . For instance, a web search request may access an inverted index spread across 1,000+ servers, and correspondingly, data storage and analysis applications may interactively process petabytes of information stored on thousands of machines. There are numerous networking application requirements across all these cases. In order to overcome the disadvantages of the heavy administrative overhead and support end host virtualization, most of the data centers deploy a layer 2 network where forwarding is performed based on flat MAC addresses. However, the traditional layer 2 protocols such as Spanning Tree Protocol (STP) are not suitable for a large data center network at this scale because of the long data interruption in STP recalculations, inefficient utilization of the available bandwidth, broadcast storms and so on. Therefore, the design of a novel data center network architecture with the features of scalability, low cost, robustness, and energy conservation is required.
Software defined network (SDN) [6, 7, 8] may be another effective answer to solve the problem of large-scale network across data centers. SDN is an emerging paradigm in computer networking that allows a logically centralized software program to control the behavior of an entire network. But a navie SDN technology is still difficult to solve those problems mentioned above, the reasons are: (1) the configurations of controller in a pure SDN is very high, thus it is difficult to provide excellent performance for large-scale networks; (2) its scalability will become very poor due to the restrictions of the supported maximum number of flow entries of the commercial physical switches.
In this article, we share the experience of developing a SDN-based data center network, which constructs a switch overlay to enable packet routing among switches based on the VLANs that indicates the destination OVS switch of the packet. The shortest paths among the OVS switches should be computed when constructing the overlay at the beginning, so they do not need to be computed any more while communicating between any pair of hosts. The MAC address resolving and the rules to push VLAN IDs for the packets can be done by a cluster of Controllers to achieve high efficiency and scalability. Not only can the proposed network achieve the intrinsic flexibility of SDN, but also it has the high efficiency and scalability due to its distributed switching, small number of flow entries in each switch, pre-computed paths, and low interactions between the control and data planes. This paper is organized as follows: related works are described in section 2. In section 3, the proposed framework and problem definition are presented. Finally, concluding remarks are given in section 4.
II. RELATED WORK Software-defined network (SDN) has become one of the most important architectures for the management of large scale, complex networks which may require re-policing or reconfigurations from time to time. SDN achieves easy repolicing by decoupling the control plane from data plane. Thus the network routers/switches just simply forward packets by following the flow table rules set by the control plane. Currently, OpenFlow is the most popular SDN protocol/standard and has a set of design specifications. Although SDN/OpenFlow is a relatively new area, it has attracted much attentions from both academia and industry. In SDN, the Controller works as an ARP-proxy to handle the ARP requests since it has the full knowledge of the whole network topology and the exact location of every host. And the switches route packets under the instructions of the installed flow entries. Therefore, the two main challenges in designing large layer 2 networks can be solved inherently.
A typical communication between any pair of hosts, named as h 1 and h 2 , in current popular SDN platforms such as OpenDayLight (ODL) [2] and Ryu [3] , is shown as follows:
1) If h 1 wants to send a packet destined to h 2 , the packet will be transmitted to the ingress switch of h 1 at first. And then the switch forwards it to the Controller.
2) The Controller compute a suitable path for h 1 and h 2 based on the network topology, and installs corresponding OpenFlow flow entries to the switches along the computed path from h 1 to h 2 . Then, the subsequent packets are routed according to the installed flow entries. Nevertheless, such procedures have too many interactions between the Controller and switches. And a large number of flow entries are required in the switches. Although SDN can work in the proactive operation mode and its switch flow tables can be populated in advance for predicting all the possible traffic in a cloud data center, it still can involve huge communications and lead to very large number of flow entries, which is unrealistic for hardware. In spite of providing coarse flow granularity, flow aggregation can be a possible remediation for scalability bottlenecks in the core network. However, the wildcard entries space that supports flow aggregation is usually rather limited, even in flexible software implementations (e.g., 100 entries reference the Stanford implementation). Recently, [13] and [14] have proposed that core networks can benefit from independent evolution between switching fabric and edge nodes in SDN. In other words, the way of a switch fabric to provide raw forwarding capacity to interconnect the edge nodes can be beneficial for the speed and cost. However, they are purely conceptual proposals.
Compared to the above solutions, the proposed network in this paper achieves the intrinsic flexibility of SDN, and has the high efficiency and scalability due to its distributed switching, highly reduced number of flow entries in switches, precomputed paths, and low interactions between the Controller and switches.
III. PROBLEM DEFINITION AND THE FRAMEWORK
The architecture of the proposed network is same to the standard architecture of the OpenFlow [9] based SDN. The core is the SDN Controller, which controls the actions of all the switches via OpenFlow messages. Each switch transmits data packets according to the installed flow entries in its flow tables. The main characteristics that differentiate it from the existing SDN solutions are the two stages in constructing paths for hosts and routing packets in switch level.
After discovering the network topology, the Controller computes paths for all pairs of switches and assigns a tag for each path. Then, each path is installed into the related switches along the path via OpenFlow flow entries. Note that the paths does not have to be the shorted paths and can be computed arbitrarily. The above procedures are called as the Fabric construction, which is basis of the following unicasting path construction. For instance, suppose that switches 1, 3, 4 and 6 are on the path from switch 1 to switch 6 in Fig.1 . Then, in switch 1, the data packets destined to the hosts connected to switch 6 will be transferred to switch 3 via port 2. The main challenge in implementing Fabric Construction is the dynamic in the network topology: switches and links all can be added or removed. After the Controller notifies such events, it must compute the impacts and repair the affected paths.
Since OpenFlow can support multiple flow tables from version 1.1, we build up a packet processing pipeline of four flow tables in each switch for implementing the proposed method. Table 0 is responsible for packets preprocessing, which will redirect the packets to different steps of the pipeline. It has p+2 flow entries, where p is the quality of the switch ports that connects with other switches. The first p entries are as "in_port=i, ip, actions=goto_table: 2", which are responsible for redirecting the packets from other switches to flow Table 2 . And the left two flow entries are "ip, actions=goto_table: 1" and "arp, actions=Controller", which are used for redirecting the packets from local host to Table 1 and the Controller, respectively. Table 1 stores the flow entries for tagging packets that are sent by local hosts to other hosts. Therefore, Table 1 is empty after the Fabric construction, whose flow entries are session-based and are installed in following unicasting path construction. Table 2 is responsible for forwarding packets according to the switch ids. It has at most s flow entries. The first s-1 entries output the packets with different tags to the corresponding ports, and are as "dl_vlan=i, actions=output: j", where s is the total number of switches in the networks, and i is one of the VLAN id and j is one of port of local switch. The last flow entry, which removes the tags of the packets that are sent to the local hosts and then redirect them to Table 3 , is as "dl_vlan=k, actions=pop_vlan, goto_table: 3$", where k is the switch id of the local switch. Table 3 is responsible for the packets that are sent to the local hosts of the switch, which will output the packets to the right local ports according to the Mac or IP addresses. Table 3 is also empty after the initialization of SFabric construction; and a flow entry is installed once a local host is discovered.
Let's considering the switch with id 1 in Fig.1 as an example. Suppose the paths computed for switch 1 to 4, 5, 6 and 7 are shown as the table at the top left corner in Fig.1 . Then the flow tables of switch 1, 3 and 6 would be as the tables shown in Fig.1 . For instance, the fourth flow entry of switch 3 means that the packets with VLAN 6 should be outputted to port 3
When a host A wants communicate with a host B at the first time, it send an ARP request message to its access switch. If B is directly connected to A's access switch, the ARP request is resolved in the traditional manner; otherwise, the switch will forward the ARP request message to the Controller or the other switches, determined by the corresponding priorities of the flow entries.
If the Controller received the ARP request message, it will search the MAC address of B and the ID of its access switch in its database that storing the topology. And then, the Controller sends an ARP responding message to A and two OpenFlow messages to the two access switches of A and B (switch 1 and 6) for loading the two flow entries as shown in the talbes of Fig.1 , whose purposes are to tag the data packets using the destination switch IDs. Note that such flow entries must be stored in the flow table prior to the table for storing the entries that are created in the booting up stage.
After the ARP resolving is finished, the data packets will be tagged by the destination switch by the access switch of the source host. And then, the data packets are forwarded in the switch overlay based on the destination switch ID.
IV. CONCLUSION
In this paper, we propose a large layer 2 network based on SDN technologies for data centers. A central controller is used to manage the routing maps among the switches. But different from other SDN solutions, it employs a totally different operation style for the Controller, which highly releases its workload, forwards flows more efficiently and solves the scalability problem.
In the future, we will test our framework in the real network and promote its performance. And the traffic engineering components will be developed and studied in the future. Furthermore, the ARP resolving is only done by the Controller, which will pose a heavy burden to the Controller. How to relieve such burdens would be another future study direction.
