Tomographic reconstruction from noisy projections do not yield adequate results. Mathematically, this tomographic reconstruction represents an ill-imposed problem due to information missing caused from the presence of noise. Maximum A Posteriori (MAP) or Bayesian reconstruction methods offer possibilities to improve the image quality as compared with analytical methods in particular by introducing a prior to guide the reconstruction and regularize the noise. With an aim to achieve robust utilization of continuity/connectivity information and overcome the heuristic weight update for other nonlocal prior methods, this paper proposed a novel Patch Similarity based Mixture (PSM) prior model for tomographic reconstruction. This prior is defined by a weighted Gaussian distance between neighborhood intensities. The weight quantifies the similarity between local neighborhoods and is computed using a maximization entropy constraint. This prior is then introduced within a joint image/weight MAP CT reconstruction algorithm. Several acceleration trials including Compute Unified Device Architecture (CUDA) parallelization is applied to alleviate the intensive patch distance computation involved in the joint algorithm. The method was tested with both synthetic phantoms and clinical CT data and compared in accuracy with five other reconstruction algorithms which are FBP and Bayesian-based. Reconstruction results show that the proposed reconstructions are able to produce high-quality images with ensured iteration convergence.
Nevertheless, this reconstruction becomes an ill-posed problem when it is carried out from a limited number of projections or has to deal with inconsistencies generated by the presence of noise in the measurements. Several applications are concerned with this problem such as low-dose computed tomography (CT), Positron Emission Tomography (PET) and Single Positron Emission Computerized Tomography (SPECT). The question of how to overcome such ill-posedness has been widely studied in the past twenty years [7] [8] [9] [10] [11] [12] [13] [14] . Among the proposed solutions, a large number of work suggested solving it by imposing a priori knowledge as a regularization constraint in particular within a Bayesian reconstruction framework. The regularization prior, associated with the likelihood function, provide thus an approximate solution of the reconstruction problem as the maximum a priori (MAP) estimate that maximizes the log of the posterior probability [15] .
A large variety of prior has been proposed in the literature. Quadratic priors such as Gaussian-Markov prior or the convex quadratic membrane (QM) prior [8, 15] , have the particularity to bring in a global smoothness of the solution with a tendency in blurring edges in the image. To preserve edges in regularization, some nonquadratic priors with nonquadratic energy potentials have been widely applied in tomographic reconstructions [10] [11] [12] [13] [14] . Some classic edge-preserving nonquadratic priors are the Huber potential function [8] , Median Root Prior (MRP) [10] and TV prior [12] . The main drawbacks of these edge-preserving priors are the unguaranteed convexity, and the easily produced blocky artifacts when the measurements suffer from heavy noise [8, [11] [12] [13] [14] .
In [7] [8] [9] [10] [11] [12] [13] [14] [15] , prior computation usually relies on intensity differences between individual pixels and a simple spatial weighting strategy between neighboring pixels. Thus to take in more information on the image (geometry, statistics distribution of the structures of interest, ), the idea has been to compute this difference between neighboring patches and apply weights that reflect the similarity between pixels within the neighborhood. This idea was inspired from Buades et al.'s work [16] on the nonlocal mean filter designed for image denoising. Our previous work [13] and [17] proposed thereby in the prior function, an adaptive weight as a decreasing function of the Euclidean distance between two square neighboring patches. This weight expressed a similarity between the neighboring pixels and was updated using the latest estimated image in a one step late (OSL) way. This method is however highly costly in computing all the patch distances and may provide inconsistent posterior energy function with some problem of convergence in some situations.
This paper aims at solving these problems by proposing a novel Patch Similarity based Mixture (PSM) prior model within a new convergent image/weight joint reconstruction algorithm. This PSM prior model provides as in [17] , a weighted sum of the distances between patches surrounding each pair of neighboring pixels but weights are now estimated using a constrained entropy maximization, in which a normalization is introduced to preserve the balance between the regularization and image estimate. This proposed PSM prior and the statistical framework for MAP reconstruction are described in section II. To overcome the induced computational burden, a fast implementation of the most time consuming part of the algorithm is performed in Graphics programming Units (GPU) using
Compute Unified Device Architecture (CUDA) framework [18] [19] [20] . An comparative evaluation of this algorithm was afterwards conducted both visually and quantitatively on simulated and real CT data. This evaluation included a study on the iteration monotonicity and sensitivity of the result according to the sizes of the comparing patches and the searching neighborhood windows. The set of results are given in section III.
II. THEORY

A. The Patch Similarity Based Mixture (PSM) Prior Model
A MAP estimate of the image can be computed as the maximization of the posterior probability P (f |g), which is defined by:
where, f j is the estimate for a pixel j in the image space, the potential function v(f ) relates to an intensity difference between the pixel j and the neighboring pixel b. N j denotes the neighborhood window centered at pixel j. In traditional prior such as the Huber one, w bj defines the weighting coefficient that is put to 1 for a neighboring pixel located in the horizontal and vertical direction and 1/ √ 2 when it refers to a neighboring pixel whose location is in the diagonal direction. They also usually express an intensity difference between individual pixels within local neighborhoods [8] [9] [10] [11] [12] [13] [14] [15] . This expression is often inadequate to characterize large density distribution variations on the image. But this issue is made difficult by the fact we have to simultaneously satisfy a double constraint that is the image has to be locally smoothed while allowing sharp intensity transitions that correspond to tissue, organ or lesion boundaries. A way to take into account this double constraint is to introduce adaptive weights in the smoothing prior so that the potential function v(f ) may be set to 0 in case of dissimilarity between neighboring pixels to avoid smoothing between these pixels and preserve thus the transitions at the boundary of two regions.
We proposed in [17] a spatially adaptive nonlocal (NL) prior model in which v(t) = t 2 /2 was used and w in (3) was determined by a similarity criterion between patches surrounding each pair of neighboring pixels within a neighborhood window of size N (Fig. 1) . In [21] , weights w and image f were alternatively updated within a one step late (OSL) algorithm. However, this joint updated reconstruction algorithm although efficient in practice in providing a spatially adaptive regularization, could lead to inconsistent posterior energy function with no guaranty of convergence within each iteration due to the non convexity of the potential function [8] .
To overcome this problem, we propose here a novel PSM prior model, in which regularization takes effect though penalizing the Gaussian weighted Euclidean distance ||G α * n b − G α * n j || between the patches n b and n j surrounding each pair of pixel j and its neighboring pixel b in neighborhood N j . Here, G α is a two-dimensional Gaussian kernel of preset standard deviation α. All the weights w in each N are considered unknown variables with nonlinear dependence on the image f . This PSM prior can be considered as a high-level MRF prior that models the high-order patterns around each pixel in neighborhood N [15] , [21] [22] . For each pair of pixel j and b in neighborhood N j , w bj is considered as the similarity probability between the two patches n b and n j surrounding pixels b and j [24] . We applied then the maximum entropy principle to derive a probability distribution which provides the best consistency in modeling the statistical properties of the image. As we looked for obtaining global patterns via stochastic propagation of local interactions, we choose thus the probability distribution that has the maximum entropy [23, 25] . This was done by introducing in the prior, an entropy term A large value of w bj is associated with an elevated similarity probability between patches n b and n j and a low entropy prior energy and conversely, a small value of w bj leads to a low similarity probability between patches n b and n j and a higher entropy prior energy.
B. Joint Weight/image Reconstruction Algorithm with the application in CT
The joint-MAP reconstruction algorithm can be therefore rewritten, according to the Bayesian theorem in order to build a posterior probability P (f, w, η|g) that includes the parameters w and Lagrange-multiplier parameter η [15, 26] such as:
Substituting the log prior of the Gibbs distribution in (2) produces the objective posterior energy function:
where,f denotes the current estimated image. For each pixel j, this PSM prior uses the mixture prior energy U P SM (f j , w, η|f ) as a constrained combination of a pair-wise weighted patch similarity prior energy and an entropy prior energyj b∈Nj w bj lnw bj . The parameter λ controls the entropy constraint on w , and is routinely set based on the noise level in measurement data.
The proposed PSM prior is applied in statistical CT image reconstruction. We model the scanned photon counts vectors as Poisson random variables. The likelihood function P L (g/f ) for a given CT image f , is described by the independent Poisson distribution [4] :
with the meanḡ
where, g i is the measured photon counts detected by projection i can be modeled as Poisson random variables withḡ i a function of the underlying attenuation map [1] [2] [3] [4] . I is the number of projection lines, J is the number of image pixels and a ij denotes the probability that a transmission from pixel j is detected by the detector i. d i factors represents the photon number detected by detector i in the absence of the absorber. Thus the log-likelihood function for obtaining g from f is:
Then, the objective CT image f and the weights w can be jointly learned through maximizing the ψ β (f, w, η|g)
in ( Letf denotes the current image estimate, each weight w bj is updated by solving arg max w bj (−U P SM (w, η|f ), b ∈ N j ):
w bj is computed in the following way:
Here, G α * n b − G α * n j can be easily calculated using current image estimatef . From (10), we can see that each w bj is determined not only from the similarity metrics between patches n b and n j , but also with the summed similarity metrics between all pairs of patches. So w bj is different from w jb .
2) Image update (with fixed weightŵ): arg max
With the estimated weight denoted byŵ and the terms with no f omitted, the ψ β (f,ŵ|g) becomes
Based on the theory of pseudo-likelihood and Iterated Conditional Mode (ICM) in [15] , we can get each f j by solving the following factorized problem:
The discretization property of the image pixels makes it suitable to apply the Iterative Coordinate Descent (ICD) algorithm to solve (12) [27] [28] . So in this study we use the Paraboloidal surrogate coordinate ascent (PSCA) reconstruction in [9] to solve image estimate at each pixel f j . As an ICD optimization procedure, the PSCA algorithm applies quadratic paraboloidal surrogate to achieve efficient reconstruction in transmission tomography [9] . This PSCA method has a close theoretical relation with the Optimization Transfer idea in [29] , and the iterative scaling based CD optimization with a factorized resulting Newton step [28] . For the PSCA reconstruction, the quadratic paraboloidal surrogate of the log-likelihood term and the quadratic prior term allow exact Taylor expansions, which can lead to an efficient exact Newton update.
When the measured projection data g is also the observed image data f , this reconstruction problem degenerates into a image denoising problem and the above joint weight/image update algorithm leads to the iterative denoising algorithm applied in the Gaussian noise case [30] . It is trivial to prove that the −U P SM (w, η|f ) in (16) is concave with respect to w. ∂that convergence to local maximum is ensured for the iterated objective function ψ β (f, w, η|g).
Finally, the joint reconstruction algorithm is outlined as follows:
Initialize: set the initial image estimatef , built projection matrix A based on system geometry, and set iteration number niter.
• For each iteration k = 1, ...
..., niter:
With current estimated imagef , update allη andŵ bj using (10) , and calculatel i = Af
For each pixel j in image f , based on the PSCA method in [9] , we update the image estimatef j :
We can update the image estimate f j : 
C. Graphic Hardware Acceleration of the PSM Prior Computation
As illustrated in above algorithm outline, the PSM prior reconstruction involves pixelwise calculations of thė
, in which intensive weight computations are required for each pair of patches with centers in each N j over the whole image. This leads to a computational burden that is not compatible with the medical practice.
CUDA offers an unified hardware and software solution for parallel computing on NIVIA GPUs supporting the standard C/C++ programming language together with high performance computing numerical libraries [18] .
A CUDA computation model is broken down into connected CPU (host) and GPU (device) parts. The direct heterogeneous CPU-GPU (Graphic Processing Unit) parallelism technique can be used to develop and deploy kernel functions for computations. The host executes code sequentially for GPU initialization, communication, and making kernel calls, and the GPU executes the kernel functions. Thus we can make well use of the parallel power to achieve time optimized result. Once the data loaded into the GPU memory, multi-kernel functions allow processing the data simultaneously [18] [19] [20] . The CPU calls kernel functions and each call results in the creation of threads and blocks in the GPU. 
……
For all pixel j with its neighborhood N j Parallelly calculate summed weighted intensity differences and the summed weights :
For all pixel j with its neighborhood N j P2= exp
Parallel calculation for only 1 time We exploited therefore this environment to improve the performance of the proposed reconstruction, proposing a parallel implementing of the PSM prior. The structure of the CUDA implementation is illustrated in Fig.2 . The total number of blocks in the grid is given by image row size and the total number of threads in each block by image column size. Therefore, at each iteration in the PSM prior reconstruction, all the threads in this block-grid structure are executed in parallel to perform all the pixelwise operations i.e those involved in the calculations of the weights for all patch pairs and then the pixelwise functionsU
In addition, we devised a more efficient method to calculate the distance dis bj between the two comparing patches n b and n j in (11) in each iteration. In the following (13), we expand the weighted patch distance in (11) into two summations of the G α weighted squared intensities in n b and n j , and one summations of the G α weighted dot product between n b and n j :
Here, under the square root operator, the two first sums, that relates to each patch n b and n j , can be preliminary computed before performing the pixel-wise calculation at each iteration. The third sum related to the intensity dot product between n b and n j can also be considered as one element of the convolution matrix between the central patch n j and the other patches in the neighborhood N . Such convolution can be easily obtained with efficient multiplications, FFT (Fast Fourier Transform) and IFFT (Inverse FFT) operators. In addition, considering that the distance ||G α * n b − G α * n j || is equal to the distance ||G α * n j − G α * n b ||, we can save time by computing one distance on two.
III. EXPERIMENTATION AND ANALYSIS
In order to assess the algorithm effectiveness and speed, we present results on simulated and real data successively.
We compare these results with two kinds of reconstruction methods, which are the conventional FBP and Bayesianbased algorithms respectively. For each of them, we considered different filters and priors. The list below gives the characteristics of each method:
1) FBP1 rec.: Filtered Backprojection reconstruction considering a ramp filter and a cutoff frequency equal to the Nyquist frequency;
2) FBP2 rec.: Filtered Backprojection reconstruction considering a hamming window and a cutoff frequency equal to 80% of the Nyquist frequency;
3) TV prior rec. : MAP reconstruction Algorithm based on a Paraboloidal Surrogates optimization procedure [9] and using a TV prior:
4) Huber prior rec. : MAP reconstruction Algorithm based on a Paraboloidal Surrogates optimization procedure [9] and using a Huber prior : In all the reconstructions, the negative intensities in reconstructed images are set to 0 to preserve intensity positivity. The stopping criterion, for reconstructions using TV, Huber and MRP prior, is given by the condition (k denotes the iteration number):
In the case of the PSM prior based reconstruction, this criterion relies on the current estimated image intensities and weights (k denotes the iteration number):
In practice, between 800 and 1000 iterations are required for all theses methods to reach the stopping conditions. For the proposed PSM prior reconstruction, we use a 1-value unitary image as the initial condition because the streak artifacts in FBP initial condition tends to mess up the whole iteration process. We will illustrate this in the later part of the paper. It is noted in [31] Memory: Effective Memory Clock: 3240MHz Memory Size: 1GB GDDR5 Memory). We build the projection matrix based on ASPIRE software system of Professor fessler's group was used as the programming platform [32] .
A. Reconstruction Results on Simulated Data
Two synthetic phantoms have been considered that were both gray scale images whose intensity ranged within the [0-255] interval with a resolution of 8 bit 256 × 256 pixels and a pixel size of 1mm × 1mm. The first phantom was made of an ellipsoid of uniform background in which a cold square and circle was introduced, the circle having blurred edges and including a smaller hot square for simulating a lesion. The second phantom was a modified shepp-logan phantom in which 4 straight lines of different width was added. We modeled a monochromatic single slice detector CT scanner with a parallel beam geometry. We simulated a CT scan acquisitions with 367 radial bins and 360 angles uniformly spaced to produce a sinogram comprising 360 angular projections, each containing 367 linear samples. For the first phantom, we simulated a low-dose sinogram with a total count 0.7 × 10 8 (further named Phantom1-SL), and considered sinograms with two levels of total counts for the second phantom :1.2 × 10 8 and 4 × 10 8 (further named Phantom2-SL and Phantom1-SH). All the sinograms were generated by adding a 10% zero mean Gaussian noise (with a variance of 0.5) to take into account the electronic and quantum noises. The d i factor in (7) were generated using pseudo-random log normal variates with a standard deviation of 0.3 to take into account the characteristics of the energy-integrating sensor in the X-Ray CT detector. The two original phantoms are displayed in Fig. 3 .
Parameter setting related to the Bayesian based reconstructions are given Table I 
f j , f phantom−j denote the intensity of the pixel j in the reconstructed image and the original phantom image respectively.f phantom provides the mean of all the pixels in the original phantom image. with a higher level of count. We can observe the same effects in a lower proportion since the magnitude of the noise is less important in the original measurements. FBP1 and FBP2 still produce some streak artifacts, Huber and MRP priors provide a smoothed image excepted that edges are better preserved in the image reconstructed with MRP prior, yielding thus a higher level contrast than in the former one. Smaller objects such as the straight lines appears nevertheless relatively smoothed. TV prior performs better in preserving edges and PSM prior still produce the best result both in term of smoothing and edge preservation. In TABLE II, we list the calculated SNR of all the reconstructions with the simulated data. Obviously, the SNR comparisons indicate that Bayesian reconstructions can produce images with higher SNR than analytic FBP reconstructions, and the reconstructed images using the proposed prior can obtain the highest SNR among all the reconstruction methods.
B. Reconstruction Results on Clinical Data
Real data came from a pelvis scan of a 56 year aged patient. This dataset was acquired on a monoenergetic Siemens Somatom volume zoom 1 detector scanner using the following protocol: 100 mA, 120 KV, pixel size:1mm × 1mm, (IN FIG. 4 AND FIG. 5 ) AND THEIR GROUND TRUTH PHANTOM IMAGES.
Methods
Parameter setting
TV prior rec.
Huber prior rec. normalized, corrected for attenuation and scatter and rebinned to 2D using Fourier rebinning. The d i factor in (7) was set to 1. As for the simulated data, we performed a set of experiments to select the optimal parameters for each method and asked a radiologist to evaluate the reconstruction quality. Listed in TABLE III, the parameters were thus chosen according to a visual inspection and based on the capability of the method to preserve the original anatomical structures. Fig.6 illustrates the reconstructions on real clinical data. All the images are displayed using a window level and width respectively equal to 60 and 250 HU (Housfield units). FBP1 (with Ramp filter) produces similar effects to those met on the synthetic phantoms and FBP2 (with Hanning filter, Fig.6(b) ) provides an improved image with lower streak artifacts. For the other methods, the differences locate in the details. We can thus observe in a lower proportion, blocky piecewise smooth regions in the background with undesirable staircase effects around the edges in the reconstructed images (Fig.6(c) ,(d)and (e)) from TV prior, Huber prior and MRP reconstructions. However, we can still notice blocky piecewise smooth regions with the TV prior, Huber prior and MRP reconstructions in Notably, in the proposed reconstruction of pelvis data in Fig.6(f) , compared to other results, the bones (the brightest part of the image), scrotum, muscles(the regions around the bones) and fat tissue(the outer region beneath the skin surface) can be better identified with clearer detail preservation (the parts pointed by red arrows).
To complete this qualitative analysis, each method was evaluated in term of noise suppression, artifact suppression, contrast preservation and global image quality, using a five-point scale (1 = unacceptable, 2 = substandard, 3 = acceptable, 4 = above average, 5 = excellent). This evaluation was realized by three radiologists working in the department of radiology at the Nanjing Hospital in China (X.D.Y., with 15 years of experience, X.H.Y., with 8 years of experience and Y.M.D., with 5 years of experience). We asked them to independently assess the six randomized reconstructed images of the Figure 6 . Un-stationary shapes that had a passive effects on image quality and included streak and blocky artifacts, were considered as artifacts. TABLE IV reports the quality scores of the different methods under the form of a mean score calculated on the responses of the three radiologists. The global mean score computed on the four criteria, for each method, hauls up the PSM method as the best one, followed by the the TV method. If we now look at each score, we can observe that the proposed PSM prior reconstruction is always superior to other reconstructions.
C. Computation Time Comparison
We measured then the acceleration factor, which is defined as the reduction factor in reconstruction time between the CUDA accelerated and the unaccelerated reconstruction algorithms. This study was carried out on all the algorithms and for the data Phantom1-SL using the same parameters as defined in above phantom experiment. (for the proposed PSM reconstruction). The reason that the PSM prior reconstruction can obtain higher acceleration than other Bayesian reconstructions is that the prior involved calculation has a higher proportion in the PSM prior reconstruction. This parallelization was here limited to the weight calculation, and we would try to realize global acceleration of the algorithm (including forward/backward projections, dot multiplication between large matrixes [32] [33] )
D. Initial Conditions and Monotonicity for The Joint Image/Weight Reconstruction Algorithm
We carry out the PSM prior reconstruction on the Phantom1-SL data with the same parameters as previous experiment and a total number of iterations equal to 1000. Fig.7 that using a FBP reconstructed initial image to initialize the reconstruction process, lead to the formation of streak artifacts in the final reconstructed image while a simple uniform initial image provides a good result.
We analyzed then the monotonicity of the PSM algorithm by calculating the posterior function energy ψ β (f, w, η|g) and the SNR with respect to the iteration numbers. Fig.8 depicts their evolutions according to the iteration numbers.
It shows that we have a monotonic increase of the SNR and posterior function energy with the iteration progression.
We can thus conclude that the convergence of the posterior energy is ensured in the iteration of the PSM algorithm. Fig. 9 provides the iterated weight maps for the two specified pixels in the image. It shows that the algorithm can achieve stable weight updates as iteration grows.
E. Study on Size Settings of N and n
We study here the impact of the size setting of N and n on the reconstruction qualities when using the proposed PSM prior. We performed the PSM reconstruction while making vary the sizes of N and n. We limited the size of n to 7×7 because a larger n might fail to present discriminative characteristics between the local structures and noise. The above CUDA accelerated algorithm was applied to perform reconstruction with data Phantom1-SL.
Parameters β and λ were changed according to patch sizes based on the rule of SNR minimization. The best value for β was found to be 0.065, and λ was set to 8.32, 1.53 and 0.17 for n size respectively equals to 7×7, 3×3 and 1×1. Table VI provides for different couples (N ,n), the calculated SNRs of the reconstructed images and the CPU times. When n is set to 1, the patch reduces to one single pixel and we recover the conventional pairewise TV-like priors. Fig. 10 illustrates the reconstructed images with zoomed regions of interests (in the red line boxes).
We can see that when a small size of n is associated with a large size of N , the reconstruction provides blocky artifacts or staircase effects around the regions of interest. These effects decrease and the intensity transitions in the Fig. 9 . Phantom1-SL reconstruction using the PSM prior algorithm -The total number of iteration was set to 1000 : weight evolution map during iterations for two points (Point 1 and Point 2).
zoomed regions are better restored when the size of n increases. For this kind of images, the best SNR is given for the highest values of N and n. As expected, we can note in TABLE VI that more CPU time costs are needed for the reconstructions using the proposed prior with larger N and n. We observe in Fig. 10 and 
IV. CONCLUSIONS AND FUTURE WORK PLAN
We proposed in this paper a novel PSM prior which penalizes the distances between neighboring patches through a constrained mixture prior model. A convergent joint image/weight update algorithm, which estimates sequentially the image and the weights, has been also proposed to avoid the heuristically OSL weight determination. This algorithm has been applied in CT reconstructions with both synthetic phantom and real scan data. The quantitative and subjective analysis demonstrated the efficiency of the regularization in both suppressing noise and preserving detail as its supremacy over the classical edge-preserving TV prior, Huber prior and MRP algorithms. The uniform initial condition has shown to provide a better reconstruction result than the FBP initial condition and monotonic update of both image and weight has been demonstrated. The study on the sizes of the neighborhoods N and n has shown improved performances for larger values N and n.
The reconstruction using this new prior needs blockwise computations of the distances between patches over a large region, which leads to a computational burden. To overcome this problem, we suggested a graphic hardware acceleration to calculate the patch distance in a parallel way using the CUDA framework. A speed up of factor 30 has thus been achieved. This parallelization was here limited to the weight calculation. Next stage will be devoted to further accelerating the whole reconstruction by parallelizing the projection and image updates [33] [34] , developing more robust parameter estimations, and evaluating the proposed algorithm on more clinical CT data and other imaging modalities. is associated with the couple (N ,n) having the same index in TABLE VI. Let's note that it is not easy to distinguish the differences between the images reconstructed with a size of N equal to 11×11 and 13×13 especially when n is equal to 7×7.
