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Abstract 
A large deviation principle is proved for Toeplitz quadratic forms of centred stationary Gaus- 
sian processes. The rate function is obtained by a sharp study of the behaviour of eigenvalues 
of a product of two Toeplitz matrices. Some statistical applications such as the likelihood ratio 
test and the estimation of the parameter of an autoregressive Gaussian process are also provided. 
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1. Introduction 
One of the main tools in the study of a centred stationary real Gaussian process (Xl,) 
is the sequence of the empirical spectral measures ( Wi) acting on bounded measurable 
real functions J‘ on the torus U = [-rr, n[ by 
2 
2 Xj exp(ijt) dt. 
j=l 
(1 1) 
Some of its well-known properties are given in Azencott and Dacunha-Castelle ( 1986 ). 
If the spectral measure ~1 defined by 
.i’ exp(i(j - k) t) dp(t) T (1.2) 
has a density g E L”(U), then we have (Avram, 1988; Azencott and Dacunha-Castelle, 
1986) 
% * P (1.3) 
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in probability where p(f) = & J, f(x)g(x) d x and =+ denotes the weak convergence. 
We investigate the large deviations properties of the process (K). In a first stage, 
we are interested in the large deviations properties for its marginals. We now recall 
the standard large deviations definition. 
Definition. We say that a sequence of probability measures (P,) on a regular Hausdorff 
space (S, %(JX)) satisfies a Large Deviation Principle (LDP) with rate function I, if Z is 
a lower semicontinuous function I: X + [0, +co] such that 
(a) Upper bound: For any closed set F of X 
lim sup 1 log P,(F) < - inf, Z(x), 
n-03 n 
(b) Lower bound For any open set G of ?I!’ 
-$f,Z(x)< linm_igf i logP,(G). 
Z is a good rate function if its level sets are compact subsets of X. For any real 
function f E L”(U), let z(f) be the Toeplitz matrix associated with f 
One 
exp(i(j - k)t)f(t)dt . (1.4) 
l$j,k<n 
can rewrite (1.1) as 
(1.5) 
where Xc”)* = (XI,. . . ,X,). We assume in all the sequel that the spectral density g is 
not the zero function. By an orthogonal change of basis, it is easy to see that 
(1.6) 
where ,I;, . . . , 1: are the eigenvalues of ~(g)‘/2~(f)~(g)“2 (which are also the eigen- 
values of T,(f)T,(g)) and Z;, , . , Zz are i.i.d. with x2( 1) distribution. An application 
of the Glrtner-Ellis theorem (see e.g. Dembo and Zeitouni, 1993, Theorem 2.3.6) 
needs the convergence of the normalized cumulant generating function 
(1.7) 
L,(i)= -a logdet(Z, - 2,?z(g)1/2G(f)T,(g)1i2)= --& elog(l - 2Uy), 
i=I 
(1.8) 
where for convenience and in all the sequel logz = ---co if z < 0. Let us consider two 
simple examples, the white noise case corresponding to (X,) i.i.d. with g constant, 
say g = 1, and the sum of squares case where we take f = 1 so that %$( 1) = i xxi*. 
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In those cases, &(g)1’2c(f)&(g) ‘I2 is a Toeplitz matrix T,(h) with h = ,f’ or CJ. The 
asymptotic distribution of the eigenvalues of T,(h) is known (Grenander and Szego, 
1958; Avram, 1988). If we set mh = essinf h and Mh = esssup h, we have 
where Ph is the image probability of the normalized Lebesgue measure on the torus T 
by the mapping h. In those cases, as h =I f or g, the limit of the sequence (L,(i.)) is 
given by 
J 
log( 1 - 2jJz(t)) dt 
0 
for ?, E C%lh defined by 
if mh < 0 and Mh > 0, 
gh= ]-m,&[ if mh>O: 
(1.12) 
(1.13) 
and L(h, ;,) = fee outside gh. As noticed by Bryc and Dembo (1997), a direct apph- 
cation of the Gartner-Ellis theorem is not possible in general. The problem arises at 
the boundary of gh. Steepness is not guaranteed. Indeed, it depends on the regularity 
of h in the neighbourhood of the set {h = mh} U {h = kfh }. The asymptotic cumulant 
generating function does not contain apparently the whole information on the large 
deviation property of the process. There is a loss of information passing to the limit. 
Bryc and Dembo (1997) go around this key point via a time-varying change of prob- 
ability. In the present paper, we develop a simple modification of the G&ner-Ellrs 
theorem which extensively uses relation (1.6) together with the independence structure 
of Z/‘, , Z:. We prove a LDP whose good rate function Kh is the Fenchel-Legendre 
dual of L(h, .). 
(1.14) 
In the general case, G(g)1’2G(f)T,(g)1’2 or T,,(f )T,(g) is not a Toeplitz matrix. 
In view of the Toeplitz asymptotic homomorphism, we prove the analogous of (I. I I ) 
with h =fg. The limits of the minimum and the maximum eigenvalues of T,(J’)T,(g) 
are not in general mfg and Mfg. If IJ~ = [rnf+ Mls], the eigenvalues i_;l, , ii may not 
all lie in ZJ~ but are bounded by Ilfllmllgllcu. W e h ave to take into account the asymp- 
totic behaviour of the bud eigenvalues i.e. the 21 @I&. To our knowledge, this has 
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been omitted in the literature leading to wrong large deviations functional (e.g. Avram, 
1988; Bucklew, 1990). Finally, we prove a LDP for subsequences of (x(f)). The 
rate functions are infimal convolutions (Rockafeller, 1970, p. 34) of Krg with linear 
functions. Their slopes are connected with limit points of bad extremal eigenvalues. 
These results are extended to locally stationary Gaussian processes in Zani (1997). 
The paper is organized as follows. In Section 2, we establish a LDP for subse- 
quences of (x(f)). This result was announced in Bercu et al. (1996) for continuous 
functions. Then, we extend these results to Toeplitz-like matrices. Section 3 is devoted 
to the proofs of the results of Section 2. Statistical applications are developed in Sec- 
tion 4. First, we prove a LDP for the likelihood ratio statistic of g = go against g = gi 
improving the partial results of Dacunha-Castelle (1979) Bouaziz (1993) and Barone 
et al. (1995). Next, we also obtain LDP for the least squares and Yule-Walker esti- 
mators of the parameter of the stationary autoregressive Gaussian process exhibiting 
a nonconvex rate function. Proofs of statistical results are collected in Section 5. 
2. Main results 
Fixing f, g E L”“(T), let a, (f, g) and a, (f, g) be the minimum and the maximum 
eigenvalues of T,( f )T,(g), respectively. The sequences (a, (f, g)) and (a, (f, g)) are 
bounded sequences. Therefore, one can define the set &( f, g) c lR2 of all limit points 
of sequences (a, (f, g), %, (f, s>>. For (a, a) E d(f) g), we clearly have max( lgl, 1~1) < 
11 f ~~oollg~~oo. Denote by ~V(g,a) the set of all integers increasing subsequences (nj) 
such that (a,, (f, g),&, (f, g)) converges to (~,a) E &(f, g) as j goes to infinity. 
We show that some linear parts can appear in the large deviation rate function, de- 
pending on the location of a and a. Set 
Kfsb) ifxElx1,~2[, 
J(x) = KJ~(xI)+ &(X-XI) ifxEl-wxll, _ 
KygSx2)+ $(x-x2) ifxE[a+m[, 
where xi and x2 are given by 
if a < 0 and a < mfs, 
otherwise. 
(2.1) 
(2.2) 
if ?~E>O and ?i>A4fs, 
otherwise. 
(2.3) 
Theorem 1. For (ni) E N(g,Z) with (a, a) E -9e(f, g) the subsequence (%$, (f )) sat- 
isjies a LDP with good rate function J. 
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Corollary 2. (a) If fg 3 0 a.e. (resp. L-J <O a.e. ) then the sequence (W;(f)) ,sati.s- 
fies a LDP with good rate function J if and only if the sequence (a,,(f,g)) (resp. 
(a,(f ,g))), has only one limit point. 
(b) Otherwise, the sequence (“IL;;(f)) satisfies a LDP with good rate,junction J (1’ 
and only if’ &(f, g) is a singleton. 
Remark. In the particular case where f is positive and liJiilX = /If‘ /ju/lgj/,x then 
(w;(f)) satisfies a LDP with good rate function Ktg. For example, %i( 1) = i c:=, X,’ 
satisfies a LDP with good rate function Kg. This last result was recently proved by 
Bryc and Dembo (1997). See also Bryc and Smolenski ( 1993) for the autoregressive 
process, Bucklew (1990, p. 103) for a heuristic approach. 
Hermitian forms. Theorem 1 and Corollary 2 may be generalized by the following, 
proposition. For n 3 1, let M, be an order n Hermitian matrix. Denote by i.:, , ;.E the 
eigenvalues of ~,(g)‘~2A4~T,(g)‘~2 and let gn and a,, be the minimum and the 
ones. 
maximum 
Proposition 3. Assume that (a,) and (a,,) are bounded sequences and that, us n + x 
(2.4:) 
for some measurable function f on T such thut fg t L”“(U). Then, Theorem I and 
Corollary 2 hold replacing K(f) by 
Z&X (“)*M,&“), (2.5 1 
n 
Proof. We prove Proposition 3 exactly as Theorem 1 replacing w;(f) by Z,. ‘~1 
Analytic extension. Theorem 1 and Corollary 2 may be extended to more general 
quadratic forms, namely built on additive analytic function of Toeplitz matrices. For any 
d31, let cp=(cp~,..., (pd) E LW(Rd; U). For j = 1,. . . , d, let Q, = [essinf ‘PJ, esssup ‘p, ] 
and denote by Fj an analytic function defined on an open set containing Q,. 
For X=(X, ,..., x~)EQ=$, Qj, we set 
F(X)= ePj(Xj). 
j=l 
Since for every j and every n the spectrum of Tn(qj) is included in s2,, it is possible to 
define the Hermitian matrix F(T,((p,)). From now, we use the notation of Proposition 3. 
Set 
Mn =F(T,((pl),...>T,($‘d))> 
Z&Y (“)*MJ(“). 
n 
(2.6) 
(2.7) 
Corollary 4. Theorem 1 and Corollary 2 hold with f = F(q) 
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3. Proofs 
3.1. Proof of Theorem 1 
We now give two lemmas which are useful to prove Theorem 1. The first give the 
behaviour of good and bad eigenvalues. 
Lemma 5. Set 
0, = - ; &;. (3.1) 
i=l 
Then o,, + Pfe and there exists a nonincreasing sequence of positive real numbers 
(Ed) such that 
(a) lim,,, a, = 0. 
(b) %, = &/,-E.,M,~+~.I n 0 * Pfe. 
(c) SX = cJn - zn * 0. 
Proof. We first show that (a,) converges weakly to Pfe. This result is classical for the 
distribution of the eigenvalues of a single Toeplitz matrix (Grenander and Szego, 1958). 
Actually, we shall use the same method. As we saw at the beginning of Section 2, all 
the eigenvalues of Tn(f)Tn(g) are uniformly bounded. Hence, it is enough to show the 
convergence of the moments 
V’131, I;= J x’da,(x) + J x1 dPfs (x). (3.2) R ii-03 Iw 
We have 
1; = i 2 (A:)’ = iTr([G( f)C(g)ll). 
i=l 
Now, from Theorem 1 of Avram (1988) 
lim lTr([T,(fYXg)l’) = & J(f(t)g(t))'dt, 
n-cc n T 
(3.4) 
so that (3.2) holds. As the support of pfg is a subset of [mJq,M$e] and ~~ + Pfg we may 
find a nonincreasing sequence of positive real number (E,) with lim,,, E,, = 0 and 
3.n = n,??,~-,,M,q+,, n r7 *Pfs. 0 
Lemma 6. Let (m(n)) be a sequence of integers increasing to infinity. For n > 1, as- 
sume that the random variables Zf , . . . , Z&,, are i.i.d. with x2( 1) distribution. Consider 
a triangular array a;, . . . , a:(,) of nonnegative real numbers. Set 
LJ, = i m$!J a:ZT. (3.5) 
i=l 
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We make the following two assumptions: 
(a) m(n) = o(n). 
(b) maxia: + a>O. 
Define for all x E R 
+x otherwise. 
(3.6) 
Then, (U,,) satisfies a LDP with good rnte function G,. 
Proof. For the upper bound, we may assume, without loss of generality, that (17 =- 
maxi a: and that F is a closed set of I&‘+ with x = min F >O. From Markov inequality. 
we get 
VYE 1 0, & I 
Consequently, 
[ 
1 
m(n 1 
’ n 
logP(U,EF)d - &Qog(l-2a;y)- xy. 
I=1 
, lim sup i log P( U, E F) d - xy, 
n-oo n 
and the upper bound is proved. 
It is enough to prove the lower bound for any open half line. For x>O, we have 
P(U,>x)>P(a;Z;>nx)=2P (Y>fi), 
where Y has a standard normal distribution. Thus, it implies that 
liminf llogP(U,>x)>z. ;I 
n-03 n 
Proof of Theorem 1. Fix (~,a) E &( f, g) and assume for the sake of simplicity that 
(g,,,( f, g), a,( ,f, g)) converges to @,a). We will prove Theorem 1 in the case where 
a< 0, a> 0 and both do not lie in 1~~. The other cases can be tackled identically. Let 
(a,,) be the sequence defined in Lemma 5. We may rewrite (1.6) as %Q j’) = W,’ -t 
W,’ + Wn3 where W,’ = W,” + W,- and 
We shall prove that each of this four parts satisfies a LDP. As, for any I., the function 
log(1 - 2i.x) vanishes at x =O, we may (from Lemma 5(b)) calculate the limit of the 
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normalized cumulant generating function of W,+ 
lim A. logE(e”‘F+ )=-&/ 
1 
log(1 - 2~~g(t))dt=L((fg)‘,/1) if A<--- 
n-co I? fs>O 2Mfg 
1 
=+cc=L((fg)+,A) if A>-. 
2Ffq 
We do not know the behaviour of the above limit for A = 1/2Mfg. This particular point 
will not alterate the LDP we are looking for. We set 
With this choice the function L((fg)+, .) is lower semicontinuous. Now, we have two 
cases to consider. 
Case 1: The function L((fg)+, .) is steep. Then, we may apply Glrtner-Ellis Theorem 
(see Dembo and Zeitouni 1993, Theorem 2.3.6). Consequently, (W,+) satisfies a LDP 
with good rate function Kcfg)+. 
Case 2: The function L((fg)+, .) is not steep. Let 
Then, it is simple to check that for x3x*, 
K(fg,+ (xl = Km,+ (x* ) + 2~fs x l ( -x*). 
We shall prove that ( W,+) still satisfies a LDP with good rate function K~J~)+. The 
upper bound is given by the Gartner-Ellis Theorem. Now, it remains to check that the 
lower bound holds for any half lines. This may be deduced again from the Gartner-Ellis 
Theorem if x <x*. Thus, we shall show that, for any x3x*, 
1 
littizf n logP( W,+ >x) 3 - Kcfgj+(x). (3.7) 
Let i,E{l,..., n} with At = max{$; A; E [O,Mfs + EJ}. By the independence structure 
of z;, . . .) Z,, we have for any O<E-CX* 
w,+- gzz;>x* - 
‘?I 
h;>X-X*+8 . 
n n (3.8) 
On the one hand, it is easy to see that the limit of the normalized cumulant generating 
function of W,” - (,l[/n)Zl is the same as the one of W,‘. This implies, using again 
the Gartner-Ellis Theorem, that 
lim inf L log P W,” 
2” 
“--*lx n 
- “Zi”, >x* - E 
n > 
2 - Kcfgj+(x* - E). (3.9) 
On the other hand, we have obviously lim,,, A[ =Mfg so that Lemma 6 gives 
lim inf 1 log P 2:nzl;>X-X*+E 
> 
> - 
X-X*+E 
n-03 n n 2Mfi4 
(3.10) 
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Now, as t: is arbitrary and K(fjr)+ is continuous, adding (3.9) to (3.10) leads to (3.7). 
Using the same arguments, we see that (W,-) satisfies a LDP with good rate function 
K(,h:y,-. Hence, as these two sequences are independent, we obtain that ( W,’ ) satisfies 
a LDP with rate function given by the infimal convolution Kcf4)- CK( ,cl) = I$‘, (see 
Rockafellar, 1970, p. 34 and Theorem 16.4. p. 145 for the last equality). 
Now, taking into account Lemma 5(c), Lemma 6 implies that (-- W,') and ( W,‘) also 
satisfy a LDP with good rate function G__, and Gz respectively. Hence, as W,‘. W,‘. IF;,’ 
are independent, we obtain via the contraction principle that (%i(f’)) satisfies a LDP 
with rate function given by J = Kr, I? G_ a 3 G, 
J(x) = inf 1’1 i)‘? + .v =x (I + G-.,(-.YZ) + GO3 1) (x E R). 
(3.1 I ) 
It can be easily checked that J is given by (2.1)-(2.3). 0 
3.2. Prooj’of Corollary 4 
We want to apply Proposition 3. First, it is easy to see that (gn) and (a,) are 
bounded sequences and that fg EL”(T). We now prove (2.4). For every 1 E N, the 
function @I defined by 
~,(~O,~I,...,Xd)=(XO~(~I ,...>- Gi)Y (3.1i!) 
is analytic on an open set containing I, x 8. For every E>O, one can find a polynomial 
p(xo,. ,xd) such that 
sup I@/(XO,X ,,..., Xd) - p(x0 ,...‘Xd)l di-:. (3.13) 
(%.....I;,{) 
We proceed as in the proof of Lemma 5 for p so that 
and we apply the known inequality 
(3.15) 
for every square matrix B of order IZ. Finally, Corollary 4 immediately follows from 
Proposition 3. 0 
4. Statistical applications 
We now provide two statistical applications. The first deals with the likelihood ratio 
test on spectral densities and the second is about the least squares and the Yule-Walker 
estimators of the parameter of the autoregressive stationary Gaussian process. 
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4.1. Likelihood ratio test 
Let go and gi be two spectral densities. In this subsection, we study the asymptotic 
level and power for the Neyman-Pearson test of go against gi. To be more precise, 
observing the Gaussian random variables Xi,. . . ,X,, we wish to test 
Ho : g=go against Hi : g=gr 
For this simple hypothesis, the most powerful test is based on the likelihood ratio 
statistic (see e.g. Lehman, 1959, Theorem 1, p. 65) 
_!zn= & log det T,(ga) 
det T,kn > 
+ x(“)*[r,(g&’ - T,(gi )-11X(n) . (4.1) 
The study of the large deviation properties of (_Yn) under hypothesis Ho or Hi is 
useful to fit asymptotically the threshold or the power of the test, respectively. To our 
knowledge, these properties have been first investigated by Dacunha-Castelle (1979) 
(see also Coursol et al., 1979; Bouaziz, 1993 for the same kind of results under weaker 
assumptions). Nevertheless, in these papers, the large deviations are only given in a 
neighbourhood of the limit of (gn) and no complete LDP is provided. More recently, 
in the special case of an ARMA process where go and gi are rational functions, a LDP 
is established in Barone et al. (1995). Using our methods, we prove in the general case 
that (Yn) satisfies a LDP under very weak assumptions. Some applications of this result 
are given in Bercu et al. (1997). The keystone is that there is no bad eigenvalue for 
the Toeplitz-like matrix. We now make use of the two following assumptions: 
(Al) The spectral density go is in the Szego class, i.e. log go E L’(U). 
(AZ) The ratio go/g1 ELM. 
Proposition 7. Assume that (Al) and (AZ) are satisjied. Then, under the null hypoth- 
esis Ho, the sequence (Y,,) satisfies a LDP with good rate function &(. - b) where 
and b=kllog(E(t)) dt. 
The proof of Proposition 7 is given in Section 5. 
4.2. Autoregressive Gaussian process 
Consider the autoregressive process 
X n+l =@G+Gz+1, Pl<L (4.2) 
where (E,) is i.i.d. with Jlr(O,a”) distribution. Assume that X0 is independent of (E,) 
with J”(O, 02/( 1 - e2)) distribution. (X,) is a centred stationary Gaussian process with 
spectral density defined for all x E T by g(x) = 02( 1 + e2 - 28 cosx)-‘. Let 8, be the 
least-squares estimator of the parameter 8 
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-1 -0.5 0 0.5 
Fig. 1. The rate functions R and S with 0 = 
It is well-known that 6, 
I 
+ 8 as. and &((I, - 0) + .,G ‘(0, 1 - fl*). One can also estimate 
11 by the Yule-Walker estimator 
(j 
,I 
= c:=,m--1 
CLX,’ . (4.4) 
The least squares and the Yule-Walker estimators share the same almost sure property 
and the same central limit theorem. As far as the authors know, the large deviation 
properties of 8, and 6, are not available. We show in the next proposition that the 
large deviation behaviour of the Yule-Walker estimator is better than the one of the 
least squares for the estimation of the parameter 0. Set 
H-d?FTi 
a= 
4 
a n d  b=HfdQm 
4 . 
Proposition 8. (6,) satisjies a LDP with good rate,function ; log 1 + 82 - 20.X 
R(x) = l-9 
ifxE [a,h]. 
log 10 - 2x( otherwise. 
In addition, (8,) satis-es a LDP with good rate function (Fig. 1) 
otherwise. 
Remark. The proof of Proposition 8 is given in Section 5. On the one hand, we 
cannot directly obtain a LDP for (4,) via one Toeplitz quadratic form as the random 
if xE]-I, l[. 
(4.6) 
(4.7) 
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variable X,’ does not appear in the denominator of (4.3). On the other hand, a LDP at 
the process level is known (Donsker and Varadhan, 1985). Unfortunately, we cannot 
directly use the contraction principle by lack of continuity. 
5. Proofs of statistical results 
Let (A4,) be a sequence of order 12 Hermitian matrices and 2, = (l/n)X(“)*M,X(“). 
Denote by 27,. . . , 2: the eigenvalues of T,(g)‘/2M,T,(g)1’2 and set 
a, = - I, 2 &:. (5.1) 
i=l 
By a classical Gaussian argument, we have for all 1 E R 
logE(exp(nAZ,)) = -i log det(Z, - 2,&&T,(g)) 
if I,, - 2/2M,,T,,(g) is positive definite and +oo otherwise. Since we have 
L,(A) = i logE(exp(niZ,)) = -k 
J 
log( 1 - 2/2x) a,(dx), 
R 
(5.2) 
(5.3) 
we prove the statistical results via Proposition 3 where the weak convergence (2.4) is 
obtained by use of the following lemma. 
Lemma 9. Let (a,,) be a sequence of probability measures on R whose supports are 
included in a jixed compact set. For a probability measure a with compact support, 
assume that there exists r >O such that 
lim 
J 
log( 1 - 21x) an(dx) = 
J 
log( 1 - 23,x) a(dx) 
n--too n R 
for 121~ r. Then, (a,,) converges weakly to a. 
Proof. The proof is similar to the one of Grenander-Szeg6 (1958, p. 63). 0 
5. I. Proof of Proposition 8 
Consider the likelihood ratio statistic 
dct Mgo) 
det T,(a) 
+X(“)*[T,(go)-’ - T,(g$‘]X(“) 
> 
. 
(5.4) 
(5.5) 
From assumptions (Al) and (AZ), go and g1 are in the SzegG class and we have for 
the deterministic part 
The stochastic part of -rP, is a quadratic form of the process given by 
detT,(go) 1 
det T,(gl) = G T J log go(t) dt - & J loggl(t)dt. (5.6) u 
Z ” = I$“)*M XC”) ” , n (5.7) 
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where 
Ml = $Xga)-’ - G(&). (5.8) 
We want to apply Proposition 3 with g = go and f = gn’ - gF’. Assumption (AZ ) 
implies jh E Lx(U). In addition, there is no bud eigenvalues by the following lemma. 
Lemma 10. Assume thut the rutio go/g1 ELM. Zf m = essinf(yo/gr ) and M =I 
esssup(ga/gr ), then any eigenualue of T,(g, )-“‘T,(go)T,(g, )-I:’ lies in [m,MJ. 
Proof. We have a.e. 
go - mgr 30 and Ml - go30 (5.9) 
so that the corresponding Toeplitz matrices are both nonnegative. This implies that 
both T&J, )~‘:2T,(yo)T,(g,)-‘~2 - ml,, and MI,, - T,(yt )-‘.‘2T,(yg)T,(g,)-‘,2 are also 
non-negative. The result of Lemma 10 immediately follows. 1 
Proof of Proposition 7. To check condition (2.4), we apply Lemma 9 with r~ = Q,. Set 
7-l =2(M+ 1). Fo r all ]A]br, we have (1 -3.)~~ +igo3g,/2 so that (1 -;.)<I, +i.yo 
lies in the SzegG class. Therefore, from the equality 
I . P 
log(l - 21x)a,(dx)= Alogdet[T,((l - i,)gr + igo)] - k logdet[T,,(gr)] 
(5.10) 
we find that 
lim 
J’ 
log( 1 - 2%x) on(dx) 
II-CT R 
1 
=-(s 2n: i 
log((l - Ah + i.go)(t)dt - 
J’ 
log gr (t) dt 
1 
1 
= - .i’ log(1 - 2/,x)a(dx). 
2x R 
(5.11) 
Conditions of Proposition 3 are fulfilled so Corollary 2 gives the LDP for the stochastic 
part of Yn with rate function &. From (5.5), the LDP for p,? follows. ci 
5.2. Proof 0J’ Proposition 9 
Consider the autoregressive process 
X ,!+I =I)& + &?+I, ]fll< 1, (5.12) 
where we can take, without loss of generality, the noise variance rr2 = 1. Its spectral 
density is g(x) = (1 + W2 - 28 cosx)-’ with x E T. The least-squares estimator of 0 is 
given by 
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The large deviation properties of (4,) are related with the ones of 
z$ -&x,_, -c&T, ( i=l i=l ) (5.14) 
with c E R, since 
P(tY&)=P(Z,c>O). (5.15) 
If for all c E R, the LDP for the sequence (Z;) can be performed, the LDP for (&) 
will immediately follow. We may use a similar argument for (&). We only give details 
for (&). We want to apply Proposition 3 with the tridiagonal matrix of order n 
-2c 1 .‘. 
(5.16) 
and f(x) = cosx - c with x E T. One can remark here that M,, is quite similar to 
the Toeplitz matrix Tn(f). As we have seen at the beginning of Section 5, L,(1) is 
associated with the matrix 1, - 2U&T’(g). Since M, and T,-‘(g) are both tridiagonal 
matrices, it is more easy to work with the matrix D,, = T,-‘(g) - 2&V,, 
(5.17) 
with p = 1 + 8’ + 2ci, q = -0 - A and Y = p - 8’. We now make precise the domain 
where D,, and so I, - 2U&T,,(g) are positive definite. 
Lemma 11. For n large enough, the tridiagonal matrix D, is positive dejinite only on 
the domain ~3=9~~9~u9~ with 91={62<p6282 and q2G2(p - O’)}, 
92={2G2<p<2 and p>2)ql}, &={p32 andq2<p- 1). 
By a sharp study of the domain 9, we find 
A1 = -28(1 - 0~) and A2 =2(c - O), 
(1 + e)2 
&=-- 
2(1 + c) 
and Ad==. 
C 
four boundaries in the variable A 
(5.18) 
(5.19) 
By use of the notations at the beginning of Section 2, we obtain that &( f, g) is a 
singleton (a, a), where 
a7 a E 1 1 1 1 1 ----. > 2R1’ ’ ’ 21.4 212 21/s (5.20) 
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These values are to be compared with 
(5.21) 
The above classification depends on the location of c. The product fg is constant if 
and only if c = CO with CO = (1 + 8’)/28. We have for instance 
if c > co and vice versa if c <co. One can observe here that there are bud eigenvalues. 
In order to apply Lemma 9, it remains to prove that convergence (5.4) holds. 
Lemma 12. For P>21ql, set 
mzP+V5=V 
2 
and b-P-- 
2 . 
(5.23) 
Then, jbr n large enough, we have 
L,(A) = & log((1 - @)(r - p>> - ;; log((r - p)( 1 - /!J)a” - (Y - a)( 1 - cc)/?) 
iJ’ i, E 2 and L,(i) = +M otherwise. 
We immediately obtain from Lemma 12 that the limit of the sequence (L,) is given 
by 
P-tl/G=V 
L(c, I”) = 
1 
-;1oga=-;1og ~ 
i 
2 
i 
if i, E 9, 
(5.24) 
+C= otherwise. 
It implies that (5.4) holds and we immediately obtain the LDP for (Z,C) by Proposi,- 
tion 3. 
Proof of Proposition 8. From (5.15), after some calculations (see (2.1))(2.3)). we 
can deduce the LDP for (&). The proof of the LDP for (8,) follows the same lines. 
7 
Proofs of Lemmas 11 and 12. One can rewrite (5.17) as 
(5.25) 
where U* = (q 0. ‘O), u* = (0.. ‘0 q) and T, = T,(g -’ - 2Af’). Hence, we obtain by 
a block matrix product that 
det(D,) = (x - fi)-‘((~ - /!I)( 1 - /3)an-’ - (r - x)( 1 - a)fl”-‘) (5.26) 
with CI and /I given by (5.23). Similar result can be found in Jensen (1995, p. 274). 
The proofs of Lemmas 11 and 12 follow. 0 
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