n = 2 and w -4, where each of the $r's is itself a convolution product. Because the estimates for the case n = 4 are lengthy, we have omitted them from the present paper. Detailed estimates, all of which involve the combinations -IV* -/* X Jo appear in Theorem 1.6, Theorem 2.1, and Corollary 3.3. In § 4, we apply our results to give a new proof of some rearrangement theorems due to Hardy and Littlewood. The functions /, g, which appear in this paper will be Lebesgue measurable functions for which | {x: \f(x) \ > y) \ < + oo for every y> 0. By the statement f(x) == g(x), we mean that | [x:f(x) Φ g(x)} I = 0. Theorems labeled with letters (e.g., Theorem A, Theorem B, •••) are known; also, Theorem 2.2 (for the case n -2) and Corollary 1.8 are also known. So far as we know, all of the other Theorems and Corollaries are new.
1* Upper L^estimates, The estimates that we get will be in terms of the decreasing rearrangement /* and symmetrically decreasing rearrangement/ of |/(x)|; where here, f(x) is a complexvalued function and a; is a real parameter. Thus, we start by giving definitions of these ideas. DEFINITION 1.1. The functions / and g are said to be equimeasurable, and we write f~g, if | {x: \f{x) \ > y} I = [ {x: \ g(x) \>y}\ for all y. DEFINITION 
By f*(x)
we denote a function such that (i) /*~l/|.
(ii) f*(x) decreases for x > 0. Further, for x > 0, we set r*{χ) = - [f*(t) 
From the above definition, it follows that f ~ g, if and only if f(x) == #(x). Therefore, we get that /*(2| α |) =f(x), since /*(2| a; |) / (a?) and /*(2|a?|) is symmetrically decreasing. The next lemma (Lemma 1.4) plays an important role in simplifying our proofs. We must first define the function,
e(x,a,f*) -(0 elsewhere where # α = {ί:/*(ί) ^/*(α)}.
I wish to thank W. B. Jurkat for suggesting the following lemma:
A nonnegative sequence <^α w )>ίΓ_oo is said to be symmetrically decreasing if a 0^ a λ = a^ ^ ^a n -a^n ^ . A well-known fact [l, Theorem 375, page 273] is that the convolution of symmetrically decreasing sequences is also a symmetrically decreasing sequence. The previous statement also holds if we replace the term "sequence" with the term "function". We see this in the next lemma. Proof. To show that h n (x) = h n ( -x) is straight forward and we omit the proof. To show that h n decreases for x > 0, we first consider the case where
(0 elsewhere .
Consider the case \im υ _ (X> gΐ(2v) -0. We get after applying Lemma 1.4
and therefore, h 2 {x) decreases for x > 0. In the case where \im υ^O0 g^(2v) = c, we have
J-oo J-oo
Therefore, it follows that h 2 (x) decreases for x > 0 and hence h n (x) decreases for x > 0.
Unless otherwise specified, the functions /, g, which appear will be nonnegative. A remarkable inequality [1, page 279, Th. 379] can be formulated in the following manner:
The following extension of Theorem A, which is well known for sequences, [1, page 273, Th. 374] , will be of more interest to us. It can be stated in the following way:
Proof. At first, we see from Theorem A,
Therefore, we see
In general, we have
Our first new result is the following: Suppose u ij a n :
Case II. First let us set,
by Lemma 1.4 we get, and by Case I,
If we combine Theorem B with Theorem 1.6, we find that
However, we do know more because of Theorem 2.1. Combining Theorem 1.6 with Theorem 2.1, we then have
where K is a constant (lβ n ^ K <^ 1) which depends on r*, g?, , gl. In (#), the right side (our estimate) has an advantage over the left side; that is, it is easier to determine. For example, take g*(t) = l/t λk and r*(t) -l/t μ , where 0 < λ^, μ < 1. In applying our estimate (Theorem 1.6), the minus signs that appear could conceivably present difficulties; and moreover, the result only holds for functions whose decreasing rearrangement goes to 0 at infinity. The next estimate does away with these problems.
To prove the theorem, we will first show
Case I. Here we show (1.1) when
The left-side of (1.1) equals ua γ The right-side of (1.1) equals
The left side of (1.1) equals MC^ α κ _ 1 . The right side of (1.1) equals (α 4 ajjtt-* + 1-αϊτ*-1 + + |(α 4+ι
The left side of (1.1) equals a t a n . The right side of (1.1) equals a, α n .
Case II. Here we show (1.1) when \im x _>oo gt{%) = 0, for each 1 <; fc ^ n. First let me set,
Applying Lemma 1.4 to the left side of (1.1), we find Proof. Simply take n = 2 in Theorem 1.7.
II. Lower ^-estimates. In this section, we will show that the inequalities found in Theorem 1.6 and Theorem 1.7 are sharp. That is, the upper estimates become lower estimates when they are multiplied by suitable constants. Proof. We will first prove the theorem when,
and where a t ^ a 2 ^ ^ a n . Suppose u ^ a n : 2 J-a n l 2 2 J-α n /2
ij"( a! ) a -.^(r** -r*)(g** -flr*) . (g** -gt) .
When we are in the case (u > a n ), we apply a similar procedure. Hence, we are finished when our functions are as in (2.1).
In the case where lim^co g*(x) = lim^co r*(x) -0 (1 ^ k ^ ri), if we apply Lemma 1.4 as we did in Theorem 1.6 (Case II) then our result follows. Now let us consider the case where gf and r* are arbitrary, and oo gt{x) = 0 for each 2 ^ k ^ n. Define:
-r^r lim lim \™d{x)x n -\rΓ -r.*)^*.* -0*.) (ffί* -gί) (B) (a k^u ^ a k+1 ). The left side of (2.2) equals (n/2)ua 1 α % _ 1 . The right side of (2.2) equals,
The left side of (2.2) equals (u/2)α x α % . The right side of (2.2) equals a L α % . To complete the proof, we simply follow the same approach as we used in the proof of Theorem 2.1.
III. L 2 -estimates.
In this section, we are concerned with finding both upper and lower estimates of supί [(Λ where p = 2. However, we were also able to get (explicitly) upper and lower estimates for the case p = 4, but we have omitted them from this paper.
LEMMA 3.1.
Proof. We note that by Theorem B 
Here, K depends on gf d and u; and we note that 1 ^ i ^ 2 and 1 <Ξ j" ^ max (r, s).
Proof, (i) We first prove that ίΓ ^ 1. We consider the case where,
gUx) = ~ -(0 elsewhere <hι ^ " ^ α lr and α 2L ^ ^ α 2s .
Without loss of generality, we can assume that a ιr ^ a 2s and α lr > 0. To complete the proof, we apply Lemma 1.4 as we did in Theorem 1.6 (Case II).
(ii) Here we prove that K Ξ> 2~r~s. First, we consider functions as defined by (3.1). 
depends on gl (l^k^n) and u.
Proof. This is a special case of Theorem 3.2, with r = s = % and g*i = gf.
TV. Applications. The functions /(x) in this section are complexvalued and the variable x is real. We require that Re (f(x) ) and Im (/(#)) be Lebesgue measurable and | {x: \f(x) \ > v}\ < °° for every y > 0. In a natural way we can now talk about the decreasing rearrangement function /* of /.
We mean by the statement To complete the proof, we note [4, page 19] that if Σ<Γ a n cos (it*) 6 (q ^ 2) for αj Ξ£ α 2 ^ ^ a n ^ , then 
«\<-*d(x)
Hence, we get out result.
(=>:) In the proof of Theorem C we showed that if fe L^ and has compact support, then
Now if / is arbitrary (/~ g*), then we define I would also like to thank Edwin Hewitt for his helpful comments.
