Efficiently detecting and characterizing individual spins in solid-state hosts is an essential step toward scaling up quantum devices using large coherently controllable spin registers. While selective detection and control a few 13 C nuclear spins in diamond have been demonstrated using the electron spin of nitrogen-vacancy (NV) centers, a reliable, efficient and automatic characterization method is desired. Here, we develop an automated algorithmic method for decomposing spectral data to identify and characterize multiple nuclear spins in diamond. We demonstrate efficient nuclear spin identification and accurate reproduction of hyperfine interaction components for both virtual and experimental nuclear spectroscopy data.
Introduction
Diamond nitrogen-vacancy (NV) centers have recently attracted much attention in magnetic resonance and related fields of research such as quantum metrology [1] [2] [3] [4] [5] and quantum information processing [6] [7] [8] [9] because of their good quantum coherence. The spin states of NV centers show long coherence time 10, 11 even at room temperature 12,13 , can be manipulated by microwaves 14, 15 , can be connected optically over long distances 16 , and can be operated in a wide range of temperatures through the measurement of optically detected magnetic resonance (ODMR) using spin-dependent fluorescence 17 . The NV center electron spin is also used as a sensitive probe of surrounding spins (most commonly used are 13 C nuclear spins interacting with NV center electron spin by hyperfine coupling) as schematically shown in Fig. 1a . Owing to the long coherence times of these nuclear spins 18 , detecting and manipulating naturally trapped nuclear spins in diamond through NV centers is emerging as a promising pathway to enable controlled quantum systems such as spin qubit registers [19] [20] [21] [22] [23] [24] , quantum networks 25, 26 , quantum simulation platforms 18, 27 , and quantum memories [28] [29] [30] . Because naturally occurring 13 C nuclear spins are randomly located around an NV center electron spin 31, 32 , the efficient and automatic characterization of hyperfine interactions of individual nuclear spins is a prerequisite step towards building scalable quantum systems based on this platform.
Automatic methods that efficiently and objectively detect and characterize the underlying nuclear spins are required for further scalability of this platform. Detection of nuclear spin in diamond relies on the hyperfine coupling to NV center electron spin, and combined effects from each spin are reflected in the spectrum signal 31, 32 . To identify each spin individually, the signal should be decomposed into multiple spectra which are resulted from each nuclear spin. Therefore, as the spin system size increases, detecting individual nuclear spin signals from the observed magnetic resonance spectrum requires a more intricate analysis process. Applying for a larger-scale spin system, systematic and reliable approaches, which lack in the field of NV center-based nuclear spectrum analysis, are required.
In this study, we propose and demonstrate a computer-aided algorithm for analyzing nuclear spectrum in diamond, resolving periodic peaks automatically and determining hyperfine interaction tensor components of the nuclear spins weakly coupled to an NV center.
Central to the algorithm, we adapted the Gaussian mixture model based on signal partitioning algorithms 33 to identify each peak from the signal, enabling analysis of the hyperfine interaction tensor components of each nuclear spin. We demonstrate systematic and automatic decomposition of both virtual and experimental dynamical decoupling-based nuclear spectroscopy data. We also show that the algorithm is capable of detecting the magnitude of hyperfine interaction tensor within the uncertainty of 20%, by comparing the results to those from a more complex and demanding multidimensional spectroscopy method applied to the same nuclear spins 23 . Our result provides a useful, fast and general tool for analyzing a wide variety of spectroscopy data; this is a key tool for expanding the number of available coherent resources in a system using hyperfine coupling to NV centers and nuclear spins.
Materials and Methods

The characteristic signal
In NV center-based nuclear magnetic resonance spectroscopy, dynamical decoupling pulse sequences are applied to detect a weak signature of individual nuclear spin signals.
Periodic pulses are used to decouple interaction of the NV center with a spin bath while amplifying specific nuclear Larmor precession resonant with inter  -pulse period (Fig. 1b) 31 .
In this study, we analyze Carr-Purcell-Meiboom-Gilbert (CPMG) 34, 35 type dynamic decoupling sequences. We choose this sequence because it forms the basic work horse of spin detection 20, 21, 31, 36 , is of low experimental complexity and forms the starting point for more extensive characterization methods 23, 37, 38 .
The interaction of the NV center with an individual nuclear spin is reflected in sudden dips in the measured electron coherence occurring periodically as a function of total phase evolution time. The analytic expression for the NV center coherence in the presence of nuclear spin is given by 31 ,
where x P is the probability that the initial state is preserved, N is the number of the repeated unit decoupling sequence, 0 n and 1 n are the rotation axes of the nuclear spin depending on the initial state of the electron spin with magnetic quantum number s m =0, -1, respectively,  is the net rotation angle around the axis ˆi n (i = 0,1) following the relation cos cos cos sin sin
(1 cos )(1 cos )1 1 cos cos sin sin In a typical dynamic decoupling experiment using a diamond chip with naturally abundant 13 C nuclear spins, the spectroscopy signal shows a complicated spectrum stemming from each nuclear spin surrounding the electron spin superposed with a broad background signal. The random location of nuclear spins and the non-linearity of the signal makes stereotypical signal library construction impractical, and the peak detection and analysis should be performed for each given NV center and the uniquely associated nuclear spin bath 31, 32 . These factors forbid direct application of conventional NMR spectrum analysis method to NV centerbased NMR signal processing.
The purpose of our computer-aided spectrum analysis is to accurately determine individual nuclear spins and obtain both longitudinal and transverse hyperfine parameters automatically. The signal analysis process can be divided into three steps: decomposition of a given signal into Gaussians using signal partitioning algorithm 33 ; extraction of a single spin signal; and calculation of hyperfine interaction of each spin. Each stage is fully automated and executed in sequential order.
Signal decomposition into Gaussians
The first step of this method is to apply the signal partitioning algorithm to decompose the given CPMG-based dynamic decoupling signal into a combination of Gaussian functions.
The algorithm first automatically divides the spectroscopy data into fragments, then each fragment is determined by a distinct splitting dip in the data. The data is divided so that nominally only one coherence dip exists in one fragment. All fragments are then decomposed into Gaussians based on Expectation-Maximization (EM) iterations. MATLAB packages:
Signal Processing Toolbox, Bioinformatics Toolbox, Curve Fitting Toolbox, and Parallel
Computing Toolbox are used for the implementation of the algorithm 33 .
Detection of single nuclear spins
Resonance dips stemming from nuclear spins appear in the CPMG signal when the condition 01ˆ1 nn  = − is met. In terms of phase evolution time in the k th fragment k  , this condition can be approximated as ( ) ( )
where L  is the Larmor frequency of the 13 C nuclear spins, and 
Therefore, the nuclear spin is identified by collecting the position of the k th coherence dip as a function of k, and fitting the result with a straight line. In this study, the peak positions from During the line selection process where kmax is the maximum time window index within the data aimed to be analyzed, lines with slopes larger than max /2 Tk (smaller than max /2 Tk − ) have k values with 0(2) peaks within them. Furthermore, all of the following peaks within time windows with k values larger than the window with 0(2) peaks show the discrepancy between its time window index k and peak numbering index. To solve this discrepancy, additional peaks with coordinates ( , ), , integer
where M is the number of additional layers of peaks, are added for each peak in position
This procedure expands the period window to MT, and the range of slope that can be fit into a straight line is expanded to max max 
The second constraint comes from the slope obtained during the CPMG line fit process from the relation,
ssing the calculated A and B as the initial guess, the fit function implemented in MATLAB is used to obtain the final estimation of A and B. While using the fit function, we apply a filter on the root-mean-square error (RMSE) calculation to prevent unphysical fitting results due to interception of nearby peaks originating from other nuclear spins. The filter is built based on the initial (A, B) values as follows:
The fitting process is applied to all lines that were selected in the CPMG line fit method.
However, some of the chosen lines can be based on mixed peaks that come from several different nuclear spins with differing interaction strength. To remove the incorrectly selected lines, a post-selection process is applied to the fitted (A, B) pairs. The (A, B) pairs that come out from the fitting process are regarded as candidates for a good nuclear spin interaction representation. The Beam Search algorithm is applied to find the optimal (A, B) pair configuration, which reconstructs the most similar signal compared to the given CPMG signal.
The algorithm calculates the RMSE value with the filter for each (A, B) pair configuration similar to the fitting process.
Results and Discussion
We first build up our systematic approach with an example of virtually generated CPMG signals. We simulate the CPMG signal with randomly selected hyperfine interaction tensor components of ten individual nuclear spins for a given  -pulse repetition number N = 32. Approximately 50000 random coordinates, which represent nuclear spins more than 13 nm away from the electron spin, in the diamond lattice having interaction strength of A < 8 kHz, B < 0.25 kHz were chosen to reproduce broad background signal ( Fig. 2a ). Figure 2b shows the Gaussian decomposition 33 of the input signal where the position, amplitude, and standard deviation value of each peak are obtained using the algorithm described in the method section. Figure 2c shows the plot of the positions of the dips in the k fan diagram. As explained above, the automatic CPMG line fit method is applied to obtain the hyperfine interaction, which finds the best configuration of straight lines starting near origin covering most of the data points as shown in Fig. 2c , using solid lines. For each line found from the fit, A and B values are calculated by solving equation (4), and equation (6). These hyperfine parameters are used as initial guesses to fit each peak iteratively based on equation (2) to reach final hyperfine interaction tensor components. The procedure is applied to each detected nuclear spin, and the accuracy of the fit is determined by comparing the reconstructed and input CPMG signal. As shown in Fig. 2d , the reconstructed CPMG signal, using the converged hyperfine interaction tensor components, shows excellent agreement with the input configuration of the spins. This shows less than 5% error compared to the values used in the signal generation. It also demonstrates the capability of the algorithm to automatically search the given nuclear spectra.
The error of hyperfine interaction was calculated as, We turn to discuss more systematic analyses of the performance of the developed algorithm. We first test the performance with numerically generated CPMG spectrums of a single nuclear spin with varying A and B. Figure 3a Lorentzian form to a more complex shape with several ripples around the peak typical for CPMG dynamic decoupling sequence. We expect that more advanced techniques such as pattern analysis based on machine learning combined with numerical fit can enhance the detectability in this strongly coupled regime.
Since the algorithm is based on a nuclear spectrum, stemming from all nuclear spins interacting with the NV center together, it is important to determine the minimum resolution of the hyperfine coupling parameter that the algorithm can reliably distinguish. We analyze simulated CPMG signal, originating from two different spins to estimate the resolution of the . One nuclear spin with fixed hyperfine interaction tensor components was used as the reference signal while the hyperfine coupling of the second nuclear spin was varied. Figure 3c and 3d show the error of the obtained hyperfine parameters of the second nuclear spin as a function of parameter variation from the reference spin. The results
show that the main factor significantly affecting the resolution of the program is A since it is directly related to the slope of each line in the spin detecting stage as well as the peak frequency of the nuclear spin. We empirically find that the obtained peak frequency resolution of the current algorithm is about 2 kHz, which showed the error less than 20%.
We further analyze the accuracy and applicability of this program by repeatedly testing =10.708 MHz/T ) is the gyromagnetic ratio of the NV center electron ( 13 C nuclear ) spin, e S is the vector of electron spin-1 operators, and n I is the nuclear spin-1/2 operators vector. We confine the lattice points to be within 2 nm from the NV center, and consider spins having hyperfine interaction values within the range -100 kHz < A < 100 kHz (5 kHz < B < 100 kHz).
Twenty lattice points in this range were randomly chosen to simulate the signal, and by repeating our algorithm, we record the error of the analysis result for each nuclear spin used to generate the signal. Figure 3d shows the average error between the input hyperfine coefficients and the output of this method by accumulating 1,000 configurations of 20 random spins. From this result, we find that the region of 80% confidence is 5 kHz < |A| < 70 kHz and 15 kHz < |B|< 80 kHz. The region of both |A| and |B| is constrained from the limitation of detecting a single nuclear spin signal as shown in Fig. 3a . In addition, for |B|, the overlap of the peaks coming from different nuclear spins appears in the many spin signals, narrowing the allowed range of this parameter. The loss in confidence can be ascribed to two main factors; (1) the accuracy of the period of the dips, and (2) the accuracy of estimating the amplitude of each dip. The period of each nuclear spin signal is estimated using a large collection of dip points. This is generally robust to the presence of other nuclear spin signals, leading to frequency resolution 2 kHz (Fig.   3e ). However, the amplitude of each dip can be disturbed when overlapped with other spin signals. As a result, the error of the hyperfine parameters mainly comes from the error in fitting the amplitude of the dip, affecting the accuracy of the perpendicular hyperfine interaction element B. As shown in Fig. 3b and c, when the peak frequency coming from two different nuclear spins is similar within 2 kHz, the peaks coming from different spins interfere with each other. This brings in a non-linear distortion to the dip amplitude. It is found that among spins in the 80% confidence region, an average of 20% of the spins has another nuclear spin whose peak frequency difference is within 2 kHz, making it difficult to fit the signal from each nuclear spin independently (Fig. 3f) . The effect of the interfering nuclear spin signal can be approximated from equation (2) . When some error in B comes in, represented as B  , the size of the peak is We now show the application of the method to the experimental NV center-based nuclear spectroscopy data. The data was collected from a single NV center system at a low temperature with varying  from 6 to longer than 50 s 11 . The experimental data in ref. 39
were re-analyzed, using this algorithm and as a result, 14 distinct nuclear spins were found (Fig.   4a ). As an output of the algorithm, the hyperfine interaction tensor components of each spin were obtained. The simulated signal from these hyperfine parameters matched well with the experimental data, as shown in Fig. 4b . The obtained hyperfine interaction tensor components are given in Table 1 . Based on the accuracy analysis performed above, spins 1, 2, 4, 10, 11, 12, and 14, marked with asterisk in the table, are in the reliable (A, B) region, and as expected, they show values less than 20% difference compared to the reported values from the experimental multidimensional spectroscopy on the same NV center and nuclear spin environment 23 (Table. 1). Moreover, an additional spin (Spin 13) was found, which is consistent with the reported values, although its B value is slightly below the confidence threshold. Spin 3 shows little deviations from the reported value. This is because its B value is smaller than the confidence range. Hyperfine values of spins 5, 6, 8, and 9 show a large deviation from the reported values.
This was predicted in Fig. 3a because of its small A value (< 5 kHz), increasing the probability of its signal overlapping with signals from other nuclear spins with similar peak frequencies, or overlapping with the nuclear spin bath in the CPMG signal. Spin 7 is exceptionally well fit in spite of having AB values out of the 80% confidence range. This seems to be a coincidence coming from the size of the bath peak. By application to the experimental result, it is confirmed that spins detected using this method, and having nuclear spin values within the reliable AB region, are within 20% error from the real value.
In this algorithm, the CPMG signal was simulated and analyzed based on Eqs. (1) and (2) . In these equations, the interaction between the 13 C nuclear spins was neglected because of the small interaction strength compared to the one between the NV center electron spin and the 13 C nuclear spin. However, the nuclear-nuclear couplings can be significant, especially for larger tau and N, and can cause broadening or splitting of the peaks 11, 23 . This could impair the analytical performance of this program. Additional consideration of the interaction between 13 C nuclear spins in the fitting stage will increase the capability of this program even for results obtained from the large time region.
Additionally, under the same nuclear spin environment, the CPMG signal of larger N values show more disordered results because the number of nuclear spins with detectable peaks within the CPMG signal increase, elevating the probability of peak overlap between different nuclear spins in the resulting signal. In this algorithm, it is assumed that a single straight line in the spin detection stage represents a single nuclear spin. However, it is possible that multiple nuclear spins with different hyperfine interaction tensor components share their peak frequency, and form a single line as implied in Figure 3b , and c. In this case, because the multiple spin signal is considered as a signal originating from a single nuclear spin in this algorithm, the fitting accuracy can be reduced. Since treating signals from a single straight line as a multiple spin signal takes more complex calculations and a longer time, it was not considered in this algorithm. Considering multiple nuclear spins in the fitting stage will increase the accuracy of the analysis. 
Conclusion
In this study, we have proposed and demonstrated an automated algorithmic method to analyze the CPMG dynamic decoupling nuclear spectrum to detect 13 C nuclear spins near the NV center in diamond. Our algorithm decomposes spectroscopy signal into Gaussians using the signal partitioning algorithm 33 , detects nuclear spins automatically, and returns hyperfine interaction tensor components of each nuclear spin. We confirmed that our program successfully works for both simulated signals and an extended experimental data set. Moreover, we analyzed the range of applicability and limitations of this methodology that can be improved with additional consideration of the interaction between nuclear spins, and signal processing regarding non-linearity due to multiple nuclear spins. Our results show the first step of a systematic algorithmic approach, providing a useful and general tool for expanding the number of available coherent resources in a system using hyperfine coupling to NV centers and nuclear spins.
diamond. Nature materials 8, 383 (2009). Lines are guides for the eye to group the points originating from the same nuclear spin. All ten nuclear spins used to generate the CPMG signal were detected. (d) Comparison of the generated data and the signal reconstructed from the detected spin parameters. The error of the hyperfine interaction tensor components of each nuclear spin is less than 5%. (4) 
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