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component and factor models
During the last decades, the interest in multi-way data representations has in-
creased exponentially. When data is described as N -way (N > 2), a parsi-
monious representation is often desirable. Such representations are given by
multi-way generalizations of the Principal Component Analysis (PCA) or of the
Singular Value Decomposition (SVD). They are called multi-way decompositions
or tensor decompositions.
A multi-way decomposition is a decomposition of a multi-way array into a
sum of rank-1 arrays. In a multi-way model, a multi-way data array is the
sum of a multi-way decomposition and a residual array. The optimal solution
of a multi-way model is usually the multi-way decomposition that is found by
minimizing the sum-of-squares of the residual array.
Different from PCA, Factor Analysis is a correlation-focused approach seek-
ing to reproduce the inter-correlations among variables, in which the factors
represent the common variance of variables, excluding unique variance. Here,
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8each variable is assumed to have a unique part which does not correlate with
other variables.
In section 2.1, we introduce the general framework of two-way and three-
way decomposition. In section 2.2, three-way decomposition is introduced with
existing models and methods (e.g. Candecomp/Parafac and Tucker3). In section
2.3, we discuss uniqueness conditions for the Candecomp/Parafac model. In
section 2.4, we discuss non-existence of a best-fitting Candecomp/Parafac model.
In section 2.5, we discuss two-way and three-way Common Factor Analysis.
Finally, in section 2.6, we discuss multi-set component and factor analysis.
2.1 Two-way decomposition
The two-way decomposition is a decomposition of a matrix (two-way array) into
a sum of rank-1 matrices. It comprises various bilinear methods (SVD, Factor
Analysis, PCA) and has a strong relation to the rank of a matrix, which is
defined as the smallest number of rank-1 matrices whose sum equals the matrix.
The model containing the two-way decomposition of a I × J matrix X is
described by the following equation
X = ABT + E =
R∑
r=1
ar ◦ br + E, (2.1)
where E (I×J) is the residual matrix, and A (I×R) and B (J×R) are matrices
whose columns are a1, ...,aR and b1, ...,bR, respectively.
The notation “◦” stands for the outer product of two vectors, defined as
x◦y = xyT . And note that, since all columns of the matrix xyT are proportional,
its rank is equal to 1 if x and y are non-zero. Hence, in (2.1), the matrix X
is decomposed into the sum of R rank-1 matrices and a residual matrix E. If
R = rank(X), that is E = O, then the pair (A,B) is called a perfect fitting
9solution of (2.1) and X = ABT . If R < rank(X), then ABT is called a rank-R
approximation of X. And, if (A,B) is a solution which minimizes ||E||2 = ∑
i,j
e2ij ,
then it is called an optimal solution of (2.1), and the corresponding ABT is called
a best rank-R approximation of X.
The equation (2.1) can be graphically depicted as follows
Figure 2.1: Two-way decomposition
To find an optimal solution of (2.1), there is a commonly employed method
that is PCA by means of SVD.
2.1.1 Singular Value Decomposition (SVD)
The SVD of a matrix is defined as follows. Let X be an arbitrary I × J matrix,
I ≥ J , of rankR, R ≤ J . Then the SVD of X is of the form as X = USVT , where
U is a I×J matrix with UTU = IJ , V is a J×J matrix with VTV = VVT = IJ ,
and S = diag{s1, ..., sJ} with s1 ≥ · · · ≥ sJ ≥ 0. The elements s1, . . . , sJ are
called the singular values of X. It can be seen that SVD has the following
interesting property.
Lemma 2.1.1 The rank of a matrix equals the number of its non-zero singular
values.
The SVD of an arbitrary matrix X always exists. In the case in which X is
not of full column rank, i.e. R < J , a parsimonious version of the SVD of X
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is available by the simplified expression X = URSRV
T
R, where UR (respectively
VR) is formed by taking the first R columns of U (respectively V), and SR is
the upper left R×R submatrix of S.
To find the best low-rank approximation of a matrix, Eckart and Young
(1936) provided a method using the SVD. They showed that every matrix always
has the best low-rank approximation as the truncated SVD of this matrix. This
result is as follows.
Theorem 2.1.2 (Eckart & Young (1936)) Let Y be given by the truncated
SVD of X, i.e. Y =
R∑
r=1
sr(ur ◦ vr) for some R ≤ rank(X). Then Y is a best
rank-R approximation of X, that means ||X−Y||2 = ∑
i,j
(xij − yij)2 is minimal
over Y of rankR.
For X = Y it can be seen that the rank R is indeed the smallest number of
rank-1 matrices whose sum equals X.
2.1.2 Principal Component Analysis (PCA)
Principal component analysis (PCA) is a popular statistical method which was
invented in 1901 by Pearson (1901). Now, it is mostly used as a tool in ex-
ploratory data analysis and for making predictive models. It can convert a set
of observations of possibly correlated variables into a reduced set of values of
uncorrelated variables, called principal components, that capture most of the
information contained in the original data. This allows to reduce the dimension
of the original data set while losing the smallest possible amount of information.
Formally, let X be a I×J data matrix with standardized scores (each column
has mean 0 and variance 1) of I individuals on J variables. The PCA of X with
R components is to find a I × R orthogonal matrix A and a J × R matrix B
such that X can be expressed as X = ABT + E, where ||E||2 is minimal. The
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matrix A is called the component score matrix, and its columns are the principal
components. The matrix B is called the loading matrix, the loadings are the
weights that allow to reconstruct the original variables as linear combinations of
the principal components. The pair (A,B) is called a PCA solution.







which shows that PCA tries to fit X as a sum of R rank-one matrices.
The objective of PCA is minimizing ||E||2 = ||X−ABT ||2. Since rank(ABT ) ≤
R, it follows that ABT is the truncated SVD of X, that is if URSR(VR)
T is the






T . The minimum
number of components that give perfect fit is the number of non-zero singular
values of X, that is rank(X). Therefore, it is not necessary to take a number of
components R larger than the number of variables J . In fact, R is usually taken
much smaller than J .
Due to the decreasing ordering of singular values of X in SVD, the first
principal component explains the most variance possible, and each succeeding
component in turn explains the most variance under the constraint that it be
orthogonal to (uncorrelated with) the preceding components. Then the total
of explained variances is tr(BBT ) = tr(I−1S2R), with tr(S
2
R) being the sum of
squares of the R largest singular values of X.
A PCA solution is not unique, but A and B can be rotated such that ABT re-
mains the same. In PCA, the variables typically have both positive and negative
loadings on the same component, which makes for complicated interpretations.
By rotating, the principal components are traded for rotated components with
easier interpretations. It is well-known that a change of basis for a predictor
space leaves the prediction unaffected. Therefore, when the principal compo-
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nents are rotated to another set of vectors spanning the same subspace, the
matrix X can be reconstructed exactly as good or bad as before, and nothing
changes in the amount of variance of X that is accounted for by the compo-
nents. A rotation is either orthogonal or oblique. Both rotations produce new
components whose interpretations are better and do not involve any loss of in-
formation. Although the orthogonal rotation has the advantage of simplicity,
it can be artificial because capacities and properties of individuals are seldom
uncorrelated. Meanwhile, the oblique rotation is useful in the most common
cases. However, unlike the orthogonal rotation, the oblique rotation does not
produce a simple structure, but rather a simple pattern.
Formally, an orthogonal rotation is multiplication by an orthonormal matrix
Q (R × R), and the rotated model part (AQ)(BQ)T is identical to ABT . For
an oblique rotation, we have (AQ)(B(Q−1)T )T with Q (R × R) non-singular
and having length-1 columns. For an overview of rotation criteria and methods,
see Browne (2001).
2.2 Three-way decomposition
As a natural generalization of the two-way decompositions, three-way decom-
position is studied. However, conditions for existence and uniqueness of the
optimal solutions of three-way models are not similar to two-way models. In
fact, finding an optimal solution of a three-way model is more difficult.
In 1927, Tensor decompositions originated by Hitchcock (see Hitchcock 1927a,
1927b), and the idea of a multi-way model is attributed to Cattell (1944). These
concepts received very little attention until 1966, when Tucker (1966) introduced
a form of 3-way PCA in psychometrics, called Turker3 model.
A tensor is a multidimensional array. More formally, an N -way array or
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order-N tensor is an element of the tensor product of N vector spaces, each of
which has its own coordinate system. Thus, a vector is a 1-way array or an
order-1 tensor, a matrix is a 2-way array or an order-2 tensor, and so on.
2.2.1 Rank of a three-way array
There is a similarity between the definition of two-way array rank and of three-
way array rank. The rank of a three-way array is also defined as the minimal
number of rank-1 arrays whose sum equals the three-way array. A rank-1 array X
is the outer product of three non-zero vectors a = [a1, . . . , aI ]
T , b = [b1, . . . , bJ ]
T ,
c = [c1, . . . , cK ]
T whose entries are given by xijk = aibjck, where the subscript
ijk corresponds to row i, column j and frontal slice k. This is denoted as
X = a ◦ b ◦ c. All slices of X are proportional in each of the three directions.
Determining the rank of a three-way array is more complicated than for a two-
way array.
Kruskal (1989) provided some very particular features of the rank of three-
way arrays. Also, Kruskal (1989) referred to some differences between rank of
a two-way array and of a three-way array as: While the two-way array rank is
easily determined by straight-forward algorithms, there is no known algorithm to
compute the rank of a three-way array and determining the rank of a three-way
array is extremely difficult; Also, the maximal rank of two-way arrays of order
I × J is equal to the minimum of I and J while the maximal rank of three-way
arrays of order I × J ×K is generally unknown, very difficult to determine and
may be larger than I, J and K; And the rank of a two-way array does not
depend on the base field (R or C) being used but the rank of a three-way array
does.
For a multi-way array, a mode-i vector is a vector obtained from the array
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by varying the ith index and keeping the other indices fixed. The mode-i rank,
denoted ranki, is defined as the rank of the set of mode-i vectors. For a matrix X,
rank1(X) is the column-rank, and rank2(X) is the row-rank. For the three-way
array X of order I × J ×K,
rank1(X) = rank{x(1)jk = [x1jk . . . xIjk]T , j = 1, . . . , J, k = 1, . . . ,K};
rank2(X) = rank{x(2)ik = [xi1k . . . xiJk]T , i = 1, . . . , I, k = 1, . . . ,K};
rank3(X) = rank{x(3)ij = [xij1 . . . xijK ]T , i = 1, . . . , I, j = 1, . . . , J}.
The triplet of these three ranks together is known as the multilinear rank of X.
We also define three types of slices of X as follows. Mode-12 slices, denoted
X
(12)
k , k = 1, . . . ,K, are the matrices obtained from X by varying the first two
indices and keeping the last index fixed. Mode-12 slices are also called frontal





x11k x12k · · · x1Jk





xI1k xI2k · · · xIJk
 , k = 1, . . . ,K.
Mode-23 slices, denoted X
(23)
i , i = 1 . . . I, are the matrices obtained from X by
varying the last two indices and keeping the first index fixed. Mode-23 slices are





xi11 xi12 · · · xi1K





xiJ1 xiJ2 · · · xiJK
 , i = 1, . . . , I.
Mode-13 slices, denoted X
(13)
j , j = 1, . . . , J , are the matrices obtained from X
by varying the first index and the third index, and keeping the second index
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x1j1 x2j1 · · · xIj1





x1jK x2jK · · · xIjK
 , j = 1, . . . , J.
For a two-way array X, we have rank1(X) = rank2(X) = rank(X). However,











Clearly, rank1(X) = rank2(X) = rank3(X) = 2, but rank(X) = 3. In general,
ranki(X) may not be the same for i = 1, 2, 3.
The typical rank of a matrix (respectively, array) with given order is the
rank that occurs with positive probability, when the elements of the matrix
(respectively, array) are sampled from a continuous distribution. For an I × J
matrix, the typical rank equals min(I, J). For a three-way array, the typical
rank may have more than one value; see e.g. Ten Berge (2011).
2.2.2 Candecomp/Parafac model (CP)
Carroll and Chang (1970) and Harshman (1970) independently introduced a
form of three-way PCA and named it Candecomp (canonical decomposition)
and Parafac (parallel factor analysis), respectively (abbreviated as CP model).
A CP decomposition of a three-way array is a decomposition of this array into
a sum of rank-1 arrays. The CP model is a sum of a CP decomposition and a
residual array. Formally, let X be an I × J ×K array. Then the CP model of
16




gr(ar ◦ br ◦ cr) + E =
R∑
r=1
Y(r) + E, (2.2)
where E is the residual array, R is the pre-specified number, ar,br, cr are vectors
of length 1, gr is the weight of the r
th component, Y(r) = gr(ar ◦ br ◦ cr) are
rank-1 arrays, called components. For fixed R, the CP decomposition (2.2) is
found by minimizing ||E||2 = ∑
i,j,k
e2ijk. The CP model (2.2) can be graphically
depicted as in Figure 2.2.
Figure 2.2: Three-way decomposition
We denote A = [a1|...|aR] (I×R), B = [b1|...|bR] (J×R) and C = [c1|..|cR]
(K × R), called component matrices. Then we can state a matrix notation of


















j , j = 1, . . . , J, (2.5)
where Ck (R × R) is a diagonal matrix with the kth elements of the vectors
grcr on its diagonal, Ai (R × R) is a diagonal matrix with the ith elements of
the vectors grar on its diagonal, Bj (R × R) is a diagonal matrix with the jth
elements of the vectors grbr on its diagonal, r = 1, . . . , R. Hence, without loss
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of generality, it can be assumed that the weights gr are absorbed in A or B or
C.
There is also another way to write the CP model. That is a matrix unfolding













= (CB)AT + E(JK×I), (2.6)













= (AC)BT + E(IK×J), (2.7)













= (BA)CT + E(IK×J), (2.8)
where gr is absorbed in B. The notation  stands for Khatri-Rao product and
is defined as column-wise Kronecker product of matrices, i.e.
AB = [a1 ⊗ b1|a2 ⊗ b2| · · · |aR ⊗ bR].
Clearly, there is a similarity between model (2.1) and model(2.2), also be-
tween Figure 2.1 and Figure 2.2. A triplet (A,B,C) that satisfies the equation
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(2.2) is called a CP solution or a rank-R approximation of X. If R = rank(X)
then (A,B,C) is a perfect fitting solution of CP, that is E = O. If R < rank(X)
and ||E||2 is minimal then (A,B,C) is called an optimal CP solution or a best
rank-R approximation of X. Thus, the rank of X is the smallest number R for
which X has a full CP decomposition.
Contrary to the two-way case, we do not have a three-way SVD that yields
a best rank-R approximation to a three-way array X for any R. In order to
find the R components and their weights in CP, an iterative algorithm is needed
which minimizes ||E||2. For an overview and comparison of CP algorithms, see
Tomasi and Bro (2006) and Comon, Luciani, and De Almeida (2009).
2.2.3 Tucker3 model








grpq(ar ◦ bp ◦ cq) + E. (2.9)
It is easy to see that the CP model (2.2) is a special case of the aforementioned
Tucker3 model. Indeed, for R = P = Q and grpq = 0 if (r, p, q) 6= (r, r, r), model
(2.9) is identical to (2.2). The R × P × Q array G with entries grpq is referred
to as the core array. Usually, the component matrices A (I ×R), B (I ×P ) and
C (K × Q) are restricted (without loss of fit) to be column-wise orthonormal.







BT + E(12)k , k = 1 . . .K,
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where Gq (R × P ) is the qth frontal slice of G. We can rewrite the matrix
























c11B · · · c1QB
...
...







= (C⊗B)GTAT + E(JK×I), (2.10)
where G = [G1 · · ·GQ]. Notation of Tucker3 model is also stated as X =
(A,B,C) ·G + E, which is defined as follows.







air bjp ckq grpq.




g1 0 · · · 0





0 0 · · · 0
 , . . . , GR =

0 0 · · · 0





0 0 · · · gR
 ,
then the notation of CP model (2.2) is stated as X = (A,B,C) · G + E.
The Tucker3 model can be fitted by alternating least squares (Kroonenberg
& De Leeuw, 1980), see section 2.2.5. For R 6 I, P 6 J , Q 6 K, a best-fitting
Tucker3 model is a best multilinear rank-(R,P,Q) approximation of X. Algo-
rithms can be found in Savas and Lim (2010) and Ishteva, Absil, Van Huffel,
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and De Lathauwer (2011). Under additional constraints, the Tucker3 model can
be viewed as a multilinear SVD (De Lathauwer, De Moor, & Vandewalle, 2000).
For guidelines on fitting the Tucker3 model see Kiers and Van Mechelen (2001).
2.2.4 Computation of CP via Alternating Least Squares (ALS)
In this section, we can assume that the weights in the model (2.2) are absorbed
in the matrix C. The simplest algorithm for fitting the CP model is called
alternating least squares and works as follows.
1. (Random) starting values for (A,B,C), we have






































4. Find the best C for fixed A and B (regression)
ck =
(
(AB)T (AB))−1 (AB)TVec(X(12)k ), k = 1, . . . ,K,
where ck is the k
th column of C.
5. Stop if relative increase in fit is below some ε. Else repeat steps 2, 3, 4.
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2.2.5 Computation of Tucker3 via Alternating Least Squares
(ALS)
Set X = XI×JK = XTJK×I , where XJK×I is determined as in (2.10). Due
to Kroonenberg and De Leeuw (1980), the Tucker3 model (2.10) is fitted by




subject to A, B , and C being orthogonal without loss of generality. The ALS
algorithm for fitting the Tucker3 model (2.10) works as follows.
1. Initialize B and C,
2. A equals first R left singular vectors of XI×JK(C⊗B) (orthogonal regres-
sion)
3. B equals first P left singular vectors of XJ×IK(C⊗A) (orthogonal regres-
sion)
4. C equals first Q left singular vectors of XK×IJ(B⊗A) (orthogonal regres-
sion)
5. G = ATX(C⊗B),
6. Stop if relative increase in fit is below some ε. Else, repeat steps 2, 3, 4, 5.
2.2.6 Uniqueness properties of CP and Tucker3
One of the most attractive features of CP is its uniqueness property. The unique-
ness of a CP solution is usually studied for a given fitted model array Xˆ = X−E.
We assume the weights gr in (2.2) are absorbed in the component matrices. It
can be seen that the component matrices (A,B,C) in (2.2) can only be unique up
22
to rescaling and jointly permuting columns of A, B, C. Indeed, if (A,B,C) is a
CP solution of (2.2) then so is (A,B,C) = (APTa,BPTb,CPTc) for a permu-
tation matrix P and diagonal matrices Ta, Tb, Tc with TaTbTc = IR. If these
are the only alternatives possible, then the CP solution (A,B,C) is called essen-
tially unique. For example, for R = 3, and A = [a1 a2 a3], B = [b1 b2 b3], C =






Ta = diag{α1, α2, α3}, Tb = diag{β1, β2, β3}, Tc = diag{γ1, γ2, γ3}, we have
A = APTa = [α1a3 α2a1 α3a2] = [a1 a2 a3], B = BPTb = [β1b3 β2b1 β3b2] =
[b1 b2 b3], C = BPTc = [γ1c3 γ2c1 γ3c2] = [c1 c2 c3], and
3∑
j=1
aj ◦ bj ◦ cj =
(α1a3) ◦ (β1b3) ◦ (γ1c3) + (α2a1) ◦ (β2b1) ◦ (γ2c1) + (α3a2) ◦ (β3b2) ◦ (γ3c2) =




aj ◦ bj ◦ cj =
3∑
j=1
aj ◦ bj ◦ cj if and only if αjβjγj = 1, j = 1, 2, 3.
Hence, (A,B,C) = (A,B,C) if and only if TaTbTc = I3. A summary of CP
uniqueness conditions is given in section 2.3.
For Tucker3 model, it is well-known that the Tucker3 matrices A,B,C, and
G are not unique. Indeed, if S (R×R), V (P×P ), and W (Q×Q) are nonsigular
matrices, then










STG(W ⊗V)(W−1CT ⊗V−1BT ).
This means that we can rotate the component matrices and the core array from












, and STG(W ⊗ V), respec-
tively. An oblique rotation method to obtain simple structure in the core array
can be found in Kiers (1998b). An orthogonal rotation method to obtain simple
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structure in the core array and the component matrices can be found in Kiers
(1998a).
2.2.7 Best rank-R approximations may not exist
Unlike two-way models such as PCA, an optimal CP solution may not exist.
In such cases, convergence of the CP algorithm is extremely slow and some
components of the CP solution become more and more proportional as the CP
algorithm runs. In the majority of such cases, exactly two components, say Y(s)
and Y(t), of the solution display the following pattern
• In all three component matrices, the columns s and t become almost ex-
actly equal up to a sign change, the product of these sign changes being
−1.
• The magnitudes of gs and gt in (2.2) become arbitrarily large, while Y(s) +
Y(t) remains bounded.
This pattern is called a two-factor degeneracy, see Kruskal, Harshman, and
Lundy (1989). It can be graphically depicted as in Figure 2.3.
Figure 2.3: Two-factor degeneracy
24
The contributions of Y(s) and Y(t) diverge in nearly opposite directions.
However, their sum Y(s) + Y(t) still contributes to a better fit of the CP decom-
position.
Analogous to two-factor degeneracies, also three-factor degeneracies have
been encountered, in which the three components Y(s), Y(t) and Y(u) display
the following pattern:
• In all three component matrices, the columns s, t and u become almost
exactly equal up to a sign change.
• The magnitudes of gs, gt and gu in (2.2) become arbitrarily large, while
Y(s) + Y(t) + Y(u) remains bounded.
The sign changes are such that the contribution of two of the factors together
nearly cancels the contribution of the third factor, while the sum Y(s) + Y(t) +
Y(u) still contributes to a better fit of the CP model. It can be graphically
depicted as in Figure 2.4.
Figure 2.4: Three-factor degeneracy
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and corresponding weights g1 = 2258.674, g2 = 2324.58 and g3 = 4579.80. This
is a three-factor degeneracy because Y(1) ≈ Y(2) ≈ −1
2
Y(3).
The degeneracies are also referred to as diverging components or diverging
rank-1 terms. Within a CP solution several different groups of diverging com-
ponents may occur. A more detailed discussion of the non-existence of a best
rank-R approximation is provided in section 2.4.
2.3 Uniqueness conditions for CP
In this section, we assume that the weights gr in (2.2) are absorbed in the
component matrices.
Kruskal (1977) has shown that a CP solution (A,B,C) of the model (2.2) is
essentially unique if
kA + kB + kC ≥ 2R+ 2, (2.12)
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where kA, kB, kC denote the Kruskal-ranks of the component matrices A, B,
C, respectively. The Kruskal-rank of a matrix is the largest values of m such
that every subset of m columns of the matrix is linearly independent. Stegeman
and Sidiropoulos (2007) provided a proof of (2.12) that is more accessible than
the one by Kruskal (1977). See Rhodes (2010) for an alternative proof.
Ten Berge and Sidiropoulos (2002) showed that Kruskal’s uniqueness con-
dition (2.12) is not necessary for CP uniqueness if R > 3 (see also Ten Berge
& Stegeman, 2006). Weaker uniqueness conditions for CP are given by Jiang
and Sidiropoulos (2004) and De Lathauwer (2008). These authors independently
examined the case where one of the component matices, say C, has full column
rank, i.e. kC = R. Jiang and Sidiropoulos (2004) provided a necessary and suf-
ficient condition of CP uniqueness which unfortunately is not easy to check and
also proved that CP uniqueness holds if a matrix U(A,B) depending on the ele-
ments of A and B has full column rank. De Lathauwer (2008) showed that, for
component matrices A and B randomly sampled from a continuous distribution,
U(A,B) has full column rank almost surely if
I(I − 1)J(J − 1)
2
≥ R(R− 1). (2.13)
It can be seen that (2.13) is a weaker condition than (2.12) if kA = min(I,R),
kB = min(J,R) and kC = R. De Lathauwer (2008) also obtained a similar
uniqueness condition for the 4-way CP. In Stegeman, Ten Berge, and De Lath-
auwer (2006), an alternative proof of (2.13) was given using the analysis of Jiang
and Sidiropoulos (2004). And Stegeman (2009a) showed that if one of A, B, C
has full column rank, then Kruskal’s condition (2.12) implies that U(A,B) has
full column rank. Thus, also for non-random A, B the latter condition is weaker
than (2.12).
CP uniqueness conditions are also applied to the CP model of an array with
27
symmetric slices. For these cases, the Indscal model was introduced by Carroll






k , k = 1, . . . ,K, (2.14)
where slices X
(12)
k (I × I) are symmetric and Ck (R ×R) are as in (2.3). From
Kruskal’s uniqueness condition (2.12) for CP, it follows that an Indscal solution
is essentially unique if
2kA + kC ≥ 2R+ 2 (2.15)
For Indscal, the sufficient uniqueness condition of Jiang and Sidiropoulos (2004)
is that U(A,A) has full column rank. The results in Stegeman (2009a) are ex-
tended to the Indscal decomposition. Stegeman (2009a) also showed that (2.15)
implies that U(A,A) has full column rank. And Stegeman et al. (2006) partly
proved that, for A randomly sampled from a continuous distribution, U(A,A)













1{I≥4} ≥ R(R− 1). (2.16)
The full proof of (2.16) is given in Stegeman (2011).
Kruskal’s conditions (2.12) and (2.15) can be applied to any particular CP
and Indscal solution, while conditions (2.13) and (2.16) assume randomly sam-
pled solutions. The question is whether a CP and Indscal solution obtained
from an algorithm can be regarded as randomly sampled. Solutions with lin-
early dependent columns in the component matrices are no exception. This not
only happens in the case of ”degenerate” solutions (which also occur in Indscal,
see Stegeman, 2007), but also in other cases. Hence, the uniqueness conditions
(2.13) and (2.16) should be applied with care.
Using the analysis of Jiang and Sidiropoulos (2004), Stegeman (2009a) has
obtained improved Kruskal-type uniqueness conditions for CP and Indscal when
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C has full column rank. In particular, if rank(A) = kA or rank(B) = kB or
both, then
rank(A) + rank(B) ≥ R+ 2 (2.17)
is sufficient for CP uniqueness. If kA < rank(A) and kB < rank(B), then the
CP uniqueness condition is
max(rank(A) + kB, kA + rank(B) ≥ R+ 2. (2.18)
Conditions (2.17) and (2.18) hold for a particular CP solution and are weaker
than Kruskal’s condition (2.12) if kC = R. However, (2.17) and (2.18) are
stronger than U(A,B) having full column rank.
For kA < rank(A) in Indscal, the improved uniqueness condition (2.18)
becomes
rank(A) + kA ≥ R+ 2. (2.19)
Condition (2.19) is weaker than Kruskal’s condition (2.15) but stronger than
U(A,A) having full column rank.
Recently, Domanov and De Lathauwer (2013a, 2013b) provided a unified
treatment of all uniqueness results for three-way CP.
In the Tucker3 model (2.9), the array X is also the sum of a number of
rank-1 arrays and a residual array. However, interaction terms between vectors
of different modes are taken into account. Their weights are given by the off-
diagonal elements of the core array G. Contrary to CP, an unrestricted Tucker
solution is not unique.
There exists a number of variants of CP and Tucker3 models. Recently, a
more general class of multi-way decompositions, called ”block decompositions”,
was introduced by De Lathauwer (2008). In a block decomposition, a multi-
way array X is decomposed into R arrays which may have rank larger than
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1. De Lathauwer (2008) derived uniqueness conditions of the type (2.12) for a
particular solution of the block decomposition.
2.4 Non-existence of a best rank-R approximation
We denote SR(I, J,K) as the set of all I × J × K arrays with rank at most
R. Then, a best rank-R approximation of X is defined by solving the following
optimization problem.
Minimize ||X−Y||2 subject to Y ∈ SR(I, J,K). (2.20)
In case of rank(X) > R, an optimal solution of (2.20) will be a boundary point
of the set SR(I, J,K). However, the set SR(I, J,K) is not closed for R ≥ 2
(De Silva & Lim, 2008). Therefore, the problem (2.20) may not have an optimal
solution. This means that a best rank-R approximation of X or an optimal
CP solution may not exist. Non-existence of an optimal CP solution results in
diverging rank-1 arrays when an attempt is made to compute a best rank-R
approximation to X. This was conjectured by Kruskal et al. (1989) and proven
by Krijnen, Dijkstra, and Stegeman (2008).
Since diverging components cannot be interpreted, it may become a serious
problem in practical use of CP. In simulation studies involving randomly sampled
data X, diverging components occur very often; see Stegeman (2006, 2008, 2012).
Also, it has been proven that all 2× 2× 2 arrays of rank 3 have no optimal CP
solution for R = 2 (see Kruskal et al., 1989). Stegeman (2008) conjectures that






having complex eigenvalues, a best
rank-p approximation does not exist, i.e. an optimal CP solution does not exist.
In practice, diverging components due to non-existence of an optimal CP
solution are often avoided by imposing constraints in CP. For example, Krijnen
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et al. (2008) showed that an optimal CP solution will be guaranteed by im-
posing orthogonality constraints on (one of) the component matrices, and Lim
and Comon (2009) showed that an optimal CP solution exists for non-negative
X under the restriction of non-negative component matrices. However, these
constraints are not suitable for all applications of CP.
There is also a different approach to deal with diverging components. In this
approach, instead of considering problem (2.20), one will consider the following
problem.
Minimize ||X−Y||2 subject to Y ∈ SR(I, J,K), (2.21)
where SR(I, J,K) denotes the closure of SR(I, J,K) (i.e., the union of the set
and its boundary). Clearly, problem (2.21) always has an optimal solution. And
if problem (2.20) has an optimal solution, then it is also an optimal solution of
problem (2.21). If problem (2.20) does not have an optimal solution, then the
sequence of CP updates will converge to an optimal solution of problem (2.21).
This optimal solution is a boundary point of SR(I, J,K) with rank larger than
R. Therefore, to solve problem (2.21), we need to characterize the boundary
points of SR(I, J,K) and need an algorithm to find an optimal boundary point.
For R = 2, the boundary points are determined by De Silva and Lim (2008),
and Rocci and Giordani (2010) showed that problem (2.21) can be solved by
fitting a Tucker3 model with column-wise orthonormal component matrices and
a constrained 2× 2× 2 core array. The set of arrays satisfying this model with
perfect fit is equal to S2(I, J,K). For K = 2 and R ≤ min(I, J), the boundary
points of SR(I, J, 2) are characterized by Stegeman (see Stegeman, 2006, 2008,
2010), and Stegeman and De Lathauwer (2009) showed that problem (2.21) can
be solved for I × J × 2 arrays by fitting a Generalized Schur Decomposition
(GSD). The set of arrays satisfying the GSD with perfect fit is identical to
31
SR(I, J, 2).
Stegeman (2012, 2013) presented an approach to avoid diverging components
by providing a new constructive method to find an optimal solution of problem
(2.21) for general I × J ×K arrays. In these papers, Stegeman showed that a
CP decomposition (A,B,C) featuring diverging components can be rewritten
as a decomposition in block terms where each block term corresponds to a group
of diverging components. Moreover, he also showed that if the diverging com-
ponents occur in groups of two, three or four, then the limiting boundary point
Z can be obtained by fitting an appropriate constrained Tucker3 model to X,
using the block term decomposition of (A,B,C) as initial values. The restric-
tion to groups of maximal four diverging components is not severe since larger
groups of diverging components occur much less often. In Stegeman (2014), this
approach is applied to a three-way dataset of TV-ratings which yields diverging
components for R = 3.
The methods in Rocci and Giordani (2010) and in Stegeman and De Lath-
auwer (2009) allow the fitting of a different model than CP. This avoids the slow
convergence of a CP algorithm when diverging components occur. In Stegeman
(2012, 2013), first CP is fitted. When diverging components occur, an appropri-
ate constrained Tucker3 model is fitted.
2.5 Common factor analysis
2.5.1 Two-way common factor analysis
Let X be an I × J matrix containing I observations of J variables. Entry xij
of X denotes observation i of variable j. We assume the columns of X (i.e.,
the J variables) have mean zero. Next, we suppose that in theory the data can
be written as the sum of a common part and a unique part: X = X(com) + E.
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The common part X(com) contains the part of each variable that correlates with
other variables in the data. The unique part E contains the part of each variable
that does not correlate with other variables. The unique part of a variable may
contain measurement errors as well as a reliable part measuring a trait that
is uncorrelated with any other variable. Both X(com) and E have mean-zero
columns. We look for a small number of R factors that best summarizes the
common part: X(com) ≈ ABT , with the I ×R matrix A containing the factors
as columns, and the J × R matrix B containing the loadings of the common
parts of the variables on the factors. Hence, entry bjr of B is the loading on
factor r of the common part of variable j. For perfect fit, the J × J covariance
matrix of the above factor analysis model is given by
Σ = BΦBT + U, (2.22)
where Σ = I−1XTX is the data covariance matrix , Φ = I−1ATA is the factor
covariance matrix, and U = I−1ETE is the diagonal matrix of unique variances.
Note that U is diagonal because the unique part of a variable is not correlated
with any other variable. The factors A are usually scaled such that they have
variance 1, which makes Φ the factor correlation matrix. If the factors are chosen
uncorrelated (also called orthogonal), then Φ = IR. Otherwise, the factors are
called oblique. Since the factors correspond to the common part of the data, the
model (2.22) is known as the common factor model, e.g. Spearman (1904) and
Thurstone (1935). The diagonal entries of Σ−U are the variances of the common
parts of the variables, and are called communalities or common variances. The
diagonal entries of BΦBT are called the estimated common variances. The
diagonal entries of U are called the unique variances.
Given the data covariance matrix Σ, we need to determine matrices B, Φ,
and U such that the right-hand side of (2.22) is a best approximation of Σ
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in some sense. Then the triplet (B,Φ,U) is called the solution of (2.22). The
solution of (2.22) can be found by minimizing the sum-of-squares of Σ−BΦBT−
U (the MINRES method of Harman & Jones, 1966), by using the Maximum
Likelihood principle (MLFA of Jo¨reskog, 1969), or using the Minimum Rank
Factor Analysis (MRFA of Ten Berge & Kiers, 1991).
The MRFA algorithm computes the unique variances U such that U is non-
negative, Σ−U is a covariance matrix, and the unexplained common variance
in Σ −U ≈ BΦBT is minimized. Since Σ −U is a covariance matrix, all its
eigenvalues are nonnegative. Then the best approximation BΦBT is obtained
from the R largest eigenvalues and associated eigenvectors of Σ −U, and the
minimum unexplained common variance in Σ−U ≈ BΦBT is equal to the sum
of the J −R smallest eigenvalues of Σ−U; see Eckart and Young (1936). The
advantage of MRFA is that we have proper communalities and we can compute




where trace(·) is defined as the sum of the diagonal entries of a matrix, which
is equal to the sum of the eigenvalues of the matrix. The numerator of (2.23)
equals the sum of the estimated common variances. The denominator equals
the sum of the communalities (common variances), under the condition that
the eigenvalues of Σ − U are nonnegative. To sum up, for a fixed number of
R factors, MRFA minimizes the amount of common variance left unexplained
under the constraint of proper communalities.
In a solution (B,Φ,U) of (2.22), the loadings matrix B and factor correlation
matrix Φ are not unique. Indeed, we have
BΦBT = (BQD−1)(DQTΦQD)(BQD−1)T , (2.24)
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where Q is an R×R orthonormal matrix (i.e., QQT = IR), and D is an R×R
diagonal matrix such that the diagonal of DQTΦQD contains only ones. Hence,
an alternative loadings matrix is BQD−1 and an alternative factor correlation
matrix is DQTΦQD. Here, matrix Q rotates the factors, while D rescales them.
The inverse rotation and rescaling is applied to the loadings matrix. In practice,
a rotation is often applied such that factor interpretation via the new BΦ is
made easier; see e.g. Browne (2001).
CFA differs from PCA. That is, CFA takes into account the unique part
of each variable while this is neglected in PCA. The unique part may be seen
as measurement error or as a part of the variable that does not correlate with
other variables or as a combination of both. PCA can be favored because of
its computational simplicity and manifest component approach, whereas CFA is
computationally more difficult and features latent factors. However, PCA and
CFA are said to yield similar estimated loadings in simulation studies, although
this is not generally true and theoretical results prove only asymptotical sim-
ilarity (e.g., Ogasawara, 2000) or for the case of equal unique variances (e.g.,
Tipping & Bishop, 1999).
2.5.2 Three-way common factor analysis
Let X1, . . . ,XK be frontal slices of a three-way data of size I × J × K. Here
Xk is a matrix containing I observations of J variables for occasion k or under
condition k, for k = 1, . . . ,K. Entry xijk of Xk denotes observation i of variable
j under condition k. We assume the columns of Xk have mean zero for all k. As
in two-mode factor analysis, we write Xk as the sum of a common part and a
unique part: Xk = X
(com)
k +Ek, for k = 1, . . . ,K. Moreover, we look for a small
number of R factors that best summarizes the common parts: X
(com)
k ≈ ABTk ,
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where the factors A are the same for all k, but the loadings Bk may be different.









where X(I×JK) = [X1 · · ·XK ] and E(I×JK) = [E1 · · ·EK ]. Analogous to (2.22),
the covariance model corresponding to (2.25) is
Σ =



















where Σ = I−1XT(I×JK)X(I×JK) is the data covariance matrix, Σkl = I
−1XTk Xl
contains the covariances between the I variables for conditions k and l, the factor
covariance matrix Φ = I−1ATA is as in (2.22), and U = I−1ET(I×JK)E(I×JK) is
the diagonal matrix of unique variances. Note that Σ and U have size JK×JK,
that Σkl has size J × J , and that Σkl = ΣTlk.
There is an approach to three-mode factor analysis in the literature that is
based on the Tucker3 model (2.10). In this model, each mode of the data has its
own components, and their interaction strengths are given by numbers grpq of
the so called core array. For our three-way data, suppose we have R components
for the I observations, P components for the J variables, and Q components for
the K conditions. The covariance model corresponding to (2.10) is given as
Σ ≈ (C⊗B)GTΦG(C⊗B)T + U. (2.27)
It is well known that the CP model is a special case of the Tucker3 model in
which R = P = Q and grrr = 1 and grpq = 0 otherwise. The solution of the
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Tucker3 model is not unique. All of A, B, and C can be rotated, with inverse
transformations applied to the interaction strengths in G, without affecting the
model part AG(C⊗B)T . In chapter 5 we consider covariance model (2.27).
We propose a new approach to three-mode factor analysis that is based on
the CP model (2.6). The covariance model corresponding to (2.6) is then
Σ ≈ (CB)Φ(CB)T + U. (2.28)
Our approach will be presented in detail in chapter 4.
2.6 Multi-set component and factor analysis
2.6.1 Parafac2
In this section, we consider a set of data matrices in which each data matrix has
the same column units, but different row units. Such data set is called multi-
set or multi-block. In particular, we consider multi-set data in which the same
variables are observed for several different populations or subpopulations. Let
Xk (Ik×J) be the data matrix of the sample from (sub)population k, k = 1 . . .K.
If I1 = · · · = IK , then we obtain a three-way dataset that could be modelled by
CP or Tucker3. In the case I1, . . . , IK are not the same, CP and Tucker3 cannot
be used. Next, we discuss Parafac2, which is an adaptation of CP to multi-set
data. The direct model of Parafac2 is given in Kiers, Ten Berge, and Bro (1999)
as follows
Xk = AkCkB
T + Ek, k = 1 . . .K, (2.29)
where Xk is an Ik×J matrix consisting Ik observations on J variables in sample
k, Ak is an (Ik × R) matrix of component scores such that I−1k ATk Ak = Φ is
constant over k with a positive semi-definite matrix Φ, B (J × R) is loading
37
matrix, Ck is an R × R diagonal matrix containing the weights for sample k,
and Ek is an Ik × J matrix of residual on sample k.
The model (2.29) can be graphically depicted as in Figure (2.5)
Figure 2.5: The direct Parafac2 model
Harshman (1972) introduced the indirect form of Parafac2 as
Σk = BCkΦCkB
T + E˜k, k = 1 . . .K, (2.30)








k Ak is the factor
correlation matrix, and E˜k is the residual in sample k. Note that (2.30) can be
obtained from (2.29) when ATk Ek = O for k = 1 . . .K.
2.6.2 Simultaneous Component Analysis models
Timmerman and Kiers (2003) presented a class of four simultaneous component
analysis (SCA) models. Let Xk be an (Ik × J) matrix containing scores of
sample k on J variables measured at Ik observations, k = 1 . . .K. In each of
the four SCA models, each sample is decomposed into a few component scores
and a loading matrix, where the loading matrix is assumed common for all
samples. Difference between the four SCA models is the constraints imposed
on the covariances of the component scores. The four SCA models are given as
follows.
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The model for SCA with invariant Pattern (SCA-P) is given as
Xk = FkB
T + Ek, k = 1 . . .K, (2.31)
where Fk (Ik ×R) is the matrix of component scores in sample k, B is a J ×R
matrix of loadings, and Ek is a Ik × J matrix of residual. The component score
matrix Fk is unconstrained.
The model for SCA with Parafac2 constraints (SCA-PF2) is a constrained
version of SCA-P model. That is, SCA-PF2 is given by (2.31) with constraint
I−1k F
T
k Fk = CkΦCk, where Ck is a R × R diagonal matrix and Φ is a R ×
R positive definite matrix having unit diagonal elements. Hence, SCA-PF2 is
exactly the direct Parafac2 model (2.29) (ignoring the “between part” of the
SCA models). SCA-PF2 is suitable if the variables indicate concepts that are
equally correlated for different samples, and if the degree of variability with
respect to these concepts varies between samples.
The model for SCA with Indscal constraints (SCA-IND) is a constrained
version of both SCA-P and SCA-PF2. That is SCA-IND is given by (2.31)
with constraint Φ = IR. SCA-IND is used if the variables indicate several
uncorrelated concepts, and if the samples show differences in variability with
respect to these concepts.
The model for SCA with Equal average Cross-product constraints (SCA-
ECP) is a constrained version of the SCA-P, SCA-PF2, and SCA-IND models.
That is, SCA-ECP is given by (2.31) with constraint I−1k F
T
k Fk = Φ for some
positive definite Φ. SCA-ECP is used if all samples show equal variability on
the components, and the correlations between the components are equal for all
samples. Note that, without loss of generality, the components Fk can be rotated
to I−1k F
T
k Fk = IR for all samples.
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2.6.3 Multi-set Parafac2 common factor model
In this section we introduce a multi-set factor model based on Parafac2. This
model and its estimation procedure are the subject of Chapter 6. Let Xk be the
data matrix of a sample from (sub)population k, k = 1 . . .K. We measure the
same J variables in each sample, where we have Ik observations in sample k.
We assume that the columns of each Xk are centered. For R underlying factors,
our exploratory factor model is given as
Xk = AkCkB
T + Ek, k = 1 . . .K, (2.32)
where Ak is an Ik×Rmatrix of factor scores in sample k such that I−1k ATk Ak = Φ
is constant over k, B (J × R) is a loading matrix common to all samples, Ck
(R × R) is a diagonal matrix containing the factor strengths in sample k, and
Ek (Ik × J) is the unique part of sample k. The common part of sample k is
thus modelled as AkCkB
T .
The covariance model corresponding to (2.33) is as follows
Σk ≈ BCkΦCkBT + Uk, k = 1 . . .K, (2.33)
where Uk (J×J) is a diagonal matrix containing the unique variances for sample
k. We refer to (2.33) as the multi-set Parafac2 factor model.
Multi-set Parafac2 factor model (2.33) is the factor analogue of the simulta-
neous component models SCA-PF2 (for oblique components and direct Parafac2
form) and SCA-IND (for orthogonal components and Indscal form) presented
in Timmerman and Kiers (2003). The difference between model (2.33) and the
component models SCA-PF2 and SCA-IND is the same as the difference between
common factor analysis and principal component analysis for one data matrix.
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