Abstract: A control system design procedure based on the optimization of multiple objectives is used to realize the control design specifications of the linear gasification plant models. A multiobjective genetic algorithm (MOGA) is used in conjunction with an H 2 loop-shaping design procedure (LSDP) in order to satisfy the requirements of this critical system. The H 2 LSDP is used to guarantee the stability and robustness of the controller while its associated weighting matrix parameters are selected using the multi-objective search method in order to achieve performance requirements. A controller emerges which is stable but unable to completely meet some of the control objectives. Despite this shortcoming, the study is an excellent vehicle for introduction to an effective H 2 loop-shaping procedure. Further work, beyond the scope of this challenge has subsequently produced an improved controller design.
NOTATION 1 H 2 CONTROL SYSTEM DESIGN METHOD TUNED BY A MULTI-OBJECTIVE GENETIC ALGORITHM f (x)
multi-objective function vector G open-loop plant transfer function matrix G d disturbance transfer function matrix The specified objective for the work summarized in this paper was to perform a controller design procedure for G s shaped open-loop plant transfer function matrix the gasifier described in reference [1] . The nature of the input and output constraints categorize the gasifier as a H 2 'H' infinity K controller transfer function matrix critical system [2, 3], i.e. a system which requires the error, or other outputs, to remain within strict limits. U matrix of output singular vectors V matrix of input singular vectors The aim of the control system designer is to ensure that these critical limits are not breached due to the presence W 1 pre-plant weighting matrix W 2 post-plant weighting matrix of disturbances or changes in the system inputs. The basis of the chosen controller design method is the H 2 x vector of decision variables loop-shaping design procedure (LSDP) of MacFarlane c robustness metric and Glover [4] and Glover and MacFarlane [5] . This D normalized perturbation technique is used in conjunction with a multi-objective l eigenvalue genetic algorithm (MOGA) [6 ] to produce a powerful r spectral radius ( largest eigenvalue magnitude) controller design strategy. s singular value S diagonal matrix of singular values
H 2 design process
H 2 control system design is an optimization-based controller design technique. Recent research has reported that the technique has been applied in a number of areas, offs between performance and robustness in the design optimum trade-off between performance and robustness. Hence H 2 optimization can be viewed as a multiprocedure can be incorporated. The technique utilizes the related concepts of singular values and the H 2 norm, objective problem in itself. the latter being defined for the transfer function matrix G:
1. (2) ness concerns using gain and phase margin settings. Interactions present in cross-coupled multi-variable syswhere x=[x 1 , x 2 , ..., x q ] and V define the set of free tems render these methods unreliable as indicators of variables x subject to any constraints and f (x)= system robustness. Instead, model uncertainty is incor-[ f 1 (x), f 2 (x), ..., f n (x)] contains the design objectives to porated into the design process by representing the plant be minimized. using a nominal model augmented by a model of the Clearly, for this set of functions f i (x), it is unlikely possible uncertainty or disturbance. The controller stratthat there is one ideal 'optimal' solution, rather a set of egy is to maximize the size of the modelling error that Pareto-optimal solutions for which an improvement in can be tolerated while retaining closed-loop stability. In one of the design objectives will lead to a degradation other words, the design procedure seeks to stabilize the in one or more of the remaining objectives. Such soluset of possible systems that could result from the uncertions are also known as non-inferior or non-dominated tainty in the plant representation. This is achieved solutions to the multi-objective optimization problem. by minimizing the H 2 norm of the reciprocal of the An example of Pareto ranking for two objectives modelling error. assuming a minimization problem is shown in Fig. 1 . Performance requirements are addressed through the Individuals are ranked according to the number of indishaping of frequency responses. This is achieved by using viduals that show superior performance in terms of weighting function matrices to provide an acceptable all the objectives. Hence, individual A is ranked 9 trade-off between disturbance rejection, noise attenuwhile individual B is ranked 0 and is referred to as nonation and the minimization of control energy. The usual dominated. ( The box formed by connecting A to each mechanism for doing this is the minimization of the H 2 of the objective axes contains nine solutions, all of which norm of the weighted frequency response. The majority dominate A.) of H 2 techniques address a closed-loop system and the Thus a multi-objective optimization strategy is comfrequency response used for this exercise is that of the patible with the H 2 controller design method. The sensitivity function. The particular technique used for inherent compromise between performance and robustthe gasifier problem is the H 2 loop-shaping design proness, which is prevalent in all control design approaches, cedure of MacFarlane and Glover [4] and Glover and lends itself to formulation as a multi-objective H 2 optiMacFarlane [5] . This is unusual in that weighting funcmization. Various specific performance criteria can be tion matrices are applied to the open-loop plant. This analysed in the context of how they affect the levels of technique has the advantage of offering levels of robust stability. The ultimate task of the designer is to select a performance, a stronger condition than that of robust suitable controller from a range of non-dominated stability.
options. The population-based nature of genetic algorAs suggested above, the attainment of performance ithms (GAs) offers an optimization strategy that can be specifications depends on the selection of the weighting adapted to perform within a multi-objective framework. function matrices, denoted W 1 and W 2 . It is through this Selection of the weighting function matrices W 1 and W 2 selection process that the designer interacts with the can be performed using this evolutionary technique and design procedure. This procedure usually involves a degree of trial-and-error style iterative design. Various factors influence the choice of these weighting function matrices, such as the bandwidth, roll-off rate and lowfrequency gain magnitude. Certain selection techniques require knowledge of the disturbance process to which the plant is subjected. Redefinition of the performance requirements may be necessary following an unsatisfactory outcome to the design procedure. The designer is faced with a number of considerations that must be bal- the result assessed in terms of multiple performance column vector of matrix U represents the direction of the vector output signal produced by the plant G subject objectives.
to an input in the direction of the corresponding column vector of matrix V. 
is a function of frequency and is manipulated in order to meet system requirements. The gain of a
varies at any given frequency with the direction of the where r is the reference signal, d is the disturbance, n is the measurement noise, u is the plant input, y is the input vector. No unique gain value can be given for a multi-variable system as a function of frequency. A meaactual output and y m is the measured output. From equation (5) it can be seen that, when |G s K| is sure analogous to that of SISO plant gain is required for multi-variable systems if loop shaping is to be large, reference signals are propagated while disturbances are attenuated. However, a large value of |G s K| employed. Eigenvalues are unsuitable for this task as they provide only a measure of gain for the specific case fails to subdue measurement noise and a trade-off situation arises. A compromise can be found because referof a square system whose input and output vectors are in the direction of an eigenvector. However, an accurate ence signals and disturbances are usually low-frequency events while measurement noise is prevalent over a much representation of the gain of a multi-variable system can be found using the singular value decomposition.
wider bandwidth. Acceptable performance can therefore be attained by shaping the singular values of G s K to give The singular value decomposition of any l×m matrix G can be written as a high gain at low frequencies for disturbance rejection and a reduced gain at higher frequencies for noise G=USVH (3) suppression [10, 12]. For this particular design procedure, the purpose of where VH is the complex conjugate transpose of V. Each K is to stabilize robustly the shaped plant as described (A−BS−1DTC )TX+X(A−BS−1DTC ) in the next section; this shaping procedure cannot be −XBS−1BTX+CTR−1C=0 (10) accomplished through the manipulation of K. Hence G s is defined to be the augmented plant G s =W 2 GW 1 , where A, B, C and D are the state-space matrices of G and where G represents the fixed plant. This structure allows the designer to shape the singular values of the aug-R=I+DDT, S=I+DTD (11) mented plant G s , through the selection of appropriate weighting matrices W 1 and W 2 . The selection of these By solving these equations, the state-space controller K s can be generated explicitly [10] . This controller gives no matrices is therefore the key element in attaining the performance requirements of the system and is the focal guarantee of the system's performance, simply that it is robustly stable. It is therefore necessary to shape the point of this design technique. This design task will be performed using a MOGA as outlined in Section 3.1.
system's response with both pre-plant weighting function matrix W 1 and post-plant weighting function matrix W 2 shown in Fig. 4 . This will ensure that the closed-loop performance meets the specifications required.
H 2 robust stabilization
The normalized left coprime factorization of a plant G is given by
The GA is a stochastic global search method which To maximize this class of perturbed models such that employs a Darwinian survival of the fittest principle. At the configuration shown in Fig. 3 is stable, a controller each generation a population of potential solutions is K s that stabilizes the nominal closed-loop system and assessed in terms of their performance in the problem minimizes c must be found, where domain. These individuals are then ranked according to their performance, the fittest having the highest probc=
ability of breeding. Pairs of individuals are then chosen according to these probabilities and bred together. Their This is the problem of robust stabilization of noroffspring form the subsequent generation of potential malized coprime factor plant descriptions [5] . From the solutions. A mutation operator is also implemented ransmall-gain theorem [10], the closed-loop plant will domly in order to ensure that the probability of searchremain stable if ing any given section of the search space is never zero. As this cycle repeats over a number of generations, the LC DN DMDL 2 <c−1 (8) population becomes more refined as the least-fit individuals are rejected and an optimal solution is approached. The steps involved in the execution of a GA can be The lowest possible value of c and hence the highest summarized as follows: achievable stability margin is given by c min = [1+r(ZX )]1/2, where r is the spectral radius, and Z and 1. The genotypic representation, often encoded in X are the solutions to the following algebraic Riccati binary, of an initial population is randomly equations: generated. 2. These genotypic representations are converted to the (A−BS−1DTC )Z+Z(A−BS−1DTC )T corresponding phenotypes or decision variables. −ZCTR−1CZ+BS−1BT=0 ( 9 ) 3. The performance of each member of the population is assessed in turn using a prescribed objective function [6 ]. 4. Each individual is assigned a fitness value according high number of unfit offspring, or lethals. A further refinement to the MOGA is therefore to bias the manner to its objective function value. 5. Individuals are selected for reproduction according in which individuals are paired for recombination, often termed mating restriction. This restricts reproductions to a stochastic selection procedure with probabilities derived from their fitness function values.
to individuals that are within a given distance of each other. Population diversity is maintained by adding 6. Individuals genotypic representations are bred using specified mechanisms such as crossover. random genetic information at each generation as well as mutating existing individuals (see Add Random 7. A mutation operator is then applied stochastically to the genotypic representations of the offspring in order Immigrants in Fig. 5) .
A MOGA was used to produce a population of potento ensure that the probability of investigating any given area of the search space is never zero.
tial solutions for the gasifier problem. Each solution consisted of a set of matrix elements for the pre-plant 8. The newly generated population is then assessed according to its objective function performance, the weighting matrix W 1 and the post-plant weighting matrix W 2 . The use of the MOGA provided the means of GA operations are repeated and new generations evolved until termination criteria are satisfied.
implementing a multi-objective controller design strategy in contrast with other H 2 and GA approaches which do not provide the designer with a visualization of the tradeoff surface [13] .
Multi-objective genetic algorithms
The MOGA is implemented using a standard GA [6 ] with extensions for multi-objective ranking, fitness 4 APPLICATION OF THE DESIGN TECHNIQUE shearing and mating restrictions. The salient features of TO THE GASIFIER PROBLEM MOGA are shown in Fig. 5 and described below.
Multi-objective ranking is based on the concept of the dominance of an individual and can be described by the The flow chart in Fig. 6 provides an overview of the steps involved in the controller design process. A more specific scheme in Fig. 1 . This system of ranking is non-unique, e.g. a number of individuals are ranked zero and these discussion of the technique as applied to the gasifier is also given. are said to be non-dominated. Ranking may also be combined with goal and/or priority information to discrimiThe MOGA tool was implemented using the MATLAB GA toolbox [14] . In order for the MOGA to nate between non-dominated solutions. For example, a solution in which all the goals are satisfied may be conrank the prospective controllers, and objective function vector tailored to the specific performance requirements sidered superior, or preferable, to a non-dominated solution in which the goal points of some objectives are not of the gasifier is required. In order to evaluate each set of possible weighting matrix elements the objective funcmet [6 ] . All the preferred individuals thus achieve the same fitness; however, the number of actual offspring tion first has to construct the H 2 controller by solving the algebraic Riccatti equations (9) and (10) using the may differ due to the stochastic nature of the selection mechanism. Thus an accumulation of the imbalances in 100 per cent load linear model of the gasifier. The weighting function structures used were those of a diagonal reproduction can cluster the search into an arbitrary area of the trade-off surface. This phenomenon is known as matrix of first-order lags for W 1 and a diagonal matrix of gains for W 2 . The first-order lag structure of W 1 was genetic drift and can drastically reduce the quality and efficiency of the search. Proposed as a solution to genetic considered necessary to break any algebraic loop which may appear in simulation due to the non-zero D matrix drift, fitness sharing penalizes the fitness of individuals in popular neighbourhoods in favour of more remote in the linear model. The linear models of the gasifier contained 25 states and this design technique produces individuals of similar fitness [6 ] .
Recombining arbitrary pairs of non-dominated indicontrollers which are at least of the order of the plant. The terms in W 2 were specified as stateless in order to viduals can result in the production of an unacceptably minimize the order of the resultant controllers. Each minimized in order to encourage a short settling time and to reduce steady state error while in the case of the controller's performance was then evaluated by running a simulation on the 100 per cent load model subject to bed mass and temperature outputs, the aim was to prevent a possible violation of the output constraints a step and a sine wave disturbance as specified in the challenge [1] . As the optimization philosophy of MOGA beyond the stipulated 300 s run time of the test simulation. Stability of the closed-loop system was guaranis to minimize objective function values, the plant model was not offset, relative values about the operating point teed by optimizing the maximum closed-loop continuous eigenvalue and discarding any individual in the popubeing preferred to absolute input-output values. This allowed the objective function to assess the peak devilation which did not result in a maximum closed-loop eigenvalue less than zero. One further objective ations in gasifier outputs produced by each candidate controller by taking the maximum absolute value of each attempted to minimize the H 2 norm c in order to maximize the robustness of the closed-loop control system. output vector. Input constraints were observed by placing saturation and rate-limit blocks on the inputs of the Figure 7 shows a typical parallel coordinates trade-off for the gasifier. The ten objectives shown in Table 1 are SIMULINK system representation containing relative values appropriate to the operating point. The minimizidentified along the x axis. Each line represents the performance in the objective domain of a potential solution ation of the integral of absolute error (IAE) of each output was also specified as a design objective. In the (one individual ), i.e. the performance arising from a set of weighting matrix elements. The crosses which are case of the gas quality and pressure outputs the IAE was objective. However, the bed mass does trade off with the pressure in terms of the IAE of both outputs as shown by the lines crossing between objectives 6 and 7. There is also competition between the IAE of pressure and ranged across the graph denote the goal values for each temperature (objectives 7 and 8). Concurrent lines objective. For example, objective 1 is to minimize the between objectives 5 and 6 indicate that both calorific peak fluctuation of the fuel gas calorific value CVGAS value and bed mass can be optimized simultaneously in from its operating point value. The cross is situated at terms of the IAE. the specified limit of 10 000 J/kg. Each line on the graph
The objective visualization tool allows the objectives indicates the performance of the associated individual in to be swapped around, producing alternative ordering relation to the corresponding objectives. It can clearly of objectives. This provides the user with a represenbe seen that, for objective 1, all solutions have an objectation more conducive to gaining insight into the tradetive value less than that of the goal value. This means off surface. Further work is currently being undertaken that all potential controllers offered by the MOGA have to produce more advanced visualization techniques to been successful in containing the peak fluctuation of the quantify the degree of competition and to identify tradecalorific value to within ±10 000 J/kg. Figure 8 also off 'hot spots'. The peak fluctuation objective value of shows a situation in which all individuals perform suceach output has been placed adjacent to its IAE in Fig. 8 . cessfully in relation to the performance specifications but Note that objectives 9 and 10 are not relevant to this the objectives have been reordered on the graphical study and are left untouched. This format allows assessuser interface to enable comparison between adjacent ment of whether the two measures of each output comobjectives. The displayed ranges of each objective are pete with each other. The vast majority of lines are, in normalized to leave the crosses representing the optimizfact, concurrent between the associated objectives. The ation goals near the top of the graph. controllers represented will therefore optimize both the Competition between adjacent objectives is indicated by crossing lines whereas concurrent lines represent nonpeak fluctuation and the IAE of any chosen outputs. This makes the designer's tasks easier as a final controlmulti-objective optimization approach to control system design used here expresses system requirements in terms ler selection based on only one of these performance measures can be made.
of vectors of objectives and goals, the aim being to minimize the objective vector elements in accordance with The final choice of controller was made with reference to both the performance requirements and the need for the goal vector requirements. The mapping between these alternative expressions is shown in Fig. 9 and the stability across all three operating points. As previously stated in Section 1, the properties of performance and design specifications can be found in reference [1] . robustness are always in competition during the process of control system design. The choice of controller 4.2 Results for which results are shown below was considered to offer the best possible achievement of goal values while
The results are shown in Figs 10 to 17. retaining stability across the entire operating range.
The design solutions shown in Fig. 7 achieved all the performance specifications at the 100 per cent load 4.3 Performance test figures operating point as indicated by the fact that the lines are beneath the goal marker crosses. However, simulations Tables 2 to 7 show the performance test figures. The showed that these solutions produced unstable or highvalues in parentheses indicate that a constraint violation frequency oscillatory behaviour at the 0 per cent has occurred. operating point. As this was considered unacceptable, the priority level of the most difficult objective, that relating to pressure, was relaxed from constraint to objective.
Discussion of results

This allowed a larger number of potential solutions to
At the 100 per cent load operating point, the graphical be considered and the final choice of controller came results show that the controller exerts effective control from the subset of potential solutions which were over the calorific value, bed mass and temperature in revealed by this priority change.
terms of not exceeding the challenge's constraints when subjected to a step in the disturbance signal. The gas pressure is less effectively controlled as it can be seen to 4.1 Mapping for the MOGA-tuned H 2 method peak and settle outside the specified constraints. Steady state errors are present at all four outputs, the magniController design specifications relating to system performance are often expressed in terms of time or fretudes of these being relatively small for all except the pressure. Extended run-time simulations show that these quency domain metrics which the resulting system is required to satisfy or exceed. Other desirable charactersteady state errors remain constant and do not tend towards the set point. istics relating to the relative stability of the system and the achievable robustness may also be targeted. The
In the case when the sinusoidal disturbance is applied Fig. 9 Mapping of system specifications into multi-objective formulation to the 100 per cent loading operating point, control can cent load operating point differs from that at the 100 per cent operating point. While the calorific value, bed be seen to be more effective in terms of not violating the challenge's constraints. All four outputs remain within mass and gas temperature remain within their constraints, the gas pressure exceeds both the maximum and their specified limits and extended run-time simulations show that this situation continues beyond 300 s.
the minimum constraint values.
Results show a robust, stable, controller design capThe step disturbance applied to the 0 per cent load operating point results in control performance similar to able of exerting effective control over three of the four outputs across all three operating points. The control that of the step at the 100 per cent operating point. Again, there are no constraint violations for calorific exerted over the gas pressure is, however, not sufficiently effective to satisfy the requirements of the challenge at value, bed mass and gas temperature and these responses demonstrate small steady state errors. Again the signals any of the operating points. The design procedure outlined above evolves a result in steady state errors during extended run-time simulations. The gas pressure, however, can be seen both number of potential controllers. For example, alternative solutions which exert tighter control over pressure at the to peak and to settle beyond the constraints set by the challenge as in the 100 per cent case.
expense of calorific value constraint violations can also be produced. The design procedure has been shown to The response to a sinusoidal disturbance at the 0 per Potential alternatives to the results presented in Section 4.3 demonstrate that the procedure evolves a all four outputs across two of the three operating points. However, in this particular case, stability was not family of solutions, allowing the designer to analyse various permutations of achievable performance before achieved for the 0 per cent load operating point. making the final choice of controller. This is a key system. The control system has been shown to be stable strength of the MOGA approach as the various design across all three operating points, maintaining the flucobjectives do not have to be prioritized a priori.
tuation of the gas calorific value, temperature and bed mass within stated limits. However, effective control of the gas pressure in terms of the constraints on signal 5 CONCLUSIONS fluctuation specified by the Challenge was not achieved even at the design point. It has subsequently been shown that the controller An evolutionary algorithm approach has been proposed design procedure described above is capable of providing for the H 2 design of a coal burning gasification plant. improved control performance for the ALSTOM gasifier The resulting controller has satisfied a number of conflicting design criteria typically imposed on such a critical problem from that presented here. The design procedure can be modified to address specifically the robustness performance was shown to be much improved as a result of these modifications with the gas pressure only issues involved in applying the same linear controller to a wide operating envelope. The number of objectives violating the constraints at the 0 per cent load operating point. Steady state errors did, however, remain as in used by the MOGA was extended from 10 to 14. This enabled the peak fluctuation of each output to be the results presented here. For a full account of this improved design procedure, see reference [15] . assessed at each operating point while still retaining the minimization of the largest closed-loop eigenvalue and It should be noted that the mixed optimization approach allows other design parameters to be included the measure of H 2 robustness as design objectives. The minimization of the IAE of each output was not in the problem formulation. For example, the IAE of all four outputs were declared as explicit design criteria. addressed in this modified design procedure. Control
