Quantitative second harmonic generation microscopy methods that provide an estimate for the molecular structure of collagen in tissues by fitting theoretical models with experimental data at pixellevel are gaining increasing momentum. Such methods offer reliable diagnostic-relevant information that complement traditional histology procedures. We provide guidelines on selecting the optimal experimental data acquisition parameters (frame or pixel averaging, pixel dwell time, pixel size, zoom factor) and the most suited pre-processing steps (thresholding, averaging of pixels) for ensuring experimental data fitting with very high performance. Under controlled image acquisition conditions, we also propose pixel fitting efficiency calculation which varies across distinct tissue types and has potential to be used to differentiate tissues exhibiting distinct collagen architectures.
I. INTRODUCTION
Second harmonic generation (SHG) microscopy [1] is a promising technique for non-invasive in vivo high resolution optical imaging [2] , [3] . According to [4] and [5] , the current state-of-the-art deals with fresh tissue fragments, but efforts are being made towards pushing the utility of SHG microscopy towards real in-vivo experiments aimed at fast and non-invasive diagnostics of various diseases [6] . At the same time, SHG microscopy is gaining momentum in offering reliable complementary information to the current histology and cytology procedures on fixed tissue sections for cancer diagnosis [7] .
SH signals are generated from specific endogenous molecules with a non-centrosymmetric structure, hence this contrast mechanism is intrinsic to collagen in living tissue [1] . At the same time, SH signals are coherent and The associate editor coordinating the review of this article and approving it for publication was Xian Sun. have well defined polarization states. Polarization-resolved SHG (PSHG) imaging [8] , [9] takes advantage of the molecular structure of collagen and the polarization-dependent response to reveal molecular level details in a quantitative way [10] - [12] . Investigating collagen distribution with SHG in tissues enables a precise and non-invasive assessment of extracellular matrix modifications, which represent a hallmark of many pathologies, including cancers.
Irrespective of the tissue type being imaged, SHG microscopy provides a quantitative perspective on the imaged sample using either different texture analysis procedures such as simple first level statistics [13] , the Gray-level cooccurrence matrix [4] , fractal analysis [14] , or the structure tensor [15] . Alternatively, other quantitative approaches use PSHG image stacks, theoretical models [16] , [17] and different fitting algorithms to determine the coefficients of the second order nonlinear susceptibility tensor (χ (2) ) at pixel level. Analyzing the resulting images depicting tensor coefficients, collagen modifications were previously determined for various tissue types, e.g. skin [18] , thyroid [19] or muscle [20] . In these previous experiments, the χ (2) coefficients were obtained by fitting the polarization dependent SHG intensity using the nonlinear least square method [21] with the main drawback being the duration of the fitting procedure. An improvement of the processing time of several orders of magnitude compared to the previous fitting algorithm was obtained by using an approach based on Fourier analysis of the anisotropy signature of SHG intensity that allows processing the PSHG images in less than a second [22] . An alternative method based on linear least square fitting of PSHG images which can be easily extended to the case of complex molecular orientation distribution was recently proposed by Rouede et al. [23] , who reported a computing time comparable to that obtained with the Fourier analysisbased method. Regardless of the fitting algorithm, all these previously mentioned methods require the acquisition of a polarization dependent SHG intensity stack of images with the polarization of the excitation laser being uniformly distributed between 0 • and 180 • in 10 • or 20 • increments. Typically, acquiring such data sets where the polarization can be adjusted and controlled in a principled manner is done through a quarter-wave (QWP) and a half-wave plate (HWP) combination [24] - [26] since the alternative is the rotation of the sample under the excitation objective which would require precise alignment of the sample and SHG image rotation after acquisition.
To date, to the best of our knowledge no general guidelines were defined on how to select the experimental data acquisition parameters that are optimal for ensuring maximum performance of PSHG image analysis tasks. Furthermore, image processing steps applied to the PSHG data sets after the acquisition are scarcely mentioned; some of the tasks that were reported in respect to this problem are those related to noise filtering, which was achieved with different procedures: automatic thresholding [23] , running the fitting algorithm for pixels with counts above a manually chosen threshold or averaging of adjacent pixels [27] . Uncertainties on which image acquisition parameters and image processing tasks are most suited in experiments that rely on fitting of PSHG data have consequences in terms of the time being spent on an experiment as well as on the reliability and repeatability of the results.
In this work, we present a strategy for selecting the adequate values of the parameters that are typically modified in the data acquisition phase (frame or pixel averaging, pixel dwell time, pixel size, zoom factor), as well as those associated to pre-processing steps that are routinely used in combination with PSHG imaging (automatic or manual thresholding, averaging of adjacent pixels). We show that optimizing these values yields more efficient and more reliable results in the determination of second order nonlinear susceptibility tensor coefficients for collagen in histological samples by using pixel by pixel fitting algorithms from PSHG image stacks. In the final part of this article we discuss as well how fitting efficiency varies across various tissue types, which suggest that it might be used for tissues characterization or diagnostic purposes.
II. MATERIALS AND METHODS
PSHG imaging was performed using a Leica TCS-SP confocal laser scanning microscope with a infrared port for nonlinear optical imaging. The microscope was equipped with a Ti:Sapphire laser (Chameleon Ultra II, Coherent) which was tuned at 860 nm, with ∼140 fs pulses and a repetition rate of 80 MHz. A 40X magnification and 0.75 numerical aperture objective was used for focusing the laser beam on the sample and for collecting the backward-generated SHG signals. The resulting lateral resolution according to the Abbe criterion was ∼0.57 µm. The average power reaching the sample plane was kept less than 15 mW. Images were acquired using an excitation laser beam with linear polarization obtained by a combination between an achromatic quarter-wave plate (AQWP05M-980, Thorlabs) and an achromatic half-wave plate (AHWP05M-980, Thorlabs), mounted in motorized rotation stages (PRM1/MZ8, Thorlabs) and placed in the laser beam path before the microscope. The laser beam polarization was rotated by increments of 20 • from 0 • to 180 • . A dataset of PSHG image stacks was acquired on different areas of the histological samples varying the pixel dwell time, pixel size/zoom factor, number of averaged frames and the method of averaging, to account for their influence on the determination of nonlinear susceptibility tensor coefficients.
Following the acquisition of PSHG image stacks, the images were pre-processed using ImageJ [28] , which enables to scale the input images dimensions to the desired size. We tested different scaling strategies which allowed us to obtain the maximum efficiency in fitting the data. A custom Matlab code adapted from [22] was used for fitting the experimental data in a pixel by pixel procedure with a theoretical curve. In this model, the laser beam polarization dependence of the SH intensity is given by:
where α is the incident laser beam polarization angle, while ϕ is the collagen fiber orientation angle, and χ 31 , χ 33 , χ 15 are the only nonzero components of the nonlinear susceptibility tensor (χ (2) ) under the assumption of cylindrical symmetry of collagen. The quality of the fitting procedure was quantified by the coefficient of determination R 2 (0 < R 2 < 1), a value closer to unity indicating a better fitting. For each PSHG image stack in the dataset four new images were computed: the collagen orientation angle (ϕ), χ 31 /χ 15 , χ 33 /χ 15 and the coefficient of determination R 2 , respectively.
To evaluate the fitting efficiency, we segmented the collagen fibers from the averaged image computed using the polarization-dependent image stack by a global automatic thresholding procedure in ImageJ. We defined the fitting efficiency as the ratio between the number of pixels with R 2 > 0.8 which are within the segmented collagen area and the number of pixels in the mask obtained after segmentation.
Statistical analysis was performed with Prism 8 (GraphPad Software, USA). Up to five areas were imaged for each studied parameter. To further improve statistical testing, each image (collected at a resolution of 1024 x 1024 pixels) was divided into 16 smaller regions of interest (ROIs) of 256 x 256 pixels. The influence of each considered acquisition parameter on the fitting of PSHG image stacks with the collagen theoretical model was determined by computing the number of pixels with R 2 > 0.8 in each ROI. In the same time, we verified the influence of each parameter on the distribution of computed values for χ 31 /χ 15 and χ 33 /χ 15 by randomly selecting a predefined number of pixels with R 2 > 0.9 from the computed images. The D'Agostino & Pearson normality test was performed to check the normality of the selected χ 31 /χ 15 and χ 33 /χ 15 samples.
All the tests were performed on images acquired on skin tissue fragments. The samples involved in this study consisted in thin tissue sections (3 µm thick), that were cut from formalin-fixed, paraffin-embedded tissue blocks and mounted on glass slides, in the absence of hematoxylin and eosin staining, which is required in traditional histopathology protocols.
III. RESULTS AND DISCUSSIONS A. AVERAGING METHODS 1) IMAGEJ'S Z PROJECTION WITH AVERAGE INTENSITY
In order to investigate the dependence of the number of fitted pixels with R 2 > 0.8 with the number of averaged frames, we acquired a series of PSHG image stacks. Each stack was collected under different averaging settings ranging from 1 to 40 frames. The acquired frames were averaged in this scenario using the Z Projection function with average intensity. We obtained a linear dependency of the number of fitted pixels with the number of averaged frames when analyzing the PSHG stacks collected in the range of 1 to 8 averaged frames (Fig. 1a ). In the case of the PSHG image stacks collected between 10 to 40 averaged frames, the dependency resembles a square root function (Fig. 1b) .
In the same time, we assessed the influence of averaging of frames on the distribution of values for the parameters χ 31 /χ 15 and χ 33 /χ 15 (Fig. 2 ). In the case of χ 31 /χ 15 , we observed that the value of this parameter increases with the number of averaged frames, converging to the value of 1. On the other hand, χ 33 /χ 15 was invariant with regard to the number of averaged frames.
To investigate this aspect in more detail, we performed an equivalence test to compare the distribution of these parameters for different number of averaged frames. Since all the samples failed the D'Agostino & Pearson normality test we have chosen the equivalence testing procedure for a fully nonparametric setting [29] , which refers to the median of the differences between samples from the test and reference images for χ 33 /χ 15 . We applied these tests in the case of 5, 10, 20, 30 and 40 averaged frames (Fig. 3) . The results show that the values for χ 33 /χ 15 are statistically equivalent, in 9 out of 10 situations, considering an equivalence threshold of less than ± 5%. The case of single frame (no averaging) was left out of this analysis since the number of fitted pixels was very low, leading to inconsistent results.
2) KALMAN AVERAGING
Since most laser scanning microscopes, including the one used in our experiments, provide built-in options for Kalman averaging, we also investigated the influence of Kalman averaging on the number of fitted pixels with R 2 > 0.8 and compared the results with the values obtained in the previous section. Additionally, we also considered the Kalman averaging method available in ImageJ. We tested Kalman averaging with different values for filter gain and noise variance (data not shown) and only considered for comparison the best-case scenario with the gain parameter set to 1. The averaging method that provided the highest number of fitted pixels was the one using Z Projection averaging available in ImageJ. To put things in perspective, compared to this The difference between medians is considered along with the 90% confidence interval. Because the confidence interval for the difference is completely contained in the interval with endpoints −0.11 and +0.11 (representing a ± 5% maximum acceptable variation for χ 33 /χ 15 ), then we declare equivalence. Only when comparing 40 vs 10 averaged frames situation the results cannot be considered equivalent. Moreover, for this situation we obtained a statistically significant difference.
latter case we observed a decrease of 8.83 ± 1.81% (p < 0.001) in the number of fitted pixels with R 2 > 0.8 in the case of Kalman averaging performed using ImageJ and a decrease of only 3.29 ± 5.86% (p = 0.047) in the case of the averaging done with the microscope software. Despite being preferred in many similar situations, the results suggest that Kalman averaging does not necessarily provide the best method to increase the performance in the case of applications that rely on the fitting of PSHG experimental data with theoretical curves for the extraction of susceptibility tensor elements.
B. IMAGE SCALING
We further experimented with different resizing alternatives that can result in a higher number of fitted pixels from an input set of images, while reducing the image acquisition time. One of the evaluated methods, is the SCALE function embedded in ImageJ, which provides different resizing options, with or without pixel averaging as well as with bilinear or bicubic interpolation (or with no interpolation). Bilinear interpolation only takes 4 pixels (2 × 2) into account, while bicubic interpolation considers 16 pixels (4 × 4) when computing the scaled image. Performing scaling with no interpolation and averaging is reduced to ImageJ's BIN function, the simplest method of downsizing, which reduces the size of an image by binning groups of pixels of user-specified size. In this case the resulting pixel is calculated as the average of the adjacent pixels. We first tested which of these scaling methods provide the best results, in terms of number of fitted pixels with R 2 > 0.8. As shown in Fig. 4 , bilinear interpolation with averaging provides better results compared to the other investigated modalities. The next step was to compare the best frame averaging method, with the results given by the SCALE function. The set of experiments revealed that the two methods are directly correlated in the sense that both achieved the same number of fitted pixels with R 2 > 0.8 (Fig. 5 ).
More importantly, this result suggests that there is no need to average a high number of PSHG images to obtain better fitting performance. The alternative would be to gather for example 3 frames that can be scaled, the output being a similar number of pixels with R 2 > 0.8 as for the case of averaging 8 frames (Fig. 5 ). Another advantage of scaling the PSHG images as an alternative to averaging a high number of frames consists in the reduced time for sample acquisition and lower storage requirements; addressing both aspects improves the overall process in terms of performance and costs.
Same as in the previous cases (related to averaging), we tested for possible modifications of the χ 31 /χ 15 and χ 33 /χ 15 parameters, in the case of scaling vs. the case of Z Projection averaging. When fitting was performed after the PSHG images were downscaled, the parameter values presented the same trend as that observed with Z Projection averaging: χ 33 /χ 15 was invariant to the scaling procedure, equivalence testing (data not shown) indicating that the values are statistically equivalent when considering the equivalence threshold of less than ± 5%. On the other hand, χ 31 /χ 15 increased towards unity (Fig. 6 ) with the averaging of scaled frames, just like in the Z Projection averaging scenario.
The minimum value in the SHG intensity polarization angle curve is I min ∼ (χ 31 /χ 15 ) 2 . Because χ 33 /χ 31 is representative for the local anisotropy of the sample at pixel level [30] , χ 31 /χ 15 can also be connected with the local anisotropy. An increase of χ 31 /χ 15 when downscaling images can be explained by a decrease of local anisotropy since the SCALE function of ImageJ averages adjacent pixels.
C. PIXEL DWELL TIME
The fourth investigated aspect was the influence of the pixel dwell time on the number of fitted pixels with R 2 > 0.8. Pixel dwell time refers to the laser sweeping speed over the tissue sample. We observed that a lower sweeping speed, which is usually preferred when acquiring PSHG images [31] , leads to an overall improvement in the number of fitted pixels in a linear fashion (Fig. 7) .
In the case of the photomultiplier-based detection, which was used in our experiment, the main source of noise is Poisson or statistical noise, which is equal to the square root of the number of photons recorded in a given pixel. A higher exposure time of the tissue leads to larger noise levels on one side, but also an improved signal-to-noise ratio in every pixel, which from our results leads to a higher number of pixels fitted with R 2 > 0.8. At the same time, exposing the tissue sample for an extended period of time may lead to intramolecular changes of the collagen structure [32] , as well as increasing the risk of mechanical drift of the sample stage which can cause the plane of the imaged object to change with time.
To further extend our understanding of how pixel fitting depends on pixel dwell times, we have checked whether χ 31 /χ 15 and χ 33 /χ 15 distributions have significantly changed across the evaluated range of this acquisition parameter ( fig. 8 ). We observed that for χ 31 /χ 15 there is a statistically significant increase from 1.5 µs to 3 µs pixel dwell time. For higher dwell times, the median value for χ 31 /χ 15 remains constant. In the case of the χ 33 /χ 15 parameter, the values obtained at different pixel dwell times were not statistically different. On the other hand, the equivalence tests (data not shown) which were performed in the same conditions as for the previous situations ( fig. 3 ) revealed statistical equivalence between the median values for χ 33 /χ 15 at different pixel dwell times. According to these results, χ 33 /χ 15 can be considered invariant to modifications of pixel dwell time.
D. ZOOM OR PIXEL DIMENSION
In laser scanning microscopes the zoom magnification control determines the size of a pixel. To evaluate how this acquisition parameter influences the fitting performance we explored four different zoom factors: 1X, 2X, 4X and 8X, corresponding to pixel dimensions of ∼500 nm, 250 nm, 125 nm and 62.5 nm, respectively. Each image acquired with a higher zoom factor was a central ROI of the previous zoom factor image.
As a result of the Nyquist sampling criterion, the convention is to choose the size of the pixel to be equal to one half of the Abbe criterion resolution of the microscope [33] . Considering not only features aligned to the x or y directions, but also features aligned 45 • to the axes, the general rule transforms considering the optimal pixel size as ∼ 1/2.8 of the Abbe criterion resolution. In our case, under an excitation wavelength of 860 nm, this criterion would lead to an optimal pixel size of ∼ 200 nm. While for the previous tests we con- sidered only the number of fitted pixels, for the case of zoom factor/pixel dimension experiments we compared the fitting efficiency obtained with different zoom factors. Different zoom factors would result in different collagen content in the acquired images making comparisons using only the number of pixels impossible. No statistically relevant difference in the fitting efficiency with zoom factor was obtained ( Fig. 9) .
We compared the distributions of the χ 31 /χ 15 and χ 33 /χ 15 parameters, more precisely the coefficient of variation (ratio between the mean value and the standard deviation) for different zoom factors/pixel dimensions (Table 1 ). We concluded that the 4X zoom, which corresponds to a 125 nm pixel size, has the lowest coefficient of variation, suggesting a reduced spread in parameter values. Corroborated with the pixel size derived from the Nyquist criterion, our results indicate that a slight oversampling provides better results in terms of fitting efficiency. For higher zoom factors corresponding to a more pronounced oversampling, we obtained lower fitting performances.
Previous reports selected the pixel size so as to fit the expected resolution of the microscope [31] , which is a suboptimal pixel size according to our results. If higher sample areas need to be investigated, an approach based on computer vision applications like image mosaicing can be employed (e.g. using invariant feature descriptors as shown in [34] ).
We find noteworthy that although the fitting efficiency did not change significantly, the median values of both χ 31 /χ 15 and χ 33 /χ 15 parameters exhibit an increase from 1X to 8X zoom factors (Fig. 10a ). This result can be explained based on the laser depolarization effects appearing on the peripheral areas of PSHG images. The PSHG microscopy configuration used in our experiment involved a fixed sample and a control of the input laser polarization. Even though a polarization compensation scheme was applied, with both a HWP and a QWP at the input port of the microscope, polarization distortion can be significant at larger scan angles (i.e., lower zoom) [35] . We expected to see a decrease of the fitting efficiency from the central part of the images to the periphery, but it was not the case with our results. However, we obtained statistically significant differences when we compared χ 31 /χ 15 and χ 33 /χ 15 distributions obtained on ROIs on the image periphery with ROIs in the central image area for the case of lower zoom factors. On the other hand, we did not obtain statistically significant differences for higher zoom factors. Moreover, statistical equivalence tests for χ 31 /χ 15 and χ 33 /χ 15 proved that the median values of the two parameters between image periphery and central area are equivalent. This results suggest that polarization distortions do not necessarily influence the fitting efficiency but are likely to influence the actual distribution of parameters that are extracted from the fitting procedure (i.e. χ 31 /χ 15 or χ 33 /χ 15 ).
E. FITTING EFFICIENCY FOR DISTINCT TISSUE TYPES
In the performed experiments we have evaluated three distinct skin tissue layers: reticular dermis, papillary dermis and basement membrane area. We observed that the fitting efficiency varies with tissue type. Statistically relevant differences of the fitting efficiency are presented in Fig. 11a , for the three considered skin layers; these differences might be connected to a modification in the internal structure of the collagen fibers/fibrils that cannot be differentiated by the fitting parameters ( fig. 11b ) alone. One possible explanation might be that for different skin tissue layers different collagen structures might be more suitable. A similar result was obtained by Ambekar et al. [36] . They suggest that trigonal symmetry is a more appropriate model to describe collagen fibers in breast malignant tissue as opposed to hexagonal symmetry. These results suggest that fitting efficiency might represent an important parameter that can be used to characterize different types of collagenous tissues, and for distinguishing between different pathologies that involve modifications in the collagen architecture.
IV. CONCLUSION
Our experiment aimed to provide guidelines in optimizing both the acquisition and pre-processing steps which precede the determination of second order nonlinear susceptibility tensor coefficients for collagen in histological samples by using pixel-wise fitting algorithms from PSHG image stacks. The optimization of the previously mentioned steps leads to an improved quality of the fitting procedure, meaning an increased number of pixels with a high coefficient of determination (R 2 > 0.8 in our case). Regarding the acquisition parameters we have considered frame or pixel averaging, pixel dwell time, pixel size and zoom factor. The parameters involved in the pre-processing of PSHG images which we considered that require the most attention were automatic or manual thresholding and averaging of adjacent pixels. Our results show that increasing the acquisition time either by averaging/accumulation of frames or by increasing the pixel dwell time leads to an improved quality of fitting. In the same time, we assessed the influence of the acquisition parameters on the distribution of values for χ 31 /χ 15 and χ 33 /χ 15 . We observed that while χ 33 /χ 15 is invariant to the acquisition parameters, χ 31 /χ 15 increases and converges to a value close to unity. As an alternative to averaging a high number of frames, we propose a rescaling procedure, which offers high quality experimental data without increasing the risk of adding additional noise sources to data acquisition.
The zoom magnification control which in laser scanning microscopy determines the size of a pixel is oftentimes neglected in the case of applications that rely on the fitting of PSHG experimental data with theoretical curves and extraction of susceptibility tensor elements. Our results indicate that a slight oversampling provides better results in terms of fitting efficiency. Moreover, although the laser depolarization effects which are more evident at low zoom factor influence the values for χ 31 /χ 15 and χ 33 /χ 15 , the fitting efficiency is invariant to zoom factor.
We also defined fitting efficiency procedure and obtained different values for different skin tissue layers. These results suggest that fitting efficiency might represent an important parameter that can be used to distinguish between different pathologies that involve modifications in the collagen architecture.
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