A fully automatic, multiscale fuzzy C-means (MsFCM) classification method for MR images is presented in this paper. We use a diffusion filter to process MR images and to construct a multiscale image series. A multiscale fuzzy C-means classification method is applied along the scales from the coarse to fine levels. The objective function of the conventional fuzzy C-means (FCM) method is modified to allow multiscale classification processing where the result from a coarse scale supervises the classification in the next fine scale. The method is robust for noise and low-contrast MR images because of its multiscale diffusion filtering scheme. The new method was compared with the conventional FCM method and a modified FCM (MFCM) method. Validation studies were performed on synthesized images with various contrasts and on the McGill brain MR image database. Our MsFCM method consistently performed better than the conventional FCM and MFCM methods. The MsFCM method achieved an overlap ratio of greater than 90% as validated by the ground truth. Experiments results on real MR images were given to demonstrate the effectiveness of the proposed method. Our multiscale fuzzy C-means classification method is accurate and robust for various MR images. It can provide a quantitative tool for neuroimaging and other applications.
Introduction
Magnetic resonance imaging (MRI) can provide unique tissue contrasts such as diffusion weighted imaging and quantitative T1, T2 measurements, which are promising as in vivo imaging markers that can detect early therapeutic response of tumors to therapy (Carano et al., 2004; Jacobs et al., 2001; Li et al., 2005) . Image classification is an important step for quantitative analysis in order to detect pathology or quantify disease response to therapy.
Image classification is a process to partition an image into a set of distinct classes with uniform or homogeneous attributes such as textures or intensity. Classification methods can be categorized as supervised and unsupervised methods (James, 1985; Lu and Weng, 2007) . Supervised classification methods depend on the examples of information classes in the images and derive a prior model or parameters from the training sets (Cocosco et al., 2003) .
Unsupervised methods examine the images without specific training data and divide the image pixels into groups presented in the pixel values according to classification criteria. Unsupervised methods have the advantage of being fast and not requiring training information which is sometimes unavailable (Young and Fu, 1986) .
Classification of MR images can be challenging because they can be affected by multiple factors such as noise, poor contrast, intensity inhomogeneity, or partial volume effects. Partial volume effects occur where pixels contain a mixture of multiple tissue types, thus making it difficult to assign a single class to the boundary regions. The conventional 'hard' classification method restricts each pixel exclusively to one class and often results in a very crisp result; therefore, fuzzy classification or ''soft" segmentation has been extensively applied to MR images in which pixels are partially classified into multiple classes.
A variety of fuzzy classification methods have been reported. First, statistical model-based methods have been used for quantification of brain tissues in MR images (Cuadra et al., 2005; Van Leemput et al., 1999) . These methods typically employ a Gaussian finite mixture model to estimate the class mixture of each pixel by trying to fit the image histogram. The intensity of a single tissue type is modeled as a Gaussian distribution, and the classification problem is solved by using the expectation-maximization (EM) algorithm (Marroquin et al., 2002) . Because of partial volume effects and intratumor heterogeneity, the intensity distribution may deviate from the Gaussian model. The intrinsic limitation of this method is that it assumes the independence of all the pixel intensity values and that it fails to take into account the spatial correlation between pixels. Such a limitation might cause this method to be sensitive to noise and thus to produce unreliable results for MR images (Choi et al., 1991) . Markov random field (MRF) is developed to model the spatial correlation and is used as prior information in the EM optimization (Held et al., 1997; Zhang et al., 2001) . However, it is difficult to estimate parameters for an MRF model from the images. Meanwhile, as the MRF-EM method is computationally intensive and could easily be trapped into a local minimum, a good initial guess regarding tissue clustering is highly needed.
Second, fuzzy C-means (FCM) classification methods employ fuzzy partitioning and allow one pixel to belong to tissue types with different membership graded between 0 and 1 (Bezdek, 1980) . FCM is an unsupervised algorithm which allows soft classification of each pixel which possibly consists of several different tissue types (Pham and Prince, 1999) . Although the conventional FCM algorithm works well on most noise-free images, it does not incorporate the spatial correlation information which would cause it to be sensitive to noise and MR inhomogeneity. A different, modified FCM has been proposed to compensate for MR field inhomogeneity and to incorporate the spatial information. Tolias and Panas (1998) imposed the spatial continuity constraints by post-processing the results obtained from conventional FCM classification where a set of rules describing regional homogeneity were applied to update the fuzzy membership. A geometry-guided FCM (GC-FCM) method was proposed by Noordam et al. (2000) where local neighborhood information was incorporated into the optimization process. Recently, some approaches directly added regularization terms to the objective function, thereby showing increased robustness of the classification to noisy images. A regularization term has been introduced into the conventional FCM cost function in order to impose a neighborhood effect (Ahmed et al., 2002) . A pixel is likely to be the same class if the majority of neighborhood pixels belong to one class. In this way, the final solution is guided to a piecewise-homogeneous clustering. This method was demonstrated to be useful for MR images corrupted by salt and pepper noise. Inspired by the Markov random field and expectation-maximization algorithm , various modified FCM methods were proposed incorporating different regularization terms to overcome the noise sensitivity of FCM (Chen and Zhang, 2004; Liew and Yan, 2003) . These regularizations penalized the FCM cost function using the spatial dependence between neighboring pixels. However, high-level spatial information other than neighboring pixels could be useful for classification. Similar to the statistical model-based methods as mentioned above, these FCM methods are computationally expensive, especially for multispectral 3D MR volumes. An FCM method also depends on the initial guess which greatly affects the speed and stability of the classification.
In this study, we propose a new, fully automatic, multiscale fuzzy C-means (MsFCM) classification method for MR images. We use a diffusion filter to smooth the MR images and to construct multiscale image series. A multiscale fuzzy C-means classification method is applied along the scales from coarse to fine levels. The objective function of the conventional FCM is modified to allow multiscale classification processing where the result from a coarse scale supervises the classification of the next fine scale. The multiscale fuzzy C-means (MsFCM) classification is described in the following section. Results on synthetic data and real MR images are reported.
Classification method

Multiscale space from anisotropic diffusion filtering
As image classification algorithms can be sensitive to noise, image filtering can improve the performance of classification. Due to partial volume effect, MR images often have blurred edges. Linear low-pass filtering gives poor results as it incurs even more edge blurring and detail loss. Anisotropic diffusion filtering can overcome this drawback by introducing a partial edge detection step into the filtering process so as to encourage intra-region smoothing and preserve the inter-region edge. Anisotropic diffusion filtering, introduced by Perona and Malik (1990) 
The constant x is referred as the diffusion constant and determines the filtering behavior. As shown in Fig. 1 , the local flow function
is plotted as a function of the diffusion constant. Maximal flow presents where the gradient strength is equal to the diffusion constant (rx % x); the flow rapidly decreases to zero when the gradient is close to zero or much greater than x, which implies that the diffusion process maintains a homogeneous region (where rx ( x) and preserves edges where rx ) x. To reduce noise in the image, x is chosen as the gradient magnitude produced by noise and is generally fixed manually or estimated using the noise estimator described by Canny (1986) . The multiscale approach represents a series of images with different levels of spatial resolution. General information is extracted and maintained in large-scale images, and low-scale images have more local tissue information. The multiscale approach can effectively improve the classification speed and can avoid trapping into local solutions. Anisotropic diffusion is a scale space, adaptive technique which iteratively smoothes the images as the time t increases. Our multiscale description of images is generated by the anisotropic diffusion filter. The time t is considered as the scale level and the original image is at the level 0. When the scale increases, the images become more blurred and contain more general information. Fig. 2 illustrates the scale space which was constructed using anisotropic diffusion filtering. Unlike many multi-resolution techniques where the images are down-sampled along the resolution, we kept the image resolution along the scales.
Conventional fuzzy C-means (FCM) method
The conventional fuzzy C-means (FCM) algorithm is an iterative method that produces optimal c partitions for the image fx i g N i¼1 by minimizing the weighted inter-group sum of the squared error objective function J FCM
where fv k g c k¼1 is the characterized intensity center of the class k and c is the number of underlying tissue types in the images. u ik represents the possibility of the pixel i belonging to the class k and requires u ik 2 [0, 1] and P c k¼1 u ik ¼ 1 for any pixel i. The parameter p is a weighting exponent on each fuzzy membership and is set as 2.
As the FCM objective function is minimized, each pixel is assigned a high membership in a class whose center is close to the intensity of the pixel. A low membership is given when the pixel intensity is far from the class centroid. The FCM is minimized when the first derivatives of Eq. (3) with respect to u ik and v k are zero. The final classes and their centers are computed iteratively through these two necessary conditions. In the end, a hard classification is reached by assigning each pixel solely to the class with the highest membership value.
Modified fuzzy C-means (MFCM) method
A conventional FCM method only uses pixel intensity information and results in crisp segmentation for noisy images. In order to incorporate spatial information, different modified fuzzy C-means methods are proposed to allow the neighbors as factors and thus to attract pixels into their cluster. The modified fuzzy C-means method (MFCM) proposed by Ahmed et al. (2002) has an objective function
where N i stands for the neighboring pixels of the pixel i and N R is the total number of neighboring pixels, which is 8 for a 2D image and 26 for a 3D volume. a controls the effect of the neighboring term and is inversely proportional to the signal-to-noise (SNR) levels of the MR images. rI is close to zero (homogeneity regions) or when the flow is much greater than k (the edges), the flow rapidly decreases to zero which indicates no filtering processing. This implies that the diffusion filter processing maintains a homogeneous region and preserves edge information. The flow is maximum when the gradient strength is near to the diffusion constant k. To reduce noise in the image, k is carefully chosen so that the flow is maximum and the filter will remove the noise at that gradient.
Increase the scale t from coarse to fine t=0 t=1 t=6 t=7 
Multiscale fuzzy C-means (MsFCM) algorithm
After anisotropic diffusion filtering processing, our multiscale fuzzy C-means algorithm (MsFCM) performs classification from the coarsest to the finest scale, i.e. the original image. The classification result at a coarser level t + 1 was used to initialize the classification at a higher scale level t. The final classification is the result at the scale level 0. During the classification processing at the level t + 1, the pixels with the highest membership above a threshold are identified and assigned to the corresponding class. These pixels are labeled as training data for the next level t.
The objective function of the MsFCM at the level t is
Similarly, u ik stands for the membership of the pixel i belonging to the class k, and v k is the vector of the center of the class k, x i represents the feature vectors from multi-weighted MR images, N i stands for the neighboring pixels of the pixel i. The objective function is the sum of three terms where a and b are scaling factors that define the effect of each factor term. The first term is the objective function used by the conventional FCM method, which assigns a high membership to the pixel whose intensity is close to the center of the class. The second term allows the membership in neighborhood pixels to regulate the classification toward piecewise-homogeneous labeling. The third term is to incorporate the supervision information from the classification of the previous scale. u 0 ik is the membership obtained from the classification in the previous scale. u
where j is the threshold to determine the pixels with a known class in the next scale classification and is set as 0.85 in our implementation. The classification is implemented by minimizing the objective function J. The minimization of J occurs when the first derivative of J with respect to u ik and v k are zero.
the class center is updated as
Since P c k¼1 u ik ¼ 1 for every pixel, we used the Lagrangian method to convert this constraint optimization to an unconstraint problem, the Lagrangian (Fm) is defined as
For optimization with respect to u ik it requires
As long as P c k¼1 u ik ¼ 1, the membership of every pixel i belong to the class k is updated according to the equation below: 
MsFCM algorithm
MsFCM is an iterative algorithm that requires an initial estimation of the class types. In general, proper selection of the initial classification will improve the clustering accuracy and can reduce the number of iterations. As noise has been effectively attenuated by anisotropic filtering at the coarsest image, the k-means method is used on the coarsest image to estimate the initial class types. As MR tumor images have low contrast, the edges between the clusters can be recognized as a class, and a real cluster could thus be missed by k-means. After intra-region smoothing by anisotropic diffusion filtering, the edge pixels have a significantly higher gradient than the pixels within the clusters. A gradient threshold is set to remove the edge pixels, and the remaining pixels go to the kmeans classification for initialization.
The first step of the proposed MsFCM algorithm is to generate the multiscale description of the images using the anisotropic diffusion filter. The filter is implemented in the discrete image domain using the forward Euler numerical approximation.
where t denotes the discrete scale step, dt is selected to assure stability, x is the pixel position in the images, and F x is the diffusion representing the flow between the location x and x + 1:
Starting from the original image (t = 0), diffusion filtering progressively generates a series of images from the scale 0 to the scale N using Eq. (13). At the coarsest image, the k-means method is applied to produce the initial hard classification of the image. Using the mean intensities of every class as the initial value of the next scale image classification, the algorithm iteratively computes the intensities of each class and the membership for every pixel according to Eqs. (8) and (12) until the characterized intensities of each class between two iterations are less than a threshold. Repeating this procedure to the image in the next scale, the classification stops as the procedure is done on the original image. The pseudo-code of the algorithm is expressed in Fig. 3 . The weighting parameters for the scale information (b) and the neighboring information (a) generally depend on the noise level. For example, images with high noise need higher level spatial regularization from neighboring information and scale images. a and b are set as 0.85 in all our synthesized experiments. The conventional FCM is implemented by setting the constants a = b = 0 in the criteria function and by only performing the classification iteration in the original images. Similarly, the MFCM method is applied on the original images with a = 0.85 and b = 0 in the criteria function. These two methods are also initialized using the k-means method.
Image classification experiments and validation
Our MsFCM classification method has been evaluated by synthetic images and McGill brain MR database (McConnel Brain Imaging Center, McGill University, Quebec, Canada) (AubertBroche et al., 2006; Kwan et al., 1996; Kwan et al., 1999) . We also applied the method to classify real brain MR images and compared the results with manual segmentation. Meanwhile, MFCM and FCM methods were applied to these dataset in order to compare the performance of these three fuzzy classification methods.
Synthesized images for classification
As shown in Fig. 4a , the synthetic images represent a sphere-shape tumor with three tissue types (labeled as Classes I, II, and III). In order to test the algorithm on images with poor contrast, we synthesized the images with different image quality. Contrast is defined as the relative intensity difference between one class and its surroundings.
Contrast ð%Þ ¼
where I b is the background intensity and I o is the intensity of the object. We first give a preset intensity to the center sphere (Class II) and defined it as I b . Intensities of Classes I and III are defined as I o and are computed as I o = I b (1 À contrast) for Class I and I o = I b (1 + contrast) for Class III when a contrast is given. After the image is created, 10% Gaussian noise with a mean of 0 is added to the images. The standard deviation of the added noise is 10% of the intensity of Class III. The SNR = 10. The image has a size of 128 Â 128 pixels. For five different intensities (I b = 30, 40, 50, 60, and 70) and six different contrasts = (60%, 50%, 40%, 30%, 20%, and 10%), a total of 30 images were synthesized to test the classification methods. For the three methods, MsFCM, MFCM, and FCM, 90 classification experiments were performed on the synthesized images. The overlap ratios of the classified results with the pre-defined truths are computed for each classification of each image.
MR brain phantoms for classification
We obtained the brain MR images from the McGill phantom brain database for comprehensive validation of the classification methods. The MR volume was constructed by subsampling and averaging a high-resolution (1-mm isotropic voxels), low-noise dataset consisting of 27 aligned scans from one individual in the stererotaxic space. The volume contains 181 Â 217 Â 181 voxels and covers the entire brain. A realistic brain phantom was then created from manual correction of an automatic classification of the MRI volume. Based on the realistic phantom, an MR simulator is provided to generate specified MR images. The MR tissue contrasts are produced by computing MR signal intensities from a mathematic simulation of the MR imaging physics (Kwan et al., 1996) . The MR images also take the effects of various image acquisition parameters, partial volume averaging, noise, and intensity nonuniformity into account.
Using the MR simulator, we obtained T1-, T2-, and PD-weighted MR volumes with an isotropic voxel size of 1-mm and 20% intensity inhomogeneity at different noise percentages (3%, 5%, 7%, 9% and 15%). The intensity inhomogeneity was implemented by the MR volume multiplying a synthetic inhomogeneity field shape with the specified non-uniformity level. Prior to the classification, the extracranial tissues, such as skull, meninges, and blood vessels, had been removed manually so that the MR images for classification consisted of only three types of tissue, i.e. gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF). The database also provides the ratio of each tissue type at each voxel. By assigning the voxel with the tissue type with a maximal ratio, the database also provides the ground truth for evaluation. We selected 2D transverse slices (Slices No. 70, 98, 100, 102, and 130) for the classification evaluation. These MR data were applied to the three classification methods.
Real MR images for classification
The classification method also was applied to real T1-weighted MR images of human brain. The MR images were acquired with a 4.0 Tesla MedSpec MRI scanner (Bruker BioSpin GmbH, Rheinstetten, Germany) on a Siemens Syngo platform (Siemens Medical Systems, Erlangen, Germany). T1-weighted magnetization-prepared rapid gradient-echo sequence (MPRAGE) (TR = 2500 ms and TE = 3.73 ms) was used for the image acquisition. The volume has 256 Â 256 Â 176 voxels covering the whole brain yielding 1.0 mm isotropic resolution. First, non-brain structure such as the skull was removed manually. Then, significant field inhomogeneity was corrected using a local entropy minimization and a bicubic spline model method (LEMS) (Salvado et al., 2006) . Finally, manual segmentation of brain structures was performed to evaluate the classification. The MsFCM classification was performed with parameters a = b = 0.25.
Classification evaluation
We used a variety of methods to evaluate the classification methods. First, we use overlap ratios between the classified results and the ground truth for classification evaluation. For synthesized images, the ground truth was known. For brain MR image data, the true tissue classification maps were obtained by assigning each pixel to the class to which the pixel most probably belongs. We used the Dice similarity measurement (DSM) (Cuadra et al., 2005) to compute the overlap ratios. The DSM for each tissue type is computed as a relative index of the overlap between the classification result and the ground truth. It is as defined as
where A c and B c are the numbers of the pixels classified as Class c using our classification method and the ground truth, respectively; (A \ B) c is the number of pixels classified as Class c in both results.
This metric attains a value of one if the classified results are in full agreement with the ground truth and is zero when there is no agreement at all. Secondly, the classification is evaluated by a confusion table, a table with two rows and two columns that reports the number of True Negatives (TN), False Positives (FP), False Negatives (FN), and True Positives (TP) for predictive analytics (Jaeschke et al., 2002) . Similar to Cuadra et al. (2005) , the confusion table is computed as a matrix whose cells represent the ratio of the classified class on rows over the class of the ground truth on columns. Therefore, the diagonal entry represents the true positives (TP) for each class. The False Negative (FN) is defined as the percentage of the class of the ground truth mistakenly classified as the other classes. The False Positive (FP) of each class is computed as the percentage of the pixels incorrectly classified as the class over the pixels that do not belong to the class in the ground truth. The sensitivity of the classification method is calculated as TP/(TP + FN), and the specificity is defined as TN/(TN + FP). Fig. 4 demonstrates the effectiveness of the anisotropic filtering processing for the synthesized noisy image. In Fig. 4a , the synthesized image consists of three tissue types labeled as ''Class I", ''Class II", and ''Class III". Fig. 4b shows the intensity profile of the labeled sample line. Figs. 4c and d represent the intensity after the diffusion filtering processing at the scale levels 5 and 7, respectively. As the scale increases, the noise is smoothed within the each region, but the intensity difference at the edge has been enhanced so as to facilitate the classification (Fig. 4) . Fig. 5 illustrates the visual assessment of the classification results on synthesized tumor images and the comparison of the three methods. The synthesized images all have the same class distribution but different image contrasts labeled in each row. For the images with a high image contrast (60% and 40%), the three classification methods can successfully restore the class distribution. The MFCM and MsFCM methods have more homogeneous results than the FCM approach. However, our MsFCM achieved acceptable results even on images with very low contrast (10%) where the other two methods failed. Fig. 6 shows the overlap ratios between the classification results and the ground truth for the three types of tissue (Classes I, II, and III). The ratios decrease as the image contrast decreases. When the image contrast is higher than 40%, the three methods achieve accurate classification. When the contrast decreases, the performance of the FCM and MFCM decreases, but the MsFCM method can still achieve a high overlap ratio of more than 80%. The error bar represents the standard deviation of the DSM measurements computed from the classification of five images generated with a different mean intensity I b . A standard deviation of less than 1% indicated consistent results for all three methods. (Fig. 7c) , our MsFCM method (Fig. 7f) performed better than the FCM (Fig. 7d ) and the MFCM (Fig. 7e) . The MsFCM method was applied to the images with different noise levels. Table 1 shows the overlap ratios for the different noise levels. The overlap ratios are greater than 90% for different noise levels indicating that our MsFCM method is not sensitive to noise. Fig. 8 shows the comparison results of the three methods for the images at different noise levels. Although the three methods have good results for images with low noises, MsFCM achieved overlap ratios of 88 ± 1% and 84 ± 1% for gray matter at the noise levels of 12% and 15%, respectively. However, for the same type tissue, the overlap ratios of the MFCM method were 78 ± 5% and 70 ± 6% for the same images at the noise levels of 12% and 15%, respectively. The overlap ratios of the FCM were 77 ± 3% and 70 ± 5%, respectively (Fig. 8b) . Our MsFCM method consistently performed better than the other two methods for different tissues and for images at different noise levels. Table 2 is the confusion table for achieved lower false negative and false positive values for gray matter and white matter. The FCM and MFCM methods incorrectly assign more pixels to Class CSF. As shown in Fig. 8 , the overlap ratios of our MsFCM method are consistently higher than those of the other two methods for the MR images with different noise levels. The sensitivity and specificity of the MsFCM classification method are higher than those of the other two methods. Classification results on real MR brain data were showed on Fig. 9 . Significant intensity inhomogeneity was observed in the MR images (Fig. 9a) , which was corrected and shown in Fig. 9b . MsFCM image classification (Fig. 9c) was performed on different slices and the overlap ratios were 85 ± 3% for CSF, 82 ± 5% for gray matter, and 88 ± 4% for white matter (Fig. 9d) .
Results
Discussion and conclusions
We developed and evaluated a multiscale fuzzy C-means classification method for MR images. We used an anisotropic filter to effectively attenuate the noise within the images but to preserve the edges between different tissue types. A scale space was generated by anisotropic filtering, and the general structure information was kept in the images at a coarser scale. The classification was advanced along the scale space to include local information in the fine-level images. The result from a coarser scale provides the initial parameter for the classification in the next scale. Meanwhile, the pixels with a high probability of belonging to one class in the coarse scale will belong to the same class in the next level. Therefore, these pixels in the coarser images are considered as pixels with a known class and are used as the training data to constrain the classification in the next scale. In this way, we obtain accurate classifications step-by-step and avoid being trapped into local minima. Furthermore, we also include a regulation term that constrains the pixel so that it can be influenced by its immediate neighborhoods. Using the multiscale classification, higher spatial information is also included in the MsFCM method. This approach can achieve a piecewise-homogeneous solution. Our method was evaluated using synthesized images, a brain MR database, and our real brain MR data. The classification method is accurate and robust for noisy images with low contrast. Our method was compared with FCM and MFCM and achieved consistent better results. We also compared our method with Gaussian Markov random field classification on brain phantom data with 15% noise and 20% inhomogeneity. MsFCM got a marginal improvement with overlap ratios of 85 ± 5% for CSF, 84 ± 1% for gray matter, and 92 ± 2% for white matter while the overlap ratios from the Gaussian Markov random field classification were 83 ± 2% for CSF, 81 ± 3% for gray matter, and 88 ± 2% for white matter. This improvement is marginal because Gaussian function is a good model for intensity distribution of normal brain structure. We expected better results from MsFCM for those images such as tumor images that deviate from a Gaussian distribution.
The multiscale scheme improves not only the speed of the classification but also the robustness. The centroids of the initial classes from the coarser image improve the convergence of the classification algorithm. A pixel with a high probability of belonging to one class in the coarse image is expected to belong to the same class in the next fine image. The threshold j is used to select these voxels at the coarse level and thus to constrain the classification in the next level. A smaller threshold means more reliable classification in the coarse image. This threshold depends on noise levels and preprocessing such as diffusion filtering. A smaller threshold is expected for images with better image quality. At the coarse level, the threshold j in Eq. (6) was set to 0.85 for our MR images. Our simulation data demonstrated that the classification method was not sensitive to the threshold when it is between 0.8 and 0.9. However, the threshold value may need to be adjusted accordingly when this method is applied to other images with a different noise level.
The algorithm is implemented in Matlab 7.1 (MathWorks, Natick, MA) with a desk computer (3 GHz Pentium IV processer and 3G bytes RAM). The classification takes approximately three minutes that can be significantly reduced if C++ and a high-performance workstation are used for the computation. The method can be applied to 3D volume data where 26 neighboring pixels are considered. This could include more spatial regularization and lead to a better result. However, a fast 3D diffusion filtering algorithm is required.
If there is significant field inhomogeneity on MR images, it could possibly affect the classification results. Fortunately, various inhomogeneity correction methods can be used as a pre-processing step before classification (Liew and Yan, 2003; Salvado et al., 2006) . We applied inhomogeneity correction on real brain MR data and achieved satisfied results. As our classification method did not assume a Gaussian distribution of tissue intensity, it could be used on other image data such as histologic images for tissue classification and quantification. The automatic classification method can provide a useful, quantification tool in neuroimaging and other applications.
