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ABSTRACT 
In this note we show that a simple modification of Ye’s “affinely scaled potential 
reduction” algorithm makes the method monotone in the true objective on primal 
steps. Based on computational experience with the standard form projective algo- 
rithm, the monotonicity modification should substantially improve the performance of 
the algorithm when it is initialized with a lower bound much less than the optimal 
objective value. Imposing monotonicity on primal steps also results in stronger lower 
bound updates, which is not the case with the standard form projective algorithm. 
1. INTRODUCTION 
One of the curious features of the original projective algorithm of 
Karmarkar (1984) is that the sequence of iterates may not be monotone in the 
true, linear objective. The same is true for the “standard form variant” of the 
projective algorithm, developed by Anstreicher (1986), Gay (19871, Gonzaga 
(1989a1, Steger (19851, and Ye and Kojima (19871. [See also Freund (1988a) 
and de Ghellink and Vial (1986) for related generalizations.] The standard 
form variant applies directly to a standard form linear program, as opposed to 
the combined primal-dual problem required by the original algorithm, and 
adds a procedure for updating lower bounds on the optimal objective value. 
*Written while the author was a research fellow at the Center for Operations Research and 
Econometrics, Universit6 Catholique de Louvain, Louvain-La-Neuve, Belgium. 
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Reduction in a potential function drives the gap between objective value and 
lower bound to zero. 
In Anstreicher (1986) it is shown that Karmarkar’s original algorithm, and 
the standard form variant, can be modified to produce a monotone sequence 
of objective values, while retaining the polynomial complexity bound for the 
algorithm. In practice, monotonicity plays an important role when the 
standard form variant is initialized with a lower bound which is far less than 
the optimal objective value, which is typically the case; see for example 
Anstreicher and Watteyne (1990). Without monotonicity, the algorithm tends 
initially to generate a sequence of primal iterates of increasing norm, without 
updating the lower bound. Imposing monotonicity causes the algorithm 
instead to take “centering” steps on the current objective flat, and generally 
produces a valid lower bound within a few iterations [so long as the set of 
optimal solutions is compact: when this condition fails to hold, theoretical 
convergence of the algorithm is lost, and in practice problems with the 
iterates “drifting off to infinity” continue to occur; see Todd (1989)]. 
A simpler version of Karmarkar’s algorithm, the ufine scaling algorithm, 
was originally described by Dikin (1967) [ see also Vanderbei and Lagarias 
(1988)], and was rediscovered by Barnes (1986) Vanderbei, Meketon, and 
Freidman (1986) and others. This algorithm applies directly to a standard 
form problem, and naturally produces a strictly monotone sequence of 
objective values. However, the algorithm has no polynomial complexity 
bound, and even proving convergence requires a nondegeneracy assumption. 
A modification of the algorithm, in Barnes, Chopra, and Jensen (1988) adds 
centering steps to the affine scaling algorithm to obtain an affine algorithm 
with the same complexity as Karmarkar’s algorithm. The centering steps are 
analogous to the steps in the monotone standard form projective algorithm 
when the monotonicity constraint is binding. 
A different approach to obtaining a polynomial affine algorithm was first 
described in Gonzaga (1988). Gonzaga’s algorithm is similar to the original 
projective algorithm of Karmarkar (1984) but uses a simple resealing on each 
step and bases convergence on a nonhomogenous potential function. A 
version of the algorithm with lower bounds was derived in Freund (1988b, 
Section 3)-the resulting algorithm is very similar in spirit to the standard 
form projective algorithm. Independently, Ye (1988) developed an a.JffineZy 
scaled potential reduction algorithm whose complexity is superior to that of 
Karmarkar’s algorithm by a factor of 6. Ye’s algorithm uses a primal-dual 
potential function first introduced in the approximately centered projective 
algorithm of Todd and Ye (1990) and generates dual solutions which provide 
not only lower bounds but also explicit potential decrease. An alternative 
derivation of Ye’s algorithm is given in Freund (198813, Section 4). See also 
Anstreicher and Bosch (1989) for a version with partial updating and a 
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safeguarded primal linesearch, and Gonzaga (198913) for an affine algorithm 
which obtains the improved complexity result of Ye (1988) without the use of 
dual barrier terms in the potential function. 
Scaled potential algorithms, like the original projective algorithm and its 
standard form variant, may produce iterates which are nonmonotone in the 
primal objective. In particular, when initialized with a lower bound much 
less than the true optimal objective value, the algorithms seem certain to 
suffer from the same problems experienced by the standard form projective 
algorithm. The aim of this note is to show that monotonicity may easily be 
imposed within the framework of an affinely scaled potential algorithm. 
Interestingly, it turns out that imposing monotonicity on primal steps leads to 
stronger dual updates, that is, updates giving higher lower bounds. Thus 
monotonicity provides an improvement in the lower-bounding component of 
the algorithm, which is not the case with the standard form projective 
algorithm [see Anstreicher (1986)]. 
2. THE SCALED POTENTIAL ALGORITHM 
Consider a standard form linear program and its dual: 
LP: min CTX : 
Ax=b, 
x > 0; 
LD: max bTa: 
AT.rr+s=c, 
s >, 0, 
where A is an m X n matrix. Let Z* denote the optimal objective value in 
LP and LD. We assume that x0 > 0 is a given feasible solution for LP, and 
(a’, so), with so > 0, is a given feasible solution to LD. In practice the 
requirement that x0 be known requires in general that LP contain an 
“artificial variable,” with large objective coefficient. The requirement that 
(,rrO, so) be known can be relaxed to the assumption that a valid lower bound 
ZO<Z” is given; this is explained below. In this section we describe Ye’s 
affinely scaled potential reduction algorithm, as given in Freund (1988b, 
Section 4). Our goal is to describe the method in preparation for modifica- 
tions to be made in the following section, not to rederive it. Consequently we 
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state a number of major results concerning the algorithm without proof-see 
either Ye (1988) or Freund (1988b) for details. 
At the start of each iteration k > 0 we will have a feasible solution for LP, 
E = xk > 0, and a feasible solution for LD, (??, 8) = (rrk, .sk), with S > 0. Let 
X be the diagonal matrix X = diag(?). Using the simple resealing y = Z-‘x, 
t = Xs, we obtain a transformed primal-dual pair 
LP : min ETy :
LD : max bTr: 
KTr+t=C, 
t > 0, 
where C = EC, A= AX. Note that .?-‘X = e, the vector in SZn with each 
component equal to one, so a step starting at x = X in LP corresponds to a - 
step starting at y = e in LP. To measure progress towards optimality the 
algorithm employs the primal-dual potential function 
G(x,s)=qln(xTs)- 2 lnrj- 5 lnsj, 
j=l j=l 
where q = n + ~6, and u > 1. Ye (1988) and Freund (198813) both use 
v = 1; the use of a constant u B 1 was first suggested by Gonzaga (1989b), 
and is motivated below. Note that if y = _?-‘x and t = .fs, then G(x, s) = 
G( y, t), so descent in G( *, . > is preserved under the resealing employed by 
the algorithm. 
Let t = ” Consider the gradient of G(. , i) at e: g = V,G(e, t) = (q/s)? 
- e, where A = eTt = i!rS is the current “gap.” Let d be the orthogonal 
projection of g onto the nullspace of A: 
d = ii,, - ep = SE,) - e 
I’ ’ (2.1) 
where for any u E B”, up denotes the orthogonal projection of u onto the 
nullspace of X, and C,, = tP because XT5 + t = C. Let 77 be a fixed constant, 
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0 <q < 1. If lldll >, n, the algorithm takes a primal step of the form 
y(a) = e - $id, (2.2) 
where cy > 0 is the steplength. Using a straightforward argument [see for 
example Ye (1988) or Freund (1988b)], it can be shown that 
G(y(o),i)-G(e,i)<-ae+ 
a2 
Ml 2(1-c-u) ’ 
(2.3) 
Since gTd = Ildll”, (2.3) implies that when [ldll> 9, there are (Y > 0 and 
ep > 0, depending only on 77, such that G(y(a>, t)-- G(e, t) < - ep (for 
example, (Y = q/2 obtains l p = $/4). In practice (Y generally is chosen via 
an approximate linesearch of G(y(a), i). Following the choice of (Y, we set 
rk+’ = _%~(a), (&+I, sk+‘) = (‘ii, S), and go to iteration k + 1. 
Consider next the situation when lldli < q. From (2.1), there is always a 
r’ E 2’“’ such that 
- 
Since 77 < 1, (rr’, t’) is feasible for LD, with t’ > 0. Moreover 
K 
eTtr=-(n+eTd)<Zi 
9 
(2.4) 
(2.5) 
where the final inequality is based on n < 1, v >, 1. Thus the primal-dual gap 
is reduced in the “jump” from (?,i) to (r’,t’), and the reduction is clearly 
increased by using larger fixed values of Y. This is the motivation for the use 
of v * 1 in the “large-step dual update” of Gonzaga (1989b). In addition to 
the gap reduction in (2.51, it can be shown that if n < 0.35, there is actually 
an en > 0, depending only on 77, such that G(e,t’)- G(e,i) 6 - en (for 
example, q = 0.2 obtains en = 0.358). The existence of l n is based entirely 
on the definition of t’ in (2.4), and the facts that eTZ = A and I(dJI < 7; see 
Ye (1988) or Freund (1988b) for details. [See also Anstreicher and Bosch 
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(1989, Theorem 3.3) for an explicit expression for en.] The dual step also 
may be extended in several ways, for example by letting 
t’-5 
t(a)=Z+a- 
IIt’ - ill ’ 
(2.6) 
and choosing the steplength CY > 0 via an approximate linesearch of 
G(e, t(a)>. Following the selection of (Y, we set xx+’ = X, (&+‘, <ski’)= 
(r’, X-‘t(a)), and go to iteration k + 1. 
It is clear from the above that a step, either primal or dual, can always be 
taken so that G( ., .> is reduced by a constant, independent of n. It follows 
that so long as G(x”, 8”) < 0(&L), within k = 0(&L) iterations we obtain 
G(x k, sk) < - R(&L), which 1s sufficient to terminate the algorithm and 
obtain exact optimal solutions for LP and LD via a standard “rounding” 
procedure [see Freund (1988b) and Papadimitriou and Steiglitz (1982) for 
details]. Note also that (??, S) enters the algorithm only through the gap a 
and the dual linesearch based on t(a) as in (2.6). Thus to initialize the 
algorithm it suffices to have a valid lower bound Z” < z*, and set x = cTX - 
z”; in particular an explicit (,rr”, s”) is not required. See also Anstreicher and 
Bosch (1989) for a rigorous initialization scheme which provides explicit X” 
and (r”, so> for any given standard form problem. 
3. MONOTONICITY 
Since convergence of the scaled potential algorithm is based on reduction 
in a potential function, there is no guarantee that the algorithm will produce 
primal iterates which are monotone in the true, linear objective. [Note that 
by (2.5) the dual step in (2.6) is clearly monotone in the dual objective.] In 
particular, when E s 0 it is clear from (2.1) that the direction Ct has little to 
do with the objective, and is instead dominated by the primal barrier terms 
of G(. , .>. Note that this will typically be the case when the algorithm is 
initialized with a lower bound z’, as described at the end of the previous 
section, if Z” Q 2 *. Having the barrier terms dominate tends to produce 
primal iterates of increasing norm, without generation of a dual solution 
giving an improved lower bound. Our aim here is to impose monotonicity on 
primal steps so as to avoid this behavior, and instead force the generation of a 
valid lower bound within a few iterations. 
Let d be as in (2.1). If IId]] > q and CTd > 0, the step y(o) as in (2.2) will 
produce adequate descent in G(* , i) while giving CTy(~) < CTe. On the other 
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hand, if llcZ(l< 9, the dual step, as in (2.6), will adequately decrease G(e, .) 
and is moreover automatically monotone via (2.5). The case of interest is 
evidently then IJdJ( 2 7, cTd < 0. Let d be the projection of g onto (y E 
&Zn(.& = 0, CTy = 0). Then 
CTd -T 
CiT=d- 
A4 
/IcpileG = - ep + $,, = d + y,>. (3.1) 
where h = - ~(ETd)/(~llC,,ll”>. Note that by the second equality in (3.11, 
- d is exactly the “centering” direction from e on the flat {y E S.“IZy = 19, 
CTy = ETe}; see for example Barnes, Chopra, and Jensen (1988). 
PRC)POSITION 3.1. Suppose that lldll>, 7. Let y(a) be as in (2.2), hut 
using & in place of d. Then FTy(cu> = CTe, ancl there are CY > 0 and l p > 0, 
depending only on 77, such thut G( y(a), 2) - C(e, t) < - ep. 
Proof. The key point to notice is that a bound on descent in G(., Z> can 
still be based on (2.31, and .gTd= Ild[l” continues to hold in (2.3) when d is 
replaced by 8. n 
On the other hand, suppose now that cLTd < 0, and lIdI/ < 77. From (2.1) 
and (3.1), there is always a + E 2”“’ such that 
ii 
l= (l+A)q (o?+e)=Z-XT??. (3.2) 
Note that (2.4) is exactly of the form (3.2), with A = 0, and moreover A > 0 
when CTd < 0. It will follow immediately that the “jump” from (??, i) to (+, t^> 
produces adequate descent in G(e, *); even more descent can be obtained by 
considering t(o) as in (2.6), using t^ in place of t’. 
PROPOSITION 3.2. Suppose that CTd < 0, and lldll< q. Then there is an 
l D > 0, depending only on q, such that G(e, t^)- G(e, i) < - l D. 
Proof. Let t” =(-d/q)(J+ e). Th en t” is not a dual feasible slack, but 
nevertheless the exact same argument used to show G(e, t’)- G(e,i) < - l D, 
as in the previous section, shows that G(e, t”)- G(e, i) < - Ed. But t^= 
t”/(l+ A), and therefore G(e, 2) = G(e, t”)- v& In(l + A). H 
From the above it is clear that monotonicity of the true objective on 
primal steps is completely compatible with the scaled potential framework. 
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Moreover the use of primal monotonicity may force a dual update (and hence 
an improved lower bound) when the nonmonotone algorithm would simply 
take a primal step based on the current bound. In addition, even when 
lldll< 7, if CTd < 0 the monotone direction B may be used to strengthen the 
dual update by using t^ in place of t’. This is markedly different from the 
situation in the standard form projective algorithm [see Anstreicher (1986)], 
where the addition of monotonicity has no effect whatsoever on the lower- 
bounding component of the algorithm. Note that from the definition of $ 
when l]d]] < 77 we will certainly have l]dl] < 7, so t^> 0. The relationship 
between eTt^ and eTtr is not immediately clear, however, because ETd < 0 
implies that eTc!> eTd. [To see this, note that ETd = (~/q>~lC,~~2 - cTe,, so 
ETd < 0 implies that ZTe, = eTC, > 0, and eTd > eTd then follows from (3.0.1 
Nevertheless the update based on d is always stronger, as shown below. 
PROPOSITION 3.3. Suppose that CTd < 0. Let d be as in (3.0, with t’ and 
t^ as in (2.4) and (3.2), respectively. Then eTt^ < eTt’, and the inequality is 
strict unless b = 0. 
Proof. Using (2.41, (3.11, and (3.21, we obtain 
A 
eTf- eTt’ = (1 + A)q 
i 
(n+eT6)-;(n+eTd) 
z = 
(1-r A)q 
n+eTd- (F~),~~Ep -(l+A)(n+eTd) 
CP 
xlETdl 
----(n+eTd) 
9llC,ll” 
x\ETdl 
= (1+ h)911c,l12 i ( eTE 
K 
P 
-- n+=eTc 
4 
l -p - Ile,ll’) 
h21cTdl 
= cl+ ~)9211C,l12 
( lle,l12 - n). 
But lle,l12 < n, since ]le]]2 = n, and moreover ]]eJ2 = n if and only if xe = 0. 
n 
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