ABSTRACT In existing literature, many tone mapping operators have been designed to convert high dynamic range (HDR) images to low dynamic range (LDR) images for visualization on the standard LDR displays. However, it inevitably causes distortions and artifacts due to the dynamic range compression, resulting in an unpleasant visual experience. In this paper, we propose a no reference (NR) quality evaluation method for tone-mapped (TM) HDR images based on global and local feature analyses. The key strategy of the proposed method lies in measuring the abnormal exposure both globally and locally as well as the halo effects. To be specific, given that the abnormal exposure usually induces the color and brightness changes, the global colorfulness and distribution of brightness are first extracted to quantify the abnormal degree of exposure. Then, since abnormal exposure has diverse influences on local regions, the local features are further extracted from the statistical perspective on the discrete cosine transform domain. Finally, the edge strength is computed locally to measure the halo effects. All extracted quality-sensitive features are combined and trained together with subjective ratings to form a regression model using support vector regression. With extensive experiments, we have shown that the proposed method outmatches several mainstream NR image quality assessment methods designed for both natural scene images and TM HDR images.
I. INTRODUCTION
In recent years, digital images are with explosive growth and propagation owing to the widely pervasive usage of portable photo equipments, standard LDR displays and convenient availability of network access. Unfortunately, images inevitably subject to various distortions during acquisition, transmission and processing, producing unpleasant visual quality. Hence, it is meaningful and essential to develop effective IQA methods, which show great potentials on guiding the execution of image processing systems as well as computer vision applications. Over the past decades, a great number of IQA methods have been proposed for traditional LDR images, such as natural scene images, screen content images and medical images, with encouraging performance [1] - [4] . Compared to these aforementioned images, tone-mapped images (TMIs) suffer from quite different artifacts and distortions, thereby causing a new challenge for the quality assessment task. In the near past years, quality assessment of TMIs has gradually attracted researchers' attentions and some initial attempts have been conducted [5] - [8] . While these attempts are still in the infancy with limited performance, it is important and urgent to design a more effective quality assessment method for TMIs.
The TMO is the bridge to connect HDR images and LDR images. To be specific, one HDR image can be converted to the targeted LDR image (denoted as the TMI) via a TMO for visualization on LDR displays. Compared with LDR images, HDR images possess a broader dynamic range and, to a large extent, preserve the details of natural scenes, thereby allowing depicting the intensity variations from faint starlight to direct sunlight [9] . It is clear that TMOs inevitably cause quality degradation (which is different from the one caused by blockiness, blurriness and ringing artifacts) due to the dynamic range compression. Besides, since TMOs are not flawless and easily affected by diverse image contents, more challenges exist for selecting the high-quality TMI from a large set of candidates created by diverse TMOs. Naturally, subjective experiment is one ideal way as it intuitively reflects the subjective feelings. However, it is full of fatal flaws, like time-consuming, laborious and incapable of the online optimization system. Therefore, it is urgent to develop an objective IQA method to automatically evaluate the quality of TMIs.
Over the past decades, a great variety of objective IQA methods have been reported and they can be broadly divided into two categories according to the requirement of reference information: the reference-based method and reference-free method (also denoted as no-reference (NR) or blind/referenceless method) [1] . The former case relying on reference information is mature and prevalent. More concretely, it can be further categorized into the full-reference (FR) method and reduced-reference (RR) method based on whether the whole or partial information is required. To date, a few FR methods have been proposed to solve the quality assessment problem of TMIs [6] , [10] - [12] . The key strategy of such methods lies in computing the similarity or correlation between the original HDR image and its processed version (i.e., the TMI). However, the dependency of reference information highly restricts their scopes of applications. For example, the reference information is not available in some post-processing systems, where the reference-based methods expose their powerlessness, thus a reference-free IQA method is more suitable and desired. There is no doubt that, compared to reference-based methods, it is more challenging to design the reference-free methods as no reference information is available. With broader application range, reference-free methods have received more attentions from researchers and gradually become the mainstream research direction in the near future [13] - [18] .
Up to now, many NR IQA methods have been designed for evaluating artificially simulated distortions. For instance, Wang et al. [19] developed a NR method to quantify the blockiness by considering the second-order and third-order image's statistical features as well as the visual masking effects. Li et al. [20] designed a blind sharpness assessment method by computing energy of the discrete Tchebichef moments. Fang et al. [21] proposed a NR method to evaluate the quality of image contrast. To be specific, they investigated the regularity of image moment statistics and took it as the quality-sensitive feature to estimate image contrast. Later, NR IQA methods were further extended to simultaneously handle diverse distortion types, which were denoted as general-purpose NR IQA methods. Among existing general-purpose NR IQA methods, learning-based methods become increasingly popular and attract more attentions than before. To be specific, learning-based methods generally consist of feature extraction stage and model building stage. The success of most learning-based methods mainly lies in extracting the quality-sensitive features, which can measure the distortion type or degree. To date, many features, such as natural scene statistics (NSS) features [13] , [14] , information entropy [22] , [23] , textural descriptors [16] , [24] , energy [20] , [25] , etc., have been employed to evaluate quality with encouraging performance on traditional LDR images.
Although many NR IQA methods have been proposed, as the recent studies exhibited [7] , [8] , [26] , these methods merely obtain general performance and are incapable of effectively evaluating the quality of TMIs. To cope with this problem, some initial attempts are made to evaluate quality of TMIs by drawing lessons from exiting NR IQA methods but specifically considering the TMIs' characteristics. Assuming that the high-quality TMI preserves more details, Gu et al. [27] computed the global information entropy as the feature to measure the image quality. In addition, they also took the global image naturalness, which was used in [6] , as well as the global structure information into account to further improved the performance [7] . Likewise, Kundu et al. [26] extracted the NSS features in both spatial and gradient domains to obtain the image naturalness for quality assessment. By observations, Jiang et al. [28] found that the local entropy was more suitable for portraying image details, therefore, they divided the TMI into multiple darkest/brightnest regions and extracted the entropies of these regions as features to measure image quality. By simulating the responses of color information processing procedure in the brain, Yue et al. [8] extracted the structural and textural information on these responses to estimate the quality of TMIs. Jiang et al. [29] captured the NSS features on each color channel to infer naturalness and utilized the sparse representation to indicate local structure information with the inspiration from evidence in visual physiology. From the aforementioned analysis, it is not difficult to find that these existing methods only considered part of characteristics of TMIs and ignores some important aspects. First, most of them ignored the color information, which is one of the most obvious distortions generated during tone-mapping procedure. Although some works (e.g., references [28] , [29] ) began to notice the color information, they only transformed the operations from the gray-scale domain to three color channels. Second, most of them considered either global information or local information but barely combined the two parts together. Third, these methods only solved this problem on the surface. To be specific, some specific distortions of TMIs, such as the halo effects and intensity clippings, are ignored.
To promote the development of this research topic, we proposed a novel NR quality assessment method of TMIs in this paper. In comparison with existing NR works, the proposed method presents several contributions. 1) Considering the characteristics of human visual system (HVS), the proposed method extracted both global and local features to evaluate quality of TMIs. Specifically, to measure the degree of the abnormal exposure (one of the most obvious distortions of TMIs), the proposed method computes the global colorfulness and the intensity distribution change. Meanwhile, the image is divided into multiple blocks, where multiple frequency bands are obtained via DCT decomposition to simulate the characteristics of HVS. The local information is reflected in the form of mean, variance and skewness of frequency bands. 2) This work makes a first attempt to consider the halo effects into account for solving the quality assessment problem of TMIs. To be specific, the edge strength is computed to measure the halo effects. 3) Through extensive experiments, we prove that the proposed method is superior to existing mainstream NR IQA metrics on a public TMI database.
The rest of paper is organized as follows. Section II gives a detailed description about the proposed NR IQA method. Section III presents the experimental results on the ESPL-LIVE HDR database and corresponding analysis. Finally, Section IV concludes the work and gives future directions. Fig. 1 shows the framework of the proposed NR quality assessment method of TMIs. As a learning-based method, it consists of the feature extraction stage and model building stage. During feature extraction stage, multiple features are captured by comprehensively analyzing the characteristics of TMIs. To be specific, the colorfulness and intensity distribution change are first globally extracted to quantify the abnormal exposure degree, which is one of the most obvious distortions of TMIs. Considering the characteristics of HVS, the skewness, mean and variance of frequency bands across multiple blocks are computed to locally estimate the abnormal degree. Besides, the edge strength is also locally estimated to indicate the halo effects. After extracting the features, the prediction model is built to map the feature space to subjective score space via the support vector regression (SVR) in model building stage. For a test image, its quality can be predicted by feeding its feature vector into the well-trained prediction model. In what follows, we describe the details of each feature component.
II. THE PROPOSED NR IQA METHOD

A. GLOBAL FEATURES
Due to the dynamic range compression, one TMI cannot preserve all the information of its original HDR image. Specifically, the TMO with deficiencies may cause abnormal exposure, which induces the color information loss and the intensity distribution change. In view of these, we first extract global features by analyzing the colorfulness and intensity distribution of TMIs for quality assessment. Color information plays an important role in human life. It helps people to better feel and judge the beauty of natural scenes. Broadly speaking, human beings prefer a richly colored image than a general one. Unfortunately, the TMIs usually suffer from color information loss, which annoys perceptual quality. One example is vividly depicted in Fig. 2 , where presents two TMIs generated by different TMOs. It is intuitive that Fig. 2 (a) seems natural with normally rendered colorful objects, like leaves and branches (actually, some regions, e.g., the region with strong illumination at the bottom of the picture, are also under abnormal exposure). In contrast, Fig. 2 (b) is lack of colorfulness and most regions are dark. Without hint, one is hard to recognize and judge the categories of objects in it. According to the subjective rating, it is found that Fig. 2 (a) has better perceptual quality than Fig. 2(b) . With this observation, we believe that detecting the color information loss is a significant component in quality assessment of TMIs. Different from the methods in [28] and [29] , which only extract features on three color channels to consider the color distortion, this paper aims to extract color information from another viewpoint. As previous research stated [30] , [31] , the color perception of human vision is mainly processed in the opponent channels, i.e., the red-green (rg) and yellow-blue (yb) channels. In this study, we utilize a colorfulness index, which operates on the opponent channels, to measure the image color information. To be specific, the image colorfulness can be represented via a linear combination strategy of image statistical values:
where σ and µ are the variance and mean values along the opponent channels, respectively. Their accurate definitions are given in Eqs. (2)−(3). σ c and µ c are mean values of σ values and µ values of two opponent channels.
where N is the number of pixels in an image, I t denotes the pixel value in the opponent channel t, t ∈ {rg, yb}. rg Apart from the color information loss, the intensity value change is another important characteristic of the abnormal exposure, which severely affect the perceptual quality. When a TMI is abnormally exposed, its surface exhibits white or black appearance, where the intensity values tend to the extreme values, i.e., 0 and 255 for underexposure and overexposure, respectively. To illustrate this, Fig. 3 presents some TMIs under different degrees of underexposure as well as the associated intensity histograms. From the figure, we can obtain two important observations. First, for a high-quality image (e.g., Fig. 3(a) ), its intensity distribution is almost symmetric on the center of the dynamic range (i.e., 128 for the 8-bits image). Second, the distribution shape of intensity values is changed due to the abnormal exposure. More concretely, increasing intensity values move forward to 0 due to the underexposure (by contrast, the intensity values move forward to 255 in the overexposure case). Through comparisons between Fig. Fig. 3(d) and Fig. Fig. 3(f) , it is clear that a higher degree of abnormal exposure induces a larger degree of intensity distribution change. With these observations, our second consideration is utilizing the intensity distribution change to measure the abnormal exposure.
Revisiting Fig. 3(b) , Fig. 3(b) and Fig3(f), one can find that the peaks and latencies of the intensity distributions are quite different across different exposure degrees. Actually, these characteristics, to some extent, reflect the image quality and many quality enhancement metrics accordingly try to improve the image quality by adjusting the image intensity histogram. Recently, Motoyoshi et al. [32] stated that there exists a relationship between the perceptual quality and intensity value statistics. In this study, we first utilize the second-, third-and fourth-order statistics as features to measure the intensity distribution:
where h e is the histogram of intensity values, E(·) stands for the expectation operation, and σ h denotes the variance value of h e . The skewness (the third-order statistic) is a measure for the degree of symmetry in the variable distribution, while the kurtosis (fourth-order statistic) is to quantify the degree of peakedness/flatness. Our another thought is to estimate the intensity distribution by analyzing image naturalness. A common sense is that the high-quality images obtain the statistical regularity, which is usually denoted as naturalness [33] . In the literature, part works have used the NSS-based naturalness model to infer image quality. However, they are incapable for quality assessment of TMIs. In this study, a simple and new concept is presented to characterize the image naturalness to meet the quality assessment problem of TMIs. To be specific, we select a number of high-quality images and compute their mean intensity histogram (MIH) as the naturalness model. This is inspired by the fact that the abnormal exposure mainly 47004 VOLUME 6, 2018 changes the intensity histogram (as shown in Fig. 3 ) and it may be a good solution for quality assessment by measuring the difference between the intensity histogram of a TMI and the prior MIH. To explore the MIH, all 5712 high-quality in the DUT-OMRON dataset [34] are selected. Since the DUT-OMRON dataset contains 5172 images with a large variety of categories of natural scenes, it is said that the derived mean intensity distribution statistics on this dataset can approximately this characteristics of the natural scenes. For readers' convenience, some example images are shown in Fig. 7(a) and the mean intensity distribution statistics on the entire dataset is presented in Fig. 7(b) .
From Fig. 7(b) , it is clear that the mean intensity histogram is almost symmetrically distributed and centered around the half of the dynamic range (i.e., 128 for 8-bits range). Revisiting Fig. 3 , one may observe that the shape of the intensity distribution changes with the distortion degree (i.e., the abnormal exposure degree) increasing. Inspired by this, we utilize the Minkowski distance to measure the interaction between the intensity distribution of a TMI and that obtained through statistics in Fig. 7(b) for quality assessment. Formally, the Minkowski distance can be defined as:
where J is the number of histogram bins; x i and y i are the i-th bin values of the TMI and the statistics regularity of natural scene images; p denotes the type of deviation. In this study, we arrange J as 128 and set p as 2 empirically.
B. LOCAL FEATURES
It is verified that HVS first rapidly and unconsciously produces a global perception, and then gradually focuses on specific local areas for the perception of image quality [35] . Here, we try to extract quality-sensitive features for measuring the abnormal exposure locally. Human visual system (HVS) is sensitive to simple local features and presents diverse sensitivities for different spatial frequencies [36] . Motivated by these, we also try to extract features from the discrete cosine transform (DCT) domain since it is an effective tool to represent the local patch with its responses to some orthogonal basis functions, which capture different spatial frequency and local structures. Fig. 5 illustrates the example of frequency band locations for a 4 × 4 DCT coefficient matrix, where the coefficients in the same frequency band are rendered with the same color. Formally, the energy of each frequency band is calculated by:
where Q i is the number of DCT coefficients in the i-th frequency band, f i (r, c) is the r-th row, c-the column DCT coefficient in the coefficient matrix. U i = {r, c|r +c = i, 0 ≤ r, c ≤ W }, W is the size of the coefficient matrix. In this study, we set W = 8 empirically. Our first consideration is to extract effective local features from the intra-block viewpoint on the basis of DCT coefficients. Given an image I , we can divide it into multiple non-overlapped blocks and accordingly obtain multiple DCT coefficient matrixes. Let ϒ j stands for the frequency band coefficient set in the j-th block, where
}, Q N is the number of the frequency bands in a block. In this study, the block size is 8 × 8 and Q N is 14. For natural images, one well-known property is its energy decays with the frequency increases in the intra-block [37] . To be specific, the decay rate of the distribution of the frequency band coefficients will change with the annoying distortion appears. In order to measure this property, we first compute the skewness (S) of frequency band coefficients of one block using Eq. (5). Then, the distribution of skewness values across all blocks is calculated as:
where S = {S 1 , S 2 , · · · , S Q b } is the intra-block skewness set, where Q b is the number of blocks. hist(·) is the histogram operator. In this paper, the dimension of H (S) is set as 51. Fig. 6 gives an intuitive illustration about how the distortion affects the intra-block skewness distribution. In the figure, the red, green and blur curves denote the H (S) obtained from Fig. 3(a), Fig. 3(c) and Fig. 3(e) , respectively. It is obvious that the images with different quality scores have quite diverse distribution shapes of skewness. More importantly, the peak values decrease with the image quality increasing and different curves is well separated, which indicates that perceptual quality degradation could be efficiently captured by H (S).
FIGURE 6.
The distribution of intra-block skewness. The y-axis presents probability of each skewness value and x-axis indicates the bin number of skewness. The red, green and blue curves depict the results of Fig. 3(a) , Fig. 3(c) and Fig. 3(e) , respectively.
Our second consideration is to capture the local features from the inter-block viewpoint. From the aforementioned analysis, we can obtain Q N frequency bands. Then, we compute the mean (M i , i = 1, · · · , Q N ) and variance (V i , i = 1, · · · , Q N ) values of the frequency bands' energy values across all the blocks. In this regard, we obtain Q N mean value of energy and Q N variance value of energy for an image. Specifically, the mean value reflects the holistic tendency, and variance value represents the fluctuation of local energy. In order to depict the distortion impact on M i and V i , an instance is shown in Fig. 7 . Similar to Fig. 6 , it is clear that the distortion affects the values of M i and V i across different frequency bands. More concretely, the values of M i and V i increase with the perceptual quality decreasing. Therefore, they can be used to quantify image quality.
Apart from the abnormal exposure, another typical distortion in TMIs is the halo effect. In general, halo effect is usually induced by local TMOs and occurs in the boundary between dark and bright regions [38] . To measure the halo effect, a simple measure is provided in this study. Specifically, given a TMI, we first compute its edge map I e via Canndy operator, which, to some extent, reflects the boundary information between different regions. Given that halo effect blurs the edge and disperse it to the surrounding region, we take the variance value of the surrounding 8 × 8 region for a edge point to measure the edge dispersion. A higher variance value indicates a larger dispersion degree. Then, the overall halo effect f h of the TMI is computed as the mean value of variance values across all edge points.
C. QUALITY ESTIMATION
According to the characteristics of TMIs, we have extracted numbers of features (85-dim) both globally and locally. For the reader's convenience, Table 1 provides the brief description of these features. In the design of a NR IQA method, our next task is to bridge the extracted features and the associated subjective scores. For this purpose, SVR technique is selected as it has been broadly used in NR IQA model design with high computational complexity [8] , [39] - [42] . To be specific, given a group of TMIs, their features are first extracted, then a prediction model is built to map these features and the quality scores via SVR. For a test image, its quality can be estimated by feeding its features into the pre-trained model. It requires to note that other regression tools can also be utilized. In this study, we directly choose the libSVM [40] for SVR implementation as the same choice to the competing methods for comparison fairness.
III. EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETUP 1) DATABASE
In this study, ESPL-LIVE HDR image database [43] is selected as the benchmark to validate and compare the proposed method with other competing methods. More specifically, ESPL-LIVE database contains 1811 images generated by multiple TMOs, multi-exposure fusion techniques and post-processing algorithms. The perceptual score of each image is determined by a number of viewers through a massively crowdsourced online subjective study and is reported in the form of the mean opinion score (MOS). A smaller MOS indicates a worse perceptual quality. With so many images with reliable subjective rating scores, it is an ideal choice for the validation and comparison of NR IQA methods.
2) EVALUATION CRITERIA
Basically, the performance of an objective IQA method can be evaluated by two aspects, namely prediction accuracy and monotonicity. In this study, four criteria are used for this purpose. More concretely, Pearson Linear Correlation Coefficient (PLCC) and Root Mean-Squared Error (RMSE) are used to quantify the prediction accuracy. Whereas, Spearman Rank Correlation Coefficient (SRCC) and Kendall's Rank Correlation Coefficient (KRCC) are selected to estimate the prediction monotonicity. It is suggested by video quality expert group [44] that the predicted score of an objective method should be fed into a nonlinear regression function to remove the nonlinearity. In this study, the same five-parameter logistic regression function is chosen as the competing methods selected for comparison fairness. By definition, it can be expressed as:
where is the estimated score of an image by an objective IQA method. exp(·) is the exponential function. Parameters θ 1 , θ 2 , · · · , θ 5 are determined by optimizing the difference between the mapped score f ( ) and the associated subjective rating score (i.e., in the form of MOS). For an excellent method, the values of PLCC, SRCC and KRCC tend to 1 and that of RMSE is close to 0.
B. OVERALL RESULTS
In total, two groups of NR IQA methods are selected and compared with the proposed method to validate the superiority of the proposed method. The reason why we do not compare the proposed method with reference-based methods lies in two aspects. First, it is unfair to NR methods since no reference information is available for NR methods. Second, the test database do not release reference images. The first group contains five popular methods that are specifically designed for natural scene images, including IL-NIQE [45] , BRISQUE [14] , GM-LOG [42] , BSD [41] and NFERM [46] . The second group involves two recently designed NR methods that are specifically proposed for TMIs, such as BTMQI [7] and Yue' method [8] . Since all these competing methods (except IL-NIQE) are learning-based, it requires to divided the database into training portion and testing portion. The performance is evaluated at the testing portion. For fairness, we strictly follow these competing methods with 80%−20% train-test split. To avoid bias, the train-test split is randomly operated 200 times and the associated median value is reported as the final performance. As for the learning-free method (i.e., IL-NIQE), its performance is directly computed over the whole database. Table 2 exhibits the intuitive results on the test database. For the reader's convenience, the best result is highlighted in the boldface for each evaluation criterion. Besides, the rank is also given for each method. From the data in Table in Table 2 , we have the following observations. First of all, it is obvious that our method performs better than all competing methods. More specifically, it has about 1% performance boost than the runner-up (i.e., Yue' method) and obtains about 10% boost than the second runner-up (i.e., BTMQI). Second, those learning-based methods are superior to the learning-free method with considerable competitive advantage. Last but not the least, the specifically designed methods for TMIs generally outmatch those designed for natural scene images. These results are easy to accept and can be explained from the following viewpoints. 1) One point need to be noticed is that the methods in the first group are specifically designed for evaluating the commonly occurred distortions (such as blurriness, blockiness, noise, etc.) in natural scene images. However, as analyzed in this paper, the distortions occurred in TMIs have quite different appearance than those common distortions. As a result, methods in the first group fail in evaluating TMIs effectively. 2) As for learning-based method, the prior knowledge between the distortion and perceptual quality can be learnt beforehand with big-data samples. Therefore, it has more advantages than the learning-free method which usually bases on the designer's experience.
3) The proposed method investigates the characteristics of TMIS from a deeper viewpoint and extracts quality-sensitive features both globally and locally to form the quality evaluator. As expected, it achieves better performance than all competing methods.
C. IMPACTS OF FEATURES
As introduced in Section II, the proposed method addresses the quality assessment problem of TMIs by extracting both local and global features. It is interesting and meaningful to further explore the impact of each feature. To this aim, we learn two prediction model by separately taking the local and global features as the input and the associated MOS as the output. The results are also reported as the median value across 200 random train-test trails, as shown in Table 3 . The 'Local' and 'Global' denote the learnt model that only uses the local feature and the global feature, respectively. It is found that utilizing either the global features or local features can still obtain comparable performance than the competing methods. In spite of this, the room for performance improvement remains to open when only uses one of them. One effective method is to consider them simultaneously for boosting the performance as proposed by this study (denoted as 'Overall' in Table 3 ). 
D. IMPACTS OF TRAINING SET SIZE
For learning-based methods, one database should be divided into training and testing subsets. The size of training set may have direct relationship with the final performance. In this paragraph, we move our feet forward to investigate the dependency of performance to the size of training set arranged. For this purpose, the training set size is changed from 20% to 80% of the overall data size and the remaining part is treated as the testing portion. For each case, one prediction is learnt individually and the results are reported as the median value across 200 random train-test split trails. Table 4 tabulates the experimental results. As can be seen, the performance increases with the training data size increasing. This is in accordance with the conclusions drawn by previous works [7] , [8] , [29] . Much to our interest, the proposed method still obtains faithful performance and is comparable with most competing methods even the training set size is 20%. In other words, the proposed method is stable.
IV. CONCLUSION
In this paper, we propose a novel blind quality assessment method for tone-mapped images from global and local perspectives. The key thought of the proposed method lies in analyzing the specific characteristics of tone-mapped images and is inspired by some known facts of the human visual system. For global perspective, the colorfulness and moment statistics are extracted to measure the color information and intensity distribution. For local perspective, the statistical features of DCT map are captured to characterize the abnormal exposure. Meanwhile, the edge strength is also computed to estimate the halo effects. In the end, we utilize the support vector regression to fuse the extracted global and local features and build the quality prediction model. Experimental results on publicly available database show that the proposed method is consistent with subjective feelings and is superior to all competing NR methods that designed for natural scene images and tone-mapped images. Future works can be conducted from the following aspects. First, more efforts should be paid in extracting quality-sensitive features that characterizes the specific distortion in tone-mapped images for performance improvement. Second, the proposed method can be embedded in the image processing system and give a timely feedback to guide the generation procedure of tone-mapped images. 
