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Abstract— In recent years, many researchers and 
practitioners have explored the possibility of estimating effort 
and cost using nature inspired algorithms. The purpose of this 
paper is to investigate the relevance of bacterial foraging 
optimization algorithm (BFOA) for optimizing the COCOMO 
model coefficients to estimate the software development time. 
The goal of this research is to minimize the fitness function 
value which is the measure of the deflection of estimated time 
from the real time taken in the software development. Results 
of the experimental study conducted shows that the proposed 
approach produces promising results in comparison to 
COCOMO model and other existing approaches listed in 
literature. Results show that COCOMO model and other 
existing approaches are less accurate in comparison to BFOA 
with MMRE as 0.16 and PRED(25) as 0.9. Thus BFOA can 
help software industry in predicting accurate and reliable 
values for planning and maintenance of software project. 
 
Index Terms— Bacterial Foraging Optimization Algorithm; 
COCOMO; Fitness Function; Nature Inspired Algorithm; 




Software effort estimation is the process of predicting effort 
required to develop and maintain a software system once the 
requirements are finalized. Accurate effort estimation is 
essential for the success of any software system 
development. Inaccurate and unreliable results can results in 
customer dissatisfaction and risk of inflation in cost of 
project development [1]. Therefore accurate effort 
estimation has to be conducted at early stage of software 
development as development costs tend to increase with 
complexity of the project. [2]. Over the years the main 
objective of researchers has been to develop appropriate 
models and prediction techniques to compute development 
effort (cost) for the project. This effort is actually an 
estimate which is carried out in access the amount of work 
required and schedule to carry out the project within 
specified resources, budget and time frame [3]. 
The best known cost model so far was developed by 
Boehm in 1981 called COCOMO (COnstructive COst 
MOdel). This model has three levels, namely basic 
COCOMO, intermediate COCOMO and detailed COCOMO 
[4, 5]. This model takes line of code (LOC) as an input and 
was based on a study of 63 projects ranging from 2K to 
100K LOC. Results of using old coefficients of COCOMO I 
[4] and its modified version namely, COCOMO II [6] for 
developing software projects in this era of time to market 
environment may not be accurate in assessing software 
effort required to build the project. As a consequence, there 
is a need design optimization algorithm for accurate, precise 
and reliable effort estimation. Over the years many cost 
estimation models have been proposed with the aim of 
assessing accuracy of different approaches using neural 
networks, genetic algorithm, particle swarm optimization, 
bat algorithm and fire fly algorithm [7, 8, 9, 10, 11, 12, 13, 
14] to estimate project cost, effort, development time, and 
productivity. These studies/approaches/models suggests that 
there is no “best solution or approach” for effort estimation 
as each algorithm or approach predicts difference in 
accuracy estimation in comparison to one another. Rather it 
strongly depends on the context of the given project [15] 
and thus different organizations can be benefited with 
different estimation approaches. These prediction 
techniques/algorithms can thus be helpful in predicting 
realistic values, expressed in terms of person-hours or 
money. They can also be used in preparing project plans, 
iteration plans, budgets, investment analyses, pricing 
processes etc. by software industry for project development. 
 
In this paper we propose a new approach of effort 
estimation using bacterial foraging optimization algorithm 
(BFOA). Results of experimental study conducted shows 
that the proposed approach produces promising results in 
comparison to COCOMO model. These results are based on 
three evaluation criteria’s namely, magnitude of relative 
error (MRE), mean of magnitude relative error (MMRE) and 
prediction(X) as performance measures. We have also 
conducted a study to compare our results with other existing 
approaches listed in literature on the same dataset for better 
comparison.  Results show that COCOMO model and other 
existing approaches are less accurate in comparison to 
BFOA with MMRE as 0.16 and PRED(25) as 0.9. Thus 
BFOA can help software industry in predicting accurate and 
reliable values for planning and maintenance of software 
project.  
The rest of the paper is organized as follows: Section II 
presents related work relevant to the field of effort 
estimation followed by a detailed discussion of proposed 
optimization algorithm, process model and a flow graph of 
the presented work in section III. An experimental study is 
conducted in section IV to compare goodness of our 
approach with COCOMO and other existing techniques. 
Finally, the presented approach is concluded in section V. 
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II. RELATED WORK 
 
Since the ever first evolution of cost estimation model 
namely COCOMO [2] almost three decades ago, many 
researchers have proposed various cost estimation models to 
deal with several optimization problems. The wide spread 
can be seen in the area of  neural networks [8, 9, 10, 16], 
fuzzy logic [17], image analysis [18, 19, 20, 21] and nature 
inspired algorithms [12, 13, 14, 22, 23, 24, 25, 26, 27] etc to 
provide good results in terms of performance. The proposed 
work is motivated by the work of several antecedent 
researches who have explored the possibility of using 
machine learning and nature inspired algorithms for 
optimizing COCOMO coefficients for better accuracy [7, 
28, 29, 30, 31, 32, 33, 34, 34, 35,36, 37].  
Y. Shan et.al. [28] uses grammar guided genetic 
programming with a data set of 423 software, to generate 
two grammar languages for effort gauge. They later 
compared their results with linear and log regression which 
shows genetic programming fits for complex functions. 
Koch and Mitlohner [4] estimated accuracy and weights for 
three datasets namely COCOMO, Albrecht and ERP using 
extended Genetic algorithm by deriving weights for effort 
computation. Researchers also applied genetic programming 
to depict evolution effort. Lin and Tzeng [29] uses 
COCOMO database for testing and hybrid model composed 
of one way analyze, K-means clustering and particles swarm 
optimization to estimate effort and compared the results 
using MMRE and prediction(X) as a measure. Khalifelu and 
Gharehchopogh [30] used NASA projects dataset to train 
and test the data mining techniques including LR, artificial 
neural networks (ANN), support vector regression (SVR) 
and k-nearest neighbor KNN. They showed that SVR was 
best model with less MMRE. MRE was further reduced to 
0.1619 by Dizaji et.al. [7] when they applied bee colony 
optimization and compared their experiment results with 
intermediate COCOMO. Maleki et.al. [31] developed a 
hybrid approach of firefly and genetic algorithm for 
software cost estimation which as a result increased the 
accuracy by 2.88% as compared to COCOMO model. In 
addition to these, researchers have also explored three 
particular genetic algorithms namely, Differential Evolution 
(DE) [32], Particle Swarm Optimization (PSO) [33] and 
Artificial Bee Colony Optimization (ABC) [34] to solve 
difficult optimization problems. 
We have used MRE, MMRE and prediction(X) as 
performance measures for comparison with other 
approaches listed above. Experimental study conducted 
claim that they are better than the approaches listed above 
with MMRE value as 0.16 and Pred(25) as 0.9.  
 
III. PROPOSED WORK 
 
The proposed approach targets on acquiring optimal 
values of organic COCOMO model coefficients and is 
motivated by the hunting characteristics of microorganisms 
called E.Coli bacteria. In 2002, K. Passino got inspiration 
from the food searching nature of swarm of E.Coli 
bacterium and proposed a global optimization algorithm by 
mimicking their behavior [38, 39]. Global optimization aims 
at finding maximum or minimum values in the input range 
as compared to regular optimization which focuses on 
finding local minima or maxima. This behaviour of global 
optimization of finding maximum or minimum values in the 
input range is of our interest as for any software 
development we can maintain optimization on the content 
we find relevant, like products, services, articles, and other 
forms of information. 
Following section provides a brief introduction of 
Bacterial foraging optimization algorithm followed by 
discussion on framework and process model adopted for our 
approach. A detailed discussion on computation of effort 
estimation is provided in the latter half of the section.  
 
A. Brief introduction to Bacterial foraging optimization 
algorithm   
The population of bacteria has to undergo four phases 
namely chemotaxis, swarming, reproduction and elimination 
-dispersal in its lifetime to achieve an optimum nutrients 
level [40].  
• Chemotaxis:  Bacterial population selects a 
direction for food by analyzing their surroundings for 
nutrients gradient. They either maintain their previous 
direction (called swimming) or choose another random 
direction (called tumbling). Their decision to either tumble 
or swim is totally directed towards optimizing their energy 
as fast as possible. Mathematically it can be represented by 
(1). 
 





     
where pose(ch+1, r, el) is position of eth bacterium in 
landscape, step(e) is the bacterium e’s step size, RV is a 
random vector and ch, r, el are chemotactic, reproduction 
and elimination-dispersal indices respectively. 
• Swarming behavior: Several bacterial species 
including Coli depict a fascinating swarm behavior by 
forming some special patterns (concentric figures) in their 
nutrients pool. When these bacteria come in contact with 
high energy nutrients, they secrete attractants and when they 
find some noxious substances, they release repellents. 
Hence, they move together towards the area with high 
nutrient density by forming coextensive patterns. This 
signaling behavior is called cell to cell attraction and 
mathematically calculated using (3) [41]. 
 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠𝑐2𝑐(𝑝𝑜𝑠, 𝑃𝑜𝑝(𝑐ℎ, 𝑟, 𝑒𝑙)) =  


















In (2), fitnessc2c(pos,Pop(ch,r,el)) is the total cell to cell 
attraction effect, Pop(ch,r,el) denotes the entire bacteria 
population, pos is a position vector in the landscape, B is the 
swarm size and dim is the number of dimensions of search 
space.  
• Reproduce: In line with the Darwin’s theory, 
bacteria are sorted according to their fitness. Half of the 
bacterial population which is healthy participates in 
reproduction and each of them splits into two halves. On the 
other hand, less fit bacteria (half population) get extinct.  
• Eliminate and disperse: After certain number of 
generations it may happen that a certain colony of bacteria 
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die due to natural environmental conditions or some group 
may move to a new location. To implement this phase 
mathematically, some bacteria are removed and some are 
assigned new positions in the landscape. 
 
B. Proposed Framework and Process Model 
The process starts with selection and interaction with the 
database. Once the parametric values are finalized, the next 
step is to apply the optimization algorithm for computation 
of fitness values for chosen parameters. For our approach 
we are using Bacterial Foraging Optimization algorithm. 
Figure 1 below depicts the various stages of the process 
model followed to compute effort for a given project. The 
whole process is discussed step by step in following section:  
 
Step 1: The process starts with interaction of software 
engineer with project database. The dataset developed by 
Martin et.al. [42] is adopted to train and then test the 
proposed model. The chosen dataset consists of 41 projects 
which were written in Pascal language and went through all 
the phases of software development life cycle. To the best of 
our knowledge researcher have used Martin’s dataset [42] to 
test their approaches and compare their results with others 
for accuracy and performance. We have also used the same 
dataset so that we can compare our results on the similar 
platform for better understanding.  
With respect to each project from the dataset [42], 
researchers have calculated four parametric values namely, 
LOC, dhama coupling, McCab complexity and time taken to 
develop the project (TDev) to compute effort for a given 
project. The presented approach takes only two parameters 
namely, LOC and TDev (mentioned in Table 1 below) for 
cost estimation as compared to other earlier approaches 
mentioned in literature. This makes BFOA to achieve more 
speed convergence over other nature inspired algorithms 
listed in literature. The results of the presented approach 
depicts that it produces more accurate results with less 
computation time as our approach takes only half 
parameters into consideration for effort computation.  Out of 
41 modules in the dataset, we have used 30 modules for 






























1 4 13 
2 10 13 
3 4 9 
4 10 15 
5 23 15 
6 9 15 
7 9 16 
8 14 16 
9 7 16 
10 8 18 
11 10 15 
12 10 15 
13 10 18 
14 10 13 
15 10 14 
16 10 15 
17 15 13 
18 10 12 
19 10 12 
20 17 22 
21 11 19 
22 15 18 
23 15 19 
24 13 21 
25 14 20 
26 14 21 
27 15 19 
28 15 20 
29 13 15 
30 14 13 
31 18 19 
32 9 13 
33 12 12 
34 17 12 
35 16 21 
36 31 21 
37 16 19 
38 24 18 
39 22 24 
40 22 25 
41 22 18 
 
 
Step 2: The next step is to compute the fitness function. It 
is simply a measure defined as a function to identify how 
“fit” our how “good” the solution is with respect to the 
problem in consideration. To calculate its fitness, we use 
these coefficient values and evaluate the fitness function 










where, fitnessep denotes the fitness of eth bacteria specific 
to pth project, TDevap  is the actual time taken to develop 
project p, TDevbfoaep is the time estimated by proposed 
model for project p by using bacteria e. The overall fitness 
of each bacterium is calculated by taking the average of 
fitness calculated for each project by that bacterium. This 









   where, fitness is the fitness of bacterium e and P is the 
total number of projects. The position of each E.Coli 
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Step 3: After computing the fitness function we apply 
bacterial foraging based optimization scheme for cost 
optimization foraging based optimization scheme. 
Following steps are followed for cost computation:   
 
A. Parameter setting 
 The process starts with determining the parameters 
required by  bacterial foraging algorithm namely, swarm 
size B, dimension of landscape dim, number of chemotactic 
steps Nc, step size of bacterium step, number of 
reproduction steps Nr and count of elimination & dispersal 
events Ned. The values chosen in this scheme are given in 
table 2 below. We are using the same values as given by 
[40] to compute cost of a given project.  
 
Table 2 










B. Bacterium structure and formation 
Each bacterium in the population has 4 dimensions, where 
each dimension corresponds to one of the four COCOMO 
model coefficients as shown in figure 2 below. All E.Coli 
are placed randomly in the search landscape so that 
solutions are picked from different areas of search space 
with equal probability. 
 
C. Chemotaxis 
 For each bacterium fitness is calculated at their current 
position using equation (4) & (5).  After evaluating their 
fitness, bacteria perform swim action and are moved to new 
positions by using (2). If the fitness at new position is better 




All solutions in the population secrete repellents or 
attractants based on their fitness values. This cell to cell 
attraction in swarming is achieved using (3). Parameters 
used in equation are set to values shown in table 3 [38]. Step 
C and D are repeated Nc times.  
 
E. Reproduction 
Less fit solutions in the landscape are deleted and more fit 
are used to reproduce. If the number of reproduction steps 














F. Eliminate and disperse 
 The entire group of E.Coli may face Ned elimination 
dispersal events in their lifetime. If number of such events 
occurred till now has reached Ned, terminate the algorithm, 
else go to step C. The whole process is summarized in the 
form of the flow graph shown in Figure 3 below. The 
algorithm stops on completion on elimination dispersal 
events, denoted by stop oval in the figure. The flowchart 
depicting fitness function calculations is given in Figure 4. It 
returns the fitness value calculated as explained in step 2.  
 
IV. EVALUATION AND RESULT ANALYSIS 
 
To analyze the results of the proposed approach, we have 
used three evaluation criteria’s namely, Magnitude of 
relative error (MRE), Mean Magnitude of relative error 
(MMRE) and Prediction(X) for efficiency measurement. To 
conduct this experiment, the population size is initialized to 
50. We have used the same values of tuning parameter as 
given by [40] to compute cost of a given project. The 
process starts with interacting with dataset, as stated above 
we have used Martin’s [42] so that we can compare our 
results with other approaches. It follows all steps given in 
section 3 above. For each run, the algorithm generates 
different COCOMO coefficients values. Only those results 
are selected and used which generate best fitness. In this 
experimental study we have calculated the various 
computations for COCOMO model as well for step by step 
result comparison. Result comparison with other approaches 
on three evaluation criteria’s is presented in section 4.2 
below. Table 4 below presents the coefficient values 
obtained using our approach and Table 5 presents the 
comparison of development time estimated by proposed 
algorithm (TDevbfoa) for test data with actual development 
time (TDeva) and development time estimated by COCOMO 
model (TDevCocomo).   
 
A.  Result Observation and comparison with COCOMO 
model on chosen efficiency parameter:  
We have used three evaluation criteria’s namely, MRE, 
MMRE and Prediction(X) for efficiency measurement. A 
brief discussion on each of these along with result 
computation for proposed and COCOMO model is 
presented in following section. 
 
 Magnitude of relative error (MRE): MRE is a 
measure of deviation i.e. difference between and 
estimated effort relative to the actual effort for a 
given project. The mean takes into account the 
numerical value of every observation in the data 
distribution, and is sensitive to individual 
predictions with large MREs [27]. It is computed 






An Effective Precision Enhancement Approach to Estimate Software Development Cost: Nature Inspired Way 









   




COCOMO and BFOA optimal coefficient values  
 
Coefficient COCOMO model BFOA  model 
a 2.4 2.5703 
b 1.105 0.9570 
c 2.5 2.6036 




Comparison of development time  
 
S.No. TDeva TDevCocomo TDevbfoa 
1 15 10.24 15.48 
2 13 10.56 16.07 
3 19 11.74 18.23 
4 13 8.77 12.87 
5 12 9.9 14.87 
6 12 11.46 17.71 
7 21 14.74 23.94 
8 19 11.17 17.18 
9 18 13.24 21.06 
10 25 12.77 20.16 
11 12 9.17 13.57 
 
Table 6 presents value of MRE calculated for each project 




Comparison of MRE values for COCOMO and BFOA 
 
S. No LOC TDeva MRECOCOMO MREBFOA 
1 13 15 0.32 0.03 
2 14 13 0.19 0.24 
3 18 19 0.38 0.04 
4 9 13 0.33 0.01 
5 12 12 0.18 0.24 
6 17 12 0.05 0.48 
7 31 21 0.3 0.14 
8 16 19 0.41 0.1 
9 24 18 0.26 0.17 
10 22 25 0.49 0.19 
11 10 12 0.24 0.13 
 
 Mean Magnitude of relative error (MMRE): It is 
the average of MRE values of all tuples in the test set 
[44] given in (6). The corresponding values are given 
in Table 7 below.  
 





 Prediction(X):  This analysis measure gives an idea 
of how many predictions lie within X% of the actual 
value [41]. We have considered 10, 20 and 25 as values 
of X to capture the response value of predication. Table 
7 presents the values of MMRE and PRED(10), 
PRED(20) and PRED(25) (where PRED(10), 
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PRED(20) and PRED(25) represents Prediction at 10, 
20 and 25 respectively).  
 
Table 7 
MMRE & Prediction Values 
 
Criteria COCOMO BFOA 
MMRE 0.28 0.16 
PRED(10%) 0.09 0.27 
PRED(20%) 0.27 0.72 
PRED(25%) 0.36 0.9 
 
Hence it can be seen clearly that BFOA works better than 
COCOMO model and gives much less value of MMRE than 
COCOMO.  
 
B. Result comparison with other approaches:  
Result observation of BFOA and other algorithms given 
in Table 8 below, clearly shows that BFOA works better 
than other approaches with MMRE value of 0.16 which is 
much lower than other approaches and PRED(25) as 0.9. 
Thus, it can be concluded that the proposed model is very 
beneficiary for effort estimation and could estimate the 
effort better in comparison to the various models. 
 
Table 8 
Results of comparison with other approaches 
 
Criteria COCOMO BFOA ANN FNN FGRA BAT 
MMRE 0.28 0.16 0.37 0.22 0.232 0.2337 





This study successfully combines the stochastic and 
regression analysis. The exploitation of BFOA for 
optimizing COCOMO coefficients fairly works well in 
estimation accuracy for software development time taken. 
Overall, we think that this new leaf of nature inspired 
algorithm offers advantage as the proposed methodology 
uses the concept of bacterium generating new optimized 
coefficients which can meet the expectation of IT companies 
for unerring predicting the project feasibility in terms of 
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