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SAMPLING, MARCINKIEWICZ-ZYGMUND INEQUALITIES,
APPROXIMATION, AND QUADRATURE RULES
KARLHEINZ GRO¨CHENIG
Abstract. Given a sequence of Marcinkiewicz-Zygmund inequalities in L2, we
derive approximation theorems and quadrature rules. The derivation is com-
pletely elementary and requires only the definition of Marcinkiewicz-Zygmund
inequality, Sobolev spaces, and the solution of least square problems.
1. Introduction
This article is motivated by two perennial questions of approximation theory:
Assume that a finite number of samples of a continuous function f on some compact
set is given, (i) find a good or optimal approximation of f from these samples and
derive error estimates, and (ii) approximate an integral
∫
f from these samples and
derive error estimates, in other words, find a quadrature rule based on the given
samples.
We argue, completely in line with the tradition of approximation theory, that
these questions are best answered by means of Marcinkiewicz-Zygmund families
and inequalities. Roughly speaking, a Marcinkiewicz-Zygmund family is a double-
indexed set of points xn,k such that the sampled ℓ
2-norm of the n-th layer
∑
k |p(xn,k)|2
is an equivalent norm for the space of “polynomials” of degree n with uniform con-
stants. Our main result then shows that the existence of a Marcinkiewicz-Zygmund
family already implies (i) approximation theorems from pointwise samples of a func-
tion, and (ii) quadrature rules. This is, of course, folkore, and the content of an
abundance of results in approximation theory and numerical analysis on many lev-
els of generality. In the literature Marcinkiewicz-Zygmund families are constructed
for the purpose of quadrature rules and approximation theorems [19,36], our main
insight is that quadrature rules and approximation theorems follow automatically
from a Marcinkiewicz-Zygmund family. It is one of our objectives to explain this
conceptual hierarchy: Marcinkiewicz-Zygmund families are first, then quadrature
rules and approximation theorems come for free.
The main novelty of our contribution is a completely elementary derivation of ap-
proximation theorems and quadrature rules based on the existence of a Marcinkie-
wicz-Zygmund family. This derivation is fairly simple and is based solely on the ba-
sic definitions of Marcinkiewicz-Zygmund families, orthogonal projections, Sobolev
spaces, and least square problems. The assumptions are minimal and only require
Key words and phrases. Marcinkiewicz-Zygmund inequality, sampling, Sobolev spaces, least
square problem, quadrature rule.
K. G. was supported in part by the project P31887-N32 of the Austrian Science Fund (FWF).
1
2 KARLHEINZ GRO¨CHENIG
an orthonormal basis {φk} and an associated non-decreasing sequence of “eigen-
values” {λk} ⊆ R+. This set-up is similar to the one in [19, 20, 30].
Our point of view is informed by the theory of non-uniform sampling of ban-
dlimited functions and their discrete analogs developed in the 1990’s by many
groups [7, 17, 18, 41, 45]. Indeed, a sampling theorem is simply a Marcinkiewicz-
Zygmund inequality (upper and lower) for a fixed function space, and some of the
first Marcinkiewicz-Zygmund inequalities for scattered points on the torus (or non-
uniform sampling points) were derived in this context [22]. The method in this
paper was essentially developed in [23] for the local approximation of bandlimited
functions by trigonometric polynomials from samples.
Several technical aspects deserve special mention.
(i) In general, the error estimates for quadrature rules depend on a covering ra-
dius (or mesh size) or on the number of nodes that arise in a particular construction
of a Marcinkiewicz-Zygmund family [8,14]. In our derivation the constants depend
only on the condition number of the Marcinkiewicz-Zygmund family and thus on
their definition.
(ii) Whereas quadrature rules are often connected to Marcinkiewicz-Zygmund
inequalities with respect to the L1-norm [19], we derive such rules from Marcinkie-
wicz-Zygmund inequalities in the L2-norm by means of frame theory. The frame
approach to quadrature rules is motivated by a question of N. Trefethen about
convergence of the standard quadrature rules after a perturbation of the uniform
grid, see [5, 46].
(iii) In several articles on Marcinkiewicz-Zygmund families [19, 30, 38] the poly-
nomial growth of the spectral function
∑n
k=1 |φk(x)|2 is used implicitly or as a
hypothesis. In our treatment (Lemma 3.7), the growth of the spectral function is
related to the critical Sobolev exponent and leads to explicit and transparent error
estimates. In hindsight the appearance of the spectral function is not surprising,
as it is the reciprocal of the Christoffel function associated to an orthonormal basis
(or to a set of orthogonal polynomials), and is thus absolutely fundamental for
polynomial interpolation and quadrature rules. See [37] for an extended survey.
The paper is organized as follows: the end of this introduction provides a brief
survey of related literature. In Section 2 we introduce Marcinkiewicz-Zygmund
families for the torus and prove the resulting approximation theorems and quadra-
ture rules. In Section 3 we treat the same question in more generality on a compact
space with a given orthonormal basis and corresponding eigenvalues. With the ap-
propriate definitions of Sobolev spaces and error terms, the formulation of the main
results and the proofs are then identical. In a sense Section 2 is redundant, but we
preferred to separate the proofs from the conceptual work. This separation reveals
the simplicity of the arguments more clearly.
1.1. Discussion of related work. It is impossible to do full justice to the exten-
sive literature on Marcinkiewicz-Zygmund inequalities, approximation theorems,
and quadrature rules, we will therefore mention only some aspects and apologize
for any omissions.
MARCINKIEWICZ-ZYGMUND INEQUALITIES 3
The classical theory of Marcinkiewicz-Zygmund inequalities deals with the in-
terpolation by polynomials and the associated quadrature rules and is surveyed
beautifully in [28]. An extended recent survey with a complementary point of
viewis contained in [12].
(i) Marcinkiewicz-Zygmund families on the torus and trigonometric polynomials.
Marcinkiewicz-Zygmund inequalities for scattered nodes were considered in the
theory of nonuniform sampling [17]. An early example of Marcinkiewicz-Zygmund
inequalities on the torus is contained in the estimates of [22, Thm. 4]. Marcinkie-
wicz-Zygmund with respect to different measures measures were then studied in [15,
29,34,42]. A complete characterization of Marcinkiewicz-Zygmund families on the
torus with respect to Lebesgue measure in terms of suitable Beurling densities was
given by Ortega-Cerda` and Saludes [39].
(ii) The next phase concerned Marcinkiewicz-Zygmund inequalities and quadra-
ture on the sphere: The goal of [36] is the construction of good quadrature rules
on the sphere via Marcinkiewicz-Zygmund inequalities, sufficient conditions for
Marcinkiewicz-Zygmund families are obtained in [33]. Necessary density conditions
for Marcinkiewicz-Zygmund inequalities on the sphere are derived in [31], and [32]
studies the connection between Marcinkiewicz-Zygmund families and Fekete points
on the sphere. [25] derives worst case errors for quadratures on the sphere.
(iii) Marcinkiewicz-Zygmund families on metric measure spaces. The most gen-
eral constructions of Marcinkiewicz-Zygmund families and quadrature rules are
due to Filbir and Mhaskar in a series of papers [19, 20, 30, 35]. They work for
metric measure spaces with Gaussian estimates for the heat kernel associated to
an orthonormal basis. This theory includes in particular Marcinkiewicz-Zygmund
families on compact Riemannian manifolds. A related theory is contained in [16]
whose goal is the construction of frames for Besov spaces. Again, necessary density
conditions for Marcinkiewicz-Zygmund families on compact Riemannian manifolds
have been derived by Ortega-Cerda` and Pridhnani [38].
(iv) Approximation of functions from samples via least squares: In general the
approximating polynomials do not interpolate, therefore the best approximation of
a given function by a “polynomial” is obtained by solving a least squares problem.
A Marcinkiewicz-Zygmund inequality then implies bounds on the condition number
of the underlying matrix. This connection appears, among others, in [20,23] and is
highlighted in Proposition 2.5. Modern versions use random sampling to generate
Marcinkiewicz-Zygmund inequalities. This aspect was studied in [6,44] for random
sampling in finite-dimensional subspaces, [1, 4, 10] contain recent studies of the
stability of least squares reconstruction. We point out in particular [10] where
the Christoffel function is identified as the optimal weight for a given probability
measure. Finally we highlight the series of papers on generalized sampling [2,3] as
an alternative approach to the approximation of functions from finitely many linear
measurements. In this case the constants in the error estimates are formulated
with the angle between subspaces rather than with the condition number of the
Marcinkiewicz-Zygmund family.
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2. Approximation of functions on the torus from nonuniform
samples
As a model example where the technique is completely transparent, we first
deal with nonuniform sampling on the torus T. On T the approximation spaces
are the space of trigonometric polynomials Tn of degree n, i.e., p ∈ Tn, if p(x) =∑n
k=−n cke
2piikx.
Definition 2.1. Let X = {xn,k : n ∈ N, k = 1, . . . , Ln} be a doubly-indexed set of
points in T ≃ (−1/2, 1/2] and τ = {τn,k : n ∈ N, k = 1, . . . , Ln} ⊆ (0,∞) be a
family of non-negative weights. Then X is called a Marcinkiewicz-Zygmund family,
if there exist constants A,B > 0 such that
(1) A‖p‖22 ≤
Ln∑
k=1
|p(xn,k)|2τn,k ≤ B‖p‖22 for all p ∈ Tn .
The ratio κ = B/A is the global condition number of the Marcinkiewicz-Zygmund
family, and Xn = {xn,k : k = 1, . . . , Ln} is the n-th layer of X .
The point of Definition 2.1 is that the constants are uniform in the degree n
and that usually Xn contains more than dim Tn = 2n + 1 points, so that it is
not an interpolating set for Tn. Weights are omnipresent in the classical theory
of Marcinkiewicz-Zygmund inequalities [29], in sampling theory they are used to
improve condition numbers [18], and in Fourier sampling they serve as density
compensating factors. Currently they play an important role in weighted least
squares problem in statistical estimation in [1, 4, 10].
Given the samples {f(xn,k)} of a continuous function f on T on the n-th layer
Xn, we first need to approximate f using only these samples. For this we solve a
sequence of least squares problems with samples taken from the n-th layer Xn:
(2) pn = argminp∈Tn
Ln∑
k=1
|f(xn,k)− p(xn,k)|2τn,k .
This procedure yields a sequence of trigonometric polynomials for every f ∈ C(T).
In general, these polynomials do not interpolate the given f on Xn, but they yield
the best ℓ2-approximation of the data {f(xn,k)} by a trigonometric polynomial in
Tn. Therefore pn is usally called a quasi-interpolant.
The question is now how the pn’s approximate f on all of T. As always in
approximation theory, the answer depends on the smoothness of f . For this we use
the standard Sobolev spaces Hσ(T) with norm
(3) ‖f‖Hσ =
(∑
k∈Z
|fˆ(k)|2(1 + k2)σ
)1/2
,
where fˆ(k) =
∫ 1
0
f(x)e−2piikx dx is the k-th Fourier coefficient of f .
Our main theorem asserts the convergence of the quasi-interpolants of f .
Theorem 2.2. Let X be a Marcinkiewicz-Zygmund family with associated weights
τ and condition number κ = B/A.
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(i) If f ∈ Hσ for σ > 1/2, then
(4) ‖f − pn‖2 ≤ Cσ
√
1 + κ2‖f‖Hσn−σ+1/2 ,
with a constant depending on σ (roughly Cσ ≈ (σ − 1/2)−1/2).
(ii) If f extends to an analytic function on an strip {z ∈ C : |Imz| < ρ0}, then
the convergence is geometric, i.e.,
(5) ‖f − pn‖2 = O(e−ρn) .
for every ρ < ρ0.
The proof starts with the orthogonal projection Pnf(x) =
∑
|k|≤n fˆ(k)e
2piikx of
f onto the trigonometric polynomials Tn. Note that Pnf is the n-th partial sum
of the Fourier series of f . The proof of Theorem 2.2 is based on the orthogonal
decomposition
(6) ‖f − pn‖22 = ‖f − Pnf‖22 + ‖Pnf − pn‖22 .
The first term measures how fast the partial sums of the Fourier series converge
to f , whereas the second, and more interesting, term compares the best L2-
approximation of f in Tn with the approximation pn obtained from the samples of
f on Xn.
2.1. Sampling and embeddings in Hσ. Before entering the details of the proof,
we state some well-known facts about the Sobolev space Hσ.
Lemma 2.3. Assume that σ > 1/2.
(i) Sobolev embedding: Then Hσ(T) is continuously embedded in C(T).
(ii) Convergence rate: for all f ∈ Hσ(T)
(7) ‖f − Pnf‖∞ ≤ ‖f‖Hσ φσ(n) ,
where φσ(n) = (σ − 1/2)−1/2 n−σ+1/2.
(iii) Sampling in Hσ: If X satisfies the sampling inequalities (1) and f ∈ Hσ,
then
(8)
Ln∑
k=1
|f(xn,k)|2τn,k ≤ B‖f‖2∞ ≤ BC2σ‖f‖2Hσ ,
Proof. (i) and (ii) are standard (and also follow from Lemma 3.1).
(iii) The sampling inequalities (1) applied to the constant function p ≡ 1 with
‖p‖2 = 1 yield
(9) A ≤
Ln∑
k=1
τn,k ≤ B .
The claim follows from (9) and the Sobolev embedding. 
6 KARLHEINZ GRO¨CHENIG
2.2. Quasi-interpolation versus projection. To estimate the norm ‖Pnf −
pn‖2, let us introduce the vectors and matrices that arise in the explicit solution of
the least squares problem (2). Let
yn = (τ
1/2
n,1 f(xn,1), . . . , τ
1/2
n,Ln
f(xn,Ln)) ∈ CLn
be the given data vector, and Un be the Ln × (2n + 1)-matrix (a Vandermonde
matrix) with entries
(10) (Un)kl = τ
1/2
n,k e
2piixn,kl k = 1, . . . , Ln, |l| ≤ n .
We write
(11) Tn = U
∗
nUn .
For the numerical construction of pn we note that Tn is a Toeplitz matrix and thus
accessible to fast algorithms [18, 22, 41]. For our analysis we collect the following
facts.
Lemma 2.4. Assume that X is a Marcinkiewicz-Zygmund family. Then
(i) the spectrum of Tn is contained in the interval [A,B] for all n ∈ N, and
(ii) the solution of the least squares problem (2) yields a trigonometric polynomial
pn =
∑
|k|≤n an,ke
2piikx ∈ Tn with a coefficient vector an ∈ C2n+1 given by
(12) an = T
−1
n U
∗
nyn .
Proof. (i) Note that for p ∈ Tn and p(x) =
∑
|l|≤n ale
2piilx the point evaluation at
xn,k ∈ Xn is precisely
τ
1/2
n,k p(xn,k) = (Una)k ,
and the sampled 2-norm is
Ln∑
k=1
|p(xn,k)|2τn,k = 〈Una, Una〉 = 〈Tna, a〉 .
By (1) the spectrum of Tn is contained in the interval [A,B].
(ii) This is the standard formula for the solution of a least squares problem by
means of the Moore-Penrose pseudo-inverse U †n = (U
∗
nUn)
−1U∗n = T
−1
n U
∗
n . 
Here is the decisive estimate for the second term in (6). The following lemma
relates the solution to the least squares problem (2) to the best approximation of
f in Tn. Compare [23, 24] for an early use of this argument.
Proposition 2.5. Let pn be the solution of the least squares problem (2). Then
(13) ‖Pnf − pn‖22 ≤ A−2B
Ln∑
k=1
|f(xn,k)− Pnf(xn,k)|2τn,k .
Proof. Let fn ∈ C2n+1 be the Fourier coefficients of the projection Pnf , i.e, fn =
(fˆ(−n), fˆ(−n+ 1), . . . , fˆ(n− 1), fˆ(n)). Then by Plancherel’s theorem
‖Pnf − pn‖22 = ‖fn − an‖22 ,
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where the norm on the left-hand side is taken in L2(T) and on the right-hand side in
C2n+1. Using (12) for the solution of the least squares problem (2) and Tn = U
∗
nUn,
we obtain
‖fn − an‖22 = ‖fn − T−1n U∗Nyn‖22
= ‖T−1n U∗n(Unfn − yn)‖22
≤ A−2B‖Unfn − yn‖22 ,
because the operator norm of T−1n is bounded by A
−1 and the norm of U∗n is bounded
by ‖U∗n‖ = ‖Un‖ = ‖U∗nUn‖1/2 = ‖Tn‖1/2 ≤ B1/2. Finally,
(Unfn)k = τ
1/2
n,k
∑
|l|≤n
e2piixn,klfˆ(l) = τ
1/2
n,k Pnf(xn,k) ,
and thus
‖Unfn − y‖22 =
Ln∑
k=1
|Pnf(xn,k)− f(xn,k)|2τn,k ,
and the statement is proved. 
2.3. Proof of Theorem 2.2.
Proof. (i) We use the orthogonal decomposition ‖f − pn‖22 = ‖f −Pnf‖22+ ‖Pnf −
pn‖22 . Then Lemma 2.3(ii) yields
‖f − Pnf‖22 ≤ ‖f − Pnf‖2∞ ≤ ‖f‖2Hσ φσ(n)2 ,
and Proposition 2.5 yields
‖Pnf − pn‖22 ≤ A−2B
Ln∑
k=1
|f(xn,k)− Pnf(xn,k)|2τn,k .
We now apply (9) and Lemma 2.3(ii) to f − Pnf ∈ Hσ(T) and continue the in-
equality as
Ln∑
k=1
|f(xn,k)− Pnf(xn,k)|2τn,k ≤ B‖f − Pnf‖2∞ ≤ B‖f‖2Hσφσ(n)2 .
The combination of these inequalities yields the final error estimate
(14) ‖f − pn‖22 ≤
(
1 +
B2
A2
)‖f‖2Hσ φσ(n)2 .
Since φσ(n) = O(n−σ+1/2), Theorem 2.2 is proved.
(ii) If f can be extended to an analytic function of the strip {z ∈ C : |Imz| < ρ0},
then its Fourier coefficients decay exponentially as |fˆ(k)| ≤ cρe−ρ|k| for every ρ < ρ0
with an appropriate constant. Consequently
(15) ‖f − Pnf‖∞ ≤
∑
|k|>n
|fˆ(k)| ≤ cρ
∑
|k|>n
e−ρ|k| =
2cρ
eρ − 1e
−ρn ,
which proves the exponential decay. 
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2.4. Quadrature Rules. To deduce a set of quadrature rules, we use frame theory
to obtain suitable weights. See [9,13] for the basic facts. The following argument is
typical in sampling theory, whereas often the derivation of quadrature rules relies
on abstract functional analytic arguments as in [36].
Let k
(n)
x ∈ Tn be the reproducing kernel of Tn defined by p(x) = 〈p, k(n)x 〉 for all
π ∈ Tn and x ∈ T. In fact, k(n)x (y) = sin(2n+1)pi(y−x)sinpi(y−x) is just the Dirichlet kernel for Tn.
In the language of frame theory each inequality of (1) simply says that {τ 1/2n,k k(n)xn,k :
k = 1, . . . , Ln} is a frame for Tn with frame bounds A,B > 0 independent of
n. Equivalently, the associated frame operator Snp =
∑Ln
k=1 τn,k〈p, k(n)xn,k〉k(n)xn,k is
invertible on Tn for every n ∈ N and we obtain the dual frame en,k = S−1n (τ 1/2n,k k(n)xn,k).
The factorization S−1n Sn = ITn yields the following reconstruction formula for all
trigonometric polynomials p ∈ Tn from their samples:
(16) p =
Ln∑
k=1
τn,k〈p, k(n)xn,k〉S−1k(n)xn,k =
Ln∑
k=1
τ
1/2
n,k p(xn,k) en,k
Furthermore, {en,k : k = 1, . . . , Ln} is a frame for Tn with frame bounds B−1
and A−1, again independent of n. This property implies in particular that for the
constant function 1 with ‖1‖2 = 1 we have
(17)
Ln∑
k=1
|〈1, en,k〉|2 ≤ A−1‖1‖2 = A−1 .
We now define the weights for the quadrature rules by
(18) wn,k = τ
1/2
n,k 〈en,k, 1〉 = τ 1/2n,k
∫ 1/2
−1/2
en,k(x) dx ,
and the corresponding quadrature rule by
(19) In(f) =
Ln∑
k=1
f(xn,k)wn,k .
We also write I(f) =
∫ 1/2
−1/2
f(x) dx for the integral of f on T.
As a consequence of the definitions we obtain the following easy properties of
this quadrature rule.
Lemma 2.6. Let wn,k and In be defined as in (18) and (19).
(i) Then the quadrature rule In is exact on Tn, i.e., In(p) = I(p) for all p ∈ Tn.
(ii) For f ∈ Hσ(T) we have
(20) |In(f)|2 ≤ A−1
Ln∑
k=1
|f(xn,k)|2τn,k ≤ BA‖f‖2∞ .
Proof. (i) follows from (16). For (ii) we use
|In(f)|2 ≤
( Ln∑
k=1
|f(xn,k)|2τn,k
)( Ln∑
k=1
|〈en,k, 1〉)|2
)
≤ B
A
‖f‖2∞ .
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
As a consequence of Theorem 2.2 we obtain the following convergence theorem.
Theorem 2.7. Let X be a Marcinkiewicz-Zygmund family with weights τ and let
{In : n ∈ N} be the associated sequence of quadrature rules.
(i) If f ∈ C(T), then
(21) |I(f)− In(f)| ≤ (1 +
√
κ) inf
p∈Tn
‖f − p‖∞ .
Consequently, if f ∈ Cσ(T), then |I(f)− In(f)| = O(n−σ).
(ii) If f ∈ Hσ for σ > 1/2, then
(22) |I(f)− In(f)| ≤ (1 +
√
κ)‖f‖Hσφσ(n) ,
with φσ(n) = (σ − 1/2)−1/2n−σ+1/2.
(iii) If f extends to an analytic function on a strip {z ∈ C : |Im z| < ρ0}, then
for ρ < ρ0
|I(f)− In(f)| = O(e−ρn) .
Proof. (i) and (ii) Let Pnf is the orthogonal projection of f onto TN and qn be the
best approximation of f in Tn with respect to ‖ · ‖∞. Since In is exact on Tn, we
have I(Pnf) = In(Pnf) and I(qn) = In(qn). Then we obtain with (20) that
|I(f)− In(f)| ≤ |I(f − qn)|+ |In(qn − f)|
≤ ‖f − qn‖∞ + (B/A)1/2‖f − qn‖∞
= (1 +
√
κ) inf
p∈Tn
‖f − p‖∞ .
For the approximating polynomial Pnf we obtain
|I(f)− In(f)| ≤ |I(f − Pnf)|+ |In(Pnf − f)|
≤ ‖f − Pnf‖∞ + (B/A)1/2‖f − Pnf‖∞
≤ (1 +√κ) ‖f‖Hσ φσ(n) ,
with φσ(n) = (σ − 1/2)−1/2n−σ+1/2 by Lemma 2.3.
(iii) If f can be extended to the strip {z ∈ C : |Imz| < ρ0}, then we use the error
estimate (15) for ‖f − Pnf‖∞ and obtain
|I(f)− In(f)| ≤ (1 + (B/A)1/2)‖f − Pnf‖∞ ≤ c′ρ(1 +
√
κ) e−ρn
for every ρ < ρ0 with a constant c
′
ρ depending on ρ. 
Theorem 2.7 answers a question of N. Trefethen [5] about the rate of convergence
of the standard quadrature rules for scattered nodes.
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3. General Approximation Theorems
Theorem 2.2 and the quadrature rule of Theorem 2.7 required hardly any tools,
and the proofs use only the definitions of Marcinkiewicz-Zygmund inequalities,
Sobolev spaces, and the solution formula for least square problems. We will now
show that the results for T can be extended significantly with a mere change of
notation.
For an axiomatic approach to approximation theorems from samples and quad-
rature rules, we assume that M is a compact space and µ is a probability measure
on M . Furthermore,
(i) {φk : k ∈ N} is an orthonormal basis for L2(M,µ). In agreement with the
notation for Fourier series, we write fˆ(k) = 〈f, φk〉 =
∫
M
f(x)φk(x) dµ(x) for the
k-th coefficient, so that the orthogonal expansion is f =
∑
k fˆ(k)φk.
(ii) Next, let λk ≥ 0 be a non-decreasing sequence with limk→∞ λk = ∞. The
associated Sobolev space Hσ(M) is defined by
(23) Hσ(M) = {f ∈ L2(M) : ‖f‖2Hσ =
∞∑
k=1
|fˆ(k)|2(1 + λ2k)σ <∞} .
With Pn we denote the set of “polynomials” of degree n on M by
(24) Pn = {p ∈ L2(M) : p =
∑
k:λk≤n
fˆ(k)φk} .
This space is finite-dimensional because limk→∞ λk = ∞. The definition of Pn
encapsulates the appropriate notion of bandlimitedness with respect to the basis
{φn}; in the terminology of [19] the functions in Pn are called diffusion polynomials.
Note that both Hσ(M) and Pn depend on the orthonormal basis and on the
sequence {λk}. We may think of {φk} as the set of eigenfunctions of an unbounded
positive operator on L2(M,µ) with eigenvalues λk.
The following table illustrates the transition from the set-up in Section 2 to the
general theory.
Table 1. Generalization
from torus T to manifold M
ONB e2piikx for L2(T) ONB φk(x) for L
2(M,µ)
Fourier coefficients fˆ(k) Fourier coefficients 〈f, φk〉
Eigenvalues k2 of − 1
4pi2
d2
dx2
“Eigenvalues” λk ≥ 0, λk →∞
Sobolev space Hσ(T) Sobolev space Hσ(M)
Trigonometric polynomials Tn “Polynomials” Pn, p =
∑
k:λk≤n
fˆ(k)φk
For meaningful statements we make the following natural assumptions:
(i) Every basis element φk is continuous (and thus bounded) on M and φ1 ≡ 1.
Then the point evaluation p→ p(x) makes sense on Pn and
∫
M
fdµ = 〈f, φ1〉.
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(ii) There exists a critical index σcrit such that for σ > σcrit the sum
(25) C2σ = sup
x∈M
∞∑
k=1
|φk(x)|2(1 + λ2k)−σ <∞
converges1.
(iii) The error estimates will be in terms of the remainder function
(26) φσ(n) = sup
x∈M
( ∑
k:λk>n
|φk(x)|2(1 + λ2k)−σ
)1/2
.
By (25) φσ(n)→ 0 as n→∞.
A Marcinkiewicz-Zygmund family X for M is a doubly-indexed set X = {xn,k :
n ∈ N, k = 1, . . . , Ln} ⊆M with associated weights {τn,k}, such that
(27) A‖p‖22 ≤
Ln∑
k=1
|p(xn,k)|2τn,k ≤ B‖p‖22 for all p ∈ Pn ,
with constants A,B > 0 independent of n.
3.1. Embeddings. We first prove the versions for approximation and embedding
in the general context.
Lemma 3.1. (i) If σ > σcrit, then H
σ(M) ⊆ C(M), in fact, ‖f‖∞ ≤ Cσ ‖f‖Hσ .
(ii) For f ∈ C(M)
(28) ‖f − Pnf‖2 ≤ ‖f − Pnf‖∞ ≤ ‖f‖Hσφσ(n) .
(iii) Assume that X is a Marcinkiewicz-Zygmund family with weights τ . For
f ∈ Hσ(M) we have
(29)
Ln∑
k=1
|f(xn,k)|2τn,k ≤ BC2σ‖f‖2Hσ .
Proof. (i) and (ii): Let f =
∑∞
k=1 fˆ(k)φk. Then with the Cauchy-Schwarz inequal-
ity,
|f(x)| ≤
( ∞∑
k=1
|fˆ(k)|2(1 + λ2k)σ
)1/2
sup
x∈M
( ∞∑
k=1
|φk(x)|2(1 + λ2k)−σ
)1/2
= Cσ‖f‖Hσ .
The approximation error is estimated by
‖f − Pnf‖2 ≤ ‖f − Pnf‖∞
≤ ‖f‖Hσ sup
x∈M
( ∑
k:λk>n
|φk(x)|2(1 + λk)−σ
)1/2
= ‖f‖Hσ φσ(n) .(30)
In the first inequality we have used the fact that µ is a probability measure.
1In [8] the expression
∑
∞
k=1 φk(x)φk(y)(1 + λ
2
k)
−σ is called the Bessel kernel associated to the
orthonormal basis {φk}.
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(iii) is proved as in Lemma 2.3. The sampling inequalities (1) applied to the
constant function p ≡ 1 with ‖p‖2 = 1 yields
(31) A ≤
Ln∑
k=1
τn,k ≤ B .
Consequently, with the embedding of (i), we have
Ln∑
k=1
|f(xn,k)|2τn,k ≤ ‖f‖2∞
Ln∑
k=1
τn,k ≤ BC2σ‖f‖2Hσ .

3.2. Quasi-interpolation versus projection. To produce optimal approxima-
tions of f in Pn from the samples Xn = {xn,k : k = 1, . . . , Ln} in the n-th layer of
X , we solve the sequence of least squares problems
(32) pn = argminp∈Tn
Ln∑
k=1
|f(xn,k)− p(xn,k)|2τn,k .
Now let yn = (τ
1/2
n,1 f(xn,1), . . . , τ
1/2
n,Ln
f(xn,Ln)) ∈ CLn be the given data vector, and
Un be the Ln × dimPn-matrix with entries
(33) (Un)kl = τ
1/2
n,k φl(xn,k) k = 1, . . . , Ln, l = 1, . . . , dimPn ,
and set Tn = U
∗
nUn. With this notation the solution to (32) is the polynomial
pn =
∑
k:λk≤n
an,kφk ∈ Pn with coefficient vector
(34) an = T
−1
n U
∗
nyn .
Again, since 〈Tnc, c〉 = 〈Unc, Unc〉 =
∑Ln
k=1 |p(xn,k)|2τn,k, the spectrum of every Tn
is contained in the interval [A,B] and we have uniform upper bounds for the norms
of Tn and T
−1
n .
We now have the analogue of Proposition 2.5.
Proposition 3.2. Let X be a Marcinkiewicz-Zygmund family with weights τ . Let
pn be the solution of the least squares problem (32). Then
‖Pnf − pn‖22 ≤ A−2B
Ln∑
k=1
|f(xn,k)− Pnf(xn,k)|2τn,k(35)
≤ B2
A2
‖f − Pnf‖2∞ ≤ κ2‖f‖2Hσφσ(n)2 .
The proof is identical to the proof of Proposition 2.5, this time combined with
Lemma 3.1.
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3.3. Approximation of continuous functions from samples. In this general
context the analog of Theorem 2.2 read as follows.
Theorem 3.3. Assume that X = {Xn : n ∈ N} is a Marcinkiewicz-Zygmund
family for M with condition number κ = B/A and associated weights {τn,k}.
If f ∈ Hσ(M), then
(36) ‖f − pn‖2 ≤
√
1 + κ2‖f‖Hσφσ(n) .
Proof. The proof is identical to the proof of Theorem 2.2. This is our main point.
We simply use Lemma 3.1 and Proposition 3.2, precisely, (28) and (35) in the
decomposition
‖f − pn‖22 = ‖f − Pnf‖22 + ‖Pnf − pn‖22 .

Noting that the error estimates also hold for fixed n, we obtain the following
useful consequence.
Corollary 3.4. Assume that {yk : k = 1, . . . , L} ⊆ M is a sampling set for Pn
with weights τk, i.e., for some A,B > 0 and all p ∈ Pn
A‖p‖22 ≤
L∑
k=1
|p(yk)|2τk ≤ B‖p‖22 .
For f ∈ C(M) solve q = argminp∈Pn
∑L
k=1 |f(yk)− p(yk)|2τk. Then
‖f − q‖2 ≤
(
1 +
(
B
A
)2)1/2‖f − Pnf‖∞ .
The corollary gives a possible answer to how well a given function on M can
be approximated from samples. Again, the statement highlights the importance of
sampling inequalities in approximation theoretic problems.
3.4. Quadrature rules. Likewise the derivation and convergence of the quadra-
ture rules is completely analogous to Theorem 2.7. The reproducing kernel for
Pn is given by k(n)x (y) =
∑
k:λk≤n
φk(x)φk(y). Then the Marcinkiewicz-Zygmund
inequalities (27) say that every set {τ 1/2n,k k(n)xn,k : k = 1, . . . , Ln} is a frame for Pn
with uniform frame bounds A,B > 0. We thus obtain the dual frame en,k ∈ Pn
such that every polynomial p ∈ Pn can be reconstructed from the samples on Xn
by
(37) p =
Ln∑
k=1
τn,k〈p, k(n)xn,k〉S−1k(n)xn,k =
Ln∑
k=1
τ
1/2
n,k p(xn,k) en,k
Since 1 ∈ Pn for all n, we have again
(38)
Ln∑
k=1
|〈1, en,k〉|2 ≤ A−1‖1‖2 = A−1 .
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The weights for the quadrature rules are defined by
(39) wn,k = τ
1/2
n,k 〈en,k, 1〉 = τ 1/2n,k
∫
M
en,k(x) dµ(x) ,
and the corresponding quadrature rule is defined by
(40) In(f) =
Ln∑
k=1
f(xn,k)wn,k .
Writing I(f) =
∫
M
f(x) dµ(x), the convergence rules for the quadrature (40) can
now be stated as follows.
Theorem 3.5. Let X be a Marcinkiewicz-Zygmund family on M with weights τ
and let {In : n ∈ N} be the associated sequence of quadrature rules. Assume that
σ > σcrit.
(i) If f ∈ C(M), then
(41) |I(f)− In(f)| ≤ (1 +
√
κ) inf
p∈Pn
‖f − p‖∞ .
(ii) If f ∈ Hσ for σ > σcrit, then
(42) |I(f)− In(f)| ≤ (1 +
√
κ)‖f‖Hσφσ(n) .
Error estimates of this type are, of course, well-known, see, e.g. [8, 11, 25]. The
main difference is in the constants: usually these depend mainly on the mesh size
of the points xn,k, whereas Theorems 3.3 and 3.5 involve only the bounds of the
Marcinkiewicz-Zygmund inequalities.
Theorems 3.3 and 3.5 are pure formalism. Their main insight is that approxima-
tion theorems from samples are a direct consequence of the existence of Marcinkie-
wicz-Zygmund families. Thus the “real” and deep question was and still is how to
construct a Marcinkiewicz-Zygmund family for a given M and orthonormal basis.
This is precisely what is accomplished in [19, 20] under similar assumptions on an
abstract metric measure space.
Example. For the torus φk(x) = e
2piikx and λk = k. Then the error function is
φσ(n)
2 =
∑
|k|>n
(1 + k2)−σ ≤ 2
∫ ∞
n
x−2σ dx =
2
2σ − 1n
−2σ+1 .
Consequently φσ(n) = (σ − 1/2)−1/2n−σ+1/2 in Lemma 2.3 and Theorem 2.2.
3.5. The spectral function and Marcinkiewicz-Zygmund families. Theo-
rem 3.3, as formulated, is almost void of content, as the error function φσ from
(26) depends on the orthonormal basis and the chosen λk in a rather intransparent
manner. With the interpretation of (φk, λk) as the eigenvalues and eigenfunctions of
a positive unbounded operator, the spectral theory of partial differential operators
suggests a suitable condition to elaborate the error function φσ further.
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Definition 3.6. We say the orthonormal basis {φk : k ∈ N} and the eigenvalues
{λk : k ∈ N} satisfy Weyl’s law, if there exist constants d = dφ,λ > 0 and C =
Cφ,λ > 0, such that
(43)
∑
k:λk≤n
|φk(x)|2 ≤ Cnd .
Integrating over M , (43) implies the eigenvalue count
(44) #{k : λk ≤ n} ≤ Cnd .
In the spectral theory of partial differential operators or pseudodifferential opera-
tors the function
∑
k:λk≤n
|φk(x)|2 is called the spectral function, and (44) is Weyl’s
law for the count of eigenvalues [21,27,43]. In the theory of orthogonal polynomials
the function (
∑
k≤n |φk(x)|2)−1 is called the Christoffel function and plays a central
role in the investigation of orthogonal polynomials [37]. In this context assumption
(43) says that the Christoffel function along a subsequence determined by the λk’s
is bounded polynomially from below.
Under the assumption of Weyl’s law we can determine the critical exponent and
the asymptotics of the error function precisely. One may also say that Weyl’s law
implies the correct version of the Sobolev embedding.
Proposition 3.7. Let {φk : k ∈ N} be an orthonormal basis for L2(M,µ) and
λk ≥ 0 be a non-decreasing sequence with limk→∞ λk = ∞. Assume that (φk, λk)
satisfies Weyl’s law (43) with exponent d. Then the critical value is σcrit = d/2,
i.e., if σ > d/2, then
C2σ = sup
x∈M
∞∑
k=1
|φk(x)|2(1 + λ2k)−σ <∞ .
Moreover, the error function is
(45) φσ(n) = Cσ n
−σ+d/2
Proof. We only show (45). Choose M ∈ N, such that 2M ≤ n ≤ 2M+1. We split
the sum defining φσ into dyadic blocks and use (43) as follows:
∞∑
λk>n
|φk(x)|2(1 + λ2k)−σ ≤
∞∑
n=M
∑
k:2n≤λk<2n+1
|φk(x)|2(1 + λ2k)−σ
≤
∞∑
n=M
2−2nσ
∑
k:2n≤λk<2n+1
|φk(x)|2
≤ C
∞∑
n=M
2−2nσ2d(n+1) = C2d
∞∑
n=M
2n(d−2σ)
= C
2d
(1− 2d−2σ) 2
M(d−2σ) ≤ Cσn−2σ+d ,
with convergence precisely for σ > d/2. 
16 KARLHEINZ GRO¨CHENIG
Example. Let −∆ be the Laplacian on a bounded domain M ⊆ Rd with C∞-
boundary and φk be its eigenfunctions, i.e., −∆φk = λ2kφk. Then the (φk, λk)’s
satisfy Weyl’s law with exponent d and the constant is roughly C = vol (M). Sim-
ilar statements hold for the Laplace-Beltrami operator on a compact Riemannian
manifold and for general elliptic partial differential operators, see [21, 26, 27, 43]
Weyl’s law plays an important role in the theory and construction of Marcinkie-
wicz-Zygmund families in metric measure spaces by Filbir and Mhaskar [19,20]. In
particular, they show that Weyl’s law is equivalent to Gaussian estimates for the
heat kernel. A weaker form of Weyl’s law is equivalent to a sampling inequality [40].
Concluding remarks. The simplicity of the proofs lead to conceptual insights
into the role of Marcinkiewicz-Zygmund families, but the results are certainly lim-
ited.
(i) The proofs work only for p = 2. Marcinkiewicz-Zygmund families with respect
to general p-norms seem to require different techniques.
(ii) The weights for the quadrature rules are not necessarily positive. So far,
positive weights are obtained only with special constructions from Marcinkiewicz-
Zygmund families with p = 1 and sufficiently dense sampling on each level [19].
(iii) The existence of Marcinkiewicz-Zygmund families has been established on
many level of generality [16,20] through the construction of sufficiently fine meshes
on each level. So far necessary density conditions have been found only for Marcinkie-
wicz-Zygmund on compact Riemannian manifolds [38]. It would be interesting to
extend the scope of the necessary conditions to the conditions used in Section 3
and to compare the densities of the existing Marcinkiewicz-Zygmund families to
the necessary density conditions.
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