Abstract. In this paper, we introduce a new parallel variant of the LLL lattice basis reduction algorithm. Our new, multi-threaded algorithm is the first to provide an efficient, parallel implementation of the Schorr-Euchner algorithm for today's multi-processor, multi-core computer architectures. Experiments with sparse and dense lattice bases show a speed-up factor of about 1.8 for the 2-thread and about factor 3.2 for the 4-thread version of our new parallel lattice basis reduction algorithm in comparison to the traditional non-parallel algorithm.
Introduction
Lattice theory and in particular lattice basis reduction is of great importance in cryptography. Not only does it provide effective cryptanalysis tools but it is also believed to bring about new cryptographic primitives that exhibit strong security even in the presence of quantum computers [24, 32] . In theory, many aspects of lattices are already well-understood. On the other hand many practical aspects, like the performance of lattice basis reduction algorithms, are still under investigation.
Lattice basis reduction algorithms try to find a good basis, i.e., a basis representing the lattice where the base vectors are not only as orthogonal as possible to each other, but also as short as possible. The LLL algorithm introduced by Lenstra, Lenstra and Lovász in [20] was the first algorithm to allow for an efficient computation of a fairly well-reduced lattice basis in theory but suffered from stability and performance issues in practice. In [33] , Schnorr and Euchner introduced an efficient variant of the LLL algorithm, which could efficiently be used in practice, e.g., for cryptanalysis [33, 29, 30] . Since then, the main focus of research in lattice basis reduction was on improving the performance and stability of the reduction algorithms (e.g., [11, 18, 25, 26] ). While there is also some prior work on parallel lattice basis reduction, little to no further progress has been made in recent years-in particular in developing practical algorithms. A first line of parallelizing lattice basis reduction is mainly based on the original LLL algorithm [35, 21, 16, 17, 36, 37] . Consequently, these solutions suffer from similar shortcomings in terms of stability and performance in practice as the original LLL algorithm. A second line of work is focused on vector computers [15, 14, 13, 38] , an architecture which is quite different from today's mainstream compute servers.
In this paper, we present a new parallel LLL algorithm that overcomes the shortcomings of earlier work on parallel lattice basis reduction. Our new algorithm is based on the Schnorr-Euchner algorithm and as such is the first-to the best of our knowledgeto provide an efficient parallel implementation for the Schnorr-Euchner algorithm. To date, it was believed to be impossible to efficiently parallelize the Schnorr-Euchner variant of the LLL algorithm due to the dependencies within the algorithm, which require frequent synchronization and data exchanges. In our new algorithm, this challenge is addressed by using a shared memory setting which allows us to replace time consuming inter-process communication with synchronization points (barriers) and locks (mutexes). In particular, using POSIX threads allows us to make effective use of today's multi-processor, multi-core computer architecture. The high number of synchronization points in our new parallel algorithm forces us to take a new approach by means of concentrating on the balance of the workload in-between barriers among all threads in order to minimize the waiting time of each thread. It is important to note that this newly-developed approach also opens up new possibilities for parallelizing other algorithms which to date are believed to be difficult or impossible to parallelize.
Our implementation of the parallel LLL is optimized for reducing high-dimensional lattice bases with big entries that would require a multi-precision floating-point arithmetic to approximate the lattice basis if the original Schnorr-Euchner algorithm was used for the reduction. The reduction of these lattice bases is of great interest, e.g., for cryptanalyzing RSA [22, 23, 5, 4] . In experiments with sparse and dense lattice bases, experiments with our new parallel LLL show (compared to the non-parallel algorithm) a speed-up factor of about 1.8 for the 2-thread and about factor 3.2 for the 4-thread version. The overhead of the parallel LLL decreases with increasing dimension of the lattice basis to less than 10% for the 2-thread and 4-thread version.
Outline. Section 2 provides the definitions and notations used in the remainder of the paper and introduces the Schnorr-Euchner algorithm. The main contributions of this paper are in Section 3. It describes our new algorithm, i.e., it shows in detail how the Schnorr-Euchner algorithm can be parallelized by using threads with locks and barriers. Section 4 introduces the sparse and dense lattice bases, discusses the parameters that control the parallel LLL reduction, and provides an analysis of our experiments. The paper closes with a discussion on directions for future work. That is, for a lattice L ⊂ R n with bases B and B ∈ R n×k , B is better reduced than B if dft(B ) < dft(B). The most well-known and most-widely used lattice basis reduction method is the LLL reduction method [20] :
Preliminaries
The reduction parameter y may arbitrarily be chosen in (1) is generally referred to as size-reduction [7, 31] . The Schnorr-Euchner algorithm [33, 2] allows for an efficient computation of an LLL-reduced lattice basis in practice. By and large, Algorithm 1 is the original Schnorr-Euchner algorithm. In order to make LLL reduction practical, the Schnorr-Euchner algorithm uses floating-point approximations of vectors and the basis (APPROX BASIS and APPROX VECTOR) in Lines (1) and (22) . For stability reasons, this in turn requires that the Schnorr-Euchner algorithm includes suitable measures in the form of correction steps (see [33] for details). These corrections include either the computation of exact scalar products (Line (6)) as part of the Gram-Schmidt orthogonalization or a step-back (Line (26)) due to a large µ i j used as part of the size-reduction (Line (17)). In order to prevent the corruption of the lattice, the Schnorr-Euchner algorithm uses an exact data type to modify the actual lattice basis (Line (16)). (In Algorithm 1, p denotes the bit precision of the data type used to approximate the lattice basis.)
A modification for computing the Gram-Schmidt coefficients was introduced in [26] which was shown to allow for an increased accuracy of the orthogonalization. As part of our work, we adapted these modifications to the Schnorr-Euchner algorithm (Algorithm 1, Lines (3) -(12)). A second modification (originally introduced in [26] ) is the checking of Condition (2) (Definition 1) followed by possibly swapping the respective lattice basis vectors (Algorithm 1, Lines (31) -(41)). We introduced both modifications to increase the overall performance and stability of the original Schnorr-Euchner algorithm.
Algorithm 1

INPUT: Lattice basis
F c = true
Parallel LLL Reduction Using POSIX Threads
On a single computer system, programs can be parallelized by using multiple processes or threads [6, 34] . The dependencies within the Schnorr-Euchner algorithm make (POSIX) threads the optimal choice for the parallelization due to the amount of data that has to be shared in the course of the reduction process. We are using the two techniques mutex and barrier for the synchronization of critical memory access in the threads. A mutex 2 is a mutual-exclusion interface that allows to ensure that only one thread at a time is accessing critical data by setting (i.e., locking) the mutex on entering a critical code section and releasing (i.e., unlocking) it upon completion. Barriers are used to ensure that a number of threads that cooperate on a parallel computation wait for each other at a specific point in the algorithm before any of them is allowed to continue with further computations. These constructs seem to allow to parallelize arbitrary code as long as enough barriers and mutexes are used. However, the excessive use of barriers and mutexes has a negative effect on the overall running time, which consequently forces us to minimize the use of these constructs. This directly implies the need to identify as many independent (concurrent) code sequences as possible in order to allow for an efficient parallelization. Using barriers and mutexes allows us to implement a new parallel lattice basis reduction algorithm which is well-suited for reducing bases of high dimensions and with large entries. This new parallel LLL is based on the Schnorr-Euchner algorithm (see Algorithm 1). The performance and limitations of the Schnorr-Euchner algorithm are dependent on the data type used for the approximation of the lattice basis. In case of machine-type doubles, the reduction algorithm performs fairly well [33, 37, 1, 2] and the reduction time is dominated by the operations using a long integer arithmetic. However, a major drawback in using doubles is the limitation in terms of dimension and bit length of lattice basis entries due to the fixed size of the double data type. One can avoid these restrictions by using a less efficient multi-precision floating point arithmetic. The reduction of lattice bases in high dimensions and entries of high bit length (which requires the use of a multi-precision floating point arithmetic for the approximation) are of interest in various context, e.g., for certain attacks on RSA [22, 23, 5, 4] . Using a multi-precision floating-point arithmetic to approximate the lattice basis changes the running time behavior of the Schnorr-Euchner reduction algorithm dramatically. In this case, the operations on the approximate data type, e.g., in the Gram-Schmidt orthogonalization, are a major contributor to the overall running time of the Schnorr-Euchner algorithm. Thus, the main challenge is to parallelize these computations despite existing dependencies. Yet, operations on the exact data type (long integer arithmetic) are vector operations that can be parallelized more easily [13, 16, 17, 21, 35] .
In striving to parallelize the reduction process, the dependencies within the SchnorrEuchner algorithm (Algorithm 1) force us to keep the main structure of the algorithm. That is, one iteration of the main loop (Lines (2) -(41)) will be performed at the time. Furthermore, the overall structure of the main loop remains intact. It is possible to identify three main parts in the main loop, i.e, the orthogonalization (Lines (3) - (12)), the size-reduction (Lines (13) - (22)), and the condition-check part (Lines (31) -(41)). The order of these parts and the computations in between cannot be modified, i.e., in every iteration of the main loop, the computation of the orthogonalization has to be completed before one can do to the size-reduction and finally the checking of second LLL condition (Definition 1) after the size-reduction is finished. On the other hand, we show that the computations within each part can be modified or rearranged and eventually can be parallelized efficiently. The main contribution in this paper is in developing methods that allow to perform the computations of each part in parallel. A major challenge of this approach is to find means that balance computations well among all threads for all parallel parts in order to minimize the waiting times at the barrier in between these parts. It is crucial to minimize the amount of computations that cannot be parallelized, because they limit the maximum speed-up factor of the parallel algorithm according to Amdahl's law [6] .
In our implementation of the parallel LLL, we were able to parallelize the orthogonalization and the size-reduction part. We are computing the scalar products separately from the orthogonalization to achieve a better overall balance. Unfortunately, the condition-check part cannot be parallelized. However, this is not a major drawback due to the small amount of computations that have to be performed in that part. In the following, we are detailing the concepts behind the parallelization of each part including rearrangements and modifications of the non-parallel computations these parts are based on. Our idea to concentrate on each parallelizable part in order to keep the balance among all threads at all time opens up new possibilities for parallelizing algorithms that are believed to be difficult or impossible to parallelize efficiently, like the Schorr-Euchner algorithm.
Scalar Product Part
The computation of scalar products and exact scalar products in the course of the orthogonalization (Algorithm 1, Lines (3) -(12)) does not depend on prior computations within an iteration of the main loop. We therefore can divide the loop in Lines (4) -(12) into two loops, one that first computes the scalar products (Lines (5) -(8) ) and a second that afterwards computes the remainder of the orthogonalization (Lines (9) -(12) ). Thus, the computation of scalar products can be parallelized separately from the remainder of the orthogonalization. The major challenge in balancing the computation of scalar products is the need for computing exact scalar products under certain conditions for stability reasons. This means that assigning each thread a distinct, equal-sized segment of the iterations of the loop for the computation of the scalar products does not guarantee an equally distributed computation. Since there is no simple and efficient way to find a suitable partitioning, we instead divide iterations of the loop for the computation of scalar products and exact scalar products into small, distinct segments of size s sp . Every thread requests a new segment as soon as it finishes the computation of its previous segment. This way, computationally intensive segments do not negatively impact the overall balance. We are using a shared segment position counter sl that is protected by a mutex mechanism to assign every thread a distinct segment. For each thread t as part of our parallel LLL algorithm the computation of scalar products looks as follows. 3 Scalar Product -Thread t
The locking mechanism (MUTEX LOCK and MUTEX UNLOCK) is placed around the updates for the segment position counter, which is always increased by s sp to ensure that no two threads are processing the same segment and therefore are accessing nonoverlapping entries in the R-matrix. The initial segment for a thread is given by start t and end t , and the starting value for sl is determined by the maximum of the end t .
Orthogonalization Part
Given the parallel scalar product computation, Algorithm 3 shows the remaining part of the orthogonalization. To increase the visibility of the dependency issues in the computation of R i j , we replaced the sum ∑ j−1 m=1 R im µ jm of Line (9) in the Schnorr-Euchner algorithm with the appropriate loop that is used in practice. One can clearly see (Algorithm 3, Lines (2) -(3)) that all R im (with 1 ≤ m < j) are needed before one can compute R i j . It is important to note that all µ jm (with 1 ≤ m < j) have already been computed. As is, the orthogonalization in Algorithm 3 is hard to parallelize. But a parallelized computation of R i j is the key to successfully balance the work among all threads. With Algorithm 4 we have developed a modification of Algorithm 3 that allows to take advantage of the already computed µ jm . Algorithm 4 introduces an additional value r j to help with the computation of R i j . The final value of r j is in fact ∑ j−1 m=1 R im µ jm known from the Schnorr-Euchner algorithm, but the value is computed in a different, more parallel-friendly fashion. Intuitively speaking, instead of computing the sum horizontally like in the Schnorr-Euchner algorithm, Algorithm 4 uses a vertical approach and updates the sum in r j in phases, which eventually allows for a parallelization of the computation of r j .
Algorithm 3:
(
Algorithm 4:
In the following, we are now using Algorithm 4 as starting point for describing our parallelization of the orthogonalization. In particular, we detail our new methods on how to compute the r j (Algorithm 4, Lines (2) -(3)) using multiple threads. A straight-forward approach to parallelize Algorithm 4 would be to put barriers around the computation of r j and splitting up the iterations of the inner loop (Algorithm 4, Lines (2) -(3)) in between to be computed by all threads. The barriers allow one of the threads to compute R i j , R ii , µ i j and S j+1 correctly, while the others wait for the next iteration of the outer loop (Algorithm 4, Lines (1) -(7)) in the orthogonalization. However, the excessive use of barriers is a major drawback which makes this parallelization attempt unusable in practice. Figure 1 shows the intuition for our new approach for the parallelization of the orthogonalization. A main (or control) thread computes the necessary non-parallelizable computations (blue) first, and then distributes the parallel computations (shades of red) among all threads. Obviously, the size of the parallel part depends on the size of the non-parallel part, and it is crucial to find an optimal balance between the two. Increasing the non-parallel part decreases the number of barriers. However, at a certain point this may also decrease the workload per thread.
Orthogonalization -Thread 1 (main)
In every iteration of the loop in Lines (4) - (11), the main thread computes only a small segment of size s o of the orthogonalization. The size of this segment determines the number of barriers (function BARRIER WAIT) and the amount of work that can be computed in parallel (Thread 1 , Lines (14) - (16) and Thread t , Lines (7) - (9)) in each iteration. Further details on the parameter choices and their effect on the computational balance are discussed in Section 4.2. Compared to the straight-forward parallelization idea, our new approach now uses one instead of two barriers for each iteration of the outer loops (Thread 1 , Lines (2) -(16) and Thread t , Lines (2) - (9)). Computing small segments of the orthogonalization significantly reduces the number of iterations of the outer loops and number of barriers needed for the orthogonalization. It is important to note that although not explicitly mentioned here in this paper (to improve readability), we have implemented measures to ensure that variables are not unintentionally overwritten by the subsequent loop iterations. The function COMPUTE SPLIT VALUES 1 computes the split t values that are responsible for balancing the parallel computation of r l among all threads. In addition, the splitting has to ensure that the main thread computes the necessary r l for the next iteration of its outer loop. The splitting among all threads is not necessarily even.
Size-Reduction Part
In the non-parallel version of the Schnorr-Euchner algorithm, the size-reduction (Algorithm 5) also contains a part that updates the µ-coefficients. Due to the fact that the actual operations on the exact and approximate lattice basis are simple to parallelize, our parallelization computes the µ-update separately. Consequently, Algorithm 6 has two parts, the µ-update (Lines (1) - (8)) and lattice basis update (Lines (9) - (13)). Our solution furthermore introduces an additional array f to store the µ i j values that are necessary for the update of the lattice basis. For the first part of Algorithm 6, we adopt a similar strategy to the one used for the orthogonalization (Section 3.2). In contrast to the orthogonalization, we do not need to modify the loop (Algorithm 6, Lines (7) - (8)) that updates the µ-coefficients in order to parallelize it. The dedicated main thread, like in the orthogonalization part, updates only small segments of size s µ of the µ im . In addition, it performs the computations that cannot be done in parallel (Algorithm 6, Lines (2) - (6)) and distributes the computation among all threads for the parallel parts (Thread 1 , Lines (20) -(24) and Thread t , Lines (4) - (8)).
Algorithm 5:
Algorithm 6:
The difference in computations for the main and helper thread compared to the orthogonalization might require a different splitting. We therefore use the function COM-PUTE SPLIT VALUES 2 to compute the split values. The check for f m = 0 (Thread 1 , Line (22) and Thread t , Line (6)) ensures, that the µ coefficients are only updated if the corresponding |µ i j | > 1 2 . The second part of Algorithm 6 (Lines (9) - (13)), namely the actual size-reduction step or the update of the exact and approximate lattice basis, can easily be computed in parallel. We only need to split up every vector operation into equal sized parts. This way we can avoid dependencies that would require the use of barriers or mutexes. In contrast to the scalar product part (Section 3.1) we do not have to deal with a phenomenon like the unpredictable behavior of exact scalar products that would suggest splitting up the vector operations into smaller segments. For T being the number of threads and n the dimension of a lattice basis vector, the implementation for Thread t of the parallel size-reduction for our parallel LLL looks as follows:
F r = false
Experiments
Lattice Bases
The experiments in this paper were performed using sparse and dense lattice bases in order to show that our parallel (i.e., multi-threaded) LLL reduction algorithm performs and scales well on different types of lattice bases. We have chosen knapsack lattices [19, 9, 8, 28, 10] and random lattices (as defined by Goldstein and Mayer [12, 27] ) as examples for sparse lattice bases. Unimodular lattice bases serve as representatives for dense lattice bases Previous experiments [37, 2] showed that unimodular lattice bases are more difficult to reduce than, e.g., knapsack lattices given the same dimension and maximum length of the basis entries.
For our experiments, we generate the unimodular lattice bases as B u = V ·U with a lower triangular matrix U and upper triangular matrix V . The entries in the diagonal of U and V are set to 1 while the lower (respectively upper) part of the matrix is selected uniformly at random. We generated 100 unimodular lattice bases with a maximum bit length b = 1000 for each dimension n ∈ [50, 1000] in steps of 50. Knapsack lattices (see Figure 2 ) have been developed in the context of solving the subset sum problems [19, 9, 8, 28] . For our experiments we have defined W = √ n + 1. The weights a 1 ,... ,a n have been chosen uniformly at random from (1, 2 b ]. The sum S has been computed by adding up half of the weights that we have selected at random. For Goldstein-Mayer random lattice bases (see Figure 3 ) with prime p (of bit length b), x 1 ,... ,x n chosen independently and uniformly from [0, p − 1]. We generated 100 knapsack lattices and Goldstein-Mayer random lattices for each dimension n ∈ [50, 1500] in steps of 50 and maximum bit length b ∈ {1000, 2500}. 
Parameters
In this section, we discuss the parameters introduced in Section 3 that are responsible for balancing computations among all threads. As discussed before, every part of the multithreaded LLL has to be balanced. The main loop in the multi-threaded LLL algorithm would otherwise multiply the waiting times and therefore every major imbalance would decrease the maximum speed-up factor.
The scalar product part introduces the parameters start t and end t to minimize the amount of mutexes by assigning each thread a fixed first segment of scalar products to be computed. The most important parameter is the size s sp of the subsequent segment. Bigger segments would decrease the number locks. Smaller segments, on the other hand, minimize the time needed for a single segment which leads to a more balanced computation. In the orthogonalization part we use s o for the size of a segment in the computation of R i j . For smaller values of s o the increased number of barriers would impact the overall running time significantly. We also observed an increase in the system time. Larger values, on the other hand, result in a bigger part being computed by the main thread only which has a negative impact on the speed-up factor. The split values computed by COMPUTE SPLIT VALUES 1 play an important role in the overall balancing of the computation. A slight imbalance in the partitioning could give the main thread the extra time to already perform the additional computations for the next iteration of the main loop. For the µ-update within the size-reduction part the situation is similar to the orthogonalization part. The size s µ of a segment of µ i j to be updated has the same effect as the size s o has on the orthogonalization. Nevertheless, the optimal value for s µ and the split values (COMPUTE SPLIT VALUES 2 ) may be different.
We have determined suitable parameter choices by performing small-scale tests with our new parallel LLL algorithm. In our experiments, we use s sp = s o = s µ = 16. For the split values (COMPUTE SPLIT VALUES 1 and COMPUTE SPLIT VALUES 2 ) we confirmed that a slight imbalance is indeed beneficial. For the 2-thread case, the splitup is 47.5% for the main and 52.5% for the other thread. In the 4-thread version, we modified the split-up to 22% for the main and 26% for each of the other threads.
Results
The experiments in this paper were performed on Sun X2200 servers with two dual core AMD Opteron processors (2.2 GHz) and 4 GB of main memory using Sun Solaris. We compiled all programs with GCC 4.1.2 using the same optimization flags. For our implementation of the parallel and non-parallel LLL algorithm we used GMP 4.2.2 as long integer arithmetic and MPRF 2.3.1 as multi-precision floating-point arithmetic for the approximation of the lattice basis. The experiments were performed using MPFR with 128 bit of precision. Based on our setup we conducted experiments with the nonparallel Schnorr-Euchner algorithm (Algorithm 1) and the 2-thread and 4-thread version (Section 3) of our newly developed implementation of the parallel LLL algorithm.
We used gettimeofday to measure the actual time (real time) that the LLL algorithms needed for the reduction. The function getrusage is used to determine how much processor time (user time) and system time was necessary. For non-parallel (or single-threaded) applications, real time is, depending on the system load, roughly the sum of user and system time. But in case of multi-threaded applications, getrusage returns the sum of user and system time for all threads. We therefore use real time for the single and multi-threaded LLL algorithm to determine the scaling or speed-up factor for our new multi-threaded implementation. Comparing the sum of user and system time for the single and multi-threaded LLL allows us to compute the necessary overhead for the multi-threaded version. Figure 4 shows the average speed-up factor per dimension for the new multi-threaded LLL compared to the non-parallel variant. The speed-up (i.e., scaling factor) is the quotient of the real time of the non-parallel version and the real time of the multi-threaded version. The speed-up factor increases with the dimension up to around 1.8 for the 2-thread and factor 3.2 for the 4-thread version 4 It is interesting to note that for the selected parameters the speed-up factor for unimodular lattice bases increases faster than for knapsack or Goldstein-Mayer random lattices, and eventually all three speed-up factors reach a similar maximum value, as one can clearly observe in the 2-thread case. The 2-thread version, as expected, reaches its maximum earlier than the 4-thread version. Figure 5 shows the average overhead per dimension caused by the new parallel LLL algorithm compared to the non-parallel Schnorr-Euchner algorithm. We define the overhead as the quotient of the sum of user and system time of all threads to the sum of user and system time for the non-parallel version. The overhead of the new parallel LLL decreases with increasing dimension of the lattice basis to less than 10% for the 2-thread and the 4-thread version.
Conclusion and Future Work
In this paper we introduced a new parallel LLL reduction algorithm based on the Schnorr-Euchner algorithm. We used POSIX threads to parallelize the reduction in a shared memory setting. In our experiments we show that our new variant scales well and achieves a considerable decrease in the running time of the LLL reduction by taking advantage of today's computers multi-core, multi-processor capabilities. Future work includes adjusting our algorithms to more than 4 threads and finding the corresponding heuristics for the selection of the parameters that control the balancing among all threads. In addition, we plan to explore the possibility to parallelize the LLL Gram using buffered transformations [3] . The structure and the required updates of the Gram matrix pose the main challenge in parallelizing this algorithm. We are also looking into the possibility of developing a parallel LLL for the GPU of graphics cards.
