For a shift operator T with finite multiplicity acting on a separable infinite dimensional Hilbert space we represent the nearly T −1 invariant subspaces in Hilbert space in terms of invariant subspaces under the backward shift. Going further, given any finite Blaschke product B, we give a description of the nearly T −1 B invariant subspaces for the operator T B of multiplication by B in a scale of Dirichlet-type spaces.
Introduction
Given α a real number, the Dirichlet-type space D α (D) consists of all analytic functions f (z) = ∞ k=0 a k z k in D such that its norm
|a k | 2 (k + 1) α 1/2 < +∞.
If α = −1, D −1 = A 2 (D) the classical Bergman space, for α = 0, D 0 = H 2 (D) the Hardy space, and for α = 1, D 1 = D(D) the classical Dirichlet space, systematically investigated in the book [6] . These are particular instances of separable infinite dimensional Hilbert spaces, to be denoted by H in this paper. We let B(H) denote the collection of all bounded linear operators acting on H. The notations N 0 and N denote the set of all nonnegative integers and positive integers, respectively. Here we recall the C l -vector-valued Hardy space H 2 (D, C l ) consists of all analytic F : D → C l such that the norm
Writing F = [f 1 , f 2 , · · · , f l ] with f i : D → C, it is clear that F ∈ H 2 (D, C l ) if and only if f i ∈ H 2 (D) for i = 1, 2, · · · , l with l ∈ N.
Inner functions play important role in describing the invariant subspaces of the unilateral shift S on H 2 (D) defined by Sf (z) = zf (z). Beurling's Theorem states that a nontrivial closed subspace M ⊂ H 2 (D) satisfies SM ⊂ M if and only if M = θH 2 (D) with θ is inner. The simplest nontrivial inner function is an automorphism of D mapping T onto T. More generally, if {a n } n≥1 is a sequence of points in D \ {0} satisfying the Blaschke condition ∞ n=1 (1 − |a n |) < ∞, then we can construct the corresponding Blaschke product
|a n | a n a n − z 1 − a n z , m ∈ N 0 .
The Toeplitz operator T g on H 2 (D) is defined by
and P is the orthogonal projection from L 2 (T) on H 2 (D). It is wellknown that the kernel of T θ on H 2 (D) is a model space K θ := H 2 ⊖θH 2 with θ an inner function (cf. [8, 9, 14] ). Given a Blaschke product B, the Wold Decomposition Theorem implies that every f ∈ H 2 (D) has an expression
with h k are functions in K B = H 2 ⊖ BH 2 . An analogous theorem for Dirichlet-type space D α (D) has been proved as follows. 
Since K B is finite-dimensional, we may take other (equivalent) norms here, such as h k Dα .
A concept commonly appearing in operator theory and complex function theory is that of near invariance, which arises in the investigations of (almost) invariant subspaces. At the beginning, nearly S * invariant subspaces of H 2 (D) were introduced by Hayashi [9], Hitt [10] , and then Sarason [13] in the context of kernels of Toeplitz operators. There are also many other contributions related with this topic; for example the case of backwards shifts on vector-valued Hardy spaces was analysed in [3] . The interested reader can also refer to [1, 2] and the references therein. Roughly speaking, a subspace M ⊂ H is said to be nearly S * invariant if the zeros of functions in M can be divided out without leaving the space. The following definition presents a nearly T −1 invariant subspace for any left invertible T ∈ B(H). A shift operator acting on a separable infinite dimensional Hilbert space is the direct generalization of the unilateral shift S and multiplication operator T B on H 2 (D, C l ). It is isometric and left invertible, and was abstractly defined in [12, Chapter 1] as below. It is natural to ask for an expression for nearly T −1 invariant subspaces in H. Motivated by this question, we organize the rest of the paper as follows. In Section 2, using the formulae of S * invariant subspaces in vector-valued Hardy space, we present a characterization for nearly T −1 invariant subspaces when T ∈ B(H) is a shift operator with multiplicity m. Going beyond this, noting that a finite Blaschke product B is a multiplier of Dirichlet-type spaces, we give some descriptions for nearly T −1 B invariant subspaces in Section 3, extending considerably some work of Erard [7] .
nearly T −1 invariant subspaces
In this section, we always suppose T ∈ B(H) is a shift operator with multiplicity m. This gives
for every nonzero nearly T −1 invariant subspace M ⊂ H. Denote an orthonormal basis of K := H ⊖ T H by e 1 , · · · , e m . And let δ m j = (0, · · · , 0, 1, 0, · · · , 0) with 1 in the j-th place be an orthonormal basis of K := H 2 (D, C m ) ⊖ zH 2 (D, C m ) for j = 1, 2, · · · , m. Based on the following two orthogonal decompositions
there exists an unitary mapping U :
So the following commutative diagram (2.3) holds for the unilateral shift S :
which implies the following equations S n U = UT n for n ∈ N 0 .
(2.4)
Using the unitary mapping U : H → H 2 (D, C m ), the following lemma holds, where the superscript 't' means the transpose of a matrix.
Lemma 2.1. Let M ⊂ H be a nonzero nearly T −1 invariant subspace and G 0 := [g 1 , g 2 , · · · , g l ] t be a matrix containing an orthonormal basis
is a matrix containing an orthonormal basis
The lemma below shows the link of nearly invariant subspaces between similar operators. 
Proof. From the commutative diagram (2.3), we have Ug ∈ H 2 (D, C m ) and (Ug)z n = S n (Ug), and it further holds that
where (2.4) was used. The formula (2.6) can be deduced from the facts that U * is linear and the set of polynomials is dense in H 2 (D).
We are now in a position to state a theorem for describing nearly T −1 invariant subspaces in H. We recall that Φ ∈ H ∞ (D, L(C l ′ , C l )) is an operator-valued inner function if Φ(e iw ) is an isometry a.e. on T.
Theorem 2.4. Suppose T : H → H is a shift operator with multiplicity m and M ⊂ H is a nonzero nearly T −1 invariant subspace. Let G 0 = g 1 , g 2 , · · · , g l t be a matrix containing an orthonormal basis (g i ) i∈{1,··· ,l} of M⊖(M∩T H). Then there exist a nonnegative integer l ′ ≤ l and an inner function Φ belonging to H ∞ (D, L(C l ′ , C l )), unique up to unitary equivalence, such that
Besides, there is an isometric mapping
Proof. 
The Beurling-Lax Theorem on H 2 (D, C l ) implies there exist a nonnegative integer l ′ ≤ l and an inner function Φ ∈ H ∞ (D, L(C l ′ , C l )), unique to unitary equivalence, such that
.
Given any f ∈ M, the isometric mapping (2.8) implies there exists
We therefore have
Then M ′ is a T * invariant subspace and there also exists an isometric mapping Q = U * JU : M → M ′ defined by f → U * h.
Given a degree-m Blaschke product B, T B : H 2 (D) → H 2 (D) is a shift operator with multiplicity m, so we can deduce a corollary.
t be a matrix containing an orthonormal basis (g i (z)) i∈{1,··· ,l} of M ⊖ (M ∩ BH 2 (D)). Then there exist a nonnegative integer l ′ ≤ l and an inner function Φ ∈ H ∞ (D, L(C l ′ , C l )), unique up to unitary equivalence, such that
Here we show an example to illustrate Corollary 2.6.
Example 2.7. Given a ∈ D \ {0} and some m ∈ N 0 , denote a subspace
The formula in (2.9) together the above facts imply
3. Nearly T −1 B invariant subspaces in D α In this section we address the more difficult question of near invariance for the operator T B : D α (D) → D α (D) with a degree-m Blaschke product B, which is not isometric but simply bounded below, extending the methods of Erard [7] .
It is known that the special multiplication operator T B is always bounded on Dirichlet-type space D α := D α (D) for any finite Blaschke product B. The study of multiplication invariant subspaces of Hardy spaces can be traced back to Lance and Stessin's work [11] ; they described closed subspaces of the Hardy spaces H p (D) which are innerinvariant. In 2004, Erard investigated the nearly invariant subspaces related to lower bounded multiplication operator M u on a Hilbert space H in [7] . There are four conditions about the pairs (H, u) as below:
(i) H is a Hilbert space and a linear submanifold of Note that in this section a "subspace" means a closed linear subspace, and a "linear manifold" is an algebraic subspace that is not necessarily closed.
For the above (H, u), the lower bound of M u relative to the norm · H is defined by The following is a lemma for the factorization of elements in a nearly T −1 invariant subspace with a bounded below T ∈ B(H). (We use the notation P N for the orthogonal projection onto a subspace N .) Then for all h ∈ M and p ∈ N 0 , we have
In this section, the range of the symbol l in (2.1) is also true for T = T B and M a nonzero nearly T −1 B invariant subspace of H = D α with α ∈ [−1, 1] and a degree-m Blaschke product B. In the sequel, we will endow the space D α with two different equivalent norms according to the cases α ∈ [0, 1] and α ∈ [−1, 0), so we divide the discussion into two subsections. 1] . In this subsection, D α is endowed with an equivalent norm as in (1.1) denoted by · 1 :
Then it holds that 
5)
and for all i ∈ {1, · · · , l}, there exists a sequence {c ki } k∈N ∈ C N with
Now we are ready to state a theorem on nearly
Theorem 3.4. Let M be a nonzero nearly T −1 B invariant subspace of D α with α ∈ [0, 1] and G 0 := [g 1 , g 2 , · · · , g l ] t be a matrix containing an orthonormal basis (g i ) i∈{1,··· ,l} of M ⊖ (M ∩ T B D α ), using the norm given in (3.4) . Then there exists a linear submanifold N ⊂ H 2 (D, C l ) such that M = N G 0 and for all h ∈ M, there exists q ∈ N such that h = qG 0 and
Proof. For α ∈ [0, 1], the equation (3.5) implies that every h ∈ M has the form
with q = [q 1 , q 2 , · · · , q l ]. Combining the series of q i in (3.6), we deduce
|c ki | 2 for all i ∈ {1, · · · , l}.
And then the norm estimate in (3.7) implies
where C k = (c k1 , · · · , c kl ) ∈ C l . Then there exists a linear submanifold And then we obtain Consider now the following special case of (2.3): Remark 3.5. In Theorem 3.4, if M is finite-dimensional, then N ⊂ H 2 (D, C l ) is also finite-dimensional and hence closed. From the Beurling-Lax Theorem and the commutative diagram (3.10), we deduce that
with 0 ≤ r ≤ ml and an inner function Ψ ∈ H ∞ (D, L(C r , C ml )). Then 1, 0) . In this subsection, we cannot make T B into an expansive operator, but it is possible to achieve a good enough lower bound by taking an equivalent norm. So we endow D α with the modified equivalent norm denoted by · 2 as follows: for any f = ∞ k=0 B k h k with h k ∈ K B , 11) where N is a fixed and sufficiently large positive integer, to be specified below. With respect to the norm · 2 , the lower bound of T B defined in (3.1) is
(3.12)
14)
for all i ∈ {1, · · · , l}, there exists a sequence {d ki } k∈N ∈ C N with
In order to use the submanifold in H 2 (D, C l ) to describe nearly T −1 B invariant subspaces in D α with α ∈ [−1, 0), here we introduce an unitary mapping U s :
, for all i = 1, · · · , l. Thus the above estimates and (3.16) imply Letting B −1 act on both sides, it yields that
which together with γ −1 2 R(qG 0 ) ∈ M entail T B −1 (q) ∈ N from the definition of N in (3.21) . That means N is T B −1 invariant in H 2 (sD, C l ). Finally, the commutative diagram (3.17) ensures that T * s (U s (N )) ⊂ U s (N ), ending the proof.
In order to illustrate the operator T * s given in (3.18), we firstly take a degree-1 Blaschke product B(z) = (a − z)(1 − az) −1 with a ∈ D, it is easy to obtain
Since the disc sD contains the zero of B, that means |as −1 | < 1, and then the last term in (3.22 ) is an invertible analytic function on D. This is to say that B(s −1 z) can be written as a degree-1 Blaschke product times an invertible analytic function. Generally, if B is a degree-m Blaschke product, it can be similarly computed that
with a degree-m Blaschke product b(z) and an invertible analytic function F s (z) on D. So T * s = T bFs and then T s = T bFs on H 2 (D, C l ). Suppose F ⊂ H 2 (D, C l ) is a T b invariant subspace, Theorem 1.4 implies F = AH 2 (D, C l ) with some T b -inner operator A. For the special case l = 1, it follows that F = θH 2 (D) with an inner function θ. The fact F s H 2 (D) = H 2 (D) entails θH 2 (D) is also a T bFs -invariant subspace in H 2 (D). So the model space K θ is T * s invariant. In general, there is no simple description of T * s -invariant subspaces of H 2 (D), although in the finite-dimensional case, elementary linear algebra tells us that they are spanned by generalized eigenvectors of T * s , that is, elements of Toeplitz kernels. The paper [2] is relevant here.
