Abstract. In this paper we present a comprehensive theory on the dynamics of strange attractors in periodically perturbed second order differential equations assuming that the unperturbed equations have two homoclinic loops to a dissipative saddle fixed point. We prove the existence of many complicated dynamical objects for given equations, ranging from attractive quasi-periodic torus, to Newhouse sinks and Hénon-like attractors, and to rank one attractors with SRB measures and full stochastic behavior. This theory enables us to apply rigorously many profound dynamics theories on non-uniformly hyperbolic maps developed in the last forty years, including the Newhouse theory, the theory of SRB measures, the theory of Hénon-like attractors and the theory of rank one attractors, to the analysis of the strange attractors in a periodically perturbed Duffing equation.
Introduction
We study the complicated dynamics of strange attractors in periodically perturbed second order differential equations with two homoclinic orbits to a dissipative saddle fixed point through a return map originally proposed by Afraimovich and Shilnikov in [AS] . An explicit formula for this return map has been rigorously derived for given equations with one homoclinic loop and a comprehensive theory has been recently developed for the one loop case in [WO] and [WOk] . In this paper we extend this theory to the two loops case, obtaining a generic overview on various admissible dynamical scenarios for the associated attractors. We rigorously prove the existence of many complicated dynamical objects for given equations, ranging from attractive torus of quasi-periodic solutions, to Newhouse sinks [N] and Hénon-like attractors [BC] , [BY] , [MV] , and to rank one attractors with SRB measures and full stochastic behavior [WY1] , [WY2] .
As a complicated dynamical object, periodically perturbed homoclinic solutions have been studied extensively in history. It is among the few that have occupied the center stage of the chaos theory since the time of Henry Poincaré [P] , [B] , [S] , [M] . Literatures on rigorous mathematical analysis and on numerical simulations are numerous and are both too vast to be systematically reviewed. Here we mention a few that are closely related to the studies of this paper: The theory of Smale's horseshoes [Sm1] , [Sm2] and its applications to differential equations through the Melnikov method [M] , [GH] ; the large body of work from Shilnikov's school [SSTC1] , [SSTC2] , [AS] , [Shi1]-[Shi5]; and those from Hale's school [CHM-P] , [CH] , concerning chaos and homoclinic bifurcations in ordinary differential equations.
1
Duffing [D] introduced a non-linear oscillator with a cubic stiffness term to describe the hardening spring effect observed in many mechanical problems in 1918. Since then non-autonomously perturbed Duffing equations have been frequently used in literature to justify the practical importance of new dynamics theories to real world problems [HM] , [HR] , [IW] , [MS] , [PS] . With the theory introduced in this paper, we are able to rigorously apply many profound dynamics theories on non-uniformly hyperbolic maps gradually developed in the last forty years, including the Newhouse theory [N] , [PT] , the theory of SRB measures [Si] , [R] , [Bo] , the theory of Hénon-like maps [BC] , [BY] , [MV] and the theory of rank one attractor [WY1] , [WY2] , to the analysis of the strange attractors in periodically perturbed Duffing equations. Synopsis of results We start with a 2D autonomous equation
where f (x, y), g(x, y) are high order terms at (x, y) = (0, 0). We assume that α > β > 0. We also assume that the stable and unstable manifold of (0, 0) of equation (1.1) form two homoclinic loops, which we denote as ℓ + (t) = (a + (t), b + (t)), ℓ − (t) = (a − (t), b − (t)).
To equation (1.1) we add a time periodic perturbation of period T to obtained (1.2) dx dt = −αx + f (x, y) + µP (x, y, t), dy dt = βy + g(x, y) + µQ(x, y, t).
We rewrite equation (1.2) as (1.3) dx dt = −αx + f + µP (x, y, θ/ω), dy dt = βy + g + µQ(x, y, θ/ω), dθ dt = ω where θ ∈ S 1 and ω = T −1 is the forcing frequency. The space of (x, y, θ) is the extended phase space. Additional assumptions of technical nature on equation (1.3) are detailed in the first paragraph of Section 3. Let W s ± and W u ± be the corresponding stable and unstable manifolds from ℓ ± for equation (1.3). First we prove that, for µ sufficiently small, there exists a trapping region V µ such that W u − ∪ W u + ⊂ V µ . Denote q = (x, y, θ) and let q = q(t, q 0 ) be the solution of equation (1.3) satisfying q(0, q 0 ) = q 0 . Let Λ = ∩ s>0 ∪ q 0 ∈Vµ {q(t, q 0 ), t > s}. Λ is the strange attractor we study in this paper.
Expansions are created by two independent mechanisms, inducing complicated dynamics in Λ. They are (a) The expansion induced by the intersections of the broken homoclinic loops ℓ ± .
(b) The expansion induced by large forcing frequency ω. (a) is a well-noted singular expansion responsible for Smale's horseshoe [S] . (b) is a regular expansion responsible for rank one attractors of [WY1] - [WY2] with SRB measures and fully stochastic behavior [WO] .
Let W s ± and W u ± be the corresponding stable and unstable branches from ℓ ± for equation (1.3). W s ± and W u ± are either pulled apart or intersect. Depending on the ways they are inter-connected, which we detect through the Melnikov functions, Λ are classified into the following five generic types. ± for the five types of strange attractors Among the five, the singular expansion (a) is missing in action for (I) and (II). A type (I) attractor Λ consists of three disjoint components. One is the saddle point in the middle and the other two, which we denote as Λ + and Λ − , are around ℓ + and ℓ − respectively. Both Λ + and Λ − are rank one attractors, systematically studied by Wang and Young in [WY1] - [WY3] . If ω is small, then Λ + and Λ − are both 2D quasiperiodic torus representing non-chaotic dynamics. If ω is large, then there is a positive measure set of µ, so that Λ ± are both rank one attractors of [WY1] - [WY2] with SRB measures and full stochastic behavior, representing chaotic dynamics. There are also transitional dynamical scenarios from non-chaotic to chaotic dynamics as ω gradually increases. A type (II) attractor is the union of the saddle in the middle and one rank one component that goes around the two loops.
Singular expansions from (a) come into play for (III)-(V), creating not only Smale's horseshoe, but also Newhouse sinks and Hénonn-like attractors. For (III), we can apply separately the studies of [WY3] and [WO] to the perturbed loop on the left, and the studies of [WOk] to the perturbed loop on the right. So on the left-hand side we have an attractive component, the dynamics of which are completely determined by a family of rank one maps (see Sect. 2.2). On the right-hand side, we have an invariant subset the dynamics of which are completely determined by an infinitely wrapped horseshoe map (see Sect. 2.1).
For the analysis of the types (IV) and (V), singular expansions from (a) introduce, unfortunately, singularities that prevent a direct application of the theory of rank one maps in [WY1] - [WY2] . Though there is nothing a prior against extending the theory on rank one maps to maps with singularities, a substantial overhaul is called for before we could claim rigorously the corresponding results for these two types.
Finally we apply the theory developed to the analysis of the periodically perturbed Duffing equation
Organizations In Section 2 we study the dynamics of a specific family of 2D maps. In Section 3 we present the fore-mentioned return maps in the extended phase space for equation (1.3), through which we could then relate the results of Section 2 to the analysis of the strange attractors of equation (1.3). The details of this analysis are presented in Section 4. In Section 5 we apply the theory developed in Sections 2-4 to equation (1.4).
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Dynamics of a rank one family of 2D maps
We study the dynamics of a specific family of 2D maps in this section. These maps, in slightly restricted forms, have been studied systematically in [WY3] and [WOk] . Here our purpose is to summarize the related results from [WY3] and [WOk] , painting a comprehensive dynamical picture. For the many statements made in this section, detailed proofs in slightly restricted forms have been previously presented in [WY3] and [WOk] . We will often refer to these two papers instead of re-writing essentially identical proofs. The maps studied in this section will be linked to the attractors of equation (1.3) through the Main Theorem in Section 3.
The maps we study are as follows. Let A = S 1 × I where S 1 = R/Z is the unit circle and I = [−1, 1]. Let F a : A → A be a family of 2D map in the form of
where a ∈ (a 0 , +∞) is a parameter and f (θ, r, a), g 1 (θ, r, a), g 2 (θ, r, a) are C k -functions in (θ, r, a) defined on A × (a 0 , +∞) for some k ≥ 3, and their C k -norms are bounded from above by a constant K. Φ(θ) : S 1 → S 1 is also C k . We assume 4 (H1) All critical point of Φ(θ) : S 1 → S 1 are non-degenerate and the graph of r = Φ(θ) in A is transversal to the θ-axis. (H2) b, ε, ω are fixed quantities satisfying b << ε << min{K
For the moment let us also assume that Φ(θ) has exactly two critical points. Let
. In this section we present a comprehensive analysis on the dynamics of Λ a for F a . Let M = max
We assume M > 0 and consider separately the two cases of m > 0 and m < 0.
2.1. The dynamics of Λ a for the case of m < 0. We refer the direction of θ in A as the horizontal direction and the direction of r the vertical direction. For q = (θ, r) ∈ A, let v = (u, v) be a tangent vector of A at q and let
and v is vertical if |s(v)| > 100. A smooth curve in A is a horizontal curve if all its tangent vectors are horizontal and it is a vertical curve if all its tangent vectors are vertical. A vertical curve is fully extended if it reaches both boundaries of A in r-direction. A region in A bounded by two non-intersecting, fully extended vertical curves is a vertical strip. Let
By m < 0 < M and ε << min{|Φ
defines two fully extended vertical curves that divide A into two vertical strips we denote as U and V . F a (θ, r) < 0 on, say U, and F a (θ, r) > 0 on V . In this case F a : V → A is only partially defined on A and the dynamics of F a on V is as follows. It compresses V in the vertical direction and stretches it in the horizontal direction, making the image infinitely long towards both ends. F a then folds it and wraps it around A infinitely many times. See Fig. 2 . Λ a obviously contain a horseshoe of infinitely many branches for all a, which we call as the Smale horseshoe.
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The geometric and dynamic structure of Λ a depend on the location of the folded part of F a (V ) in A. If this part is deep inside of U , then Λ a contains nothing else but the Smale horseshoe. Observe that the image F a (V ) moves horizontally towards θ = +∞ with a roughly constant speed with respect to a as a → +∞. It crosses V and U infinitely many times as a → +∞. As the folded part of F a (V ) traverses V , we encounter complicated dynamics caused by our allowing the folded images of the unstable manifold of the Smale horseshoe to come back to form tangential intersections to the stable manifold of the same horseshoe. In particular, there exists transversal, non-degenerate homoclinic tangency formed by the stable and unstable manifolds of periodic saddles in the Smale horseshoe. Let us now put the discussion above in more precise terms. We start with the Smale horseshoe. Denote
is a uniformly hyperbolic invariant subset of Λ a for all a ∈ (a 0 , +∞). In particular, S a contains an invariant subsetŜ a , on which F a conjugates topologically to a full shift of infinitely many symbols.
We also have Proposition 2.2 (Homoclinic tangency). There exists an ω 0 sufficiently large, such that the following hold under the assumption ω > ω 0 . For any given parameter interval I of unit length, there exist infinitely manyâ ∈ I and, for each of theseâ, a periodic saddle q(â) ∈Ŝâ, such that (i) Let W s (q(â)) and W u (q(â)) be the stable and unstable manifold of q(â). Then
) contains a point of quadratic tangency. (ii) Let q(a) be the continuous extension of q(â) on a small parameter interval aroundâ. Then, as a passes throughâ, W u (q(a)) crosses W s (q(a)) at the tangential intersection point of (i) with a relative speed > 1 2 with respect to a in θ-direction.
We have immediately the following corollary from Proposition 2.2.
Corollary 2.1. Letâ be as in Proposition 2.2. Then (i) (Persistency of homoclinic tangency) There exists a parameter intervalÎ around a, so that for every a ∈Î, F a admits a transversal homoclinic tangency of a periodic saddle. (ii) (Newhouse sinks) There exist a sequence of parameters a n →â, so that for all n, F an admits a periodic sink.
(iii) (Hénon-like attractors) There exists a positive measure set ∆ of parameter a inÎ, so that for every a ∈ ∆, F a admit a strange attractor with an ergodic SRB measure.
Proofs of Propositions 2.1, 2.2 and Corollary 2.1: Proof for Proposition 2.1 is elementary. Proof for Proposition 2.2 goes as follows. For a ∈ I let q(a) be a fixed point inŜ a , W u (q(a)) be the unstable manifold and W s (q(a)) be the stable manifold of q(a). First we prove that W u (q(a)) traverses V f in horizontal direction and it has a horizontal segment inside of V f , which we denote as ℓ u (a). We also prove that W s (q(a)) has a fully extended vertical segment in V , which we denote as ℓ s (a). We then prove that q(a), l u (q(a)) and l s (q(a)) extend continuously on the parameter interval I. Observe that F a (ℓ u (a)) has a sharp quadratic turn, and as a varies over I, it moves from one side of V to the other, transversally crossing ℓ s (a). See Fig. 3 . Fig. 3 Transversal homoclinic tangency. Detailed proof for Proposition 2.2 is long and involves tedious computations. A complete proof in a slightly restricted case is presented in Appendix B and C of [WOk] . Corollary 2.1 follows directly from the Newhouse theory ( [PT] , [N] ) and the theory of Hénon-like maps ( [BC] , [BY] , [MV] ).
We have two more cases where we understand completely the dynamics of Λ a .
Proposition 2.3. There exists an ω 0 sufficiently large, so that under the assumption that ω > ω 0 , we have as follows: let I be a parameter interval of unit length in (a 0 , +∞), then (i) there exists a subinterval I 1 ⊂ I, such that for all a ∈ I 1 , F a on Λ a conjugates topologically to a full shift of countably many symbols; (ii) there exists also a sub-interval I 2 ⊂ I, such that for all a ∈ I 2 , F a on Λ a conjugates topologically to the union of one sink and one full shift of countably many symbols.
Proof: Proof for this proposition is again elementary. The details for a slightly restricted case is presented in Appendix A of [WOk] .
2.2. The dynamics of Λ for the case of m > 0. When m > 0, F a is well defined on the entire annulus A. In this case, maps such as F a has been studied systematically in [WY1] - [WY3] . The dynamics of Λ a is by large determined by the magnitude of ω.
When ω is small, Λ a is a circle, on which F a induces a circle diffeomorphism. As ω increases, this invariant circle disintegrates into isolated periodic sinks and saddles. Increasing the magnitude of ω further, A is stretched and folded, creating horseshoes and strange attractors. The very rich array of dynamical phenomena proved to exist for (2.1) in [WY3] include (i) invariant curves with quasi-periodic behavior, (ii) gradient-like dynamics with stable and unstable equilibria, (iii) transient chaos caused by the presence of horseshoes, with almost every trajectory eventually tending to a stable equilibrium, and (iv) strange attractors with SRB measures and fully stochastic behavior. As abstract dynamical phenomena, (i)-(iii) are relatively simple and are fairly well understood. (iv) is proved by using the theory of rank one maps developed by Wang and Young [WY1] - [WY2] based on the theory of Benedicks and Carleson on strongly dissipative Hénon maps [BC] . Assume that ω is sufficiently large, we have, in addition, a globally defined horseshoe that resembles S a in Proposition 2.1 and transversal homoclinic tangency resembles the ones in Proposition 2.2.
We now present these results in more precise terms. Here we focus on the two extreme cases of small and large ω. Isolated statements are also made in [WY3] on the transitional cases, that is, the cases for (ii) and (iii) among the listed phenomena above. We refer the interested reader to [WY3] for these statements.
We start with the case where ω is small.
Proposition 2.4. Assume that ω is such that
Then for every a ∈ (a 0 , +∞), F a : A → A admits an invariant circle h defined by a C r function h(θ) :
(i) h is globally attracting in the sense that, for every p ∈ A, there exists a point
(ii) The dynamics of F a induced on h is a circle diffeomorphism, and for any given parameter interval I of unit length, there exists a positive measure set ∆ ⊂ I, so that the rotation number on h is irrational for all a ∈ ∆.
Proof: A detailed proof for this proposition in a slightly restricted case is presented in [WY3] (Theorem 1(a) in [WY3] ). The proof for the invariant circle and (i) uses the standard invariant cone construction. The proof of (ii) uses a theorem of Herman [H] on circle diffeomorphisms. We now move to the case where ω is large.
Proposition 2.5. There exists ω 0 > 0 sufficiently large, depending on Φ(θ), so that under the assumption that ω > ω 0 , there exists, for every parameter interval I of length O(ω −1 ), a subset of positive measure ∆, such that for every a ∈ ∆, F a on Λ a is with an SRB measure and full stochastic behavior. Proof: To prove this proposition we apply the long theory developed in [WY1] and [WY2] . It suffices to prove that F a is an admissible family of rank one maps. Again, detailed verifications in slightly different cases have been presented not only in [WY3] , but also in [WY4] , [LWY] and [WO] . These arguments apply directly to F a .
We remark that the SRB measure ν obtained in this proposition is global in the sense that almost every point in A is generic with respect to ν.
We continue with the correspondences of Proposition 2.1 and 2.2.
Proposition 2.6. There exists an ω 0 sufficiently large, so that for any given ω > ω 0 , (i) (Afraimovich-Shilnikov horseshoe) 3 For any given a ∈ [a 0 , +∞), Λ a contains a uniformly hyperbolic invariant subset S a conjugating to a full shift of two symbols; (ii) (Homoclinic tangency) for any given parameter interval I of unit length, there existsâ ∈ I and a periodic saddle q(â) ∈ Sâ so that W u (q(â)) ∩ W s (q(â)) contains a point of quadratic tangency. In addition, let q(a) be the extension of q(â) on a small interval aroundâ. Then, as a passes throughâ, W u (q(a)) crosses W s (q(a)) at the point of tangency with a relative speed > 1 2
with respect to a in θ-direction.
Proof: The proof for (i) is again elementary. Proof for (ii) is essentially the same as the proof of Theorem 3 in [WOk] .
Homoclinic tangency of Proposition 2.6(ii) again lead us to rigorous applications of the Newhouse theory and the theory of Hénon-like attractors to F a .
Corollary 2.2. Assume that m > 0 and letâ be as in Proposition 2.6(ii). Then (i) (Persistency of homoclinic tangency) There exists a parameter intervalÎ aroundâ, so that for every a ∈Î, F a admits a transversal homoclinic tangency of a periodic saddle. (ii) (Newhouse sinks) There exist a sequence of parameters a n →â, so that for all n, F an admits a periodic sink. (iii) (Hénon-like attractors) There exists a positive measure set ∆ of parameter a inÎ, so that for every a ∈ ∆, F a admit a strange attractor with an ergodic SRB measure.
We note that though this corollary is almost identical to Corollary 2.1 in wording, it is for an entirely different dynamical scenario. We also note that the Hénon-like attractors of Corollaries 2.1 and 2.2 are very different from the rank one attractors of Proposition 2.5 in the sense that they are local dynamical objects around one specific periodic saddle with much weaker expansions.
2.3. More general considerations. In this subsection we discuss the more general case in which Φ(θ) has more than two critical points. We start with the case m > 0 discussed in Sect. 2.2. In the two extreme cases where ω is either small or very large, the number of critical points of Φ(θ) is not relevant, and Propositions 2.4-2.6 and Corollary 2.2 remain valid for F a . For the transitional cases in between, in particular, the statement made in Theorem 2(a)(b) of [WY3] , the correspondence of (a) remains valid but there is no correspondence for (b).
For the case of m < 0 discussed in Sect. 2.1,
defines a finite collection of vertical strips, say V = ∪V i , in A. The actions of F a on each V i are similar to the ones on V described in Sect. 2.1: First it compresses V i in the vertical direction and stretches it in the horizontal direction. It then folds it, but probably more than one time. The number of turns of this image is determined by the number of critical points of the 1D function θ + ω ln Φ(θ) on the corresponding θ-interval for V i . This image is then put back into A, wrapping around A infinitely many time in θ-direction. Finally, the images of all V i are tied together, moving towards θ = +∞ in a roughly constant speed with respect to a as a → +∞. The rich possibility on the number of folds for each vertical strip, and the possibilities on the different locations of all these folded part create a rich array of complicated structures where the three dynamical scenarios of horseshoes, sinks, and the Hénon-like attractors co-exist.
As to the precise statements. Propositions 2.1 and 2.2 and Corollary 2.1 remain valid. Proposition 2.3 does not necessarily hold. Since all we could manage is to put one critical value out of V for some a, the corresponding statement for Proposition 2.2(i) would be that, under the assumption that Φ(θ) has only one critical point for a vertical strip V i , the part of Λ a that stays inside of V i for all time conjugates to a horseshoe of infinitely many branches. No corresponding statement in general could be made for the entire attractor Λ a . Similar modifications are in place for the correspondence of Proposition 2.2(ii).
Return maps in extended phase space
We assume (x, y) = (0, 0) is a dissipative, non-resonant saddle for equation (1.1). This is to say that (i) α > β > 0 and (ii) nα + mβ = 0 for all integers satisfying |m| + |n| ≤ k for some k > 3. k is an arbitrary integer fixed throughout. The two homoclinic loops are denoted as
f (x, y), g(x, y) are C k functions in an open neighborhood U of ℓ ± . For equation (1.3) we further assume that P (x, y, t), Q(x, y, t) are periodic in t of period T and they are C k on U . In addition we assume that both P and Q are high order terms for all t in (x, y) at (x, y) = (0, 0).
A. Poincaré sections
We start with a standard proposition on local linearizations. 
where P, Q,P,Q are high order terms in (X, Y ) at (0, 0) for all θ ∈ S 1 , such that for all µ ≥ 0 sufficiently small, (3.1) transforms equation
with an ε that is independent of µ.
We define Σ ± by letting
We study the dynamics of equation (1.3) through the return map R on Σ = Σ + ∪ Σ − induced by the solutions in the extended phase space (X, Y, θ). Σ is the union of two disjoint annulus. Following [WO] and [WOk] , we first drive a formula for R from equation (1.3). Two small scales: µ << ε << 1 represent two small scales of different magnitude. 2ε represents the size of a small neighborhood of (x, y) = (0, 0), on which Proposition
± are the respective times ℓ ± intersect |(x, y)| = ε in the space of (x, y) in the positive and negative time directions respectively. L pos ± and L neg ± are completely determined by ℓ ± = (a ± (t), b ± (t)) and ε. The parameter µ << ε controls the magnitude of the time-dependent perturbation. Notations: 1. (Generic constant) Quantities that are independent of the phase variables, time and µ are regarded as constants and K is used to denote a generic constant, the precise value of which is allowed to change from line to line. We will also make distinctions between constants depend on ε and those do not by making such dependencies explicit. A constant that depends on ε is written as K(ε). A constant written as K is independent of ε.
2. (The O-terms) The intended formula for the return maps would inevitably contain terms that are explicit and terms that are implicit. Implicit terms are usually "error" terms, and the usefulness of a derived formula would depend completely on how well the error terms are controlled. We aim on C k -control on all error terms and we adopt the following conventions indicating controls on magnitude. For a given constant, we write O(1), O(ε) or O(µ) to indicate that the magnitude of this constant is bounded by K, Kε or K(ε)µ, respectively. For a function of a set V of variables on a specific domain, we write O V (1), O V (ε) or O V (µ) to indicate that the C k -norm of the function on a specified domain is bounded by K, Kε or K(ε)µ, respectively. We chose to specify the domain in the surrounding text rather than explicitly involving it in this notation. For example, O Z,θ (µ) represents a function of Z, θ, the C k -norm of which is bounded by K(ε)µ on a domain specified in the proceeding text.
3. (The new parameter p = ln µ −1 ) We also need to study the dependency of R on parameter µ. Here difficulties arise because taking derivative with respect to µ would remove a copy of µ from the forcing term, creating non-perturbation terms in variational equations from the terms of perturbation. To avoid this problem we use a slower parameter p = ln µ −1 in the place of µ. Observe that
By regarding all functions of µ as functions of p, and by taking derivatives only with respect to p, not to µ, we give a copy of µ back to ∂ µ F (µ).
B. Melnikov functions
We define Melnikov functions W + (θ) and W − (θ) for ℓ + and ℓ − respectively as follows. Let
is the unit vector tangent to ℓ + at ℓ + (t) and
is the rate of expansion of the solutions of equation (1.1) in the direction normal to ℓ + at ℓ + (t). We also denote
It holds from definition that [WO] . We define W − (θ) and the related quantities the same way using ℓ − in the place of ℓ + .
C. Main Theorem Let
On Σ ± we have Y = ±µ −1 ε and all points are denoted by using the (θ, X)-coordinates. In what follows, σ,σ ∈ {+, −}. Let
By definition Σ = Σ + ∪ Σ − . Our next theorem is about the return map R : Σ → Σ induced by the solutions of equation (1.3). Recall that we regard p = ln µ −1 as the parameter of equation (1.3).
Main Theorem (Formula for R). Let (θ σ , X σ ) ∈ Σ σ , and (θσ 1 , Xσ 1 ) = R(θ σ , X σ ). We have
whereσ is such that
(3.8) and (3.9)
D. Digestive Remarks
We offer the following remarks on (3.6) for R presented above in the Main Theorem.
(1) Σ = Σ + ∪ Σ − is the union of two annulus. Points in Σ + is represented by (θ + , X + ) and points in Σ − is represented by (θ − , X − ). Let σ = + in (3.6).
To understand why this is the case we let
For q 0 ∈ Σ + , let q(t, q 0 ) be the solution of equation (1.3) satisfying q(0, q 0 ) = q 0 . Let t > 0 be the first time this solution reaches S + and letq = q(t, q 0 ). Ifq ∈ S + is such that Y > 0, then q(t, q 0 ) will return to Σ + later. If Y < 0 forq, then q(t, q 0 ) will reach Σ − . If Y = 0, then q(t, q 0 ) is on the stable manifold of the solution (x, y, θ) = (0, 0, ωt). It will approach to (x, y) = (0, 0) as t → ∞, never return to Σ. See Fig. 4 . 
Denote E(t) = E + (t), W(θ) = W + (θ), and ℓ + = (a(t), b(t)). Then E(t) in (3.3) is reduced to
, and W(θ) = W + (θ) in (3.2) is reduced to the regular Melnikov function
(3.12)
First we construct a trapping region for equation (1.3) by using (3.6).
Proposition 3.2 (Trapping region).
There exists µ 0 sufficiently small, such that for any given 0 < µ < µ 0 , there exists an open neighborhood V µ in the space of (x, y, θ) inside of U × S 1 , so that (i) all solutions of (1.3) initiated in V µ stays in V µ for all t > 0, and (ii) the entire unstable manifold of the solution (0, 0, ωt) is inside of V µ .
Proof: V µ is constructed as follows. First we take the union of all segment of solutions from Σ + and Σ − to S + and S − respectively. Second we take the union of all segment of solutions from S ± to Σ ± respectively. Together with the solution (x, y, θ) = (0, 0, ωt) and all solutions on the local stable manifold starting from S ± , we obtain the trapping region V µ of Proposition 3.2. See (4) For µ > 0 sufficiently small, we can think of R as a 2D family of maps unfolded from the following 1D maps f :
, and let θσ 1 = f (θ σ ). We have (3.13)
whereσ is such thatσ
Following [WY1] and [WY2] , we will regard f :
(5) We also have the following for a σ , k σ and E σ (θ σ , µ):
(i) Regarding µ as the parameter of equation (1.3), a σ ≈ a = ω β ln µ −1 . a → +∞ as µ → 0. This has two direct consequences. First, as parameters p = ln µ −1 and a = ω β ln µ −1 are equivalent, and in estimating derivatives with respect to parameters, we can use a for p = ln µ −1 . Second, since a appears in the angular component in (3.6), the 1D singular limit f :
is periodic of period one in a. This implies that, in the space of µ, there is a roughly fixed pattern of dynamics behavior for the return maps R, repeating in an accelerated fashion as µ → 0. We also know that the multiplicative ratio for one such period is roughly ≈ e βT . We use the word "roughly" here because the periodicity with respect to µ as stated is for the 1D singular limit f on
σ is approximately k σ and the unfolding from f to R in X σ -direction is determined mainly by the linear term k σ X.
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The ultimate objective of our study is to understand the geometric and dynamic structure of Λ for the return maps R in (3.6) derived from equation (1.3) in the Main Theorem.
Proof of the Main Theorem: To prove the Main Theorem we are to repeat the previous derivations of the return map R around one homoclinic loop detailed in [WOk] (Also see [LW] and [WO] ). Technical adjustments needed over previous derivations are minimal.
A generic dynamical description
In this section we give a generic overview on the dynamics of strange attractor of equation (1.3) by using the Main Theorem. The unperturbed equation (1.1) is fixed throughout and we have assumed that the saddle fixed point (x, y) = (0, 0) has two homoclinic loops.
4.1. Attainable Melnikov functions. Let U be a fixed open neighborhood of the closure of ℓ + ∪ ℓ − in the space of (x, y), and H T be the collection of all real values C k functions in (x, y, t) defined on U × R such that (1) they are periodic in t of period T and (2) their first derivatives with respect to x and y are both zero at (x, y) = (0, 0) for all t. Let
Every pair (P (x, y, t), Q(x, y, t)) ∈ H defines an equation in the form of (1.2); and for this equation we obtain (3.6) in the Main Theorem for the return map R. The two characteristic quantities in (3.6) determined by (P (x, y, t), Q(x, y, t)) ∈ H are the forcing frequency ω and the two Melnikov functions W + (θ) and W − (θ).
In this subsection we consider the problem in reverse. We have Theorem 1. Let W be the collection of all C k -functions from S 1 to R, and (F + (θ), F − (θ)) be a given pair in W × W . Then for almost all ω ∈ R, there exists (P (x, y, t), Q(x, y, t)) ∈ H ω −1 such that the return map R for the corresponding equation (1.2) is written as in (3.6), in which F ± (θ) is in the places of W ± (θ).
Proof: Let
be the Fourier expansion of W ± (θ). Let A(x, y), B(x, y) be two C k -functions defined on U and assume that their values and the first derivatives at (x, y) = (0, 0) are all zero. Let P (x, y, t), Q(x, y, t) be in the form of
We have from (3.2) that, for all n,
where
( 4.2) From (4.1) and (4.2),
Observe that J ±,1 (ω), J ±,2 (ω) are the respective Fourier transforms of the functions
0 s E ± (τ )dτ , and as s → ±∞, these two functions decay exponentially fast. From the PaleyWiener theorem it follows that J ±,1 (ω) and J ±,2 (ω) are analytic in a strip containing the real ω-axis. J(ω) is then real analytic. Either J(ω) = 0 for at most a discrete set of real ω or it is an identically zero-valued function. With the freedom of choices on A(x, y) and B(x, y), we can easily stay away from the latter case. It then follows that the set {ω ∈ R : ∃n ∈ Z, s.t. J(nω) = 0} is countable. Therefore for almost all ω ∈ R, J(nω) = 0 for all n ∈ Z, and we can solve for f (n) , g (n) for all n ∈ Z. A seemingly dire problem for us is that P (x, y, t), Q(x, y, t) so obtained are not necessarily convergent. Here we take advantage of the fact that the (3.6) contains error terms. Starting from a given pair (F + (θ), F − (θ)) ∈ W × W , let (W + (θ), W − (θ)) be obtained by truncating the Fourier expansions of (F + (θ), F − (θ)) so that
are so small that we could put them into the E ± (θ, µ) terms in (3.11). We then obtain P (x, y, t), Q(x, y, t) as in the above. Since we only have finitely many terms to manage, there is no more issue of convergence for P and Q.
4.2.
A generic description on various dynamical scenarios. It follows from the Main Theorem and Theorem 1 that, for the purpose of studying the dynamics of equation (1.2) collectively assuming (P (x, y, t), Q(x, y, t)) ∈ H, we can first take an arbitrary pair (F + (θ), F − (θ)) ∈ W × W for the Melnikov functions, then almost all ω > 0 for the forcing frequency in (3.6) for R. Let (W + (θ), W − (θ)) ∈ W × W be an arbitrarily fixed pair. In the rest of this section we assume that W + (θ) and W − (θ) are both Morse functions and their graphs are transversal to the θ-axis.
From (3.6) for R, expansions are mainly emanated from the following two sources, inducing complicated dynamics in Λ.
(a) The expansion induced by the singularity of ln |F σ | at F σ = 0; (b) The expansion induced by large forcing frequency ω. In between the two, (a) is a singular expansion responsible for the Smale horseshoe. (b) is a more regular expansion responsible for the rank one attractors of [WY1] - [WY2] with SRB measures and fully stochastic behavior. Let
Depending on the different combinations of M ± , m ± , we have five generic types of attractors for equation (1.3). They are (I) Two rank one attractors (m + , m − > 0).
Under the assumption that m + , m − > 0, the return map R : Σ + ∪ Σ − → Σ + ∪ Σ − is decomposed into two separate maps defined on Σ + and Σ − , which we denote as R + and R − , respectively. We observe that in this case the stable manifold and the unstable manifold of the solution (0, 0, ωt) in the extended phase space do not intersect. See Fig. 1(a) . This is a case in which expansions from (b) is in full play for large ω but that from (a) is missing in action. For σ ∈ {+, −}, let (θ
We have from (3.6),
(4.5) are in the form of (2.1) and we are in the case discussed in Sect. 2.2. In particular, Propositions 2.4-2.6 and Corollary 2.2 all apply. In this case Λ consists of the one saddle in the middle and two other disjoint components we denote as Λ + and Λ − . Λ + is around ℓ + and Λ − is around ℓ − . For |ω| sufficiently small, Λ + and Λ − are attractive invariant circles inside of Σ + and Σ − respectively. For |ω| large, there exists a set of positive measure for µ such that the corresponding attractors Λ ± are rank one attractors with SRB measures and full stochastic behavior. Through Proposition 2.5, 2.6 and Corollary 2.2, the Newhouse theory, the theory of SRB measures, the theory of Hénon-like and rank one attractors are all rigorously applied to the attractor Λ of equation (1.3).
(II) One rank one attractor
We start with the first of the three listed combinations for m ± , M ± . Under the assumption that M + , M − < 0 we haveσ = −σ in (3.6) for R. All solutions of (1.2) initiated from Σ + first follows ℓ + to reach Σ − , then follows ℓ − to get back to Σ + . See Fig. 1(b) . In this case, expansions from (b) is in full play for large ω and that from (a) is again missing in action. R is a rank one map but it is now defined not on one but on the union of two annulus. To study the dynamics of R we can proceed in two ways: one is to study R 2 restricting on Σ + , a family of rank one maps well-defined from Σ + to Σ + . This is a direct approach but we would not be able to take advantage of the rigorous results presented in Sect. 2.2 because R 2 restricted on Σ + assumes a different form from (2.1). The second approach is through the observation that the theory developed in [WY1] - [WY3] and the results of Sect. 2.2 are indifferent if we change the domain of the maps from one annulus to the union of two, and the results presented in Sect. 2.2, including Propositions 2.4-2.6 and Corollary 2.2 all apply to R. The overall dynamics in this case is similar to that of type (I) except that, instead of two separated rank one attractors staying close to ℓ + and ℓ − respectively, we have in this case one that goes around ℓ + and ℓ − alternatively.
The other two cases (M − < 0, m + > 0 and M + < 0, m − > 0) are simpler: For M − < 0, m + > 0, nothing stays in the neighborhood of ℓ − but there is an attractor, represented by a family of 2D maps in the form of (2.1), that stays close to ℓ + . The case for M + < 0, m − > 0 is similar.
(III) One tangle and one rank one attractor (m + < 0 < M + , m − > 0 or m − < 0 < M − , m + > 0). Let us assume that m + < 0 < M + , m − > 0. In this case the perturbed stable and unstable branch from ℓ + intersect each other, forming a homoclinic tangle but the two from ℓ − are pulled apart. See Fig. 1(c) . The expansions created by (a) is now in action on Σ + but it does not effect the dynamics of Λ on Σ − .
Restricted on Σ − , R is R σ in (4.5) with σ = −. R − is in the form of (2.1). It induces an attractor on Σ − , which we denote as Λ − . All results presented in Sect. 2.2, including Propositions 2.4-2.6 and Corollary 2.2, apply to Λ − .
Restricted on Σ + , R is again in the form of (2.1). The equation
divides Σ + into two collections of vertical strips, one we denote as V = ∪V i and the other we denote as U = ∪U i . F + > 0 on V and F + < 0 on U . U is mapped by R to Σ − and are trapped in Σ − , never coming back to Σ + . The dynamics of R on V is the same as the ones discussed in Sect. 2.1. We have an attractor, which we denote as Λ + , that stays close to ℓ + , to which the results presented in Sect. 2.1, in particular, Propositions 2.1-2.3 and Corollary 2.1 all apply. In short, the attractor Λ for equation (1.3) in this case again contain three disjoint components, one is the saddle in the middle, and the other two we denote as Λ − and Λ + . Λ − is around ℓ − , it is defined by a family of rank one maps, to which the results of [WY1] - [WY3] and [WO] , summarized in Sect. 2.2, fully apply. Λ + is a homoclinic tangle, to which the results of [WOk] , summarized in Sect. 2.1, fully apply.
(IV) Mixture of two tangles (m + , m − < 0 < M + , M − ) Assume that m + , m − < 0 < M + , M − , both ℓ + and ℓ − are broken into two intersecting curves, forming two homoclinic tangles that interact to each other. See Fig. 1(d) . Here the singular expansions from (a) is in full play.
In this case, F σ = 0, σ = {+, −}, divide Σ σ into collections of vertical strips, which we denote as U σ where F σ < 0 and V σ where F σ > 0. U σ and V σ , σ ∈ {+, −}, are all non-empty. The action of R on each vertical strip in these collections are as follows:
(1) first R compresses it in the vertical direction and stretches it in the horizontal direction, making the image infinitely long towards both ends; (2) R then folds the images, copying the shape of the graph of θ + ωβ −1 ln |W σ (θ)| on the corresponding θ-interval; and (3) this image is then put in and wrapped around Σσ infinitely many times whereσ = σ if F σ > 0 andσ = −σ if F σ < 0.
We can again think of the map (3.6) for R in the Main Theorem as a family of 2D maps defined on two annulus, and regard it as unfolded from a 1D singular limit defined from S 1 ∪ S 1 to S 1 ∪ S 1 . To these maps, unfortunately, the existing theory on rank one maps in [WY1] - [WY3] do not generalize directly and the corresponding conclusions presented in Sect. 2.2 do not apply. The main obstacle here is the singularity introduced by ln |F σ | in (3.6) on the vertical curves defined by F σ = 0. With the irregular expansions of (a) in full action, the regularity assumed for the rank one maps in [WY1] - [WY3] is violated. Though we see nothing a priori against the conclusions of Proposition 2.5 in this case, there should be at least a substantial overhaul, due to the exceedingly complicated nature of the theory of [WY1] - [WY2] , in order to for us to claim such correspondence for R.
Let us now turn to what we can rigorously prove through (3.6) for R. We observe that Propositions 2.1 and 2.2 and Corollary 2.1 remain valid for R. By deleting vertical strips around the critical points of the 1D limit f : (3.13 ) and the curves defined by F ± = 0, we obtain a collection of vertical strips from Σ = Σ + ∪ Σ − . The invariant subset defined by these vertical strips through the iterations of R is uniformly hyperbolic, which we refer to as the Smale horseshoe. It is again the complicated structure that is created by transversal intersections of the stable and unstable manifolds depicted in Fig. 1(d) . The traditional horseshoes constructed by Smale in [S] and others are part of this structure. Second, let q be a periodic saddle in the Samle horseshoe, then the unstable manifold and the stable manifold of q form non-degenerate, transversal homoclinic tangency for infinitely many values of a := ωβ −1 ln µ −1 as a → ∞. The proof of this statement is the same as that of Proposition 2.2 in Sect. 2.1. Corollary 2.1 then follows from Proposition 2.2, and the Newhouse theory and the theory of Hénon-like attractors are again applied rigorously to Λ in this case.
(V) One tangle mixed with one rank one map (m (III) , in this case ℓ + is broken into two intersecting curves but the stable and unstable manifold of (0, 0, ωt) from ℓ − are pulled apart. However, with M − < 0, the unstable branch from ℓ − will come back to trace ℓ + . See Fig. 1(e) .
In this case, F + = 0 again divide Σ + into two collections of vertical strips V + = ∪V i where F + > 0 and U + = ∪U i where F + < 0. Under R in (3.6), the image of V i wraps around Σ + and the image of U i wraps around Σ − . On Σ − , R is completely well-defined. Σ − is compressed in the vertical direction and the horizontal shape of the image copies the shape of the graph of the 1D limit f − (θ) = θ + a + ln |W − (θ)|. This image is then put into Σ + .
To investigate the structure of Λ we decompose Λ into three disjoint parts. The first part, which we denote as Λ(V + ), consists of all solutions in Λ that stay close to ℓ + for all time. Λ(V + ) is exactly the one homoclinic tangle studied in [WOk] . All results presented in Sect. 2.1, in particular, Propositions 2.1-2.3 and Corollary 2.1 applies to Λ(V + ).
The second part of Λ, which we denote as Λ(U + ), consists all orbits of R that return to Σ + in U + without ever hitting V + . Again by using (3.6) we can construct a uniformly hyperbolic invariant subset for all µ in Λ(U + ) using the singular expansion (a). We can then further obtain infinitely many values of µ, for which the stable and the unstable manifold of a periodic saddle inside of this uniformly hyperbolic set form transversal non-degenerate homoclinic tangency, leading again to the existence of Newhouse sinks and Hénon-like attractors in Λ(U + ). We note that all solutions inside of Λ(U + ) go around ℓ + and ℓ − alternatively.
The third part of Λ, which we denote asΛ, is a much larger set than Λ(V + )∪Λ(U + ). It consists all orbits that switches back and forth between V + and U + under the iterations of R. From (3.6) for R, we again obtain a uniformly hyperbolic invariant set by using the singular expansion of (a). In fact for any give bi-infinite sequences of positive integers, there is an orbit of R hitting V + and U + alternatively with the assigned number of hits according to the given sequence. These solutions will stay close and go around ℓ + for the arbitrarily assigned number of times, then go around ℓ + and ℓ − alternatively as many times as the next number in the given sequence, and so on. Again, let q be a periodic saddle inΛ, the stable manifold and the unstable manifold of q form transversal, non-degenerate homoclinic tangency for infinitely many µ regarding ln µ −1 as a parameter, leading again, correspondingly, to Newhouse sinks and Hénon-like attractors inΛ.
When ω is large, this case is similar to that of (IV) above in the sense that R is a family of rank one maps with singularity on the set defined by F + = 0 on Σ + . Though we expect F a admits SRB measures and full stochastic behavior on Λ, we can not apply the theory of rank one maps developed in [WY1] - [WY2] .
Analysis of a periodically perturbed Duffing equation
In this section we use a periodically perturbed Duffing equation to illustrate how to apply the Main Theorem and the conclusions of Section 4 to the analysis of a given equation. We start with the Duffing equation
, (5.1) has two homoclinic solution to (q, p) = (0, 0) and they are ℓ ± = (q ± (t), p ± (t)) where (5.2) q ± (t) = ± 2 √ 2e t 1 + e 2t , p ± (t) = ± 2 √ 2(e t − e 3t ) (1 + e 2t ) 2 .
We add a non-linear damping term to (5.1) to form a new autonomous equation We fix a λ 0 such that α, β are non-resonant up to order r for some r > 3. (q, p) = (0, 0) is a dissipative saddle because −α + β = −λ 0 < 0. We add two more perturbations, one autonomous as an additional damping term and the other time periodic, to equation (5.3) to obtain a new equation
where µ is a parameter representing the magnitude of the forcing and ω is the forcing frequency. The termγq 3 is introduced to allow various dynamical scenarios of Sect. 4.2.
To apply the main theorem to (5.5), first we introduce two new parameters ρ,ρ to replace γ andγ as follows. We fix a pair (λ 0 , γ 0 ) from Proposition 5.1 and write γ = γ 0 − µρ,γ = −µρ.
We re-write equation (5.5) as (5.6) d 2 q dt 2 + (λ 0 − γ 0 q 2 ) dq dt − q + q 3 = µ(−ρq 2 dq dt −ρq 3 dq dt + q 2 sin 2πωt).
22
In what follows, λ 0 , γ 0 are fixed and the parameters we vary are ρ,ρ, ω and µ. We assume that |ρ|, |ρ|, ω << µ −1 . To write (5.6) in the form of (1.3), we introduce new phase variables (x, y) by letting (5.7) x = q + p, y = −αq − βp.
In reverse, There is, however, one potentially serious obstacle in applying the conclusions of Sect. 4.2 to the analysis of a given equation such as (5.6). In Sect. 4.2, all dynamical scenarios are derived by using (3.6) for R, in which we first fix W ± (θ), then vary ω independently without changing W ± (θ). In the current analysis, W ± (θ) do depend on ω, and with J c,λ 0 (ω) and J s,λ 0 (ω) decaying exponentially with respect to ω, it is not clear if the expansion introduced by large ω in Sect. 4.2 could materialize. This is in fact not a problem for equation (5.6) because ρ,ρ are parameters independent of ω. From (5.12) we re-write W ± (θ) as (ω). As far as the expansions in map (3.6) is concerned, the factor J in front is not relevant and the rest of the W ± (θ) are made independent of ω by our fixing the values of ρJ −1 andρJ −1 .
