Discrete Clifford analysis is a discrete higher-dimensional function theory which corresponds simultaneously to a refinement of discrete harmonic analysis and to a discrete counterpart of Euclidean Clifford analysis. The discrete framework is based on a discrete Dirac operator that combines both forward and backward difference operators and on the splitting of the basis elements ej = e + j + e − j into forward and backward basis elements e ± j . For a systematic development of this function theory, an indispensable tool is the Taylor series expansion, which decomposes a discrete (monogenic) function in terms of discrete homogeneous (monogenic) building blocks. The latter are the so-called discrete Fueter polynomials. For a discrete function, the authors assumed a series expansion which is formally equivalent to the Taylor series expansion in Euclidean Clifford analysis; however, attention needed to be paid to the geometrical conditions on the domain of the function, the convergence and the equivalence to the given discrete function. We furthermore applied the theory to discrete delta functions and investigated the connection with Shannon sampling theorem (C.E. Shannon, A mathematical theory of communication, 1948).
Introduction
In a recent set of papers (see a.o. [3, 5, 6, 7] ), we introduced a function theory within discrete Clifford analysis, i.e. the theory of null solutions of a discrete Dirac operator, called discrete monogenic functions. Unlike some other recent approaches towards discrete Clifford analysis, which mainly started from the desired application to potential theory, see [2] , we have chosen to introduce first a general theoretical framework for our discrete function theory, more precisely, in a Hermitian setting ( [3, 4, 10] ). Fundamental to this approach is the splitting of the basis vectors e j into a forward and backward part e ± j , in order to combine them with the corresponding forward and backward difference operators, enabling us to introduce a Dirac operator D which factorizes the star In [5] a discrete Fischer decomposition, the related monogenic projection and the dimension of the spaces of discrete monogenic and discrete homogeneous polynomials were established. In [6] , we developed a discrete Cauchy-Kovalevskaya extension theorem which we used to introduce a basis for the space of discrete spherical monogenics, i.e. discrete homogeneous monogenic polynomials, the so-called Fueter polynomials, the properties of which are explicitely described in [7] .
In this paper, we continue the development of the discrete monogenic function theory with an indispensable tool in the function theoretical toolbox: the Taylor series expansions of discrete functions. In Euclidean Clifford analysis, monogenic functions can be expressed in an infinite series expansion in terms of the so-called Fueter polynomials, i.e. discrete homogeneous solutions to the Dirac operator. In this contribution, we will show that an equivalent property holds for discrete functions: any discrete monogenic function can be expanded in an infinite series, consisting of discrete monogenic homogeneous polynomials, the so-called discrete Fueter polynomials. Theorem 1.1. Let Ω be a bounded set as in Lemma 3.3 and let the function f be defined on the set (12) . If f is left discrete monogenic in Ω, then f can be developed into a convergent series of spherical monogenics as follows:
Moreover, any derived series (whenever it is defined) is normally convergent in Ω to the corresponding 'derivative' of f , i.e., if j denotes a single summation index, the terms of the multiple power series being ordered in an arbitrary way, then for each bounded K ⊂ Ω and each multi-index β = (β 1 , . . . , β m ) ∈ N m , it holds that . . .
This is an important result, since it allows us to expand the domain of operators which are defined only on the discrete homogeneous polynomials ξ 1 . . . ξ k [1] to all discrete functions.
The main task in the development of the discrete Taylor series expansion was proving the equivalence of the proposed Taylor series expansion to the given discrete function. Therefore, we examined under which conditions the given function is actually equivalent to its Taylor series expansion on the whole set. We find that if "enough" finite differences of two discrete functions are equal, the two functions will be the same on a given set, or equivalently, if "enough" finite differences of a discrete function are zero, the discrete function must be zero on the given set, as expressed in the main result of section 5: Theorem 1.2. Let x = (x 1 , . . . , x m ) be an arbitrary, but fixed point. If it holds that
then the discrete function f is zero on the whole rectangle {y : |y i | |x i | , i = 1, . . . , m}.
To keep the article self-contained, we start with some preliminaries on the discrete setting in Section 2. Formally, the discrete Taylor series expansion can be derived quite directly from the one in the continuous setting, although attention has to be paid to the resulting geometrical conditions on the domain of the function, as described in Section 3. Next, in Section 4, we consider the convergence properties of the discrete Taylor series expansion. In Section 5 we describe under which conditions the given function is actually equivalent to the Taylor series expansion on the whole set. Finally, in the last section, we apply the theory of the discrete Taylor series expansion to the discrete delta function in one dimension and we study the link with Shannon sampling.
Preliminaries
Let R m be the m-dimensional Euclidean space, with orthonormal basis e j , j = 1, . . . , m. In the discrete Clifford setting we consider over this space a uniform lattice with arbitrary mesh width
So a Clifford vector x will only be allowed to show co-ordinates which are integer multiples of the mesh width h. We then introduce the traditional one-sided forward and backward difference operators ∆ ± j , j = 1, . . . , m, respectively acting on a function f as
h With respect to the Z m h -neighbourhood of x, the usual definition of the discrete Laplacian then explicitly reads
the notation ∆ * h referring to this operator being called the "star Laplacian", since it contains function values at the midpoints of the faces of the cube centered at x.
The discrete Dirac operator factorizing this star Laplacian is introduced using the so-called Hermitean setting. In this setting each basis element e j is split into two basis elements e + j and e − j , cf. [3, 4, 10] , and we consider the free algebra over {e Since e j = e + j + e − j , these conditions imply that e 2 j = +1, j = 1, . . . , m, i.e. the Clifford algebra has signature (n, 0). To introduce the Dirac operator, one then combines each difference operator, forward or backward, with the corresponding forward or backward basis vector:
Observe that indeed D 2 = ∆ * h , and that D → ∂ x as h → 0 (for a continuous setting with the choice e 2 j = +1, though).
Remark 2.1. It is also possible to factorize the Laplacian using central differences by considering the Dirac operator D = j e j ∆ j with ∆ j f (x) = f (x+e j )−f (x−e j ). However, then the Laplacian is given by
which only uses the even translations, and hence it is not so refined as when using the split e j = e + j + e − j . Another way out of this (see e.g. [9] ) is by using half-integers Z + 1 2 = {n + 1 2 | n ∈ Z}, which leads to a discrete theory in which 2 m grids are being used.
Considering the (commuting) difference operators ∆ ± j as lowering operators, we introduce, see [5] , the corresponding raising operators X ± j (j = 1, . . . , m) satisfying the "skew" Weyl relations:
which replace the classical Weyl relations holding in the continuous case for the partial derivatives and the vector variable. The operators X ± j mutually commute and they commute also with ∆ ± k for j = k.
The traditional vector variable corresponding to the Dirac operator then is replaced by the operator
of which the components X ± j are no longer independent, but interconnected by (3) . Next, the discrete Euler operator E, see also [5] , is defined by imposing the intertwining relation DX +XD = 2E + m which holds for the Dirac operator and the vector variable in the continuous Clifford case. This discrete Euler operator E is then easily seen to satisfy also the other usual intertwining relations with the Dirac operator and the vector variable respectively, i.e. DE = ED + D and EX = XE + X. The notion of homogeneity of a discrete polynomial is then defined as follows. (3), it is easily seen that ξ j and ∂ j satisfy the graded (anti-)commuting relations
However, the ξ j are mutually anti-commuting (ξ j ξ k = −ξ k ξ j ) as are the difference operators
Moreover, using the intertwining relation EX = X(E + 1), it directly follows that Eξ j = ξ j (E + 1), whence ξ k j [1] , i.e. natural powers of the operator ξ j acting on the ground state 1, are the basic discrete homogeneous polynomials of degree k in the variable x j , similar to the basic homogeneous powers x k j in the continuous setting. A closed form for these polynomials was obtained in [6] ; they are given by
for each n = 1, 2, . . . and j = 1, . . . , m.
Remark 2.2. Note that a 'discrete homogeneous polynomials' is not homogeneous in the classical sense, since the property ξ
A function defined on Z , and put
, with D the restriction of the Dirac operator to the hyperplane
called the Cauchy-Kovalevskaya (CK) extension of f , is the unique discrete monogenic function on Z In what follows we will use an alternative notation for the Fueter polynomials, which is introduced as follows. Let, as in the above definition, α = (α 2 , . . . , α m ) ∈ N m−1 , then we identify with α the k-tuple ( 1 , . . . , k ), with k = α 2 + . . . + α m . Here, the integers j ∈ {2, . . . , m} are such that j1 ≤ j2 when j 1 < j 2 and the number of times that i appears in ( 1 , . . . , k ) equals α i . We will then denote the Fueter polynomial V α also by V 1 ,..., k .
Taylor series expansion of f in the origin
Assume that the discrete function f is defined in a bounded set Ω ⊂ Z m h . Without loss of generality it may be supposed that Ω contains the origin. In this section, we examine if we can write f in the following form:
Letting act the multi-index finite difference operator ∂ k . . . ∂ 1 on both sides of this equation and evaluating the result in the origin directly reveals that λ 1 ,..., k should equal (∂ k . . . ∂ 1 f ) (0). We will thus consider the series expansion
which indeed, at least formally, can be seen as a Taylor series expansion of f , when interpreting
as the discrete counterparts of the continuous variables x 1 . . . x k , and the expressions ∂ k . . . ∂ 1 f as the discrete counterparts of the corresponding partial derivatives. In what follows we will determine under which conditions on f and on the domain Ω the series (7) can not only be formally written down, but will converge for all x ∈ Ω and, most importantly, will be equivalent to the original function f (x) on Ω.
Domain of f
In the discrete setting, partial derivatives are replaced by (forward or backward) difference operators, which implies that, theoretically speaking, in order to determine all finite differences ∂ k . . . ∂ 1 f (0) with k 0, the function needs to be defined on the whole of Z m h . However, from a pragmatic point of view, we can reduce the domain on which f needs to defined. Indeed, observe from the explicit expressions (4)- (5) that, for any point
whence it suffices to explicitly determine only those terms
Clearly, this observation imposes some conditions on the domain of the given function f , which will be further explicited below.
Conditions on the domain for a single finite difference
We first determine the necessary points required to calculate one single finite difference of the form
In order to determine ∂ j f (a), f needs to be defined on the points a + he j , a and a − he j . Surprisingly, since
j on f in a only requires the same three points, while for ∂ 3 j , we will need the values of f in two extra points: a + 2 he j and a − 2 he j . Thus, if we are interested in calculating
where the number of times that j appears in { 1 , . . . , k } is equal to α j (j = 1, . . . , m), i.e. we regroup the factors by their index. Then in order for ∂ 1 . . . ∂ k f (a) = ± ∂ α1 1 . . . ∂ αm m f (a) to be defined, f needs to be defined on the points:
where x is the smallest integer not less than x. Conversely, if f is defined on the m-dimensional rectangle {x : |x j − a j | j h} centered at a, where 1 , . . . , m are given natural numbers, then all
. . , m need to be explicitly calculated, f needs to be defined on
In conclusion, for each point x ∈ Ω we have to consider also the reflection of x with respect to all axes, and the function f has to be defined on the union of all resulting m-dimensional rectangular prisms.
Example 3.1. Let Ω be the depicted set at the left. In order to be able to write down, even formally, the series (7) in the point (2, 3), f has to be defined on all points of the rectangle centered at the origin which is depicted at the right.
Example 3.2. Let Ω be the depicted set at the left. Writing down the series (7) in each point of Ω requires that f is defined on the union of the two rectangles at the right.
On the other hand, when the function f is defined on the bounded set Ω only, then we will only be able to write down the series (7) for those points x ∈ Ω for which the corresponding m-dimension rectangular prism {y : |y j | |x j |} is contained in Ω.
Example 3.3. In the following examples, the series (7) is defined only in those points x which are circled.
Convergence of the series
We now adress the fundamental question of convergence of the series (7).
Consider a point x in Ω; on account of (8), the only non-vanishing terms ξ h for all j = 1, . . . , m. For any point x ∈ Ω the series thus reduces to a finite sum, whence its pointwise convergence is ensured for any x for which it is defined. However, the Taylor series expansion of a monogenic function in the continuous setting not only converges pointwise, but also shows so-called 'normal convergence'. For the discrete Taylor series expansion, we can prove a similar convergence theorem, which we will also refer to as 'normal convergence'. For this however, we first need an auxiliary result. Lemma 3.2 (Normal convergence). Consider a bounded subset K ⊆ Ω. Then, the terms of the multiple power series being ordered in an arbitrary way for a single summation index j, it holds that
Proof. Lemma 3.1 states that there exists a natural number N K s.t. ξ 
Now, we choose an ordering of the terms of the multiple power series. Considering the finite number (say r) of elements ξ 1 . . . ξ k with k N K , let us denote the respective places on which these elements appear in the ordering by s 1 , . . . , s r . Then it holds that
Convergence of the derived series
When considering a given discrete function f , we also need to be able to determine the action of one or more co-ordinate finite difference operators ∂ j on it. When this discrete function is given in the form of a Taylor series expansion, we thus need to be able to consider the 'derived' series. However, this has some consequences on the conditions imposed on the domain Ω, as we will see below.
Domain of the derived series
The action of the finite difference operator ∂ j on (7) in an arbitrary point x ∈ Ω yields
where only the terms ξ h + 1 are defined. In order to evaluate the derived series (9) in the point x ∈ Ω, the function thus needs to be defined on
If we want to consider the derived series (9) on the whole of Ω, the function f thus needs to be defined on the following set of points around zero:
With the application of each additional finite difference operator ∂ j , f must be defined on an extra set of points in the j direction.
Since, again, for every point there only remain a finite number of terms, any derived series will thus converge both pointwise and normally, wherever it is defined.
Equivalence of discrete functions
At this moment, we only can say that, if the discrete function f can be written in the form of a Taylor series expansion, it has to be the series (7). However, we still explicitly need to check that f and (7) are equivalent in Ω.
We will show this by considering "a sufficient number" of finite differences of both functions in an arbitrary point x in Ω and showing that those finite differences are equal, from which the equivalence of the two functions will follow. To this end we formulated some technical auxiliary results, lemma A.1-A.3, given in the appendix. The main result of this section then reads as follows. 
then f is zero on the whole rectangle {y :
Having now established conditions under which we may conclude the equivalence of two discrete functions, we will apply these conditions to a discrete function f and its Taylor series expansion g, (7). The function f is, as before, defined on the bounded set Ω, containing the origin, submitted to the geometric condition that {y ∈ Z m h : |y j | |x j |} ⊆ Ω, ∀x ∈ Ω On account of the above results, the function f and the corresponding series g will be equivalent on Ω, if it holds, for all x in Ω, that
Rewriting the Taylor series expansion as
it may be checked by direct calculation that this condition indeed is fulfilled, whence any discrete function f will be equivalent to its Taylor series expansion, in all points were this Taylor series expansion is defined.
To conclude this section, it is worth observing a few differences with the continuous setting:
(i) In the discrete setting, the order of the co-ordinate difference operators appearing in the Taylor series expansion is not random. Switching two co-ordinate difference operators in a term of the series influences the sign of that term, since these co-ordinate difference operators anti-commute.
(ii) In [1, Chapter 2.11.3], one obtains the Taylor series expansion of a real-analytic function by splitting this function into its real-valued components and expanding each component into its separate Taylor series expansion, which are then recombined. In the discrete setting, it makes no sense to first split the function f into its components, since these are then combined with ξ 1 . . . ξ k , which are not scalar.
(iii) There are no conditions on the function f in order for the Taylor series expansion to be defined, unlike the continuous setting, where the function needs to be real-analytic.
The Taylor series expansion of a discrete monogenic function
We already mentioned, see Definition 2.2, that the so-called Fueter polynomials V 1,..., k , j ∈ {2, . . . , m}, constitute a basis for the space M (m) k of discrete spherical monogenics of degree k.
In the continuous setting it has been possible, see [1, Chapter 2.11 (Theorem 11.3.4)], to rewrite the Taylor series expansion of a monogenic function in terms of the Fueter polynomials, which constitute a basis for the space of spherical monogenics. It thus is a logical question to examine whether we may also rewrite the discrete Taylor series expansion of a discrete monogenic function in such a way that the discrete Fueter polynomials appear.
For any discrete function, grouping the terms of its Taylor series expansion, we already may rewrite it in the following form:
where P k f (x) stands for the discrete homogeneous polynomial of degree k, given by
Considering (10) as a series of polynomials it is clear that the corresponding series of numbers
is convergent, for each bounded set K ⊂ Ω. Similar properties clearly hold for any of its 'derived' series as well, provided that these are defined.
From now on we assume that f is left discrete monogenic. We first prove an auxiliary result.
Lemma 3.3.
Let Ω be a bounded set containing the origin such that, for all x ∈ Ω the corresponding rectangle {y : |y j | |x j |} ⊆ Ω, and let f be defined on the set x∈Ω {y :
If f is left discrete monogenic in Ω, then for each k ∈ N the polynomial P k f , (11), is a discrete spherical monogenic of degree k.
Proof. By the condition imposed on Ω, the Taylor series expansion of the discrete function f is defined and equivalent to f in Ω, i.e. (10) holds for all x ∈ Ω. Furthermore, the assumption that f is defined on the set (12) , ensures that we can consider the action of the Dirac operator D on
The resulting polynomial D (P k f ) is discrete homogeneous of degree k − 1, whence we can write it in terms of the standard discrete homogeneous polynomials
with, for the moment, unknown coefficients λ α1,...,αm . In order to conclude that P k f is monogenic, it thus suffices to prove that all λ α1,...,αm equal zero. To this end, take β = (β 1 , . . . , β m ) with β = k − 1, and consider the differential operator ∂ When evaluated at the origin, this equality reduces to 0 = β 1 ! . . . β m ! λ β1,...,βm . As β was arbitrarily chosen, all coefficients λ β1,...,βm with β = k −1 indeed are zero, whence P k f is discrete monogenic.
The main result of this section then reads as follows.
Theorem 3.2.
Let Ω be a bounded set as in Lemma 3.3 and let the function f be defined on the set (12) . If f is left discrete monogenic in Ω, then f can be developed into a convergent series of spherical monogenics as follows:
Moreover, any derived series (whenever it is defined) is normally convergent in Ω to the corresponding 'derivative' of f , i.e., if j denotes a single summation index, the terms of the multiple power series being ordered in an arbitrary way, then for each bounded K ⊂ Ω and each multi-index
Proof. The imposed conditions on Ω ensure that the Taylor series expansion of f is defined, and can be written in the form (10) , where, on account of the assumed discrete monogenicity of f and Lemma 3.3, the polynomials P k f (x) are (left) discrete spherical monogenics of degree k. Now, in general, a discrete spherical monogenic Q k of degree k can be expanded in terms of the Fueter polynomials of degree k [7, Lemma 5], more precisely:
where repetitions of the j are allowed, but where every k-tuple ( 1 , . . . , k ) only appears once in the sum. In the case of the polynomials P k f (x) this becomes
, from which the expansion (13) follows.
Remark 3.1. We may also consider the series
meaning that we do not group the terms according to k. Now, if N Ω is the natural number from Lemma 3.1, such that for all x in Ω and all multi-indices |α| N Ω we have ξ α1 1 . . . ξ αm m [x] = 0, then we also have that V 1,..., k (x) = 0 for all x ∈ Ω and for all k N Ω . So both in the series (13) and in the above series, there are only a finite number of non-vanishing terms, implying that both will converge pointwise as well as normally on Ω.
Series of discrete spherical monogenics
The previous results have revealed that every discrete monogenic function may be expressed in terms of the discrete Fueter polynomials.
On the other hand, series of discrete spherical monogenics may in turn be related to discrete monogenic functions, as stated in the following theorem.
Theorem 3.3 (Converse of Theorem 3.2).
Let Ω be a bounded set as in Lemma 3.3. If the series of discrete spherical monogenics
is defined on the set (12), then it represents in Ω a (left) discrete monogenic function f . Moreover, it then precisely is the Taylor series expansion about the origin of this function f in Ω.
Proof. First of all, the series (14) converges to a function f on the bounded set Ω, in view of Lemma 3.1. Since moreover this function f thus is defined on the set (12), we can consider the action of the Dirac operator on it in all points of Ω. Clearly this action yields zero, since the series reduces to finite sum of discrete monogenic terms. Hence the function f indeed is discrete monogenic, whence its Taylor series expansion may be written as:
The action of the finite difference operator ∂ k . . . ∂ 1 on both sides of the resulting equality (14) indeed coincides with the Taylor series expansion of f .
Taylor series expansion about a general point
Given a discrete function f defined on a set Ω, we clearly are not limited to expanding f into a discrete Taylor series expansion about the origin exclusively; any point contained in Ω may qualify, under some geometric conditions. So, let the point a ∈ Ω be such that for all x ∈ Ω the corresponding set {y : |y j − a j | |x j − a j | , j = 1, . . . , m} entirely belongs to Ω. Then consider the translated set Ω = {x − a | x ∈ Ω} = {y | y + a ∈ Ω} and associate to any discrete function f defined on Ω the discrete function f on Ω by f (y) = f (y + a) for all y ∈ Ω , or equivalently, f (x) = f (x − a) for all x ∈ Ω. The Taylor series expansion of the function f in Ω is well-defined, namely
for f defined on Ω. If moreover f is (left) discrete monogenic on Ω, then its Taylor series expansion about a general point a can also be rewritten by means of the Fueter polynomials:
5 Taylor series expansion of the discrete delta function in one dimension
As an illustrative example, we apply the theory of discrete Taylor series expansion to the discrete delta function in one dimension on the standard grid (h = 1):
where we have denoted e 1 ≡ e, and we will, likewise, also drop the subscript 1 in all other notations. For all j ∈ Z, δ j is defined on the whole of Z; we may thus also consider the Taylor series expansion of δ j on the whole of Z. It is given by
In order to determine the values ∂ δ j (u) u=0 we use the following result, which is obtained by direct calculation.
Lemma 5.1. For all k ∈ N, we have that
We will now examine the results (16)-(17) carefully, in view of their evaluation in the origin.
First consider (17). We will have to distinguish between j > 0, j = 0 and j < 0. The first term of ∂ 2k+1 δ j includes δ j−k−1 , . . . , δ j+k , while the second term includes δ j−k , . . . , δ j+k+1 . Hence, for positive j, ∂ 2k+1 δ j contains δ 0 in the first term when j k + 1 and in the second term when j k. Clearly, all ∂ 2k+1 δ 0 contain δ 0 . For negative j, the first term contains δ 0 if k |j| and the second term contains δ 0 if k + 1 |j|. Next, consider (16). Here we note that ∂ 2k δ j includes δ j−k , . . . , δ j+k , hence it contains δ 0 when |j| k. In conclusion, we have the following:
Substitution of these values in (15) yields the explicit form of the discrete Taylor series expansion of the delta function. This is the subject of the following theorem.
Theorem 5.1 (Taylor series expansion of δ j ). For j > 0, the Taylor series expansion of the corresponding delta function is given by
while for j < 0 it is given by
Finally, for j = 0 we have
Example 5.1. By direct calculation one can easily check that
6 Application: the sampling theorem
In 1948 and 1949, Claude E. Shannon published two papers [11, 12] in which he stated the socalled 'sampling theorem' for lowpass functions, which plays an important role in the information theory, as a connecting link between continuous-time and discrete-time signals. In the first paper of Shannon [11] , the theorem ('Theorem 13') is formulated as follows.
Theorem 6.1. Let f (t) contain no frequencies higher than W. Then
The theorem thus states that if a function contains no frequencies higher than a given W cps (cycles per second), then it is completely determined by giving its ordinates at a series of sampling points spaced 1 2W seconds apart, a fact which is common knowledge in the communication art. Intuitively, one can say that if a function f (t) contains no frequencies higher than W , it cannot change to a substantially new value in a time less than one-half cycle of the highest frequency, i.e. In this section we will demonstrate the link between this decomposition and the decomposition of a discrete function f by means of discrete delta functions.
Continuous expansion of a discrete delta function
A discrete function f (x) in one dimension clearly is completely determined by its values in the integer points n, whence it can be written as
We will now establish a link between the discrete delta functions δ n and the continuous sinc functions, evaluated in equidistant sampling points (the integers).
Starting from the Taylor series expansion of δ 0 , we define a continuation of δ 0 to R:
We prove that this function converges for all x ∈ R to sin(πx)
πx , which can then be regarded as the continuous expansion of the discrete delta function. We first show that the series (19) equals
We then invoke the Weierstrass factorization theorem in complex analysis, which asserts that an entire function can be represented by a product involving its zeroes. A corollary of the Weierstrass factorization theorem states that When we introduced the ξ's, we made the choice to let them satisfy ξ k [1] (0) = 0, for all k. Thus, when we consider all continuous functions (defined on R) which have the same function values in the integers, we have made a choice for one of these functions to be considered special. It would thus follow that the "special" continuous function which, on the integers, has the same values as the discrete delta function, would be the sinc function sin(π x) π x . Sampling a continuous function f thus is nothing else then restricting f to the grid, decomposing it into discrete delta functions and subsequently expanding it again to the whole of R:
sin(π(x − n)) π(x − n) Remark 6.1. When we consider the discrete delta function on a general grid Z 
Conclusions
In this paper, we established a Taylor series expansion theory for discrete functions. We considered convergence properties of the discrete Taylor series expansion and examined the equivalence of this Taylor series expansion and the original function. As an example, we applied the theory of the discrete Taylor series expansion to the discrete delta function in one dimension and showed the link with Shannon sampling. since all other function values occurring in the involved finite differences are assumed to be zero. Next, we again consider (21), now taking for one fixed, but arbitrary j ∈ {1, . . . , m} the corresponding exponent α j = 2 Step 4 (left) and step 5 (right).
