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We study the approximation and integration problems for r times continuously 
differentiable scalar functions, based on noisy observations of the values of the 
function or its derivatives at n points. The noise corresponding to each observa- 
tion has normal distribution with variance u2. We consider the average error with 
respect to the noise and r-fold Wiener measure on the function space. We show 
that for r = 0 the nth minimal error is asymptotically equal to l/6 + p(u2/ 
(4n))r4 for the function approximation and 1/(2X&) + qa/& for integration, 
where l/X6 5 p, q 5 1. For both problems the optimal sample points are equidis- 
tant. For r s 1 the corresponding nth minimal errors are proportional to n-f’+‘@ 
i- a/6 and n++‘) + a/&. 0 1992 Academic Press. Inc. 
1. INTRODUCTION 
The purpose of this paper is to establish results on optimal function 
approximation and integration on the space F, of r-times continuously 
differentiable scalar functions. Available information consists of noisy 
observations of the function values or its derivatives at n points. The 
noise coming from each observation has normal distribution with known 
variance o*. We study the average case setting described in Traub et al. 
(1988). The a priori measure w’ on the function space is assumed to be the 
classical Wiener measure placed on rth derivatives. 
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Many authors analyzed the above problems assuming that the noise 
does not exist, which corresponds to the case o2 = 0. The partial list of 
publications includes Suldin (1960). Lee (1986), Lee and Wasilkowski 
(1986), Novak (1988), Papageorgiou and Wasilkowski (1990), Ritter 
(1990), and Woiniakowski (1990). It is known that in the exact informa- 
tion case the nth minimal error is proportional to n-(‘+“*) for function 
approximation and to n-(‘+i) for integration. 
The minimal errors for approximation of an arbitrary linear and contin- 
uous operator in the “noisy” case were studied in Plaskota (1990). It was 
assumed that observation of any linear and continuous functional L is 
allowed and the variance of the corresponding noise is equal to 
UL 
2 = m2. 
I F” L2(f) w’w-1, (1.1) 
where o* is a global parameter. In that model any function can be approxi- 
mated with the nth minimal error proportional to l/V% + (T In n/V%, for 
r = 0, and K(‘+“~) + a/V%, for r 2 1. For the integration problem the 
minimal error is proportional to o/X&, no matter what r is. Observe that 
in the presence of noise the nth minimal error cannot tend to zero faster 
than o/V%. Since the results of Plaskota (1990) provide lower bounds, 
this speed of convergence also cannot be beaten for the noise analyzed in 
the present paper. 
The contents of this paper and its main results are the following. In 
Section 2 we define the function approximation and integration problems, 
and state some preliminary results. In Section 3 we analyze the case Y = 0. 
We first show in Subsection 3.1 formulas for the covariance kernel func- 
tion of the conditional distribution with respect to noisy information, as 
they play a crucial role in our analysis. The upper bounds on the nth 
minimal errors are obtained in Subsection 3.2 by considering information 
with equidistant sample points, for which the errors are asyptotically 
equal to l/V% + (~~/4n)i’~ for function approximation and 1/(2X&z) -t 
(+/fi for integration; see Theorem 3.2.1. It turns out that these error 
levels cannot be essentially improved and therefore they are optimal; see 
Theorem 3.3.1 and Corollary 3.3.1 of Subsection 3.3. More precisely, for 
r = 0 the nth minimal error is asymptotically equal to 1/(6n) + ~~(a*/ 
(4n))‘” for function approximation and 1/(2X&r) + 4,&G for integra- 
tion, where l/fi % p,, , q,, I 1. 
The case r 2 1 is considered in Section 4, where we show that the nth 
minimal error is in this case proportional to n-(r+1’2) + (T/A& for function 
approximation and n- cr+ *) + a/V% for integration (Theorem 4.1). For (i > 
0 these error levels can be achieved for information consisting of rth 
derivatives obtained at equidistant points. We note also that adaptive 
information is for both problems not more powerful than nonadaptive 
information. for all r 2 0. 
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It is not difficult to see that the same results (up to constants) about the 
nth minimal errors can be obtained when the noise is given by (1.1). This, 
together with Plaskota (1990), leads to the rather surprising conclusion 
that for the approximation of continuous functions, r = 0, with the noise 
(1.1) and u2 > 0, the class of standard information is much less powerful 
than the class of information consisting of arbitrary linear and continuous 
functionals. 
2. PRELIMINARIES 
For a nonnegative integer r, let F, be the Banach space of functions 
F, = {f E W([O, 11) : f(0) = f’(0) = . . . = f”‘(0) = 0}, 
with the norm 
llfll = max If%>l. 0=x51 
We equip F, with the r-fold Wiener measure w’; i.e., 
w’(B) = w({f”’ : f E B}) 7 V’B - Bore1 set of F,, 
where w = w” is the classical Wiener measure (called also the Brownian 
motion) on the space of continuous functions f E F = FO with f(0) = 0. 
Recall that wr is a special instance of the Gaussian measure and it is 
uniquely determined by mean zero and covariance kernel function Kr : 
w, II2 + R 
K'(s,t) = j-f(s)f(r) w'(df) = G-V2 
I ; (s - 4; (t - u); du, oss,ts 1. (2.1) 
The function approximation operator is defined as 
APP : F, --f ~52([0, 111, APPW = .f, Yf- E Fr, 
while the integration operator is given by 
Int : F,+ R, Int(f) = Ji f(x) dx, V’f E F,. 
304 L. PLASKOTA 
Let S be the approximation or integartion operator, S E (App, Int}, and 
let G denote the range space of S. Our aim is to construct a “good” 
approximation to S(f), for f E F,. We assume that the only a priori 
knowledge about f is that it is an element of the space F,. We can, 
however, observe noisy values offor its derivatives at arbitrary points. 
More precisely, when attempting to obtainf@)(t), where 0 I k I r, 0 I t zs 
1, we observe z = f@)(t) + x, where the noise x is the zero mean random 
variable with normal distribution and known variance c2. 
An approximation U(f) E G to S(f) is constructed as follows. We first 
observe (independently) noisy values ti off@i’(tJ, 1 4 i I n, and then we 
set U(f) = 4(z), where 4 : [w” * G is some transformation, z = [ZI , . . . , 
z,]. The quality of such an approximation is measured by the average 
behavior of the error /S(f) - U(f)/12; i.e., 
ew, $5 N) = ((, i,. IIW) - $(z)((2 7TN.#ZIf) w’cdf))“*, (2.2) r 
where N : F + UP is the information operator, 
NW = U-‘k”(td, f(kW >. * .? .Pw”N 3 W-E Fr, (2.3) 
and 7~~,J*/f) is the n-dimensional Gaussian measure with mean N(f) and 
covariance matrix u2Z. 
For a given operator S E {App, Int} and variance a2, we are interested 
in the minimal average error (2.2) using n noisy observations; i.e., 
eL(S, n) = inf eL(S, 6, N), 
AN 
(2.4) 
where the infimum is taken over all 4 and information operators N of the 
form (2.3). 
We now recall some general results about approximation of linear and 
continuous operators in the average case setting, which will be helpful in 
our analysis. 
Let S E {App, Int}, the variance v2, and the information operator N of 
the form (2.3) be given. Then the minimal error (2.2) with respect to 4, 
ek(S, N) = min e;(S, 4, N), (2.5) 
4 
is attained at d* such that 
6*(z) = S(m(z)) vz, E R”, (2.6) 
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where m(z) E F, is the mean of the conditional measure w $J,~(. , z) on F,. 
with respect to the observed vector z. Furthermore, 
exs, Iv = (I& JlW)l12 w’N.,w))“z> (2.7) 
where w h,. = wL,~(* 1 0); see, e.g., Traub er al. (1988) and Plaskota (1990, 
1992). 
Let Kh,, : [O, I] 2 + R denote the covariance kernel function of the 
conditional measure w;Lr,,(.]z) (Kh,U is independent of z); i.e., 
IG,&, r) = I, (f(s) - m(z)(s)) (f(t) - m(z)(t)) W’N,AdflZ) 
= I F,f(sM~) dhA!!) 0 4 s, t I 1. 
Applying now (2.7) and the Fubini theorem we obtain that 
(eL(App, N))2 = I,, (1: f2(x) dx) W!V,~(&) 
= 
and that 
= (2.9) 
= 
II ; ; Kk,,(s, t) ds dt. 
Hence, the problem of finding the nth minimal error (2.2) can be re- 
duced to minimizing (2.8) for function approximation and (2.9) for integra- 
tion, over the set of information operators (2.3). 
3. THE CASE OF THE CLASSICAL WIENER MEASURE, r = 0 
In this section we analyze the case r = 0. That is, FO is the space of 
functions f : [O, l] + R which are continuous and vanish at zero. The 
measure w” is the classical Wiener measure w, with covariance kernel 
function given by 
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K(s, t) = KO(s, t) = min{s, t}, O~S,l% 1 (3.1) 
(compare with (2.1)). Any information operator is now of the form 
N(f) = [f@Af@zL . . . ,f(fn)lt Vff= Fo, (3.2) 
where 0 s tj I 1, 0 I i 5 n. We assume, without loss of generality, that 
ti’s are ordered; i.e., 0 = to 5 tt I . . * I t, 5 1. 
We first show an explicit formula for the mean m(z) in this case. To this 
end, recall that for the correlation operator C,. : F* * F of the Wiener 
measure and for any functional L, of the form L,(f) = f(t), V f E F, we 
have (C,,(L,))(s) = min{s, t}. Using this and the general formulas from 
Plaskota (1992, Lemma 2.1) we find that the mean m(z) is given in the 
following way. Let p = [p, , . . . , P,J E R” be the solution of the linear 
system 
(MN + dZ)p = z 
with matrix 
MN = [min{?i , tj}]Fj= 1. 
LetYo=OandYi=G-a2pi, 1 lirn.Then 
i 
Yi-10; - f> + Yi@ - fi-1) 
(m(z))(t) = t; - t;-1 
if t;-1 5 t < ti, 1 5 i 5 n, 
YTl, if 1, 5 t 5 1. (3.3) 
Hence, m(z) is the linear spline interpolating data {Yi}~zo at the points 
{ ti}?=o. The numbers yi are obtained by smoothing the original data { zi}y=, . 
From the above and (2.6) we now obtain that for function approxima- 
tion the optimal 4* is given by 
4*(z) = m(z), v.7, E BP, (3.4a) 
while for integration we have 
$*(z) = j-d m(z)(t) dt 
= i $ (ti - ti-t)( yi-1 + YJ + yn( 1 - tn), 
r-l 
v Z E R”, (3.4b) 
where y is as in (3.3). 
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3.1. Conditional Covariance Kernel 
In this subsection we show the formulas for the convariance kernel 
function of the conditional distribution of the classical Wiener measure, 
with respect to the information operator (3.2) and variance (T* z 0. 
It is known that in the exact information case, (T = 0, the conditional 
distribution wN,J.Iz) is a connection of the so-called Brownian bridges 
and a Brownian motion (see, e.g., Ritter (1990)). Its covariance kernel is 
given by 
KN,o(s, t) = K,v.o(f, s) (S - ti-I)(tj - t) 
zz ti - t;- , , if ti-1 % S 5 t < ti, 1 5 i 5 n, 
s - tn, ift,ISStS 1, (3.1.1) 
0, otherwise. 
It turns out that in the “noisy” case the conditional distribution can be 
interpreted in a similar way. To show this, we first define sequences 
{d%o y {c$=o~ {d,)So7 and {bi}y=l, as follows: 
a0 = CO = 0, 
i 
U*(t; - ai-1) 
ci = U* + (ti - Ui-1)’ 
ai = ti - C’ I7 i=l,2,. . .,n. 
4, = c,, 
(ti - ai-])* 
bi = ai- + (ti - ai-,) _ di’ 
dieI = (ti-1 - ai-l)(bi - ti-1) 
bimai-, , i=n,n- 1,. . .,l. 
(3.1.2a) 
(3.1.2b) 
(To make these and the next formulas well-defined for all (T’S and ti’s we 
use the convention that O/O = 0.) Note that the numbers bi, bi L ti, are 
defined in such a way that for the parabola 
p.(t) = (bi - t)(t - ai-1) 
I 
bi - ai- 
we have pi(ti-1) = di-1. If information is exact, (T = 0, then aj = bi = ti, 
while for CT > 0 we have 
0 5 ai- s ti-1 5 ti 5 bi, lliln. 
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We are now ready to show the main result of this section. 
THEOREM 3.1.1. The covariance kernel function KN,~ is given by 
s - a,, t,5s5t51, 
(S - ai-l)(bi - t) 
’ tj-1 5 S % t 5 ti, l%irn, = b; - a;-] 
where ai, 0 I i 5 n, and bi 3 1 5 i I n, are defined by (3.1.2a,b). 
Proof. We start the proof with the following observation. Let ,u be a 
Gaussian measure on F0 with covariance kernel RO. Let L(f) = f(u), V~-E 
FO, where 0 5 u 5 1. Then the conditional distribution of p with respect to 
information operator N = L : F0 + I?! and variance (+* is Gaussian with 
covariance kernel 
RI@, t) = Rob, t) - Rots, u> Ro(t, u) Ro(z.4, u) + cr* ’ ass, t5 1. 
Indeed, from the general formulas for conditional distributions of Gaus- 
sian measures, given in Plaskota (1990, 1992), it follows that 
Rl(S, t) = Rob, 0 - MRo(s, u)>)(t), 
where (m(t))(t) = ((r* + Ro(u, u))-i Ro(t, u)z, Vz E R, 0 I t 5 1. Hence, 
(3.1.3) follows. 
We now use (3.1.3) to prove the theorem by induction with respect to 
the number of observations n. Clearly, the theorem holds for n = 0. 
Assume that the theorem holds for some IZ, n 2 0. We shall show that it 
holds also for any information operator consisting of n + 1 function 
values. 
Ndf) = uw, . . . ,f(tn),f(tn+,)l, 
0 5 tl 9 . . . 5 tn+, 5 1. That is, we show that the function R2 : 
lo, II2 * R 
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RZ(S, 0 = R2(f, 8) 
s - &+1, 
(S - tii-l)(6i - t) 
= 
1 - 
t n+15S%tl 1, 
6-a’i-l ’ ti-l%SSt5tiy lSiSn+l, i 
r, 1 :,I: R2(fi, t), ti-1 5 S 5 ti I t, 1 5 i I n + 1, 
‘ I 
where {cii}r=‘d and {b$:/ are defined by (3.1.2a,b) for information operator 
IV,, is equal to the convariance kernel R, of the measure wN1 (T. To this 
end, let the information operator 
and let R. be the covariance kernel of w~,~. Then, of course, (3.1.3) is 
valid with u = t,,+, . Furthermore, 
di = Ui, O%iln. (3.1.4) 
We have three cases: 
Case 1. tn+l 5 s 5 t I 1. Then from (3.1.3), (3.1.4), and the inductive 
assumption we get that 
R,(s, t) = (s - a,) - ,2(;+;t;,a”b ) 
u2(t,:1 - an; 
CT2 + (fn+l - a,> I 
= s - &,+I = R2(s, t). 
Case 2. ti-1 5 s 5 t 5 tit 1 5 i 5 n + 1. TO show that for such S, t 
R~(s, t) = R,(s, t), we use induction on i, i = n + 1, n, . . . , 1. For i = n + 
1 we have 
R,(s, t) = (s - a,) - 6 - arat - a,) 
u2 + (tn+l - a,) 
=(s - am2 + tn+ I - t> = (s - &)(&I+1 - t) = R (s t) 
u2 + tn+l - a, 6 - 
2,. 
n+l - a, 
Suppose that 1 5 i 5 II. Then, from (3.1.3) we obtain 
R,(s 
7 
t) = (s - Ui-l)Cbi - t, _ (S - Ui-l)(f - Ui-I) 
bi - Ui-1 (t - Ui-f)2 
@(fi, tn+l) 
u2 + Ro(&+I, fn+d 
(3.1.5) 
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R,(ti t,) = (fl - Q-N% - fi) _ Mti7 tn+l) 
3 I 
bi - Ui-1 tT2 + Ro(b+,, fn+l)' 
(3.1.6) 
On the other hand we have 
Rl(ti t,) = (bi+l - tiNti - 4) = (bi - ri)(ti - Cl) 
9 I bi+l - tii &i-U.-] ’ 
(3.1.7) 
Combining (3.1.5.-3.1.7) and providing some elementary calculations we 
finally get 
R,(s 
9 
t) = (S - ai- l)(bi - t> + (S - ai- l)(t - ai-11 
bi - Ui-1 (ti - Ui-1)' 
X 
[ 
(ti - Ui-l)(bi - ti) (hi - ti)(ti - Ui-1) 
- bi - Ui-1 6, - ai- l 
= . . . . . 
= Cs - Qi-1)(6i - f) = R2cS tj 
r 7 * 
bi - Ui-1 
Case 3. ti-1 5 s I ti I f, 1 I i 5 n + 1. In this case 
RI@, 0 = ;, I ",r_' RO(fi, t) - 
(S - ai-l)RO(li, tn+l) ROOT &I+,) 
I II .ti - Ui-l u2 + Ro(tn+l, &I+,) 
This completes induction on n and the proof of the theorem. n 
Remark 3.1.1. We assume that each value f(ti) in information N is 
observed with the same variance cr2. One may consider a model in which 
f(ti) is observed with variance cr!, where oi’s are possibly different. It is 
easy to verify that in this case Theorem 3.1.1 remains valid provided that 
c2 is in the formulas (3.1.2.a) replaced by u!. H 
3.2. Equidistant Points 
In this subsection we consider information consisting of function values 
at equidistant points for the function approximation and integration prob- 
lems. This will provide upper bounds on the nth minimal errors et(App, n) 
and ez(Int, n). Such information is of practical importance, since obtain- 
ing function values at equidistant points is, as a rule, much easier than 
obtaining them at any other points. 
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Let the information operator NE : Fo + [w” be defined as 
No,(f) = Lf(t:),f(t:), . . . 3 f(fn*)l, Yf E Fo, (3.2.1) 
where tf= iln, 1 I i 5 n. 
For two sequences we write (Y,, = j?,, iff lim,,, CY,,/&, = 1. 
THEOREM 3.2.1. We have 
(4 &@PP, Ni> 
(b) et(Int, NO,) = ---& + (c,‘“. 
The proof will be based on the following two lemmas. Let the se- 
quences {CT}& and {di*}&, be defined by (3.1.2a,b) for the information 
operator NO,. That is, 
co*=o, c$= u’(ci*-, + I/n) 02 + cj”-, + l/n’ lrirn, 
d,* = c,*, di*_, = d? (c~~,c~11,n)2 + ci*_l’n ci*-, + l/n’ 
nri>l. 
LEMMA 3.2.1. (i) 
(ii) Let 0 < (Y < and K > a/(1 - (r2). Then, for suficiently large n, it 
holds that 
Proof. Observe that the function 
&TX) = 
u2(x + l/n) x2 + xln - cr21n 
u2 + x + l/n - x = - cr2 + x + l/n ’ x 2 0, 
is decreasing and attains zero at 
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Moreover, if 0 % x < g, then x + t(x) < g. Hence, the sequence {CT} is 
increasing and CT < g < ~n-“~, Vi 2 0, which proves (i). 
To show (ii) observe that for cf < h < g we have 
s-l s-l 
c: = 2 cj*+, - cj* = 2 gYci*> 2 s&s*) 2 s&h). 
j=O j=O 
Hence, for any 0 < h < g and s z 0, 
c,* 2 min{h, s[(h)} = min 
I 
h, - 
s(h2 + (l/n)/h - cr2/n) 
v2+h+ l/n * 
(3.2.2) 
Setting h = ~~vrz-‘/~ we get from (3.2.2) that the inequality c,+ 2 (YCTIZ-~‘~ is
satisfied for 
i p cru~(1 + a/(ulh) + l/(&z)) ~ (Y 
l- a2 - alafi 1 - CY2 uvx. 
Hence, (ii) follows. w 
LEMMA 3.2.2. (i) Let 0 < Q < 1 and K > &(I - a2). Then, for 
sufjciently large n, 
(ii) Let p > 1 and L > - fln(P - 1). Then, for suf$cientfy large n, 
Proof. Let 
Ai = ( CT )*, Bi = @In 
cT + l/n cT + l/n’ 
OIiSn. 
Let (xl be such that (Y < (~1 < 1 and a/(1 - a2) < al/(1 - a$) < K. Then, 
due to Lemma 3.2.1, we have that for large n and i 2 KvV’k CT 2 ap/ 
6. Hence, for such an i and n, 
dr = Aidi+, + Bi 2 Adi*+1 + B 
n-i-l 
> . . . ?A”-id;+B 2 A.i=A”-i 
j=O 
c:-L)+L 
1-A 1 -A’ 
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where 
Since CT = a/V5 and 
B fflU 2 + 2cqcTvTl -=- ffP 
1-A 2~‘1+2cY,a~=2~ 
(i) is proved. 
To show (ii), let 
Then, due to Lemma, 3.2.1 (i), we have A; 5 C and Bi 5 D Vi. Hence, 
d,+ 5 C’ ( d$ - “-) + -J- 1-c 1-c 
U 2+2ufi *+ 
%z-l’1+2ufi ( l $Jf (1 + &r2i)* 
Since for i 2 Lufi is 
( l+,k -1 
-2i 
I e-2L < p - 1, 
then (ii) follows. n 
We are now ready to prove the theorem. 
Proofofthe Theorem. Using (2.8), (2.9), and the formulas (3.1 .I) we 
easily obtain that 
e! (APP, NE) = & 
and 
1 
et (Int, NO,) = - 
2tin ’ 
which proves the theorem in the exact information case, u = 0. 
314 L. PLASKOTA 
Suppose that (T > 0. Let R denote the covariance kernel function of the 
conditional measure wNO D. 111 From Theorem 3. I. 1 it follows that for tf~, I 
t 5 tT we have 
min{d,?l, d?} I R(t, t) 5 max{d,?, , di*} + k. (3.2.3) 
Consider first the approximation problem. Let 0 < (Y < 1 < /3 and K, L be 
as in Lemma 3.2.2. Then, using (2.8) and (3.2.3), we obtain that for 
sufficiently large n 
(et(App, Nf))’ = (:-‘“‘G-“” R(t, t) dt + /,‘,,i,-,,,j R(t, t) dt 
(3.2.4) 
On the other hand. 
2 (3.2.5) 
Since (3.2.4) and (3.2.5) hold for arbitrary LY and /3 satisfying 0 < (Y < I < p 
then (a) follows. 
We now turn to the integration problem. Let 0 5 s % I 5 1, tj*-, 5 s I 
tj+, ti*-, I t I ti*, 1 rj I i 5 n. Then, due to Theorem 3.1.1, we have 
R(s, t) 
I 
s - uj*-, 
t - aI51 . RO, t), 
s - aj*-1 tf?, - ai*-, = 
t,* - a,? I t - ai*-, - R(t, t), ifj=i+ 1, 
s - uj*-1 . t$L, - ai*- 
. I-I&;+, 
tk*-, - at-, tj* - uj - 1 t - a$, tf - 4-l . R(t, t), otherwise, 
(3.2.6) 
where the sequence {a~)~~0 is defined by (3.1.2a) for information operator 
NE. From Lemma 3.2.1 (i) it follows that 
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tf+ - a? Ci* 
tj”+, - ai* = cl + l/n 
“y= 
(TV% vi 
1+cfi * 
(3.2.7) 
Using (3.2.3), (3.2.6), (3.2.7), and Lemmas 3.2.1(i) and 3.2.2(ii) we get 
that for p > 1 and L > -a ln(p - 1), for sufficiently large 12, 
R(S, t) 5 +-I R(t, t) 5 y(*-s) 
Hence, for large n, 
(et(Int, No,))* = 2 1: I,’ R(s, t) ds dt 
Since 
1 1 -= 
n*n l/y nln(1 + l/(gVQx% 
and y”-L”Y;n- I --, 0, as n ---, +CQ, then 
(*)Jg+~J$, 
which gives the upper bound on et (Int, NO,). To show the lower bound, 
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we use Lemma 3.2.l.(ii) and Lemma 3.2.2(i). Let 0 < (Y < 1 and K > cr/(l 
- (Ye). Then, for sufficiently large IZ, we have 
and 
From this and (3.2.6) we obtain that for large 12 
R(s, t) 2 a”(f-d = 
2G’ 
and, as a consequence, 
This shows the lower bound on ez(Int, NE) and completes the proof of 
@I. . 
3.3. Lower Bounds 
We now show that the information Ni defined by (3.2.1) is (almost) 
optimal, for both approximation and integration problems. 
Using (2.8), (2.9), and the formulas (3.1.1) we can easily show that in 
the case u = 0 the actual values of the nth minimal errors are equal to 
e%App, 4 = 
1 1 
v2(3n + 1) = x’ 
1 1 
e%Int, 4 = ti(2n + ,) = 2. 
(3.3.la) 
(3.3.lb) 
Furthermore, the optimal sample points are given by ti = 3il(3n + 1) for 
function approximation and ti = 2i/(2n + 1) for integration, 1 5 i i, n 
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(compare, e.g., with Lee (1986)). This shows that in the exact information 
case Nz is nearly optimal. Optimality of N,* in the “noisy” case, (T > 0, 
follows from the following 
THEOREM 3.3.1. For any n and (T we have 
(a) et(App, n) 2 (& - g)“2 = & (c)Ii”, 
(b) ei(Int, n) 2 (3(n:2C3)“z = -& ($)‘“. 
To prove (a) we need the following 
LEMMA 3.3.1. Let N be an arbitrary information operator (3.2) and 
let R be the covariance kernel of the conditional distribution with respect 
to N and variance u. Then, for any 0 5 a < t < b 5 1, we have 
R(t, t) 2 f12$J(t) CT2 + stjJ(t)’ 
where 
+(t> = (t - 4(b - t) 
b-a 
and s is the number of points ti satisfying a < ti < b. 
Proof. We denote by {ai} and {bi} the sequences defined by (3.1.2a,b). 
Observe first that for any k we have 
ak 5 tk - 
d(t/( - a) 
(T* + S,(tk - a)’ (3.3.2) 
where s1 = sl(k) is the number of points ti, i 5 k, satisfying a < ti. Indeed, 
(3.3.2) can be easily shown by induction on sI. If s1 = 0 then tk I a and 
hence ak I a. For s1 L 1 we have from (3.1.2a) and from the inductive 
assumption applied for &-I that 
ak = tk - 
c*(tk - ak-1) 
5 tk - 
(T2(tk - a) 
u2 + tk - ak-I u2 + Sl(tk - a)' 
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In a similar way we can show that for any k, 
o-*(b - t/J 
bk z rk + U2 + s2(b - tk)’ 
(3.3.3) 
where s2 = s*(k) is the number of points ti, i z k, satisfying ti < b. 
To complete the proof of the lemma, let r = max{i 2 0: t, I t}. Then, 
from (3.3.2), we get 
a,rt- 
ayt - a) 
(T2 + s,(t - a) =: amaxy 
where SI = S,(Y). Hence, if Y = II then sl = s and 
R(t, t) 2- t - amax 2 (r2qJ(t) 
u* + s$!J(t)’ 
For r < n we have from (3.3.3) that 
b,+, 2 t - 
o*(b - t) 
CT* + s2(b - t) 
= : bmi, 3 
(3.3.4) 
(3.3.5) 
where s2 = s2(r + 1). Since sI + s2 = s then (3.3.4) and (3.3.5) yield that 
as claimed. # 
Remark 3.3.1. Lemma 3.3.1 is a special instance of a more general 
property which says that any s observations at points different than r with 
variances u:, 1 5 i I s, provide “less information” about the random 
variable f(t) than s observations of f(t) with the same variances (or, 
equivalently, than one observation at t with variance o2 = (Xf=i l/a?)-‘). 
Proof of the Theorem. We start with (a). Let N be an arbitrary inform- 
ation operator consisting of IZ function values at ti, 1 5 i 5 II. Devide the 
unit interval on k equal subintervals (ui- 1, u;), 1 I i I k, where Ui = ilk. 
Let Si be the number of the points ti belonging to the ith interval, and let 
+i(t) = (t - Ui-i)(Ui - t)l(ui - Ui-1). Then, for Ui-1 < t < Ui we have +i(t) 5 
1/4(Ui - Ui-1) = 1/(4k). This, (2.8), and Lemma 3.3.1 yield that the mini- 
mal error for N can be estimated in the following way: 
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=: fqs,, . . . , Sk). 
Since the function f& when defined on the set {s, , . . . , Sk L 0 : Xf=, Si 4 
n}, has its minimum value at si = n/k, Vi, then 
n(s,, . . . , Sk) 2 fI(nlk, . . . , n/k) = 3cn2;;:2k21. 
k 
Letting kl = max{l, I}, where 1 is the greatest integer satisfying 1 5 kept = 
fil(2a), we obtain that 
2u*k, CT* 
(e:(App, N))2 z 3(n + 402k2) 2 2u2(kopt - ‘) = (T - - 
I 3(n + 4c*k&,) fjfi 3n’ 
which proves (a). 
To show (b) we use the general results of Plaskota (1990, Corollary 6.1). 
When applied to the integration problem in the Wiener space those results 
read as follows. Suppose that each valuef(t), 0 I t 5 1, is observed with 
precision 0: = u*K(t, I) = u*t. Then, for the corresponding nth minimal 
error &Int, n) we have 
a* 
(@(Int, n))* 2 - I n+u* F Int*(fMdf). 
Since o: 5 u*, 0 5 t ‘=. 1, and, due to (2.9), 
IF Int*(f)w(df> = 1: 1: min{s, t} ds dt = i, 
then 
(eO,(Int, n))* 2 (CO,(Int, n))* L a* 
3(n + u2)’ 
as claimed. n 
Theorems 3.3.1, 3.2.1, and the formulas (3.3.la,b) yield that informa- 
tion Nz consisting of noisy observations of function values at equidistant 
points is almost optimal, for both approximation and integration prob- 
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lems. That is, the errors obtained by applying Nz together with Cp* (see 
Definition 3.4a,b) are at most ti times larger than optimal. Hence, 
COROLLARY 3.3.1. For any u z 0 we have 
a2 114 
&App, 4 = $g +A 6 ( ) 1 
1 
e:(Int, n) = - 
o2 112 
2tin 
+qnJjy I ( ) 
where l/l6 5 p,,, q,, 5 1. 
4. THE GENERAL CASE, r 2 1 
In this section we consider the case r 2 1. Recall that any information 
operator is now given by (2.3). 
We first show the following lemma. Let the information operator NL be 
defined as 
N;(f) = U-“‘(~~), f(‘)(f:) ,. * ., f”‘OX ‘?I E Fr, (4.1) 
where t? = i/n, 1 5 i 4 n. Then 
LEMMA 4.1. For any u 2 0 and nonnegative integers r, n we have 
egi(App, NL”) % eL(Int, N’,) I eL(App, NL). 
Proof. Let w; denote the conditional distribution on F, with respect to 
information N’,, and let K’, be its covariance kernel function. We first 
show by induction on r that KXs, t) 2 0, Vs, t. Indeed, we have from 
Theorem 3.1.1 that it holds for r = 0. For r 2 1 we have 
’ = II ’ K;-‘(u,, u2) du, du2, 0 0 
and from the inductive assumption we get K’,(s, t) 2 0. 
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Using the above fact and (2.8), (2.9) we obtain that 
= I,,, j-i (j; \;fl(wV%42) dut du2) dt w’,+‘W) 
= ld (1: ld I,+, f)(u,)fl(u2)w’,+1(df) du, w1 dt 
I ,I = I (II 0 0 0 K;(u,, u2) du, du2 1 dt 
which proves the first inequality in Lemma 4.1. 
The second inequality is obvious, since 
(e!Xnt, NN2 = IF, (1: f(t) df)’ d&V) 
5 I,1 F d f2(0 dt wX?f) = W&p, W)2. H 
For two sequences we write (Y,, = Pn iff there exist 0 < y < I < +w, 
such that for sufficiently large 12 it holds that y 5 (~,//3,, 5 I. We are now 
ready to state and prove the main theorem of this section. 
THEOREM 4.1. For any u 2 0 and r 2 1 we have 
eXApp, 4 
1 r+ll2 
2-f; ) 
fi 0 (4 
r+ I 
eL(Int, n) =(T+ L 0 fi n . (b) 
Proof. For the exact information case, (T = 0, (a) and (b) can be found, 
e.g., in Traub et al. (1988, Sects. 2.1,3.2 of Chap. 7). For (T > 0 the upper 
bounds on eL(App, n) and e’,(Int, n) follow from Lemma 4.1 and the fact 
that et(Int, Nz) = a;/&; see Theorem 3.2. lb. The lower bounds are the 
consequence of the more general results of Plaskota (1990). Namely, it is 
known that if the variance of the noise corresponding to the observation 
of a functional L E F: is equal to 
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and u2 > 0, then the nth minimal error cannot for linear problems con- 
verge to zero faster than o/V’% In our case L(f) = fck)(t), Vf, where 0 5 k 
5 Y, 0 % t 5 1. From this and (2.1) we get that 
I, L2(f)w’(df) = jFr (f’k’w)2W’(&> = I,& f2(t)w’-kw) 
= ((Y - k)!)-2 1; (t - u)S(r-@ du 
t2(r-k)+l 
= --= 1. ((Y - k)!>2(2(r - k) + 1) - 
Hence, oi 5 u2 and the results of Plaskota (1990) give the lower bounds. 
The proof is completed. w 
As we see, in the “noisy” case, o > 0, the nth minimal errors cannot 
converge to zero faster than the sequence o/V%. That is, the noise makes 
the function approximation and integration problems rather difficult to 
solve, even for large r. We want to stress that for u > 0 the (almost) 
optimal information consists of rth derivatives obtained at equidistant 
points. It is an open problem, if information about function values also 
gives the optimal error level. 
In the paper we focus our attention on nonadaptive information. That 
is, we assume that functionals forming information are given a priori and 
do not depend on the values obtained from the previous observations. 
Using a standard technique (see, e.g., Traub et al., 1988, Sect. 5.6.1 of 
Chap. 6, or Plaskota, 1990) we can show, however, that adaptive informa- 
tion is for our problems not more powerful than nonadaptive information; 
i.e., the corresponding nth minimal errors of methods using adaptive and 
nonadaptive information are equal. 
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