I. INTRODUCTION

F OR each nonnegative integer let
denote the set of all binary words of length , and let denote the set of all finite-length binary words, including the empty word . In particular, for . Let (resp., ) denote a sequence of zeros (resp., ones), with . A binary code is any finite subset of . The elements of a code are called codewords. For any two words , let denote the concatenation of and (where , for all ). The word is called a prefix of and is called a suffix of . A prefix-free code is a code such that no codeword is a prefix of any other codeword. A suffix-free code is a code such that no codeword is a suffix of any other codeword. A fix-free code is a code that is both a prefix-free code and a suffix-free code. Fixfree codes are also known in the literature as affix codes (e.g., [6] ), biprefix codes (e.g., [3] ), never-self-synchronizing codes (e.g., [8] ), and reversible variable-length codes (e.g., [18] ).
The empty word is a prefix and a suffix of any word in , and the only prefix-free, suffix-free, or fix-free code that contains is . For any word , let denote the length of in bits. For any two codes and , let The set is defined similarly. Accordingly
In a fix-free code, any finite sequence of codewords can be decoded in both directions, thus reducing the decoding time and/or error propagation. Various properties of fix-free codes are known [3] , [17] and algorithms were given in [6] , [9] to construct a complete fix-free code for a given set of codeword lengths. Some other studies involving fix-free codes include [2] , [10] , [11] , [16] . Fix-free codes have been used in the development of certain international video compression standards for robustness to channel errors [4] , [7] , [13] , [15] , [19] , [22] - [24] . A special case of a fix-free code is a palindromic code (also called a symmetrical reversible variable-length code), which is defined as a prefix-free code, all of whose codewords are palindromes. Constructions of such codes were considered in [18] , [20] , [21] .
If a probability distribution is put on a code such that for each , the th codeword has probability , then the average length of the code is defined as For data compression it is important to minimize the average length of a code with respect to a probability distribution. For a given distribution, Huffman codes are prefix codes for which no other prefix code has smaller average length [5] . However, Huffman codes cannot in general be decoded in both directions, making them sometimes less convenient than fix-free codes for use on a noisy channel. The average length properties of fix-free codes have been studied in many of the previously cited papers.
Let be a nonnegative mapping defined on the positive integers. The Kraft sum of is the quantity [14] showed in 1949 that every prefix-free code must satisfy , and for every multiplicity function with there exists a corresponding prefix-free -code. The same result holds for suffix-free codes as well. Ahlswede, Balkenhol, and Khachatrian conjectured in 1996 that an analogous result holds for fix-free codes, but with the Kraft sum bound being , instead of . The conjecture is stated as follows. 1 Conjecture I.1 (Ahlswede, Balkenhol, and Khachatrian [1] ):
Let be a multiplicity function. If , then there exists a fix-free -code.
They proved the conjecture is true in the weaker case when the Kraft sum is at most . They also proved a converse of the conjecture, namely, that any Kraft sum bound guaranteeing the existence of a fix-free code can be at most . There are clearly fix-free codes whose Kraft sum is larger than (such as the set of all binary words of a given length, whose Kraft sum is ), but these do not violate the conjecture. Instead, the conjecture gives the Kraft bound as a sufficient condition to guarantee the existence of a fix-free code.
Ahlswede, Balkenhol, and Khachatrian proved their conjecture in the special case where every two codewords either have the same length or have one codeword at least twice as long as the other codeword. Since their conjecture was made, several researchers have proven other special cases, although the general conjecture still remains an open problem. The following proposition is a summary of the known results relating to the conjecture. Parts f) and g) of Proposition I.2 were proven by exhaustive computer searches. In addition to these previous results, Ye and Yeung gave other conditions for the existence of fix-free codes, although not in the form of Kraft sum bounds. One such condition is stated as follows. [25] ): For integers , let be the smallest index with , and define If are all positive, then there is a fix-free code with codeword lengths .
Proposition
Proposition I.3 (Ye and Yeung
In this paper, we partly prove Conjecture I.1 by considering two special cases (Theorems II.4 and III.1). In both cases, we prove that the general conjecture holds if an additional constraint is put on the multiplicity function. Our proofs are constructive-specific codes are created in each case examined. We demonstrate that the classes of multiplicity functions for which our results hold contain many cases not covered by previous known results.
II. SUFFICIENT CONDITIONS FOR FIX-FREE CODES-PART I
First, some lemmas are given that are used to prove Theorem II.4. 1) any codeword in has a prefix in or no prefix in ; 2) any codeword in has a suffix in or no suffix in . Proof: The sets and are fix-free since was assumed to be fix-free. Using Lemma II.2, in the forward direction, then implies that any codeword in has a prefix in or no prefix in , and has a suffix in or no suffix in . Therefore, using Conditions 1) and 2), the fact that is fix-free (since and have equal length codewords), and Lemma II.2 in the backward direction, we have that is fix-free. By Lemma II.3, we conclude that is fix-free. The size of is (with sums whose lower limit is larger than their upper limit taken as ) and . There are only two possibilities, and for each of these two cases a fix-free code is given in Table I . Only the case where the Kraft sum exactly equals is shown in Table I . If the Kraft sum is less than then the desired -code is a subcode of one of the two codes listed in Table I , formed by deleting some codewords of length . , and . There are six possibilities for , and for each of these a fix-free code is given in Table II. As in  Table I , all of the codes in Table II have Kraft  sum exactly equal to , and codewords of length can be removed to obtain codes with smaller Kraft sums.
, and . We prove this lengthy case by constructing a fix-free code that has codewords of length for all and a Kraft sum of at least . Define the set and notice that it is a fix-free code. The code has one codeword each of length and and two codewords of length for . All codewords of have length and . Therefore, the Kraft sum of is Also, no codeword of is a prefix or a suffix of a codeword in . Therefore, is fix-free.
We now construct a fix-free code from . Let be a subset of containing codewords of length and codewords of length for . Let be a set containing at least words of length , none of which are in . By removing the words of from and adding the words of to , we create the code Such a set has a Kraft sum at least as large as the Kraft sum of and thus at least , and has words of length for . It remains to choose and in such a way that is fix-free. Lemma II.3 guarantees that is fix-free if the following two conditions hold:
1) each word in has a prefix in or no prefix in ; 2) each word in has a suffix in or no suffix in . We first choose . If , then include in the word . For • if then include in the word ; • if then include in the words and . The set is then constructed as follows.
• Include in the words of the set These words have neither a prefix nor a suffix in . . This word has a suffix in and no prefix in ; -the word . This word has a prefix in and no suffix in .
• If contains the word , include in -the word . This word has a suffix in and no prefix in ; -the word . This word has a prefix in and no suffix in .
• We first prove two more general inequalities. The inequality in (3.1) is then a special case of one or the other, depending on the parity of . Proof: The proof is essentially the same as the one of Lemma 1.
We are now ready to prove (3.1). 
