Abstract Selective genotyping can increase power in quantitative trait association. One example of selective genotyping is two-tail extreme selection, but simple linear regression analysis gives a biased genetic effect estimate.
genotyping of the same number of individuals. Examples of selective genotyping include one-tail extreme selection, twotail extreme selection and extreme-concordant and -discordant design (Abecasis et al. 2001 ). Tang (Tang 2010) proved that the three score tests based on the prospective (Xiong et al. 2002) , retrospective (Wallace et al. 2006 ) and conditional (Huang and Lin 2007) likelihoods, were all equivalent in QTL association under selective genotyping, but Huang and Lin (Huang and Lin 2007) showed that the prospective test, which is a linear regression of phenotype on the number of risk alleles at a QTL, gives a biased QTL effect estimate under two-tail extreme selection. Here, we present a simple bias correction and validate the results through simulations.
In a population sample, the direct regression of phenotype on genotype can be written as,
where Y and X are respectively the phenotype and QTL genotype before selection. The regression estimator, b 1 , is of our primary interest but is biased in a two-tail extreme selected sample (Huang and Lin 2007) . Since the selection (S) on Y is conditionally independent of genotype (X) given Y, i.e., P(X|Y,S) = P(X|Y), the selection on Y should not, in theory, affect the reverse regression estimator, b 2 , in
and
where y and x are respectively, the phenotype and QTL genotype after selection. DeMets and Halperin (DeMets and Halperin 1977) showed that an unbiased estimator of b 1 of the same problem in a non-genetic (statistical) context can be given by,
Since the reverse linear regression in Eq. 3 is valid in selected samples, instead of reusing the DeMets and Halperin's derivation of the standard error (SE), we come up with a simpler formula, which is
To validate our results, we simulated a population of 5,000 individuals, containing a QTL under different scenarios: minor allele frequencies (MAF) of 10, 25 and 50%, and phenotype variance explained of none and 5%. Different proportions of individuals were sampled (25 and 50%) at various ratios (1:1, 2:1 and 4:1) from the two tails of the trait distribution. After 1,000 simulations, the average bias in b 1 before and after correction, and average SE and empirical standard deviation (SD) of b 1 after correction are shown in Table 1 and a plot of the beta distributions for one of the extreme cases is provided in Fig. 1 . A bias was seen in the raw b 1 under the alternative, but this disappeared after the adjustment. Also, the adjusted SE reflected accurately the true variation of the adjusted estimator. Next, to see whether the adjustment can be applied to a more complicated model, we repeated the above simulation for two unlinked QTLs with or without epistasis and fitted the regression model below to test for epistasis:
where Y is the phenotype before selection, X 1 and X 2 are the genotypes for the two QTLs. Epistasis is inferred when Table 2 The average bias, SE and empirical SD of the adjusted epistatic effect estimate (b 3 ) in linear regression for association studies of QTL under two-tail extreme selection b 3 differs significantly from zero. Since mean-centering of X 1 and X 2 alleviates collinearity between the main effects and the epistatic term (Aiken et al. 1991; Jaccard et al. 1990 ), we can model the regression as three independent regressions:
and b 3 in Eq. 9 was estimated as in Eq. 4. The results are shown in Table 2 . In most cases, the adjustment worked well. But caution must be taken when more genotyping are carried out in one tail of the distribution than the other because the adjustment might give an epistasis estimator with a small bias in the presence of main effects under the null hypothesis. We showed that the bias in QTL effect estimate in linear regression for association under two-tail extreme selection can be corrected easily. Bearing this in mind, researchers may use linear regression, which is simple and implemented in most statistical packages, in QTL association under selective genotyping.
