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ABSTRACT
This dissertation consists of three research articles on the topic of Markov chain Monte
Carlo (MCMC) diagnostics and sparse Bayesian learning models. The first article consists of
MCMC diagnostic tools based on Kullback Leibler (KL) divergence and smoothing methods.
These tools can assess the joint convergence of multiple variables and detect non convergence
when MCMC chains get stuck at a particular mode of a multi modal stationary distribution.
Further, in case of non convergence of multiple MCMC chains, the visualization tool can
be used to investigate reasons for non convergence. The second article deals with assessing
posterior propriety of some sparse Bayesian learning models. Relevance Vector Machine
(RVM) is a popular sparse Bayesian learning model that assumes improper prior over its
hyperparameters. We prove that this improper prior leads to an improper posterior. Fur-
ther, we also provide necessary and sufficient conditions for posterior propriety of RVM.
Additionally, we also prove the posterior impropriety of some Bayesian learning models that
have a prior structure similar to that of RVM. In the third article, we propose to replace
multiple penalties of RVM with a single penalty. The new model is named as single penalty
relevance vector machine (SPRVM) and is analyzed using a semi Bayesian approach. The
SPRVM allows for computation of Monte Carlo standard errors since we prove the geometric
ergodicity of its associated Gibbs sampler. Such a Monte Carlo standard error cannot be
computed in the case of RVM since the rate of convergence of its associated Gibbs sampler
is not known. Thus, through these three articles we hope to make valuable additions to the
literature of MCMC diagnostics and sparse Bayesian learning models.
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CHAPTER 1. INTRODUCTION
Bayesian methods allow researchers to incorporate prior information in their analysis and
express answers to the questions of interest in terms of probability statements. Therefore,
they have been employed extensively in various disciplines. But there are methodological
and theoretical challenges associated with Bayesian models. Consider the following Bayesian
model,
y ∼ f(y|θ) (1.1)
θ ∼ π(θ), (1.2)
where f(y|θ) is the data model and π(θ) is the prior density assumed on the parameter θ.










The posterior density given in (1.3) is often summarized by means of functions, posterior
quantiles etc. which are of interest to researchers. The posterior mean of a function g : Θ→





Often, the marginal likelihood, i.e., the normalizing constant given in (1.4), is not known.
Hence, the posterior density given in (1.3) and its mean given in (1.5) are not available in
closed form. In such a scenario, one can produce a Monte Carlo estimate of the mean of
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the posterior distribution if we can simulate observations from the posterior density given
in (1.3). Given the intractability of the posterior distribution, it is often difficult to obtain
independent and identically distributed (iid) observations, and hence one has to often rely on
Markov chain Monte Carlo (MCMC) samplers to draw observations from an approximation
to the posterior density given in (1.3). Now, MCMC samplers are iterative in nature and
are expected to start producing observations from a close approximation to the posterior
distribution as the Markov chain converges. In order to assess convergence of MCMC sam-
plers, often empirical diagnostic tools are employed. Some of the empirical diagnostic tools
currently available in the literature cannot assess the joint convergence of multiple variables
and might falsely detect convergence when MCMC chains get stuck in a particular mode
of a multi modal posterior distribution. We attempt to address these issues by proposing
diagnostic tools based on Kullback Leibler divergence and smoothing methods in chapter 2
of this thesis.
In the absence of prior information, researchers often tend to assume improper priors,
i.e., a function that is not a valid probability density function (for e.g. π(θ) ∝ 1 ∀θ ∈ R).
With improper priors, posterior propriety is no longer guaranteed. Thus, in the case of
an improper prior, we need to establish posterior propriety by bounding the normalizing
constant, i.e., the marginal likelihood from above using a finite positive quantity. Posterior
propriety cannot be checked using computational tools. In fact, Hobert and Casella (1996)
show that MCMC draws corresponding to an improper posterior distribution did not provide
any red flag to the user and seemed perfectly reasonable. Thus, posterior propriety can be
established only through a theoretical exercise. Further, the conditions required for the lower
bound of the normalizing constant to exist are necessary conditions for posterior propriety
while the conditions required for the upper bound of the normalizing constant to exist are
sufficient conditions for posterior propriety. Further, the improper priors that do not satisfy
the necessary conditions lead to an improper posterior while the improper priors that satisfy
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the sufficient conditions will lead to a proper posterior. Relevance vector machine (RVM) is
a very popular sparse Bayesian learning model proposed by Tipping (2001) (cited more than
5000 times till date) that uses an improper prior. In chapter 3 of this thesis we establish both
necessary and sufficient conditions for posterior propriety of RVM. Further, we show that the
improper priors utilized by Tipping (2001) do not satisfy the necessary conditions and hence
lead to an improper posterior. Additionally we also show that the sparse Bayesian models
proposed by Mallick et al. (2005) and Figueiredo (2002) also lead to improper posteriors.
RVM proposed by Tipping (2001) involves multiple penalty parameters. In order to
conduct a valid Bayesian analysis of RVM, one needs to use priors that satisfy the sufficient
conditions established in chapter 3 of this thesis. After doing so, one can use RVM for
prediction which is often based on the mean of the posterior predictive distribution. But,
since the posterior predictive distribution is analytically intractable, its mean is also not
available in closed form. In such a scenario, one can produce a Monte Carlo estimate of
the mean of the posterior predictive distribution. If the Monte Carlo estimate is based
on iid draws from the posterior predictive distribution, then one can easily estimate the
corresponding standard error associated with the Monte Carlo estimate. But, in the case
of RVM, it is not possible to obtain iid draws, and hence one has to often rely on MCMC
draws. Since the MCMC draws are correlated by definition, producing an asymptotically
valid standard error associated with the Monte Carlo estimate is challenging. In order to
overcome this difficulty, the most common method is to establish geometric ergodicity, i.e.,
to show that the Markov chain used in the MCMC sampler converges to the stationary
distribution at a geometric rate. Once geometric ergodicity has been established, one can
compute a Monte Carlo standard error using standard methods like batch means and spectral
variance (see Vats et al. (2018) and Vats et al. (2015)). In the case of RVM, often a Gibbs
sampler is implemented whose rate of convergence is not known in the literature. Thus, in
the case of RVM one cannot compute asymptotically valid standard errors associated with
4
the Monte Carlo estimate of the mean of the posterior predictive distribution. Therefore, in
chapter 4 of the thesis, we propose single penalty relevance vector machine (SPRVM) model
in which multiple penalty parameters are replaced by a single penalty parameter. In SPRVM,
we establish the geometric ergodicity of the Gibbs sampler and hence can calculate both a
Monte Carlo estimate of the mean of the posterior predictive distribution and its associated
standard error. Thus, in chapter 4 we provide a single penalty approach to analyzing RVM
that has both methodological as well as theoretical advantages over RVM. Some concluding
remarks and future work suggestions are provided in chapter 5 of the thesis.
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CHAPTER 2. MCMC DIAGNOSTICS FOR HIGHER
DIMENSIONS USING KULLBACK LEIBLER DIVERGENCE
A paper published in the Journal of Statistical Computation and Simulation
Anand Dixit and Vivekananda Roy
Abstract
In order to simulate observations from an analytically intractable probability distribu-
tion (target distribution), researchers often utilize Markov Chain Monte Carlo (MCMC)
samplers. Empirical diagnostic tools are commonly used to assess convergence of these
MCMC samplers. In the existing literature of MCMC diagnostics, we have identified two
areas for improvement. Firstly, the density based diagnostic tools currently available in the
literature are not equipped to assess the joint convergence of multiple variables. Secondly, in
case of multi-modal target distribution if the MCMC sampler gets stuck in one of the modes,
then the current diagnostic tools may falsely detect convergence. In order to address these
two issues, we propose two new diagnostic tools. The Tool 1 proposed in this article makes
use of adaptive kernel density estimation, symmetric Kullback Leibler (KL) divergence and
a testing of hypothesis framework to assess the joint convergence of multiple variables. In
cases where Tool 1 detects divergence of multiple chains, started at distinct initial values,
we propose a visualization tool that can help to investigate reasons behind their divergence.
The Tool 2 proposed in this article makes a novel use of the target distribution (known up
till the unknown normalizing constant), to detect divergence when an MCMC sampler gets
stuck in one of the modes of a multi-modal target distribution. The usefulness of the tools
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proposed in this article is illustrated using a multi-modal distribution, a mixture of bivariate
normal distribution and a Bayesian logit model example.
2.1 Introduction
The process of simulating observations from a fully specified distribution is generally
carried out using a traditional technique like inversion sampling. But if the distribution is
analytically intractable, then there may not be any efficient methods for direct simulations
from it, and in such cases, one often relies on Markov Chain Monte Carlo (MCMC) sampling
techniques. Specifically, in Bayesian analysis, we often come across situations where the pos-
terior distribution of parameters of interest is only known up to some unknown normalizing
constant. In such situations, one often uses MCMC algorithms to produce approximate ob-
servations from the analytically intractable posterior distributions to make inference about
the parameters of interest.
MCMC samplers are iterative in nature and require a starting observation. If π(θ) is
the analytically intractable target distribution from which we wish to simulate observations,
then MCMC samplers like the Gibbs sampler and the Metropolis Hasting sampler construct
a Markov chain {θn : n = 0, 1, 2, · · ·} started at θ0 such that the stationary distribution
of the chain is equal to π(θ). Thus, as n → ∞, the distribution of θn converges to π(θ).
In the Bayesian inference framework, the target distribution is the posterior distribution of
the unknown parameters θ given the data y and is commonly denoted as π(θ|y). Hence
if the stationary distribution exists and is unique, then at some point the MCMC sampler
will start producing approximate observations from the target distribution. Generally, deep
mathematical analysis is needed to establish quantitative convergence bounds for determin-
ing the sample size (n) required for the Markov chain to be sufficiently close to the target
distribution (see e.g. Rosenthal (1995), Jones and Hobert (2001), Roy and Hobert (2007)).
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In the absence of such theoretical analysis, often empirical diagnostic tools are used to check
the convergence of MCMC samplers.
In the early 90’s there was an interesting debate on whether one should use multiple chains
or a single long chain to diagnose convergence. Gelman and Rubin (1992) and Brooks and
Gelman (1998) advocated the usage of multiple chains, while Raftery and Lewis (1992) and
Geweke (1992) believed a single long chain is sufficient for assessing convergence. Gelman
and Rubin (1992) used the potential scale reduction factor (PSRF) to monitor convergence
in the univariate case. Suppose we are working with m chains and each chain has n itera-
tions. Let {θij : i = 1, 2, · · ·,m and j = 1, 2, · · ·, n} be the observations generated from the
















(θij − θ̄i·)2/(m(n− 1)) is the within chain variance estimate and
θ̄i· and θ̄·· are the i
th chain mean and the overall mean respectively where i = 1, 2, · · ·, m.
Brooks and Gelman (1998) came up with the multivariate PSRF (MPSRF) to diagnose















where V̂ ∗ is the pooled covariance matrix, W ∗ is the within chain covariance matrix, B∗ is the
between chain covariance matrix and λ1 is the largest eigenvalue of the matrix (W
∗−1B∗)/n.
In this diagnostic tool, convergence is detected when R̂ ≈ 1 in the univariate case and
R̂p ≈ 1 in the multivariate case. Raftery and Lewis (1992) proposed a univariate diagnostic
tool based on the specified level of accuracy desired by the user in quantile estimation. In this
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tool, the chain obtained from the sampler is used to find the number of initial iterations that
should be discarded (burn-in period), how long the chain should be run after the burn-in and
how should the chain be thinned in order to obtain the desired level of accuracy in quantile
estimation. Geweke (1992) also proposed a univariate diagnostic tool in which he used a test
statistic, to compare the mean of a function of the samples from two non overlapping parts
of the chain. Usually, the choice is the first 10% of the chain and the last 50% of the chain.
Thus, Gelman and Rubin (1992), Brooks and Gelman (1998), Raftery and Lewis (1992) and
Geweke (1992) are all moment based diagnostic tools.
More recently, researchers have come up with density based diagnostic tools. Boone et al.
(2014) and Hjorth and Vadeby (2005) used divergence measures to come up with univariate
diagnostic tools. Boone et al. (2014) estimated the Hellinger distance between the kernel
density estimates of two chains or two parts of a single chain. If the estimated distance was
close to zero (i.e. less than 0.10), then the Markov chains were said to have converged else
not. Hjorth and Vadeby (2005) used a measure imitating KL divergence to compare the
empirical distributions of subsequences of chains to the empirical distribution of the whole
chain, and in the case of multiple chains, they compared empirical distribution of individual
chains to the empirical distribution of the combination of all chains.
The density based diagnostic tools mentioned before are univariate tools and cannot
assess the convergence of multiple variables jointly. The Tool 1 proposed in this article,
computes the adaptive kernel density estimate of the joint distribution of each multivariate
chain, and then compares the estimated symmetric KL divergence between them to a cut-
off value, to assess convergence. Since the adaptive kernel density estimation suffers from
the curse of dimensionality, for higher dimensions, Tool 1 monitors convergence marginally
i.e. one variable at a time, and since we determine the cut-off values for KL divergence
measure using a testing of hypothesis framework, they can be easily adjusted for multiple
comparison. Thus, Tool 1 is a density based diagnostic tool that can assess convergence of
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multiple variables jointly. Other notable differences between Tool 1 and the density based
diagnostic tools mentioned before are, Boone et al. (2014) used numerical integration to
compute the estimated Hellinger distance and Hjorth and Vadeby (2005) compute differences
between empirical distribution functions over a partition of the real line, while we provide
a Monte Carlo estimate of the symmetric KL divergence to compare the adaptive kernel
density estimates of multiple chains.
If the target distribution is multi-modal, then the MCMC chain might get stuck in one
of the modes. In such cases, even if the MCMC sampler is run for a reasonably long time, it
continues to produce observations around that mode. Many of the current diagnostic tools
only make use of the iterations obtained from the MCMC samplers to diagnose convergence,
and so, in cases where the chain gets stuck in one of the modes, they get fooled into thinking
that the target distribution is unimodal, and hence, falsely detect convergence. Most of the
times, we do not know a priori how many modes the target distribution has, and hence,
even if we use multiple chains, there is a chance that all chains might be stuck at the same
mode. In order to overcome this difficulty, we propose Tool 2 that makes a novel use of
the target distribution known up till the unknown normalizing constant in the diagnostic
tool. Yu (1994) proposed a tool which also incorporates the target distribution, in which she
estimated the unknown normalizing constant using the MCMC samples, and then estimated
the L1 distance between the kernel density estimate of the chain and the estimated target
distribution over a compact set, where the difference between the two was most likely. But if
the MCMC sampler is stuck in a particular mode, then the normalizing constant estimator
proposed by Yu (1994) is no longer reliable.
Many other diagnostic tools are available in the literature, and a very nice review of
them can be found in Brooks and Roberts (1998). Our tools can be used when either a
single chain or multiple chain samplers are available. This article is structured as follows.
In Section 2.2, we provide definition and certain properties of KL divergence. In Section
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2.3, we propose two new MCMC convergence diagnostic tools and a visualization tool. In
Section 2.4, we provide three examples to illustrate the usefulness of the proposed diagnostic
and visualization tools. Some concluding remarks are given in Section 2.5.
2.2 Kullback Leibler Divergence
KL divergence is a measure used to calculate the difference between two probability distri-
butions. If P (θ) and Q(θ) are any two probability density functions on Θ ⊆ Rd, then the










Some important properties of the KL Divergence are as follows,
• KL(P |Q) ≥ 0,
• KL(P |Q) = 0 iff P = Q almost everywhere wrt the Lebesgue measure, and
• KL divergence is not symmetric in P and Q.
The KL divergence is not symmetric because KL(P |Q) is the expected difference between
log of densities P and Q with respect to P while KL(Q|P ) is the expected difference between
log of densities Q and P with respect to Q. The symmetric KL divergence between P and
Q, denoted by KLsy(P,Q) is given as,
KLsy(P,Q) =





Let π(θ) be the target distribution where θ ∈ Θ ⊆ Rd. In order to explore the target
distribution, two chains are initiated at different starting points and each chain produces n
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observations. As prescribed in Gelman and Rubin (1992), the starting points should be over
dispersed with respect to the target distribution. Let {θij : i = 1, 2 and j = 1, 2, ..., n} be
the n observations obtained from each of the two chains where θij ∈ Θ ⊆ Rd ∀ i and ∀ j. The
adaptive kernel density estimates of observations obtained from the two chains are denoted
























ij denotes the k
th dimension in the jth observation of the ith chain, where i = 1, 2;
j = 1, 2, · · ·, n and k = 1, 2, · · ·, d,
θ(k) denotes the kth dimension of a d dimensional vector at which the adaptive kernel density
estimate is evaluated,
{h(k)j : j = 1, 2, · · ·, n and k = 1, 2, · · ·, d} are smoothing parameters and
K(·) is a Gaussian kernel.
In (2.5), the smoothing parameters are chosen using Silverman (1986) (Sec 5.3.1) wherein
observations in sparse regions are assigned Gaussian kernels with high bandwidth and ob-
servations in high probability regions are assigned Gaussian kernels with low bandwidth. In
our examples, we use the kepdf function in the R package pdfCluster (Azzalini and Menardi
(2014)) to compute the adaptive kernel density estimate of the chains. The KL divergence
between P1n and P2n, denoted by KL(P1n|P2n) and KL divergence between P2n and P1n,
denoted by KL(P2n|P1n) can be obtained after substituting appropriate values of i and j in










































where {θ∗1i}ni=1 are the observations simulated from P1n(θ) using the technique proposed by




















where {θ∗2i}ni=1 are the observations simulated from P2n(θ) using the technique proposed by





Adaptive kernel density estimation suffers from the curse of dimensionality. Hence we need
to increase our sample size (n) as the dimension (d) increases in order to obtain a good
estimate of the symmetric KL divergence between any two distributions.
In order to find the appropriate sample size (n) required for achieving convergence when
univariate and bivariate chains are drawn from similar distributions, we conduct a simulation
study. In the univariate case, for each n, we generate 1000 datasets each from f1 ≡ N(0, 1)
and f2 ≡ N(0, 1). Let f̂1 and f̂2 be the adaptive kernel density estimates of observations
drawn from f1 and f2 respectively. The estimated symmetric KL divergence between f1 and
f2 for each pair can be computed using (2.10) in which P1n and P2n are replaced by f̂1 and
f̂2. The true symmetric KL divergence between f1 and f2 is known to be zero. Thus we can
then find the bias, standard deviation and root mean square error (RMSE) of K̂Lsy(f̂1, f̂2).
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Table 2.1: Bias, Standard Deviation and RMSE of (a) K̂Lsy(f̂1, f̂2) where f̂1 and f̂2 are
adaptive kernel density estimates of observations drawn from f1 ≡ N(0, 1) and f2 ≡ N(0, 1)
(b) K̂Lsy(f̂3, f̂4) where f̂3 and f̂4 are adaptive kernel density estimates of observations drawn
from f3 ≡ N(0, I2) and f4 ≡ N(0, I2).
(a) Univariate Distribution (b) Bivariate Distribution
n Bias SD RMSE n Bias SD RMSE
1000 0.0066 0.0041 0.0078 3000 0.0113 0.0029 0.0116
1500 0.0046 0.0026 0.0053 6000 0.0070 0.0016 0.0072
2000 0.0039 0.0021 0.0045 9000 0.0053 0.0011 0.0054
2500 0.0032 0.0018 0.0036 12000 0.0043 0.0009 0.0044
3000 0.0027 0.0015 0.0031 15000 0.0037 0.0007 0.0038
In the bivariate case, for each n, we generate 1000 datasets each from f3 ≡ N(0, I2) and
f4 ≡ N(0, I2) and carry out a similar procedure as before to find the bias, standard deviation
and RMSE of K̂Lsy(f̂3, f̂4). The results are tabulated in Table 2.1.
In Table 2.1 we observe that for both univariate and bivariate chains, the bias, standard
deviation and RMSE go on reducing as the sample size (n) increases. In order to assess the
convergence of Markov chains, we intend to accurately estimate the symmetric KL divergence
up till two decimal points. In Table 2.1, we observe that for n = 2000 in the univariate
case and for n = 12, 000 in the bivariate case, the bias, standard deviation and RMSE are
significantly small, and hence, the symmetric KL divergence can be estimated efficiently
up till two decimal points. Thus if we wish to use Tool 1 for assessing convergence, we
need to run the chains for at least 2000 iterations in the univariate case and for at least
12,000 iterations in the bivariate case. We next check if the above mentioned sample sizes
hold true, when instead of the Gaussian distribution the above simulation study is carried
out using a heavy tailed distribution, skewed distribution or a distribution with dependent
coordinates. For this purpose, the above simulation study was repeated with t distribution
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(df=5), chi-square distribution (df=10) and bivariate normal distribution (with correlation
coefficient equal to 0.3). The sample sizes prescribed above were found to be sufficient
for efficiently estimating the symmetric KL divergence up till two decimal points in these
cases. The tabulated results are provided in the Appendix. Thus we can safely use the
Gaussian distribution for studying the bias, standard deviation and RMSE associated with
the symmetric KL divergence estimator.
Tool 1 will detect convergence i.e. indicate that the chains have mixed adequately, when
the estimated symmetric KL divergence between P1n and P2n will be close to zero. Hence
we now need to identify cut-off points, so that estimated symmetric KL divergence below or
equal to that point will indicate convergence. Boone et al. (2014) carried out a simulation
study and came up with a criteria, wherein if the estimated Hellinger distance between the
kernel density estimates of univariate chains is less than 0.10, then the Markov chains have
converged else not.
We will utilize a testing of hypothesis framework to come up with cut-off points. In our
framework, the null hypothesis states that the Markov chains have diverged, i.e., the chains
have not yet mixed adequately and our alternative hypothesis states that the Markov chains
have converged, i.e., the chains have mixed adequately. In this scenario, the probability of
Type 1 error will be the probability of concluding that the Markov chains have converged
when in fact they have not. We would like to limit this probability to some level α which
is typically chosen to be 0.05. As mentioned earlier, we will be estimating the symmetric
KL divergence up till two decimal points, hence the cut-off value should also be reported
up till the second decimal point. In order to find our cut-off values, we will first generate
1000 datasets each from two dissimilar distributions and the maximum value of C for which
P (K̂Lsy(P1n, P2n) ≤ C) ≤ α = 0.05, i.e. the probability of Type 1 error is less than 0.05,
will be our cut-off value.
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In the univariate case, we will generate 1000 datasets with suitable sample size (n) each
from f5 ≡ N(0, 1) and f6 ≡ N(µ, 1) where µ 6= 0. The adaptive kernel density estimate of
observations drawn from f5 and f6 are denoted by f̂5 and f̂6 respectively. The maximum
value of C for which P (K̂Lsy(f̂5, f̂6) ≤ C) ≤ α = 0.05 will be our cut-off value in the
univariate case. In the bivariate case, we will generate 1000 datasets with a suitable sample
size (n) each from f7 ≡ N(0, I2) and f8 ≡ N(µ12, I2) where µ 6= 0 and then carry out a
similar procedure as before to identify our cut-off value in the bivariate case. By limiting the
probability of Type 1 error, we are exercising control over variability of estimated symmetric
KL divergence, but we need to make sure that its bias does not affect the cut-off value
adversely, and hence for this purpose, the suitable sample size (n) should be chosen in such
a way that the bias is significantly small and does not affect the first two decimal points
of the estimated value. The µ can be chosen by the users as per their requirement. If the
users are dealing with a very sensitive experiment, then the choice of µ should be small
otherwise µ can be chosen to be slightly bigger. For simulation studies corresponding to
identifying cut-off values using dissimilar distributions, Boone et al. (2014) utilized N(0, 1)
and N(0.2835, 1) since the true Hellinger distance between them is known to be 0.10. Hence
a possible choice for µ can be 0.2835. For this choice of µ, as mentioned before, the sample
size (n) should be chosen based on the bias of K̂Lsy(f̂5, f̂6) and K̂Lsy(f̂7, f̂8) for univariate
and bivariate cases respectively.
The symmetric KL divergence between any two univariate Gaussian distributions with
the same variance parameter, and any two multivariate Gaussian distributions with the same














Table 2.2: Bias, Standard Deviation and RMSE of (a) K̂Lsy(f̂5, f̂6) where f̂5 and f̂6 are adap-
tive kernel density estimates of observations drawn from f5 ≡ N(0, 1) and f6 ≡ N(0.2835, 1)
(b) K̂Lsy(f̂7, f̂8) where f̂7 and f̂8 are adaptive kernel density estimates of observations drawn
from f7 ≡ N(0 12, I2) and f8 ≡ N(0.2835 12, I2).
(a) Univariate Distribution (b) Bivariate Distribution
n Bias SD RMSE n Bias SD RMSE
1000 0.0054 0.0145 0.0154 3000 0.0079 0.0119 0.0143
1500 0.0035 0.0116 0.0122 6000 0.0037 0.0084 0.0092
2000 0.0024 0.0098 0.0101 9000 0.0029 0.0071 0.0077
2500 0.0019 0.0090 0.0092 12000 0.0022 0.0059 0.0063
3000 0.0018 0.0081 0.0083 15000 0.0016 0.0051 0.0053
where g3 ≡ N(µ3,Σ) and g4 ≡ N(µ4,Σ), µ3 ∈ Rd, µ4 ∈ Rd.
Thus using (2.11) and (2.12), for µ = 0.2835, true symmetric KL divergence between f5
and f6 was found to be 0.04 and the true symmetric KL divergence between f7 and f8 was
found to be 0.08. We then compute the bias, standard deviation and RMSE of K̂Lsy(f̂5, f̂6)
and K̂Lsy(f̂7, f̂8). The results are provided in Table 2.2.
In Table 2.2 we observe that, for n = 2000 in the univariate case and n = 12, 000 in
the bivariate case, the bias associated with K̂Lsy(f̂5, f̂6) and K̂Lsy(f̂7, f̂8) is significantly
small and does not affect the first two decimal points of the estimate. In Table 2.2 we also
observe that, the standard deviation and RMSE are also reasonably small for n = 2000 and
n = 12, 000 in the univariate and bivariate cases respectively. Hence we can carry out our
cut-off procedure for µ = 0.2835 with n = 2000 in the univariate case and n = 12, 000 in the
bivariate case. The Type 1 error associated with different cut-off values is given in Table
2.3.
In Table 2.3 we observe that C = 0.02 and C = 0.06 are ideal cut-off points for uni-
variate and bivariate distributions respectively. The users should also be aware that if they
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Table 2.3: Probability of Type 1 error associated with different cut-off values in the univariate
and bivariate case.
(a) Univariate Distribution (b) Bivariate Distribution
C P (K̂Lsy(f̂5, f̂6) ≤ C) C P (K̂Lsy(f̂7, f̂8) ≤ C)
0.01 0.001 0.06 0.001
0.02 0.040 0.07 0.097
0.03 0.242 0.08 0.687
choose a larger sample size than the one prescribed before, then the Type 1 error associated
with the cut-off value will further reduce. Thus, if the user chooses µ to be 0.2835 and at
n = n∗, estimated symmetric KL divergence (rounded to two decimal points) is found to
be less than or equal to the cut-off value, then Tool 1 indicates that the chains have mixed
adequately at that point, hence the user should then discard the first n∗ observations and
iterations obtained thereafter will be considered as approximate observations from the target
distribution. On the other hand, if the estimated symmetric KL divergence (rounded to two
decimal points) is found to be strictly greater than the cut-off value, then Tool 1 indicates
that chains have not yet mixed adequately and the user should run the chain longer. If found
necessary, the user can thin the chain and consider an initial burn-in before applying Tool
1.
Tool 1 can be used for more than two dimensions as well. For a multivariate chain, we
recommend assessing convergence marginally, i.e. one variable at a time. We found our
cut-off values using a testing of hypothesis approach, wherein our level of significance was
chosen to be α = 0.05. In the case of multiple comparison, we will adjust our level of sig-
nificance using Bonferroni’s correction, so that the overall type 1 error does not go beyond
α = 0.05. Hence, if the Markov chain is d dimensional (where d > 2), then our level of
significance for each comparison will be α/d. Using this adjusted level of significance in
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our cut-off procedure, we obtain an appropriate cut-off point for multiple comparison. For
example, if our Markov chain is 10 dimensional, then in Table 2.3 we observe that C = 0.01
is an ideal cut-off point, since it maintains a type 1 error of less than α/10 = 0.005 for each
comparison. This ability to maintain the overall type 1 error at α, by adjusting the cut-off
value in the case of multiple comparison, is another advantage of our tool over the tools
proposed by Boone et al. (2014). Applying Tool 1 in the univariate case is similar to the
tool proposed by Boone et al. (2014). Hence, in case of multi-modal target distribution, if
both chains are stuck at the same mode, then this tool is also prone to failure.
In case of multiple chains, say m chains, we will find the estimated symmetric KL diver-





combination of chains and find the maximum among them. If
the maximum estimated symmetric KL divergence is less than or equal to the cut-off value,
then Tool 1 indicates that the chains have converged else not. If the user wishes to use
a single chain, then one can estimate the symmetric KL divergence between the adaptive
kernel density estimate of any two non overlapping parts of the chain.
In cases where the state space is bounded, adaptive kernel density estimation might suffer
from boundary bias if high probability regions are closer to the boundary. But the objective
of Tool 1 is to check if the two chains have mixed adequately or not, hence, even if it is found
that the adaptive kernel density estimate of the two chains suffers from boundary bias, the
final objective is not affected as long as the same density estimation procedure is used for
both chains. The user must also note that, if the sample simulated from the adaptive kernel
density estimate of the chain contain several observations from outside the state space, and
if the target distribution is not expected to have a lot of mass close to the boundary, then it
is an indication that chains have not captured the target distribution adequately and thus
Tool 1 indicates divergence in such a situation.
To implement Tool 1 for two univariate chains with n = 2, 000 and two bivariate chains
with n = 12, 000, it takes approximately 3.81s and 109.86s respectively on an Intel (R)
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Core (TM) i5-6300U 2.40GHz machine running Windows 10. For multivariate chains, we
implement Tool 1 marginally i.e. one variable at a time, which can be done in parallel.
2.3.2 Visualization Tool
Suppose a user is using multiple chains, say m chains (where m ≥ 3). Further suppose
that application of Tool 1 revealed that the m chains have not mixed adequately and thus
chains have not yet converged. This indication of divergence could be due to a variety of
reasons. A common reason for divergence is formation of clusters among multiple chains. A
visualization tool can be helpful for identifying these clusters.
Peltonen et al. (2009) had proposed a visualization tool based on Linear Discriminant
Analysis and Discriminant Component Analysis which can be used to complement the diag-
nostic tools proposed by Gelman and Rubin (1992) and Brooks and Gelman (1998). Similarly
the visualization tool described in this section will complement Tool 1 proposed in Subsec-
tion 2.3.1.
In this tool we utilize the tile plot. As mentioned before, in case of multiple chains,




combinations and report the maximum among them. In the visualization tool, we will






distinct combinations. If the estimated symmetric KL divergence for a particular
combination is less than or equal to the cut-off value, then we will utilize a “Grey” tile to
represent that the two chains belong to the same cluster else we will use a “black” tile to
represent that the two chains belong to different clusters.
In the case of a multivariate chain, we monitor convergence marginally i.e. one variable
at a time. Hence two multivariate chains will be considered to be in the same cluster, only
if the estimated symmetric KL divergence for each variable is less than or equal to the cut-
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Figure 2.1: Application of the visualization tool in which chain 1 and chain 3 are drawn
from N(0, 1) while chain 2, chain 4 and chain 5 are drawn from N(10, 1).
multivariate Markov chain, the user can consider the following steps.
Consider a d dimensional Markov chain initialized at m different points. Suppose these
m chains (where m ≥ 3), were grouped into q clusters. The visualization tool is utilized
when Tool 1 indicates divergence i.e. 2 ≤ q ≤ m. In cases where Tool 1 indicates divergence,
for further investigation, the user can choose a chain from each cluster and implement the
visualization tool marginally i.e. one variable at a time. This will help the user identify,
which among the d variables are responsible for inadequate mixing among the m multivariate
chains.
In order to provide an illustration of the visualization tool, suppose we run 5 chains for
5,000 iterations each wherein the 1st and the 3rd chain are drawn from N(0, 1) while the
2nd, 4th and 5th chain are drawn from N(10, 1). The application of the visualization tool for
these five chains is provided in Figure 2.1. As expected, Figure 2.1 indicates presence of two








, θ ∈ Θ, (2.13)
where k is the unknown normalizing constant.
Suppose a single Markov chain is run for n iterations and the observations obtained
are {θ1j}nj=1. Let P1n(θ) denote the adaptive kernel density estimate of the observations as
mentioned in (2.5). The KL divergence between P1n(θ) and π(θ) is given below,

















In the implementation of Tool 2, we will assume that KL(P1n|π) → 0 as n → ∞. Under
this assumption, Gn → −log(k) as n → ∞. Hence exp(−Gn) → k as n → ∞. Thus,
an estimator of the normalizing constant based on KL divergence between P1n(θ) and π(θ),



















where {θ∗1i}ni=1 are the observations simulated from P1n(θ) using the technique proposed by
Silverman (1986)(Sec 6.4.1).
If the chain has converged, then the quantity T2 given below will be close to 0,
T2 =
| k̂ − k |
k
. (2.16)
But T2 contains the normalizing constant (k), which is unknown. Now, the unknown nor-






Table 2.4: Finding appropriate sample size (n) required for implementation of Tool 2 when
the samples are indeed from the target distribution i.e. standard normal distribution.
(a) Univariate Distribution (b) Bivariate Distribution
n P (T ∗2 ≤ 0.05) n P (T ∗2 ≤ 0.05)
100 0.631 1000 0.390
500 0.871 3000 0.658
1000 0.950 6000 0.869
2000 0.981 9000 0.955
3000 0.997 12000 0.985
Hahn (2005) came up with Cuba library which provides implementation of general purpose
multidimensional integration algorithm. The R package R2Cuba (Bouvier and Kiu (2015))
provides the implementation of Cuba library in R. Using the “divonne” function in R2Cuba
(Bouvier and Kiu (2015)) we will evaluate the integral given in (2.17) and thus obtain an
estimate of the normalizing constant based on numerical integration which we will denote as
k∗. The user can also use the “adaptIntegrate” function in the R package cubature (Johnson
and Narasimhan (2013)) to produce an estimate k∗ of the unknown normalizing constant
(k). Replacing k by k∗ in (2.16) we obtain T ∗2 given below,
T ∗2 =
| k̂ − k∗ |
k∗
. (2.18)
In the case of multi-modal target distribution, if the Markov chain gets stuck in one of
the modes, then the adaptive kernel density estimate of the chain will estimate the density
around that particular mode really well, while completely ignoring the rest of the density.
The estimate k̂ is a Monte Carlo estimate of the unknown normalizing constant (k), based
on the KL divergence between the adaptive kernel density estimate of the chain and the
target distribution. Thus, the evaluation of k̂ involves drawing n observations from the
adaptive kernel density of the chain. But, since the adaptive kernel density estimate cap-
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tures only one mode, the estimate k̂ only records the KL divergence between the adaptive
kernel density estimate of the chain and the target distribution for the state space around
that particular mode. Hence k̂ will likely underestimate the true quantity k, if the Markov
chain gets stuck in one of the modes. On the other hand, k∗ will provide a good estimate of
the unknown normalizing constant (k) since it uses numerical integration to integrate over
the entire state space. Thus T ∗2 can be interpreted as the percentage of the target distri-
bution not yet captured by the Markov chain. A Markov chain that captures at least 95%
of the target distribution can be considered to be producing approximate observations from
the target distribution. Using this interpretation of T ∗2 , we came up with a cut-off value of
0.05 wherein if T ∗2 > 0.05, then Tool 2 indicates that the Markov chain has not yet captured
the target distribution adequately.
As seen earlier, Tool 2 assumes (i) exp(−Gn)→ k as n→∞, (ii) k̂ is a consistent Monte
Carlo estimate of exp(−Gn) and (iii) k∗ is an estimate of k based on multidimensional nu-
merical integration. Since (i) and (ii) depend on the sample size (n), it is important to know
their convergence rates as a function of n. But currently in the literature, a theoretical proof
of the convergence of the adaptive kernel density estimate based on a Markov chain to its
stationary distribution, with respect to the KL divergence is not available. In the absence
of such a theoretical result, it is difficult to find the convergence rates of (i) and (ii) as a
function of n. Hence we conduct a simulation study to choose a suitable sample size (n).
Since the cut-off value is based on the interpretation of T ∗2 , we will conduct a slightly differ-
ent simulation study to get an intuition of the sample size (n) required to implement Tool 2.
In the univariate case we will consider f1 ≡ N(0, 1) to be our target distribution, generate
1000 datasets of sample size (n) each from f1 ≡ N(0, 1) and find k̂ using (2.15) while k∗
will be obtained by numerically integrating the kernel of f1, thus we can then find T
∗
2 for
each dataset using (2.18). Then we estimate P (T ∗2 ≤ 0.05) i.e. probability of concluding
convergence when the chain is indeed from the target distribution. The sample size (n) for
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which the estimate of P (T ∗2 ≤ 0.05) is significantly high, will be our prescribed sample size
(n) for Tool 2. In the bivariate case, similar procedure is carried out for f3 ≡ N(0, I2). The
results are given in Table 2.4.
In Table 2.4 we observe that for n = 2000 in the univariate case and n = 12, 000 in the
bivariate case, the estimated probability of concluding that the Markov chain has converged,
given the fact that it is indeed drawn from the target distribution is really high. This pro-
vides us an indication that n = 2000 and n = 12, 000 are sufficient for implementing Tool 2
in univariate and bivariate distributions respectively. We also check if the prescribed sample
sizes are sufficient when the target distribution is heavy tailed, skewed or is a distribution
with dependent coordinates and hence we replicated the above study with t distribution
(df=5), chi-square distribution (df=10) and bivariate normal distribution (with correlation
coefficient equal to 0.3). We observed that the sample sizes mentioned above are sufficient.
The detailed results are provided in the Appendix.
Tool 2 is specifically designed for detecting divergence when the target distribution is
multi-modal and the chain gets stuck in one of the modes. Thus, if the user observes that
even after running the chain for a reasonably long time (sample size prescribed above), the
value of T ∗2 was found to be greater than 0.05, then it is highly likely that the chain is stuck
in one of the modes and has not yet traveled through the whole state space. The value of
T ∗2 will also tell the user the percentage of the target distribution not yet traveled by the
Markov chain.
Tool 2 involves the target distribution, hence if the target distribution is bounded and
has a lot of mass close to the boundary, then Tool 2 will be affected by boundary bias. Due
to boundary bias, the sample generated from the adaptive kernel density estimator might
contain observations from outside the state space and log of the target distribution without
the unknown normalizing constant (i.e. log(g(θ))) is not defined at these points. A possible
solution to this situation is to consider a bootstrap sample instead of sampling from the
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adaptive kernel density estimate. Also, in the case where the bounded target distribution
has very little mass close to the boundary and the sample generated from the adaptive kernel
density estimate contains none or negligible number of observations from outside the state
space, we can simply ignore those and implement Tool 2.
Users must be aware that Tool 2 is vulnerable to poor adaptive kernel density estima-
tion. Further, estimating the unknown normalizing constant using numerical integration is
challenging, hence we do not claim that Tool 2 will solve all problems related to diagnosing
convergence of Markov chains in the case of multi-modal target distributions. But, we hope
that the tool will help the users understand the challenges associated with it, and thus fur-
ther boost research in this direction.
To implement Tool 2 for a univariate chain with n = 2, 000 and a bivariate chain with
n = 12, 000, it takes approximately 1.31s and 35.68s respectively on an Intel (R) Core (TM)
i5-6300U 2.40GHz machine running Windows 10.
2.4 Examples
2.4.1 Six Mode Example
This example was proposed by Leman et al. (2009). Suppose the target density is as
follows,











where −10 ≤ x, y ≤ 10.
The contour plot of the target distribution known up to the normalizing constant is given in
Figure 2.2 and the marginal distribution of X and Y known up to the normalizing constant
is given in Figure 2.3. The visualization of joint and marginal distribution clearly show that



























Marginal Distribution of Y
Figure 2.3: Marginal Distribution of X and Y in the six mode example.
We will consider two different cases to illustrate the application of the diagnostic tools
and the visualization tool proposed in Section 2.3. In order to draw observations from the
target distribution, we will use a Metropolis within Gibbs sampler in which X is drawn first
and then Y.
Case 1
In this case, we will run four chains wherein two chains (chain 1 and chain 2) will be started
at a particular mode while the remaining two chains (chain 3 and chain 4) will be started at
some other mode. Each of the four chains were run for n = 30, 000 iterations. The adaptive





























Figure 2.4: Visualizations of the adaptive kernel density estimates of the four chains in case
1.
In order to assess the convergence of the above Markov chains, several diagnostic tools
were implemented and the results are presented in Table 4.1. In Table 4.1 we observe that
the PSRF proposed by Gelman and Rubin (1992), MPSRF proposed by Brooks and Gelman
(1998), Hellinger distance approach proposed by Boone et al. (2014) and Tool 1 proposed in
Section 2.3 correctly indicate that the chains have not yet converged.
Table 2.5: Application of various MCMC convergence diagnostic tools for Case 1 in the Six
Mode Example.




Tool 1 has correctly identified that Markov chains have diverged, now to identify clusters
among those four chains, we will utilize our visualization tool proposed in Section 2.3. The








Figure 2.5: Application of the Visualization Tool in the case 1 of the Six Mode example.
four chains wherein chain 1 and chain 2 form a cluster, while chain 3 and chain 4 form
another.
Case 2
In this case as well we will run four chains but all the chains will be started at the same
mode. All the four chains were run for n = 30, 000 iterations and the adaptive kernel density




























Figure 2.6: Visualizations of the adaptive kernel density estimates of the four chains in case
2.
Convergence diagnostic tools used in case 1 were applied in this case as well and the
results obtained are tabulated in Table 2.6. In Table 2.6, we observe that since all chains are
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stuck at the same mode, the PSRF, the MPSRF and the Hellinger distance approach falsely
detect convergence. Now, Tool 2 requires only one chain and since the PSRF, MPSRF and
the Hellinger distance suggest that the four chains are similar, we can simply choose any one
among them. Now, T ∗2 = 0.88 is significantly greater than zero and thus indicates that the
chains are stuck at the same mode, further it also indicates that 88% of the target distribution
is not yet captured by the Markov chain. Thus Tool 2 is both computationally cheap as well
as efficient in detecting divergence in the case of multi-modal target distributions.
Table 2.6: Application of various MCMC convergence diagnostic tools for Case 2 in the Six
Mode Example.






2.4.2 Mixture of Bivariate Normal

















(x, y)T , 0, Σ2
)
(2.20)
where (x, y)T ∈ R2, φ2
(
(x, y)T , 0, Σi
)
is the density of bivariate normal distribution with
mean 0, covariance matrix Σi, evaluated at (x, y)
T and Σi =
 1 ρi
ρi 1
 for i = 1, 2.
The target distribution with ρ1 = 0.99 and ρ2 = −0.99 is plotted in Figure 2.7. To
simulate observations from the above target distribution, we will utilize the MCMC function
in the R package adaptMCMC (Scheidegger (2012)) which uses an adaptive Metropolis
algorithm. We will use four chains wherein two chains each are started in neighboring











Figure 2.7: Joint distribution of the mixture of two bivariate normals in which the first
component is highly positively correlated while the second component is highly negatively
correlated.
Figure 2.8. In Figure 2.8 we observe that since each component is so highly correlated,
chains get stuck in the component in which they were started. Hence the chains have clearly
not mixed adequately.
In order to detect divergence in this example, one needs to assess the convergence of
both X and Y jointly. Thus, marginal empirical convergence diagnostic tools like PSRF
proposed by Gelman and Rubin (1992) and Hellinger distance approach proposed by Boone
et al. (2014) are not applicable in such cases. The MPSRF has the ability to assess the joint
convergence of X and Y, but it falsely detects convergence (R̂p = 1.03) since it averages
the within chain covariances and thus the positive covariances and the negative covariances
cancel each other out. Using the bivariate KL Tool 1, the maximum estimated symmetric KL
divergence between chains was found to be 1.98 which is significantly greater than the cut-
off of C = 0.06. The bivariate KL Tool 1 requires at least 12,000 observations to provide a
good estimate hence simply comparing the estimated symmetric KL divergence to the cut-off



































Figure 2.8: Visualizations of the four chains in the mixture of bivariate normals example in
which ρ1 = −ρ2 = 0.99.
symmetric KL divergence of 1.98 or less when the chains with n = 1000 are drawn from
different distributions i.e. N(012, I2) and N(µ12, I2) where µ = 0.2835. This probability
which can also be looked upon as the p-value in terms of the hypothesis framework given
in Section 2.3 was found to be very large (i.e. greater than 0.999). Thus we do not reject
our null hypothesis and concluded that the chains have not yet mixed adequately. Thus, in
this example we observe that, even if the target distribution is unimodal, MPSRF proposed
by Brooks and Gelman (1998) is vulnerable to false indication of convergence. If the above
chains are run for a longer period, then all the chains travel through both the components
and mix adequately.
2.4.3 Logit Model
We use the “Anguilla train” dataset provided in the R package dismo (Hijmans et al.
(2016)) to fit a Bayesian logit model with presence or absence of short finned eel considered
as the response variable and the six other variables were included as covariates. The six
covariates are: summer air temperature (SeqSumT), distance to coast (DSDist), area with
indigenous forest (USNative), average slope in the upstream catchment (USSlope), maximum
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downstream slope (DSMaxSlope) and Fishing Method (categorical variable with five classes
namely electric, mixture, net, spot and trap). This example was also used by Boone et al.




1 + exp(XTi β)
,
β ∼ N(0, 100 I10).
In order to estimate the parameters in the above model, three chains were run using the
MCMClogit function in the R package MCMCpack (Martin et al. (2011)). We considered
an initial burn-in of 30,000 as suggested by Boone et al. (2014). Since the dimension of the
MCMC chain is large, we will apply Tool 1 marginally to diagnose the convergence of each
of the parameter. After the initial burn-in, each of the three chains were run for n = 3000,
n = 15, 000 and n = 30, 000 iterations and for each n, the convergence was diagnosed using
PSRF, Hellinger distance and univariate KL Tool 1. The results are tabulated in Table 2.7.
Table 2.7: Application of various MCMC convergence diagnostic tools to the Bayesian logit
model.
n = 3, 000 n = 15, 000 n = 30, 000
Variable R̂ H Dist Tool 1 R̂ H Dist Tool 1 R̂ H Dist Tool 1
(Intercept) 1.01 0.12 0.06 1.00 0.07 0.02 1.00 0.06 0.01
SeqSumT 1.01 0.13 0.07 1.00 0.07 0.02 1.00 0.05 0.01
DSDist 1.00 0.13 0.05 1.00 0.06 0.01 1.00 0.05 0.01
USNative 1.00 0.14 0.08 1.00 0.07 0.02 1.00 0.06 0.01
M - mix 1.01 0.13 0.05 1.00 0.07 0.01 1.00 0.05 0.01
M - net 1.01 0.17 0.11 1.00 0.06 0.01 1.00 0.06 0.01
M - spot 1.01 0.13 0.08 1.00 0.09 0.02 1.00 0.06 0.01
M - trap 1.02 0.15 0.08 1.00 0.08 0.02 1.00 0.06 0.01
DSMaxSlope 1.00 0.09 0.03 1.00 0.06 0.01 1.00 0.05 0.01
USSlope 1.00 0.10 0.03 1.00 0.09 0.03 1.00 0.06 0.01
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The Markov chain is 10 dimensional, hence in order to maintain an overall type 1 error
rate of α = 0.05, we will use Bonferroni’s correction to adjust our cut-off point. For C = 0.01,
the type 1 error for each comparison is less than α/10 = 0.005 while the overall type 1 error
is less than α = 0.05. The PSRF (R̂) indicates that the chains have mixed adequately
at n = 3000 and hence iterations obtained from 3000 onwards can be used to compute
parameters estimates. But Hellinger distance approach and multivariate KL Tool 1 indicate
that chains have not yet converged and hence the user must run the sampler longer. The
Hellinger distance approach indicates convergence of all parameters at n = 15, 000 while the
multivariate KL Tool 1 indicates convergence of all parameters at n = 30, 000. Since the
multivariate KL Tool 1 adjusts its cut-off point for multiple comparison, it is advisable for
the user to use iterations from 30,000 onwards for making inference about the parameters of
interest.
2.5 Conclusion
In this article, we have provided two new MCMC convergence diagnostic tools based on
KL divergence and smoothing methods. The advantage of the first tool over existing MCMC
convergence diagnostic tools is that, it has the ability to assess the joint convergence of
multiple variables. For multivariate chains, we assess convergence marginally and recalibrate
the cut-off point using Bonferroni’s correction to maintain the overall type 1 error at α. Due
to the use of Bonferroni’s correction, Tool 1 can be conservative in the case of large number
of variables. But in the case of MCMC diagnostics, a conservative tool is preferable as it
provides the user greater assurance, that the chain is producing approximate observations
from the target distribution, when it indicates convergence. In the case where the first tool
indicates divergence of multiple MCMC chains, the user can use the visualization tool to
further investigate reasons behind the divergence of multiple MCMC chains. The advantage
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of the second tool over existing MCMC convergence diagnostic tools is that, it is equipped to
detect divergence when MCMC chains get stuck in a particular mode of a multi-modal target
distribution. Tool 2 is vulnerable if multidimensional numerical integration does not provide
a good estimate of the unknown normalizing constant. Thus the proposed methods provide
a useful addition to the set of available MCMC diagnostic tools and are equipped to detect
non convergence of chains when other methods might fail to do so. A possible future study
involves deriving a theoretical proof of convergence of the adaptive kernel density estimate
based on Markov chain samples to its stationary distribution with respect to KL divergence
measure.
2.6 Appendix: Results Corresponding to Additional Simulations
2.6.1 Additional Simulations for Tool 1
In Subsection 2.3.1, we have conducted a simulation study to find the sample size (n),
required to estimate the symmetric KL divergence efficiently when the chains are drawn from
similar univariate and bivariate Gaussian distributions. Here we will provide details about
the study being replicated with t distribution (df = 5), chi-square distribution (df=10) and
bivariate normal distribution (with correlation coefficient equal to 0.3).
Table 2.8: Bias, Standard Deviation and RMSE of (a) K̂Lsy(ĥ1, ĥ2) where ĥ1 and ĥ2 are
adaptive kernel density estimates of observations drawn from h1 ≡ t5(0, 1) and h2 ≡ t5(0, 1)
(b) K̂Lsy(ĥ3, ĥ4) where ĥ3 and ĥ4 are adaptive kernel density estimates of observations drawn
from h3 ≡ t5(0, I2) and h4 ≡ t5(0, I2).
(a) Univariate t distribution
n Bias SD RMSE
1000 0.0074 0.0046 0.0088
1500 0.0053 0.0031 0.0061
2000 0.0043 0.0025 0.0049
2500 0.0035 0.0019 0.0040
3000 0.0030 0.0016 0.0034
(b) Bivariate t distribution
n Bias SD RMSE
3000 0.0111 0.0031 0.0115
6000 0.0068 0.0019 0.0070
9000 0.0051 0.0013 0.0053
12000 0.0041 0.0009 0.0042
15000 0.0035 0.0012 0.0038
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In the case of univariate t distribution, we generate 1000 datasets of sample size (n)
each from h1 ≡ t5(0, 1) and h2 ≡ t5(0, 1) and using the procedure discussed in Subsection
2.3.1, find the bias, standard deviation and RMSE of K̂Lsy(ĥ1, ĥ2) where ĥ1 and ĥ2 are
the adaptive kernel density estimates of h1 and h2 respectively. In the case of bivariate t
distribution, the above study is performed with h3 ≡ t5(0, I2) and h4 ≡ t5(0, I2). The results
are given in Table 2.8.
Table 2.9: Bias, Standard Deviation and RMSE of (a) K̂Lsy(ĥ5, ĥ6) where ĥ5 and ĥ6 are
adaptive kernel density estimates of observations drawn from h5 ≡ χ210 and h6 ≡ χ210 (b)
K̂Lsy(ĥ7, ĥ8) where ĥ7 and ĥ8 are adaptive kernel density estimates of observations drawn
from h7 ≡ χ210 × χ210 and h8 ≡ χ210 × χ210.
(a) Univariate chi sq distribution
n Bias SD RMSE
1000 0.0058 0.0038 0.0070
1500 0.0044 0.0026 0.0051
2000 0.0036 0.0021 0.0042
2500 0.0030 0.0017 0.0034
3000 0.0026 0.0015 0.0029
(b) Bivariate chi sq distribution
n Bias SD RMSE
3000 0.0101 0.0027 0.0104
6000 0.0063 0.0015 0.0064
9000 0.0047 0.0011 0.0049
12000 0.0038 0.0009 0.0039
15000 0.0033 0.0007 0.0034
Table 2.10: Bias, Standard Deviation and RMSE of K̂Lsy(ĥ9, ĥ10) where ĥ9 and ĥ10 are
adaptive kernel density estimates of observations drawn from h9 ≡ N(0,Σ1) and h10 ≡
N(0,Σ2) where Σ1 = Σ2 = [1, 0.3; 0.3, 1].
Biv dep normal distribution
n Bias SD RMSE
3000 0.0108 0.0028 0.0111
6000 0.0066 0.0016 0.0068
9000 0.0050 0.0011 0.0051
12000 0.0041 0.0009 0.0042
15000 0.0035 0.0007 0.0036
In the case of univariate chi-square distribution, we conduct a similar study as above
with h5 ≡ χ210 and h6 ≡ χ210, while in the case of bivariate chi-square distribution we use
h7 ≡ χ210 x χ210 and h8 ≡ χ210 x χ210. The results are provided in Table 2.9. In the case of
bivariate normal distribution (with correlation coefficient equal to 0.3), we perform the Tool
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1 simulation study with h9 ≡ N(0,Σ1) and h10 ≡ N(0,Σ2) where Σ1 = Σ2 = [1, 0.3; 0.3, 1].
The results are tabulated in Table 2.10.
In Table 2.8, 2.9 and 2.10 we observe that the bias, standard deviation and RMSE goes
on reducing as the sample size (n) increases. Also in each of the three distributions we
observe that for n = 2000 in the univariate case and n = 12000 in the bivariate case, we can
produce a good estimate of the symmetric KL divergence since the bias, standard deviation
and RMSE become reasonably small.
2.6.2 Additional Simulations for Tool 2
With respect to Tool 2, in Subsection 2.3.3, we conducted a simulation study wherein
chains were drawn from the univariate and bivariate Gaussian distribution to find the sample
size (n) required to implement Tool 2. Here we provide details about the study being
implemented for t distribution (df = 5), chi-square distribution (df=10) and bivariate normal
distribution (with correlation coefficient equal to 0.3).
Table 2.11: Finding appropriate sample size (n) required for implementation of Tool 2 when
the chain is indeed from the target distribution i.e. t distribution with df=5 in this case.
(a) Univariate t distribution






(b) Bivariate t distribution






In the case of univariate t distribution, we generate 1000 datasets each of sample size
(n) from h1 ≡ t5(0, 1) and compute T ∗2 for each dataset using the procedure discussed in
Subsection 2.3.3. Then we can estimate P (T ∗2 ≤ 0.05) for different values of sample size (n).
In the case of bivariate t distribution, the study is performed for h3 ≡ t5(0, I2). The results
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are given in Table 2.11. In the case of univariate and bivariate chi-square distribution, we
perform the above study for h5 ≡ χ210 and for h7 ≡ χ210 x χ210 respectively. The results are
provided in Table 2.12. In the case of bivariate dependent normal distribution, the above
study was carried out with h9 ≡ N(0,Σ1), where Σ1 = [1, 0.3; 0.3, 1]. The results are given
in Table 2.13.
Table 2.12: Finding appropriate sample size (n) required for implementation of Tool 2 when
the chain is indeed from the target distribution i.e. chi-square distribution with df=10 in
this case.
(a) Univariate chi sq distribution






(b) Bivariate chi sq distribution






Table 2.13: Finding appropriate sample size (n) required for implementation of Tool 2 when
the chain is indeed from the target distribution i.e. bivariate dependent normal distribution
(with correlation coefficient equal to 0.3) in this case.
Bivariate dep normal distribution






In Subsection 2.3.3, where the target distribution was taken to be Gaussian, we had
observed that n = 2000 and n = 12, 000 were found to be sufficient for implementing Tool
2 in the univariate and bivariate case respectively. In Table 2.11, 2.12 and 2.13 we ob-
serve that for the above mentioned sample sizes, estimate of P (T ∗2 ≤ 0.05) is significantly
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large. Thus even when the target distribution is heavy tailed, skewed or has dependent coor-
dinates, the above mentioned sample sizes are sufficient for capturing the target distribution.
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CHAPTER 3. POSTERIOR IMPROPRIETY OF SOME
SPARSE BAYESIAN LEARNING MODELS
A paper under review
Anand Dixit and Vivekananda Roy
Abstract
Modern datasets often have a significantly greater number of covariates than observa-
tions. For such datasets, often the objective is to predict the response variable for previously
unobserved values of the covariates. Researchers have proposed some sparse Bayesian learn-
ing models that take a reproducing kernel Hilbert space (RKHS) approach to carry out the
task of prediction. Among the class of sparse Bayesian learning models, relevance vector
machines (RVM) is very popular. In this article we show that RVM and some other sparse
Bayesian learning models with hyperparameter values currently used in the literature are
based on improper posteriors. Further, we also provide necessary and sufficient conditions
for posterior propriety of RVM.
3.1 Introduction
Advances in technology have resulted in huge growth of availability of high dimensional
data in a variety of disciplines. For such datasets, often the number of covariates (p) is
much greater than the number of observations (n), and the objective is to construct a
model to predict the response variable for previously unobserved values of the covariates.
As an example, such high dimensional datasets are abundant in the field of genetics, where
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the number of subjects involved in the experiment is small, but for each subject, data
corresponding to millions of markers are available. The objective in such datasets is to
predict the physiological phenotype given the genomic information. If p < n, then one can
fit a suitable linear model using a traditional statistical technique like ordinary least squares
(OLS). But if p > n, then OLS is no longer applicable, and hence one can rely on penalized
methods such as the least absolute shrinkage and selection operator (LASSO) (Tibshirani
(1996)) or ridge regression (Hoerl and Kennard (1970)) to find a suitable model. But,
both LASSO and ridge regression are penalized regression techniques that perform variable
selection among the class of linear models. Hence, in case of p > n, if we wish to explore
nonlinear class of models, we can estimate a function (f) from a functional space (H) using






L(yi, f(xi)) + λ||f ||2H
]
, (3.1)
where {yi, xi}ni=1 is the training data such that yi ∈ R ∀i and xi ∈ Rp ∀i, L(·, ·) is the loss
function, λ is the penalty parameter, H is the functional space and || · ||H is the norm defined
on H.
Since a functional space is infinite dimensional, the solution of (3.1) can also be infinite
dimensional. Hence there is a possibility that we cannot use it for practical purposes. Wahba
(1990) proved that, if the functional space is a reproducing kernel Hilbert space (RKHS),





where k(·, ·) is a reproducing kernel and {βj}nj=1 are some unknown coefficients. The formal
definition of RKHS and reproducing kernel can be found in Berlinet and Thomas-Agnan
(2011).
Tipping (2001) used the above finite dimensional solution in a hierarchical Bayesian model
to introduce the relevance vector machine (RVM) (see also Tipping (2000) and Bishop and
42
Tipping (2000)). The prior structure of RVM has been chosen in such a manner that it will
produce a sparse solution and hence will lead to better predictions. RVM is a very popular
sparse Bayesian learning model that is typically used for prediction (The paper Tipping
(2001) has been cited more than 5000 times till date.).
In Bayesian analysis, in the absence of prior knowledge on the parameters, it is a common
practice to use the so called ‘non-informative’ or ‘objective’ priors. A popular example of
an objective prior is the Jeffreys’s prior, which is considered to be non-informative in nature
(Jeffreys (1961)). It is a function that is directly proportional to the square root of the
determinant of the Fisher information matrix and hence can be computed easily in several
cases. Often the objective priors turn out to be improper distributions i.e., functions that
do not integrate to a finite number. For Bayesian models involving improper priors, the
posterior distribution of the parameters given the data is not guaranteed to be proper.
Hence, in such cases, it is necessary to show that the normalizing constant associated with
the posterior distribution is bounded above by a finite constant otherwise there is a possibility
that the posterior distribution is improper and drawing inference from an improper posterior
distribution is equivalent to drawing inference from a function that integrates to infinity.
The priors imposed in RVM involve an improper prior on the hyperparameters. We prove
that this improper prior leads to an improper posterior distribution. Additionally, we also
derive necessary and sufficient conditions for the posterior propriety of RVM. The necessary
conditions will help past researchers of RVM to check if the improper prior used by them
leads to an improper posterior, and the sufficient conditions will provide guidelines for future
researchers to choose prior distributions that will guarantee posterior propriety. Figueiredo
(2002) proposed to apply RVM using the popular Jeffreys’s prior on the hyperparameters.
The necessary conditions that we derive show that the choice of Jeffreys’s prior also leads to
an improper posterior.
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Sparse Bayesian learning models also involve classification models. Precise and accurate
classification of tumors is of great importance, as it helps oncologists to detect the type
of cancer affecting the patient. Such classification is often based on gene expression data.
Mallick et al. (2005) proposed a RKHS based Bayesian classification model which makes
use of the finite dimensional solution in (3.2) to build models corresponding to both logistic
likelihoods as well as support vector machine related likelihoods. They propose to implement
their model by using either proper priors or Jeffreys’s prior. Proper priors will, of course,
lead to a proper posterior, but we prove that the improper prior (i.e., the Jeffreys’s prior
implemented in their models) leads to an improper posterior.
Computational methods like Markov chain Monte Carlo (MCMC) or maximization of
marginal likelihood are often used to estimate the parameters involved in the sparse Bayesian
learning model. Such methods are incapable of providing a red flag in case of posterior
impropriety, and hence a theoretical study is required to guarantee the existence of a posterior
distribution. A nice illustration of incapability of MCMC in detecting posterior impropriety
and its consequences can be found in Hobert and Casella (1996) and Athreya and Roy
(2014). The article is structured as follows. In Section 3.2, we explain RVM and a related
model proposed by Figueiredo (2002) along with their inference method in detail. Further
in Section 3.2, we provide necessary and sufficient conditions for the posterior propriety of
RVM and show that the sparse Bayesian learning models proposed by Tipping (2001) and
Figueiredo (2002) lead to improper posteriors. In Section 3.3, we provide details about the
Bayesian classification models proposed by Mallick et al. (2005) and show that the models
are improper under the choice of Jeffreys’s prior. Some concluding remarks are given in
Section 3.4.
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3.2 Relevance Vector Machine and Its Impropriety
Let {(yi, xi), i = 1, 2, ···, n} be the training data, where yi ∈ R is the ith observation for the
response variable and xi ∈ Rp is the p dimensional covariate vector associated with yi. Let
y = (y1, y2, · · ·, yn)T . Let β = (β0, β1, · · ·, βn)T and K be the n× (n+1) matrix whose ith row
is given by KTi =
(
1, kθ(xi, x1), kθ(xi, x2), · · ·, kθ(xi, xn)
)
where {kθ(xi, xj) : i, j = 1, 2, · · ·, n}
are the values of the reproducing kernel and θ is a kernel parameter. The relevance vector
machine (RVM) proposed by Tipping (2001) is as follows,
y|β, σ2 ∼ N(Kβ, σ2I), (3.3a)
β|λ ∼ N(0, D−1) with D = diag(λ0, λ1, · · ·, λn), (3.3b)

















where (a, b, c, d) are user defined hyperparameters. Here {σ2, λi : i = 0, 1, 2, · · ·, n} are
assumed apriori independent. Also, β and σ2 are assumed apriori independent. The kernel
parameter θ is typically estimated by cross validation in RVM. Let λ = (λ0, λ1, · · ·, λn)T .
For a > 0 and b > 0, π(λi) is a proper Gamma density with parameters a and b for all
i = 0, 1, 2, · · ·, n. Similarly, for c > 0 and d > 0, π(1/σ2) is a proper Gamma density with
parameters c and d. The posterior distribution of (β, 1/σ2, λ) corresponding to (3.3) is given
by,




where f(y|β, σ2) is the normal density in (3.3a), π(β, 1/σ2, λ) is the prior density of (β, 1/σ2, λ)








f(y|β, σ2)π(β, 1/σ2, λ)dβd 1
σ2
dλ,
where R+ = (0,∞). The posterior density given in (3.4) is proper if and only if m(y) <∞.
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The user defined hyperparameters can be chosen in such a way that the prior distribution
imposed on the parameters turns out to be improper, and in such cases the posterior pro-
priety of the model is no longer guaranteed. The following theorems will provide necessary
and sufficient conditions for the posterior propriety of RVM, that is m(y) <∞.
Theorem 3.2.1. If b = 0, i.e., if π(λi) ∝ λa−1i ∀i = 0, 1, · · ·, n, then a ∈ (−1/2, 0) is a
necessary condition for the posterior propriety of RVM defined in (3.3).
Proof: See Appendix B.
Theorem 3.2.2. Suppose PK = K(K
TK)−KT where (KTK)− is a generalized inverse of
KTK. Then (i) and (ii) given below are the sufficient conditions for the posterior propriety
of RVM defined in (3.3),
(i) a > 0 and b > 0 i.e., the prior on λi is a proper Gamma distribution.
(ii) yT (I − PK)y + 2d > 0 and n > −2c.
Proof: See Appendix B.
The sufficient conditions above indicate that although improper priors are not allowed on λ,
several improper priors on 1/σ2 will lead to a proper posterior. Some of the popular choices
like π(1/σ2) ∝ σ2 and π(1/σ2) ∝ 1 are covered under the sufficient conditions.
In RVM, for given values of the p covariates say xnew, the objective is to predict the
corresponding response variable say ynew. For predicting ynew, one can use the posterior













where f(ynew|β, σ2) is the density ofN(KTnewβ, σ2) withKTnew =
(
1, kθ(xnew, x1), kθ(xnew, x2), ··
·, kθ(xnew, xn)
)
and π(β, 1/σ2, λ|y) is the posterior density defined in (3.4). Tipping (2001)




f(ynew|β, σ̂2) π(β|λ̂, σ̂2, y)dβ,
where
(λ̂, σ̂2) = argmax
λ,σ2
π(λ, 1/σ2|y) = argmax
λ,σ2
f(y|λ, σ2), (3.6)





Using (3.3), simple calculations show that,
β|λ̂, σ̂2, y ∼ N((KTK + D̂σ̂2)−1KTy, (KTKσ̂−2 + D̂)−1)
=⇒ ynew|y ∼ N(KTnew(KTK + D̂σ̂2)−1KTy,KTnew(KTKσ̂−2 + D̂)−1Knew + σ̂2).
The mean of the above posterior predictive distribution is reported by Tipping (2001) as
the predicted response when the observed covariates are xnew. In the above posterior pre-
dictive distribution used by Tipping (2001), we also observe that the parameters λ and
σ2 are estimated by maximizing the marginal density f(y|λ, σ2), and the prior imposed on
them is π(λ, σ−2) ∝ 1 (Indeed the second equality in Equation 3.6 follows due to the use
of this uniform prior.). Thus, the prior chosen is improper and is equivalent to choosing
the hyperparameters (a, b, c, d) in RVM, given in (3.3) to be (1, 0, 1, 0). This choice of hy-
perparameters does not satisfy the necessary condition derived in Theorem 3.2.1. Tipping
(2001) also mentions that optimizing f(y|λ, σ2) can be computationally challenging and
hence he proposes to estimate log λ and log σ−2 by optimizing log f(y| log λ, log σ−2) and
assuming uniform prior on log λi’s and log σ
−2, i.e., π(log λ, log σ−2) ∝ 1, which is equivalent




i . Such a prior is also improper and can be assumed by choosing
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the hyperparameters (a, b, c, d) to be (0, 0, 0, 0). This choice of hyperparameters also violates
the necessary conditions derived in Theorem 3.2.1. Thus, the RVM proposed by Tipping
(2001) is based on an improper posterior. Figueiredo (2002) proposed to implement RVM
by assuming the Jeffreys’s prior on the prior variance parameters of β, i.e., π(1/λi) ∝ λi ∀ i
which is equivalent to π(λi) ∝ 1/λi ∀ i. As mentioned before, this improper prior violates
the necessary conditions derived in Theorem 3.2.1. Hence the model proposed by Figueiredo
(2002) also leads to an improper posterior. Thus, the necessary and sufficient conditions
derived in Theorem 3.2.1 and Theorem 3.2.2 will be useful for past researchers to check if
their choice of hyperparameters in RVM leads to proper posterior.
3.3 Sparse Bayesian Classification Model and Its Impropriety
Let y be an n dimensional vector containing the observed response variables {yi}ni=1 such
that yi ∈ {0, 1} ∀i, and let z be an n dimensional vector of latent variables that connect the
response variables to the covariates. The Bayesian classification model based on reproducing








z|β, σ2, θ ∼ N(Kβ, σ2I)
β|λ, σ2 ∼ N(0, σ2D−1) with D = diag(λ0, λ1, · · ·, λn)
π(λi) ∝ λa−1i exp{−bλi} ∀i = 1, 2, · · ·, n
σ2 ∼ IG(c, d)
θ ∼ U(u1, u2) (3.7)
where y = (y1, y2, ···, yn)T , z = (z1, z2, ···, zn)T , l(·, ·) is a loss function, β = (β0, ···, βn)T , K is
the n× (n+1) matrix whose ith row is given by KTi =
(
1, kθ(xi, x1), kθ(xi, x2), · · ·, kθ(xi, xn)
)
where {kθ(xi, xj) : i, j = 1, 2, · · ·, n} are the values of the reproducing kernel, θ is the
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parameter in the reproducing kernel, λ = (λ0, λ1, · · ·, λn)T with λ0 fixed at a small number
and (a, b, c, d, u1, u2) are user defined hyperparameters. For X ∼ IG(c, d), the density of
the random variable X is taken to be, f(x) ∝ x−a−1e−b/x I(x > 0) and U(u1, u2) denotes
the uniform distribution on the interval (u1, u2). For a > 0 and b > 0, π(λi) is a proper
Gamma density with parameters a and b. The parameters λi’s, σ
2 and θ are assumed






The above model proposed by Mallick et al. (2005) is quite general in nature, since it
encompasses popular models like the logistic model and the support vector machine (SVM)
model. Mallick et al. (2005) recommend that the above model be implemented using a
Jeffreys’s prior on λ and a proper prior on σ2 or by putting proper priors on λ and σ2.
The following proposition shows that putting a Jeffreys’s prior on λ leads to an improper
posterior.
Proposition 3.3.1. If the Jeffreys’s prior is assumed on λ in the sparse Bayesian classifi-





then the posterior density of the parameters and latent variables of interest, π(β, z, σ2, λ, θ|y)
is improper.
Proof: See Appendix B.
Given values of the p covariates say xnew, sparse Bayesian classification model in (3.7) is
used to predict the class in which ynew belongs to. Since the response variable is binary, i.e.,
ynew ∈ {0, 1}, the posterior predictive probability is given by
P (ynew = 1|y) =
∫
Ω
P (ynew = 1|y, xnew, ω)π(ω|y) dω,
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where Ω = Rn+1 × Rn × R+ × Rn+ × (u1, u2), ω = (β, z, σ2, λ, θ), π(ω|y) is the posterior
density of the parameters and latent variables of interest. Since the posterior distribution of
parameters and latent variables of interest is not known in closed form, Mallick et al. (2005)
construct an MCMC sampler to draw observations from it and use those observations to
produce a Monte Carlo estimate of P (ynew = 1|y). If the Monte Carlo estimate is greater
than 0.5, then ynew is predicted to be 1 else 0.
MCMC samplers are incapable of providing a red flag when the posterior distribution
is improper. In fact, Hobert and Casella (1996) show that the MCMC draws from an
improper posterior distribution seem perfectly reasonable. Empirical diagnostic tools that
are commonly employed to check if the MCMC sampler has converged are also incapable of
detecting posterior impropriety. Further, such empirical diagnostic tools are vulnerable even
if the posterior distribution exists (Dixit and Roy (2017)). Recently, Athreya and Roy (2014)
prove that the usual sample average estimators of the posterior means of the parameters will
converge to zero with probability 1 if the MCMC chain corresponds to an improper posterior
distribution.
3.4 Conclusion
In this article we prove that the RVM with hyperparameters values introduced in Tipping
(2001), a Bayesian classification model proposed by Mallick et al. (2005) using Jeffreys’s prior
and a RVM model proposed by Figueiredo (2002) lead to improper posterior distributions.
These three models fall under the category of sparse Bayesian learning models. Among the
three, RVM proposed by Tipping (2001) is very popular and has been cited more than 5000
times till date while the Bayesian classification model proposed by Mallick et al. (2005)
has been proposed for sensitive tasks like classification of tumors. In order to conduct
valid Bayesian analysis using RVM, one can use the necessary and sufficient conditions
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for posterior propriety of RVM provided in this article. The Bayesian classification model
proposed by Mallick et al. (2005) has been proposed to be implemented with either proper
priors or Jeffreys’s prior. Since the Jeffreys’s prior leads to an improper posterior, it must be
implemented with proper priors. Thus, this article provides crucial theoretical developments
for sparse Bayesian learning models.
3.5 Appendix A: Some Useful Lemmas and Definition
Lemma 3.5.1.
(a) For RVM given in (3.3),
f(y|λ, σ2) = σ
(2π)n/2











(b) For Bayesian classification model in (3.7),
f(z|λ, σ2, θ) = σ
−n
(2π)n/2




















f(y|β, σ2) π(β|λ) dβ








(y −Kβ)T (y −Kβ) + βTDσ2β
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dβ















































(I −K(KTK +Dσ2)−1KT ), (3.8)
we get,
f(y|λ, σ2) = σ
(2π)n/2












f(z|λ, σ2, θ) =
∫ ∞
−∞
f(z|β, σ2, θ) π(β|λ, σ2) dβ








(z −Kβ)T (z −Kβ) + βTDβ
)}
dβ








βT (KTK +D)β − 2zTKβ + zT z
)}
dβ















zT (I −K(KTK +D)−1KT )z
)}
.




= I −K(KTK +D)−1KT ,
we get,
f(z|λ, σ2, θ) = σ
−n
(2π)n/2











Definition 3.5.1. Let r = (r1, r2, · · ·, rn)T ∈ Rn and s = (s1, s2, · · ·, sn)T ∈ Rn be any two
n dimensional vectors. A real valued function f defined on Rn is said to be non decreasing
in each of its arguments if r << s i.e., ri ≤ si ∀i =⇒ f(r) ≤ f(s).
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Lemma 3.5.2. Let PK = K(K

























































where Ei is a (n+ 1)× (n+ 1) matrix with 1 in the ith diagonal and 0 everywhere else. Since
KEiK
T is positive semidefinite, we get,
∂f1
∂λ−1i
≥ 0 ∀ i.



















where (λ−10 , λ
−1
1 , · · ·, λ−1n )→ a means λ−1i → a for all i = 0, 1, · · ·, n.
Let λmin = min{λ0, λ1, · · ·, λn}. Then,
(KTK +Dσ2)−1 ≤ (KTK + λminσ2 I)−1. (3.9)










yT (I −K(KTK + λminσ2 In+1)−1KT )y
)}
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yT (I − PK)y
}
.
The first inequality given above also follows from the fact that σ2 + KD−1KT ≥ σ2I. A
similar argument could be used to prove the second inequality if KTK was non singular.





where k and a are constants. The above integral is finite iff a ∈ (−1/2, 0). In that case, the
value of the integral is ck−(a+1/2), where c is some other constant.
Proof:




(sec2 θ − 1)−(a+1) tan θ sec θ dθ.




(z2 − 1)−(a+1) dz.
The above integral is finite iff a ∈ (−1/2, 0), thus proving the first part. Provided the above
integral is some finite constant say c/2, the value of the integral given in (3.10) becomes
ck−(a+1/2). Thus proving the second part of the lemma.
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3.6 Appendix B: Proof of Theorems
Proof of Theorem 3.2.1























Let e1, e2, · · ·, en+1 be the n + 1 eigenvalues of KTK where emax = max{e1, e2, · · ·, en+1}.

















































Using Lemma 3.5.3, the above integral is finite iff a ∈ (−1/2, 0). Thus proving the necessary
condition for the posterior propriety of RVM.
Proof of Theorem 3.2.2















































As mentioned before, for a > 0 and b > 0, π(λ) is a product of n+1 proper Gamma densities


































The integral above will be finite if yT (I − PK)y + 2d > 0 and n > −2c, thus proving the
sufficient conditions for posterior propriety of RVM.
Proof of Proposition 3.3.1


















































Using (3.14) and (3.15), we get,


















Letting t = 1/λi, we get,






















From Lemma 3.5.3, the above integral is equal to ∞, thus proving Proposition 3.3.1.
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CHAPTER 4. ANALYZING RELEVANCE VECTOR
MACHINES USING A SINGLE PENALTY APPROACH
A paper under preparation
Anand Dixit and Vivekananda Roy
Abstract
Relevance vector machine (RVM) is a popular sparse Bayesian learning model typically
used for prediction. Recently it has been shown that improper priors assumed on multiple
penalty parameters in RVM may lead to an improper posterior. Currently in the literature,
the sufficient conditions for posterior propriety of RVM do not allow improper priors over
the multiple penalty parameters. In this article, we propose a single penalty relevance
vector machine (SPRVM) model in which multiple penalty parameters are replaced by a
single penalty and analyze it using a semi Bayesian approach. The necessary and sufficient
conditions for posterior propriety of SPRVM are more liberal than those of RVM and allow
for several improper priors over the penalty parameter. Additionally, we also prove the
geometric ergodicity of the Gibbs sampler used to analyze the SPRVM model and hence can
estimate the asymptotic standard errors associated with the Monte Carlo estimate of the
means of the posterior predictive distribution. Such a Monte Carlo standard error cannot
be computed in the case of RVM, since the rate of convergence of the Gibbs sampler used to
analyze RVM is not known. The predictive performance of RVM and SPRVM is compared
by analyzing a genetic dataset, gas dataset and a cookie dataset.
59
4.1 Introduction
Suppose we are given a training dataset consisting of n observations and p predictors.
Let {(yi, xi) : i = 1, 2, · · ·, n} denote the training dataset where yi ∈ R is the ith observation
of the response variable and xi ∈ Rp is the p dimensional covariate vector associated with
yi. For such a dataset, often the objective is to come up with a function h, such that the
response variable yi can be expressed as yi = h(xi)+εi ∀ i = 1, 2, ···, n where h : Rp → R and
{εi}ni=1 are the corresponding errors. Many times, for a previously unobserved p dimensional
covariate vector, the function h is utilized to predict its associated response variable. If p is
small, then the function h can be estimated using the nonparametric approach of a Nadaraya-
Watson type estimator. In this approach, the errors are assumed to be uncorrelated, have a
zero mean and a constant variance. For higher dimensions, kernel density estimation might
not work well, and hence Nadaraya Watson type estimators are not recommended when p
is large. Thus, in cases where p is large but smaller than n, one can use the ordinary least
squares (OLS) method to estimate the function h. In OLS, h is estimated from a class of
linear models by minimizing the quadratic loss function.
In recent years, there is a plethora of datasets wherein p is far greater than n. Such
datasets are often referred to as high dimensional datasets. Examples of these can be found
in the field of genetics, nutrition, chemical engineering etc. In such cases, the methods
described before are no longer applicable. A possible solution in such cases is to use the
least absolute shrinkage and selection operator (LASSO) proposed by Tibshirani (1996) that
estimates the function h from a class of linear models by minimizing the quadratic loss
function with respect to an L1 constraint. Another option is to utilize the ridge estimator
proposed by Hoerl and Kennard (1970) that is similar to LASSO, but uses an L2 constraint
instead of an L1 constraint. There are other variants of LASSO and ridge estimators proposed
in the literature. Such methods are commonly referred to as penalized regression methods.
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In recent years, the Bayesian version of such methods have gained popularity as they allow
researchers to account for prior information in their analysis. Parameter estimation in the
Bayesian version is often carried out using Markov chain Monte Carlo (MCMC) samplers.
For example, the Bayesian LASSO proposed by Park and Casella (2008) can be analyzed
using a Gibbs sampler. In traditional as well as Bayesian versions, a drawback of these
penalized regression methods is that the function h is restricted among the class of linear
models.
Thus, if we wish to explore a more general class of models, a common strategy is to take
a reproducing kernel Hilbert space (RKHS) approach to estimate the function h. Such an
estimate of the function h was found by Wahba (1990) by solving the Tikhonov regularization
over RKHS. This RKHS based solution allows us to reduce the complexity of the model
matrix from p to n dimensions. This pleasing property of the RKHS based solution was
utilized by Tipping (2001) to propose the relevance vector machine (RVM) (see also Tipping
(2000) and Bishop and Tipping (2000)).
RVM is a hierarchical Bayesian model in which the finite dimensional solution found by
Wahba (1990) was utilized as the mean structure of the data model. Further, Tipping (2001)
assumed an improper prior over its hyperparameters. Assuming improper priors is fine as
long as the posterior propriety has been established. Recently, Dixit and Roy (2018) provide
necessary and sufficient conditions for posterior propriety of RVM and prove that improper
priors assumed by Tipping (2001) lead to an improper posterior distribution. Thus, in order
to conduct valid Bayesian analysis, one needs to either use proper priors or improper priors
that satisfy the sufficient conditions.
In the past, Fokou et al. (2011) have attempted to implement RVM using conjugate
proper priors over its hyperparameters. In that case, the full conditional distribution of the
parameters involved in RVM are well known distributions which are easy to simulate from
and hence can be utilized to construct an RVM Gibbs sampler. Further, for a previously
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unobserved p dimensional covariate vector, the response variable can be predicted by utilizing
the RVM Gibbs sampler iterations to produce a Monte Carlo estimate of the mean of the
posterior predictive distribution. A Monte Carlo estimate should ideally be accompanied
by a valid standard error estimate, so that the researcher is aware about the uncertainty
associated with the estimate. In order to compute Monte Carlo standard errors for Markov
chain samples, one needs to establish a Markov chain central limit theorem, which in turn
depends on the rate of convergence of the Markov chain (see Jones and Hobert (2001) and
Roberts and Rosenthal (2004)). Currently in the literature, the rate of convergence of the
Gibbs sampler implemented by Fokou et al. (2011) is not known and hence the Markov chain
CLT is not guaranteed. Thus, in the case of RVM, one cannot compute the standard errors
associated with the Monte Carlo estimate of the mean of the posterior predictive distribution.
RVM involves multiple shrinkage parameters which are also known as penalty parameters.
In this article we propose to replace these multiple penalty parameters by a single penalty
parameter. We propose to name this new model as single penalty relevance vector machine
(SPRVM) and analyze it using a semi Bayesian approach.
In SPRVM, conjugate priors are assumed on a few parameters and others are estimated by
maximizing the marginal likelihood. Further, in the case of SPRVM, the posterior predictive
distribution is not known in closed form, and a Gibbs sampler is implemented to produce
a Monte Carlo estimate of the mean of the posterior predictive distribution. Additionally,
we also prove that the Gibbs sampler implemented in the case of SPRVM converges at a
geometric rate, and hence the Markov chain central limit theorem is guaranteed. Thus, in the
case of SPRVM, asymptotically valid standard error estimates can be attached to a Monte
Carlo estimate of the mean of the posterior predictive distribution. This is an advantage of
SPRVM over RVM.
The article is structured as follows. In Section 4.2, we provide details about RVM and its
associated Gibbs sampler. In Section 4.3, we introduce and provide details about SPRVM.
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In Section 4.4, we conduct data analysis on some real life datasets obtained from the field of
genetics, nutrition and chemical engineering to compare the predictive performance of RVM
and SPRVM. Some concluding remarks are provided in Section 4.5.
4.2 Relevance Vector Machine
Let y = (y1, y2, · · ·, yn) be the vector of standardized responses where yi ∈ R is the ith
standardized observation for the response variable. Further, let xi ∈ Rp denote the covariate
vector associated with the ith observation. Let K be the n× (n+ 1) kernel matrix whose ith
row is given by KTi =
(
1, ki1, ki2, · · ·, kin
)
where {kij = kθ(xi, xj) : i, j = 1, 2, · · ·, n} are the
values of the reproducing kernel and θ is a kernel parameter that is typically tuned using
cross validation. Also, let β = (β0, β1, · · ·, βn). Then, the RVM proposed by Tipping (2001)
is as follows,
y|β, σ2 ∼ Nn(Kβ, σ2I), (4.1a)
β|λ0, λ1, · · ·, λn ∼ Nn+1(0, D−1) with D = diag(λ0, λ1, · · ·, λn), (4.1b)

















where (a, b, c, d) are hyperparameters that are specified by the user. In the above model,
Tipping (2001) assumes that 1/σ2 and {λi}ni=0 are apriori independent. Further, β and 1/σ2
are also assumed to be apriori independent. The posterior density of the parameters in RVM
is as follows,
π(β, 1/σ2, λ0, λ1, · · ·, λn|y) =
f(y|β, σ2)π(β, 1/σ2, λ0, λ1, · · ·, λn)
m(y)
, (4.2)
where f(y|β, σ2) is the data model given in (4.1a), π(β, 1/σ2, λ0, λ1, · · ·, λn) is the joint prior
density obtained from (4.1b) - (4.1d) and m(y) is the marginal likelihood which is also known
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as the normalizing constant. When the posterior density given in (4.2) is integrated over the
entire parametric space, the integral is equal to 1, provided the normalizing constant exists.
Therefore, the posterior distribution is proper if and only if m(y) <∞.
In Bayesian analysis, prior information available with the researchers is generally incor-
porated by choosing the user defined hyperparameters accordingly. In the case of RVM,
Tipping (2001) chose to use improper priors. Improper priors are functions that integrate
to infinity and hence are not valid probability density functions. The improper prior as-
sumed by Tipping (2001) can be obtained by choosing (a, b, c, d) to be (0, 0, 0, 0). Dixit and
Roy (2018) proved that for this choice of user specified hyperparameters, the normalizing
constant m(y) is infinity, and hence the RVM implemented by Tipping (2001) is based on
improper posterior distribution. Given the posterior impropriety of RVM for the hyperpa-
rameters used by Tipping (2001), we choose to implement RVM using priors that satisfy
the sufficient conditions for posterior propriety derived by Dixit and Roy (2018). RVM is
typically used for predicting the response variable say ynew for a previously unobserved p
dimensional covariate vector say xnew. Such a prediction is often based on the posterior




f(ynew|β, σ2) π(β, 1/σ2, λ0, λ1, ···, λn|y)dβ d
1
σ2
dλ0 dλ1 ··· λn. (4.3)
Further, the mean of the above posterior predictive density can be reported as the predicted
value associated with xnew and is given by,
E(ynew|y) = KTnew β̄R (4.4)
where KTnew =
(
1, kθ(xnew, x1), kθ(xnew, x2), · · ·, kθ(xnew, xn)
)
and β̄R is the posterior mean of
the parameter β in the case of RVM model.
Although posterior propriety is guaranteed for priors that satisfy the sufficient conditions
for posterior propriety derived by Dixit and Roy (2018), the marginal likelihood is still ana-
lytically intractable, and hence the posterior density given in (4.2) is not available in closed
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form. Therefore, the posterior mean of β is not available in closed form. A Monte Carlo esti-
mate for the posterior mean of β can be obtained by implementing a Gibbs sampler to draw
approximate observations from the posterior distribution. The full conditional distributions

































∀ i = 0, 1, 2, · · ·, n.
Thus, RVM Gibbs sampler given above is a two component fixed scan sampler in which,
for every iteration, (1/σ2, {λi}ni=0) is drawn given β and then β is drawn given the other
variables. Thus, for a previously unobserved p dimensional covariate say xnew, the predicted
response, i.e., the estimate of the mean of the posterior predictive distribution is given by
Ê(ynew|y) = KTnew ˆ̄βR,M , (4.5)
where KTnew is as defined previously and
ˆ̄βR,M is the estimate of the posterior mean of β,
found by calculating the sample mean of the M observation drawn from the posterior density
given in (4.2) using the RVM Gibbs sampler.
The choice of M depends on the Monte Carlo standard error associated with the estimate
given in (4.5). If the Monte Carlo standard error associated with (4.5) is deemed large, then
it can be reduced by choosing a larger M . On the other hand, if the Monte Carlo standard
error is small, computing resources can be conserved by choosing a smaller M . But, since the
rate of convergence of the above RVM Gibbs sampler is not known, we cannot compute the
Monte Carlo standard error associated with the Monte Carlo estimate given in (4.5). Thus, in
the case of RVM, there are no guidelines for choosing a suitable M . Additionally, if proper
priors are assumed in RVM, it requires the specification of user defined hyperparameters
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(a, b, c, d). Specifying these hyperparameters to assume a non-informative proper prior can be
challenging. Therefore, Fokou et al. (2011) proposed to reduce the number of hyperparameter
by assuming an extended hierarchical prior structure. The sufficient conditions for posterior
propriety of RVM derived by Dixit and Roy (2018) allow for impropriety over 1/σ2 but
not over {λi}ni=0. Hence in the data analysis section of this article, for 1/σ2 we assume an
improper prior, π(1/σ2) ∝ σ2 which can be obtained by choosing c = d = 0, and in the case
of {λi}ni=0, for the sake of implementation, we choose a = 0.001 and b = 0.01 which yields a
proper Gamma prior with a mean of 0.1 and a variance of 10.
4.3 Single Penalty Relevance Vector Machine
The prior assumed by Tipping (2001) was improper and hence was looked upon to be
non-informative and hyperparameter free. But since it leads to an improper posterior dis-
tribution, one cannot implement RVM using that improper prior. In this section we will
replace multiple penalty parameters with a single penalty parameter and simplify the prior
structure to propose single penalty relevance vector machine (SPRVM).
Let {(yi, xi) : i = 1, 2, · · ·, n} be the training data containing standardized responses and
their corresponding covariate vectors, β be the vector of coefficient parameters and K be the
n × (n + 1) kernel matrix, where yi, xi, β and K are as defined previously in Section 4.2.
Then we propose SPRVM as follows,
y|β, ξ ∼ N(Kβ, ξ−1I), (4.6a)
β|λ ∼ N(0, λ−1I), (4.6b)
π(λ) ∝ λa−1 exp{−bλ} (4.6c)
where (a, b) are user specified hyperparameters. If a Gamma prior is assumed on ξ, then a
Gibbs sampler can be implemented. Such an MCMC sampler does not work well in practice
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since the traceplot for the ξ parameter reveals mixing issues. Therefore, for SPRVM, we do
not assume any prior over ξ. In SPRVM, although we assume the intercept and the remaining
coefficient parameters to have the same prior variance, in the data analysis section of this
article we observed that the posterior density estimate of λ was heavily concentrated over
small values of the parametric space R+, and hence one can argue that the resulting prior
over β is a diffuse normal prior. For SPRVM, the posterior density of parameters (β, λ),
indexed by ξ, is as follows,
π(β, λ|y, ξ) = f(y|β, ξ)π(β, λ)
mξ(y)
, (4.7)
where f(y|β, ξ) is the data model given in (4.6a), π(β, λ) is the joint prior density following




f(y|β, ξ)π(β, λ) dβ dλ. (4.8)
As mentioned previously in Section 4.2, the posterior density given in (4.7) is proper if
and only if the marginal likelihood exists, i.e., if mξ(y) < ∞. For SPRVM, the necessary
conditions for the posterior propriety are as follows.
Theorem 4.3.1. If b = 0 i.e., if π(λ) ∝ λa−1, then a ∈ (−(n + 1)/2, 0), is a necessary
condition for the posterior propriety of SPRVM defined in (4.6).
Proof: See Appendix B.
The improper priors that do not satisfy the above necessary conditions will lead to an
improper posterior. To identify improper priors that will lead to a proper posterior, we
need to derive sufficient conditions. Now, the posterior density given in (4.7) is analytically
intractable, and therefore, to draw inference from it, one can construct an MCMC sampler.
Since the full conditional distributions of (β, λ) are known, we can construct a Gibbs sampler.
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Let {(β(j), λ(j))}∞j=0 be the fixed scan two component Markov chain associated with the
SPRVM Gibbs sampler. Such a Gibbs sampler is geometrically ergodic if there exists a





− Π(·|y)||TV ≤ G(β0, λ0)ρt ∀ t = 1, 2, · · · (4.10)




denotes the probability dis-
tribution of the SPRVM Markov chain started at (β0, λ0) after t steps and Π(·|y) is the
probability measure corresponding to the posterior density given in (4.7). If the geometric
ergodicity of the SPRVM Gibbs sampler is established, then under finite moments, a central
limit theorem is guaranteed for the posterior mean estimates of (β, λ) computed using the
SPRVM Gibbs sampler draws (see Roberts and Rosenthal (1997)). The geometric ergodicity
of SPRVM Gibbs sampler defined in (4.10) is proved in the following theorem.
Theorem 4.3.2. The SPRVM Gibbs sampler {(β(j), λ(j))}∞j=0 is geometrically ergodic if
conditions (i), (ii) and (iii) given below are satisfied.
(i) Either b > 0 or a < b = 0.














(iii) The kernel matrix K defined earlier in Section 4.2 is such that,
kij
kjj
6= 1 and kjj 6= 0 ∀i, j = 1, 2, · · ·, n and i 6= j.
Proof: See Appendix B.
Remark 4.3.1. Taking s = 1, condition (ii) of Theorem 4.3.2 holds for a > −(n−2)
2
.
Remark 4.3.2. The following are some examples of reproducing kernels typically used in
sparse Bayesian learning models.
• Gaussian kernel:






∀ i, j = 1, 2, · · ·, n,
where θ ∈ R+ and || · || denotes the Euclidean norm.
• Laplace kernel:





∀ i, j = 1, 2, · · ·, n,
where θ ∈ R+.
• Polynomial kernel:
kij = kθ(xi, xj) = (1 + x
T
i xj)
θ ∀ i, j = 1, 2, · · ·, n,
where θ ∈ N .
Note that for each of the above three kernels, the condition (iii) of Theorem 4.3.2 will be
satisfied if xi 6= xj ∀ i, j = 1, 2, · · ·, n and i 6= j.
Since the conditions for geometric ergodicity are sufficient for posterior propriety, a large
class of improper priors guarantee posterior propriety for SPRVM. There is also a significant
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overlap in the necessary and sufficient conditions for posterior propriety. The necessary and
sufficient conditions for posterior propriety of RVM derived by Dixit and Roy (2018) do not
have any overlap in them. In fact, the sufficient conditions in Dixit and Roy (2018) do not
allow for any prior impropriety in multiple penalty parameters of RVM. Given the sufficient
conditions for posterior propriety of SPRVM, we propose to assume the following improper




From Remark 4.3.1, for n ≥ 5, the above improper prior satisfies the sufficient condition
for posterior propriety of SPRVM. Thus, the above improper prior allows SPRVM to have
a non-informative prior structure without the difficulty of specifying any hyperparameters
and also leads to a proper posterior as long as n ≥ 5. Thus, SPRVM is able to achieve the
objective of specifying a non-informative improper prior which leads to a proper posterior.
As mentioned earlier, we do not assume any prior over ξ. For a given value of ξ, if the
marginal likelihood mξ(y) takes a small value, then it indicates that the chosen model is
not a good fit to the data y. Therefore a good estimate of ξ, which is denoted by ξ̂ is the
one for which the marginal likelihood is maximized. Indeed, ξ̂ = arg maxmξ(y) is known as
the empirical Bayes estimate of ξ. But, as mentioned previously, marginal likelihood is not
available in closed form and hence for estimating ξ̂, we consider a computational approach
described below.
Since the data model and prior on β are both normal densities, we can analytically
integrate out β and simplify the right hand side of (4.8). Thus, after analytically integrating
out β, the marginal posterior density of λ is as follows,



















and mξ(y) is defined previously in (4.8).
Even after integrating out β, mξ(y) given in (4.8) is still analytically intractable. Let
B(ξ, ξ1) = mξ(y)/mξ1(y) be the ratio of marginal likelihoods wherein the denominator is the
marginal likelihood evaluated at a fixed value ξ = ξ1. Thus, maximizing mξ(y) over R+ is
same as maximizing B(ξ, ξ1) over R+ i.e. ξ̂ = arg maxmξ(y) = arg maxB(ξ, ξ1). Further,









π(λ|y, ξ1) dλ. (4.14)







a.s−→ B(ξ, ξ1), (4.15)
where {λ(i) : i = 1, 2, · · ·, Ñ} are draws from the posterior density π(β, λ|y, ξ1) obtained
using the Gibbs sampler given in (4.9) (Note that the {λ(j)}∞j=0 sub-chain has the stationary
density π(λ|y, ξ1).). The importance sampling estimator given in (4.15) will be unstable if
the proposal π(λ|y, ξ1) and the target π(λ|ξ, y) differ greatly. Hence, Doss (2010) proposed
an importance sampling estimator in which π(λ|y, ξ1) is replaced by a mixture of k posterior
distributions
∑k
i=1 ai π(λ|y, ξi), where {ai : i = 1, 2, · · ·, k} are weights. The k points given
by {ξi : i = 1, 2, · · ·, k} are often referred to as skeleton points. Based on the mixture
















→ ai, where {λ(j;l) : l = 1, 2, · · ·, Ñj} are Ñj MCMC draws from
π(λ|y, ξj) ∀ j = 1, 2, · · ·, k and ri =
mξi
mξ1
∀ i = 1, 2, · · ·, k.
The estimator given in (4.16) depends on r = (r1, r2, · · ·, rk) which are unknown. There-
fore, Doss (2010) proposed to replace them by estimates found using the reverse logistic
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method proposed by Geyer (1994). Thus, replacing r = (r1, r2, · · ·, rn) by its estimate












The above estimator can be maximized over R+ to estimate ξ̂. Thus, an estimate of ξ is,
ξ̃ = arg max
ξ∈R+
B̂(ξ, ξ1). (4.18)
The procedure of estimating ξ can be summarized in the following steps.





from π(λ|y, ξj) using
the SPRVM Gibbs sampler and use them to estimate r by the reverse logistic method
proposed by Geyer (1994). Let ñ =
∑k
j=1 ñj.






for each j = 1, 2, · · ·, k using the SPRVM Gibbs sampler and estimate the ratio of the
marginal likelihood B̂(ξ, ξ1) by (4.17) using these Ñ =
∑k
j=1 Ñj observations and r̂
computed in Step 1.
• Step 3: Find ξ̃ by maximizing B̂(ξ, ξ1) given in (4.17).
In the second step, B̂(ξ, ξ1) is estimated for large number of ξ values. Thus, to reduce
computational burden, the second step sample sizes Ñi can’t be too large. Additionally,
large sample sizes in step 1 result in better estimate of r. The standard error estimates of
B̂(ξ, ξ1) derived in Roy et al. (2018) and Roy and Evangelou (2018) can be used to choose
appropriate sample sizes for the two steps. In the past, the above estimation procedure has
been implemented by Roy et al. (2016) for estimating parameters in spatial generalized linear
mixed models while Roy and Chakraborty (2017) used it for estimating tuning parameters
for Bayesian LASSO and Bayesian elastic net.
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In the case of SPRVM, prediction for the response variable say ynew for a previously unob-
served p dimensional covariate vector say xnew is based on posterior predictive distribution,




f(ynew|β, ξ̃) π(β, λ|y, ξ̃) dβ dλ. (4.19)
As observed in the case of RVM, the estimate of the mean of the above posterior predictive
distribution which is reported as the predicted response corresponding to xnew is given by
Ê(ynew|y, ξ̃) = KTnew ˆ̄βS,M , (4.20)
where Knew is as defined previously in (4.5) and




(j)/M where β(j)’s are samples from π(β, λ|y, ξ̃) using the SPRVM Gibbs
sampler given in (4.9).
From Theorem 4.3.2, we know that SPRVM Gibbs sampler converges at a geometric







→ N(0,Σ) as M →∞, (4.21)
where β̄S is the posterior mean of β in the case of SPRVM model and Σ is the asymptotic
covariance matrix. If the posterior mean estimate i.e. ˆ̄βS,M is based on M iid observations,
then Σ can be easily estimated using sample covariance matrix. But since ˆ̄βS,M is based on
M draws from the SPRVM Gibbs sampler, the draws are correlated and hence estimating
Σ is challenging. In the case of geometrically ergodic Markov chains, Vats et al. (2018) and
Vats et al. (2015) have come up with consistent batch means and spectral variance estimators
for Σ which can be implemented using the mcmcse R package contributed by Flegal et al.
(2017). In the case of SPRVM, the estimate of the standard error associated with the Monte






where Σ̂ is a consistent estimator of Σ. Thus, in SPRVM, we can provide a Monte Carlo
estimate of the mean of the posterior predictive distribution along with a valid estimate of
its standard error.
4.4 Data Analysis
In order to compare the predictive performance of RVM and SPRVM, we implement these
two methods on high dimensional datasets in the field of genetics, nutrition and chemical
engineering. For each dataset, we split the dataset into training and testing sets. The model
is fitted on the training set, and the testing set is utilized to compute the root mean squared
prediction error. For both the methods we use the Gaussian kernel and the kernel parameter
is tuned by conducting a 5 fold cross validation over the training set. The dataset is split
into training and testing set multiple times, and each time the split is done randomly. Thus,
at the end we compute the average root mean squared prediction error, which is used to
compare the performance of the two methods.
For RVM and SPRVM Gibbs sampler, we run four independent chains using over dis-
persed starting values for 5000 iterations and assess convergence using potential scale reduc-
tion factor (PSRF) proposed by Gelman and Rubin (1992). The PSRF values for all the
variables in RVM and SPRVM were close to 1, and thus there was no evidence of non con-
vergence. Therefore, in case of RVM Gibbs sampler and SPRVM Gibbs sampler, the initial
5000 observations are treated as burn-in and observations obtained thereafter are considered
to be approximate observations from the posterior distribution. To validate our convergence
assessment, we also investigate the corresponding traceplots and observed that the MCMC
sampler is fairly stable and there were no signs of non convergence.
In the case of SPRVM, to estimate ξ, we use four skeleton points. Further in the estima-
tion procedure for ξ, at step 1 we choose ñi = 1800 ∀ i = 1, 2, 3, 4, and at step 2 we choose
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Ñi = 200 ∀ i = 1, 2, 3, 4. Lastly, for both RVM and SPRVM, in order to draw observations
from the posterior predictive distribution, the corresponding Gibbs samplers were run for
10000 iterations out of which first 5000 were treated as burn-in.
The details of the three datasets are as follows.
• Gene Dataset: In order to study the genetics of mice population, an experiment was
conducted by Lan et al. (2006). For the experiment, a total of 60 mice were avail-
able. Among those 60 mice, 31 were females and 29 were males. From each mouse,
genetic information corresponding to 22575 genes was collected. Several physiological
phenotypes were also collected. We will attempt to predict the physiological pheno-
type named stearoyl-CoA desaturase (SCD1) using the genetic and gender information
available. Thus, our genetic dataset consists of n = 60 observations and p = 22576
variables. We randomly split the dataset into training set which consists of 50 obser-
vations and a testing set which consists of 10 observations. Such splits are performed
a total of 20 times. This dataset was analyzed in the past by Zhang et al. (2009) and
Bondell and Reich (2012). It can be accessed at (http://www.ncbi.nlm.nih.gov/geo;
accession number GSE3330).
• Gas dataset: In recent years, chemical engineers have attempted to obtain the octane
number of gasoline samples using near infrared (NIR) spectrum measurements. We will
work with the gasoline dataset available in the pls R package. The dataset was collected
by Kalivas (1997), and the pls R package was contributed by Mevik et al. (2016). The
dataset consists of 60 gasoline samples. For each sample, octane number and NIR
spectra measurements from 900 nm to 1700 nm in 2nm intervals are provided in the
dataset. Thus, our dataset consists of n = 60 observations and p = 401 variables. The
details of splitting the dataset into training and testing are same as the ones mentioned
for the gene dataset.
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• Cookie dataset: In the field of nutrition, researchers are often interested in finding
out the fat content of food items. The ppls R package provides a cookie dataset which
consists of data on 72 cookie dough samples. For each sample, fat content and NIR
spectra measurements from 1100 nm to 2498 nm at 2 nm intervals are provided in the
dataset. The R package ppls was provided by Kraemer et al. (2008), and the dataset
was collected by Osborne et al. (1984). This dataset was analyzed in the past by
Brown et al. (2001) among others. Among the 72 observations, 2 are outliers which
are often excluded from analysis. Thus, the dataset consists of n = 70 observations
and p = 700 variables. Out of 70 observations, 50 are randomly chosen to be included
in the training set while the remaining 20 are put in the testing set. Such splits are
performed 20 times.
The results of our data analysis are provided in the following table.
Table 4.1: Comparing the predictive performance of RVM and SPRVM using average root
mean square prediction error
Method Cookie dataset Gas dataset Gene dataset
RVM 0.2689 0.1627 0.8907
SPRVM 0.2613 0.1640 0.8728
In Table 4.1 we observe that the two methods have similar predictive performance. The
advantage of SPRVM over RVM is that, we can provide an asymptotically valid standard
error estimate along with the Monte Carlo estimate of the mean of the posterior predictive
distribution. To provide an illustration, for the gas dataset, consider an out of sample
observation in which ynew = 1.1338. The Monte Carlo estimate of mean of the posterior
predictive distribution for that observation was found to be 1.0603 in the case of RVM and
1.0519 in the case of SPRVM. Further, in the case of SPRVM, using (4.22), the associated
Monte Carlo standard error was found to be 0.0034. Thus, in the case of SPRVM, we are
able to quantify the uncertainty associated with our Monte Carlo estimate.
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4.5 Conclusion
In this article we have proposed to analyze RVM using a single penalty parameter in-
stead of multiple penalty parameters. The single penalty relevance vector machine (SPRVM)
model was analyzed using a semi Bayesian approach. In the case of SPRVM, the sufficient
conditions for posterior propriety allow for several improper priors over the penalty parame-
ter. Currently in the literature, impropriety is not allowed over any of the penalty parameters
in RVM. Additionally, we also prove the geometric ergodicity of the Gibbs sampler used to
analyze the SPRVM model, and hence using the Markov chain central limit theorem, we
can calculate standard errors associated with the Monte Carlo estimate of the mean of the
posterior predictive distribution. Such a measure of uncertainty cannot be computed in the
case of RVM since the rate of convergence of the RVM Gibbs sampler is currently not known
in the literature. Thus, the single penalty relevance vector machine model proposed in this
article has advantages over the relevance vector machine.
4.6 Appendix A: Some Useful Lemmas
Lemma 4.6.1. Let y be an n dimensional vector, K be a n × (n + 1) matrix and s > 0.











where tTi is the i
th row of the matrix K for all i = 1, 2, · · ·, n.






where for each j, bj ∈ R and ej is the jth unit vector with 1 in the jth place and 0 everywhere
else, j = 1, 2, · · ·, n. Therefore,






































ti ≤ Qi ∀ i = 1, 2, · · ·, n,


































≤ Qi Qj ∀ i, j = 1, 2, · · ·, n. (4.24)











Qi Qj ∀ i, j = 1, 2, · · ·, n. (4.25)













Lemma 4.6.2. Suppose K is a n× (n + 1) kernel matrix defined previously in Section 4.2
that satisfies condition (iii) of Theorem 4.3.2. Then, K is a full row rank matrix.
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Proof: Let αi ∈ R for all i = 1, 2, · · ·, n. We need to show that α1 = α2 = · · · = αn = 0 is
the only solution that satisfies the following equations,
n∑
i=1
αi = 0 (4.26)
n∑
i=1
αikij = 0 ∀ j = 1, 2, · · ·, n. (4.27)





αi ∀ j = 1, 2, · · ·, n. (4.28)







αikij ∀ j = 1, 2, · · ·, n. (4.29)









= 0 ∀ j = 1, 2, · · ·, n. (4.30)


















αi ∀ j = 1, 2, · · ·, n. (4.31)




αi = 0 ∀ j = 1, 2, · · ·, n. (4.32)
Using (4.26) and (4.32), α1 = α2 = · · · = αn = 0 is the only possible solution.




αi ≤ 0 ∀ j = 1, 2, · · ·, n. (4.33)
Using (4.26) and (4.33), α1 = α2 = · · · = αn = 0 is the only possible solution.
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αi ≥ 0 ∀ j = 1, 2, · · ·, n. (4.34)
Using (4.26) and (4.34), α1 = α2 = · · · = αn = 0 is the only possible solution.
Thus, combining Case 1, Case 2 and Case 3, K is a full row rank matrix, i.e. rank(K) = n.
Lemma 4.6.3. Suppose K is a kernel matrix as defined in Section 4.2 that satisfies condition












where (KTK)+ denotes the Moore Penrose inverse of KTK.
Proof: Let OΨOT be the spectral decomposition of KTK where O is an orthogonal matrix
such that its columns {oi}n+1i=1 are eigenvectors of KTK and Ψ = diag(ψ1, ψ2, · · ·, ψn+1) is a








As in Abrahamsen and Hobert (2017), let Ψ+ be a (n+ 1)× (n+ 1) diagonal matrix whose
ith diagonal element is given by,
ψ+i = ψ
−1








≤ ξ−1Ψ+ + λ−1(I − PΨ) (4.36)
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where PΨ is a (n + 1)× (n + 1) diagonal matrix whose ith diagonal element is 1− I{0}(ψi).
Using (4.35) and (4.36), we get,(
KTKξ + λI
)−1
≤ ξ−1 OΨ+OT + λ−1 O(I − PΨ)OT
= ξ−1 (KTK)+ + λ−1 O(I − PΨ)OT . (4.37)
Let Õ be submatrix of O consisting of columns {oi}i∈A where A = {i ∈ {1, 2, · · ·, n + 1} :









Further, ÕÕT is an orthogonal projection onto KTK since {oi}i∈A forms an orthogonal basis
for the column space of KTK. Therefore,
O(I − PΨ)OT = I − PKTK , (4.38)
where PKTK denotes orthogonal projection onto column space of K
TK.
Using (4.37) and (4.38) and since s ∈ (0, 1],(
KTKξ + λI
)−1


















Further, using Lemma 2,
tr(I − PKTK) = tr(I)− tr(PKTK)
= (n+ 1)− rank(K)
= 1. (4.40)



















where g and a are constants. The above integral is finite iff a ∈ (−(n+ 1)/2, 0).






tanω sec2 ω dω.




(z − 1)−(a+1) z−((n+1)/2) dz.
The above integral is finite iff a ∈ (−(n+ 1)/2, 0). Hence proved.
4.7 Appendix B: Proof of Theorems
























Let ψ1, ψ2, · · ·, ψn+1 be eigenvalues of KTK where ψmax = max{ψ1, ψ2, · · ·, ψn+1}.
Now,
KTK + λξ−1I ≤ (ψmax + λξ−1)I
|KTK + λξ−1I|−1/2 ≥ (ψmax + λξ−1)−(n+1)/2. (4.42)
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Also,

























































Using Lemma 4.6.4, the above integral is finite iff a ∈ (−(n+ 1)/2, 0). Hence proved.
Proof of Theorem 4.3.2
Since, SPRVM Gibbs sampler is a two block Gibbs sampler, the two sub-chains {β(j)}∞j=0
and {λ(j)}∞j=0 are themselves Markov chains. Further, the rate of convergence of the three
chains {β(j), λ(j)}∞j=0, {β(j)}∞j=0 and {λ(j)}∞j=0 is the same (see Roberts and Rosenthal (2001)).
Therefore, if we prove the geometric ergodicity of one of the chains, it holds for all the three
chains. We will work with the {λ(j)}∞j=0 chain. The Markov transition density associated




π(λ̃|β, y) π(β|λ, y) dβ,
where π(λ̃|β, y) is the density corresponding to the full conditional distribution given in
(4.9b) and π(β|λ, y) is the density of the full conditional distribution given in (4.9a).
We define the drift function as follows,
v(λ̃) = λ̃m + λ̃−s, (4.44)
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where m ∈ (0, 1) is a positive constant that is determined in the proof and s ∈ (0, 1] is a
constant that satisfies condition (ii) in Theorem 4.3.2.
Since the above drift function is unbounded off compact sets and {λ(j)}∞j=0 is a Feller chain,
geometric ergodicity of the {λ(j)}∞j=0 chain is established by proving the following drift con-




v(λ̃) pl(λ̃|λ) dλ̃ ≤ L+ ρv(λ)

























































































































































Using (4.44), (4.47) and (4.49), we get,
E[v(λ̃)|λ] ≤ L1 + ρ0 v(λ)
where
















are finite constants. Further, using condition (ii) of Theorem 4.3.2, ρ0 ∈ (0, 1). Thus proving
geometric ergodicity of the SPRVM Gibbs sampler for b > 0.
Now consider b = 0 and a < 0. Let Σβ denote the covariance matrix of β|λ, y i.e.
Σβ = (K
TKξ + λI)−1 =⇒ Σ−1β = K
TKξ + λI.
As defined in Lemma 4.6.3, let OΨOT be spectral decomposition of KTK where Ψ =
diag(ψ1, ψ2, · · ·, ψn+1). Also, let ψmax = max{ψ1, ψ2, · · ·, ψn+1}. Therefore,
Σ−1β ≤ (ψmax ξ + λ)I
=⇒ βTΣ−1β β ≤ β




βT (ψmax ξ + λ)Iβ
]−m
. (4.50)
Now, βTΣ−1β β|λ, y has a non central χ2 distribution with n + 1 degrees of freedom. Using










Now, using (4.50) and (4.51),
E[(βTβ)−m|λ] = (ψmax ξ + λ)mE
[(
βT (ψmax ξ + λ)Iβ
)−m∣∣∣∣λ]
≤ (ψmax ξ + λ)mE[(βTΣ−1β β)
−m|λ]



































m + λm). (4.54)
Using (4.44), (4.49) and (4.54),
E[v(λ̃)|λ] ≤ L̃0 + L1 + ρ0λ−s + ρ1λm















































For m ∈ (0, 1)∩(0,−a), Román and Hobert (2012) have shown that ρ1 < 1. Let L? = L̃0+L1
and ρ? = max{ρ0, ρ1}. Then for b = 0 and a < 0,
E[v(λ̃)|λ] ≤ L? + ρ?v(λ)
where L? and ρ? are finite constants. Further, ρ? ∈ (0, 1) since ρ0 ∈ (0, 1) and ρ1 ∈ (0, 1).
Thus, we have proved geometric ergodicity of {λ(j)}∞j=0 for b = 0 and a < 0. Hence proved.
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CHAPTER 5. CONCLUSION
In this dissertation we have presented three articles that we hope are a valuable addition
to the literature of MCMC diagnostics and sparse Bayesian learning models. In this chapter
we list the broad conclusions of the three articles and some areas of improvements that will
hopefully lead to future research works.
In the first article we identify drawbacks of existing MCMC diagnostic tools and propose
tools based on Kullback Leibler (KL) divergence and smoothing methods to address the
observed drawbacks. Since the Tool 1 proposed in that article uses a testing of hypothesis
framework, it posses the ability to asses the joint convergence of multiple variables which
several existing tools are not able to do so. In the case of non convergence of multiple chains,
it is often of interest to identify the reasons behind it. To accomplish this we provide a simple
visualization tool that is easy to implement and allows researchers to identify possible reasons
for non convergence of multiple chains. In case of multimodal stationary distribution, there
is a possibility that MCMC sampler may get stuck in a particular mode. In such a situation,
several existing diagnostic tools may be fooled into thinking that stationary distribution is
unimodal and hence, may falsely detect convergence. The Tool 2 proposed in the first article
incorporates the stationary distribution known uptill the unknown normalizing constant and
hence has the ability to detect non convergence in case of multimodal stationary distribution.
Currently in the literature there is no theoretical proof showing that the adaptive kernel
density estimates based on MCMC samples converges to the stationary density with respect
to KL divergence measure and hence is a possible area of improvement for future researchers.
In the second article of this dissertation we provide theoretical developments in sparse
Bayesian learning models. We notice that relevance vector machine (RVM) proposed by
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Tipping (2001), RVM model proposed by Figueiredo (2002) and a sparse Bayesian classi-
fication model based on Jeffreys’s prior proposed by Mallick et al. (2005) are models that
have an improper prior structure and they simply assumed posterior propriety without pro-
viding a theoretical proof of it. We show that all the three models lead to an improper
posterior. Further, we also derive necessary and sufficient conditions for posterior propriety
of RVM which will be beneficial to RVM users in choosing priors that allow them to conduct
valid Bayesian analysis. Given the popularity of RVM (more than 5000 citations till date)
and applications of the classification model to sensitive tasks like tumor classification, these
theoretical developments are crucial.
In the third article of this dissertation, we provide a single penalty approach to analyzing
RVM. Since the rate of convergence of the Gibbs sampler implemented to analyze RVM is
not known, it is not possible to calculate asymptotically valid standard error that quantifies
the uncertainty associated with Monte Carlo estimate of the mean of the posterior predictive
distribution. Such a standard error can be calculated in the case of single penalty relevance
vector machine (SPRVM), since we prove the geometric ergodicity of the associated Gibbs
sampler. An area of future work can be to see if the Gibbs sampler associated with RVM
converges at a geometric rate. This will allow researchers to compare the predictive perfor-
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