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Abstract
We give a theoretical perspective on the vorticity and spin polarization in heavy-ion collisions. We discuss the recent
progress in spin hydrodynamics and spin kinetic theory. We also discuss other effects caused by vorticity including the
chiral vortical effect and rotation-induced phase transitions.
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1. Introduction
Vortices are common phenomena in both classical and quantum fluids. Examples exist in systems across
a wide range of scales from the rotating galaxies to the tornadoes on earth to the quantum vortices in
superfluids. The strength of a vortex is measured by the vorticity which, in non-relativistic hydrodynamics,
is defined as
ω =
1
2
∇ × v, (1)
where v is the flow velocity. In heavy-ion collisions, fluid vortices can be induced by different sources, e.g.,
the global angular momentum (AM) of the colliding system, the magnetic field, the propagating jets in the
quark-gluon matter, and the inhomogeneous expansion of the fireball. It is not difficult to imagine that in
a non-central collision the system possesses a big AM, which can be estimated as J ∼ √sAb/2 ∼ 106~
for Au + Au collision at
√
s = 200 GeV at impact parameter b = 10 fm where A is the nucleon number
of the ion. After the collision, a portion of this AM is retained by the produced quark-gluon matter in the
form of fluid vorticity. In 2017, the STAR Collaboration published the first evidence of the vorticity via
the measurement of the spin polarization of Λ and Λ¯ hyperons (“Λ polarization” hereafter) in Au + Au
collisions [1]. The experimental result can be well described by the theoretical calculations based on the
vorticity interpretation of the Λ polarization. In 2018 and 2019, new experimental results were reported by
STAR Collaboration [2, 3]. These new results contain differential information of the Λ polarization which,
however, cannot be satisfactorily explained using the vorticity interpretation.
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The strong vorticity may induce other interesting effects. A famous one is the chiral vortical effects
(CVEs), i.e., the generation of vector and axial currents along the vorticity. Since the vorticity characterizes
the local angular velocity of the fluid cell, the strong vorticity found in heavy-ion collisions also inspires
the study of quantum chromodynamics (QCD) phase transitions under rotation. We will also give a brief
overview of the CVEs, the chiral vortical wave (CVW) associated with CVEs, and the rotation-induced
phase transitions.
2. Vorticity in heavy-ion collisions
For relativistic fluid, like the quark-gluon plasma produced in heavy-ion collisions, different vorticities
can be introduced for different physical applications. We discuss two examples here. (1) The kinematic
vorticity, which is a covariant generalization of the definition (1):
ωµ =
1
2
µνρσuν∂ρuσ, (2)
where uµ = γ(1, v) is the flow four velocity with γ = 1/
√
1 − v2 the Lorentz factor. Its tensorial form is
ωµν = (1/2)(∂νuµ − ∂µuν) which links to ωµ by ωµ = −(1/2)µνρσuνωρσ. (2) The thermal vorticity:
$µν =
1
2
[∂ν(βuµ) − ∂µ(βuν)], (3)
where β = 1/T is the inverse temperature. The importance of thermal vorticity is that it characterizes
the global equilibrium of a rotating fluid and determines the strength of the spin polarization at global
equilibrium [4, 5, 6]. We will show this in Sec. 5.
Fig. 1. (Left) Kinematic vorticity (averaged over transverse overlapping region at mid-rapidity and over events) versus
√
s [7, 8].
(Right) The distribution of thermal vorticity 〈$xy〉 in transverse plane (z = 0) for Au + Au collisions at √s = 19.6 GeV averaged over
the centrality region 20-50% [11].
In Fig. 1 (Left), we show the collision energy dependence of the y-component of the kinematic vorticity
for Au + Au collisions at fixed impact parameter b = 10 and rapidity η = 0, where 〈ω¯y〉 means average over
transverse overlapping region weighted by energy density and over events. The low-energy data are obtained
by using UrQMD model (red dotted line) for initial time (defined as the moment when the longitudinal
density maximizes) [8] and high-energy data are obtained by using HIJING model (blue dashed line) for
τ = 0.4 fm [7]. Similar calculations can also be found in Refs. [9, 10]. The simulations show:
• The vorticity is very strong with typical strength ∼ 1021 − 1022 s−1 consistent with the experimental
extraction [1]. In this sense, the heavy-ion collisions create “the most vortical fluid”; see Fig. 2.
• The initial 〈ω¯y〉 at η = 0 first increases with √s & 2mN (mN : nucleon mass) because the AM at η = 0
increases, then decreases at higher energy because the matter at η = 0 becomes more Bjorken boost
invariant and supports less vorticity — a feature also shown in data of global Λ polarization (i.e., the
mean spin polarization over all Λ or Λ¯ at mid-rapidity) .
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Fig. 2. A carton for comparison of the vorticity versus system size in nature.
In Fig. 1 (Right), we show the numerical simulation of the longitudinal component of the event-averaged
thermal vorticity in the transverse plane at mid-rapidity [11]; see also Refs. [12, 13]. The special quadrupolar
pattern of 〈$xy〉 emerges due to the inhomogeneous and anisotropic transverse expansion of the fireball
(superposed by the finite transverse gradient of temperature). It may be related to the analogous quadrupolar
distribution of longitudinal Λ polarization which we will discuss in next section.
3. Spin polarization
A remarkable effect of the vorticity is that it could polarize the spin of the constituent particles through
the quantum mechanical spin-orbit coupling [14, 15, 16, 17]. This can be easily seen by considering a
thermal equilibrium state under rotation (the vorticity is just the rotating frequency in this case). The den-
sity operator is ρˆ = Z−1 exp
[
−β(Hˆ − Sˆ · ω)
]
with Hˆ,Z, and Sˆ the spin-unpolarized Hamiltonian, partition
function, and spin operator. The spin polarization, given by P = Tr[Sˆρˆ]/s (s , 0: the spin quantum num-
ber), thus reads P = (s + 1)ω/(3T ) + O[(ω/T )2]. This heuristic argument can be made rigorous and the
polarization four-vector in phase space is (for spin-1/2 fermions) [4, 5, 6]
Pµ(x, p) = − 1
4m
(1 − nF)µνρσpν$ρσ(x) + O($2), (4)
where nF = nF(x, p) is the Fermi-Dirac distribution function and $ρσ(x) is the thermal vorticity. Integrating
over a freeze-out hypersurface Σρ, we obtain the spin polarization of particles with four-momentum p:
Pµ(p) = − 1
4m
µνρσpν
∫
dΣρpρnF(1 − nF)$ρσ(x)∫
dΣρpρnF
+ O($2). (5)
In experiments, the spin polarization is measured in the rest frame of the particle so that Pµ = (0, P) which
links to the spin polarization in the laboratory frame by a Lorentz transformation, P→ P− (p · P)p/[E(E +
m)], where E =
√
p2 + m2. Equations (4)-(5) are often used in numerical calculations; in particular, Eq. (4)
[Eq. (5)] is suitable for transport (hydrodynamic) model simulations. In Fig. 3, we show the results of global
Λ polarization from different theoretical approaches including chiral kinetic theory (CKT) [18], AMPT
transport model [11], PICR hydrodynamic model [19], and UrQMD+vHLLE hybrid model [20]; see also
Refs. [21, 22, 23]. All the numerical results are for the polarization of primary Λ, and Λ¯; the feed-down
effect can give a ∼ 10% suppression [24]. The theoretical results fit well the experimental data, strongly
supporting the vorticity interpretation of the global spin polarization.
One can also use Eqs. (4)-(5) to calculate the differential spin polarization, namely, the dependence of
Λ polarization on kinematic variables, particularly, the azimuthal angle φ, which can be expressed by a
harmonic expansion:
dP
dφ
= P + 2 f2 sin[2(φ − ΨRP)] + 2g2 cos[2(φ − ΨRP)] + · · · , (6)
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Fig. 3. The global Λ polarization: Experimental data [1, 2] versus results from four different numerical approaches [11, 18, 19, 20].
where ΨRP is the reaction-plane angle. The second-order harmonic coefficients f2 and g2 contain informa-
tion of the local spin polarization. For example, the local vorticity distribution shown in Fig. 1 (Right) leads
to similar Λ-polarization distribution in momentum space via Eq. (5) and gives rise to f ther2z < 0 [11, 12, 25].
Similarly, for the y-component of Λ polarization, theoretical calculations show that gther2y < 0 [11, 26]. Re-
cently, the STAR collaboration published the measurement of dPy,z/dφ [2, 3] which gives f
exp
2z > 0, g
exp
2y > 0,
opposite to the theoretical calculations. This raises a spin “sign problem” which challenges the primitive
equilibrium vorticity interpretation of the spin polarization. In order to resolve the spin sign problem, several
important ingredients should be carefully (re)-examined:
• About 80% of the measured Λ and Λ¯ are from decays of higher-lying hadrons. Some decay channels
(e.g., Σ0 → Λ + γ) can even flip the spin-polarization direction of the daughter Λ comparing to the
parent particle. The recent studies showed that such decay contributions, though suppress ∼ 10% of
the primary Λ polarization, are not enough to resolve the spin sign problem [24, 27].
• The possible initial local spin polarization or initial flow profile that can lead to finite local vorticity
have not been encoded in currently established hydrodynamic or transport models. It is a desirable
task to perform a numerical test of such possible initial conditions.
• The formulas (4) and (5) are derived under the assumption that both momentum and spin degree of
freedom reach global equilibrium which, however, may not be the realistic case in heavy-ion col-
lisions. Away from global equilibrium, spin polarization is no longer enslaved to thermal vorticity
and should be treated as an independent dynamical variable. We will discuss the hydrodynamic and
kinetic frameworks with spin as dynamical variable in Sec. 4 and Sec. 5.
• Other ingredients that may influence the Λ polarization should also be explored, e.g., the magnetic
fields [28], the hadronic mean-fields [29], the chiral-anomaly induced effects [30, 31], the other pos-
sible spin chemical potentials [32, 33], and the gluonic contribution. It is also helpful to examine
complementary observables for measuring the vorticity, e.g., the φ- and K∗0-spin alignment [34], the
CVEs and CVW, and the recently-proposed vorticity-dependent hadron yields [35].
4. Spin hydrodynamics
Spin hydrodynamics and spin kinetic theory (SKT) are systematic frameworks to describe the spin po-
larization away from global equilibrium. They are under rapid development. We summarize the recent
progress here.
In spin hydrodynamics, the spin polarization density (or equivalently the spin chemical potential Ωµν;
see below) is treated as a (quasi-)hydrodynamic variable, on similar footing as the temperature T and flow
velocity uµ [36, 37, 38, 39, 40]. In the so-called first order theory, the energy-momentum tensor and the spin
current tensor are given by (in Landau-Lifshitz frame),
T µν = euµuν − P∆µν + σµνη + σµνζ + 2q[µuν] + φµν,
Σµ,αβ = uµS αβ, (7)
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where e is the energy density, P is the pressure, σµνη , σ
µν
ζ are shear and bulk viscous tensors, q
µ and φµν = φ[µν]
with X[αβ] = (Xαβ − Xβα)/2 are spin-related quantities describing the strength of the torque on the temporal
and spacial components of the spin current tensor. The constitutive relations read [39]
σ
µν
η = 2η∂
〈µ
⊥ uν〉, (8)
σ
µν
ζ = ζθ∆
µν, (9)
qµ = λ(Duµ + β∂µ⊥T − 4Ωµνuν), (10)
φµν = 2γ(∂[µ⊥ uν] + 2Ω
µν
⊥ ), (11)
where X〈αβ〉 = (Xαβ + Xβα)/2 − Xµµ∆αβ/3, θ = ∂µuµ is the expansion rate, ∆µν = gµν − uµuν is the spatial
projection, D = u · ∂ is the co-moving time derivative, ∂µ⊥ = ∆µν∂ν is the spatial derivative, Ωµν is called
the spin chemical potential, Ωµν⊥ = ∆µρ∆νσΩρσ. Here, η, ζ, λ, γ are the transport coefficients called shear
viscosity, bulk viscosity, boost heat conductivity, and rotational viscosity [39] which must be semi-positive
as required by the second law of thermodynamics. The hydrodynamic equations are the energy-momentum
and AM conservation laws,
∂µT µν = 0, (12)
∂µΣ
µ,αβ = 4q[βuα]2 + φβα, (13)
plus the equation of state which links e, P, S αβ. Note that S αβ links to Ωαβ intrinsically by definition.
In practical use, the above first-order theory has severe problem due to the appearance of uncausal
modes and numerical instability. The easiest way to overcome this problem is to amend Eqs. (8)-(11) to the
Israel-Stewart form,
τη(Dσ
µν
η )⊥ + σ
µν
η = 2η∂
〈µ
⊥ uν〉, (14)
τζ(Dσ
µν
ζ )⊥ + σ
µν
ζ = ζθ∆
µν, (15)
τλ(Dqµ)⊥ + qµ = λ(Duµ + β∂
µ
⊥T − 4Ωµνuν), (16)
τγ(Dφµν)⊥ + φµν = 2γ(∂
[µ
⊥ uν] + 2Ω
µν
⊥ ), (17)
where (· · · )⊥ means the components transverse to uµ, e.g., (Dσµνη )⊥ = ∆µρ∆νσDσρση and τη, τζ , τλ, τγ are re-
laxation times. With given initial conditions for T, uµ,Ωαβ, σµνη , σ
µν
ζ , q
µ, φµν, Eqs. (12)-(17) and the equation
of state form a set of closed, numerically stable, differential equations. It would be an important future task
to numerically apply the above spin hydrodynamics to heavy-ion collisions which would provide valuable
insights into the spin sign problem. Besides, some theoretical issues need deeper study, e.g., the pseudo-
gauge ambiguity of defining the spin current tensor [41], the development of the full second-order theory,
the situation with O[(∂)0]-order vorticity, and the calculation of new transport coefficients.
5. Spin kinetic theory
In addition to hydrodynamics, kinetic theory is another widely used framework to study many-body
system out of equilibrium. Consider Dirac fermions whose Wigner function is (in this section, we consider
a background curved spacetime and electromagnetic field and restore ~)
W(x, p) =
∫ √−g(x)d4ye−ip·y/~ψ¯ (x, y
2
)
⊗ ψ
(
x,− y
2
)
, (18)
where ψ(x, y) ≡ ey·Dψ(x) with ψ(x) the spinor and Dµ the covariant derivative in tangent bundle and U(1)
bundle [e.g., Dµψ(x, y) = (∇µ − Γλµνyν∂yλ + iAµ/~)ψ(x, y)]. Applying the Dirac equation [i~γµ(∇µ + iAµ/~) −
m]ψ(x) = ψ¯(x) [i~(
←−∇µ− iAµ/~)γµ +m] = 0 and making a ~ expansion, one can find that the full dynamics of
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W(x, p) is controlled by the vector and axial currentsVµ = Tr (γµW) andAµ = Tr (γµγ5W). (1) For massive
case, they take the forms
Vµ = 4pi
{
pµ f δ(p2 − m2) + m~F˜µνθν fAδ′(p2 − m2) + ~2m µνρσpν∆ρ (θσ fA) δ(p2 − m2)
}
, (19)
Aµ = 4pi{mθµ fAδ(p2 − m2) + ~F˜µνpν f δ′(p2 − m2)}, (20)
where f = f+ + f−, fA = f+ − f−, and ∆µ = ∇µ + (−Fµλ + Γνµλpν)∂λp. The physical meanings of θµ and f± are
the following: θµ is the spin quantization direction satisfying θ2 = −1 and p · θ = 0, f± is the distribution
function of spin along/anti-along θµ. The kinetic equations at O(~) are as follows [6]:
δ(p2 − m2 ∓ ~ΣαβS Fαβ)
{[
pµ∆µ ± ~2 ΣµνS
(
∇ρFµν − pλRλρµν
)
∂
ρ
p
]
f± + ~2 fA
(
∇ρFµν − pλRλρµν
)
∂
ρ
pΣ
µν
S
}
= 0, (21)
δ(p2 − m2)
[
fAp · ∆θµ − fAFµνθν + θµp · ∆ fA − ~4m µνραpα
(
∇σFνρ − pλRλσνρ
)
∂σp f
]
= 0, (22)
where ΣµνS =
1
2m 
µνρσθρpσ is the spin tensor for massive fermions. More discussions in Minkowski spacetime
can be found in Refs. [42, 43, 44, 45, 46]. (2) For massless case, up to O(~),Vµ andAµ read
(V,A)µ = 4pi{ [pµ ( f , f5) + ~Σµνn ∆ν ( f5, f )] δ(p2) + ~F˜µνpν ( f5, f ) δ′(p2)}, (23)
where f = fR+ fL and f5 = fR− fL with fR/L the right-/left-hand distribution function and Σµνn = 12p·n µνρσpρnσ
is the spin tensor for massless fermions with nµ a unit timelike frame vector. The evolution of fR/L is
controlled by the chiral kinetic equation [47]:
δ(p2 ∓ ~FαβΣαβn )
[
pµ∆µ fR/L ± ~p · n F˜µνn
µ∆ν fR/L ± ~∆µ
(
Σnµν∆
ν fR/L
) ]
= 0. (24)
Let us focus on the massive case. The local equilibrium state is specified by distributions f LE± = nF(g±)
with g± = p · β + α± ± ~ΣµνS Ωµν (β, α±,Ωµν depend on x only). Furthermore, one can find that the following
condition
∇µβν + ∇νβµ = 0, ∇[µβν] − 2Ωµν = 0, ∇µα± = Fµνβν,
α+ = α−, θµ = − 12mΓ µνρσpν∇[ρβσ],
where Γ2 = 12∇[µβν]ΛµρΛνσ∇[ρβσ] with Λµν = gµν − pµpν/m2, fulfils Eqs. (21)-(22). The state specified by
the above condition is called the global equilibrium state. The spin polarization per particle in phase space
is defined by the Pauli-Lubanski vector divided by s = 1/2 which can be reduced to Pµ = Aµ/(4pis f ) [6]. At
global equilibrium, integrating over energy for Eq. (20), we obtain (here we consider Minkowski spacetime
and zero electromagnetic field)
PµGE = −
~
4E
(1 − nF)µνρσpν$ρσ, (25)
which gives formula (4) after approximating
√
p2 + m2 ≈ m. We note that Eq. (25) holds even for massless
fermions [6]. It would be important to derive the collision terms for the SKT. Recent attempts are Refs. [48,
49, 46].
6. Chiral vortical effect
Within the framework of CKT, substituting Eq. (23) into the definitions of vector and axial currents
JV (x) =
∫
p Tr(Wγ
µ), JA(x) =
∫
p Tr(Wγ
µγ5) with
∫
p =
∫
d4p/(2pi)4 (Minkowski spacetime), at global equi-
librium, one finds [47, 50]
JµV =
µVµA
pi2
ωµ, JµA =
µ2V + µ2A2pi2 + T 26
ωµ, (26)
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where ωµ is the kinematic vorticity and µV,A is the vector/axial chemical potential. These are the CVE cur-
rents [51, 52]. Experimentally, the vector CVE could induce a baryonic current along the vorticity which
leads to an event-by-event baryon-anti-baryon separation with respect to the reaction plane. A possible
observable is the two-particle correlation ηαβ = 〈cos(φα + φβ − 2ΨRP)〉 where α, β = ± denote baryons or
anti-baryons and φα,β are the corresponding azimuthal angles. Although the data from STAR Collaboration
show features consistent with the expectation of the vector CVE [53], the η-correlation contains background
contributions from, e.g., local baryon number conservation which is challenging to subtract. Another possi-
ble observable of CVEs is that the CVEs can induce two propagating wave modes along the vorticity which
are called chiral vortical waves (CVWs). They transport baryonic charge in such a ways that more baryons
are distributed on the tips of the fireball and more anti-baryons in the equator of the fireball. This would lead
to a larger elliptic flow (v2) for anti-baryons (say, Λ¯) and baryons (say, Λ) with the difference proportional
to the net baryon asymmetry AΛ± = (NΛ − NΛ¯)/(NΛ + NΛ¯) [54]. As Λ and Λ¯ are rare in heavy-ion collisions,
the detection of this difference is statistically challenging. We expect that the phase II of the RHIC beam
energy scan program can provide the opportunity for the search of CVWs.
7. Rotation induced phase transition
Since the vorticity is a measure of the local rotation, the existence of strong vorticity in heavy-ion colli-
sions also inspired the studies of QCD phases under rotation. The (uniform) rotation has two fundamental
effects: On one hand, it introduces a “chemical potential” for the AM as easily seen from the shift in Hamil-
tonian, Hˆrot = Hˆ − ω · J (J: total AM). On the other hand, a uniformly rotating system must be finite in
order to maintain causality [55]. This latter effect would induce a finite gap to the fermionic excitations
(for certain boundary conditions) making the vacuum inactive to uniform rotation. The combination of the
above two effects lead to very interesting consequences: at finite temperature or density or magnetic field (or
possibly other external intensive thermodynamic forces), a uniform rotation would suppress the condensate
of spin-0 composite quark-quark or quark-anti-quark pairings [56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67].
For example, under magnetic field, the rotation tends to suppress the chiral condensate leading to the novel
rotational magnetic inhibition [56].
The study of the rotation-induced phase transition extends the usual QCD phase diagram on temperature-
density plane to one additional dimension, the rotation dimension. There are certainly many unexplored
issues waiting for investigation, e.g., the influence of rotation on Polyakov loop once the gluonic section is
concerned and the induction of magnetization due to strong rotation (relativistic Barnett effect).
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