Introduction
Let K be a number field or a p-adic field, and let R be its ring of integers. Let G be a connected reductive group over K. By a model G of G we mean a flat group scheme of finite type over R such that G K ∼ = G. An important way to construct models of G is the following. Let V be a finite dimensional K-vector space, and let ̺ : G → GL(V ) be an injective map of algebraic groups (throughout this article we write GL(V ) for the associated algebraic group over K). We consider G as a subgroup of GL(V ) via ̺. Now let Λ be a lattice in V , i.e. a locally free R-submodule of V that generates V as a K-vector space. Then GL(Λ) is a group scheme over R whose generic fibre is canonically isomorphic to GL(V ). LetĜ Λ be the Zariski closure of G in GL(Λ); this is a model of G. In general, the group schemeĜ Λ depends on the choice of Λ, and one can ask the following question: Question 1.1. Suppose that G, its representation V , and its modelĜ Λ are given. To what extent can we recover the lattice Λ ⊂ V ?
As a partial answer we can say that the group schemeĜ Λ certainly does not determine Λ uniquely. Let g ∈ GL(K); then the automorphism inn(g) of GL(V ) extends to an isomorphism GL(Λ) ∼ → GL(gΛ). As such, we obtain an isomorphism between the group schemesĜ Λ and gGg −1 gΛ . This shows that the group schemeĜ Λ only depends on the N (K)-orbit of Λ, where N is the scheme-theoretic normaliser of G in GL(V ). The following theorem, which is the main theorem of this article, shows that the correspondence between models of G and N (K)-orbits of lattices is finite. Theorem 1.2. Let G be a connected reductive group over a number field or p-adic field K, and let V be a finite dimensional faithful representation of G. Let N be the scheme-theoretic normaliser of G in GL(V ). Let G be a model of G. Then the lattices Λ in V such thatĜ Λ ∼ = G are contained in at most finitely many N (K)-orbits.
In general, a model of G will correspond to more than one N (K)-orbit of lattices, see examples 2.6 and 2.9. A variant of theorem 1.2 can be applied in the context of Shimura varieties. Let g and n > 2 be positive integers, and let A g,n be the moduli space of principally polarised abelian varieties of dimension g with a given level n structure. Let S be a special subvariety of A g,n , and let G be the generic (rational) Mumford-Tate group of S (with respect to the variation of rational Hodge structures coming from the homology of the universal abelian variety with Q-coefficients). Then the inclusion S ֒→ A g,n is induced by a morphism of Shimura data ̺ : (G, X) ֒→ (GSp 2g,Q , H g ) that is injective on the level of algebraic groups. On the other hand the variation of rational Hodge structures on A g,n comes from a variation of integral Hodge structures related to homology with Z-coefficients. This integral variation of Hodge structures corresponds to a lattice Λ in the standard representation V of GSp 2g,Q . Let G be the generic integral Mumford-Tate group of S with respect to this variation of integral Hodge structures; then G is isomorphic to the model of G corresponding to the lattice Λ in V (regarded as a faithful representation of G via ̺). Replacing S by a Hecke translate corresponds to replacing the inclusion G ֒→ GSp 2g,Q by a conjugate, or equivalently to choosing another lattice in V . By applying theorem 1.2 we are able to prove the following theorem. Theorem 1.3. Let g and n be positive integers with n > 2, and let G be a group scheme over Z. Then there are only finitely many special subvarieties of A g,n whose generic integral Mumford-Tate group is isomorphic to G .
In other words, a special subvariety S ⊂ A g,n is determined, up to some finite ambiguity, by its generic integral Mumford-Tate group. The rest of this article is dedicated to the proofs of these two theorems. In section 2 we discuss some facts about models of reductive groups and their relation to Lie algebras. In section 3 we briefly recap the representation theory of split reductive groups. In section 4 we prove theorem 1.2 for split reductive groups over local fields. In section 5 we extend this result to non-split reductive groups using Bruhat-Tits theory, and in section 6 we prove theorem 1.2 in full generality. In section 7 we prove theorem 1.3.
Lattices, models, Hopf algebras and Lie algebras
In this section we will discuss a number of properties of models, and their relation to lattices in various vector spaces. Throughout we fix a number field or p-adic field K, along with its ring of integers R.
Models of reductive groups
Definition 2.1. Let G be a connected reductive algebraic group over K, and let T be a maximal torus of G.
1.
A model of G is a flat group scheme G of finite type over R such that there exists an isomorphism ϕ : G K ∼ → G. Such an isomorphism is called an anchoring of G . The set of isomorphism classes of models of G is denoted M (G).
The compositions of mdl a with the forgetful maps M a (G) → M (G, T ) (for a maximal torus T of G) and M a (G) → G are denoted mdl T and mdl, respectively. Lemma 2.4. Let G be a connected reductive group over K and let V be a faithful finite dimensional representation of G. Consider G as a subgroup of GL(V ). Let Z := Cent GL(V ) (G) be the scheme-theoretic centraliser of G in GL(V ), and let N := Norm GL(V ) (G) be the scheme-theoretic normaliser of G in GL(V ). Let T be a maximal torus of G, and let H := Z · T ⊂ GL(V ).
The map mdl a : R(V ) → M a (G) factors through R Z (V ).

The map mdl T : R(V ) → M (G, T ) factors through R H (V ).
The map mdl : R(V ) → M (G) factors through R N (V ).
Proof. We only prove the first statement; the other two can be proven analogously. Let g be an element of GL(V )(K). The map inn(g) ∈ Aut(GL(V )) extends to an automorphism GL(Λ) → GL(gΛ) as in the following diagram:
This shows that (Ĝ Λ , ϕ Λ ) ∼ = (( gGg −1 ) gΛ , inn(g) −1 • f gΛ | ( gGg −1 )gΛ,K ) as anchored models of G.
If g is an element of Z(K) we find that (Ĝ Λ , ϕ Λ ) ∼ = (Ĝ gΛ , ϕ gΛ ), as was to be proven.
Remark 2.5. Throughout the rest of this article we say that a map of sets is finite if it has finite fibres. In the terminology of the lemma above theorem 1.2 then states that the map mdl : R N (V ) → M (G) is finite.
Example 2.6. Let F be a number field, and let G = Res F/Q (G m ) be the Weil restriction of G m from F to Q. Let V be the Q-vector space F , together with its natural representation of G. Now let Λ be a lattice in V , and define the ring A Λ := {x ∈ F : xΛ ⊂ Λ}; this is an order in F . In this case one hasĜ Λ ∼ = Res AΛ/Z (G m ) as group schemes over Z. Now let Λ be such that A Λ = O F . As a subgroup of F the lattice Λ can be considered as a fractional O F -ideal. Since in this case we have N (Q) = G(Q) = F × , the N (Q)-orbit of Λ corresponds to an element of the class group Cl(F ). On the other hand, every element of Cl(F ) corresponds to a N (Q)-orbit of lattices Λ in V satisfying A Λ = O F . In other words, there is a bijective correspondence between N (Q)-orbits of lattices yielding the model Res OF /Z (G m ) of G, and elements of the class group Cl(F ). This shows that a model of G generally does not correspond to a single N -orbit of lattices. In this setting, theorem 1.2 recovers the well-known fact that Cl(F ) is finite.
Remark 2.7. Let G be a (not necessarily connected) reductive group over K, and let G be a model of G. Then [12, Exp. VI.B, Prop. 13.2] tells us that there exists a free R-module Λ of finite rank such that G is isomorphic to a closed subgroup of GL(Λ). If we take V = K ⊗ R Λ, we find that V is a faithful representation of G, and G is the image of Λ under the map mdl :
Hence every model of G arises from a lattice in some representation.
Hopf algebras and Lie algebras
Definition 2.8. Let G be a connected reductive group over K, and let A := O(G) be the Hopf algebra of G. An order of A is an R-subalgebra A of A of finite type such that A has the structure of an R-Hopf algebra with the comultiplication, counit, and coinverse of A, and such that A is a lattice in the K-vector space A.
) is an anchored model of G, and this gives a bijection between the set of orders of A and M a (G). Analogously the set M (G) corresponds bijectively to the set of flat R-Hopf algebras A of finite type such that A K ∼ = A. If V is a faithful representation of G, and Λ is a lattice in V , we writeÂ Λ for the order of A corresponding to the anchored model (Ĝ Λ , ϕ Λ ). It is the image of the composite map of rings
Let g be the (K-valued points of the) Lie algebra of G. Let G be a model of G, and let G be the (Rvalued points of the) Lie algebra of G. Then g is a K-vector space of dimension dim(G), and G is a locally free R-module of rank dim(G). If ϕ is an anchoring of G , then ϕ induces an embedding of R-Lie algebras Lie ϕ : G ֒→ g, and its image is a lattice in g. Suppose V is a faithful representation of G and Λ ⊂ V is a lattice such that mdl a (Λ) = (G , ϕ). Then (Lie ϕ)(G) = g ∩ gl(Λ) as subsets of gl(V ).
Example 2.9. We give an example that shows that the map mdl : R N (V ) → M (G) is generally not injective over local fields. Let G = PGL 2,Q2 . The standard representation V ofG = SL 2,Q2 induces a representation of G on W = Sym 2 (V ). Let E = {e 1 , e 2 } be the standard basis of V ; this induces a basis F = {e 
Lattices in vector spaces over p-adic fields
Suppose K is a p-adic field, and let π be a uniformiser of K. Let V like before be a finite dimensional K-vector space, and let Λ, Λ ′ be two lattices in V . Then there exist integers n, m such
If we choose n minimal and m maximal, then we call d(Λ, Λ ′ ) := n − m the distance between Λ and Λ ′ . Let G be an algebraic subgroup of GL(V ), and as before let
We define a function
The following lemma tells us that the name 'distance' is justified. Its proof is straightforward and therefore omitted.
Lemma 2.11. Let V and G be as above. Suppose G contains the scalars in GL(V ).
Let
X, Y ∈ R G (V ) and let Λ ∈ X. Then d G (X, Y ) = min Λ ′ ∈Y d(Λ, Λ ′ ).
The map d G is a distance function on R G (V ).
For every r ∈ R ≥0 and every
Y ∈ R G (V ) the open ball {X ∈ R G (V ) : d G (X, Y ) < r} is finite.
Representations of split reductive groups
As before let K be a number field or a p-adic field. In this section we will briefly review the representation theory of split reductive groups over K. Furthermore, we will prove some results on the associated representation theory of Lie algebras. We will assume all representations to be finite dimensional.
Let G be a connected split reductive group over K, and let T ⊂ G be a split maximal torus. Furthermore, we fix a Borel subgroup B ⊂ G containing T . Let Ψ ⊂ X * (T ) be the set of roots of G with respect to T (see [18, Th. 22 .44]); let Q ⊂ X * (T ) be the subgroup generated by Ψ. Associated to B we have a basis ∆ + of Ψ such that every β ∈ Ψ can be written as β = α∈∆ + m α α, with the m α either all nonpositive integers or all nonnegative integers. This gives a decomposition Ψ = Ψ + ⊔ Ψ − . Accordingly, if g and t are the Lie algebras of G and T , respectively, we get
The following theorem gives a description of the irreducible representations of G. If V is a representation of G, we call the characters of T that occur in V the weights of V (with respect to T ). Theorem 3.1. Let V be an irreducible representation of G. [18, Th. 24.3] Proof. Every endomorphism of V has to send V ψ to itself. By point 3 we find that an emdpmorphism of V is determined by its action on V ψ , hence we get an injection End G (V ) ֒→ End K (V ψ ) = K; this map is surjective since the scalars are contained in End G (V ).
(See
Remark 3.3. With G as above, let V be any representation of G. Then, because G is reductive, we know that V is a direct sum of irreducible representations of G. By theorem 3.1.1 we can canonically write V = ψ∈D V (ψ) , where for ψ ∈ X * (T ) the subspace V (ψ) is the isotypical component of V with highest weight ψ (as a character of T ), and D is the set of highest weights occuring in V . Furthermore, we can decompose every V (ψ) into T -character spaces, and we get a decomposition V = ψ∈D χ∈X * (T ) V (ψ),χ .
Let U (g) be the universal enveloping algebra of g. It obtains a Q-grading coming from the Q-grading of g; we may also regard this as a X * (T )-grading via the inclusion Q ⊂ X * (T ). If
V is a representation of G, then the associated map U (g) → End(V ) is a homomorphism of X * (T )-graded K-algebras. Furthermore, from the Poincaré-Birkhoff-Witt theorem (see [13, 17.3 ,
, with the map from right to left given by multiplication. The following two results will be useful in the next section. Proof. This theorem is proven over algebraically closed fields in [9, Thm. 2.5] for representations of algebras in general (not just for universal enveloping algebras of Lie algebras). The hypothesis that K is algebraically closed is only used in invoking Schur's Lemma, but this also holds in our situation, see corollary 3.2.
Proof. From theorem 3.1.3 we know that
For the surjectivity of the second map, let f : V χ → V ψ be a linear map, and extend f to a mapf : V → V by lettingf be trivial on all V χ ′ with χ ′ = χ. Thenf is pure of degree ψ − χ, and ψ − χ ∈ Q by theorem 3.1.1. By theorem 3.4 there exists a u ∈ U (g) ψ−χ such that the image of u in End(V ) equalsf . We know that
the subset of I of the i for which u + i is of degree ψ − χ. Since only negative degrees (i.e. sums of nonpositive multiples of elements of ∆ + ) occur in U (n − ) and only degree 0 occurs in U (t), this means that u − i is of degree 0 for i ∈ I ′ ; hence for these i the element u − i is a scalar. Now consider the action of u on V χ . If i / ∈ I ′ , then the degree of u + i will be greater than ψ − χ, in which case we will have u
Because every factor u − i in this sum is a scalar, we know that i∈I ′ u
Split reductive groups over local fields
In the rest of this chapter K is either a number field or a p-adic field, and R is its ring of integers. All representations of algebraic groups are assumed to be finite dimensional. The aim of this section is to prove the following theorem.
Theorem 4.1. Let G be a split connected reductive group over K, and let V be a faithful representation of G. Regard G as a subgroup of GL(V ), and let N be the scheme-theoretic normaliser of G in GL(V ). 
10).
The first point of this theorem is theorem 1.2 for split reductive groups over local fields. The second point is quite technical by itself, but we need this finiteness result to prove theorem 1.2 for number fields. Before we prove this theorem we will need to develop some theory of lattices in representations.
Lattices in representations
In this section we will introduce two important classes of lattices that occur in representations of split reductive groups. We will rely on much of the results and notations from section 3. Notation 4.2. For the rest of this section, we fix the following objects and notation:
• a split connected reductive group G over K and a split maximal torus T ⊂ G;
• the Lie algebras g and t of G and T , respectively;
• the root system Ψ ⊂ X * (T ) of G with respect to T , and the subgroup Q = Z · Ψ ⊂ X * (T );
• the imageT of T in G ad ⊂ GL(g);
• the decomposition g = t ⊕ α∈Ψ g α ;
• the basis of positive roots ∆ + of Ψ associated to some Borel subgroup B of G containing T ,
• the Q-graded universal enveloping algebra U (g) of g;
• a faithful representation V of G and its associated inclusion g ⊂ gl(V );
• the centraliser Z of G in GL(V ), and the group H = Z · T ⊂ GL(V );
• the projections pr (ψ),χ : V → V (ψ),χ associated to the decomposition above.
Remark 4.3.
1. Since the set of characters of T that occur in the adjoint representation is equal to {0} ∪ Ψ, the inclusion X * (T ) ֒→ X * (T ) has image Q.
By corollary 3.2 the induced map
Definition 4.4. Let W be a K-vector space with a decomposition W = i W i . An R-submodule M ⊂ V is called split with respect to this decomposition if one of the following equivalent conditions is satifsied:
If M is split, we write
We now define two classes of lattices that will become important later on. Since the Lie algebra g is a K-vector space, we can consider lattices in g. For a vector space W over K, let R f (W ) be the set of lattices in W that are free as R-modules. Define the following sets:
As before, let U (n + ) be the universal enveloping algebra of n
and let U (L + ) be the R-subalgebra of U (n + ) generated by the R-submodules
and J ∈ J be as above. We define the following two R-submodules of V :
Note that the sum in the second equation is actually direct, since
In the next proposition we use the symbol ± for statements that hold both for + and −.
is a split lattice in U (n ± ) with respect to the Q-grading.
S
Proof.
1. It suffices to prove this for U (L + ). Recall that U (n + ) has an Q-grading coming from the
is generated by elements of pure degree, we see that
is split with respect to the Q-grading; hence it suffices to show that U (L + ) χ is a lattice in
α is free of rank 1; let x α be a generator. Then the R-module U (L + ) χ is generated by the finite set
On the other hand, the Poincaré-Birkhoff-Witt theorem (see [13, 17.3 , Cor. C]) tells us that the K-vector space U (n + ) χ is also generated by this set; hence U (L + ) χ is a lattice in U (n + ) χ , as was to be shown.
Let us start with S
hence x is an element of S + (L + , J) if and only if x (ψ),χ is for all ψ ∈ D and all χ ∈ X * (T ); this shows that S + (L + , J) is split with respect to the decomposition V = ψ,χ V (ψ),χ . We now need to show that S + (L + , J) (ψ),χ is a lattice in V (ψ),χ . Fix a χ and ψ, and choose a
so we need to show that for each i the R-module
Fix an i, and let e 1 , . . . , e n be a basis of
be the linear map that sends e j to f i , and the other e j ′ to 0. By proposition 3.5 there exists a u j ∈ U (n + ) such that u j acts like
for all j, so x lies in the free R-submodule of W i,χ generated by r −1 e 1 , . . . , r −1 e n ; hence S i,χ is finitely generated. On the other hand, since U (L + ) ψ−χ is finitely generated, for every
Remark 4.6. By point 2 of the previous proposition we can define maps
Let H = Z · T as before. Since H normalises G, we see that H acts on G by conjugation. This gives us a representation ̺ : H → GL(g). Since Z acts trivially on G, we see that the image of H in GL(g) is equal toT . As such we see that the action of H on g respects the decomposition
Proof. The short exact sequence 1 → Z → H →T → 1 induces a longer exact sequence
Since H 1 (K, GL n ) is trivial for every integer n and Z is isomorphic to a product of GL n s by remark 4.3.2, this implies that the map H(K) →T (K) is surjective.
Since the action of H on g respects its decomposition into root spaces, we get an action of H(K) on the sets L ± . Furthermore, the representation H ֒→ GL(V ) respects the decomposition
. Since H normalises T , the action of H also respects the decomposition
Proof. The Lie algebra action map g×V → V is equivariant with respect to the action of
,α are free lattices in the same one-dimensional vector space. Since ∆ + is a basis for Q = X * (T ) (see remark 4.3.1) there exists a unique t ∈T (K) such that α(t) = x α for all α ∈ ∆ + . By lemma 4.7 there exists an h ∈ H(K) such
Chevalley lattices
In this subsection we look at lattices in the K-vector space g. We will define the set of Chevalley lattices in g. The distance (in the sense of lemma 2.11) between such a Chevalley lattice and the lattice corresponding to a model of (G, T ) will serve as a good measure of the 'ugliness' of the model, and this will allow us to prove finiteness results. We keep the notation from 4.2.
Let G der be the derived group of G, and let T ′ be the identity component of T ∩ G der . Let g ss and t ′ be the Lie algebras of G der and T ′ , respectively. The roots of G (with respect to T ) induce linear maps Lie(α) : t ′ → K, and these form the root system of the split semisimple Lie algebra 
) is called a Chevalley set if the following conditions are satisfied:
2. If α and β are two R-linearly independent roots such that β +Zα intersects Ψ in the elements
There is a canonical isomorphism of K-vector spaces:
Under this isomorphism, we can consider
Proof. It suffices to show that Lie(λ)(h α ) ∈ Z for all λ ∈ X * (T ). Since the action of λ ∈ X * (T ) on t ′ only depends on its image in X * (T ′ ), it suffices to prove this for semisimple G; this was done in in [14, 31.1].
Definition 4.11. A Chevalley lattice is an R-submodule of g of the form
where x is a Chevalley set. The set of Chevalley lattices is denoted C .
Remark 4.12. It is clear that C(x) is a finitely generated R-submodule of g that generates g as a K-vector space, hence it is indeed a lattice. The name comes from the fact that if G is adjoint and simply connected, then {h α } α∈∆ + ∪ {x α : α ∈ Ψ} is a Chevalley basis of g in the sense of [13, Section 25.2] , and the Lie algebra of the Chevalley model (for any anchoring of ϕ) is a Chevalley lattice in g (see definition 2.10).
1. There exists a Chevalley lattice in g.
Every Chevalley lattice is an R-Lie subalgebra of g.
3. Let σ ∈ Aut(G, T ), and let Λ ∈ C . Then the lattice σ(Λ) ⊂ g is again a Chevalley lattice.
1. It suffices to show that a Chevalley set exists, for which we refer to [13, Th. 25.2] .
By definition we have
3. The automorphism σ ∈ Aut(G, T ) induces an automorphismσ of Ψ. Then σ maps g α to gσ (α) and T 0 to T 0 . Let x be a Chevalley set such that Λ = C(x), and define
this is again a Chevalley set, and σ(Λ) = C(x ′ ).
It is easily checked that the action of H(K) on R(g) sends the subset C to itself. Furthermore there are natural isomorphisms of H(K)-sets
Since the action of H(K) on L
± is transitive, we have shown:
Lemma 4.15. Let C ∈ C be a Chevalley lattice and let U (C) be the R-subalgebra of U (g) generated by C. Then U (C) is split with respect to the Q-grading of U (g). The subalgebra
Proof. The fact that U (C) is split follows from the fact that it is generated by elements of pure degree. Now let C, C ′ ∈ C . Since H(K) acts transitively on C and the action of H on C factors throughT , there exists a t ∈T (K) such that tC = C ′ . Then U (C ′ ) = t · U (C), where t acts on U (g) according to its Q-grading. In particular this shows that
Lemma 4.16. There exists an r ∈ R such that for every Chevalley lattice C, every ψ ∈ D and every χ ∈ X * (T ), the endomorphism rpr (ψ),χ of V lies in the image of the map U (C) → End(V ).
Proof. Fix a ψ 0 ∈ D and a χ ∈ X * (T ). For every ψ ∈ D, let W (ψ) be the irreducible representation of G of highest weight ψ. Let f ∈ ψ∈D End(W (ψ)) be the element whose ψ 0 -component is pr χ and whose other components are 0. By theorem 3.4 there exists a u ψ0,χ ∈ U (g) 0 that acts as f on ψ∈D W (ψ); then u ψ0,χ acts as pr (ψ),χ on V . Let C be a Chevalley lattice, and let r ∈ R be such that ru ψ,χ ∈ U (C) 0 for all ψ ∈ D and all χ for which V (ψ),χ = 0. Then r satisfies the properties of the lemma for C. By Lemma 4.15 the element r works regardless of the choice of C, which proves the lemma.
Chevalley-invariant lattices
In this section we consider lattices in V that are invariant under some Chevalley lattice in g. The main result is that up to H(K)-action only finitely many such lattices exist. We keep the notation 4.2. Proof. If Λ is invariant under a Chevalley lattice C and h is an element of H(K), then h · Λ is invariant under h · C; hence this follows from the fact that the set of Chevalley lattices is invariant under the action of H(K). 
and
Proof. Let C be a Chevalley lattice in g fixing Λ. Let J = (Λ (ψ),ψ ) ψ∈D ; by assumption it is an element of J . Since C is isomorphic to L + as H(K)-sets, by proposition 4.8 there exists an h ∈ H(K) such that h · C = C 0 and h · J = J 0 . Now let Λ 0 = h · Λ; this is a split lattice satisfying (Λ 0 ) (ψ),ψ = J 0,ψ for all ψ. Furthermore, the lattice Λ 0 is invariant under the action of the Chevalley lattice C 0 ; in particular it is invariant under the action of the f
where f ± is as in subsection 4.2. By proposition 4.5.3 we now get 
, and let n ∈ Z ≥0 be such that for every Chevalley lattice C, every ψ ∈ D and every χ ∈ X * (T ) the endomorphism π n pr (ψ),χ ∈ End(V ) lies in the image of U (C); such an n exists by lemma 4.16. Let P + be the H(K)-orbit of lattices of the form S + (L + , J) (see proposition 4.8). Let X be an H(K)-orbit of Chevalley-invariant lattices.
Let Λ be an element of X, and let C be a Chevalley lattice such that Λ is invariant under C. Then Λ is invariant under the action of U (C), hence 
This shows that all H(K)-orbits of Chevalley-invariant lattices lie within a ball of radius n + m around P + in the metric space (R H (V ), d H ). By lemma 2.11.3 this ball is finite, which proves the proposition. Proof. Fix a Chevalley lattice C ⊂ g and a J ∈ J , and let
Then C v is a Chevalley lattice in g Kv , and we set L ± v := f ± (C v ); then it follows from the definitions of
Furthermore, let r be as in lemma 4.16; then v(r) = 0 for almost all v. Now let v be such that
and v(r) = 0. Consider the proof of the previous proposition for the group G Kv and its representation on V Kv , taking C 0 := C v and J 0 := J v . In the notation of that proof we get m = n = 0, hence X = P + , and there is exactly one orbit of Chevalley-invariant lattices.
Models of split reductive groups
In this section we apply our results about lattices in representations of Lie algebras to prove theorem 4.1. The strategy is to give a bound for the distance between a lattice Λ and a Chevalleyinvariant lattice in V in terms of the distance between the Lie algebra ofĜ Λ and a Chevalley lattice in g. Combined with propositions 4.22 and 4.24 this will give the desired finiteness properties.
Notation 4.25. Let (G , T ) be a model of (G, T ), and let G be the Lie algebra of G . If ϕ is an anchoring of (G , T ), then we write G ϕ for the R-Lie subalgebra (Lie ϕ)(G) of g. Let furthermore ̺ : U (g) → End(V ) be the homomorphism of K-algebras induced by the representation g → gl(V ).
Lemma 4.26.
1. Let Λ be a lattice in V , let (G , ϕ) = mdl a (Λ) be the anchored model of G associated to Λ, and let G be the Lie algebra of
2. Let C ⊂ g be a Chevalley lattice, and let U (C) be as in lemma 4.15. Then ̺(U (C)) is a lattice in ̺(U (g)).
1. The image of U (G ϕ ) under ̺ is contained in ̺(U (g)) ∩ End(Λ); since End(Λ) is a lattice in End(V ), we see that ̺(U (g)) ∩ End(Λ) is a lattice in ̺(U (g)); hence ̺(U (G ϕ )) is finitely generated. On the other hand U (G ϕ ) generates U (g) as a K-vector space, hence ̺(U (G ϕ )) is a lattice in ̺(U (g)).
2. Let Λ be a lattice invariant under C, and let (G , ϕ) be its associated anchored model of G; then ̺(U (C)) is an R-submodule of the lattice ̺(U (G ϕ )) that generates ̺(U (g)) as a K-vector space, i.e. a lattice in ̺(U (g)).
Lemma 4.27. Let (G , T ) be a model of (G, T ). Let G be the Lie algebra of G . Then there is an r ∈ R such that for every anchoring ϕ of (G , T ) there exists a Chevalley lattice C such that
Proof. Fix a Chevalley lattice C and an anchoring ϕ of (G , T ). By lemma 4.26 both ̺(U (G ϕ )) and
σ(T ) = T } as in lemma 4.13, and let Aut(G, T ) be the underlying K-group scheme. There is a short exact sequence of algebraic groups over K
where Γ is the automorphism group of the based root datum (Ψ, ∆ + ); this is a finite group. The kernel of the map Aut(G, T ) → Γ is the image of the scheme-theoretic normaliser Norm G (T ) in G ad ; its identity component isT . Since Γ is finite and the index ofT in ker(Aut(G, T ) → Γ)
is finite, we see thatT (K) has finite index in Aut(G, T ). Now let ϕ ′ be another anchoring of (G , T ). There exists a unique σ ∈ Aut(G, T ) such that ϕ ′ = σ • ϕ. The automorphism σ also induces automorphisms of g and U (g), which we will still denote by σ. Suppose σ is an inner automorphism corresponding to a t ∈T (K). Then σ acts as χ(t) on U (g) χ for every χ ∈ Q. Since ̺ is a homomorphism of X * (T )-graded algebras we get
Similarly one shows ̺(U (σ(C))) ⊂ r −1 ϕ ̺(U (G ϕ ′ )); hence the element r ϕ ∈ R only depends on thē T (K)-orbit of the anchoring ϕ. Since there are only finitely many such orbits, we can take r to be a common multiple of these r ϕ .
Proposition 4.28. Suppose K is a p-adic field. Then the map mdl T : R H (V ) → M (G, T ) of lemma 2.4 is finite.
Proof. Let (G , T ) be a model of (G, T ), and let r be as in lemma 4.27. Let P ⊂ R H (V ) be the set of H(K)-orbits of Chevalley-invariant lattices; this is a finite set by proposition 4.22. Let X be an H(K)-orbit of lattices in V such that mdl T (X) = (G , T ). Let Λ ∈ X, and let ϕ be the anchoring of (G , T ) induced by Λ. Then Λ is invariant under the action of ̺(U (G ϕ )). Let C be a Chevalley lattice in g such that r
Since ̺(U (C)) is a finitely generated submodule of End(V ), we see that Λ ′ is a lattice in V that is invariant under C. Furthermore we see
, where v is the valuation on K. For the metric space R H (V ) this implies that X is at most distance 2v(r) from an element of P. Since P is finite and balls are finite in this metric space, we see that there are only finitely many possibilities for X, which proves the proposition.
Lemma 4.29. Suppose K is a number field. Then for almost all finite places v of K there is exactly one H(K
Proof. Let (G , T ) be the Chevalley model of (G, T ), let ϕ be some anchoring of (G , T ), and let C ⊂ g be a Chevalley lattice. Then G ϕ,Rv = C Rv as lattices in g Kv for almost all finite places v of K. Hence for these v, the Lie algebra of the Chevalley model of (G Kv , T Kv ) is a Chevalley lattice via the embedding induced by the anchoring ϕ. However, two anchorings differ by an automorphism in Aut(G Kv , T Kv ). Since the action of Aut(G Kv , T Kv ) on R(g Kv ) sends Chevalley lattices to Chevalley lattices by lemma 4.13.3, this means that for these v the Lie algebra of the Chevalley model will be a Chevalley lattice with respect to every anchoring. For these v, a lattice in V Kv yielding the Chevalley model must be Chevalley invariant; hence by discarding at most finitely many v we may assume by proposition 4.24 that there is at most one H(K v )-orbit of lattices yielding the Chevalley model. On the other hand, any model of G will be reductive on an open subset of Spec(R), and any model of T will be a split torus on an open subset of Spec(R). This shows that any model of (G, T ) is isomorphic to the Chevalley model over almost all R v . This implies that for almost all v there is at least one lattice yielding the Chevalley model.
Proof of theorem 4.1.
1. Let G be a given model of G. Let T be a split maximal torus of G, and choose a subgroup scheme T ⊂ G such that (G , T ) is a model of (G, T ). Let Λ ′ be a lattice in V with model
, and suppose there exists an isomorphism ψ :
is a split maximal torus of G ′ K . Since all split maximal tori of a split reductive group are conjugate (see [23, Thm. 15 
.2.6]), there exists a g
Then inn(g) • ψ is an isomorphism of models of (G, T ) between (G , T ) and mdl T (gΛ ′ ). By 
Representations of reductive groups
The main goal of this section is to prove theorem 1.2 for local fields, as well as a stronger finiteness resultà la theorem 4.1.2 needed to prove theorem 1.2 for number fields. We will make use of some Bruhat-Tits theory to prove one key lemma (5.9).
Bruhat-Tits buildings
In this subsection we give a very brief summary of the part of Bruhat-Tits theory that is revelant to our purposes; Bruhat-Tits theory will only play a role in the proof of lemma 5.9. The reader looking for an actual introduction to the theory is referred to [25] and [3] . If ∆ is a simplicial complex, I denote its topological realisation by |∆|.
Theorem 5.1. Let G be a semisimple algebraic group over a p-adic field K. Then there exists a locally finite simplicial complex I (G, K) with the following properties:
2. Every simplex is contained in a simplex of dimension dim I (G, K), and these maximal simplices are called chambers;
There is an action of G(K) on I (G, K) that is continuous and proper as an action on |I (G, K)|, where G(K) is endowed with the p-adic topology;
The stabilisers of points in |I (G, K)| are compact open subgroups of G(K);
G(K) acts transitively on the set of chambers of I (G, K);
There is a metric d on |I (G, K)| invariant under the action of G(K) that gives the same topology as its topological realisation.
Proof. Proof. Since the metric of |I (G, K)| is invariant under the action of G(K) and G(K) acts transitively on the set of chambers, we see that every chamber has the same size. Since I (G, K) is locally finite this means that V will only meet finitely many chambers. The union of the closures of these chambers is compact, hence V , being a closed subset of this, is compact as well.
Theorem 5.4. Let G be a connected semisimple algebraic group over a p-adic field K, and let L/K be a finite Galois extension.
The simplicial complex
3. There is a canonical inclusion
4. There is an r ∈ R >0 such that for every 
Compact open subgroups and quotients
Let G be an algebraic group over a p-adic field K, and let L be a finite Galois extension of K.
Let U be a compact open subgroup of G(L) that is invariant under the action of Gal(L/K). Then G(L)/U inherits an action of Gal(L/K), and its set of invariants (G(L)/U )
Gal(L/K) has a left action of G(K). The goal of this section is to show that the quotient
is finite for various choices of G, K, L and U . We will also show that it has cardinality 1 if we choose U suitably 'nice'.
Notation 5.5. Let G be an algebraic group over a p-adic field K, let L/K be a finite Galois extension over which G splits, and let U be a compact open subgroup of G(L) (with respect to the p-adic topology) fixed under the action of Gal(L/K). Then we write
The next lemma tells us that compact open subgroups often appear in the contexts relevant to us. Proof. This follows from the fact that if U and U
′ are compact open Galois invariant subgroups of G(L), then U ′′ := U ∩ U ′ is as well, and U ′′ has finite index in both U and U ′ .
We will now prove that Q(G, L/K, U ) is finite for reductive G. To prove this we first prove it for tori and for semisimple groups, and then combine these results.
Lemma 5.8. Let T be a torus over a p-adic field K, and let L be a finite Galois extension of K over which T splits. Let U be a compact open subgroup of T (L).
; by lemma 5.7 it suffices to prove this lemma for
Let f be the ramification index of L/K, and let π be a uniformiser of L such that π f ∈ K. Now consider the homomorphism of abelian groups
This implies that for all η ∈ X * (T ) and all γ ∈ Gal(L/K) one has
L . This shows that F is Galois-equivariant. On the other hand ϕ induces isomorphisms of abelian groups X * (T )
In terms of these identifications the map F is given by
We see from this that F is an isomorphism of abelian groups with an action of Gal(L/K). Let t ∈ T (L)/U be Galois invariant, and let
This shows that the abelian group X * (T )
Since it is finitely generated, it is finite. Furthermore, the map F induces a bijection
Lemma 5.9. Let G be a (connected) semisimple group over a p-adic field K, and let L be a finite Galois extension over which G splits. Let U be a Galois invariant compact open subgroup of G(L).
Proof. By lemma 5.7 it suffices to show this for a chosen U . Let I (G, K) be the Bruhat-Tits building of G over K, and let I (G, L) be the Bruhat-Tits building of G over L. Choose a point 
so it suffices to show that this set is finite. 
is finite, as was to be shown.
Proposition 5.10. Let G be a connected reductive group over a p-adic field K, and let L be a finite Galois extension of K over which G splits. Let U be a Galois invariant subgroup of
Proof. Let G ′ be the semisimple group G der , and let G ab be the torus G/G ′ . This gives us an
It is also open: if Z is the centre of G, then the map 
such an x and y, and choose a representativex of x in G(L). Then there exists a representativẽ
Furthermore the element y only depends on the choice of g ′ in
Since this set is finite by lemma 5.9 there are only finitely many possibilities for y for a given x. This proves the proposition.
The final proposition of this section is a stronger version of proposition 5.10 in the case that the compact open subgroup U comes from a 'nice' model of G. We need this to prove a stronger version of theorem 1.2 over local fields in the case that we have models over a collection of local fields coming from the places of some number field (compare theorem 4.1.2).
Proposition 5.11. Let K be a p-adic field, and let G be a smooth group scheme over O K whose generic fibre splits over an unramified Galois extension
Proof. Let k be the residue fueld of K. Let g ∈ G (L) such that gG (O L ) is Galois-invariant; we need to show that gG (O L ) has a point defined over K. Since L/K is unramified, we see that Gal(L/K) is theétale fundamental group of the covering Spec(O L )/Spec(O K ). As such gG (O L ) can be seen as the O L -points of a G -torsor B over Spec(O K ) in the sense of [17, III.4] . By Lang's theorem the G k -torsor B k is trivial, hence B(k) is nonempty. Since G is smooth over O K , so is B, and we can lift a point of B(k) to a point of B(O K ). Hence gG (O L ) has an O K -point, as was to be shown.
Models of reductive groups
In this subsection we prove theorem 1.2 over local fields, plus a stronger statement for local fields coming from one number field; we need this to prove theorem 1.2 for number fields.
Theorem 5.12. Let G be a connected reductive group over K. Let V be a faithful representation of G, and regard G as an algebraic subgroup of GL(V ). Let N be the scheme-theoretic normaliser of G in GL(V ). Proof.
Let
1. Let L/K be a Galois extension over which G splits. Let R and S be the rings of integers of K and L, respectively. Let N 0 be the identity component of N . Then we have the following commutative diagram:
SpecS ×SpecR − By theorem 4.1.1 we know that the map on the lower right is finite. Furthermore, since N 0 is of finite index in N , we know that the maps on the upper left and upper right are finite and surjective. To show that the map on the lower left is finite, it now suffices to show that the top map is finite. Let Λ be a lattice in
is a Galois-invariant element of R N 0 (V L ). As a set with an N 0 (L)-action and a Galois action, this set is isomorphic to 
For almost all w all the lattices n i · Λ Sw coincide, hence for those w we have
. Now let v be a finite place of K satisfying the following conditions:
• For every place w of L above v, the N (L w )-orbit of lattices N (L w ) · Λ Sw is the only orbit of lattices in V Lw inducing the Chevalley model of G Lw ;
• L is unramified over v;
The last three conditions hold for almost all v, and by theorem 4.1.2 the same is true for the first condition. Let us now follow the proof of the previous point, for the group G Kv and its faithful representation V Kv . The first two conditions tell us that 
Reductive groups over number fields
In this section we prove theorem 1.2 over number fields. We work with the topological ring of finite adèles A K,f over a number field K; letR ⊂ A K,f be the profinite completion of the ring of integers R of K. If M is a free A K,f -module of finite rank, we say that a lattice in M is a freê R-submodule that generates M as an A K,f -module. The set of lattices in M is denoted R(M ), and if G is a subgroup scheme of GL(M ), we denote 3. Let Λ, Λ ′ be two lattices in V A K,f whose images in v R G (V Kv ) are the same. Then for every
Proof of theorem 1.2. The case that K is a p-adic field is proven in theorem 5.12.1, so suppose K is a number field. Then we have the following commutative diagram:
Let L be as in theorem 5.12.2, and let R and S be the rings of integers of K and L, respectively. Let G be a model of G. Then for almost all finite places w of L the model G Sw of G Lw is the Chevalley model. By theorem 5.12 we know that for every finite place v of K there are only finitely many N (K v )-orbits of lattices in V Kv whose associated model is G Rv , and for almost all v there is exactly one such orbit. This shows that there are only finitely many elements of v R N (V Kv ) that map to (G Rv ) v . Hence the map on the right of the diagram above is finite; since f 1 and f 2 are finite as well by lemma 6.1, this proves the theorem.
Remark 6.2. The proof of theorem 1.2 also shows that for every collection of models (G v ) v of the G v , there are at most finitely many lattices in V that yield that collection of models.
Generic integral Mumford-Tate groups
Let g be a positive integer, and let n > 2 be a positive integer. Let A g,n be the moduli space of principally polarised abelian varieties of dimension g with level n structure. This moduli space comes with a variation of Z-Hodge structures coming from the homology of the universal abelian variety over A g,n . This allows us to speak of the generic integral Mumford-Tate group of a subvariety Z ⊂ A g,n ; for the rest of this section we will use the term generic integral MumfordTate group for the Z-group schemes, and the term generic Mumford-Tate group for their generic fibres. The aim of this section is to prove theorem 1.3. Throughout this section, by a symplectic representation of an algebraic group G over a field K we mean a morphism of algebraic groups G → GSp(V, ψ) for some symplectic K-vector space (V, ψ). The isomorphism class of a symplectic representation is uniquely determined by its underlying representation G → GL(V ) (see [15, Thm. 2.1(b)]).
Special triples
For an algebraic group G over Q we write G(R)
+ for the identity component of the Lie group G(R). We write S for the Deligne torus Res C/R (G m ). For the rest of this section, fix an integer g, and let H g be the g-dimensional Siegel space; then (GSp 2g , H g ) is a Shimura datum.
Definition 7.1. A reductive connected Shimura datum is a pair (G, X + ) of a connected reductive group G and a G(R)
A reductive connected Shimura datum differs from a connected Shimura datum in the sense of [18, Def. 4.4] in that we do not require G to be semisimple, and we look at morphisms S → G R instead of maps
A special triple is a triple (G, X + , ̺), where (G, X + ) is a reductive connected Shimura datum and ̺ is an injective morphism of rational algebraic groups ̺ : G ֒→ GSp 2g,Q such that ̺ R • X + ⊂ H g , and such that G is the generic Mumford-Tate group of X + under this embedding. A morphism of special triples σ : (G,
The collection of isomorphism classes of special triples is denoted S ; the subset of special triples whose first element is isomorphic to an algebraic group G is denoted S (G). We let GSp 2g (Q) act on S (G) on the right by the formula
The reason to study these special triples is that every special subvariety of A g comes from a special triple (see subsection 7.2 for more details). The aim of this subsection is to prove the following finiteness result on the set of special triples. We need a few lemmas to prove this proposition. 
Proof. Fix σ 1 , . . . , σ d such that the σ i · η 0 are Q-linearly independent, and define the integer C := det(σ 1 · η 0 , . . . , σ d · η 0 ); then C = 0. Now let η ∈ Z d be such that it satisfies (7.5). Then det(σ 1 · η, . . . , σ d · η) = C = 0, so the σ i • η are Q-linearly independent as well. Now let π ∈ Π, then there exist unique c i , c
. Then we may calculate
hence c i = c ′ i for all i. We conclude that for every collection of scalars (x π ) π∈Π ∈ Map(Π, Q) we have
It follows that that there exists a unique Π-equivariant f η : QProof. Let H := Z 0 ∩ G der , and let n := #H. If σ is an automorphism of Z 0 that is the identity on H, then we can extend σ to an automorphismσ of G by havingσ be the identity on G der ;
hence it suffices to show that the subgroup {σ ∈ Aut(Z 0 ) : σ| H = id H } ⊂ Aut(Z 0 ) has finite index. Let X = X * (Z 0 ). Let σ ∈ Aut(T ), and consider σ as an element of GL(X). If σ maps to the identity in Aut Z/nZ (X/nX), then σ is the identity on Z 0 [n], and in particular on H. Since Aut Z/nZ (X/nX) is finite, the lemma follows. Proof. Let T ′ be a maximal torus of G der ; then the isomorphism classes of ̺ cent and ̺ der are given by multisets Σ cent ⊂ X * (Z 0 ) and Σ der ⊂ X * (T ′ ), both of cardinality 2g.
is a maximal torus. A symplectic representation ̺ of G satisfying these conditions corresponds to a multiset Σ ⊂ X * (T ) of cardinality 2g, such that Σ maps to Σ cent in X * (Z 0 ) and to Σ der in Furthermore a semisimple group has only finitely many symplectic representations of a given dimension, henceΩ der is a finite set. Consider also the following set:
If µ : G m,C → S C is the Hodge cocharacter, then there is a natural map
for some x ∈ X + ; this is well-defined because x cent does not depend on the choice of x, and because
, being a morphism of tori, is defined overQ. LetΩ cent be the image ofΩ in Ξ cent . We also have a map
Consider the product map ϕ := ϕ cent : ×ϕ der :Ω →Ω cent ×Ω der . An element x ∈ X + is determined by x cent and x der , so X + is determined by x cent and X + der . Furthermore lemma 7.8 tells us that the isomorphism class of ̺ is determined, up to a finite choice, by the isomorphism classes of ̺| Z 0 and ̺| G der . As such we find that ϕ is finite. It is also Aut(G)-equivariant, where Aut(G) works on the right hand side via the map
As such we find that the induced map
is finite as well; to show that its domain is finite, it now suffices to show that its codomain is finite. To see this, let (X + , ̺) be an element of Ω, and let x ∈ X + . Then the isomorphism class of ̺ R • x is fixed; it is the symplectic representation of S corresponding to a polarised Hodge structure of type {(1, 0), (0, 1)} of dimension 2g. It follows that the isomorphism class of the representation ̺ R • x cent of S is uniquely determined, hence there is only one possibility for the isomorphism class of the symplectic representation ̺ C • x cent,C • µ of G m,C . Now choose x such that x(S) is Zariski dense in G, which exists by our assumption that G is the generic Mumford-Tate group on X. Then the image of x cent • µ is Zariski dense in Z 0 . Since there was only one possibility for ̺ C • x cent,C • µ, lemma 7.6 now tells us that Aut(Z 0 )\Ω cent is finite. Since the image of Aut(G) in Aut(Z 0 ) has finite index by lemma 7.7 andΩ der is finite, we conclude that Aut(G)\(Ω cent ×Ω der ) is finite; this proves the proposition.
Special subvarieties of A g,n
In this subsection we consider special subvarieties of A g,n and their generic (integral) MumfordTate groups. The Shimura variety A g,n is a finite disjoint union of complex analytical spaces of the form H g /Γ, where Γ ⊂ GSp 2g (Z) is a congruence subgroup. For such a Γ, and a special triple (G,
This is a special subvariety of H g /Γ, and all special subvarieties arise in this way. The (rational) generic MumfordTate group of S Γ (G, X + , ̺) is G, and its integral generic Mumford-Tate group IMT(G, X + , ̺) is the Zariski closure of ̺(G) in GSp 2g,Z . If S and S ′ are two special subvarieties of H g /Γ that differ by a Hecke correspondence, then there exists a special triple (G, X + , ̺) and an a ∈ GSp 2g (Q) such
The following proposition now follows from the discussion above and from proposition 7.3. We can describe this map as follows: let (G, X + , ̺) ∈ S (G). The standard representation V := Q 2g of GSp 2g,Q has a lattice Λ := Z 2g . The fibre above a point x ∈ X + of the integral variation of Hodge structures on X + is now equal to Λ, whose Hodge structure is given by ̺ R • x : S → GL 2g,R . Since the (rational) generic Mumford-Tate group of this variation of Hodge structures is equal to G, we see that the integral generic Mumford-Tate group is equal to the Zariski closure of G in GL(Λ). Changing S by a Hecke correspondence amounts to composing ̺ with inn(a) for an element of a ∈ GSp 2g (Q); equivalently, we may replace Λ by a −1 Λ.
The rest of this section is dedicated to proving that this map is finite, as theorem 1.3 is a direct consequence of it. Proof of theorem 1.3 from theorem 7.10. The Shimura variety A g,n is a finite disjoint union of connected Shimura varieties of the form H g /Γ. We need to show that for every Γ, for every group scheme G over Z, there are only finitely many special subvarieties of H g /Γ whose integral generic Mumford-Tate group is isomorphic to G . Let G be the generic fibre of G ; then every such special subvariety is of the form S Γ (G, X + , ̺), for some (X + , ̺) such that (G, X + , ̺) ∈ S (G).
The theorem now follows from theorem 7.10.
Let Γ be a congruence subgroup of GSp 2g (Z). Write M 1 (Γ) := H g /Γ; this is a real analytic space. If Γ is small enough, then M 1 (Γ) is a connected Shimura variety. Let Y g be the subspace GL 2g (R) · H g of Hom(S, GL 2g,R ), and let ∆ be a congruence subgroup of GL 2g (Z); then M 2 (∆) := Y g /∆ is a real analytic space as well, but for g > 1 it will not have the structure of a connected Shimura variety. Proof. It suffices to prove this for Γ = GSp 2g (Z) and ∆ = GL 2g (Z). For these choices of congruence subgroups we have (see [8, Since Γ is of finite index in GSp 2g (Z) we see that the map in (7.12) is finite. Furthermore, theorem 1.2 tells us that the map in (7.14) is finite, so it suffices to prove that the map in (7.13) is finite; denote this map by f . Let Z 1 be the set of connected real analytic subspaces of M 1 (GSp 2g (Z)), and let Z 2 be the set of connected real analytic subspaces of M 2 (GL 2g (Z)). Since the map M 1 (GSp 2g (Z)) → M 2 (GL 2g (Z)) is finite by lemma 7.11, the induced map z : Z 1 → Z 2 is finite as well. There are injective maps
where S GL 2g (Z) (G, X + , inn(a −1 ) • ̺) is the image of a −1 ̺(X + )a ⊂ Y g in Y g /GL 2g (Z). Then z • ι 1 = ι 2 • f , and since z is finite and ι 1 , ι 2 are injective, we see that f is finite; this proves the theorem.
Remark 7.15. Let L be the set of prime numbers. By applying remark 6.2 rather than theorem 1.2, we can also prove that for a collection Z ℓ -group schemes (G ℓ ) ℓ∈L , there are at most finitely many special subvarieties of A g,n whose integral generic Mumford-Tate group H satisfies H Z ℓ ∼ = G ℓ for all ℓ ∈ L. We can apply this to the Mumford-Tate conjecture as follows. Let A be an abelian variety of dimension g over a finitely generated subfield k of C; then for every ℓ ∈ L we get a comparison isomorphism of Z ℓ -modules Z ℓ ⊗ H . Our adapted version of theorem 1.3 tells us that there are at most finitely many special subvarieties of A g,n whose integral generic Mumford-Tate group is isomorphic to G ℓ over Z ℓ for every prime ℓ. On the other hand, if x ∈ A g,n is a point corresponding to A, then the generic integral MumfordTate group of the special closure of x is canonically isomorphic to M ; hence if the Mumford-Tate conjecture is true there is at least such special subvariety. Thus, if the Mumford-Tate conjecture is to be believed, the special closure of x is characterised, up to some finite ambiguity, by the group schemes G ℓ .
