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1. Introduction
A partial matrix over a setΩ is amatrix inwhich some entries all fromΩ are specified and the other
entries are free to be chosen fromΩ. A completion of a partial matrix is a specific choice of values from
Ω for its unspecified entries. A completion may also mean a completed matrix of a partial matrix. We
call the unspecified entries indeterminates since they are free to range over Ω .
Let Mm,n(Ω) be the set of m × n matrices whose entries are from a given set Ω , and let Pm,n(Ω)
be the set of m × n partial matrices over Ω. If m = n, then we use the abbreviations Mn(Ω) and
Pn(Ω), respectively. We call elements in Ω constants and call matrices inMm,n(Ω) constant matrices,
in contrast to indeterminates and partial matrices, respectively.
To study partial matrices, it is more convenient to consider a larger class of matrices for technical
reasons. Let F[x1, . . . , xk] be the ring of polynomials in the indeterminates x1, . . . , xk with coefficients
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from a field F.We call a matrix A over F[x1, . . . , xk] an affine column independent (abbreviated as ACI)
matrix if each entry of A is a polynomial of degree at most one and no indeterminate appears in two
distinct columns ofA.Obviously, every submatrix of anACI-matrix is also anACI-matrix. Given apartial
matrix, we may label its unspecified entries with distinct indeterminates. Thus partial matrices are
ACI-matrices. By a completion of a matrix over F[x1, . . . , xk] we mean an assignment of values in F to
the indeterminates x1, . . . , xk. A completion may also mean a completed polynomial matrix.
The ACI-matrices all of whose completions are nonsingular and the ACI-matrices all of
whose completions are singular are characterized in [1]. The following problem was also posed in
[1, Problem 5]:
Problem 1. Let F be a field. Characterize the ACI-matrices over F[x1, . . . , xk] all of whose completions
have the same rank.
We will solve this problem under a minor condition on the field F and determine the maximum
number of indeterminates in such partial matrices as well as the matrices attaining this maximum
number.
2. Main results
First we give some lemmas which will be used to prove our main results. F is a field throughout.
Lemma 1 [1]. Let A be an m × n ACI-matrix over F[x1, . . . , xk]. If T ∈ Mm(F) is a constant matrix and
P ∈ Mn(F) is a permutation matrix, then TAP is an ACI-matrix over F[x1, . . . , xk].
A proper ACI-matrix is an ACI-matrix containing at least one indeterminate, i.e., it is not a constant
matrix.
Lemma 2. Let A be an m × n proper ACI-matrix over F[x1, . . . , xk]. Then there exists a nonsingular
constant matrix T ∈ Mm(F) and a permutation matrix Q ∈ Mn(F) such that
TAQ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b1 ∗ ∗ · · · ∗ ∗
c
(1)
1 b2 ∗ · · · ∗ ∗
c
(2)
1 c
(1)
2 b3 · · · ∗ ∗
...
...
...
. . .
...
...
c
(s−1)
1 c
(s−2)
2 c
(s−3)
3 · · · bs ∗
c
(s)
1 c
(s−1)
2 c
(s−2)
3 · · · c(1)s B
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (1)
where for j = 1, . . . , s, bj is a column vector each of whose components is a polynomial of degree 1 in
which there is an indeterminate that appears nowhere else in TAQ, c
(i)
j are constant column vectors for
1  j  s, 1  i  s − j + 1, and B is a constant matrix.
Proof. We use induction on n. The case for n = 1 is easy to check. Assume that the result holds for all
proper ACI-matrices with n − 1 columns and let A be anm × n proper ACI-matrix.
SupposeA has an entry in the position (r, t) that contains an indeterminate, say, x1.We interchange
rows 1 and r, and then interchange columns 1 and t to get a matrix A1 = P0AQ0 = (a˜ij), where
a˜ij = a˜(0)ij +
k∑
u=1
a˜
(u)
ij xu,
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a˜
(1)
11 = 0, P0 ∈ Mm(F) and Q0 ∈ Mn(F) are permutation matrices. Adding −a˜(1)i1 /a˜(1)11 times the first
row to the ith row in A1 for i = 2, . . . ,m successively we get a matrix A2 = T1A1, where T1 ∈ Mm(F)
is the nonsingular matrix corresponding to these elementary row operations. Now x1 appears only in
the (1, 1) position of A2.
If there is another indeterminate in the first column of A2 but not in the (1, 1) position, say, x2
in the (i1, 1) position, then interchange row i1 and row 2 we get a new matrix A3 = PA2 where P is
a permutation matrix. Suppose the coefficient of x2 in position (i, 1) of A3 is ui1, i = 1, 2, . . . ,m.
Adding −ui1/u21 times the second row to the ith row for i = 1, 3, 4, . . . ,m we get a new matrix
A4 = T2A3 where T2 is a nonsingular constantmatrix. Now x1 and x2 appear only in the (1, 1) position
and the (2, 1) position of A4, respectively. If there is an indeterminate in the last m − 2 components
of the first column of A4, continue in this way until we get
A5 = T3A4 =
⎡
⎣ b˜1 B1
c1 B2
⎤
⎦ ,
where c1 is a constant column vector and b˜1 is a column vector each of whose components is a
polynomial of degree 1 in which there is an indeterminate that appears nowhere else in A5.
If c1 is void in A5 or B2 is a constantmatrix, we have already finished the proof since A5 has the form
in (1). Otherwise let the length of c1 be l  1 and assume that B2 contains at least one indeterminate.
Note that B2 is an ACI-matrix by Lemma 1. Use the induction we know that there exists a nonsingular
constant matrix T4 ∈ Ml(F) and a permutation matrix Q1 ∈ Mn−1(F) such that T4B2Q1 has the form
in (1), i.e.,
T4B2Q1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
b2 ∗ · · · ∗ ∗
c
(1)
2 b3 · · · ∗ ∗
...
...
. . .
...
...
c
(s−2)
2 c
(s−3)
3 · · · bs ∗
c
(s−1)
2 c
(s−2)
3 · · · c(1)s B
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where b2, . . . , bs are column vectors each of whose components is a polynomial of degree 1 in which
there is an indeterminate that appears nowhere else in T4B2Q1, c
(i)
j are constant column vectors for
2  j  s, 1  i  s − j + 1, and B is a constant matrix.
Denote by It the identity matrix of order t. Let
A6 = (Im−l ⊕ T4)A5(1 ⊕ Q1) =
⎡
⎣ b˜1 B1Q1
T4c1 T4B2Q1
⎤
⎦ .
If some entries of B1Q1 contain the same indeterminates as those in b2, . . . , bs that appear only once
in T4B2Q1 mentioned above, by using elementary row operations on A6 we can make these inde-
terminates vanish in B1Q1, i.e., there exists a nonsingular matrix T5 ∈ Mm(F) such that T5A6 has
form (1).
Set T = T5(Im−l ⊕ T4)T3T2PT1P0 and Q = Q0(1 ⊕ Q1). Then
TAQ = T5(Im−l ⊕ T4)T3T2PT1P0AQ0(1 ⊕ Q1) = T5A6
has form (1). 
We use |S| to denote the cardinality of a set S.
Lemma 3. Let m ≥ n be positive integers, let F be a field with |F|  m and let A be an m × n ACI-matrix
over F[x1, . . . , xk]. If all the completions of A have rank n, then there exists a nonsingular constant matrix
T ∈ Mm(F) and a permutation matrix Q ∈ Mn(F) such that
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TAQ =
⎡
⎣ ∗
U
⎤
⎦ ,
where U is an n × n upper triangular ACI-matrix with nonzero constant diagonal entries.
Proof. We prove the lemma in the equivalent form:
There exists a nonsingular constant matrix T ∈ Mm(F) and a permutation matrix Q such that
TAQ =
⎡
⎣ L
∗
⎤
⎦ , (2)
where L is an n × n lower triangular ACI-matrix with nonzero constant diagonal entries.
We use induction on n to prove this equivalent version. For n = 1 the result follows from Lemma
2. Assume the result holds for all ACI-matrices over F[x1, . . . , xk] with n − 1 columns and let A be an
m × n ACI-matrix all of whose completions have rank n.
Case 1. A has a constant column, say, the jth column which has a nonzero entry, say, the tth entry,
since A cannot have zero columns.Without loss of generality, A0 = P1AQ1 = (a˜ij)with a˜11 = 0where
P1,Q1 are permutationmatrices of ordersm and n, respectively, and the entries in the first columnofA0
are constants. Adding −a˜i1/a˜11 times the first row to the ith row of A0 for i = 2, . . . ,m successively
we get a matrix A1 = T1A0, where T1 ∈ Mm(F) is the nonsingular matrix corresponding to these
elementary row operations. Partition A1 as
A1 = T1A0 =
⎡
⎣ a˜11 u
T
0 H
⎤
⎦ . (3)
By Lemma 1, A1 and hence H is an ACI-matrix. Now all completions of A1 have rank n. Thus all
completions ofH have rank n−1. By the induction hypothesis onH, there exists a nonsingular constant
matrix T2 ∈ Mm−1(F) and a permutation matrix Q2 ∈ Mn−1(F) such that T2HQ2 is of form (2).
Denote
Q0 =
⎡
⎣ 0 In−1
1 0
⎤
⎦ ,
the basic circulant permutation matrix. Set T = (Q0 ⊕ Im−n)(1 ⊕ T2)T1P1 and Q = Q1(1 ⊕ Q2)QT0 .
Then T ∈ Mm(F) is a nonsingular constant matrix, Q is a permutation matrix and TAQ is of form (2).
Case 2. A has no constant column. By Lemma 2 there exists a nonsingular constant matrix T3 ∈
Mm(F) and a permutation matrix Q3 such that T3AQ3 has form (1). Set
A2 ≡ T3AQ3 =
⎡
⎣ B1
B2
⎤
⎦ ,
whereB2 = (c(s)1 , c(s−1)2 , . . . , c(1)s , B).Weclaim thatB2 is nonvoid andB2 = 0.Otherwise, inA2 adding
the jth column to the first column for 2  j  s and choosing suitable values for the indeterminates
successively we canmake the sum of the first s columns be a zero vector by the property of b1, . . . , bs
stated in Lemma 2. This contradicts the fact that all completions of A and hence all completions of A2
have rank n.
Let B2 be p × n and let the rank of B2 be r  1. Then there exists a nonsingular constant matrix
T4 ∈ Mp(F) and a permutation matrix Q4 ∈ Mn(F) such that
T4B2Q4 =
⎡
⎣ D E
0 0
⎤
⎦ ,
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where D = diag(d1, . . . , dr) is a diagonal matrix with each di nonzero. Let T5 = Im−p ⊕ T4 and
A3 ≡ T5A2Q4 = T5T3AQ3Q4 =
⎡
⎣ B1Q4
T4B2Q4
⎤
⎦ .
If r = n, i.e., E is void, then by considering row permutations of A3 we easily see that the conclusion
holds. Next suppose r < n. Now we prove that E has at least one zero row. To the contrary suppose
that E has no zero row.
Let t = m − p, g = n − r. Partition B1Q4 = (C1, C2) where C1 is t × r and C2 is t × g. Let
R1 =
⎡
⎣ Ir −D−1E
0 In−r
⎤
⎦ , A4 ≡ A3R1 =
⎡
⎢⎢⎢⎣
C1 Z
D 0
0 0
⎤
⎥⎥⎥⎦ ,
where Z = −C1D−1E + C2. By Lemma 2, each row of B1Q4 = (C1, C2) contains an indeterminate
that appears only in one position of A2.Without loss of generality wemay suppose that x1, . . . , xt are
these indeterminates and xi appears in the ith row of (C1, C2), i = 1, . . . , t. Since xi appears only in
one position of (C1, C2) and D
−1E has no zero row, xi appears in the ith row of Z = −C1D−1E + C2.
Note that Z is t × g.
Let
Z =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
w11x1 + · · · w12x1 + · · · · · · w1gx1 + · · ·
w21x2 + · · · w22x2 + · · · · · · w2gx2 + · · ·
...
...
. . .
...
wt1xt + · · · wt2xt + · · · · · · wtgxt + · · ·
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
where wij ∈ F and for each 1  i  t, wij, j = 1, . . . , g are not all zero. We show that there exist
kj ∈ F, j = 1, . . . , g − 1 such that
wig + kg−1wi,g−1 + · · · + k1wi1 = 0 for i = 1, . . . , t. (4)
In fact we may successively choose kj such that if wi0,j = 0 for some i0, j, then
wi0,g + kg−1wi0,g−1 + · · · + kjwi0,j = 0. (5)
(4) will follow from (5) since wij, j = 1, . . . , g are not all zero for each 1  i  t. If wi,g−1 = 0
for all 1  i  t, we choose kg−1 = 0. Otherwise let wi1,g−1, . . . ,wiv,g−1 be the nonzero elements
among w1,g−1, . . . ,wt,g−1. For every q = 1, . . . , v, the equation wiq,g + ywiq,g−1 = 0 has only one
solution, i.e., y = −w−1iq,g−1wiq,g . Since v ≤ t < m and |F| ≥ m, there exists kg−1 ∈ F such that
wiq,g + kg−1wiq,g−1 = 0 holds for all q = 1, . . . , v. Next if wi,g−2 = 0 for all 1  i  t, we choose
kg−2 = 0. Otherwise, as above there exists kg−2 ∈ F such that wig + kg−1wi,g−1 + kg−2wi,g−2 = 0
holds for all those i forwhichwi,g−2 = 0.Continuing in thiswaywe canfind all the kg−1, kg−2, . . . , k1
satisfying (5).
In Z adding kj times column j to column g for 1  j  g − 1 we get a new matrix G = ZR2, where
R2 ∈ Mg(F) is the nonsingular matrix corresponding to these elementary column operations. Since xi
appears with a nonzero coefficient in the ith component of the last column of G for i = 1, . . . , t, we
can choose suitable values for x1, . . . , xt successively to make the last column of G be a zero column,
which means that there is at least one completion of G which has rank g − 1 = n − r − 1. But on
the other hand, all completions of A4 = T5T3AQ3Q4R1 have rank n. Therefore all completions of Z and
hence all completions of G = ZR2 have rank n − r, which is a contradiction.
So E has a zero row, say, the f th row being zero. In A3 interchanging the (t + f )th row and the first
row, and then interchanging the f th column and the first column, we get a new ACI-matrix
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A5 = P2A3Q5 = P2T5T3AQ3Q4Q5 =
⎡
⎣ df 0
∗ H2
⎤
⎦ ,
where P2 ∈ Mm(F) andQ5 ∈ Mn(F) are permutationmatrices corresponding to these elementary row
and column operations, respectively.
Since all completions of A5 have rank n, all completions of H2 have rank n − 1. By Lemma 1, H2 is
an ACI-matrix. So using the induction hypothesis on H2, there exists a nonsingular constant matrix
T6 ∈ Mm−1(F) and a permutation matrix Q6 ∈ Mn−1(F) such that T6H2Q6 is of form (2).
Set T = (1 ⊕ T6)P2T5T3 and Q = Q3Q4Q5(1 ⊕ Q6). Then T ∈ Mm(F) is nonsingular, Q ∈ Mn(F) is
a permutation matrix and TAQ is of form (2). This completes the proof. 
For a matrix G, we denote by G(i, j) the entry of G in the position (i, j).
Lemma 4. Let F be a field with |F|  n + 1 and A be an m × n ACI-matrix over F[x1, . . . , xk]. If all
completions of A have the same rank r < n, then A has at least one column with only constant entries.
Proof. To the contrary suppose each column of A contains at least one indeterminate, which implies
that the number of indeterminates in A is at least n. Without loss of generality we assume that xj
appears in the jth column of A for j = 1, . . . , n. Let A = (aij) with
aij = a(0)ij + bijxj +
∑
u =j
a
(u)
ij xu,
where for each j, bij, i = 1, . . . ,m, are not all zero. We show that there exist ti ∈ F, i = 2, . . . ,m
such that
b1j + t2b2j + · · · + tmbmj = 0 for j = 1, . . . , n. (6)
In fact we may successively choose t2, . . . , tn such that if bi,j0 = 0 for some i, j0, then
b1,j0 + t2b2,j0 + · · · + tibi,j0 = 0. (7)
(6) will follow from (7) since the matrix B ≡ (bij)m×n has no zero column. If the second row of B is a
zero row, we choose t2 = 0. Otherwise let b2,j1 , . . . , b2,js be the nonzero entries in the second row of
B. For every p = 1, . . . , s, the equation b1,jp + yb2,jp = 0 has only one solution, i.e., y = −b−12,jpb1,jp .
Since s ≤ n and |F| ≥ n+1, there exists t2 ∈ F such that b1,jp + t2b2,jp = 0 holds for all p = 1, . . . , s.
Next if the third row of B is a zero row, choose t3 = 0.Otherwise, as above there exists t3 ∈ F such that
b1,j + t2b2,j + t3b3,j = 0 holds for all those j for which b3,j = 0. Continuing in this waywe can find all
the t2, t3, . . . , tn satisfying (7). Now in A adding ti times the ith row to the first row for i = 2, . . . ,m
we get a matrix A1 all of whose completions have the same rank r. By Lemma 1, A1 is an ACI-matrix.
By the condition (6), xj appears in A1(1, j) with a nonzero coefficient.
Obviously there is a choice of values for the indeterminates such that the first row of A1 becomes a
zero row. For this completion of A1,without loss of generality suppose the first r columns are linearly
independent. Now in A1 change the value of xr+1 such that A1(1, r + 1) = 0 and keep the values of
other indeterminates unchanged. Now for the second choice of values for the indeterminates, the rank
of the completed matrix is r + 1, which is a contradiction. 
Now we are ready to characterize the ACI-matrices all of whose completions have the same rank.
In a block matrix, the condition that some block B is s × t with s = 0 means that the rows in which B
lies are void, i.e., they do not appear, and the condition that some block B is s × t with t = 0 means
that the columns in which B lies are void.
Theorem 5. Let m, n be positive integers, F be a field with |F|  max{m, n + 1} and A be an m × n
ACI-matrix over F[x1, . . . , xk]. Then all completions of A have the same rank r if and only if there exists a
nonsingular constant matrix T ∈ Mm(F) and a permutation matrix Q ∈ Mn(F) such that
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TAQ =
⎡
⎢⎢⎢⎣
U1 ∗ ∗
0 0 ∗
0 0 U2
⎤
⎥⎥⎥⎦ , (8)
where U1 and U2 are square upper triangular ACI-matrices with nonzero constant diagonal entries and the
sum of their orders equals r.
Proof. The sufficiency of the condition is obvious. To prove the necessity we use induction on n. For
n = 1 the conclusion is easy to verify by using Lemma 2. Now let n ≥ 2 and assume that the result
holds for all ACI-matrices with n− 1 columns. Let A be anm× n ACI-matrix all of whose completions
have rank r.
If r = n, which impliesm  n, then the result follows from Lemma 3 (with the first block row and
the first two block columns in (8) void). If A has a zero column, say, column j, interchanging column
1 and j we get a matrix A0 = AQ0 = (0, B), where Q0 ∈ Mn(F) is a permutation matrix and B is an
m × (n − 1) ACI-matrix all of whose completions have rank r. Using the induction hypothesis on B,
there exists a nonsingular matrix T0 ∈ Mm(F) and a permutation matrix Q1 ∈ Mn−1(F) such that
T0BQ1 =
⎡
⎢⎢⎢⎣
U1 ∗ ∗
0 0 ∗
0 0 U2
⎤
⎥⎥⎥⎦ ,
whereU1 andU2 are r1 × r1 and r2 × r2 upper triangular ACI-matrices with nonzero constant diagonal
entries, respectively, r1 + r2 = r.
We have
A1 ≡ T0A0(1 ⊕ Q1) = (0, T0BQ1) =
⎡
⎢⎢⎢⎣
0 U1 ∗ ∗
0 0 0 ∗
0 0 0 U2
⎤
⎥⎥⎥⎦ .
In A1 interchange column 1 and the second block column, and denote the corresponding permutation
matrix by Q2. Set T = T0 and Q = Q0(1 ⊕ Q1)Q2. Then
TAQ = T0AQ0(1 ⊕ Q1)Q2 = A1Q2
has form (8).
Next we consider the case that r < n and A has no zero column. By Lemma 4, A has a column
with only constant entries, which are not all zero, say, the jth column with the ith entry nonzero.
Interchanging rows 1 and i, and then interchanging columns 1 and j we get a new matrix A2 =
P1AQ3 = (a˜ij) with a˜11 = 0 and a˜i1 ∈ F for 1  i  m, where P1,Q3 are permutation matrices. In
A2 adding −a˜i,1/a˜11 times the first row to the ith row for i = 2, . . . ,m successively we get a matrix
A3 = T1A2, where T1 ∈ Mm(F) is the nonsingular matrix corresponding to these elementary row
operations. Partition A3 as
A3 = T1A2 =
⎡
⎣ a˜11 u
T
0 H
⎤
⎦ .
By Lemma 1, A3 is an ACI-matrix all of whose completions have rank r. Therefore H is an (m− 1)×
(n − 1) ACI-matrix all of whose completions have rank r − 1. Using the induction hypothesis on H,
we know that there exists a nonsingular constant matrix T2 ∈ Mm−1(F) and a permutation matrix
Q4 ∈ Mn−1(F) such that
T2HQ4 =
⎡
⎢⎢⎢⎣
V1 ∗ ∗
0 0 ∗
0 0 U2
⎤
⎥⎥⎥⎦ ,
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where V1 and U2 are r˜1 × r˜1 and r2 × r2 upper triangular ACI-matrices with nonzero constant diagonal
entries, respectively, r˜1 + r2 = r − 1.
Set T = (1 ⊕ T2)T1P1 and Q = Q3(1 ⊕ Q4). Then T ∈ Mm(F) is a nonsingular constant matrix,
Q ∈ Mn(F) is a permutation matrix and
TAQ =
⎡
⎢⎢⎢⎢⎢⎢⎣
a˜11 ∗ ∗ ∗
0 V1 ∗ ∗
0 0 0 ∗
0 0 0 U2
⎤
⎥⎥⎥⎥⎥⎥⎦
≡
⎡
⎢⎢⎢⎣
U1 ∗ ∗
0 0 ∗
0 0 U2
⎤
⎥⎥⎥⎦ .
Let r1 = r˜1 +1. Then U1 and U2 are r1 × r1 and r2 × r2 upper triangular ACI-matrices with nonzero
constant diagonal entries and r1 + r2 = r˜1 + r2 + 1 = r. 
We remark that in the form (8) some block rows or/and block columns may be void. For example
(8) includes the following forms as special cases:
U1,
⎡
⎣ U1 ∗
0 0
⎤
⎦ ,
⎡
⎣ 0 ∗
0 U2
⎤
⎦ .
Now we study the possible numbers of indeterminates in the partial matrices of a given size all of
whose completions have the same rank. Obviously it suffices to determine the largest number.
Theorem 6 Let m  n be positive integers, F be a field with |F| ≥ max{m, n + 1} and A be an m × n
partial matrix over F all of whose completions have the same rank r. Then the number of indeterminates of
A is less than or equal to mr − r(r + 1)/2. This maximum number is attained at A if and only if there exist
permutation matrices P ∈ Mm(F),Q ∈ Mn(F) such that
PAQ =
⎡
⎢⎢⎢⎣
V1 C1 C2
0 0 C3
0 0 V2
⎤
⎥⎥⎥⎦ ,
where C1, C2, C3 are partial matrices all of whose entries are indeterminates, V1 and V2 are s × s and
(r− s)× (r− s) upper triangular matrices with nonzero constant diagonal entries and with all the entries
above the diagonal being indeterminates, and s = 0 when m > n.
Proof. By Theorem5 there exists a nonsingular constantmatrix T = (tij) ∈ Mm(F) and a permutation
matrix Q ∈ Mn(F) such that
TAQ =
⎡
⎢⎢⎢⎣
U1 ∗ ∗
0 0 ∗
0 0 U2
⎤
⎥⎥⎥⎦ , (9)
whereU1 andU2 are r1 × r1 and r2 × r2 upper triangular ACI-matrices with nonzero constant diagonal
entries, respectively, r1 + r2 = r. Let A˜ = AQ = (aij) and B = (bij) = TA˜ = TAQ .
We assert that the jth column of A˜ contains at most j − 1 indeterminates for j = 1, . . . , r1, at
most r1 indeterminates for j = r1 + 1, . . . , n − r2 and at most m − n + j − 1 indeterminates for
j = n − r2 + 1, . . . , n.
Suppose the jth column of A˜ has exactly p indeterminates, say, ai1,j, ai2,j, . . . , aip,j . From (9) we
have
bij =
m∑
k=1
tikakj =
p∑
h=1
ti,ihaih,j + dij, dij ∈ F.
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Since for 1  j  r1 and i  j, bij are constants, we have ti,ih = 0 for j  i  m and 1  h  p.
So T has an (m − j + 1) × p zero submatrix. If p  j, then (m − j + 1) + p  m + 1 and by the
Frobenius–König theorem [2], det T = 0,which contradicts the fact that T is nonsingular. This shows
that if 1  j  r1, then p ≤ j − 1.
Since for r1 + 1  j  n− r2 and i ≥ r1 + 1, bij are constants, we have ti,ih = 0 for r1 + 1  i  m
and 1  h  p. Thus T has an (m − r1) × p zero submatrix. If p ≥ r1 + 1 thenm − r1 + p  m + 1
and hence T is singular, contradiction. This shows that if r1 + 1 ≤ j ≤ n − r2, then p ≤ r1.
Since for n − r2 + 1  j  n and i  m − (n − j), bij are constants, we have ti,ih = 0 for
m − (n − j) ≤ i ≤ m and 1  h  p. So T has an (n − j + 1) × p zero submatrix. If p  m − n + j,
then n − j + 1 + p  m + 1 and T is singular, contradiction. This shows that if j ≥ n − r2 + 1, then
p ≤ m − n + j − 1.
Denote by f (A) the number of indeterminates of A, which is equal to that of A˜. Using r1 + r2 = r
we have
f (A)
r1∑
j=1
(j − 1) + (n − r2 − r1)r1 +
n∑
j=n−r2+1
(m − n + j − 1)
= (m − n)r2 + nr − 1
2
r(r + 1)
 (m − n)r + nr − 1
2
r(r + 1)
= mr − 1
2
r(r + 1).
The “if” part of the second conclusion is obvious. Now suppose that the number of indeterminates of
A is equal tomr − r(r + 1)/2. From the above argument we see that
(i) if m = n, then the jth column of A˜ has exactly j − 1 indeterminates for j = 1, . . . , r1,
n − r2 + 1, . . . , n and r1 indeterminates for j = r1 + 1, . . . , n − r2;
(ii) ifm > n, then r1 = 0, r2 = r, the jth column of A˜ has no indeterminate for j = 1, . . . , n− r
and has exactlym − n + j − 1 indeterminates for j = n − r + 1, . . . , n.
Note that A˜ is a partial matrix. To complete our proof of Theorem 6, it suffices to prove the following
two statements:
(S1) Let G ∈ Pn(F) be a partial matrix and T ∈ Mn(F) be a nonsingular constant matrix such that
TG =
⎡
⎢⎢⎢⎣
U1 ∗ ∗
0 0 ∗
0 0 U2
⎤
⎥⎥⎥⎦ , (10)
where U1 and U2 are r1 × r1 and r2 × r2 upper triangular matrices with nonzero constant diagonal entries.
If the jth column of G has exactly j − 1 indeterminates for j = 1, . . . , r1, n − r2 + 1, . . . , n and r1
indeterminates for j = r1 + 1, . . . , n − r2, then there exists a permutation matrix P such that
PG =
⎡
⎢⎢⎢⎣
V1 C1 C2
0 0 C3
0 0 V2
⎤
⎥⎥⎥⎦ , (11)
where C1, C2, C3 are partial matrices all of whose entries are indeterminates, V1 and V2 are r1 × r1 and
r2 × r2 upper triangular matrices with nonzero constant diagonal entries and with all the entries above
the diagonal being indeterminates.
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(S2) Let m > n, let G ∈ Pm,n(F) be a partial matrix and T ∈ Mm(F) be a nonsingular constant matrix
such that
TG =
⎡
⎣ 0 ∗
0 U2
⎤
⎦ , (12)
where U2 is an r × r upper triangular matrix with nonzero constant diagonal entries. If the jth column of G
has no indeterminate for1  j  n−r and has exactlym−n+j−1 indeterminates for n−r+1  j  n,
then there exists a permutation matrix P such that
PG =
⎡
⎣ 0 C
0 U
⎤
⎦ , (13)
where C is a partial matrix all of whose entries are indeterminates, U is an r × r upper triangular matrix
with nonzero constant diagonal entries and with all the entries above the diagonal being indeterminates.
Proof of (S1).We use induction on n to prove (S1). It holds trivially for the case n = 1. Next let n ≥ 2
and assume (S1) holds for all matrices of order≤ n−1. Let G be an n×n partial matrixwhich satisfies
the condition of (S1). The case r1 = n is just the statement (S) in [1, proof of Theorem 12]. So next we
suppose r1 < n.
There exists a permutation matrix P1 ∈ Mn(F) such that if we denote P1G = (gij), then the
following hold:
(i) if r2 = 0, then in the last column, g1n, g2n, . . . , gr1,n are distinct indeterminates and all the
other entries gr1+1,n, gr1+2,n, . . . , gnn are constants;
(ii) if r21, then in the last column, gnn is a constant andall theother entries g1n, g2n, . . . , gn−1,n
are indeterminates.
Let TPT1 = (tij) and denote
V = TG =
(
TPT1
)
(P1G) = (vij).
We consider the above two cases separately.
Case 1. r2 = 0. Since
vin =
r1∑
k=1
tikgkn +
n∑
k=r1+1
tikgkn = 0, for i = r1 + 1, . . . , n,
we have tij = 0 for r1 + 1  i  n and 1  j  r1. Partition
TPT1 =
⎡
⎣ T11 T12
0 T22
⎤
⎦ , P1G =
⎡
⎣ G11 G12
G21 G22
⎤
⎦ ,
where T11 ∈ Mr1(F) and G11 ∈ Pr1(F). Since T is nonsingular, T11 and T22 are nonsingular. Thus
V =
(
TPT1
)
(P1G) =
⎡
⎣ U1 ∗
0 0
⎤
⎦
implies G21 = 0 and G22 = 0 since T22G21 = 0 and T22G22 = 0.
Clearly the jth column of G11 has exactly j − 1 indeterminates for j = 1, . . . , r1. From
V =
(
TPT1
)
(P1G) =
⎡
⎣ T11G11 ∗
0 0
⎤
⎦
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we deduce that T11G11 = U1 is upper triangular with nonzero constant diagonal entries. By the induc-
tionhypothesis there exists a permutationmatrix P2 of order r1 such that P2G11 is upper triangularwith
nonzero constant diagonal entries and with all the entries above the diagonal being indeterminates.
By assumption the jth column of G, and hence P1G, has r1 indeterminates for j = r1 + 1, . . . , n. Since
G22 = 0,we deduce that all the entries of G12 are indeterminates. Set P = (P2 ⊕ In−r1)P1. Then P is a
permutation matrix and
PG =
⎛
⎝ P2G11 P2G12
0 0
⎞
⎠
has form (11).
Case 2. r2  1. Since
vnn =
n−1∑
k=1
tnkgkn + tnngnn ∈ F,
we have tnk = 0 for 1  k  n − 1, and the above equality reduces to vnn = tnngnn. Then vnn = 0
implies tnn = 0 and gnn = 0. Since U2 is upper triangular, the first n − 1 entries in the last row of V
are zero. From
0 = vnj =
n∑
k=1
tnkgkj = tnngnj, for j = 1, 2, . . . , n − 1,
we get gnj = 0 for j = 1, 2, . . . , n − 1. Partition
TPT1 =
⎡
⎣ T1 v
0 tnn
⎤
⎦ , P1G =
⎡
⎣ G1 w
0 gnn
⎤
⎦ ,
where T1 ∈ Mn−1(F) and G1 ∈ Pn−1(F). Since T is nonsingular, T1 is nonsingular. Clearly the jth
column of G1 has exactly j − 1 indeterminates for j = 1, . . . , r1, (n − 1) − (r2 − 1) + 1, . . . , n − 1
and r1 indeterminates for j = r1 + 1, . . . , (n− 1)− (r2 − 1). By the condition (ii) all the components
of w are indeterminates. From
V =
(
TPT1
)
(P1G) =
⎡
⎣ T1G1 ∗
0 tnngnn
⎤
⎦
we deduce that T1G1 has form (10). By the induction hypothesis there exists a permutation matrix P2
of order n − 1 such that P2G1 has form (11). Set P = (P2 ⊕ 1)P1. Then P is a permutation matrix and
PG =
⎛
⎝ P2G1 P2w
0 gnn
⎞
⎠
has form (11). Thus we complete the proof of (S1).
Proof of (S2). If r = 0 then G = 0, and the result holds trivially. It suffices to prove the case r ≥ 1.We
can use induction on n to prove (S2) by an argument similar to that in the above proof of Case 2 of (S1).
We omit the details. The starting step n = 1 needs some care. When m > n = r = 1, the condition
(12) says that TG is a column vector with its last component being a nonzero constant, and the second
condition in (S2) says that G has exactly one constant component. The conclusion (13) states that the
only constant component of G is nonzero. To the contrary, suppose it is zero. Then each component of
TG is either 0 or a polynomial of degree 1, which contradicts the condition that the last component of
TG is a nonzero constant. 
For those m × n partial matrices with m < n, we may apply Theorem 6 by considering their
transposes.
Z. Huang, X. Zhan / Linear Algebra and its Applications 434 (2011) 1956–1967 1967
Note that the possible generalization of Theorem 6 to ACI-matrices does not make sense. Just
consider the matrix
A =
⎡
⎣ 1 x1 + x2 + · · · + xk
0 1
⎤
⎦ .
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