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SUB/SUPER-STOCHASTIC MATRIX WITH APPLICATIONS TO
BIPARTITE TRACKING CONTROL OVER SIGNED NETWORKS ∗
LEI SHI† , WEI XING ZHENG‡ , JINLIANG SHAO† , AND YUHUA CHENG†
Abstract. In this contribution, the properties of sub-stochastic matrix and super-stochastic ma-
trix are applied to analyze the bipartite tracking issues of multi-agent systems (MASs) over signed
networks, in which the edges with positive weight and negative weight are used to describe the co-
operation and competition among the agents, respectively. For the sake of integrity of the study,
the overall content is divided into two parts. In the first part, we examine the dynamics of bipartite
tracking for first-order MASs, second-order MASs and general linear MASs in the presence of asyn-
chronous interactions, respectively. Asynchronous interactions mean that each agent only interacts
with its neighbors at the instants when it wants to update the state rather than keeping compulsory
consistent with other agents. In the second part, we investigate the problems of bipartite tracing
in different practical scenarios, such as time delays, switching topologies, random networks, lossy
links, matrix disturbance, external noise disturbance, and a leader of unmeasurable velocity and
acceleration. The bipartite tracking problems of MASs under these different scenario settings can
be equivalently converted into the product convergence problems of infinite sub-stochastic matri-
ces (ISubSM) or infinite super-stochastic matrices (ISupSM). With the help of nonnegative matrix
theory together with some key results related to the compositions of directed edge sets, we estab-
lish systematic algebraic-graphical methods of dealing with the product convergence of ISubSM and
ISupSM. Finally, the efficiency of the proposed methods is verified by computer simulations.
Key words. Sub-stochastic matrix, super-stochastic matrix, multi-agent systems, bipartite
tracking control.
AMS subject classifications. 93A14, 93C55, 15B51, 05C50
1. Introduction. Consensus of multi-agent systems (MASs) has caused intense
interest among researchers for quite a long period of time, thanks to its widespread
applications in areas such as physics and computer science. Consensus refers to that a
set of agents can implement a completely consistent state, such as position or opinion,
by developing a distributed control protocol. In the existing literature focusing on
consensus of MASs [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12], it is usually assumed that the
agents cooperate with each other, that is, the weight of each edge in the communica-
tion topology is positive. Nevertheless, in many real-world network systems including
social networks [13, 14], bus transport networks [15] and neural networks [16, 17],
the coexistence of cooperation and competition among agents is an indisputable fact.
Tao et al. [13] believed that agents can only achieve mutual benefit and win-win in
the business environment by working together, but on the other hand, some selfish
agents may compete with other agents for their own benefit. Green et al. [14] an-
alyzed that the ability to balance cooperative and competitive behavior is of great
importance to the overall development of kids. Hu et al. [15] found that cooperation
and competition are common in bus transport network systems due to the existence of
shared sites between different bus lines. It was demonstrated in [16] that competition
and collaboration are critical to the survival of different species in neural networks
with limited resources. Chandra [17] explained how the lateral inhibition leads to
competition between neurons in neural networks.
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In recent years, consensus behavior has been expanded to the general MASs run-
ning on the structurally balanced network with both cooperation and competition, in
which the agents are usually divided into two completely competitive subgroups and
the agents in the same group are cooperative. As time goes by, the two agent sub-
groups will gradually reach two different states with the same modulus but opposite
signs. Such a consensus phenomenon over the structurally balanced network is known
as bipartite consensus of MASs, which is also called the opinion polarization in social
networks. This phenomenon of bipartite consensus is common in many systems that
describe the confrontation of bimodal alliances, such as bipartisan political systems,
teams opposed in sports competitions, competitive commercial cartels, duopoly mar-
kets, competitive international alliances. For example, Cartwright et al. [18] found
that in actual community conflicts, people with similar opinions will gradually unite,
so that their common tendencies will be strengthened, and people with different opin-
ions will have competitive relationships and suspicions. Finally, people with similar
views will gradually form a group with the same opinion, and the final opinions of
the agents with different opinions will be completely opposite. Recently, bipartite
consensus of MASs has attracted wide attention. Meng et al. [19] studied first-order
bipartite consensus based on the rooted cycles of digraphs. A bipartite consensus
issue in the second-order dynamic model with finite-time setting was analyzed in [20].
The bipartite consensus with arbitrary finite communication delays was investigated
in [21]. In [22] a bipartite consensus issue for generic linear agents was addressed
by designing a control protocol with state feedback, while in [23] the bipartite con-
sensus issue was solved for a set of agents with general linear dynamics under input
saturation.
In fact, the leader plays a vital role in many engineering applications such as un-
manned aerial vehicle formation flight, multiple mobile robots, and more. In addition,
a stubborn agent (leader) who insists on its own opinion has a significant impact on
the opinions formation of the remaining agents in most of social networks. So far,
a lot of valuable results focusing on the cooperative consensus with a leader, which
is often known as tracking consensus, have been announced [24, 25, 26, 27, 28], in
which there is only mutual cooperation between agents. As we introduced above, it
is more practical to study the tracking issue under signed networks, in which coop-
eration and competition are coexistent. Recently, the bipartite tracking phenomenon
under signed networks has generated a strong interest among researchers. In such an
dynamics phenomenon, the followers in the same subgroup with the leader will be
eventually in exactly the same state as the leader, and the followers in different sub-
groups will reach the opposite state of the leader. Up to now, some achievements have
been made in the bipartite tracking issue of MASs. In [29], Ma et al. discussed the
bipartite tracking issue of first-order MASs with measurement noise. Wen et al. [30]
explored the bipartite tracking issue for generic linear agents by designing non-smooth
protocols. The high-order bipartite tracking issue with nonidentical matching uncer-
tainties was handled in [31], and the nonlinear bipartite tracking under the setting
of hysteresis input uncertainties was analyzed in [32]. One study by Wu et al. [33]
considered bipartite tracking of MASs with Lipschitz-Type nonlinear dynamics. The
fixed-time bipartite tracking for fractional-order MASs was investigated in [34].
Remarkably, the above-mentioned studies on the bipartite tracking issue were
carried out under the synchronous setting, in which all agents’ clocks are consistent
in the sense that each agent interacts with its neighbors at any time. In actual en-
gineering applications, the clocks on different processors are generally different and
independent of each other. Further, if each agent is equipped with a time-driven
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sensor, then different clocks can have a serious impact on system performance and
may even lead to system instability. Accordingly, it is of great interest and practical
importance to study distributed control issues of MASs under the asynchronous set-
ting. In recent years, some consensus issues of MASs with asynchronous settings have
gained considerable attention in the literatures [35, 36, 37, 38], where there is only
mutual cooperation between the agents. However, there have been almost no reports
on the asynchronous bipartite tracking issue of MASs over signed networks so far.
In addition, the existing literature of bipartite tracking has rarely considered other
unavoidable scenarios in the actual system, such as time delays, switching topologies,
random interaction networks, lossy links, matrix disturbance, external noise distur-
bance, and a leader of unmeasurable velocity and acceleration. These actual scenario
settings are usually caused by congestion and random fading of communication chan-
nels, physical characteristics of information transmitted by media, communication
range limitations, channel noise and measurement errors, etc. Undoubtedly, it is
very interesting and practical to analyze the impact of these actual scenarios on the
bipartite tracking dynamics of MASs on signed networks.
Motivated by the above discussions, the main purpose of this paper is to apply
the properties of sub-stochastic matrix and super-stochastic matrix to the analysis
of bipartite tracking dynamics of MASs on signed networks under different practical
scenario settings, such as asynchronous interactions, time delays, switching topologies,
random networks, lossy links, matrix disturbance, external noise disturbance, and a
leader of unmeasurable velocity and acceleration. The main contributions of this
paper are shown below.
I) To date, the product convergence of infinite row-stochastic matrices in which
all row sums are equal to 1 is a widely used method of solving the stability
of discrete-time linear systems, such as the consensus issues of discrete-time
MASs [35, 36, 37]. However, it is worth noting that this existing method
can only be used to analyze certain discrete-time linear systems with the
coefficient matrices being row-stochastic, and it is invalid for most discrete-
time linear systems in which the coefficient matrices may contain some row
sums being less than or greater than 1. In view of this, this paper proposes
the concept of super-stochastic matrix for the first time, in which the row
sums are allowed to be less than 1, equal to 1 or greater than 1. In addition,
some conclusions about super-stochastic matrix and sub-stochastic matrix
(in which all row sums are less than or equal to 1) are established by using
algebraic-graphical methods, including the upper bound of spectral radius
and product properties. These conclusions together with some key results
related to the compositions of directed edge sets can be used to solve the
product convergence issues of infinite sub-stochastic matrices (ISubSM) or
infinite super-stochastic matrices (ISupSM).
II) In Section 3-Section 6, we discuss, respectively, the issues of bipartite tracking
for first-order MASs, second-order MASs and general linear MASs under the
asynchronous setting, where each agent only interacts with its neighbors at
the instants when it wants to update the state rather than keeping compul-
sory consistent with other agents. In the asynchronous setting, it is uncertain
which agents will communicate with their neighbors at each discrete-time in-
stant. And thus, it is required to analyze the stability of time-varying discrete-
time systems. Our main analysis strategy is to design suitable augmented
vectors to transform the stability of time-varying discrete-time systems to
the product convergence issues of ISubSM or ISupSM.
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III) In Section 7-Section 13, we analyze the effects of different actual scenario set-
tings on the dynamics of second-order MASs on signed networks. By using
the product properties of ISubSM and ISupSM, we establish algebraic condi-
tions for realizing bipartite tracking under some scenario settings, including
time delays, switching topologies, random interaction networks, lossy links,
and matrix disturbance. In addition, in the case with external noise and the
case with a leader of unmeasurable velocity and acceleration, although the
system may not appear bipartite tracking phenomenon, the bipartite bounded
tracking phenomenon, first proposed in this paper, can be realized. In the
results of bipartite bounded tracking, we also give the upper bound of the er-
rors between the followers’ final states and the leader’s state or sign opposite
state.
Except for this section, the rest of this article is organized as follows. Some basic
notations, preliminaries, and conclusions on the sub-stochastic (super-stochastic) ma-
trix, the signed digraph, the composition of directed edge sets and the asynchronous
setting are introduced in Section 2. Section 3–6 undertake separately the stability
analysis for the asynchronous bipartite tracking of first-order MASs, second-order
MASs with a static leader, second-order MASs with an active leader, and general
linear MASs. In Section 7–11, the issues of bipartite tracking of second-order MASs
under some actual scenario settings, such as time delays, switching topologies, ran-
dom interaction networks, lossy links, and matrix disturbance. Section 12 and Section
13 analyze the phenomenon of bipartite bounded tracking for the case with external
noise and the case with a leader of unmeasurable velocity and acceleration. Finally,
some conclusions of this article are given in Section 14.
2. Preliminaries.
2.1. Matrix notations. For a real matrix F = [fij ] ∈ Rn×n, let |F | = [|fij |]
be an n × n matrix in which |fij | is the absolute value of fij ; ρ(F ) denotes the
spectral radius of F ; Λi[F ] =
∑n
j=1 fij stands for the ith row’s sum of matrix F ;
and ‖F‖∞ = max
{∑n
j=1 |fij | | i = 1, 2, . . . , n
}
is the infinite norm of matrix F .
Moreover, [F ]ij can also be used to denote the element fij of matrix F if there is no
ambiguity. A real matrix F is nonnegative if fij ≥ 0, i, j = 1, 2, . . . , n, and F is non-
positive if fij ≤ 0, i, j = 1, 2, . . . , n. In is an n-order identity matrix and 0 ∈ Rn×m is
a matrix whose all elements are equal to 0. The sets of positive integers and natural
numbers are denoted by Z+ and N, respectively. ⊗ stands for the Kronecker product.
It is said that the real matrices F = [fij ] and H = [hij ] have the same type, denoted
by F ∼ H , if fij > 0 ⇔ hij > 0, fij < 0 ⇔ hij < 0 and fij = 0 ⇔ hij = 0. The
signum function sgn(x) is given by
sgn(x) =


1, x > 0,
0, x = 0,
−1, x < 0.
2.2. Some results about sub/super-stochastic matrix.
Definition 2.1 (see [39]). A real matrix F ∈ Rn×n is sub-stochastic if it is
nonnegative and Λi[F ] ≤ 1 for any i = 1, 2, . . . , n.
Some new conclusions about the upper bound of spectral radius and product for
sub-stochastic matrices are given below.
Theorem 2.2. For an n × n sub-stochastic matrix F , let S1 = {s | Λs[F ] < 1}
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and S2 = {s | Λs[F ] = 1} be non-empty. If there exist non-zero element chains
[F ]kir , . . . , [F ]i2i1 , [F ]i1i (denoted by Ci→k) for each k ∈ S2, where i ∈ S1, ir 6=
k, . . . , i1 6= i2, i 6= i1, then one has
(2.1) ρ(F ) ≤ |C∗|+1
√
1− (1 − α1)α|C
∗|
2 < 1,
where
α1 = max{Λs[F ] | Λs[F ] < 1},
α2 = min{[F ]ij > 0 | i, j = 1, 2, . . . , n},
|C∗| = max{|Ci→k| | i ∈ S1, k ∈ S2},
in which |Ci→k| is the number of elements of Ci→k.
Proof. Since i ∈ S1, we have Λi[F ] ≤ α1 < 1, which together with the facts
[F ]kir ≥ α2, . . . , [F ]i2i1 ≥ α2, [F ]i1i ≥ α2, guarantees that
Λi1 [F
2] =
n∑
j=1,j 6=i
[F ]i1jΛj [F ] + [F ]i1iΛi[F ] ≤ 1− (1− α1)α2 < 1,
Λi2 [F
3] =
n∑
j=1,j 6=i1
[F ]i2jΛj [F
2] + [F ]i2i1Λi1 [F
2] ≤ 1− (1− α1)α22 < 1,
...
Λk[F
r+2] =
n∑
j=1,j 6=ir
[F ]kjΛj[F
r+1] + [F ]kirΛir [F
r+1] ≤ 1− (1− α1)αr+12 < 1.
According to the definition of |C∗|, we have |C∗| ≥ r + 1. And thus,
Λk[F
|C∗|+1] =
n∑
j=1
[F r+2]kjΛj [F
r+1] + [F |C
∗|−r−1]
≤
n∑
j=1
[F r+2]kj ≤ 1− (1− α1)α|C
∗|
2 < 1.
In addition, for any i ∈ S1, we have
Λi[F
|C∗|+1] =
n∑
j=1
[F ]ijΛj [F
|C∗|] ≤
n∑
j=1
[F ]ij ≤ 1− (1− α1)α|C
∗|
2 < 1.
This implies that Λs[F
|C∗|+1] ≤ 1− (1 − α1)α|C
∗|
2 for any s = 1, 2, . . . , n. As a result,∥∥F |C∗|+1∥∥∞ ≤ 1− (1− α1)α|C∗|2 < 1.
According to the known facts ρ(F |C
∗|+1) = ρ|C
∗|+1(F ) and ρ(F |C
∗|+1) ≤ ‖F |C∗|+1‖∞,
we know that the result (2.1) holds.
Theorem 2.3. Let F be an n × n sub-stochastic matrix in which [F ]ii = 0, i =
1, 2, . . . , n. If the number of elements in the set S2 = {s | Λs[F ] = 1} is equal to 1,
there holds that
(2.2) ρ(F ) ≤ √α1 < 1,
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where α1 is defined in Theorem 2.2.
Proof. Assume that λ is an eigenvalue of F , and x = [x1, x2, . . . , xn]
T is the
corresponding eigenvector. Thus, we have Fx = λx. Let |xp| = max{|xi| | i =
1, 2, . . . , n} and |xq | = max{|xi| | i = 1, 2, . . . , n, i 6= p}. Clearly, |xp| ≥ |xq| ≥ |xi|,
i 6= p, q. According to Fx = λx, we can derive xp(λ − [F ]pp) =
∑n
j=1,j 6=p[F ]pjxj .
Since [F ]pp = 0, one has λxp =
∑n
j=1,j 6=p[F ]pjxj . It follows that
|λ||xp| =
∣∣∣ n∑
j=1,j 6=p
[F ]pjxj
∣∣∣ ≤ n∑
j=1,j 6=p
|[F ]pj ||xq | = Λp[F ]|xq |.
This means that
(2.3) |λ| ≤ Λp[F ] |xq||xp| .
In addtion, we can also derive that λxq =
∑n
j=1,j 6=p[F ]qjxj by Fx = λx. This means
|λ||xq| =
∣∣∣ n∑
j=1,j 6=q
[F ]qjxj
∣∣∣ ≤ n∑
j=1,j 6=q
|[F ]qj ||xp| = Λq[F ]|xp|,
and further
(2.4) |λ| ≤ Λq[F ] |xp||xq| .
Multiply (2.3) and (2.4) to get
|λ|2 ≤ Λp[F ] |xq||xp|Λq[F ]
|xp|
|xq| = Λp[F ]Λq[F ] ≤ α1.
Equivalently, ρ2(A) ≤ α1. That is, the result (2.2) holds.
In Theorem 2.2 and Theorem 2.3, we give sufficient conditions for judging whether
a sub–stochastic matrix F is strictly stable (ρ(F ) < 1), and establish mathematical
expressions, which are closely related to α1 = max{Λs[F ] | Λs[F ] < 1} and α2 =
min{[F ]ij > 0 | i, j = 1, 2, . . . , n}, for the upper bound of the spectral radius of the
convergent sub-stochastic matrix. For example, in the following sub-stochastic matrix
F ′ =

 0.5 0.5 00.3 0.2 0.4
0.4 0 0.6

 ,
we can see that Λ2[F
′] < 1 and Λ1[F ′] = Λ3[F ′] = 1, that is S1 = {2},S2 = {1, 3}.
Since there exist two non-zero element chains [F ′]12 > 0 and [F ′]31 > 0, [F ′]12 > 0
that satisfy the conditions in Theorem 2.2, we can directly determine that ρ(F ′) < 1.
Another example, when consider a sub-stochastic matrix
F ∗ =

 0 0.2 0.80.5 0 0.4
0.3 0.6 0

 ,
in which the diagonal elements are equal to zeros and S2 = {1} contains only a
element, we can directly determine ρ(F ∗) ≤ √0.9 < 1 according to the result in
Theorem 2.3.
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Theorem 2.4. For a series of sub-stochastic matrices F1, F2, . . . , Fq ∈ Rn×n, the
following results hold
1) the matrix product
∏q
s=1 Fs is a sub-stochastic matrix;
2) if all matrices F1, F2, . . . , Fq contain positive diagonal elements, and there
exist 1 ≤ s1 < s2 ≤ q such that Λi1 [Fs1 ] < 1 and [Fs2 ]i2i1 > 0 for any
i1, i2 ∈ {1, 2, . . . , n}, then one has
∥∥∏q
s=1 Fs
∥∥
∞ < 1 and ρ(
∏q
s=1 Fs) < 1.
Proof. The proof of 1). Since F1, F2, . . . , Fq are sub-stochastic matrices, we
have Λi[Fs] ≤ 1 for any s = 1, 2, . . . , q and i = 1, 2, . . . , n. It follows that
Λi
[
q∏
s=1
Fs
]
=
n∑
j1=1
[Fq]ij1Λj1
[
q−1∏
s=1
Fs
]
=
n∑
j1=1
[Fq]ij1
n∑
j2=1
[Fq−1]j1j2Λj2
[
q−2∏
s=1
Fs
]
=
n∑
j1=1
[Fq]ij1
n∑
j2=1
[Fq−1]j1j2 . . .
n∑
jq=1
[F1]jq−1jq ≤ 1.
Consequently, FqFq−1 · · ·F1 is a sub-stochastic matrix.
The proof of 2). By 1), one can derive that
Λi1
[
s1∏
s=1
Fs
]
=
n∑
j=1
[Fs1 ]i1jΛj
[
s1−1∏
s=1
Fs
]
≤ Λi1 [Fs1 ] < 1,
which together with the following result[
s2∏
s=s1+1
Fs
]
i2i1
≥
n∑
j=1
[Fs2 ]i2j
[
s2−1∏
s=s1+1
Fs
]
ji1
≥ [Fs2 ]i2i1
[
s2−1∏
s=s1+1
Fs
]
i1i1
> 0,
guarantees that
Λi2
[
s2∏
s=1
Fs
]
=
n∑
j=1,j 6=i1
[
s2∏
s=s1+1
Fs
]
i2j
Λj
[
s1∏
s=1
Fs
]
+
[
s2∏
s=s1+1
Fs
]
i2i1
Λi1
[
s1∏
s=1
Fs
]
< Λi2
[
s2∏
s=s1+1
Fs
]
≤ 1.
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It follows that
Λi2
[
q∏
s=1
Fs
]
=
n∑
j=1,j 6=i2
[
q∏
s=s2+1
Fs
]
i2j
Λj
[
s2∏
s=1
Fs
]
+
[
q∏
s=s2+1
Fs
]
i2i2
Λi2
[
s2∏
s=1
Fs
]
< Λi2
[
q∏
s=s2+1
Fs
]
≤ 1.
This in turn means that ‖∏qs=1 Fs‖∞ < 1. Consequently, we have ρ(∏qs=1 Fs) ≤
‖∏qs=1 Fs‖∞ < 1. This completes the proof.
In Theorem 2.4, we give some properties of the product of different sub-stocastic
matrices, which can be used to analyze the stability of positive switched systems.
Consider discrete-time positive switched linear systems
x(k + 1) = Fσ(k)x(k),
where x(k) is the system state at time instant kτ , τ is the time step-size, σ(k) is
a switching signal which determines the active subsystem at each time instant, and
subsystem Fσ(k) is marginally stable, namely, ρ(Fσ(k)) = 1. We divide the time
axis into a series of time interval [0, k1), [k1, k2), . . . , [ks, ks+1), . . . , s ∈ N. When all
subsystems in each interval [ks, ks+1) satisfy the conditions in 2) of Theorem 2.4, the
stability of switched systems can be guaranteed. For example, consider the following
three sub-stochastic matrices
F1 =

 0.3 0.6 00 1 0
0 0 1

 , F2 =

 1 0 00 1 0
0.4 0 0.5

 , F3 =

 1 0 00.5 0.5 0
0 0 1

 .
Obviously, all three matrices are marginally stable, that is, ρ(Fs) = 1, s = 1, 2, 3.
In addition, Λ1[F1] = 0.9 < 1, [F3]21 = 0.5 > 0 and [F2]31 > 0, which satisfy
the conditions in Theorem 2.4. Thus, we have ‖F3F2F1‖∞ < 1. Assume that the
switching signal satisfies σ(3k) = 1, σ(3k + 1) = 2, σ(3k + 2) = 3. Then, one has
lim
k→∞
‖x(k)‖ =
∥∥∥ ∞∏
k=0
Fσ(k)x(0)
∥∥∥
∞
≤ lim
s→∞ ‖F3F2F1‖
s
∞‖x(0)‖∞ = 0.
That is, the stability of switched systems is achieved.
We next give the definition of super-stochastic matrix.
Definition 2.5. A real matrix F = [fij ] ∈ Rn×n is super-stochastic if the follow-
ing conditions hold:
1) fij ≥ 0 for all i, j = 1, 2, . . . , n;
2) there exists a set W1 ⊂ {1, 2, . . . , n} such that Λi[F ] ≥ 1, i ∈ W1 and Λi[F ] < 1,
i ∈ {1, 2, . . . , n}/W1.
Next, we present some valuable results about the upper bound of spectral radius
and product for super-stochastic matrices.
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Theorem 2.6. For an n×n super-stochastic matrix F , let R1 = {s | Λs[F ] < 1}
and R2 = {s | Λs[F ] ≥ 1} be non-empty. Under the inequality
(2.5) |C
∗|
√
α
|C∗|+1
3 − (α3 − α1)α|C
∗|
2 < 1,
where α1, α2, |C∗| are defined in Theorem 2.2 and α3 = max{Λs[F ] | Λs[F ] ≥ 1}, there
holds ρ(F ) < 1 if there exist non-zero element chains Ci→k = [F ]kir , . . . , [F ]i2i1 , [F ]i1i
for each k ∈ R2, where i ∈ R1, ir 6= k, . . . , i1 6= i2, i 6= i1.
Proof. Similar to the analysis of Theorem 2.2, it can be derived that
Λk[F
r+2] ≤ αr+23 − (α3 − α1)αr+12 .
Since |C∗| ≥ r + 1, we have
Λk[F
|C∗|+1] ≤ α|C∗|+13 − (α3 − α1)α|C
∗|
2 < 1.
In addition, for any i ∈ R1, we have
Λi[F
|C∗|+1] =
n∑
j=1
[F ]ijΛj [F
|C∗|] ≤ α|C∗|+13 − (α3 − α1)α|C
∗|
2 < 1.
This implies that Λs[F
|C∗|+1] ≤ α|C∗|+13 − (α3 − α1)α|C
∗|
2 for any s = 1, 2, . . . , n.
Therefore,
∥∥F |C∗|+1∥∥∞ ≤ α|C∗|+13 − (α3 − α1)α|C∗|2 < 1.
Which in turn means that
ρ(F ) ≤ |C∗|
√
α
|C∗|+1
3 − (α3 − α1)α|C
∗|
2 < 1.
This proof is completed.
Theorem 2.7. Let F be an n × n super-stochastic matrix in which [F ]ii = 0,
i = 1, 2, . . . , n. If the number of elements in the set R2 is equal to 1, there holds that
(2.6) ρ(F ) ≤ √α1α3,
where α1 is defined in Theorem 2.2.
Proof. This proof is similar to Theorem 2.3, so it is omitted here.
In Theorem 2.6 and Theorem 2.7, we also show the mathematical formulas for
determining the strict stability of a super-stochastic matrix. For example, for a super-
stochastic matrix
F˜ =

 0.6 0 00.55 0 0.5
0.5 0.55 0

 ,
in which α1 = 0.6, α2 = 0.5, α3 = 1.05 and |C∗| = 1, then it can be derived according
to the result in Theorem 2.6 that ρ(F˜ ) = 0.8275 < 1. As another example, in the
following super-stochastic matrix
F¯ =

 0 0.5 0.70.4 0 0.4
0.4 0.4 0

 ,
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all the diagonal elements are equal to zeros and R2 = {1} contains only an element.
Thus, by Theorem 2.7, we have ρ(F¯ ) ≤ √1.2× 0.8 = √0.96 < 1.
Theorem 2.8. Consider a series of n×n super-stochastic matrices F1, F2, . . . , Fq
with positive diagonal elements. Denote
g = max{Λi[Fs] | Λi[Fs] > 1, s = 1, 2, . . . , q, i = 1, 2, . . . , n},
c = max{Λi[Fs] | Λi[Fs] < 1, s = 1, 2, . . . , q, i = 1, 2, . . . , n},
ϕ = min{[Fs]ij | s = 1, 2, . . . , q, i, j = 1, 2, . . . , n}.
For each i2 ∈ {1, 2, . . . , n}, if there exist 1 ≤ s1 < s2 ≤ q such that Λi1 [Fs1 ] < 1,
[Fs2 ]i2i1 > 0, and the following condition holds:
(2.7) gq − (g − c)ϕq−1 < 1,
then one has Λi2
[∏q
s=1 Fs
]
< 1 and ρ(
∏q
s=1 Fs) < 1.
Proof. According to the given conditions, we have Λi
[∏s1−1
s=1 Fs
] ≤ gs1−1 for any
i = 1, 2, . . . , n. This in turn leads to the following fact
(2.8)
Λi1
[
s1∏
s=1
Fs
]
=
n∑
j=1
[Fs1 ]i1jΛj
[
s1−1∏
s=1
Fs
]
≤ Λi1 [Fs1 ]gs1−1 ≤ cgs1−1,
Λi
[
s1∏
s=1
Fs
]
≤ gs1 , i 6= i1.
In addition, we have for the matrix
∏s2−1
s=s1+1
Fs that
[
s2−1∏
s=s1+1
Fs
]
i1i1
≥ ϕs2−s1−1, Λi1
[
s2−1∏
s=s1+1
Fs
]
≤ gs2−s1−1.(2.9)
Combining (2.8) and (2.9), we can deduce
Λi1
[
s2−1∏
s=1
Fs
]
=
n∑
j=1,j 6=i1
[
s2−1∏
s=s1+1
Fs
]
i1j
Λj
[
s1∏
s=1
Fs
]
+
[
s2−1∏
s=s1+1
Fs
]
i1i1
Λi1
[
s1∏
s=1
Fs
]
≤ gs2−1 − (g − c)ϕs2−s1−1gs1−1,
Λi
[
s2−1∏
s=1
Fs
]
≤ gs2−1, i 6= i1.
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Furthermore,
Λi2
[
s2∏
s=1
Fs
]
=
n∑
j=1,j 6=i2
[
Fs2
]
i2j
Λj
[
s2−1∏
s=1
Fs
]
+
[
Fs2
]
i2i1
Λi1
[
s2−1∏
s=1
Fs
]
≤ gs2 − (g − c)ϕs2−s1gs1−1,
Λi
[
s2∏
s=1
Fs
]
≤ gs2 , i 6= i2,
which together with the facts[
q∏
s=s2+1
Fs
]
i2i2
≥ ϕq−s2 , Λi2
[
q∏
s=s2+1
Fs
]
≤ gq−s2 ,
guarantees that
Λi2
[
q∏
s=1
Fs
]
=
n∑
j=1,j 6=i2
[
q∏
s=s2+1
Fs
]
i2j
Λj
[
s2∏
s=1
Fs
]
+
[
q∏
s=s2+1
Fs
]
i2i2
Λi2
[
s2∏
s=1
Fs
]
≤ gq − (g − c)ϕq−s1gs1−1
≤ gq − (g − c)ϕq−1 < 1.
This implies that
∥∥∏q
s=1 Fs
∥∥
∞ < 1, and further ρ(
∏q
s=1 Fs) ≤ ‖
∏q
s=1 Fs‖∞ < 1.
The proof is completed.
In Theorem 2.8, we show some product properties of super-stochastic matrices. It
is noteworthy that even if the subsystem Fσ(k) is strictly unstable, that is ρ(Fσ(k)) > 1,
the stability of switched systems can be guaranteed through the result of Theorem
2.8. For example, given the following three super-stochastic matrices
F1 =

 0 0.5 00 1.02 0
0.5 0 0.5

 , F2 =

 0.5 0.52 00.5 0 0.5
0 0 1.02

 , F3 =

 1.02 0 00.5 0.5 0
0 0.5 0.5

 .
It can be seen that ρ(Fs) = 1.02 > 1, s = 1, 2, 3, namely, all matrices are strictly un-
stable. However, because these three super-stochastic matrices satisfy the conditions
of Theorem 2.8, we have ρ(F3F2F1) ≤ ‖F3F2F1‖∞ < 1. When the switching signal
satisfies σ(3k) = 1, σ(3k + 1) = 2, σ(3k + 2) = 3, the stability of switched systems is
achieved.
Remark 2.9. In the existing literature [40] on the stability of positive switched
systems, subsystems are required to be stable and marginally stable, that is, ρ(Fσ(k))
must be less than or equal to 1. Compared with the work [40], the results given in
Theorems 2.8 can still guarantee the stability of the system even if all subsystems
satisfying the given conditions are strictly unstable, namely, ρ(Fσ(k)) > 1. In other
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words, the conclusions about sub-stochastic matrix and super-stochastic matrix pro-
vide a reference for extending the existing study of the stability of positive switched
systems.
2.3. Signed digraph. Consider a multi-agent network composed of a leader
(denoted by v0) and n followers (denoted by v1, v2, . . . , vn). The leader is an agent that
does not receive information from other agents, and the followers update the states by
receiving information from the neighbor agents. The information interactions among
the agents are described by a signed digraph G = (E ,V ,A ). An edge that starts at vj
and ends at vi in E is defined as (vj , vi). Edge (vj , vi) ∈ E if and only if the information
of follower vj can be detected by follower vi. The set of the neighbors of follower vi
is denoted by Ni = {vj | (vj , vi) ∈ E }. The elements in the adjacency matrix
A = [aij ] satisfy: aij 6= 0 ⇔ (vj , vi) ∈ E ; otherwise, aij = 0. Furthermore, aij > 0
(aij < 0) means that follower vi can receive follower vj ’s cooperative (competitive)
information. Let ai0 describe the communication from leader v0 to follower vi, where
ai0 > 0 (ai0 < 0) if follower vi can detect the leader’s cooperative (competitive)
information, and ai0 = 0 means that follower vi cannot receive the information of
the leader. Considering the leader, we construct a new digraph G˜ = (E˜ , V˜ ) which
consists of digraph G , vertex v0 and those edges that start at the leader and end
at the followers. A directed path that starts at vi0 and ends at vir in digraph G˜ is
denoted by vi0 → vi1 → · · · → vir , where vi0 , vi1 , . . . , vir ∈ V˜ are all distinct. Let
d(vi, vj) denote the directed distance from vi to vj , which is the number of edges in
the shortest path from vi to vj . A digraph G¯ = {E¯ , V¯ } is called a spanning subgraph
of digraph G˜ if V¯ = V˜ and E¯ ⊆ E˜ . For subsequent use, we denote
D = diag
{ n∑
j=1
|a1j |,
n∑
j=1
|a2j |, . . . ,
n∑
j=1
|anj |
}
,
B = diag
{|a10|, |a20|, . . . , |an0|}.
For realizing asynchronous bipartite tracking, the following conditions based on
the communication topology are required:
C1. The signed digraph G˜ is structurally balanced, that is, all vertices are divided
into two subsets V1 and V2 such that V1 ∪ V2 = V˜ , V1 ∩ V2 = ∅. Besides,
aij ≥ 0 if vertices vi and vj belong to the same subset, and aij ≤ 0 if vertices
vi and vj belong to different subsets.
C2. For each follower, digraph G˜ contains a directed path that starts at the leader
and ends at that follower.
Remark 2.10. Condition C1 is to ensure that the agents belonging to the same
subset eventually reach the exact same state, while the agents belonging to different
subsets eventually reach the states with same size and opposite signs. Condition C2
is to guarantee that each follower can directly or indirectly detect the information
from the leader. It is noteworthy that C1 and C2 are the basic conditions that the
communication topology must satisfy in order to achieve bipartite tracking so far (e.g.,
see [29, 30, 31, 32, 33, 34]).
With no loss of generality, it is assumed that V1 = {v0, v1, . . . , vm} and V2 =
{vm+1, . . . , vn}. According to the division of subsets V1 and V2, the adjacency matrix
A of the digraph G is partitioned as
A =
(
A11 A12
A21 A22
)
,
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where A11 ≥ 0, A22 ≥ 0, A12 ≤ 0 and A21 ≤ 0.
2.4. Composition of edge sets. Let E1 and E2 be two directed edge sets that
depend on the same vertex set V˜ . The composition of E1 and E2 is represented by
E1◦E2, which is a directed edge set and satisfies: (i, j) ∈ E1◦E2 if for some k, (i, k) ∈ E1
and (k, j) ∈ E2. For a finite sequence of directed edge sets E1, E2, . . . , Es that depend on
the same vertex set V˜ , let us agree to say that the composition E1◦E2◦· · ·◦Es associated
with the set V ∗ ⊆ V˜ is rooted at the vertex i0 ∈ V˜ if for any is ∈ V ∗, there exist some
vertices i1, i2, . . . , is−1 ∈ V˜ such that (i0, i1) ∈ E1, (i1, i2) ∈ E2, . . . , (is−1, is) ∈ Es.
Theorem 2.11. Consider a group of digraphs G1 = {V˜ , E1},G2 = {V˜ , E2}, . . .,
Gq = {V˜ , Eq} with the same vertex set V˜ . If there exists a set V ∗ ⊆ V˜ and a vertex
v0 ∈ V˜ that satisfy:
1). (v0, viq ) ∈ E1 ∪ E2 ∪ . . . ∪ Eq for any viq ∈ V ∗;
2). the vertices v0, viq have self-loops in all digraphs Gp, p = 1, 2, . . . , q;
then the composition E1 ◦E2 ◦ · · · ◦Eq associated with the set V ∗ is rooted at the vertex
v0.
Proof. The following two different cases are analyzed to obtain this result.
Case I: There exist vertices vi1 , vi2 , . . . , viq−1 /∈ {v0, viq} such that (v0, vi1) ∈ E1,
(vi1 , vi2) ∈ E2, . . . , (viq−1 , viq ) ∈ Eq, where {vi1 , vi2 , . . . , viq−1} may contain the same
elements. Then it is easy to obtain that
(v0, viq ) ∈ E1 ◦ E2 ◦ · · · ◦ Eq.
Obviously, this result still holds if all digraphs Gp, p = 1, 2, . . . , q have self-loops on
the vertices v0, viq.
Case II: There are no vertices vi1 , vi2 , . . . , viq−1 /∈ {v0, viq} such that (v0, vi1) ∈ E1,
(vi1 , vi2) ∈ E2, . . . , (viq−1 , viq ) ∈ Eq. Since (v0, viq ) ∈ E1 ∪ E2 ∪ . . . ∪ Eq, there exists
a digraph Gs ∈ {G1,G2, . . . ,Gq} such that (v0, viq ) ∈ Es, which, together with the
condition that vertices v0, viq have self-loops in digraphs Gp, p = 1, 2, . . . , q, guarantees
(v0, viq ) ∈ E1 ◦ E2 ◦ · · · ◦ Eq,
where (v0, v0) ∈ E1, (v0, v0) ∈ E2, . . . , (v0, v0) ∈ Es−1, (v0, viq ) ∈ Es, (viq , viq ) ∈ Es+1,
(viq , viq ) ∈ Es+2, . . . , (viq , viq ) ∈ Eq.
This completes the proof.
2.5. Asynchronous setting. Let T = {0, τ, . . . , kτ, . . .} be the set including
all discrete-time instants, where τ > 0 is the fixed update step-size. The asynchronous
setting considered in this paper means that the communication time instants of each
follower, at which the follower communicates with its neighbors, are independent of
the other followers’ and can be unevenly distributed. Assume that the set of follower
vi’s communication time instants is {sikτ} = {si0τ, si1τ, . . . , sikτ, . . .}, which satisfies
si0τ, s
i
1τ, . . . , s
i
kτ ∈ T and 0 = si0τ < si1τ < · · · < sikτ < · · · . It is further assumed for
any k ∈ N and i ∈ {1, 2, . . . , n}, {sikτ} satisfies the following condition:
sik+1 − sik ≤ h,(2.10)
where h ∈ Z+ is a constant.
Remark 2.12. Condition (2.10) is necessary for implementing the asynchronous
bipartite tracking of MASs. Without condition (2.10), there may be an agent who
cannot receive its neighbors’ information all the time, which means that the asyn-
chronous bipartite tracking may not be implemented.
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Part I. Through the the introduction in Section 2.2, it can be seen that the
results of sub-stochastic matrix and super-stochastic matrix can be applied to ana-
lyze the stability of positive switched systems. In order to show the wide application
of these results, below we will use these results to study the dynamics phenomenon
of bipartite tracking of MASs on signed networks with both cooperation and com-
petition in detail. In Section 3-Section 6, we mainly analyze the bipartite tracking
dynamics of first-order MASs, second-order MASs and general linear MASs under the
asynchronous setting by using the properties of ISubSM and ISupSM.
3. Bipartite tracking of asynchronous first-order MASs. We study the
bipartite tracking issue of first-order MASs with the asynchronous setting based on
ISubSM in this section. In the discrete-time setting, the leader is modeled by the
following dynamics
x0(k + 1) = x0(k),(3.1)
and the state update rule of each follower vi ∈ V is given by
xi(k + 1) = xi(k) + τui(k),(3.2)
where xi(k) ∈ Rp represents agent vi’s position at discrete-time instant kτ . For each
follower vi, the following asynchronous distributed control input (control protocol) is
designed: 

ui(k) =ψ
∑
vj∈Ni
|aij |
[
sgn(aij)xj(k)− xi(k)
]
+ ψ|ai0|
[
sgn(ai0)x0(k)− xi(k)
]
, if kτ ∈ {sikτ};
ui(k) = 0, if kτ /∈ {sikτ},
(3.3)
where ψ > 0 is a constant gain parameter. Observing from (3.3), follower vi’s position
is fixed during time intervals [sikτ, s
i
k+1τ), k ∈ N, and its position changes only at time
instants sikτ , k ∈ N.
Definition 3.1. The bipartite tracking for systems (3.1) and (3.2) is said to be
realized if the following conditions are satisfied:
∀vi ∈ V1, lim
k→∞
‖xi(k)− x0(k)‖ = 0,
∀vi ∈ V2, lim
k→∞
‖xi(k) + x0(k)‖ = 0.
As can be seen from protocol (3.3), the interactions among the agents are time-
varying in the asynchronous setting and the variability of interactions is arbitrary and
irregular. For describing the information interactions at different time instants, we
construct some new signed digraphs below. Let a digraph G (k) = (V , E (k),A (k)) ⊆
G portray the information exchange among the followers at time instant kτ . For any
edge (j, i) ∈ E , (j, i) ∈ E (k) if and only if kτ ∈ {sikτ}, and otherwise (j, i) /∈ E (k).
The set of follower neighbors of agent vi at time instant kτ is denoted by Ni(k) = {vj |
(vj , vi) ∈ E (k)}. The weighted adjacency matrix A (k) = [aij(k)] satisfies: for any
i = 1, 2, . . . , n, if kτ ∈ {sikτ}, then aij(k) = aij , j = 1, 2, . . . , n; otherwise, aij(k) = 0,
j = 1, 2, . . . , n. Based on the division of subsets V1 and V2, we partition the adjacency
matrix A (k) as
A (k) =
(
A11(k) A12(k)
A21(k) A22(k)
)
,
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where A11(k) ≥ 0, A22(k) ≥ 0, A12(k) ≤ 0 and A21(k) ≤ 0. Let ai0(k) describe the
communication from the leader to follower vi at time instant kτ , where ai0(k) = ai0
if kτ ∈ {sikτ}, and ai0(k) = 0 if kτ /∈ {sikτ}. Below we construct a new graph
G˜ (k) = (E˜ (k), V˜ (k)) consisting of the graph G (k), vertex v0 and the directed edges
that start at the leader and end at the followers at time instant kτ . Denote
D(k) = diag
{ ∑
vj∈N1(k)
|a1j(k)|, . . . ,
∑
vj∈Nn(k)
|anj(k)|
}
,
B(k) = diag
{|a10(k)|, |a20(k)|, . . . , |an0(k)|}.
Based on the structure of G˜ (k), protocol (3.3) can be equivalently expressed as
(3.4)
ui(k) = ψ
∑
vj∈Ni(k)
|aij(k)|
[
sgn(aij(k))xj(k)− xi(k)
]
+ ψ|ai0(k)|
[
sgn(ai0(k))x0(k)− xi(k)
]
.
Before moving on, the following model transformations are introduced:
ex1(k) =
[
xT1 (k)− xT0 (k), . . . , xTm(k)− xT0 (k)
]T
,
ex2(k) =
[−xTm+1(k)−xT0 (k), . . . ,−xTn (k)−xT0 (k)]T ,
ex(k) =
[
eTx1(k), e
T
x2(k)
]T
.
(3.5)
Using (3.4) and (3.5), systems (3.1) and (3.2) can be written as an error system with
the following compact form:
ex(k + 1) =
[
M(k)⊗ Ip
]
ex(k),(3.6)
where M(k) = In − τψD(k) − τψB(k) + τψ|A (k)|.
Apparently, the implementation of asynchronous bipartite tracking for systems
(3.1) and (3.2) is equivalent to the achievement of asymptotic stability of error system
(3.6). That is, we need to prove that limk→∞
∏k
s=0M(s) = 0 in order to achieve the
asynchronous bipartite tracking. If the parameter ψ satisfies
ψ <
1
τdM
,(3.7)
where dM =max
{∑
vj∈Ni |aij |+ |ai0| | i = 1, 2, . . . , n
}
, then M(k), k ∈ N are sub-
stochastic matrices in which the diagonal elements are positive and the row sums
satisfy: {
Λi
[
M(k)
]
< 1 if (v0, vi) ∈ E˜ (k),
Λi
[
M(k)
]
= 1 if (v0, vi) /∈ E˜ (k),
where i ∈ {1, 2, . . . , n}. Thus, the issue of asynchronous bipartite tracking is equiva-
lently transformed into the product convergence issue of ISubSM.
Lemma 3.2. Suppose that the inequality (3.7) holds. If the communication topol-
ogy satisfies the conditions C1 and C2, then for any k ∈ N, there holds that
∥∥∥ k+Ph−1∏
s=k
M(s)
∥∥∥
∞
< 1,(3.8)
where P = max{d(v0, vi) | i = 1, 2, . . . , n}.
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Proof. Under the inequality (3.7), M(k), k ∈ N are sub-stochastic matrices with
positive diagonal elements. By the conditions C1 and C2, there is a directed path
Wz = v0 → vδ1 → vδ2 → · · · → vδz in G˜ for each vertex vδz ∈ V , where δ1, δ2, . . . , δz ∈
{1, 2, . . . , n}. Known from the condition in (2.10) that sik+1−sik ≤ h for any k ∈ N and
i ∈ {1, 2, . . . , n}, follower vδ1 communicates with its neighbors at least once during
the time interval [kτ, kτ + hτ). Assume that one of the vδ1 ’s communication time
instants during [kτ, kτ + hτ) is kτ + l0τ , which satisfies kτ ≤ kτ + l0τ < kτ + hτ .
Then, we have (v0, vδ1) ∈ E˜ (k + l0). It follows that Λδ1 [M(k + l0)] < 1, and further
Λδ1
[
k+l0∏
s=k
M(s)
]
=
n∑
i=1
[
M(k + l0)
]
δ1,i
Λi
[
k+l0−1∏
s=k
M(s)
]
< 1.(3.9)
Since [M(k + h− 1)]δ1,δ1 > 0, we can obtain by using the result in Theorem 2.4 that
Λδ1
[
k+h−1∏
s=k
M(s)
]
< 1.(3.10)
Below our purpose is to analyze Λδ2
[∏k+2h−1
s=k M(s)
]
. It is known that follower vδ2
communicates with its neighbors at least once during the time interval [kτ +hτ, kτ +
2hτ). Assume that one of the vδ2 ’s communication instants during [kτ+hτ, kτ+2hτ)
is kτ + hτ + l1τ that satisfies kτ + hτ ≤ kτ + hτ + l1τ < kτ + 2hτ . Then, we have
(vδ1 , vδ2) ∈ E˜ (k + h + l1). Equivalently, [M(k + h + l1)]δ2δ1 > 0. By combining this
result with (3.9), it can be derived noting Theorem 2.4 that
Λδ2
[
k+2h−1∏
s=k
M(s)
]
< 1.(3.11)
Along this line of analysis, we can further get Λδz [
∏k+zh−1
s=k M(s)] < 1. Taking note
of this fact that P ≥ d(v0, vuz ) = z, where z ∈ Z+ is the length of Wz , we can also
obtain according to Theorem 2.4 that
Λδz
[
k+Ph−1∏
s=k
M(s)
]
< 1.(3.12)
This implies that
∥∥∥ k+Ph−1∏
s=k
M(s)
∥∥∥
∞
= max
δz=1,2,...,n
{
Λδz
[
k+Ph−1∏
s=k
M(s)
]}
< 1.(3.13)
The proof is completed.
Theorem 3.3. Suppose that the gain parameter ψ satisfies the inequality (3.7).
The asynchronous bipartite tracking for systems (3.1) and (3.2) with distributed proto-
col (3.3) can be achieved if and only if the communication topology meets the conditions
C1 and C2.
Proof. Sufficiency: First of all, we divide the time axis into a series of time inter-
vals [θPhτ, θPhτ+Phτ), θ ∈ N. Let M∗(θ) = ∏θPh+Ph−1s=θPh M(s). Then it is known
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from Lemma 3.2 that ‖Ξ(θ)‖∞ < 1, θ ∈ N. Thus, we can derive from error system
(3.6) that
lim
k→∞
‖ex(k + 1)‖∞ = lim
k→∞
∥∥∥∥∥
[
k∏
s=0
M(s)⊗ Ip
]
ex(0)
∥∥∥∥∥
∞
= lim
θ→∞
∥∥∥∥∥
[
θ∏
s=0
M∗(s)⊗ Ip
]
ex(0)
∥∥∥∥∥
∞
≤ lim
θ→∞
θ∏
s=1
‖M∗(s)‖∞‖ex(0)‖∞ = 0.
(3.14)
This obviously means that limk→∞ ‖xi(k) − x0(k)‖∞ = 0 for any i = 1, . . . ,m, and
limk→∞ ‖ − xi(k) − x0(k)‖∞ = 0 for any i = m + 1, . . . , n. By Definition 3.1, the
asynchronous bipartite tracking can be achieved.
Necessity: The necessity is proved in two steps as follows.
1)Necessity of condition C1: Suppose that the conditionC1 is not satisfied. Then
we consider three different situations. (I) All weights of digraph G˜ are nonnegative.
Under the condition C2, all followers will gradually converge to the leader’s state.
By Definition 3.1, the asynchronous bipartite tracking cannot be achieved. (II) All
weights of digraph G˜ are non-positive. Under the condition C2, the followers who can
directly detect the leader’s cooperative information will reach the leader’s state, and
the followers who can indirectly detect the leader’s information will not all converge
to the state opposite to the leader. By Definition 3.1, the asynchronous bipartite
tracking also cannot be achieved. (III) The directed graph G˜ contains both positive
and negative weights. Under the condition C2, there may exist two directed paths
W1 and W2 from the leader to one of the followers, denoted by vi, where all edges’
weights in W1 are positive while one edge of W2 contains negative weight and the
other edges contain positive weights. That is, the follower vi is both cooperative and
competitive with the leader. If the intensity of cooperation is the same as the intensity
of competition, then follower vi will not reach the leader’s state or the state opposite
to the leader. By Definition 3.1, the asynchronous bipartite tracking also cannot be
achieved. Through the analysis of the above three cases, if the condition C1 is not
satisfied, then the asynchronous bipartite tracking also cannot be achieved even if the
condition C2 holds.
2) Necessity of condition C2: Under the condition C1, if the condition C2 is
not satisfied, then at least one follower will not find any state information from the
leader, namely, this follower’s position is always independent of the leader’ position
at all discrete-time instants kτ , k ∈ N. Consequently, it is impossible to achieve the
asynchronous bipartite tracking, which is obviously a contradiction.
Next, we show the dynamics of bipartite tracking for asynchronous first-order
MASs through a simulation.
Example 3.4. Consider a set of seven agents, including one leader (labelled by
v0) and six followers (labelled v1, v2, . . . , v6). The information exchange among the
agents is described by a signed digraph G˜1 depicted in Fig. 3.1(a), from which we see
dM = 2. Clearly, the digraph G˜1 satisfies the conditions C1 and C2. Let h = 3, and
then the communication time instants of all followers are presented in Fig. 3.1(b).
Choose τ = 0.2 and ψ = 2 that satisfy the inequality (3.7). Finally, the agents’
position trajectories are shown in Fig. 3.2, from which it is seen that the asynchronous
bipartite tracking for first-order MASs is realized.
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Fig. 3.1. Communication topology G˜1 and the asynchronous communication time instants of
all the followers.
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Fig. 3.2. Position trajectories of first-order dynamic agents in Example 3.4.
4. Bipartite tracking of asynchronous second-order MASs with a static
leader. In this section, we first transform the asynchronous bipartite tracking issue of
second-order MASs with a static leader into a product convergence issue of ISubSM,
and then analyze the convergence based on the results of Theorems 2.2 and 2.3.
Consider the discrete-time dynamic model for the leader
x0(k + 1) = x0(k),(4.1)
and the dynamics for each follower vi ∈ V
xi(k + 1) = xi(k) + τϑi(k),
ϑi(k + 1) = ϑi(k) + τui(k),
(4.2)
where ϑi(k) ∈ Rp represents agent vi’s velocity at time instant kτ . For each follower
vi, the following asynchronous distributed control input ui(k) is designed:

ui(k) =− γϑi(k) +
∑
vj∈Ni
|aij |
[
sgn(aij)xj(k)− xi(k)
]
+ |ai0|
[
sgn(ai0)x0(k)− xi(k)
]
, if kτ ∈ {sikτ};
ui(k) = 0, if kτ /∈ {sikτ}.
(4.3)
Observing (4.3), one finds that follower vi moves at a constant velocity during time
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intervals [sikτ, s
i
k+1τ), k ∈ N, and changes the velocity only at time instants sikτ ,
k ∈ N.
Definition 4.1. The bipartite tracking for systems (4.1) and (4.2) is said to be
realized if the following conditions are satisfied:
∀vi ∈ V1, lim
k→∞
‖xi(k)− x0(k)‖ = 0,
∀vi ∈ V2, lim
k→∞
‖xi(k) + x0(k)‖ = 0,
∀vi ∈ V , lim
k→∞
‖ϑi(k)‖ = 0.
Based on the introduction of digraphs G˜ (k), k ∈ N in the above section, control
input (4.3) is equivalently representable as
(4.4)
ui(k) = −γϑi(k) +
∑
vj∈Ni(k)
|aij(k)|
[
sgn(aij(k))xj(k)− xi(k)
]
+ |ai0(k)|
[
sgn(ai0(k))x0(k)− xi(k)
]
.
Denote
ϑ(k) =
[
ϑT1 (k), . . . , ϑ
T
m(k),−ϑTm+1(k), . . . ,−ϑTn (k)
]T
,
y(k) =
[
eTx (k), e
T
x (k) +
2
γ
ϑT (k)
]T
.
(4.5)
Using (4.4) and (4.5), systems (4.1) and (4.2) can be written as an error system
y(k + 1) =
[
C(k)⊗ Ip
]
y(k),(4.6)
where
C(k) =
(
In− γτ2 In γτ2 In
γτ
2 In− 2τγ
(
D(k)+B(k)−|A (k)|) In− γτ2 In
)
.
Obviously, we need to prove that limk→∞
∏k
s=0 C(s) = 0 for achieving the asyn-
chronous bipartite tracking of second-order MASs with a static leader. Below we
analyze the matrices C(k), k ∈ N. If the parameter γ satisfies
2
√
dM ≤ γ < 2
τ
,(4.7)
where dM is defined in (3.7), then C(k), k ∈ N are sub-stochastic matrices in which
the diagonal elements are positive and the row sums satisfy:

Λi
[
C(k)
]
= 1,
Λi+n
[
C(k)
]
< 1 if (v0, vi) ∈ E˜ (k),
Λi+n
[
C(k)
]
= 1 if (v0, vi) /∈ E˜ (k),
where i ∈ {1, 2, . . . , n}. Thus, the asynchronous bipartite tracking issue is equivalently
transformed into the product convergence issue of ISubSM.
Lemma 4.2. Under the inequality (4.7), if the communication topology satisfies
the conditions C1 and C2, then for any k ∈ N, there holds that
∥∥∥ k+2Ph−1∏
s=k
C(s)
∥∥∥
∞
< 1.(4.8)
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Proof. Since the inequality (4.7) holds, matrices C(k), k ∈ N are sub-stochastic
matrices with positive diagonal elements. Known from the conditions C1 and C2,
there is a directed path Wz = v0 → vδ1 → vδ2 → · · · → vδz in G˜ for each vertex
vδz ∈ V , where δ1, δ2, . . . , δz ∈ {1, 2, . . . , n}. Assume that kτ+ l0τ is a communication
instant time of vδ1 during [kτ, kτ + hτ), where kτ ≤ kτ + l0τ < kτ + hτ . Then we
have (v0, vδ1) ∈ E˜ (k + l0). It follows that Λδ1+n[C(k + l0)] < 1, and further
Λδ1+n
[
k+l0∏
s=k
C(s)
]
=
2n∑
j=1
[
C(k + l0)
]
δ1+n,i
Λi
[
k+l0−1∏
s=k
C(s)
]
≤ Λδ1+n[C(k + l0)] < 1.
(4.9)
Based on (4.9) and the fact [C(k + 2h− 1)]δ1,δ1+n = γτ2 > 0, it can be derived based
on the result in Theorem 2.4 that
Λδ1
[
k+2h−1∏
s=k
C(s)
]
< 1, Λδ1+n
[
k+2h−1∏
s=k
C(s)
]
< 1.(4.10)
Consider the edge (vδ1 , vδ2). Assume that kτ + 2hτ + l1τ is a communication
instant time of vδ2 during the interval [kτ + 2hτ, kτ + 2hτ + hτ), where kτ + 2hτ ≤
kτ + 2hτ + l1τ < kτ + 2hτ + hτ . Then, we have (vδ1 , vδ2) ∈ E (k + 2h + l1), which
leads to [C(k+2h+ l1)]δ2+n,δ1 =
γτ
2 − 2τγ aδ2δ1 > 0. Based on (4.10) and the condition
[C(k + 2h + l1)]δ2+n,δ1 > 0, one gets depending on the result of Theorem 2.4 that
Λδ2
[∏k+2h+l1
s=k C(s)
]
< 1 and Λδ2+n
[∏k+2h+l1
s=k C(s)
]
< 1, and further
Λδ2
[
k+4h−1∏
s=k
C(s)
]
< 1, Λδ2+n
[
k+4h−1∏
s=k
C(s)
]
< 1.(4.11)
Following the analysis of (4.10) and (4.11), the following result can be derived
Λδz
[ k+2zh−1∏
s=k
C(s)
]
< 1, Λδz+n
[ k+2zh−1∏
s=k
C(s)
]
< 1.(4.12)
According to the fact P ≥ d(v0, vuz ) = z, we can further get
Λδz
[
k+2Ph−1∏
s=k
C(s)
]
< 1, Λδz+n
[
k+2Ph−1∏
s=k
C(s)
]
< 1.(4.13)
Because of the arbitrariness of δz in the set {1, 2, . . . , n}, we have
∥∥∥ k+2Ph−1∏
s=k
C(s)
∥∥∥
∞
= max
δz=1,2,...,n
{
Λδz
[
k+2Ph−1∏
s=k
C(s)
]
,Λδz+n
[
k+2Ph−1∏
s=k
C(s)
]}
<1.(4.14)
This completes the proof.
Through all the above preparations, below we show the major result for the
asynchronous bipartite tracking of second-order MASs with a static leader.
Theorem 4.3. Suppose that gain parameter γ meets the inequality (4.7). The
asynchronous bipartite tracking for systems (4.1) and (4.2) with distributed protocol
(4.3) can be realized if and only if the communication topology satisfies C1 and C2.
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Fig. 4.1. State trajectories of all agents in Example 4.5.
Proof. Sufficiency: We first divide the time axis into a series of time intervals
[2θPhτ, 2θPhτ + 2Phτ), θ ∈ N. Denote C∗(θ) = ∏2θPh+2Ph−1s=2θPh C(s). Then it is
known from Lemma 4.2 that ‖C∗(θ)‖∞ < 1, θ ∈ N. Thus, we have
lim
k→∞
‖y(k + 1)‖∞ = lim
k→∞
∥∥∥∥∥
[
k∏
s=0
C(s)⊗ Ip
]
y(0)
∥∥∥∥∥
∞
= lim
θ→∞
∥∥∥∥∥
[
θ∏
s=0
C∗(s)⊗ Ip
]
y(0)
∥∥∥∥∥
∞
≤ lim
θ→∞
θ∏
s=0
∥∥C∗(θ)∥∥∞‖y(0)‖∞ = 0.
(4.15)
This means that limk→∞ ex(k) = 0 and limk→∞ ϑ(k) = 0, namely, limk→∞ ‖xi(k) −
x0(k)‖∞ = 0, i = 1, . . . ,m; limk→∞ ‖xi(k) + x0(k)‖∞ = 0, i = m + 1, . . . , n and
limk→∞ ‖ϑi(k)‖∞ = 0, i = 1, 2, . . . , n. By Definition 4.1, the asynchronous bipartite
tracking of second-order MASs with a static leader is achieved.
Necessity: The proof of the necessity is similar to the proof of Theorem 3.3, so it
is omitted here.
Remark 4.4. In Theorems 3.3 and 4.3, the choices of parameters ψ and γ are re-
lated closely to the maximum degree dM of the vertices in the communication topology
and the update step-size τ . For any given topology, appropriate ψ, γ and τ can always
be found to ensure that the conditions (3.7) and (4.7) hold, and then the asynchronous
bipartite tracking for first-order MASs and second-order MASs with a static leader
can be realized.
Example 4.5. Consider a group of agents interacting by the signed network G˜1
in Fig. 3.1(a). The communication time instants of all followers are presented in
Fig. 3.1(b). Select τ = 0.2 and γ = 4 that satisfy the inequality (4.7). Finally, the
agents’ position and velocity trajectories are shown in Fig. 4.1(a) and Fig. 4.1(b), re-
spectively, from which it can be observed that the asynchronous second-order bipartite
tracking in MASs with a static leader is realized.
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5. Bipartite tracking of asynchronous second-order MASs with an ac-
tive leader. In this section, we convert the asynchronous bipartite tracking issue of
second-order MASs with an active leader to a convergence issue of ISupSM, and then
discuss the convergence based on the results obtained in Section 2.2.
The agents in the system have the following estimates of the second-order infor-
mation states:
x0(k + 1) = x0(k) + τϑ0,(5.1)
and
xi(k + 1) = xi(k) + τϑi(k),
ϑi(k + 1) = ϑi(k) + τui(k),
(5.2)
where i = 1, 2, . . . , n, v0 is the desired velocity of the leader and the asynchronous
tracking protocol ui(k) is designed as

ui(k) =
∑
vj∈Ni
|aij |
[
sgn(aij)xj(k)− xi(k)
]
+ |ai0|
[
sgn(ai0)x0(k)− xi(k)
]
+ β
∑
vj∈Ni
|aij |
[
sgn(aij)ϑj(k)− ϑi(k)
]
+ β|ai0|
[
sgn(ai0)ϑ0−ϑi(k)
]
, if kτ ∈ {sikτ};
ui(k) =0, if kτ /∈ {sikτ}.
(5.3)
Definition 5.1. The bipartite tracking for systems (5.1) and (5.2) is said to be
realized if
∀vi ∈ V1, lim
k→∞
‖xi(k)− x0(k)‖ = 0, lim
k→∞
‖ϑi(k)− ϑ0‖ = 0;
∀vi ∈ V2, lim
k→∞
‖xi(k) + x0(k)‖ = 0, lim
k→∞
‖ϑi(k) + ϑ0‖ = 0.
Based on the structure of digraph G˜ (k), which are described in Section 3, the
update of ui(k) reads as
ui(k) =
∑
vj∈Ni(k)
|aij(k)|
[
sgn(aij(k))xj(k)− xi(k)
]
+ |ai0(k)|
[
sgn(ai0(k))x0(k)− xi(k)
]
+ β
∑
vj∈Ni(k)
|aij(k)|
[
sgn(aij(k))ϑj(k)− ϑi(k)
]
+ β|ai0(k)|
[
sgn(ai0(k))ϑ0 − ϑi(k)
]
.
(5.4)
By constructing the following model transformations:
eϑ1(k) =
[
ϑT1 (k)− ϑT0 , . . . , ϑTm(k)− ϑT0
]T
,
eϑ2(k) =
[−ϑTm+1(k)− ϑT0 , . . . ,−ϑTn (k)− ϑT0 ]T ,
eϑ(k) =
[
eTϑ1(k), e
T
ϑ2(k)
]T
,
ξ(k) =
[
eTx (k), αe
T
x (k) + αβe
T
ϑ (k)
]T
,
(5.5)
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where α > 1 is a constant, the update of ξ(k) reads as
ξ(k + 1) = [H(k)⊗ Ip]ξ(k),(5.6)
where
H(k) =
(
In − τβ In ταβ In
−ατ
β
In In +
τ
β
In − βτ
(
D(k) +B(k) − |A (k)|)
)
.
One can see that H(k), k ∈ N are matrices with negative elements because of the
existence of the sub-matrix −ατ
β
In.
Apparently, the implementation of asynchronous bipartite tracking for systems
(5.1) and (5.2) is equivalent to the achievement of the asymptotic stability of error sys-
tem (5.6). Therefore, our task below is to prove limk→∞
∥∥H(k)H(k−1) · · ·H(0)∥∥∞ =
0. However, it is difficult to directly study this convergence using the nonnegative
matrix theory since there are negative elements in H(k). To solve this convergence
issue, we construct a new matrix
Ψ(k) =
(
In − τβ In ταβ In
ατ
β
In In +
τ
β
In − βτ
(
D(k) +B(k) − |A (k)|)
)
for each H(k). Before proceeding, we first give the following lemma to present the
properties of matrices Ψ(k), k ∈ N.
Lemma 5.2. If the parameter β satisfies:√
1 + α
bm
< β ≤ 1
τdM
,(5.7)
where bm=min{|ai0| | |ai0|>0, i=1, 2, . . . , n}, then Ψ(k), k ∈ N are super-stochastic
in which the row sums satisfy:
Λi[Ψ(k)] = 1− τ
β
+
τ
αβ
< 1;
Λn+i[Ψ(k)] = 1 +
ατ
β
+
τ
β
− βτ |ai0| < 1, if |ai0| > 0;
Λn+i[Ψ(k)] = 1 +
ατ
β
+
τ
β
> 1, if |ai0| = 0,
where i ∈ {1, 2, . . . , n}.
Proof. From condition (5.7), we can obtain that τ < 1
dM
√
bm
1+α . Then
β >
√
1 + α
bm
>
1√
dM
>
1√
dM (1 + α)
=
1
dM
√
dM
1 + α
≥ 1
dM
√
bm
1 + α
> τ.
It follows that In − τβ In is a nonnegative matrix in which the diagonal elements are
positive. Under the condition 1√
dM
<
√
1+α
bm
< β ≤ 1
τdM
, it can be obtained that
In +
τ
β
In − βτ(D(k) + B(k) − |A (k)|) is a super-stochastic matrix that contains
positive diagonal elements. Besides, Λi[Ψ(k)] = 1 − τβ + ταβ < 1, Λn+i[Ψ(k)] =
1 + ατ
β
+ τ
β
− βτ |ai0| < 1 if |ai0| > 0, and Λn+i[Ψ(k)] = 1 + ατβ + τβ > 1 if |ai0| = 0,
where i ∈ {1, 2, . . . , n}. Therefore, the results hold.
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Under condition (5.7), Ψ(k), k ∈ N are super-stochastic matrices, which means
that |H(k)| = Ψ(k). Then one gets
lim
k→∞
∥∥∥ k∏
s=0
H(s)
∥∥∥
∞
≤ lim
k→∞
∥∥∥ k∏
s=0
Ψ(s)
∥∥∥
∞
(5.8)
according to the properties of infinity norm. Thus, the achievement of asynchronous
bipartite tracking is equivalent to having limk→∞ ‖
∏k
s=0Ψ(s)‖∞ = 0. To solve the
product convergence issue of ISupSM, we first construct the following matrix
Aˇ (k) =
(
1 01×2n
q(k) Ψ(k)
)
(5.9)
for each matrix Ψ(k), where q(k) = [q1(k), q2(k), . . . , q2n(k)]
T that satisfies: qj(k) = 0
if Λj[Ψ(k)] ≥ 1, and qj(k) = 1 − Λj[Ψ(k)] if Λj[Ψ(k)] < 1. Then we construct a
digraph Gˇ (k) = (Vˇ , Eˇ (k), Aˇ (k)) with Aˇ (k) being the adjacency matrix, where Vˇ =
{0, 1, . . . , 2n} in which the sequential elements are the rows’ indexes of matrix Aˇ (k).
According to the structure of digraph Gˇ (k), we can draw the following conclusions:
B1. (0, u+ n) ∈ Eˇ (k) if (v0, vu) ∈ E˜ (k), where u ∈ {1, 2, . . . , n};
B2.
(
u+ n, u
) ∈ Eˇ (k), u = 1, 2, . . . , n;
B3. There exists a directed path from u1+ n to u2 + n in Gˇ (k) if a directed path
from vu1 to vu2 exists in G˜ (k), where u1, u2 ∈ {1, 2, . . . , n};
B4. Digraph Gˇ (k) has self-loops on all vertices.
The following two lemmas play crucial roles for deriving the subsequent results.
Lemma 5.3. Suppose that the inequality (5.7) holds. If the communication topol-
ogy satisfies the conditions C1 and C2, then for any k ∈ N, the composition Eˇ (k) ◦
Eˇ (k + 1) ◦ · · · ◦ Eˇ (k + Ph− 1) associated with the set {n+ 1, n+ 2, . . . , 2n} is rooted
at the vertex 0, where P is defined in (3.8).
Proof. From the conditions C1 and C2, there is a directed path Wz = v0 →
vδ1 → vδ2 → · · · → vδz in G˜ for each vertex vδz , where vδ1 , vδ2 , . . . , vδz ∈ V . First, we
discuss the edge (v0, vδ1). Assume that kτ + l0τ is a communication time instant of
vδ1 during [kτ, kτ + hτ), where kτ ≤ kτ + l0τ < kτ + hτ . By B1, we can deduce that
(v0, vδ1) ∈ E˜ (k + l0)⇒ (0, δ1 + n) ∈ Eˇ (k + l0). Based on this result and the fact that
vertices 0, δ1+n have self-loops in Gˇ (q), q ∈ N, it can be obtained from Theorem 2.11
that
(0, δ1 + n) ∈ Eˇ (k) ◦ · · · ◦ Eˇ (k + h− 1),(5.10)
where (0, 0) ∈ Eˇ (k), · · · , (0, 0) ∈ Eˇ (k+ l0−1), (0, δ1+n) ∈ Eˇ (k+ l0), (δ1+n, δ1+n) ∈
Eˇ (k + l0 + 1), . . . , (δ1 + n, δ1 + n) ∈ Eˇ (k + h− 1).
Below we discuss the edges (vδy , vδy+1 ), y = 1, 2, . . . , z − 1. Because each follower
communicates with its neighbors at least once in arbitrary time interval [kτ, kτ + hτ)
with the length hτ , there exists an instant kτ + yhτ + lyτ such that kτ + yhτ ≤
kτ + yhτ + lyτ < kτ + (y + 1)hτ , and (vδy , vδy+1) ∈ E˜ (k + yh+ ly). By B3, we have
(δy +n, δy+1+n) ∈ Eˇ (k+ yh+ ly). By means of this result and the fact that vertices
δy + n, δy+1 + n have self-loops in Gˇ (q), q ∈ N, it follows that
(δy + n, δy+1 + n) ∈ Eˇ (k + yh) ◦ · · · ◦ Eˇ (k + yh+ h− 1),(5.11)
in which (δy + n, δy + n) ∈ Eˇ (k + yh), . . . , (δy + n, δy + n) ∈ Eˇ (k+ yh+ ly − 1), (δy +
n, δy+1 + n) ∈ Eˇ (k + yh+ ly), (δy+1 + n, δy+1 + n) ∈ Eˇ (k + yh+ ly + 1), . . . , (δy+1 +
n, δy+1 + n) ∈ Eˇ (k + yh+ h− 1).
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Based on (5.10) and (5.11), we can deduce that
(0, δ1 + n) ∈ Eˇ (k) ◦ · · · ◦ Eˇ (k + h− 1),
(δ1 + n, δ2 + n) ∈ Eˇ (k + h) ◦ · · · ◦ Eˇ (k + 2h− 1),
...
(δz−1 + n, δz + n) ∈ Eˇ (k + zh− h) ◦ · · · ◦ Eˇ (k + zh− 1).
(5.12)
This further results in
(0, δz + n) ∈ Eˇ (k) ◦ · · · ◦ Eˇ (k + zh− 1).(5.13)
Since P is the farthest distance from the leader to the followers, we have P ≥
d(v0, vuz ) = z. According to B4, the vertex δz + n has a self-loop in Gˇ (q), q ∈ N,
which leads to
(δz + n, δz + n) ∈ Eˇ (k + zh) ◦ · · · ◦ Eˇ (k + Ph− 1).(5.14)
Combine (5.13) and (5.14), one has
(0, δz + n) ∈ Eˇ (k) ◦ · · · ◦ Eˇ (k + Ph− 1).(5.15)
Because of the arbitrary selectivity of δz + n in the set {n+ 1, n+ 2, . . . , 2n}, we get
that the composition Eˇ (k) ◦ Eˇ (k + 1) ◦ · · · ◦ Eˇ (k + Ph − 1) associated with the set
{n+ 1, n+ 2, . . . , 2n} is rooted at the vertex 0. The proof is completed.
Lemma 5.4. Under the inequality (5.7), the result
∥∥∥ k+Ph−1∏
s=k
Ψ(s)
∥∥∥
∞
< 1(5.16)
holds for any k ∈ N if the following conditions are met:
i) The composition Eˇ (k) ◦ Eˇ (k + 1) ◦ · · · ◦ Eˇ (k + Ph − 1) associated with the set
{n+ 1, n+ 2, . . . , 2n} is rooted at the vertex 0;
ii) The gain parameter β satisfies
β >
α
Ph
Ph−1 − 1
τbmϕPh−1
,(5.17)
where α > (1 + τ
β
+ ατ
β
)Ph−1 and ϕ = min
{
[Φ∗]ij | [Φ∗]ij > 0, i, j = 1, 2, . . . , n
}
with Φ∗ = In + τβ In − βτ(D +B − |A |).
Proof. Firstly, we discuss the sum of the jth row of
∏k+Ph−1
s=k Ψ(s), where j ∈
{n + 1, n + 2, . . . , 2n}. Since the composition Eˇ (k) ◦ Eˇ (k + 1) ◦ · · · ◦ Eˇ (k + Ph − 1)
associated with the set {n + 1, n + 2, . . . , 2n} is rooted at the vertex 0, there exist
vertices j1, j2, . . . , jPh ∈ {n + 1, n + 2, . . . , 2n} such that (0, j1) ∈ Eˇ (k), (j1, j2) ∈
Eˇ (k+1), . . . , (jPh−1, jPh) ∈ Eˇ (k+Ph−1), where jPh = j. With no loss of generality,
assume that jf 6= 0 and jf−1 = jf−2 = · · · = j1 = 0, where f ∈ {1, 2, . . . , Ph − 1}.
Then, we have
Λjf
[
Ψ(k + f − 1)] ≤ 1 + τ
β
+
ατ
β
− βτbm < 1,(5.18)
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and
Λi
[
Ψ(k + f − 1)] ≤ 1 + τ
β
+
ατ
β
,
Λi
[
Ψ(k + f − 2)] ≤ 1 + τ
β
+
ατ
β
,
...
Λi
[
Ψ(k)
] ≤ 1 + τ
β
+
ατ
β
, i = n+ 1, . . . , 2n.
(5.19)
For convenience, let c = 1+ τ
β
+ ατ
β
− βτbm and g = 1+ τβ + ατβ . It can be seen that
c < 1 and g > 1 under condition (5.7). Thus, according to Theorem 2.8, the row sum
of the jf+1th row of matrix
∏k+f
s=k+f−1Ψ(s) satisfies:
Λjf+1

 k+f∏
s=k+f−1
Ψ(s)

 ≤ g2 − (g − c)ϕ,(5.20)
and further we arrive at
Λjf+2

 k+f+1∏
s=k+f−1
Ψ(s)

 ≤ g3 − (g − c)ϕ2.(5.21)
In the same way, it can be obtained that
ΛjPh

 k+Ph−1∏
s=k+f−1
Ψ(s)

 ≤ gPh−f+1 − (g − c)ϕPh−f .(5.22)
It thus follows that
ΛjPh
[
k+Ph−1∏
s=k
Ψ(s)
]
=
2n∑
i=1

 k+Ph−1∏
s=k+f−1
Ψ(s)


jPhi
Λi
[
k+f−2∏
s=k
Ψ(s)
]
≤ gf−1ΛjPh

 k+Ph−1∏
s=k+f−1
Ψ(s)


≤ gPh − (g − c)ϕPh−1 < 1.
(5.23)
This implies that Λj
[∏k+Ph−1
s=k Ψ(s)
]
< 1 for any j ∈ {n+ 1, n+ 2, . . . , 2n}.
Next, we consider the sum of the sth row of
∏k+Ph−1
s=k Ψ(s), where s∈{1, 2, . . . , n}.
According to the given condition α > (1 + τ
β
+ ατ
β
)Ph−1 = gPh−1 and the fact g > 1,
we can derive that α > g, α > g2, . . ., α > gPh−1. Based on these results, we have
1− τ
β
+ τ
αβ
g < 1, 1− τ
β
+ τ
αβ
g2 < 1, . . ., 1− τ
β
+ τ
αβ
gPh−1 < 1. It thus follows that
Λs
[
k+1∏
s=k
Ψ(s)
]
=
n∑
i=1
[
Ψ(k + 1)
]
si
Λi
[
Ψ(k)
]
+
2n∑
i=n+1
[
Ψ(k + 1)
]
si
Λi
[
Ψ(k)
]
≤
n∑
i=1
[
Ψ(k + 1)
]
si
+
2n∑
i=n+1
[
Ψ(k + 1)
]
si
g
≤ 1− τ
β
+
τ
αβ
g < 1.
(5.24)
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Furthermore,
Λs
[
k+2∏
s=k
Ψ(s)
]
=
n∑
i=1
[
Ψ(k+2)
]
si
Λi
[
k+1∏
s=k
Ψ(s)
]
+
2n∑
i=n+1
[
Ψ(k+2)
]
si
Λi
[
k+1∏
s=k
Ψ(s)
]
≤
n∑
i=1
[
Ψ(k+2)
]
si
+
2n∑
i=n+1
[
Ψ(k+2)
]
si
2n∑
i1=1
[
Ψ(k+1)
]
ii1
g
≤
n∑
i=1
[
Ψ(k+2)
]
si
+
2n∑
i=n+1
[
Ψ(k+2)
]
si
g2
≤ 1− τ
β
+
τ
αβ
g2 < 1.
(5.25)
In the same way, one can obtain that
Λs
[
k+Ph−1∏
s=k
Ψ(s)
]
≤ 1− τ
β
+
τ
αβ
gPh−1 < 1.(5.26)
This implies that Λs
[∏k+Ph−1
s=k Ψ(s)
]
< 1 for any s ∈ {1, 2, . . . , n}.
Summarizing the above analysis, we arrive at
∥∥∏k+Ph−1
s=k Ψ(s)
∥∥
∞ < 1 for any
k ∈ N. This completes the proof.
With all the above preparations, we are now ready to give a major result for the
asynchronous bipartite tracking of MASs with an active leader.
Theorem 5.5. Suppose that the gain parameter β satisfies conditions (5.7) and
(5.8). The asynchronous bipartite tracking for systems (5.1) and (5.2) with distributed
protocol (5.3) can be implemented if and only if the topology graph meets the conditions
C1 and C2.
Proof. Sufficiency: We first divide the time axis into a series of time intervals
[θPhτ, θPhτ + Phτ), θ ∈ N. Let
H∗(θ) =
θPh+Ph−1∏
s=θPh
H(s), Ψ∗(θ) =
θPh+Ph−1∏
s=θPh
Ψ(s).(5.27)
Then by Lemma 5.4, we have
∥∥Ψ∗(θ)‖∞ < 1, θ ∈ N under conditions (5.7) and (5.8).
Equivalently, from system (5.6) it can be obtained that
lim
k→∞
‖ξ(k + 1)‖∞ = lim
k→∞
∥∥∥∥∥
[
k∏
s=0
H(s)⊗ Ip
]
ξ(0)
∥∥∥∥∥
∞
= lim
θ→∞
∥∥∥∥∥
[
θ∏
s=0
H∗(s)⊗ Ip
]
ξ(0)
∥∥∥∥∥
∞
≤ lim
θ→∞
θ∏
s=0
∥∥H∗(s)∥∥∞∥∥ξ(0)∥∥∞
≤ lim
θ→∞
θ∏
s=0
∥∥Ψ∗(s)∥∥∞∥∥ξ(0)∥∥∞ = 0,
(5.28)
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Fig. 5.1. Communication topology G˜2.
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Fig. 5.2. State trajectories of all agents in Example 5.7.
which implies that limk→∞ ex(k) = 0 and limk→∞ eϑ(k) = 0. Therefore, we have
limk→∞ xi(k) = x0(k), limk→∞ ϑi(k) = ϑ0, i = 1, 2, . . . ,m and limk→∞ xi(k) =
−x0(k), limk→∞ ϑi(k) = −ϑ0, i = m + 1,m+ 2, . . . , n. By Definition 5.1, the asyn-
chronous bipartite tracking with an active leader can be achieved.
Necessity: The proof of the necessity is similar to the proof of Theorem 3.3, so it
is omitted here.
Remark 5.6. In Theorem 5.5, the choice of the parameter β is related closely to
the edge weighs of communication topology, the maximum distance from the leader
to the followers, the upper bound of the length of asynchronous update intervals
and the update step-size τ . For any given communication topology and the designed
asynchronous communication rules, dM , bm, P , ϕ and h are determined. Then we can
always find a proper constant α in the model transformations and the update step-size
τ to ensure that the parameter β is existent under conditions (5.7) and (5.8).
Example 5.7. Consider the asynchronous bipartite tracking control for second-
order MASs with an active leader. The information exchange among one leader
(labelled by v0) and six followers (labelled v1, v2, . . . , v6) is described by a signed
digraph G˜2 depicted in Fig. 5.1, which results in dM = 1, bm = 1 and P = 3. It
is clear that the digraph G˜2 satisfies the conditions C1 and C2. The update time
instants of all followers meet the condition tik+1 − tik ≤ h = 2 for any k ∈ N and
i = 1, 2, . . . , n. Choose τ = 0.02, β = 35 and α = 1.01 that satisfy the inequalities
(5.7) and (5.8). Finally, the agents’ position and velocity trajectories are displayed
in Fig. 5.2(a) and Fig. 5.2(b), respectively, which indicate that the asynchronous
bipartite tracking for second-order MASs with an active leader is realized.
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6. Bipartite tracking of asynchronous general linear MASs. In this sec-
tion, the bipartite tracking behavior of general linear MASs is analyzed. In the
discrete-time setting, the state evolution of agents can be expressed as
x0(k + 1) = Ax0(k),
xi(k + 1) = Axi(k) +Bui(k), i = 1, . . . , n,
(6.1)
where xi(k) = [x
(1)
i (k), x
(2)
i (k), · · · , x(p)i (k)]T ∈ Rp is the state of agent vi at time
instant kτ , A ∈ Rp×p and B ∈ Rp×q denote the system matrix and input matrix,
respectively. The asynchronous control protocol ui(k) can be designed as
(6.2)


ui(k) =K
∑
vj∈Ni(k)
|aij | [sgn(aij)xj(k)− xi(k)]
+K|bi| [sgn(bi)x0(k)− xi(k)] , if kτ ∈ {sikτ};
ui(k) = 0, if kτ /∈ {sikτ},
where K is the gain matrix.
By substituting (6.2) into system (6.1), the following error system can be obtained
e(k + 1) =
[
In ⊗A− (D +B − |A |)⊗BK
]
e(k).(6.3)
Before proceeding, the following lemma need to be introduced.
Lemma 6.1 ([38]). Consider a real matrix S ∈ Rn×n in which the spectral radius
is expressed as ρ. There exists z ≥ 0 so that ‖Sk‖∞ ≤ zkn−1ρk for every k ≥ n.
In the next Theorem 6.2, we examine the stability of error system (6.3) in detail
and present a sufficient condition.
Theorem 6.2. Let matrix B be of full row rank. If the communication topology G˜
meets the conditions C1 and C2, then there is a feedback matrix K=ψ∗BT (BBT )−1A
with
ψ∗ <
1
dM
(6.4)
such that the bipartite tracking for system (6.1) can be realized, where the system
matrix A is allowed to be strictly unstable and its spectral radius satisfies:
ρ(A) <
1
Ph
√
1− (1− ζ)κPh−1 ,(6.5)
in which
ζ = max
{
Λi
[
Q
] | Λi[Q] < 1, i = 1, . . . , n},
κ = min
{[
Q
]
ij
| [Q]
ij
> 0, i, j = 1, . . . , n, i 6= j}.
where Q = In−ψ∗D−ψ∗B+ψ∗|A |.
Proof. Since matrix B is of full row rank and K = ψ∗BT (BBT )−1A, system (6.3)
can be equivalently reexpressed as
e(k + 1) =
[
Q(k)⊗A]e(k),(6.6)
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where Q(k) = In−ψ∗D(k)−ψ∗B(k)+ψ∗|A (k)| is a sub-stochastic matrix with pos-
itive diagonal elements. Apparently, the bipartite tracking for system (6.1) can be
implemented if error system (6.6) has asymptotic stability. Divide the time axis into
ordered intervals [θPhτ, θPhτ +Phτ), θ ∈ N. Let Q∗(θ) =∏θPh+Ph−1s=θPh Q(s). Similar
to the analysis in Lemma 3.2, we can deduce that ‖Q∗(θ)‖∞ ≤ 1− (1− ζ)κPh−1 < 1.
Thus, we have
lim
k→∞
∥∥∥∥∥
k∏
s=0
Q(s)
∥∥∥∥∥
∞
≤ lim
θ→∞
θ∏
s=0
‖Q∗(s)‖∞
≤ lim
θ→∞
[
1− (1− ζ)κPh−1]θ.
(6.7)
Now we proceed to prove the following equality firstly for guaranteeing the sta-
bility of error system (6.6):
lim
k→∞
∥∥∥∥∥
k∏
s=0
Q(s)⊗Ak
∥∥∥∥∥
∞
= 0.(6.8)
By Lemma 6.1, one knows that there exists z > 0 such that ‖Ak‖∞ ≤ zkp−1ρk(A).
Thus,
lim
k→∞
∥∥Ak∥∥∞ = limθ→∞
∥∥(APh)θ∥∥∞ = limθ→∞ z(Phθ)ph−1ρPhθ(A).(6.9)
Based on (6.7) and (6.9), to prove (6.8), it suffices to prove that
lim
c→∞
z(Phθ)ph−1
[(
1− (1 − ζ)κPh−1)ρPh(A)]θ = 0.(6.10)
By (6.4), we get
0 <
(
1− (1− ζ)κPh−1)ρPh(A) < 1.
According to the fact that the exponential decay dominates the polynomial increase,
the expression (6.8) holds. This implies that the bipartite tracking can be achieved.
Remark 6.3. In the general linear MASs considered in this section, the input
matrix B needs to be row full rank in order to ensure that the whole system can still
converge when the system matrix A is strictly unstable. This means that the general
linear MASs in this section does not contain the second-order MASs in Section 4
and Section 5 as special cases, in which B = [0, 1]T is not row full rank. Therefore,
second-order MASs and general linear MASs need to be discussed respectively for the
integrity of study content.
Example 6.4. Consider a third-order multi-agent network on the communication
topology G˜2 shown in Fig. 5.1. The longest distance from the leader to the followers
is P = 2. The asynchronous communication is presented in Fig. 3.1(b), where h = 3.
Let ψ∗ = 13 that satisfies (6.5), then we have ζ =
2
3 and κ =
1
3 . The input matrix B
and the system matrix A are expressed respectively by
B=

1 0 0 10 1 0 0
0 0 1 0

, A=

 0.8730 0 −0.2182−0.2182 0.8730 0
0 −0.2182 0.8730

.
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Fig. 6.1. State trajectories of all agents in Example 6.4.
Obviously, B is of full row rank and A is strictly unstable. Besides, the spectral radius
of A satisfies
ρ(A) = 1.0001 < 1.0002 =
1
Ph
√
1− (1 − ζ)κPh−1 .
Finally, the agents’ state trajectories are exhibited in Fig. 6.1, from which we can
observe that the bipartite tracking is realized.
Remark 6.5. In the existing literature, researchers have mainly focused on the
investigations of bipartite consensus [19, 20, 21, 22, 23] and bipartite tracking [30,
29, 31, 32] under the synchronous setting. In general, the synchronous setting is
a very special case of the asynchronous setting. Based on this consideration, this
paper studies the asynchronous bipartite tracking issue of discrete-time MASs for the
first time, and establishes some necessary and sufficient conditions. Therefore, the
results obtained in this paper are very important extensions to the study of bipartite
consensus and bipartite tracking in MASs.
Remark 6.6. In this paper, based on some suitable model transformations, the
asynchronous bipartite tracking issues are converted into the convergence issues of
ISubSM and ISupSM. According to the definitions of sub-stochastic matrix and super-
stochastic matrix, it is known that the existing methods used to study the product of
row-stochastic matrices cannot be utilized to handle these two convergence issues. Due
to this reason, some new techniques, including the properties of matrix product and
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the compositions of directed edge sets, are developed to study these two convergence
issues in detail in this paper.
Part II. In Section 7-Section 13 below, the product properties of ISubSM and
ISupSM will be utilized to establish the algebraic conditions of realizing bipartite
tracing or bipartite bounded tracking in different practical environments, such as
time delays, switching topologies, random networks, lossy links, matrix disturbance,
external noise disturbance, and a leader of unmeasurable velocity and acceleration.
7. Bipartite tracking of second-order MASs with time delays. In gen-
eral, unmodelled delay effects in the feedback mechanism may destabilize the original
stable network system. In multi-agent networks, due to the mobility of network
agents, the congestion of communication channels and the physical characteristics of
the information transmitted by the media, time delays may naturally occur. Based
on this consideration, we discuss the bipartite tracking problem of MASs with time
delays through the product convergence of ISubSM in this paper.
Consider second-order MASs (4.1) and (4.2). The distributed control input ui(k)
with time delays is given by
ui(k) = −γϑi(k) +
∑
vj∈Ni
|aij |
[
sgn(aij)xj
(
k − σij(k)
)− xi(k)]
+ |ai0|
[
sgn(ai0)x0
(
k − σi0(k)
)− xi(k)],
(7.1)
where γ > 0 is a gain parameter, σij(k) ≤ σmax is the delay when information is
transmitted from agent vj to agent vi at time instant kτ , and σmax ∈ N is the upper
bound of time delays.
Using protocol (7.1), systems (4.1) and (4.2) can be written as the following error
form:
y(k + 1) =
[
D∗ ⊗ Ip
]
y(k) +
σmax∑
s=0
Ds(k)y(k − s),(7.2)
where y(k) is defined in (4.5), and
D∗ =
(
In− γτ2 In γτ2 In
γτ
2 In− 2τγ
(
D(k)+B(k)
)
In− γτ2 In
)
,
Ds(k) =
(
0 0
2τ
γ
|As(k)| 0
)
, s = 0, 1, . . . , σmax,
in which As(k), s = 0, 1, . . . , σmax are nonnegative matrices satisfying: 1) if (vj , vi) ∈
E˜ and σij(k) = s
′ ∈ {0, 1, . . . , σmax}, then [A ′s (k)]ij = [A ]ij and [As(k)]ij = 0, s 6= s′;
2) if (vj , vi) /∈ E˜ , then [As(k)]ij = 0, h = 0, 1, . . . , σmax. According to the descriptions
of the nonnegative matrices As(k), s = 0, 1, . . . , σmax, the following result holds
σmax∑
s=0
As(k) = A .
In order to analyze the stability of error system (7.2), we need further model trans-
formation. Denote
Y (k) =
[
Y T (k), Y T (k − 1), . . . , Y T (k − σmax)
]T
.
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Then (7.2) can be expressed as
(7.3) Y (k + 1) = E(k)Y (k),
where
E(k) =


D∗ +D0(k) D1(k) . . . Dσmax−1(k) Dσmax(k)
I2n 0 . . . 0 0
0 I2n . . . 0 0
...
...
. . .
...
...
0 0 . . . 0 0
0 0 . . . I2n 0


.
If the parameter γ satisfies condition (4.7), then E(k), k ∈ N are sub-stochastic
matrices in which [E(k)]ii > 0, i = 1, 2, . . . , 2n and the row sums satisfy

Λi
[
E(k)
]
= 1,
Λi+sn
[
E(k)
]
= 1, s = 2, 3, . . . , 2σmax + 1,
Λi+n
[
E(k)
]
< 1 if (v0, vi) ∈ E˜ ,
Λi+n
[
E(k)
]
= 1, if (v0, vi) /∈ E˜ ,
where i ∈ {1, 2, . . . , n}. Thus, the bipartite tracking issue is equivalently transformed
into the product convergence issue of ISubSM. In order to analyze the convergence of
ISubSM, we construct the following matrix
Aˆ (k) =
(
1 0
z(k) E(k)
)
,(7.4)
for each matrix E(k), where σ∗ = σmax+1 and z(k) = [z1(k), z2(k), . . . , z2σ∗n(k)]T in
which zi(k) = 1−Λi[E(k)]. Obviously, Aˆ (k) is a row stochastic matrix. Using Aˆ (k) as
the adjacent matrix, we construct a corresponding digraph Gˆ (k) =
(
Vˆ , Eˆ (k), Aˆ (k)
)
,
in which Vˆ = {0, 1, 2, · · · , 2σ∗n} whose elements are the indexes of the rows of E(k)
except the first one which is labeled as 0. Some results concerning the digraphs G˜
and Gˆ (k) are presented for later use.
1) (0, u+ n) ∈ Eˆ (k) if (v0, vu) ∈ E˜ ;
2) (u+ n, u) ∈ Eˆ (k), (u, u+ n) ∈ Eˆ (k), u = 1, 2, . . . , n;
3) (u+ (2s− 2)n, u+2sn) ∈ Eˆ (k), (u+ (2s− 1)n, u+ (2s+1)n) ∈ Eˆ (k) for any
u = 1, 2, . . . , n and s = 1, 2, . . . , σ∗ − 1;
4) The nodes 0, 1, · · · , 2n have self-loops in Gˆ (k).
Based on the construction of digraph Gˆ (k), the following conclusion can be ob-
tained.
Lemma 7.1. Suppose that the parameter γ satisfies condition (4.7). If the com-
munication topology satisfies the conditions C1 and C2, then for any k ∈ N, the com-
position Eˆ (k)◦ Eˆ (k+1)◦ · · ·◦ Eˆ (k+2Pσ∗− 1) associated with the set {1, 2, . . . , 2σ∗n}
is rooted at the vertex 0.
Proof. By C1 and C2, there exists a path v0 → vu1 → vu2 → · · · → vuz in G˜
for each vertex vuz . First of all, it can be derived that (0, u1 + n) ∈ Eˆ (k) because
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(v0, vu1) ∈ E˜ , which together with the fact that (u1+n, u1) ∈ Eˆ (k+σ∗−1), guarantees
that
(7.5) (0, u1) ∈ Eˆ (k) ◦ · · · ◦ Eˆ (k + σ∗ − 1),
where (0, 0) ∈ Eˆ (k), . . . , (0, 0) ∈ Eˆ (k + σ∗ − 3), (0, u1) ∈ Eˆ (k + σ∗ − 2), (u1 + n, u1) ∈
Eˆ (k + σ∗ − 1).
For convenience, the time delay of edge (vu1 , vu2) at time (k+2σ
∗−1)τ is denoted
by σ˜, that is, σu2u1(k + 2σ
∗ − 1) = σ˜. Then we can deduce the following result
(7.6) (u1, u2) ∈ Eˆ (k + σ∗) ◦ · · · ◦ Eˆ (k + 3σ∗ − 1),
where (u1, u1) ∈ Eˆ (k+σ∗), . . . , (u1, u1) ∈ Eˆ
(
k+2σ∗−2− σ˜), (u1, u1 + 2n) ∈ Eˆ (k+
2σ∗−1− σ˜), (u1 + 2n, u1 + 4n) ∈ Eˆ (k+2σ∗− σ˜), . . . , (u1 + 2(σ˜ − 1)n, u1 + 2σ˜n) ∈
Eˆ
(
k+2σ∗−2), (u1+2σ˜n, u2+n) ∈ Eˆ (k+2σ∗−1), (u2+n, u2) ∈ Eˆ (k+2σ∗), (u2, u2) ∈
Eˆ
(
k+2σ∗
)
, . . . , (u2, u2) ∈ Eˆ
(
k+3σ∗ − 1).
Using the method of analyzing edge (vu1 , vu2) to analyze the edges (vu2 , vu3), . . .,
(vuz−1 , vuz ), we can get
(7.7)
(u2, u3) ∈ Eˆ (k + 3σ∗) ◦ · · · ◦ Eˆ (k + 5σ∗ − 1),
(u3, u4) ∈ Eˆ (k + 5σ∗) ◦ · · · ◦ Eˆ (k + 7σ∗ − 1),
...
(uz−1, uz) ∈ Eˆ (k + (2z − 3)σ∗) ◦ · · · ◦ Eˆ (k + (2z − 1)σ∗ − 1).
Combining (7.5), (7.6) and (7.7), we have
(7.8) (0, uz) ∈ Eˆ (k) ◦ · · · ◦ Eˆ (k + (2z − 1)σ∗ − 1).
Since P ≥ z and the fact that vertex u1 has self-loop, where P is the longest
distance from the leader to the followers and z is the distance from the leader to
follower vuz , we can further derive that
(7.9) (0, uz) ∈ Eˆ (k) ◦ · · · ◦ Eˆ (k + (2P − 1)σ∗ − 1).
And since (uz, uz + n) ∈ Eˆ (k + (2P − 1)σ∗), we have
(7.10)
(0, uz) ∈ Eˆ (k) ◦ · · · ◦ Eˆ (k + (2P − 1)σ∗),
(0, uz + n) ∈ Eˆ (k) ◦ · · · ◦ Eˆ (k + (2P − 1)σ∗),
which together with the facts (uz + (2s − 2)n, uz + 2sn) ∈ Eˆ (k) and (uz + (2s −
1)n, uz + (2s+ 1)n) ∈ Eˆ (k) for any s = 1, 2, . . . , σ∗ − 1 and k ∈ N, ensures that
(7.11)
(0, uz + 2sn) ∈ Eˆ (k) ◦ · · · ◦ Eˆ (k + 2Pσ∗ − 1),
(0, uz + (2s+ 1)n) ∈ Eˆ (k) ◦ · · · ◦ Eˆ (k + 2Pσ∗ − 1),
where s = 0, 1, . . . , σ∗ − 1. This also implies that the composition Eˆ (k) ◦ Eˆ (k + 1) ◦
· · · ◦ Eˆ (k + 2Pσ∗ − 1) associated with the set {1, 2, . . . , 2σ∗n} is rooted at the vertex
0.
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Based on the result of Lemma 7.1, we now present a necessary and sufficient
condition for bipartite tracking of MASs with time delays.
Theorem 7.2. Suppose that gain parameter γ meets condition (4.7). The bipar-
tite tracking for systems (4.1) and (4.2) with distributed protocol (7.1) can be realized
if and only if the communication topology satisfies C1 and C2.
Proof. Sufficiency: Divide the time axis into a series of intervals [2θPσ∗τ, 2(θ +
1)Pσ∗hτ), θ ∈ N. Denote
E∗(θ) =
2(θ+1)Pσ∗h−1∏
s=2θPσ∗
E(s).
Now we analyze ‖E∗(θ)‖∞. By Lemma 7.1, for any u ∈ {1, 2, . . . , 2σ∗n}, there holds
(0, r) ∈ Eˆ (2θPσ∗)◦ · · ·◦ Eˆ (2(θ+1)Pσ∗h− 1). Without loss of generality, assume that
(0, r1) ∈ Eˆ (2θPσ∗), (r1, r2) ∈ Eˆ (2θPσ∗+1), . . . , (r2Pσ∗−1, r2Pσ∗) ∈ Eˆ (2(θ+1)Pσ∗h−
1), where r1, r2, . . . , r2Pσ∗ ∈ {1, 2, . . . , 2σ∗n} and r2Pσ∗ = u. Firstly, we can get by
(0, u1) ∈ Eˆ (2θPσ∗) that
(7.12) Λr1
[
E(2θPσ∗)
]
< 1,
which combines the condition (r1, r2) ∈ Eˆ (2θPσ∗ + 1), guarantees that
(7.13)
Λr2
[
2θPσ∗+1∏
s=2θPσ∗
E(s)
]
=
∑
j 6=r1
[
E(2θPσ∗ + 1)
]
r2j
Λj
[
E(2θPσ∗)
]
+
[
E(2θPσ∗ + 1)
]
r2r1
Λr1
[
E(2θPσ∗)
]
< 1.
Furthermore, based on the condition (r2, r3) ∈ Eˆ (2θPσ∗ + 1), we have
(7.14)
Λr3
[
2θPσ∗+2∏
s=2θPσ∗
E(s)
]
=
∑
j 6=r2
[
E(2θPσ∗ + 2)
]
r3j
Λj
[
2θPσ∗+1∏
s=2θPσ∗
E(s)
]
+
[
E(2θPσ∗ + 1)
]
r3r2
Λr2
[
2θPσ∗+1∏
s=2θPσ∗
E(s)
]
< 1.
Continue to analyze the edges (r3, r4), . . . , (r2Pσ∗−1, r2Pσ∗), and we can finally deduce
that
(7.15) Λr

2(θ+1)Pσ∗h−1∏
s=2θPσ∗
E(s)

 < 1.
This means that ‖E∗(θ)‖∞ < 1 for any θ ∈ N. Equivalently, from error system (7.3),
it can be obtained that
(7.16)
lim
k→∞
‖Y (k)‖∞ ≤ lim
k→∞
∥∥∥ k∏
s=0
E(s)
∥∥∥
∞
‖Y (0)‖∞
≤ lim
θ→∞
θ∏
s=0
‖E∗(s)‖∞‖Y (0)‖∞ = 0.
That is to say, the bipartite tracking is achieved.
Necessity: The proof of the necessity is similar to the proof of Theorem 3.3, so it
is omitted here.
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8. Bipartite tracking of Second-order MASs with arbitrary switching
topologies. In the actual MASs, locally visible neighbors of each agent will likely
change over time because the communication links between agents may be unreliable
owing to disturbances and communication range limitations. This shifts our attention
to the problem of bipartite tracking of MASs with switching topologies.
In the discrete-time setting, the information interactions among the followers at
time instant kτ are described by a structurally balanced signed digraph Gk = (V , Ek).
Let Ak = [a
k
ij ] stand for the weighted adjacency matrix of Gk. Let a
k
i0 describe the
directed information interaction from the leader to follower vi at time instant kτ .
Let G˜k = (V˜k, E˜k) be a digraph being composed of digraph Gk, vertex v0 and the
directed edges from v0 to another vertices. In addition, assume that all the modulus
of weighting factors have uniform lower and upper bound, i.e. |akij |, |aki0| ∈ [̺, ̺],
where 0 < ̺ < ̺.
For realizing bipartite tracking, the following conditions based on the communi-
cation topologies are required:
C3. All signed digraphs G˜k, k ∈ N are structurally balanced. In each G˜k, the
vertices are divided into two subsets V1 and V2 with intra-subset cooperation
and inter-subset competition.
C4. All discrete times kτ , k ∈ N are divided into a sequence of continuous, uni-
formly bounded and nonempty time intervals [sjτ, sj+1τ), j ∈ N, starting at
s0 = 0. In the union digraph
⋃sj+1−1
k=sj
G˜k related to each interval, for each
follower, there is a directed path from the leader and to that follower.
8.1. The case with a static leader. Consider second-order MASs (4.1) and
(4.2). The distributed state feedback controller is given by
ui(k) = −γϑi(k) +
∑
vj∈N ki
|akij |
[
sgn(akij)xj(k)− xi(k)
]
+ |aki0|
[
sgn(aki0)x0(k)− xi(k)
]
,
(8.1)
where γ > 0 is a gain parameter and N ki is the set of the neighbors of agent vi at
time instant kτ .
Substituting controller (8.1) into systems (4.1) and (4.2), we have
y(k + 1) =
[
Φk ⊗ Ip
]
y(k),(8.2)
where y(k) is defined in (4.5) and
Φk =
(
In− γτ2 In γτ2 In
γτ
2 In− 2τγ
(
Dk+Bk−|Ak|
)
In− γτ2 In
)
with
Dk = diag
{ ∑
vj∈N k1
|ak1j |,
∑
vj∈N k2
|ak2j |, . . . ,
∑
vj∈N kn
|aknj |
}
,
Bk = diag
{|ak10|, |ak20|, . . . , |akn0|}.
When the parameter γ is selected as
2
√
n̺ ≤ γ < 2
τ
,(8.3)
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Φk, k ∈ N are sub-stochastic matrices with positive diagonal elements. Thus, the
bipartite tracking issue is equivalently transformed into the product convergence issue
of ISubSM, which is equivalent to prove limk→∞
∏k
s=0 Φs = 0.
A sufficient condition of realizing second-order bipartite tracking with a static
leader and switching topologies is established below.
Theorem 8.1. Consider systems (4.1) and (4.2). Suppose that gain parameter γ
meets condition (8.3). The distributed controller (8.1) is said to solve the problem of
bipartite tracking if the communication topologies satisfy C3 and C4.
Proof. In order to get the main conclusion, we first need to obtain the following
inequality
∥∥∥ sj+2n∏
s=sj
Φs
∥∥∥
∞
< 1, j ∈ N.(8.4)
Under condition (8.3), the matrices Φk, k ∈ N are sub-stochastic and contain positive
diagonal elements. Below we use mathematical induction to prove (8.4).
Step I. Firstly, consider the time interval [sjτ, sj+2τ). From the conditions C3
and C4, it is known that for each follower, there is a directed path from the leader v0
to that follower in the union digraph
⋃sj+1−1
s=sj
G˜s. Thus, we can find a vertex vδ1 such
that (v0, vδ1) ∈
⋃sj+1−1
s=sj
E˜s. Without losing generality, we assume that (v0, vδ1) ∈ E˜lj ,
where sj ≤ lj < sj+1, then it can be obtained that
Λδ1+n
[
Φlj
]
< 1,(8.5)
and further
Λδ1+n

 lj∏
s=sj
Φs

 = 2n∑
i=1
[
Φlj
]
δ1+n,i
Λi

lj−1∏
s=sj
Φs


≤ Λδ1+n
[
Φlj
]
< 1.
(8.6)
According to the result of Theorem 2.4, one knows that (8.6) and the condition[
Φsj+1−1
]
δ1+n,δ1+n
> 0 can guarantee
Λδ1+n

sj+1−1∏
s=sj
Φs

 < 1,(8.7)
which together with the conditions
[
Φsj+2−1
]
δ1+n,δ1+n
> 0 and
[
Φsj+2−1
]
δ1,δ1+n
> 0,
ensures
Λδ1+n

sj+2−1∏
s=sj
Φs

 < 1, Λδ1

sj+2−1∏
s=sj
Φs

 < 1.(8.8)
Step II. In the interval [sjτ, sj+2θτ), θ = 1, 2, . . . , n− 1, we assume that
Λδθ+n

sj+2θ−1∏
s=sj
Φs

 < 1, Λδθ

sj+2θ−1∏
s=sj
Φs

 < 1.(8.9)
38 LEI SHI, WEI XING ZHENG, JINLIANG SHAO, AND YUHUA CHENG
Consider the interval [sjτ, sj+2θ+2τ). Since there is a directed path from the leader
v0 to that follower in the union digraph
⋃sj+2θ+1−1
s=sj+2θ
G˜s, we can always find a vertex
vδθ+1 6= vδθ such that (v0, vδθ+1) ∈
⋃sj+2θ+1−1
s=sj+2θ
E˜s or (vδθ , vδθ+1) ∈
⋃sj+2θ+1−1
s=sj+2θ
E˜s.
Without loss of generality, we assume that (v0, vδθ+1) ∈ E˜lj+2θ or (vδθ , vδθ+1) ∈ E˜lj+2θ ,
where sj+2θ ≤ lj+2θ < sj+2θ+1. Below we discuss two situations.
1) If (v0, vδθ+1) ∈ E˜lj+2θ , then similar to the analysis for the interval [sjτ, sj+2τ),
we can obtain that
Λδθ+1+n

sj+2θ+1−1∏
s=sj+2θ
Φs

 < 1, Λδθ+1

sj+2θ+1−1∏
s=sj+2θ
Φs

 < 1.(8.10)
Since [
∏sj+2θ−1
s=sj
Φs]δθ+1,δθ+1 > 0 and [
∏sj+2θ−1
s=sj
Φs]δθ+1+n,δθ+1+n > 0, we can derive
from the result in Theorem 2.3 that
Λδθ+1+n

sj+2θ+1−1∏
s=sj
Φs

 < 1, Λδθ+1

sj+2θ+1−1∏
s=sj
Φs

 < 1.(8.11)
Furthermore, since [
∏sj+2θ+2−1
s=sj+2θ+1
Φs]δθ+1,δθ+1 > 0 and [
∏sj+2θ+2−1
s=sj+2θ+1
Φs]δθ+1+n,δθ+1+n > 0,
we get
Λδθ+1+n

sj+2θ+2−1∏
s=sj
Φs

 < 1, Λδθ+1

sj+2θ+2−1∏
s=sj
Φs

 < 1.(8.12)
2) If (vδθ , vδθ+1) ∈ E˜lj+2θ , then we have[
Φsj+2θ
]
δθ+1+n,δθ
> 0,
[
Φsj+2θ
]
δθ+1,δθ+1+n
> 0.(8.13)
Combining (8.9) and (8.13), we can also derive the inequalities in (8.12) according to
Theorem 2.4.
In addition, by the result in (8.9) and the conditions [
∏sj+2θ+1−1
s=sj+2θ
Φs]δθ,δθ > 0 and
[
∏sj+2θ+1−1
s=sj+2θ
Φs]δθ+n,δθ+n > 0, one has
Λδθ+n

sj+2θ+2−1∏
s=sj
Φs

 < 1, Λδθ

sj+2θ+2−1∏
s=sj
Φs

 < 1.(8.14)
Summarizing (8.12) and (8.14), we can observe that in the interval [sjτ, sj+2θ+2τ),
there exist four integers δθ, δθ + n, δθ+1, δθ+1 + n such that Λi
[∏sj+2θ+2−1
s=sj
Φs
]
< 1,
i ∈ {δθ, δθ + n, δθ+1, δθ+1 + n}.
Based on the results obtained by the above mathematical induction, we can get
that
Λi
[ sj+2n−1∏
s=sj
Φs
]
< 1, i = 1, 2, . . . , 2n.(8.15)
This means that the result (8.4) holds.
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(a) G˜a (b) G˜b (c) G˜c
Fig. 8.1. Switching topologies.
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Fig. 8.2. State trajectories of all agents in Example 8.2.
Let Φ∗θ =
∏s2(θ+1)n−1
s=s2θn
Φs, θ ∈ N. Then it is known from (8.4) that
∥∥Φ∗θ∥∥∞ < 1.
It follows that
lim
k→∞
‖y(k + 1)‖∞ = lim
k→∞
∥∥∥∥∥
[
k∏
s=0
Φs ⊗ Ip
]
y(0)
∥∥∥∥∥
∞
= lim
θ→∞
∥∥∥∥∥
[
θ∏
s=0
Φ∗s ⊗ Ip
]
y(0)
∥∥∥∥∥
∞
≤ lim
θ→∞
θ∏
s=0
∥∥Φ∗(θ)∥∥∞‖y(0)‖∞ = 0.
(8.16)
Consequently, bipartite tracking with a static leader is realized.
Example 8.2. Consider a team of seven agents interacting by switching topologies
G˜a, G˜b and G˜c, shown in Fig. 8.1. The agents are divided in to two subgroups, i.e., V1 =
{v0, v1, v2, v3} and V2 = {v4, v5, v6}. Divid all discrete time instants 0, τ, . . . , kτ, . . .,
into a series of time intervals
[
3θτ, 3(θ + 1)τ
)
, θ ∈ N. Suppose that the network
topologies undergo a periodic switching every τ = 0.1, from G˜a to G˜b, from G˜b to
G˜c and, then G˜c to G˜a. Obviously, the conditions C3 and C4 are satisfied. Because
the modulus of all edge weights is equal to 1, so ̺ = 1. Select γ = 6 that satisfies
(8.3). Lastly, Fig. 8.1 plots the agents’ state trajectories, from which the realizing of
the bipartite tracking with a static leader in the case of switching topologies can be
observed.
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8.2. The case with an active leader. Consider second-order MASs (5.1) and
(5.2). Each agent updates its states depending on the following distributed controller
ui(k) =
∑
vj∈N ki
|akij |
[
sgn(akij)xj(k)− xi(k)
]
+ |aki0|
[
sgn(aki0)x0(k)− xi(k)
]
+ β
∑
vj∈N ki
|akij |
[
sgn(akij)ϑj(k)− ϑi(k)
]
+ β|aki0|
[
sgn(aki0)ϑ0 − ϑi(k)
]
,
(8.17)
where β > 0 is a gain parameter.
Based on the vector constructions in (5.5), controller (8.17) is used to convert
systems (5.1) and (5.2) to the following error system
ξ(k + 1) = [Nk ⊗ Ip]ξ(k),(8.18)
where
Nk =
(
In − τβ In ταβ In
−ατ
β
In In +
τ
β
In − βτ
(
Dk +Bk − |Ak|
) ) .
The implementation of bipartite tracking for systems (5.1) and (5.2) is equivalent to
the achievement of the asymptotic stability of error system (8.18), that is, to prove
limk→∞
∏k
s=0Ns = 0. In general, it is difficult to directly study this convergence
using the nonnegative matrix theory since there are negative elements in Nk. To
solve this convergence issue, we construct a new matrix
Γk =
(
In − τβ In ταβ In
ατ
β
In In +
τ
β
In − βτ
(
Dk +Bk − |Ak|
) )
for each Nk. To ensure that Γk is a super-stochastic matrix, we present the following
lemma.
Lemma 8.3. If the parameter β satisfies the following inequality√
1 + α
̺
< β <
1
τn ¯̺
,(8.19)
then Γk is super-stochastic matrix with positive diagonal elements and its row sums
satisfy:
Λi[Γk] = 1− τ
β
+
τ
αβ
< 1;
Λi+n[Γk] ≤ 1 + ατ
β
+
τ
β
− βτ̺ < 1, if |aki0| > 0;
Λi+n[Γk] = 1 +
ατ
β
+
τ
β
> 1, if |aki0| = 0,
where i ∈ {1, 2, . . . , n}.
Proof. Firstly, according to condition (8.19), we can deduce that
β >
√
1 + α
̺
>
1√
n ¯̺
>
1√
n ¯̺(1 + α)
.
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In addition, we can also see
√
1+α
̺
< 1
τn ¯̺ through (8.19). It follows that τ <
1
n ¯̺
√
̺
1+α .
Consequently,
τ <
1
n ¯̺
√
n ¯̺
1 + α
=
1√
n ¯̺(1 + α)
.
This means that β > τ . And thus, In− τβ In is a diagonal matrix in which all elements
lie on (0, 1). Next we analyze the diagonal elements of matrix Γ∗k = In+
τ
β
In−βτ
(
Dk+
Bk − |Ak|
)
. It can be observed that the minimum diagonal element of Γk is 1 +
τ
β
−
βτn ¯̺. According to the condition β < 1
τn ¯̺, it can be deduced that 1+
τ
β
− βτn ¯̺> 0.
Thus, the matrix Γ∗k contains positive diagonal elements. In addition, since |Ak| is a
nonnegative matrix, the non-diagonal elements in Γ∗k are nonnegative. Consequently,
Γ∗k is a nonnegative matrix with positive diagonal elements. This implies that Γk is a
nonnegative matrix with positive diagonal elements.
Now we analyze the row sums of matrix Γk. Obviously, the sums of the first n
rows of matrix Γk satisfy Λi[Γk] = 1 − τβ + ταβ < 1, i = 1, 2, . . . , n. For the sums of
the last n rows of matrix Γk, we can obtain the following results: if |aki0| = 0, then
Λn+i[Γk] = 1 +
ατ
β
+ τ
β
> 1, and if |aki0| > 0, then Λn+i[Γk] ≤ 1 + ατβ + τβ − βτ̺ < 1
based on the fact ̺ > 1+α
β2
that is deduced through (8.19). This completes the proof.
With the above preparations, we have the following result.
Theorem 8.4. Consider systems (5.1) and (5.2) with distributed protocol (8.17).
Suppose that the communication topologies satisfy C3 and C4. The bipartite tracking
can be achieved if condition (8.19) and the following conditions hold
τ
β
<
nς−1
√
α− 1
1 + α
,(8.20a)
gnς − βτ̺̟nς−1 < 1,(8.20b)
where g = 1 + τ
β
+ ατ
β
, α > gnς−1, ̟ = min
{
βτ̺, 1 + τ
β
− βτn̺} and ς is the upper
bound of the number of time instants in the intervals [sjτ, sj+1τ), j ∈ N.
Proof. We first analyze the infinite norm of the product of matrices Γk in a
bounded time interval [sjτ, sj+nτ). Under condition (8.19), the matrices Γk, k ∈ N
are super-stochastic. Below we have two steps to prove the inequality
∥∥∥ sj+n∏
s=sj
Γs
∥∥∥
∞
< 1.(8.21)
Step I. We first analyze the sums of the last n rows of the matrix product∏sj+n
s=sj
Γs. Consider the interval [sjτ, sj+1τ). By C3 and C4, it is known that for
each follower, there is a directed path from the leader v0 to that follower in the union
digraph
⋃sj+1−1
s=sj
G˜s. Consequently, we can find a vertex vδ1 such that (v0, vδ1) ∈⋃sj+1−1
s=sj
E˜s. Without losing generality, it is assumed that (v0, vδ1) ∈ E˜lj , where sj ≤
lj < sj+1, then it can be obtained that
Λδ1+n[Γlj ] ≤ g − βτ̺ < 1.(8.22)
Since [Γsj+1−1]δ1+n,δ1+n ≥ ̟, we can obtain from the result in Theorem 2.8 that
Λδ1+n

sj+1−1∏
s=lj
Γs

 ≤ gsj+1−lj − βτ̺̟sj+1−lj−1.(8.23)
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Since Λi+n[Γk] ≤ g for any i = 1, 2, . . . , n and k ∈ N, we have
Λi+n

lj−1∏
s=sj
Γs

 ≤ glj−sj , i = 1, 2, . . . , n.(8.24)
According to (8.23) and (8.24), we can deduce that
Λδ1+n

sj+1−1∏
s=sj
Γs

 = 2n∑
i=1

sj+1−1∏
s=lj
Γs


δ1+n,i
Λi

lj−1∏
s=sj
Γs


≤ (gsj+1−lj − βτ̺̟sj+1−lj−1)glj−sj
= gsj+1−sj − βτ̺̟sj+1−sj−1
≤ gς − βτ̺̟ς−1.
(8.25)
Consider the time interval [sjτ, sj+2τ). Since there is a directed path from the
leader v0 to that follower in the union digraph
⋃sj+2−1
s=sj+1
G˜s, we can always find a vertex
vδ2 6= vδ1 such that (v0, vδ2) ∈
⋃sj+2−1
s=sj+1
E˜s or (vδ1 , vδ2) ∈
⋃sj+2−1
s=sj+1
E˜s. Without loss
of generality, we assume that (v0, vδ2) ∈ E˜lj+1 or (vδ1 , vδ2) ∈ E˜lj+1 , where sj+1 ≤
lj+1 < sj+2. We discuss two situations below. For the case (v0, vδ2) ∈ E˜lj+1 , we have
Λδ2+n
[
Γlj+1
] ≤ g − βτ̺ < 1. By Theorem 2.8, it can be derived that
Λδ2+n

sj+2−1∏
s=lj+1
Γs

 ≤ gsj+2−lj+1 − βτ̺̟sj+2−lj+1−1,(8.26)
which combines the result Λi+n
[∏lj+1−1
s=sj
Γs
] ≤ glj+1−sj , i = 1, 2, . . . , 2n, guarantees
that
Λδ2+n

sj+2−1∏
s=sj
Γs

 ≤ g2ς − βτ̺̟2ς−1.(8.27)
For the case (vδ1 , vδ2) ∈ E˜lj+1 , we can still get the inequality in (8.27) based on the
result in Theorem 2.8. In addition, for (8.25), we can further deduce
Λδ1+n

sj+2−1∏
s=sj
Γs

 ≤ g2ς − βτ̺̟2ς−1.(8.28)
Consequently, in the time interval [sjτ, sj+2τ), there always exist two different vertices
vδ1 , vδ2 ∈V such that Λi+n
[∏sj+2−1
s=sj
Γs
] ≤ g2ς − βτ̺̟2ς−1, i ∈ {δ1, δ2}.
By using the analysis method similar to the interval [sjτ, sj+2τ), we can derive
that in the interval [sjτ, sj+nτ), there exist n different vertices vδ1 , vδ2 , . . . , vδn ∈ V
with {δ1, δ2, . . . , δn} = {1, 2, . . . , n} such that
Λi+n

sj+n−1∏
s=sj
Γs

 ≤ gnς − βτ̺̟nς−1, i = 1, 2, . . . , n.(8.29)
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By condition (8.20b), we can see that the sums of the last n rows of the matrix product∏sj+n
s=sj
Γs are less than 1.
Step 2. Now we discuss the sums of the first n rows of the matrix product∏sj+n
s=sj
Γs. Since α > g
nς−1 and the fact g > 1, we have 1 − τ
β
+ τ
αβ
gnς−1 < 1.
According to the expressions of the inequalities in (5.24) and (5.25), one has
Λi

sj+n∏
s=sj
Γs

 ≤ 1− τ
β
+
τ
αβ
gnς−1 < 1, i = 1, 2, . . . , n.(8.30)
Obviously, (8.29) and (8.30) mean that (8.21) has to be established.
Divide the time axis into a series of intervals [sθnτ, s(θ+1)nτ), θ ∈ N. Let Γ∗θ =∏s(θ+1)n−1
s=sθn
Γs, θ ∈ N. Then it is known from (8.21) that
∥∥Γ∗θ∥∥∞ < 1. It follows that
lim
k→∞
‖ξ(k + 1)‖∞ ≤ lim
k→∞
∥∥∥∥∥
[
k∏
s=0
Ns ⊗ Ip
]∥∥∥∥∥
∞
‖ξ(0)‖∞
≤ lim
k→∞
∥∥∥∥∥
[
k∏
s=0
Γs ⊗ Ip
]∥∥∥∥∥
∞
‖ξ(0)‖∞
≤ lim
θ→∞
θ∏
s=0
∥∥Γ∗(θ)∥∥∞‖ξ(0)‖∞ = 0.
(8.31)
That is to say, bipartite tracking with an active leader is realized.
9. Bipartite tracking of second-order MASs with random packet losses.
In practice, one of the most common phenomena in networked control systems is data
packet losses caused by interference or congestion. In this section, we consider the
bipartite tracking behavior of second-order MASs with random packet losses from the
controller to the actuator.
The phenomenon of packet losses is characterized by a Bernoulli stochastic vari-
able θk ∈ {0, 1}, k ∈ N. More specifically, if θk = 1, then the control packets from the
controller are successfully transmitted to the actuator, and if θk = 0, then the control
packets are lost. Let the Bernoulli stochastic variable θk satisfies:
Prob{θk = 1} = E
{
θk
}
= θ¯,
Prob{θk = 0} = 1− E
{
θk
}
= 1− θ¯,
where θ¯ ∈ [0, 1] is known as the successful transmission rate. Based on the above
description of lossy links, the control input to the actuator is designed as
(9.1) ui(k) =
{
uci (k), θk = 1,
0, θk = 0,
where the linear feedback adopted in remote controller is given by
uci(k) =
∑
vj∈Ni
|aij |
[
sgn(aij)xj(k)− xi(k)
]
+ |ai0|
[
sgn(ai0)x0(k)− xi(k)
]
+ β
∑
vj∈Ni(k)
|aij |
[
sgn(aij)ϑj(k)− ϑi(k)
]
+ β|ai0|
[
sgn(ai0)ϑ0 − ϑi(k)
]
,
(9.2)
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Fig. 9.1. The transmission process of control packets from the controller to the actuator under
lossy links.
in which β > 0 is a gain parameter. The transmission process of control packets from
the controller to the actuator under lossy links is described in Fig. 9.1.
Definition 9.1. The bipartite tracking for systems (5.1) and (5.2) in expectation
is said to be realized if
∀vi ∈ V1, lim
k→∞
E
[‖xi(k)− x0(k)‖] = 0, lim
k→∞
E
[‖ϑi(k)− ϑ0‖] = 0;
∀vi ∈ V2, lim
k→∞
E
[‖xi(k) + x0(k)‖] = 0, lim
k→∞
E
[‖ϑi(k) + ϑ0‖] = 0.
Under control protocol (9.2), systems (5.1) and (5.2) can be written as
E
[
ξ(k + 1)
]
=
{[
H ⊗ Ip
]
E[ξ(k)], θk = 1,[
H∗ ⊗ Ip
]
E[ξ(k)], θk = 0,
(9.3)
where ξ(k) is defined in (5.5), and
H =
(
In − τβ In ταβ In
−ατ
β
In In +
τ
β
In − βτ
(
D +B − |A |)
)
,
H∗ =
(
In − τβ In ταβ In
−ατ
β
In In +
τ
β
In
)
.
The main result is given below.
Theorem 9.2. Consider systems (5.1) and (5.2), where the gain parameter β
satisfies the the following inequalities
max
{√
1 + α
bm
,
α
P
P−1 − 1
τbmϕP−1
}
< β ≤ 1
τdM
,(9.4)
where α > (1 + τ
β
+ ατ
β
)P−1, and dM , bm, ϕ are defined in (3.7), (5.7) and (5.9),
respectively. Suppose that the successful transmission rate satisfies θ¯ > 0. Using
distributed protocol (9.1), the bipartite tracking in expectation is achieved if and only
if the communication topology meets the conditions C1 and C2.
Proof. Sufficiency: For the matrix H , we construct the following matrix
Ψ =
(
In − τβ In ταβ In
ατ
β
In In +
τ
β
In − βτ
(
D +B − |A |)
)
.
We can deduce that under the condition
√
1+α
bm
< β ≤ 1
τdM
, Ψ is a super-stochastic
matrix and its row sums satisfy: 1) Λi[Ψ]=1−τβ+ ταβ <1; 2) Λn+i[Ψ]=1+ατβ +τβ−βτ |ai0|<
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1 if |ai0|>0; 3) Λn+i[Ψ]=1+ατβ +τβ >1 if |ai0|=0, where i ∈ {1, 2, . . . , n}. Furthermore,
under the condition β > α
P
P−1−1
τbmϕP−1
, we can derive by the proof method of Theorem 5.5
that limk→∞Ψk = 0. And since the successful transmission rate satisfies θ¯ > 0, we
have
lim
k→∞
E
[‖ξ(k + 1)‖∞] ≤ lim
k→∞
E
[‖Hk‖∞]E[‖ξ(0)∥∥∞]
≤ lim
k→∞
E
[‖Ψk‖∞]E[‖ξ(0)∥∥∞] = 0.(9.5)
This implies that error system (9.3) converges gradually to zeros when θ¯ > 0. There-
fore, the bipartite tracking in expectation is achieved.
Necessity: The proof of the necessity is similar to the proof of Theorem 3.3, so it
is omitted here.
10. Bipartite tracking of second-order MASs over a random signed
network. As a matter of fact, the quality of wireless communication channels in
actual networks tends to change with time due to congestion and random fading,
which makes random networks more widely used. Therefore, we consider the problem
of bipartite tracking of MASs over a random signed network.
Assume the information interactions among the followers are described by a ran-
dom signed network G = {V , E }, an edge (i, j) is determined randomly with proba-
bility pij ∈ [0, 1]. The weight matrix of random network G is denoted by W = [wij ],
where wij 6= 0 if (j, i) ∈ E , and otherwise, wij = 0. Let A¯ = [a¯ij ] represent the
random adjacency matrix of G , where
a¯ij =
{
wij with probability pij
0 with probability 1− pij
.
Thus the expectation of the adjacency matrix can be written as
E[A¯ ] =


p11w11 · · · p1nw1n
...
. . .
...
pn1wn1 · · · pnnwnn

 .
In addition, for any follower vi, the edge (v0, vi) is determined randomly with prob-
ability pi0 and its weight is denoted by wi0. The adjacency element from the leader
to follower vi satisfies: a¯i0 = wi0 with probability pi0, and a¯i0 = 0 with probability
1 − pi0. The information interactions among all agents are described by a random
network G˜ = {V˜ , E˜ }.
Consider second-order MASs (5.1) and (5.2). The control input is designed as
ui(k) =
n∑
j=1
|a¯ij |
[
sgn(a¯ij)xj(k)− xi(k)
]
+ |a¯i0|
[
sgn(a¯i0)x0(k)− xi(k)
]
+ β
n∑
j=1
|a¯ij |
[
sgn(a¯ij)ϑj(k)− ϑi(k)
]
+ β|a¯i0|
[
sgn(a¯i0)ϑ0 − ϑi(k)
]
,
(10.1)
in which β > 0 is a gain parameter.
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Using control protocol (10.1), systems (5.1) and (5.2) can be expressed as
E
[
ξ(k + 1)
]
= E
[
H¯
]
E
[
ξ(k)
]
,(10.2)
where ξ(k) is defined in (5.5), and
E[H¯ ] =
(
In − τβ In ταβ In
−ατ
β
In In +
τ
β
In − βτ
(
E[D¯ ] + E[B¯]− ∣∣E[A¯ ]∣∣)
)
,
with
E[D¯ ] = diag
{ n∑
j=1
p1j |w1j |,
n∑
j=1
p2j |w2j |, . . . ,
n∑
j=1
pnj|wnj |
}
,
E[B¯] = diag {p10|w10|, p20|w20|, . . . , pn0|wn0|} .
Theorem 10.1. Consider systems (5.1) and (5.2) under control protocol (10.1).
Suppose that the gain parameter β satisfies
max
{√
1 + α
b¯m
,
α
P
P−1 − 1
τ b¯mϕ¯P−1
}
< β ≤ 1
τ d¯M
,(10.3)
where α > (1 + τ
β
+ ατ
β
)P−1, and
d¯M = max
{ n∑
j=1
pij |wij |+ pi0|wi0| | i = 1, 2, . . . , n
}
,
b¯m = min
{
pi0|wi0| | i = 1, 2, . . . , n
}
,
ϕ¯ = min
{
[Φ′]ij | [Φ′]ij > 0, i, j = 1, 2, . . . , n
}
,
in which Φ′ = In + τβ In − βτ
(
E[D¯ ] + E[B¯] − ∣∣E[A¯ ]∣∣). The bipartite tracking in
expectation is achieved if and only if the expected graph of communication topology
meets the conditions C1 and C2.
Proof. Sufficiency: For the matrix E[H¯ ], we construct the following matrix
E[Ψ¯] =
(
In − τβ In ταβ In
ατ
β
In In +
τ
β
In − βτ
(
E[D¯ ] + E[B¯]− ∣∣E[A¯ ]∣∣)
)
.
Then it can be deduced that under the condition
√
1+α
b¯m
< β ≤ 1
τ d¯M
, E[Ψ¯] is a super-
stochastic matrix. Furthermore, when β > α
P
P−1−1
τ b¯mϕ¯P−1
, we can derive by the proof
method of Theorem 5.5 that limk→∞ Ek[Ψ¯] = 02n×2n. It thus follows that
lim
k→∞
E
[‖ξ(k + 1)‖∞] ≤ lim
k→∞
∥∥E[H¯ ]∥∥k∞E[‖ξ(0)∥∥∞]
≤ lim
k→∞
∥∥E[Ψ¯]∥∥k∞E[‖ξ(0)∥∥∞] = 0.(10.4)
Therefore, the bipartite tracking in expectation is achieved.
Necessity: The proof of the necessity is similar to the proof of Theorem 3.3, so it
is omitted here.
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11. Bipartite tracking of second-order MASs with matrix disturbance.
11.1. The case with a static leader. In actual systems, external interference
is almost inevitable, which causes errors in the designed controller. Due to the ”but-
terfly effect”, small errors may cause serious deterioration of system performance. In
addition, the matrix to be decomposed in practical application fields is generally a
measurement matrix mixed with disturbances. Naturally, we want to give sufficient
conditions to implement bipartite tracking when there is disturbance on the adjacency
matrix A .
Consider second-order MASs (4.1) and (4.2). Let ∆A = [∆aij ]n×n denote the
linear disturbance of matrix A . It is assumed that the matrices A and ∆A are the
same type. We design the following distributed protocol:
ui(k) = −γϑi(k) +
∑
vj∈Ni
|aij +∆aij |
[
sgn(aij +∆aij)xj(k)− xi(k)
]
+ |ai0 +∆ai0|
[
sgn(ai0 +∆ai0)x0(k)− xi(k)
]
,
(11.1)
where γ > 0 is a gain parameter. Using protocol (11.1), systems (4.1) and (4.2) can
be written as
y(k + 1) =
[(
C +∆C
)⊗ Ip]y(k),(11.2)
where y(k) is defined in (4.5), and
C =
(
In− γτ2 In γτ2 In
γτ
2 In− 2τγ
(
D+B−|A |) In− γτ2 In
)
,
∆C =
(
0 0
− 2τ
γ
(
∆D+∆B−|∆A |) 0
)
,
in which ∆C is the disturbance of matrix C, and
∆D = diag
{ ∑
vj∈N1
|∆a1j |,
∑
vj∈N2
|∆a2j |, . . . ,
∑
vj∈Nn
|∆anj |
}
,
∆B = diag
{
|∆a10|, |∆a20|, . . . , |∆an0|
}
.
In the following, we show the result of bipartite tracking in the presence of matrix
disturbance.
Theorem 11.1. Consider systems (4.1) and (4.2), where the gain parameter ψ
satisfies the the following inequality
2
√
d˜M ≤ γ < 2
τ
,(11.3)
where d˜M = max
{∑
vj∈Ni |aij+∆aij |+|ai0+∆ai0| | i = 1, 2, . . . , n
}
. The distributed
protocol (10.1) solves the problem of bipartite tracking if and only if the communication
topology meets the conditions C1 and C2.
Proof. Sufficiency: Under condition (11.3), we can deduce that C + ∆C is a
sub-stochastic matrix in which the diagonal elements are positive and the row sums
satisfy: {
Λi
[
C +∆C
]
< 1 if (v0, vi) ∈ E˜ ,
Λi
[
C +∆C
]
= 1 if (v0, vi) /∈ E˜ ,
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where i ∈ {1, 2, . . . , n}. Thus, similar to the proof method of Theorem 4.3, we get
lim
k→∞
[
C +∆C
]k
= 0.
This implies that error system (11.2) converges gradually to zeros. That is to say, the
bipartite tracking under matrix disturbance is realized.
Necessity: The proof of the necessity is similar to the proof of Theorem 3.3, so it
is omitted here.
Remark 11.2. Under the conditions C1 andC2, the selection range of the param-
eter γ given in (4.7) can guarantee that the matrices C(k), k ∈ N are sub-stochastic
and limk→∞
∏k
s=0 C(s) = 0, namely, the asynchronous bipartite tracking in the ab-
sence of matrix disturbance is realized. However, condition (4.7) cannot guarantee
that bipartite tracking can still be achieved if there exists the disturbance ∆C in
system (11.2). This is because under condition (4.7), matrix C + ∆C may not be a
sub-stochastic matrix, and thus error system (11.2) is likely to fail to converge. There-
fore, it is required to give a more strict parameter selection range (11.3) to ensure
that C +∆C is still a sub-stochastic matrix. Thus, the convergence of error system
(11.2) can be proved by using the properties of sub-stochastic matrix.
11.2. The case with an active leader. In the following, we consider the
problem of bipartite tracking for second-order MASs (5.1) and (5.2) with the matrix
disturbance. Assume that the adjacency matrix A and its disturbance ∆A are the
same type. The distributed protocol with disturbance is designed as:
ui(k) =
∑
vj∈Ni
|aij +∆aij |
[
sgn(aij +∆aij)xj(k)− xi(k)
]
+ |ai0 +∆ai0|
[
sgn(ai0 +∆ai0)x0(k)− xi(k)
]
+ β
∑
vj∈Ni
|aij +∆aij |
[
sgn(aij +∆aij)ϑj(k)− ϑi(k)
]
+ β|ai0 +∆ai0|
[
sgn(ai0 +∆ai0)ϑ0−ϑi(k)
]
,
(11.4)
where β > 0 is a fixed gain parameter. Under control protocol (11.4), the error system
takes the following form
ξ(k + 1) =
[(
H +∆H
)⊗ Ip]ξ(k),(11.5)
where ξ(k) is defined in (5.5), and
H =
(
In − τβ In ταβ In
−ατ
β
In In +
τ
β
In − βτ
(
D +B) − |A |)
)
,
∆H =
(
0 0
0 βτ
(|∆A | −∆D −∆B)
)
.
A necessary and sufficient condition for bipartite tracking under adjacency matrix
disturbance is established below.
Theorem 11.3. Consider systems (5.1) and (5.2), where the gain parameter β
satisfies the the following inequalities
max
{√
1 + α
bm +∆bm
,
α
P
P−1 − 1
τ(bm +∆bm)ϕ
P−1
1
}
< β ≤ 1
τ d˜M
,(11.6)
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where
bm +∆bm = min{|bi +∆bi| | i = 1, 2, . . . , n},
ϕ1 = min
{
[Φ′]ij | [Φ′]ij > 0, i, j = 1, 2, . . . , n
}
,
with Φ′=In+ τβ In−βτ(D+∆D+B+∆B−|A |−|A |), and α is defined in (5.5). The
distributed protocol (11.1) solves the problem of bipartite tracking if and only if the
communication topology meets the conditions C1 and C2.
Proof. Sufficiency: Define
Φ =
(
In − τβ In ταβ In
ατ
β
In In +
τ
β
In − βτ
(
D +B) − |A |)
)
.
Under the condition
√
1+α
bm+∆bm
< β ≤ 1
τ d˜M
, it can be derived that Ψ + ∆H is a
super-stochastic matrix and its row sums satisfy:
Λi[Φ + ∆H ] = 1− τ
β
+
τ
αβ
< 1;
Λn+i[Φ + ∆H ] = 1 +
ατ
β
+
τ
β
− βτ |ai0| < 1, if |ai0| > 0;
Λn+i[Φ + ∆H ] = 1 +
ατ
β
+
τ
β
> 1, if |ai0| = 0,
where i ∈ {1, 2, . . . , n}. Furthermore, when β > α
P
P−1−1
τ(bm+∆bm)ϕ
P−1
1
, we can derive by the
proof method of Theorem 5.5 that
lim
k→∞
[
Φ+∆H
]k
= 0.
It follows that
lim
k→∞
‖ξ(k + 1)‖∞ ≤ lim
k→∞
∥∥H +∆H∥∥k∞∥∥ξ(0)∥∥∞
≤ lim
k→∞
∥∥Φ+∆H∥∥k∞∥∥ξ(0)∥∥∞ = 0.
This implies that the bipartite tracking under matrix disturbance is achieved.
Necessity: The proof of the necessity is similar to the proof of Theorem 3.3, so it
is omitted here.
Remark 11.4. In Theorem 5.5, the appropriate parameter selection range in (5.7)
and (5.8) can guarantee the convergence of the products of infinite super-stochastic
matrices Φ(k), k ∈ N, namely, limk→∞
∏k
s=0Φ(s) = 0. In Theorem 11.3, in order
to guarantee that the matrix convergence limk→∞
[
Φ + ∆H
]k
= 0 holds under the
matrix disturbance, our approach is to establish a more strict parameter selection
range (11.6) to ensure that Φ+∆H , k ∈ N is a super-stochastic matrix, and then the
convergence of error system (11.5) can be proved by using the properties of super-
stochastic matrix.
12. Bipartite bounded tracking of second-order MASs with external
noise disturbance. In reality, external disturbance is common in MASs due to
various uncertainties such as model mismatch, channel noise, measurement error, etc.
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In this section, we analyze the problem of bipartite bounded tracking for second-order
MASs with an active leader under the influence of external noise disturbance.
Consider second-order MASs (5.1) and (5.2). We design a linear control protocol
based on the position and velocity information of agent vi and its neighbors, as follows
ui(k) = ωi(k) + u
c
i(k),(12.1)
where uci(k) is given in (9.2), ωi(k) ∈ Rp denotes the noise disturbance that satisfies
‖ωi(k)‖ ≤ ω¯, in which ω¯ is a constant.
When the system is disturbed, there will be a bipartite bounded tracking phe-
nomenon. Next, we give the definition of bipartite bounded tracking consensus for
the first time.
Definition 12.1. Using protocol (12.1), the bipartite bounded tracking for sys-
tems (5.1) and (5.2) is said to be realized if there exist real numbers c1, c2 such that
∀vi ∈ V1, lim
k→∞
‖xi(k)− x0(k)‖ ≤ c1, lim
k→∞
‖ϑi(k)− ϑ0‖ ≤ c2;
∀vi ∈ V2, lim
k→∞
‖xi(k) + x0(k)‖ ≤ c1, lim
k→∞
‖ϑi(k) + ϑ0‖ ≤ c2.
Denote
ω(k) = [ωT1 (k), . . . , ω
T
m(k),−ωTm+1(k), . . . ,−ωTn (k)]T .
Then systems (5.1) and (5.2) under control protocol (12.1) can be written as the
following form
e(k + 1) = [Ω1 ⊗ Ip]e(k) + [Ω2 ⊗ Ip]ω(k),(12.2)
where e(k) =
[
eTx (k), e
T
ϑ (k)
]T
in which ex(k) and eϑ(k) are defined in (3.5) and (5.5),
respectively, and
Ω1 =
(
In τIn
−τH In − βτH
)
,Ω2 =
(
0
τIn
)
with H = D +B − |A |.
The characteristic polynomial of Ω1 is written as
det(λI2n − Ω1) =det
(
(λ− 1)In −τIn
τH (λ− 1)In + βτH
)
=λ2In + (βτH − 2In)λ+ τ2H − βτH + In.
There exists a orthogonal matrix J that satisfies J−1H J = diag(µ1, µ2, · · · , µn),
where µi, i = 1, 2, · · · , n are the eigenvalues of H , it follows that
det(λI2n − Ω1) = λ2 + (βτµi − 2)λ+ τ2µi − βτµi + 1.
Therefore, the eigenvalues of Ω1 satisfy
λ2 + (βτµi − 2)λ+ τ2µi − βτµi + 1 = 0.
For convenience, denote f(λ, µi) = λ
2 + (βτµi − 2)λ+ τ2µi − βτµi + 1.
Before proceeding further, we first introduce the following known lemmas.
Lemma 12.2. ([42]) Ω1 is an M -matrix if and only if the topology graph meets
the conditions C1 and C2.
SUB/SUPER-STOCHASTIC MATRIX AND BIPARTITE TRACKING 51
Lemma 12.3. ([43]) Given a complex-coefficient polynomial
f(w) = w2 + cw + d
where c, d are complex numbers, f(w) is Hurwitz stable if and only if Re(c) > 0 and
Re(c)Im(c)Im(d) +Re2(c)Re(d)− Im2(d) > 0.
In the following, our aim is to derive a condition that all eigenvalues of matrix Ω1
are within the unit circle by choosing the appropriate parameter β, that is, f(λ, µi) is
Schur stable for any µi. Due to a fact that µi may be complex for directed graphs, it is
not easy to determine directly whether f(λ, µi) is Schur stable. For this consideration,
we apply the bilinear transformation λ = z+1
z−1 to f(λ, µi) yields
τ2µiz
2 + 2(βτµi − τ2µi)z + 4 + τ2µi − 2βτµi,
which ie equal to
z2 +
2(β − τ)
τ
z +
4 + τ2µi − 2βτµi
τ2µi
.
It is worth pointing out that the bilinear transformation maps the open left-half plane
one-to-one onto the interior of the unit circle. Thus, f(λ, µi) is Schur stable if and
only if
g(z, µi) = z
2 +
2(β − τ)
τ
z +
4 + τ2µi − 2βτµi
τ2µi
is Hurwitz stable. We hence only need to prove that g(z, µi) is Hurwitz stable by
choosing the appropriate parameter β.
Lemma 12.4. Suppose that the topology graph satisfies the conditions C1 and C2.
All eigenvalues of Ω1 are within the unit circle if the parameter β satisfies

β > τ, 4Re(µi) + τ
2|µi| − 2βτ |µi| > 0, Im(µi) = 0,
β > τ, (β − τ)2 > 4|Im(µi)|
4Re(µi)− τ |µi|(2β − τ) , Im(µi) 6= 0.
(12.3)
Proof. Under the conditions C1 and C2, we know from Lemma 12.2 that Ω1 is
an M -matrix. This implies that Re(µi) > 0 for any i = 1, 2, . . . , n. Let
Re(c) =
2(β − τ)
τ
, Im(c) = 0,
Re(d) =
4Re(µi) + τ
2|µi| − 2βτ |µi|
τ2|µi| , Im(d) =
−4Im(µi)
τ2|µi| .
By Lemma 12.3, g(z, µi) is Hurwitz stable if and only if
(12.4)
2(β − τ)
τ
> 0,
4(β − τ)2
τ2
4Re(µi) + τ
2|µi| − 2βτ |µi|
τ2|µi| >
16[Im(µi)]
2
τ4|µi|2 .
If Im(µi) = 0, we can deduce from (12.4) that g(z, µi) is Hurwitz stable if and only if
(12.5) β > τ, 4Re(µi) + τ
2|µi| − 2βτ |µi| > 0.
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Now consider the case of Im(µi) 6= 0. To ensure the establishment of (12.4), it is need
to satisfy
(12.6) β > τ, (β − τ)2 > 4|Im(µi)|
4Re(µi)− τ |µi|(2β − τ) .
This completes the proof.
Next, we state the main result of bipartite bounded tracking under noise distur-
bance.
Theorem 12.5. Suppose that the gain parameter β satisfies the conditions in
(12.3). The bipartite bounded tracking for systems (5.1) and (5.2) with distributed
protocol (12.1) can be implemented if and only if the topology graph meets the condi-
tions C1 and C2.
Proof. Sufficiency: For error system (12.2), we have
‖e(k)‖∞ ≤ ‖Ωk1‖∞‖e(0)‖∞ +
∥∥∥∥∥
k−1∑
i=0
Ω
k−(i+1)
1 Ω2
∥∥∥∥∥
∞
‖ω(k)‖∞
≤ ‖Ωk1‖∞‖e(0)‖∞ + ω¯τ
∥∥∥∥∥
k−1∑
i=0
Ω
k−(i+1)
1
∥∥∥∥∥
∞
.
(12.7)
According to a fact that there exists an orthogonal matrix J1 such that Ω1 = J
−1
1 KJ1,
where K = diag{λ1, λ2, . . . , λ2n} and λi, i = 1, 2, . . . , 2n are the eigenvalues of matrix
Ω1. Then we have
ω¯τ
∥∥∥∥∥
k−1∑
i=0
Ω
k−(i+1)
1
∥∥∥∥∥
∞
≤ ω¯τ‖J−11 ‖∞‖J1‖∞
∥∥∥∥∥
k−1∑
i=0
|K|k−(i+1)1
∥∥∥∥∥
∞
.(12.8)
Under the conditions in (12.3), we know from Lemma 12.4 that all eigenvalues of Ω1
are within the unit circle, which means that ρ = max{|λ1|, |λ2|, . . . , |λ2n|} < 1. Then
we have limk→∞ ‖Ωk1‖∞ = 0. Furthermore,
lim
k→∞
‖e(k)‖∞ ≤ ω¯τ‖J−11 ‖∞‖J1‖∞
∥∥(In − |K|)−1∥∥∞
= ω¯τ‖J−11 ‖∞‖J1‖∞(1 − ρ)−1.
(12.9)
According to Definition 12.1, it is known that the bipartite bounded tracking is real-
ized.
Necessity: The proof of the necessity is similar to the proof of Theorem 3.3, so it
is omitted here.
Remark 12.6. In Theorem (11.3) and Theorem (12.5), we consider the effects of
matrix disturbance and external noise disturbance on system dynamics, respectively.
In the case of matrix disturbance, we can guarantee the realization of bipartite track-
ing by giving the appropriate parameter selection range. For the case of external noise
disturbance, we find another interesting dynamic phenomenon of bipartite bounded
tracking for the first time.
Example 12.7. Consider the phenomenon of bipartite bounded tracking of second-
order MASs with noise disturbance over the signed digraph G˜2 in Fig. 5.1. To satisfy
condition (12.3), we select τ = 0.1 and β = 2. The noise disturbance satisfies ωi(k) =
0.5∗sin(0.4k). Fig. 12.1(a) and Fig. 12.1(b) show the position and velocity trajectories
of the agents, from which it can be see that the bipartite bounded tracking is realized.
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Fig. 12.1. State trajectories of all agents with noise disturbance in Example 12.7.
13. Bipartite bounded tracking of MASs with a leader of unmeasur-
able velocity and acceleration. In this section, we consider the bipartite bounded
tracking phenomenon for MASs when the followers are unable to accurately measure
the leader’s velocity and acceleration.
In the discrete-time setting, the leader in the system has the following dynamics:
x0(k + 1) = x0(k) + τϑ0(k) +
τ2
2
a(k),
ϑ0(k + 1) = ϑ0(k) + τa(k),
(13.1)
where a(k) = a0(k) + ζ(k) is the time-varying acceleration of the leader. In our
problem formulation, the leader’s velocity and acceleration are unknown to all agents,
and that the leader’s position is only available for a subset of agents. However, each
agent has an approximate estimate a0(k) for the leader’s acceleration. The error
between the approximation a0(k) and the actual value a(k) is bounded by a given
boundary ζ, that is, ‖a(k)− a0(k)‖∞ = ‖ζ(k)‖∞ ≤ ζ¯.
Since the leader’s velocity ϑ0(k) and acceleration a(k) cannot be measured during
information interaction, its value cannot be used to control the design. Instead, in
order to ensure the implementation of bipartite bounded tracking, it is necessary to
estimate ϑ0(k) and a(k) through the location information of neighbors in the evolution
process. The discrete-time dynamics of each follower is given by
xi(k + 1) = xi(k) + τui(k),
ϑi(k + 1) = ϑi(k) + τa˜i(k), i = 1, 2, . . . , n,
(13.2)
where ui(k) and a˜i(k) are the follower vi’s estimates about the leader’s velocity ϑ0(k)
and acceleration a(k), respectively. We design the following local control scheme
consists of two parts:
ui(k) = ϑi(k) + κi
τ
2
a˜i(k) + φ1
∑
vj∈Ni
|aij |
[
sgn(aij)xj(k)− xi(k)
]
+ φ1|ai0|
[
sgn(ai0)x0(k)− xi(k)
]
,
(13.3)
a˜i(k) = κia0(k) + φ2φ1
∑
vj∈Ni
|aij |
[
sgn(aij)xj(k)− xi(k)
]
+ φ2φ1|ai0|
[
sgn(ai0)x0(k)− xi(k)
]
,
(13.4)
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where φ1 > 0, φ2 > 0 are gain parameters, and κi satisfies: κi = 1 if vi ∈ V1, and
κi = −1 if vi ∈ V2.
By substituting (13.3) and (13.4) into systems (13.1) and (13.2), the following
error system can be derived
e(k + 1) = [Υ1 ⊗ Ip]e(k) + [Υ2 ⊗ Ip]ζ(k),(13.5)
where
Υ1 =
(
In −
(
φ1τ +
1
2φ1φ2τ
2
)
H τIn
−φ1φ2τH In
)
,Υ2 =
(
τ2
2 1n
τ1n
)
with 1n ∈ Rn×1 is a column vector in which all elements are 1.
The characteristic polynomial of Υ1 is written as
det(λI2n −Υ1) = λ2 + 2φ1τµi + φ2φ1τ
2µi − 4
2
λ+
2 + φ2φ1τ
2µi − 2φ1τµ1
2
.
Therefore, the eigenvalues of Υ1 satisfy
λ2 +
2φ1τµi + φ2φ1τ
2µi − 4
2
λ+
2 + φ2φ1τ
2µi − 2φ1τµ1
2
= 0.
For convenience, denote f∗(λ, µi) = λ2+ 2φ1τµi+φ2φ1τ
2µi−4
2 λ+
2+φ2φ1τ
2µi−2φ1τµ1
2 . Ap-
plying the bilinear transformation λ = z+1
z−1 to f
∗(λ, µi), we can derive that f∗(λ, µi)
is Schur stable if and only if
g∗(z, µi) = z2 +
2− φ2τ
φ2τ
z +
4− 2φ1τµi
φ2φ1τ2µi
is Hurwitz stable. We hence only need to prove that g∗(z, µi) is Hurwitz stable by
choosing the appropriate parameter φ.
Lemma 13.1. Suppose that the topology graph satisfies the conditions C1 and C2.
All eigenvalues of Υ1 are within the unit circle if the parameters φ1, φ2 satisfy

φ1 <
2Re(µi)
τ |µi|2 , φ2 <
2
τ
, Im(µi) = 0,
φ1 <
2Re(µi)
|µi|2 , φ2 <
2
τ
−
√
8φ2
τ2φ1(2Re(µi)− φ1τ |µi|2) , Im(µi) 6= 0.
(13.6)
Proof. It is known from Lemma 12.2 that Ω1 is anM -matrix under the conditions
C1 and C2. This implies that Re(µi) > 0 for any i = 1, 2, . . . , n. Let
Re(c) =
2− φ2τ
φ2τ
, Im(c) = 0,
Re(d) =
4Re(µi)− 2φ1τ |µi|2
φ2φ1τ2|µi|2 , Im(d) =
−4Im(µi)
φ2φ1τ2|µi|2 .
By Lemma 12.3, g(z, µi) is Hurwitz stable if and only if
(13.7)
2− φ2τ
φ2τ
> 0,
(2− φ2τ)2
φ22τ
2
4Re(µi)− 2φ1τ |µi|2
φ2φ1τ2|µi|2 >
16[Im(µi)]
2
φ22φ
2
1τ
4|µi|4 .
SUB/SUPER-STOCHASTIC MATRIX AND BIPARTITE TRACKING 55
0 50τ 100τ 150τ 200τ 250τ
Time
-80
-60
-40
-20
0
20
40
60
80
x
i, 
i=
0,
1,
2,
3,
4,
5,
6 leader v0
follower v1
follower v2
follower v3
follower v4
follower v5
follower v6
(a) position trajectories of the agents
0 50τ 100τ 150τ 200τ 250τ
Time
-15
-10
-5
0
5
10
15
20
ϑ
i, 
i=
0,
1,
2,
3,
4,
5,
6
leader v0
follower v1
follower v2
follower v3
follower v4
follower v5
follower v6
(b) velocity trajectories of the agents
Fig. 13.1. State trajectories of all agents in Example 13.3.
If Im(µi) = 0, we can deduce from (13.7) that g(z, µi) is Hurwitz stable if and only if
(13.8) φ1 <
2Re(µi)
τ |µi|2 , φ2 <
2
τ
.
Consider the case of Im(µi) 6= 0. Since [Im(µi)]2 < |µi|2, the inequalities in (13.7)
hold if the conditions are satisfied
(13.9) φ2 <
2
τ
, (2− φ2τ)2
(
2Re(µi)− φ1τ |µi|2
)
>
8φ2
φ1
.
Clearly, (2−φ2τ)2
(
2Re(µi)−φ1τ |µi|2
)
> 8φ2
φ1
is satisfied only if 2Re(µi)−φ1τ |µi|2 >
0, that is, φ1 <
2Re(µi)
|µi|2 . Therefore, the inequalities in (13.9) hold if the following
conditions are satisfied
(13.10) φ1 <
2Re(µi)
|µi|2 , φ2 <
2
τ
−
√
8φ2
τ2φ1(2Re(µi)− φ1τ |µi|2) .
This completes the proof.
Now we represent the necessary and sufficient condition for bipartite bounded
tracking of MASs with a leader whose velocity and acceleration are unmeasurable.
Theorem 13.2. Suppose that the gain parameters φ1, φ2 satisfy the conditions
in (13.6). Consider systems (13.1) and (13.2). The distributed protocols (13.3) and
(13.4) solve the bipartite bounded tracking problem if and only if the topology graph
meets the conditions C1 and C2.
Proof. This proof is similar to the proof of Theorem 12.5, so it is omitted here.
Example 13.3. Consider second-order MASs with a leader of unmeasurable ve-
locity and acceleration. The agents interact with each other through the signed
digraph G˜2 in Fig. 5.1. To satisfy condition (13.6), we select τ = 0.1, φ1 = 3
and φ2 = 1. It is assumed that the leader moves with a time-varying acceleration
a(k) = 1 + 0.5 sin(0.4k), and each follower has an approximate estimate a0(k) = 1
for the leader’s acceleration. Finally, we can observe from the position and velocity
trajectories in Fig. 13.1 that the bipartite bounded tracking is achieved.
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14. Conclusion. In this paper, the concept of super-stochastic matrix has been
put forward for the first time, and the conclusions about the product convergence of
ISubSM and ISupSM have been established by using systematic algebraic-graphical
methods. Based on the product convergence of ISubSM and ISupSM, the bipartite
tracking problems of first-order MASs, second-order MASs and general linear MASs
under the asynchronous interactions have been examined, respectively. Moreover, the
product convergence of ISubSM and ISupSM has also been applied to the analysis of
bipartite tracking dynamics under different actual scenario settings, including time
delays, switching topologies, random networks, lossy links, matrix disturbance, exter-
nal noise disturbance, and a leader of unmeasurable velocity and acceleration. Finally,
the correctness of the theoretical results has been verified by numerical examples. It
is worth noting that the product properties of ISubSM and ISupSM can not only solve
the bipartite tracking issues considered in this paper, but also have certain reference
value for analyzing other coordination control issues of discrete-time MASs, such as
containment control, formation control, flocking control, etc., which is also what we
are trying to do in the future.
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