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Résumé 
La détection et la caractérisation des interactions épistatiques représentent un 
défi· important dans la compréhension des maladies complexes. En raison de la 
limitation des outils statistiques traditionnels à traiter des ensembles de données de 
haute dimension, de. nouvelles stratégies, telles que l'analyseur d'interaction 
spécifique (FITF) et le réducteur de dimensionnalité multifactorielle (MDR), ont été 
développées pour aborder cette question. Le MDR s'est avéré un outil puissant pour 
identifier des interactions dans certaines maladies complexes telles que le diabète de 
type 2 et le cancer du sein. Ici, nous proposons l'analyse de ces deux outils ainsi que 
le développement d'une nouvelle stratégie de détection basée sur la sélection de 
variables avec l'algorithme ReliefF précédant l'utilisation du test de rapport des 
vraisemblances (LRT) sur des régressions logistiques pénalisées. Une étude de· 
simulation a démontré la complémentarité des trois outils étudiés en regard avec leur 
capacité de détection: L'analyse d'un ensemble de données provenant d'une étude 
cas-contrôles sur la leucémie de l'enfant n'a révélé aucune interaction significative. 
Toutefois, les trois outils convergent vers une interaction entre les gènes MTHFR et 
TGFfJl avec des valeurs se rapprochant du seuil de significativité. Ces résultats 
appuient l'hypothèse que les interactions épistatiques jouent un rôle dans la 
susceptibilité à la leucémie de l'enfant et illustrent le besoin de développer de 
nouvelles stratégies d'identification des interactions. Une approche combinant 
plusieurs outils permettra de mieux identifier et comprendre les interactions de haut 
niveau ainsi que leur impact sur les maladies complexes. 
Mots clés: Interaction gène-gène, sélection de variables, bio-informatique, maladies 
complexes, Test de ratio des vraisemblances, Régression logistique pénalisée. 
VI . 
Abstract 
The detection and characterisation of epistatic interactions IS a major 
challenge in the understanding of comph~x diseases. Owing to the inherant limitations 
of traditional statistical methods in dealing with high-dimensional data, new 
strategies, such as Focused Interaction Testing Framework (FITF) and Multifactor 
Dîmensionality Reduction· (MDR), have been developed in order to address this 
issue. The MDR approach has yroven to be a powerful tool for the identification of 
patterns of interaction. influencing complex hum an diseases. Here we propose the 
study of a new method based on variable selection using the ReliefF algorithm prior 
to a likelihood ratio test (LR T) with a penalized logistic regression approach. We 
performed simulation studies and were able to show complementary efficiency of the 
three analytical tools. The analysis of areal dataset from a case-control association 
study performed on childhood leukemia, revealed no significant interactions 
influencing the susceptibility to this disease. Nonetheless, aIl three approaches 
converged towards a relation between the MTHFRand TGFfJl genes. These results 
support the hypothesis that epistatic interactions may play a role in the susceptibility 
to childhood leukel11ia and emphasize the need for the development of new strategies. 
A combined analytical approach such as the one described here should~lead to·a better 
understanding of higher order gene-gene interaction effects in the risk of complex 
\ ' 
genetic disorders. 
Key words: Gene-gene-interaction, Complex diseases, bioinformatics, Variable 
selection, Likelihood ratio test, Penalized logistic regression. 
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CHAPITRE 1 
INTRODUCTION 
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1.1. Maladies complexes 
Les maladies complexes sont celles qui ne montrent pas de coségrégation 
avec un seul locus [Lander et Schork 1994], autrement dit elles sont polygéniques. 
Cette déviation du patron d'héritabilité mendélienne est due à plusieurs facteurs tels 
que l'hétérogénéité génétique, pénétrance incomplète, phénocopie et héritabilité 
polygénique. Ces dernières ont pour conséquences de rendre moins efficaces les 
approches utilisées pour étudier les maladies mendéliennes [Risch2000]. Les étûdes 
portant sur les maladies complexes ont donc adopté une autre tangente que celle des 
méthodes d'analyse,à un seul gène. En effet, cette manière de pensée a fait place à 
l'hypothèse généralement acceptée que ce se~ait plutôt l'effet de plusieurs gènes 
combinés qui influencerait le risque individuel de développer une maladie complexe 
[Moore 2003]. En d'autres termes, une combinaison de deux ou plusieurs 
polymorphismes de nucléotides simples (SNP) fonctionnels, qu'ils soient in~er· gènes 
ou intra haplotype, pourrait interagir de manière additive, multiplicative ou 
épistatique pour modifier le fonctionnement de vOles biologiques spécifiques 'et ainsi 
. ) 
changer la susceptibilité individuelle. Plusieurs difficultés doivent cependant être 
surmontées afin d'augmenter les' chances - de succès dans les études voulant 
caractériser la relation génotype - phénotype des maladies complexes. Parmi elles, la 
confection d'outils permettant d'étudier les combinaisons de facteurs, qui influencent 
la susceptibilité, dans des ensembles de données de taille raisonnable. 
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1.1.1. Hypothèse Maladie commune - variant commun 
Non seulement l'étude de ces maladies fait face à des problèmes importants, 
mais il existe aussi un débat quant à la base génétique de ces maladies. D'une part, 
1 'hypothèse maladie commune variant commun (common disease - common 
variant, CDCV) propose que les maladies complexes communes chez 1 'humain 
seraient causées par un ou plusieurs allèles (polymorphismes fonctionnels) communs 
à chaque loci de susceptibilité à la 'maladie [Lander 1996; Chakravarti 1999 ; 
Weiss et Clark 2002; Becker 2004]. Ceci suppose que les facteurs inclus dans dt;:s 
études concernant les maladies complexes doivènt mettre en jeu des polymorphismes 
ayant une fréquence dépassant un seuil minimum, généralement de 5% dans la 
" -
population à l'étude (figure 1.1). À l'opposé, l'hypothèse maladie commune - variant 
rare (common disease rare variant, CDRV) suggère que la susceptibilité à ces 
maladies serait influencée par une multitude de variants rares [Liu et al. 2005]. Cette 
dernière a des implications autres que" 1 'hypothèse "CD CV au niveau des technique~ 
devant être utilisées pour identifier les allèles ayant une influence sur la susceptibilité 
aux maladies communes. Ces variants rares nécessiteraient un séquençage complet de 
tous les individus d'un ensemble de données alors que la recherche de variants 
communs peut s'effectuer plus simplement et de manière moins coûteuse. Malgré le 
fait que les maladies complexes pourraient s'expliquer par une combinaison <.je ses 
hypothèses, des raisons de logistiques, telles. que le coût - et la complexité du 
séquençage complet d'individu, nous poussent à privilégier l'hypothèse CDCV. 
4 
Q,) 30,00 
-
(Q 
b 25,00 ::: 
Q 
<.l 
1 
~ 20,00 C!: 
<.l ~ 
~.= 
.= ~ 15.00 C!: Q,) 
;:lcPot 
Q,) 
0::: 10,00 Q,) 
Pot 
S 5,000 Q 
Z 
a 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 
Fréquence allélique 
Figure 1.1 - Relation entre la fréquence allélique et la taille de l'échantillon requis 
pour une étude d'association. La taille de l'échantillon a été calculée en assumant un 
modèle multiplicatif et basée sur un pouvoir de détection d'un effet d'amplitude de 
1.5 (odds ratio) de 80% [Johnson 2001]. 
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1.2. Épidémiologie génétique 
L'épidémiologie génétique est la SCIence qUI traite de l'étiologie, la 
distribution et le contrôle de maladies dans des groupes d'individus et des facteurs 
héréditaires de maladies dans les populations [Morton 1982]. Le but principal de ce 
champ d'études est la prévention. Les stratégies généralement employées 
comprennent les études d'associations (figure 1.2), les analyses de liaison (figure 1.3) 
et les études combinées familiales - associations (ex.: test de déséquilibre de 
transmission ou TDT ; figure 1.4). Les méthodes de liaison utilisent l'information des 
événements de recombinaison à travers les familles pour identifier les marqueurs qui 
seraient génétiquement liés au locus causant une maladie. Leur but est de déterminer 
la localisation chromosomique du (ou des) gène(s) causant la maladie d'intérêt. Les 
études d'association, elles, examinent les allèles marqueurs à l'intérieur d'un groupe 
d'individus affectés et d'un groupe contrôle pour détecter les différences de 
fréquences alléliques entre les deux groupes, ce qui pourrait indiquer que le marqueur 
est une cause de la maladie ou encore qu'il est lié au locus causal. Les études 
d'association ont plusieurs avantages sur les études de liaisons. En outre, celles-ci ne 
requièrent pas de lien familial entre les individus, ce qui est plus représentatif des 
maladies complexes. De plus, ces études ne requièrent pas la connaissance du mode 
d'héritabilité de la maladie et possèdent, contrairement aux études de liaisons, un 
pouvoir statistique considérable pour détecter les gènes avec des effets relativement 
faibles [Risch 2000]. Ces outils ont toutefois un faible pouvoir lorsqu'on considère 
plusieurs facteurs à la fois [Gauderman 2002]. Pour ce qui est des études combinées 
comme le TDT, les méthodes utilisées sont plus robustes face aux stratifications 
populationnelles, mais possèdent un désavantage sur les études d'association de types 
6 
cas-contrôle puisqu'elles nécessitent un plus grand nombre d'individus pour détecter 
un effet de même magnitude (rapport l :1 dans les études cas-contrôle et 1 :2 pour les 
trios enfant malade- parents). En raison de leurs caractéristiques, les maladies 
complexes sont plus efficacement étudiées en utilisant les études d'associations. 
Toutefois, la recherche d'association au niveau populationnel demande une prise en 
compte de plusieurs facteurs pouvant augmenter la difficulté des analyses. 
L'échantillon de la population doit être représentatif de l'ensemble de la population et' 
les contrôles doivent posséder des caractéristiques semblables aux patients (outre le 
. statut de la maladie). Par surcroît, l'hétérogénéité génétique, les phénocopies et les 
gènes de pénétrance incomplète s'ajoutent aux problèmes de données manquantes et 
aux erreurs de génotypages présentes dans les ensembles de données. Tout ceci mis 
ensemble compose l'important défi de la caractérisation de l'épistasie dans les 
maladies complexes qui, de plus, nécessitent la prise en compte de plusieurs facteurs 
à la fois. 
/ 
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Figure 1.2 - Étude d'association à un allèle. 
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Une étude d'association recherche une corrélation statistiquement significative entre 
une exposition à un facteur environnementale, un trait ou un marqueur biochimique 
ou génétique et une maladie. Une association significative doit être présentée avec 
une valeur représentant la force de l'association (ex. : odds ratio). La valeur X2 
représente la mesure d'indépendance de deux variables (génotype et cas-contrôle). 
Plus cette valeur est élevée, plus les variables sont dites dépendantes. La valeur p 
indique, lorsque l'on effectue un test de dépendance comme dans ce cas-ci, la 
probabilité d'obtenir un tel résultat de X2. 
8 
Figure 1.3 - Analyse de liaison. 
Les analyses de liaison impliquent la construction d'un modèle de transmission des 
allèles à risques. Pour les maladies à transmission mendélienne simple, le modèle est 
élémentaire, mais peut devenir compliqué pour les traits complexes. Les femmes sont 
représentées par des cercles alors que le hommes sont représentés par des carrés. Les 
générations sont indiquées par les différentes couches. Finalement, un cercle ou carré 
foncé indique que l'individu est atteint de la maladie. 
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AB AC AB BC AC 
L'allèle « A » est transmis aux enfants affectés quatre fois sur 5 
Figure 1.4 - Test de déséquilibre de transmission l (TDT). 
Généralement, l'ensemble est formé de trios Parents - enfant malade. Si un allèle (A, 
Bou C) est transmis aux enfants malades plus souvent qu'attendu, cela implique que 
cet allèle est lié et associé à la maladie. 
1 http://www.smd.qmul.ac.uk/statgen/dcurtis/lectures/assoc5.html 
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1.2.1. Effet indépendant 
On qualifie d'effet indépendant l'action qu'un variant génétique (ou 
environnemental) e~erce sur un phénotype donné.' Plusieurs effets indépendànts ont 
été identifiés dans des maladies complexes. Contrairement aux maladies rares qui 
, sont généralement déterminées par la présence (ou absence) d'un polymorphisme, les 
effets indépendants présents dans les maladies complexes sont de moindres intensités. 
De plus, la difficulté de reproduction des études de liai~on à travers des échantillons 
indépendants indique une complexité plus grande et que ce serait l'investigation 
basée sur ce niveau de complexité qui apporterait plus de réponses sur l'étiologie de 
ces maladies [Moore 2003].' Cette dernière englobe ,le phénomène ,de gènes 
modificateurs qui sont liés à un effet indépendant. Ces gènes, modificateurs sont des 
gènes qui ont un petit effet quantitatif sur l'expression d'un autre gène plus important. 
À titre d'exemple, des variations du risque relatif au développement du cancer du 
sein, associé à un gène mO,dificateur, RADS 1 , O1Ù été observées chez des porteurs 
d'allèles à risque élevé tel que BRCA2 [Kadouri et al. 2004]. Suivant l'hypothèse 
CVCD, les gènes modificateurs ne pourraient pas expliquer à eux seuls la complexité 
retrouvée. En effet, ceux-ci sont plus souvent associés aux maladies mendéliennes 
pour expliquer leur hétérogénéité clinique [Dipple et McCabè 2000]. Ainsi, la 
réponse aux questions concernant l'étiologie des maladies complexes pourrait plutôt 
réside~ dans l'hypothèse grandissante que ce serait des interaction,s intimes entre des 
facteurs ayant peu d'effet lorsque considérées individuellement [Moore 2003]. 
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1.2.2. Épistasie 
Le concept d'interaction entre gènes, ou épistasie, ne représente pas une 
nouveauté puisque le terme a vu le jour pour la première fois il y a près de cent ans 
[Bateson 1909]. L'épistasie désigne la modification de l'effet d'un gène par un ou 
plusieurs autres gènes, on dit alors que ces gènes interagissent. D'un point de vue 
mathématique, ces' interactions sont définies comme «des interdépendances entre 
plusieùrs attributs dans un ensemble de données qui ne peuvent être inférées à partir 
de sous-ensembles de ces attributs» [Jakulin et al. 2003]. Au niveau biologique, ceci 
se traduirait par un effet synergique direct ou indirect entre deux ou plusieurs facteurs 
(ou attributs) qui influenceraient le risque de développer la maladie. Les facteurs 
considérés sont, dans le cas des interactions gène-gène, les génotypes qui 
interagissent au niveau de leurs produits de gènes tandis que ces mêmes génotypes 
sont jumelés à des facteurs environnementaux dans le cas des interactions gène-
environnement. Il existe plus d'un modèle d'interaction dont les modèles dominants 
et récessifs, ceux-ci impliquent un effet indépendant de chacun des facteurs. 
Cependant, dans le cadre d'une maladie complexe, les gènes faisant partie de ces 
interactions seraient de faible pénétrance et leur influence sur la susceptibilité à la 
maladie ne se ferait qu'au moyen d'interactions complexes (non linéaires). Ce type 
, 
d'interaction est souvent représenté par les exemples illustrés à la figure 1.5. 
1) Génotype .A.A Aa ,a?! 2) Génotype .A.A Aa a.a, 
BB 0 1 0 BB 0 0 1 
J2.Q. • 1 0 1 Bb 0 0.5 0 
bb 0 1 0 bb 1 0 
Figure 1.5 - Modèle d'interaction non linéaire (tableau de pénétrance), 
1) interaction de type « ou » exclusif2) interaction de type « deux allèles 
à risque ». Le nombre indique la probabilité hypothétique qu'un individu 
portant les génotypes associés soit atteint de maladie. 
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Ces deux exemples montrent des profils d'interactions non linéaires sans effet 
indépendant. Le premier est basé sur le modèle XOR d'interaction, un modèle 
communément utilisé dans les exemples de minage de donnée puisqu'il n'est pas 
séparable linéairement. Dans ce cas théorique, le risque élevé de maladie est 
déterminé par le fait d'avoir hérité du génotype hétérozygote pour un des deux locus 
(Aa ou Bb), mais pas les deux simultanément [Li et Reich 2000 ; Moore et coll. 
2002]. Dans le second exemple, initialement présenté par Frankel et Schork [Frankel 
et Schork 1996 ; Moore et coll. 2002], le risque élevé est associé à la présence 
d'exactement deux allèles à risque (A ou B) de deux loci différents. Ces deux 
exemples illustrent parfaitement le défi que représente la démonstration de 
l'implication de l'épistasie dans les maladies complexes. 
Les interactions gène-gène gagnent de plus en plus en importance dans les 
études d'épidémiologie génétique. Non seulement la difficulté réside dans la 
complexité de ces interactions, mais aussi dans le lien entre interactions statistiques et 
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biologiques, l'une n'impliquant pas l'autre. Une interaction biologique survient 
lorsque deux facteurs ou plus influencent un phénotype de manière interdépendante 
ou en d'autres mots, quand le mécanisme d'action d'un facteur est influencé par la 
présence ou l'absence d'un ou plusieurs autres facteurs [Roth man et coll. 1980; 
Siemiatycki et Thomas 1981]. C'est le résultat d'une interaction physique entre 
produits de gènes (protéines) à l'intérieur d'un réseau de régulation de gènes ou d'une 
voie biologique qui altère le phénotype d'un individu. Inversement, l'épistasie 
statistique décrit la relation entre génotypes de plusieurs loci et les effets combinés de 
variation phénotypique au niveau populationnel et survient lorsque l'effet d'un 
variant génétique est modifié par la présence ou absenc~ d'un ou plusieurs autres. 
Dans ce dernier cas, ces facteurs sont liés de manière statistique et ceci n'implique 
pas nécessairement une interaction physique entre leurs produits de gènes. Malgré le 
fait que ces deux perspectives de l'épistasie dérivent d'assomptions et nécessitent des 
stratégies de recherche distinctes, elles semblent toutes deux jouer un rôle 
considérable dans 1.' étiologie des maladies complexes chez l 'humain [Moore et 
Williams 2005]. Cette opposition est démontrée à la figure 1.6. Notre capacité à 
développer des stratégies de qualité pour identifier l'épistasie ainsi que l'acquisition 
de compétences (ex. : étude d'expression de gènes et l'analyse de fonction de gènes 
in vitro) permettant de faire le pont entre les statistiques et la bIologie permettra 
d'accroître notre compréhension de ce phénomène biologique. 
a 
Phënorype 
Gènes 
Individu 
b 
Population 
Figure 1.6 - Interaction biologique versus interaction statistique. 
CP 
CP= 
-cr (/1.-
me> 
.... 0 (/1-
-0 0.._ 
'W 10 
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L'épistasie biologique (a) représente une interaction au niveau de deux produits de 
gène (protéines). Ces interactions sont modifiées par le ou les polymorphismes. 
(allèles) présents sur les gènes. Au niveau populationnel (b), l'épistasie statistique se 
définit comme unesurreprésentation d'une combinaison d'allèles donnée dans le 
groupe cas (augp1entation du risque) ou contrôle (effet proteèteur). Figure adaptée de 
[Moore et William 2005]. 
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1.3.Problème de dimensionnalité 
Le problème de dimensionnalité, aUSSI appelé malédiction de la 
dimensionnalité, est rencontré couramment dans les études d'interactions et constitue 
la principale limitation du pouvoir des outils statistiques traditionnels. Il survient 
lorsque le nombre d'instances (ex. : individus), dans un ensemble de données, est 
faible par rapport au nombre de variables (dimensions) considérées. Dans un tel cas, 
et c'est généralement ce qui se produit, la représentation des différentes combinaisons 
de facteurs n'est pas suffisante pour permettre aux outils statistiques de fournir des 
résultats précis puisque la puissance est trop faible. Le nombre de paires cas-contrôle 
estimé pour obtenir une puissance statistique de 80% afin d'identifier des interactions 
gène-gène d'une magnitude allant de 2 à 3 est estimé entre 674 et 270 (Tableau 1), et 
ce, même si l'ensemble de données ne contient que les deux gènes faisant partis de 
l'interaction [Gauderman 2002]. Pour résoudre cette question, il faut, soit augmenter 
le nombre d'instances ou diminuer le nombre de variables. Cependant, augmenter le 
nombre d'instances (individus) est, pour la plupart des cas, difficile en raison de leur 
disponibilité et/ou pour des raisons de coût. De plus, réduire le nombre de variables 
ne doit pas se faire au détriment des effets synergiques contenus dans les données, ce 
qui rend cette tâche ardue. Le domaine de la sélection de variables demeure 
d'actualité, principalement pour faciliter le retrait d'information d'ensemble de 
données de ce type. Plusieurs algorithmes ont ainsi été développés qui permettraient 
de s'acquitter de cette tâche. 
Tableau 1 - Nombre de pairs cas-contrôles nécessaires pour 
identifier une interaction de magnitude Rgh entre les gènes 
GSTMI et 'GSTTI avec un pouvoir statistique de 80% (adaptée 
de Gauderman 2002). 
GSTM 1 x GSTTI 
interaction (Rgh)* 
1.5 
2.0 
2.5 
3.0 
3.5 
4.0 
5.0 
10.0 
Design d'étude 
cas-contrôle (N) 
2008 
674 
385 
270 
210 
174 
134 
81 
* Assomption: modèle récessif à chaque loci, avec Pre G = 1) = 
OAO pour GTMI et Pr(H = 1) = 0.25 à GSTTI et un risque 
relatif d'effet individuel de Rg = Rh = 1. 
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1.4. Études des interactions 
1.4.1. Réduction de dimensionnalité multifactorielle (MDR) 
L'approche Multifactor Dimensionality Reduction (MDR) [Moore et coll. 
2004] est l'outil de détection des interactions le plus couramment utilisé. Il s'agit 
d'une approche non paramétrique ne nécessitant pas l'insertion de modèle (dominant, 
récessif, ... ). Elle s'est montrée efficace à caractériser des interactions dans plusieurs 
maladies complexes communes chez l 'humain telles que le cancer du sein, diabète de 
type 2, fibrillation auriculaire et le cancer de la prostate (tableau II). Une 
représentation schématique de l'approche est présentée à la figure 1.7. 
Le fait que cet outil soit non paramétrique et ne nécessite pas l'incorporation 
d'un modèle génét~que constitue un avantage important.- De' plus, des études de 
simulations ont démontré son efficacité face à des interactions complexes de hauts 
niveaux, de plus, les outils de visualisation qui y sont assoc~és facilitent 
l'interprétation. Cependant, sa nature combinatoire fait en sorte qu;il devient 
pratiquement inutilisable lorsque le nombre de facteurs considérés est grand puisque 
le nombre de combinaisons a vérifié est imposant et ralentis considérablement son 
exécution. Aussi, selon l'implantation de cette méthode, seule la meilleure interaction 
(en terme d'erreur de prédiction) est donnée en résultat pour chaque ordre 
d'interaction, ce qUI apporte une baisse d'efficacité' lorsqu'en présence 
d'hétérogénéité génétique ou de la contribution de plusieurs isoformes de gènes. Le 
logiciel implantant cette approche se veut donc une avancé importante dans le 
domaine de la génétique des maladies complexes m'algré qu'il reste encore beaucoup 
de chemin à parcourir afin d'arriver à mieux caractériser les interactions complexes. 
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Locus 6 c ...J 
· 
· 
· bb 
6 Locus N 
L 1 STEP61 
-
1 STEP Si 
-
1 STEP41 
Locus 1 Locus 3 
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Factors Error 
BB 1,6 19.25 BB 
1, 3 22.12 
>C ..,. 
'" 
2.4 24.33 "-
BBb 2. 3 28.14 BBb c c 
...J ...J 
bb bb 
Figure 1.7 - Sommaire des étapes implémentées dans l'approche MOR. 
L'approche MOR est une méthode non paramétrique qui consiste à réduire 
le nombre de facteurs (combinaisons de génotype) de n (où n = 2 ou plus) à 
deux (haut ou faible risque) [Moore et coll. 2004]. 1) Séparer l'ensemble de 
données en dix parts égales pour la validation croisée (10-pli) 2) Un 
ensemble de n facteurs génétiques est sélectionné 3) Les nombres de cas et 
contrôles sont mesurés pour chaque combinaison de génotypes 4) Le ratio 
du nombre de cas sur le nombre de contrôles est calculé pour chaque case 5) 
et 6) la combinaison ayant la précision de classification, sur l'ensemble test 
(1/1 0 de l'ensemble), la plus élevée est sélectionnée. Les étapes 2 à 6 sont 
répétées dix fois en utilisant des portions 9/1 0 et 1/1 0 différentes. 
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1.4.2.-Régression logistique 
La régression logistique est un outil statistique qui permet de prédire une 
variable catégorielle ( cas-contrôle) à partir d'une série de variables continues ou 
catégorielles (génotype: AA, Aa, aa) [Thomas 2004]. Les paramètres del'équation 
sont estimés à l'aide de la méthode du maximum de vraisemblance. L'intérêt de la 
régression logistique réside dans le fait que plusieurs outils sont disponibles pour 
faciliter l'interprétation des résultats, dont le test du rapport de vraisemblances. 
1.4.2.1. Problème de convergence 
Le problème de convergence (ou séparation) survient ,principalement dans les 
petits ensembles de données lorsqu'ils contiennent des covariants ayant une capacité 
de prédiction élevée. Afin de résoudre ce problème, Firth [Firth 1993] a développé 
1 • 
une approche qui réduit le biais de l'estimation de la maximisation de vraisemblance. 
Ce biais provient du fait que la vraisemblance converge lorsqu'au moins un des 
paramètres estimés diverge vers ± l'infini en raison de la forte capacité de prédiction 
de la variable. Cette approche produit une estimation de valeur finie en utilisant une 
méthode de maximisation de la vraisemblance pénalisée. 
1.4.2.2. Test du rapport de vraisemblance 
, Le test du rapport de vraisemblance est un test statistique permettant de 
déterminer, entre autres, si un modèle de régression logisti.que s'ajuste mieux à 
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l'ensemble de données qu'un autre. On compare un modèle relativement corriplèxe à 
un modèle plus simple pour vérifier s'il s'ajuste aux données significativement 
mieux. Si c'est le cas, le paramètre ajouté dans le modèî~ complexe (ex. : paramètre 
d'interaction) apporte de l'information significative: Cette technique consiste à 
comparer les valeurs de vraisemblance des deux modèles à l'aide d'un test de qualité 
d'ajustement. 
1.4.3. Analyseur d'interaction spécifique (FITF) 
Basée sur la régression logistique et le ratio du rapport de vraisemblance, cette 
approche développée par Millstein et coll. [Millstein et coll. 200'6] est 
complémentaire au MDR par le fait qu'elle utilise des outils statistiques plus 
traditionnels plutôt que le forage de données. En effet, contrairement aux méthodes 
de minage de données, qui utilisent la validation croisée pour éviter la correction pour 
tests multiples et apporter une valeur statistique, la méthode FITF utilise des 
méthodes statistiques plus classiques pour déterminer quelles sont les interaétioris 
significatives. Parmi ces outils, le test du rapport de vraisemblance et la valeur de 
fausse découverte (Fasle Discovery Rate) pour contrôler le nombre de faux positifs. 
Cette différence fondamentale soulève la possibilité d'utiliser une combinaison 
d'approches différentes afin d'aboutir à une capacité de détection plus efficace. 
1.4.4. Réseau de neurones génétiquement programmé (GPNN) 
. Cette approche développée récemment [Ritchie et coll. 2003b] utilise les 
principes de la sélection naturelle pour trouver l'architecture du réseau de neurones 
qui permet d'identifier la combinaison de gènes qui possèdent la meilleure capacité' 
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de prédiction de l'état de la maladie. Comme le montre la figure 1.8, le programme 
débute avec une population de réseaux de neurones contenant des combinaisons de 
facteurs, différents en nombre et en composition. À chaque étape, une sélection des 
meilleurs réseaux est faite et des événements de recombinaisons sont simulés afin de 
faire varier les architectures restantes dans le but d'optimiser leur capacité de 
prédiction à l'étape suivante. Finalement, après un nombre déterminé .d'étapes, les 
gènes inclus dans la meilleure architecture sont définis comme faisant partie d'une 
interaction (si, bien entendu, sa capacité de prédiction est plus élevée qu'espérée par 
la chance). Cette approche présente des aspects intéressants puisque les réseaux de 
neurones sont couramment utilisés en apprentissage machine et constituent un outjl 
puissant pour modéliser des interactions complexes. Cependant, l'approche globale 
montre certaine ressemblance avec l'outil MDR puisque les étapes présentées sont 
plutôt similaires. De plus, l'utilisation de la programmation génétique (principes de . 
sélection natUrelle) fait en sorte que ce programme nécessite des ressources 
informatiques imposantes (ex. : mémoire élevée, grappe de processeurs). Néanmoins, 
. . 
cette méthode illustre la difficulté· du problème que représente la recherche 
d'interactions et les différents moyens que demande leur identification. 
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Figure 1.8 - Sommaire des étapes implémentées dans l'approche GPNN [Ritchie et 
colL 2003b]. 1) Initialiser l'ensemble de paramètres. 2) Séparer l'ensemble de 
données en dix parts égales pour la validation croisée (1 O-pli). 3) Générer une 
population de réseaux de neurones aléatoirement. 4) Évaluer chaque réseau de la 
population sur l'ensemble d'entraînement (9/1 0 de l'ensemble de données). 5) 
Sélection des meilleurs réseaux et croisement entre ceux-ci. 6) Évaluer les meilleurs 
réseaux sur l'ensemble test (1/10 de l'ensemble de données restant). Les étapes 2 à 6 
sont répétées dix fois en utilisant des portions 9/1 0 et 1/1 0 différentes. 
Tableau II - Caractéristiques des approches de détection des interactions. 
Approche 
MDR 
Régression 
logistique 
Rég. log. pénalisée 
FITF 
GPNN 
sans-
modèlea 
+ 
+ 
+ 
données 
b 
manq. 
+ 
Caractéristiques 
. c 
VIS. 
+ 
non 
d param. 
+ 
+ 
efficacitée 
+ 
+ 
+ 
. f 
app. 
+++ 
++ 
+ 
++ 
disp.g 
++ 
++ 
++ 
++ 
+ 
a ne nécessite pas l'incorporation de modèle génétique (dominant, récessif, multiplicatif) 
b possibilité de traiter les données manquantes 
C outils de visualisation intégrés dans le logiciel 
d , . 
non parametnque 
e efficacité à traiter les interactions de haut niveau 
f facilité d'application 
g disponibilité de l'approche 
Référencesh 
[Ritchie et coll. 2001 ; Cho et coll. 2004; Tsai et 
coll. 2004 ; Coffey et coll. 2004 ; Ma et coll. 
2005 ; Xu et coll. 2005 ; Brassat et coll. 2006 ; 
Hsieh et coll. 2006 ; Ashley-Koch et coll. 2006 ; 
Sabbagh et coll. 2006] 
[Qi et coll. 2007 ; Soya et coll. 2007 ; Briollais et 
coll. 2007 ; Andrew et coll. 2007] 
[Mee et coll. 2007] 
[Motsinger et coll. 2006] 
hartic\e ayant utilisé l'approche pour la détection d'interaction (ne comprend pas la présentation de la méthode) 
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1.5. Leucémie lymphoblastique aiguë (LLA) 
Le cancer est la principale cause de décès par maladie chez les enfants. En 
raison de sa prévalence élevée, la plupart du travail effectué en oncogénétique 
pédiatrique est dirigé vers les leucémies [Stiller 2004]. La leucémie lymphoblastique 
aiguë est la ma:Iadie maligne la plus fréquente à l'âge pédiatrique, comptant pour 25% 
d~s cas de cancers observés chez l'enfantdans les. pays occidentaux. Du fait de leur' 
faible prévalence, l'étiologie génétique des cancers sporadiques, comme la LLA, est 
peu connue. Le laboratoire du Dr. Sinnett a démontré au cours des années que des 
variants de gènes (SNPs) impliqués dans le métabolisme des. carcinogènes 
[Krajinovic et al 1999], les points de contrôles du cycle cellulaire [Healy et coll . 
. 
2007] et la voie de réparation de l' ADN [Mathonnet et coll. 2003] modifient le 
risque de développer la LLA chez les enfants porteurs de ces variants. La figure 1.9 
montre les relations entre ces voies biologiques ainsi que leur rôle dans le processus 
de carcinogenèse. Ceci illustre l'importance du' rôle joué par les facteurs de 
susceptibilité génétique dans le risque interindividuel à la LLA. Eh dépit de ces 
découvertes, la complexité des interactions entre les facteurs génétiques et entre 
l'environnement et la génétique de chacun fait en sorte que la prise en compte d'un 
seul génotype ne saurait expliquer à elle seule l'étiologie de la leucémie. 
Dans ce contexte, il est important de prendre en compte plusieurs voies 
1 
. biologiques susceptibles d'être iInpliquées dans le processus de carcinogenèse ainsi 
que plu~ieurs facteurs génétiques et/ou environnementaux afin de déceler les effets 
synergiques (ou antagonistes) qui augmentent (ou diminuent) le risque individuel de 
développer la LLA. 
EXPOSITION 
CARCINOGÈNES 
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1.6. Hypothèse 
Malgré l'hypothèse acceptée que les 'interactions complexes auraient un effet 
prédominant sur le risque individuel de développer un cancer sporadique comme la 
leucémie, les efforts actuels_ pour identifier les facteurs de risques (gènes) associés à 
cette maladie sont basés sur des approches «un gène à la fois ». Ceci est 
principalement dû au fait que les outils statistiques traditionnels possèdent un pouvoir 
limité face aux données de hautes dimensions. La détection et la caractérisation des 
interactions gène-gène représentent donc un important défi dans la compréhension 
des maladies complexes. De nouvelles stratégies ont été développées pour parer à ces 
lacunes, notamment le Muftifactor Dimensionality Reduction (MDR) et le Focused 
Interaction Testing Framework (FITF). Nous proposons donc d'effectuer la 
validation d'approches récemment développées ainsi que leur optimisation par l'ajout 
de méthodes de sélection de variables, avec l'hypothèse que l'intégration d'une 
multitude d'outils, plutôt que l'utilisation systématique d'un seul, ainsi que la 
réduction des ensembles de données pemiettraient d'accroître le pouvoir de détection 
et faciliter l'interprétation' des résultats. Dans le contexte de la LLA, nous croyons 
que des interactions entre polymorphismes fonctionnels de gènes impliqués dans les 
voies biolo'giques du contrôle du cycle cellulaire, réparation de l'ADN et du 
métabolisme des carcinogènes pourraient expliquer une partie de la complexité ainsi 
que les variations interindividuelles de la susceptibilité à la maladie. 
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1.7. Objectifs 
L'objectif principal de ce projet est d'améliorer la détection et la 
caractérisation des interactions gène-gène dans la leucémie de l'enfant. Pour ce faire, 
plusieurs outils récemment développés présentent certaines forces et faiblesses. 
L'amélioration de ces approches est donc nécessajre. En dernier lieu, ce projet avait 
pour but d'utiliser une combinaison d'outils de détection des interaction sur un 
ensemble de donnée provenant d'une étude cas-contrôle sur la LLA chez l'enfant. 
Nos objectifs spécifiques étaient: 
1. Valider les approches Multifactor Dimensionality Reduction (MDR) et 
Focused lnteraétion Testing Framework (FITF) en effectuant une 
étude sur des ensembles de données simulées. 
2. Optimiser l'approches FITF par l'utilisation d'une méthode de 
sélection de variables plus efficace et de régression logistique 
pénalisée. 
\. 
3. Utiliser une combinaison d'approche sur un ensemble de données 
provenant d'une étude cas-contrôle sur la leucémie lymphoblastique 
aiguë (LLA) .. 
CHAPITRE 2 
Méthodes· 
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2.1.Données 
2.1.1. Simulation 
Les données simulées proviennent du laboratoire de Marylyn D. Ritchie et 
sont disponibles à l'adresse: http://chgr.mc.vanderbilt.edulritchielab/. Les ensembles 
sont composés de 400 individus (200 cas /200 contrôles) pour différents modèles de 
fonction de pénétrance et divers problèmes biologiques (sources de bruit) reliés à 
l'étude des interactions gène-gène et gène-environnement. Ces sources ont été 
sélectionnées sur la base qu'ils sont généralement rencontrés dans les études 
d'épidémiologie génétique. Les interactions ont été simulées selon les modèles de Li 
et Reich [Li et Reich 2000] (modèle 1), Frankel et Schork [Frankel et Schork 1996] 
(modèle 2) et les quatre derniers en utilisant l'outil de simulation de Moore et coll. 
[Moore et coll. 2002]. Un total de 96 groupes de 100 ensembles de données ont été 
simulés, soit une centaine sans bruit de fond, une centaine pour chaque bruit de fond2 
pris de manière individuelle ainsi qu'une centaine pour différentes combinaisons de 
deux, trois et tous les quatre afin d'évaluer l'impact de ces combinaisons sur le 
pouvoir de détection, et ce, pour chacun des six modèles de fonction de pénétrance 
(Figure 2.1). 
2 Types de bruits de fond: 
Hétérogénéité génétique (GH): lorsque deux variations d'ADN ou plus dans des loci distincts sont associées au 
même trait (maladie) de manière indépendante. 
Phénocopie (PC) : il y a phénocopie lorsqu'un individu dont le phénotype, sous condition environnementale 
particulière, est identique à un autre individu dont le phénotype est déterminé par son génotype. 
Valeur manquante (MS) : lorsqu.'un génotype ne peut être déterminé pour un individu, aucune valeur n'est 
attribuée. 
Erreur de génotypage (GE) : lorsque le génotype donné d'un individu, pour un polymorphisme, ne correspond 
pas à la réalité (ex. : en raison d'une erreur de manipulation). 
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Model1 Model2 Model3 
BB Bb bb 
AA o 1.10 0 
. ,,.:B=B:...-,-==--,--==-, 
AA 
BB Bb bb 
AA .08 .07 .osl 
Aa .10 0 .10 Aa Aa .10 0 .10 
: 
aa o 1.10 0 aa aa .03 .10 •. 04 1 
CA) p;: 0.5, q ;: 0.5 (B) p = 0.5, q;: 0.5 (C) p = 0.25, q = 0.75 
Model4 Model5 Model6 
BB Bb bb . BB Bb bb BB Bb bb 
C-' i--
AA AA .07 .05 '.02 AA •• 09 .001 .02 
Aa Aa .05 .09 .01 1 Aa .08 .07 .005 
aa aa .02 .01 1 .03 aa 1.003 .007 .02 
(D) Il = 0.25, q = 0.75 (E) P = 0.1, q = 0.9 (F) Il = 0.1, q = 0.9 
Figure 2.1 - Fonctions de pénétrance et fréquences alléliques. 
Chaque modèle est utilisé pour la. simulation d'ensembles de 
données selon seize combinaisons de bruit de fond. (MS 5 % 
. valeurs manquantes; GE = 5 % erreurs de génotypage; GH 50 % 
hétérogénéité génétique. ; PC = 50 % phénocopie). 
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2.1.2. Population à l'étude 
Les données réelles proviennent d'une étude cas-contrôle sur la Leucémie 
Lymphoblastique Aiguë (LLA). Les patients (enfants) atteints de LLA (n = 240) ont 
été diagnostiqués au Service d'Hématologie-Oncologie du CHU Sainte-Justine 
(Montréal, Canada) sur une période allant du mois d'octobre 1985 à nov:embre 2003.' 
Les ciitères d'inclusions pour ce groupe étaient: (1) histoire clinique complète; (2) 
Européens d'origine canadienne-française résidant dans la Province de Québec tel 
que déterminé par' leurs noms, langage et lieu de naissance; (3) disponibilité du 
matériel biologique. Ce groupe est composé de 141 mâles et 99 femelles avec un âge 
médian de 4.6 ans (de 5 mois à 18 ans). Le groupe contrôle (n = 277) est constitué de 
Canadien-Français recrutés lors de fréquentation de départements cliniques autre que 
le Service d'Hématologie-Oncologie. 
2.1.3. Gènes candidats 
Les gènes à l'étude ont été sélectionnés sur la base de leur implication dans les 
voies biologiques contribuant au développement du cancer, soient: 1) croissance et 
différentiation cellulaire, 2) réplication et réparation de l'ADN et 3) le métabolisme 
des carçinogènes (figure 1.9). Seuls les gènes dont le génotypage est suffisamment 
complété ont été considérés dans l'étude (tableau III). 
TABLEAU III - Description des gènes et polymorphismes de nucléotides simples (SNP) inclus dans l'étude des interactions 
gène-gène dans la LLA. 
Voie Nom Description Location Exon SNP référence biologique chromosomique dbSNP 
AOX1 aldehyde oxidase 1 2q3 34 95C>T n.d. 
CYP1A1 cytochrome P450, family 1, subfamily A, 15q22-q24 7 128C>A n.d. 
polypeptide 1 7 130A>G n.d. 
7 249T>C n.d. 
CYP1A2 cytochrome P450, family 1, subfamily A, 15q24 1 -151C>A 
n.d. polypeptide 2 
CYP2D6 cytochrome P450, family 2, subfamily D, 22q13: 1 2637DEL A n.d. 
polypeptide 6 3 1941G>A n.d. 
3 2938C>T n.d. 
CYP2E cytochrome P450, family 2, subfamily E, 10q24.3-qter -1259G>C n.d. 
polypeptide 1 
-297T>A n.d. 
Métabolisme -35G> T n.d. 
des CYP3A4 cytochrome P450, family 3, subfamily A, 7q21.1 290A>G n.d. 
carcinogènes polypeptide 4 
et stress GSTM1 glutathione S-transferaseM1 1 p13.3 DEL GSTM1 n,do 
oxydant 844G>C n.d. 
GSTP1 glutathione S-transferase pi 11q13 5 342A>G n.d. 
6 370C>T n.d. 
GSTT1 glutathione S-transferase theta 1 22q11.23 DEL GSTT1 n.d. 
MPO myeloperoxidase 17q23.1 7G>A n.d. 
MTHFR 5,1 O"methylenetetrahydrofolate reductase 1p36.3 1298A>C n.d. 
(NADPH) 4 677C>T n.d. 
NAT1 N-acetyltransferase 1 (arylamine N- 8p23.1-p21.3 1 559C>T n.d. 
acetyltransferase) 560G>A n.d. 
640T>G n.d. 
1 1088T>A n.d. 
1 1095C>A n.d. 
TABLEAU III (SUITE) 
Voie Nom Description Location Exon' SNP référence biologique chromosomique dbSNP 
NAT2 N-acetyltransferase 2 (arylamine N- 8p22 282C>T n.d. 
acetyltransferase) 341T>C n.d. 
481C> T n.d. 
590G>A n.d. 
803A>G n.d. 
Métabolisme 857G>A n.d. des NOS3 nitric oxide synthase 3 7q36 -793T>C n.d. carcinogènes 
et stress 7 914G> T n.d. 
oxydant NQ01 NAD(P)H dehydrogenase, quinone 1 16q22.1 1 ' -465C> T . n.d. 
6 609C> T n.d. 
NR112 nuclear receptor subfamily 1, group 1, 3q12-q13.3 1 831C>T 
n.d. 
member 2 
SOD2 superoxide dismutase 2, mitochondrial 6q25.3 2 2T>C n.d. 
2 3T>C n.d. 
APEX APEX nuclease (multifunctional DNA repair 14q11.2-q12 5 9T>G 
n.d. 
enzyme) 1 
ATM ataxia telangiectasia mutated 11 q22-q23 -1206Ch T n.d. 
-635T>A n.d. 
BRCA2 breast cancer 2 13q12.3 -1555A>C n.d. 
-1260DEL 
n.d. GTCTAA 
-1144G>A n.d. 
Réparation -1134C> T n.d. 
de l'ADN -908C> T n.d. 
-254G>A n.d. 
KU80 X-ray repair (XRCC5) 2q35 -1379T>G n.d. 
-297C> T n.d. 
MLH1 mutL homolog 1 3p21.3 8 67A>G n.d. 
MSH3 mutS homolog 3 5q11-q12 22 35A>G n.d. 
24 6G>A n.d. 
OGG1 8-oxoguanine DNA glycosylase 3p26.2 1 326A>T n.d. 
RAD51 RAD51 homolog (RecAhomolog, E. coli) 15q15.1 -1185A> T n.d. 
• 1 
TABLEAU III (suite) 
Voie Nom Description Location Exon SNP référence biologique chromosomique dbSNP 
XPD xeroderma pigmentosum group D 19q13.3 22 62A>C n.d. ' 
XPF' xeroderma pigmentosum, complementation 16p13.3-p13.11 1 844C>T 
n.d. group F 
8 34G>A n.d. 
XRCC1 X-ray repa!r cross complementing protein 1 19q13.2 6 93C>T n.d. 
Réparation 10 114G>A n.d. 
de l'ADN XRCC2 X-ray repair cross complementing protein 2 7q36.1 1- ' -3641NS 
n.d. 
nCT 
XRCC3 X-ray repair cross complementing protein 3 14q32.3 3 -281T>C n.d. 
8 162C> T n.d. 
XRCC4 X-ray repair cross complementing protein 4 5q13-q14 "1864T >C n.d. 
-1407G>C n.d. 
CCND1 cyclin D1 11q13 4 870A>G n.d. 
CDKN1A cyclin-dependent kinase inhibitor 1 A 6p21.2 1 ' -1284T>C rs733590 
-899T>G rs762624 
-791hC rs2395655 
CDKN1B cyclin-dependent kinase inhibitor 1 B 12p3 -1857C> T rs3759217 
~1608G>A n.d. 
-373G> T n.d. 
Points de CDKN2A Cyclin-dependent kinase inhibitor 2A 9p21 -222T>A n.d. 
contrôles 
du cycle CDKN2B cyclin:dependent kinase inhibitor 2B 9p21 1 -1270C> T n.d. 
cellulaire -593A>{T, C} rs2069416 
-287C>G, rs2069418 
RB1 retinoblastoma 13q14 -1554C>A n.d. 
TGFB1 transforming growth factor, beta 1 19q13:1 -1886G>A n.d. 
-1571A>G n.d. 
-15501NS 
n.d. AGG 
-508A>G n.d. 
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2.2. Réduction de dimensionnalité multifactorielle (MDR) 
MDR trouve à la fois l'interaction optimale d'ordre K ainsi que les K facteurs 
correspondants significatifs à la détermination du statut (affecté ou non). Les étapes 
générales de l'approche MDR sont les suivantes: 
1. Pour chaque K, procéder à une validation croisée3 [Hastie et coll. 2001] 
(IO-pli) pour trouver l'ensemble optimal de facteurs K. 
2. Comparer l'erreur de prédiction et la consistance (nombre de fois, à travers 
chaque séparation de la validation croisée, que l'ensemble a été sélectionné 
comme optimal) pour différent K. 
3.' Sélectionner le K avec la plus petite erreur de prédiction estimée et/ou la 
consistance la plus élevée. Ce K est la taille finale du modèle et l'ensemble 
optimal pour l'ordre choisi constitue le meilleur modèle multifactoriel. 
À l'étape 1 ci-haut, MDR utilise la validation croisée pour trouver l'ensemble 
optimal de facteurs pour chaque ordre K. Les étapes ci-bas sont répétées pour chaque 
tour de validation croisée (Figure 1.7) : 
1. Construire une table de contingence pour chaque combinaison de K facteurs. 
2. Chaque cellule est étiquetée haut risque si le ratio cas/contrôle est plus 
grand qu'un seuil prédéterminé dans la partie entraînement de l'ensemble de 
données (9/10), etfaible risque dans l'autre cas. 
3 La validation croisée est une pratique statistique de partitionnement d'un ensemble de données en 
sous-ensembles de telle sorte que l'analyse initiale est pratiquée sur une partie des données. La balance 
est conservée pour un usage subséquent de confirmation et validation de l'analyse initiale. Pour une 
validation x-pli, l'ensemble de données est divisé en x parties égales. Un sous-ensemble est conservé 
pour validation alors que l'analyse initiale est appliquée sur les x-l autres. Le processus est répété pour 
chaque sous-ensemble. 
r 
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3. Calculer l'erreur d'entraînement pour le 9/10 des données en classifiant-haut 
risque comme un cas etfaible risque comme un contrôle. 
4. Pour l'ensemble de K facteurs qui a produit l'erreur d'entraînement la plus 
basse, calculer l'erreur de prédiction en utilisant la balance des données 
(1110). 
L'approche MDR comporte plusieurs avantages. En outre, elle ne nécessite pas 
l'incorporation d'un modèle (dominant, récessif, ... ) et elle possède deux outils de 
visualisation des interactions qui facilitent leur interprétation: un modèle graphique 
des interactions les plus pertinentes et un dendrogramme montrant les dépendances 
entre tous les attributs. La version 1.0.0 rc de MDR a été employé 
(http://sourceforge.net/projects/mdr/). 
2.3. Analyseur d'interaction spécifique (FITF) 
Cette approche consiste en une série d'étapes: 
1. Effectuer le test du rapport de vraisemblance (LRT) marginal de Pi pour 
chaque polymorphisme de gène candidat (K nombre total de 
polymorphismes), où le modèle comprenant le polymorphisme' ({Ji) est 
utilisé pour tester l'hypothèse nulle ({Ji::::; 0)4. 
2. Pour chaque combinaison de deux polymorphismes possibles 
(K(K-l )12), le modèle complet (éq. [1]) est comparé au modèle réduit (éq. 
[2]) : 
(1) 
4 Voir section 1.4.2.2 de l'introduction pour une explication du test du rapport de vraissernblances. 
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logit[P(D = l)J = f30 + f3P/O+ f3j G/O (2) 
où 10 est égal à 1 si le terme correspondant était significatif à la première 
étape, et de 0 sinon. 
3. L'ensemble des combinaisons à trois polymorphismes (K(K-l)(K-2)/6) 
sont testés de la même manière à l'étape p~écédente, soit le modèle 
complet (éq. [3]) contre le modèle réduit (éq. [4]) : 
logit[ p( D,= 1) J = f30 + f3Pi + f3j Gj + f3k Gk 
+ f3ijGPi + f3ik GPk + f3ikGj Gk 
+ f3ijkGPj Gk 
logit[ P(D = 1) J = f30 + f3P/O + f3j G/O + f3kGJO 
+ /3;/GP/O + /3;k GPJO + f3j kGI GJO 
(3) 
(4) 
4. Par la suite, nous pouvons généraliser cette approche pour les étapes 
d'interactions de plus haut niveau subséquentes. 
Le nombre de tests effectués à chaque étape peut être très grand quand le 
nombre de polymorphismes K considérés est important. Afin de diminuer l'impact de 
la correction pour test multiple sur l'erreur de type 1,' l'accent est mis sur les 
combinaisons qui ont le plus de chance d'être informatives. Pour ce faire, les 
combinaisons sont sélectionnées sur la base de leur fréquence élevée dans le groupe 
cas en comparaison avec leur fréquence attendue (calculée, à partir du produit des 
fréquences génotypiques). Cette filtration est effectuée avant chaque étape. La mesure 
de différence entre les fréquences attendues et observées est la valeur statistique 
d'ajustement chi carré suivante: 
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r [n-E(n)] 
sous-ensemble khi-carré = L 1 ( ) 1 
1=1 E ni 
(5) 
Ici, ni est le nombre total de sujets observés dans la i ème combinaison de génotypes, r 
représente le nombre totale de combinaison de génotypes différentes. Le nombre de ni 
attendu, E(nJ est estimé selon la. fréquence génotypique marginale de l'échantillon de 
population (les individus de l'ensemble de données). Les combinaisons de 
polymorphismes qui seront testées seront celles dont la mesure excède un seuil donné 
(les valeurs recommandées pour poursuivre à l'étape 2 sont de 3 et de 6 pour se 
rendre à l'étape 3). Ces valeurs ont été employées sur la base qu'elles sont attribuées 
par défaut lors de l'installation du logiciel implantant l'approche FITF sans plus 
d'explication. 
Malgré cette réduction du nombre de tests, une correction pour test multiple 
est nécessaire. Les tests sont donc déclarés significatifs si Pi < Œx' où Pi est la valeur 
P pour le iième LRT et Œx le seuil de significativité pour l'étape x. Ce seuil est corrigé 
pour contrôler le false discovery rate (FDR [Benjamini et Hochberg 1')95]), soit le 
ratio du nombre d'hypothèse nulles faussement rejetées sur le nombre total 
d'hypothèses nulles rejetées. 
2.4. Sélection de variables 
Le problème de dimensionnalité apporte un défi important au nweau du 
nombre de tests statistiques à effectuer lorsqu'on considère les interactions. En effet, 
un simple nombre de 10 facteurs entraîne un nombre de 45 interactions à deux 
facteurs et un nombre de 120 interactions à trois facteurs. Dans un tel cas, ignorer le 
problème de correction pour tests multiples entraîne ~ne erreur de type 1 élevée alors 
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que le considérer pourrait, au contraire, hausser l'erreur de type 2. La réduction du 
nombre de tests s'avère une étape essentielle à la détection des interactions. 
Cependant, cette réduction ne doit pas se faire au détriment des dépendances entre les 
facteurs qui, considérés individuellement, n'ont aucun effet. 
À cet égard, il existe plusieurs approches statistiques et informatiques pour 
attribuer une valeur de qualité aux attributs d'un ensemble de données. La sélection' 
, ' 
des variables ayant les valeurs les plus importantes permettrait de réduire 
considérablement le nombre de tests effectués. Cette valeur doit être attribuée selon la 
capacité de chaque attribut à prédire la classe correctement tout en tenant compte des 
dépendances (ou interactions) entre les attributs. En ce sens, deux méthodes de 
sélection de, variables ont été choisies pour leur capacité de détecter ce genre de 
, . 
dépendances soit, les réseaux de nellrones et l'algorithme ReliefF. 
2.4.1. Réseau de neurones 
Les réseaux de neurones sont des modèles couramment utilisés en 
apprentissage machine. Le terme «apprentissage» vient d'ailleurs du fait que ces 
réseaux sont basés sur la capacité du cerveau à résoudre des problèmes. Ils peuvent 
être représentés sous (orme de' graphe orienté NN.= (V, E, w) avec un ensemble de 
nœuds Vet un ensemble de connexion E chacune associée à un poids w. Les nœuds 
représentent les neurones, les arcs composent les connexions synaptiques entre le 
neurone et la direction des arcs indique le sens dans lequel se transporte l'information 
(Figure 2.2). 
Les nœuds (ou neurones) sont groupés en trois couches: la couche d'entrée, la 
couche cachée et celle de sortie. La couche cachée peut elle-même être composée 
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d'un nombre de couches allant de zéro à plusieurs. L'information est donnée, sous 
forme de vecteurs, aux nœuds de la couche d'entrées. Chacun de ces nœuds d'entrées 
(X;) est connecté à un ou plusieurs nœuds de la couche cachée (Hj(l»). Les nœuds de la 
première couche cachée sont connectés aux nœuds de la couche suivante, soit à une 
autre couche de la couche cachéè et ainsi de suite jusqu'à leur connexion aux nœuds 
de la couche de sortie (Ok)' 
Algorithme Réseau de neurones (rétro-propagation) 
1. Initialiser tous les poids à des valeurs aléatoires 
2. Jusqu'a la condition d'arrêt (nombre d'itérations ou seuil d'erreur minimal à 
atteindre), faire : 
• Pour chaque exemple d'entraînement (individus), faire: 
a) Entrer chaque exemple d'entraînement dans le réseau et calculer 
la sortie. 
b) Pour chaque unité de sortie k 
c) Pour chaque unité cachée h 
5h +--- oh [1-ohJ L wh,k5k k E outputs 
d) Mise à jour des poids Wij 
w· . +--- w· . + ~W .. I,J I,J I,J 
où, 
~W . . ='75 ·x· .+a~w .. (n-l) I,J J I,J I,J 
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couche cachée 
Xl 
": X2 ~ 
... ~ 
sortie :.. 
';:::: 
- x3 :u 
xn 
Figure 2.2 - Schéma d'un réseau de neurones à une couche cachée. 
Représentation d'un réseau de neurones à n entrées (X), six neurones 
dans la couche cachée (H) et un neurone de sortie (0), la fonction 
d'activation est représentée par la fonction tangente hyperbolique à la 
sortie de chaque neurone de la couche cachée et de sortie. 
r 
.r 
) 
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2.4.1.1. Extraire l'information 
L'attribution de valeur de qualité à chacun des facteurs se fait par l'analyse 
d'un réseau de neurones préalablement entraîné avec· notre ensemble de données. La 
pertinence de chacun des facteurs (input) est mesurée par la formule qui suit: 
H S;=L>ij 
j=1 
plus la valeur de Si est élevée, plus le facteur i est pertinent. La pertinence totale Si 
correspond à la somme de chaque importance si) des poids wi) entre le facteur d'entrée 
/ 
i et l'unité j de la couche cachée. La pertinence (su) peut être calculée de plusieurs 
manières, notamment : 
Technique de régularisation (Déclin du poids) : 
L' obj ectif du réseau est de minimiser la fonction d'erreur 
où ti est la valeur cible (classe) et ai la valeur donnée par le réseau (prédiction). En 
utilisant la méthode de weight decay, par l'ajout d'un terme B à l'erreur calculé 
précédemment, la nouvelle fonction d'erreur devient 
1 
E = Eo +-f.1B 
2 
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où f1 est le paramètre représentant l'importance du terme de biais B. Plusieurs 
alternatives quant au calcul du terme de biais B peuvent être envisagées, dont les trois ' 
exemples ci-dessous où wij est le poids de la connexion entre les nœudsi etj et Wo est 
un paramètre libre: 
i) B= LW~ 
ij 
ii) B = L w~ /( 1 + W~) . 
ij 
... ) B-~ (w~/wn 
11l -L..( 21 2) ij l+wij Wo 
L'alternative ii) sera retenue en raison du fait qu'elle diminue le·s faibles poids plus 
rapidement que les poids plus élevés. La nouvelle fonction d'erreur qui en résulte 
sera de la forme suivante: 
E = ~ L (li - 0i ) 2 + ~ fi L. W~ / ( 1 + W~ ) 
1 1j 
En optimisant le réseau de neurones pour ce type de données, l'efficacité de 
sélection de variables devrait augmenter de la même manière. Pour ce faire, les 
réseaux ont été entraînés en utilisant l'algorithme de rétro propagation présenté avec 
fonction de minimisation de l'erreur (descente de gradient) et technique de 
régularisation (déclin du poids). Le code source en langage python à été écrit 
initialement par Neil Schemenauer et est disponible à l'adresse http://arctrix.com 
/nas/python/bpnn. py. 
} 
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2.4.2. ReliefF 
Initialement développé sous le nom de Relief par Kir~ et Rendell [Kira et 
Rendell 1992]) cet algorithme fournit une valeur de qualité aux attributs en tenant 
. compte des dépendances entre ceux-ci. L'algorithine Relief donne une valeur de 
qualité aux attributs par l'entremise d'un algorithme qui sélectionne les « plus 
proches voisins» de chaque groupe (cas et contrôle) en se basant sur les vecteurs de 
valeurs à chacun des facteurs. La valeur dè qualité pour chaque facteur est estimée 
selon que le voisin le plus proche, de la même classe, d'une instance choisit au hasard 
(H) et le plus proche voisin de l'autre classe (M) ont la même valeur ou non. Cette 
valeur de qualité pour chaque facteur peut aller de -1 (pire) à + 1 (meilleure). En 
d'autres termes, plus un facteur .sera utile pour différencier èntre les instances 
(individus) d'une classe par rapport à l'autre, plus sa valeur de qualité sera élevée. À 
l'inverse, si les valeurs d'un f~cteur (allèle) sont représentées de manière aléatoire 
entre les groupes cas et contrôle alors la valeur de qualité sera faible. 
Dans l'intention de rendre l'algorithme plus robuste, Robnik-Sikonja et 
Kononenko rRobnik-Sikonja et Kononenko 2003] ont produit une seconde version: 
ReliefF. Cette version peut accepter les ensembles de données contenant plus de deux 
classes différentes et est plus robuste face aux bruits de fond puisque les k plus 
proches voisins (voir ligne 7 de l'algorithme) sont sélectionnés contrairement à un 
seul dans la première version. Le pseudo-code utilisé pour ce projet est représenté ci-
dessous (n'inclus pas la modification pour accepter plus de deux classes puisqu'elle 
est inutile pour les études cas-contrôles) : 
Algorithme ReliefF 
Entrée: pour chaque instance, un vecteur de valeurs (pour chaque facteur) et une 
classe 
Sortie : un vecteur W des estimations de valeurs de qualité 
1. pour chaque poids W [A] : = 0.0; 
2. pour i : = 1 à m faire (où m = le nombre total d'individus) 
3. sélectionner aléatoirement une instance Ri: 
4. trouver les k plus proches voisins de même classe H.J ; 
5. trouver les k plus proches voisins de classe différente M.J ; 
6. pour A: = 1 à a faire (où a = le nombre total d'attributs) 
k k 
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7. W[A] = W[A] - Ldiff(A,R"Hj)/(m.k)+ Ldiff(A,Ri'M;)/(m'k); 
j=1 j=1 
8. fin ReliefF 
où, 
si valeur ( A, Il) = valeur ( A, 12 ) 
sInon 
Les valeurs manquantes constituent aussi un problème important pour lequel 
l'algorithme ReliefF apporte une solution. En effet, lorsque une ou les deux valeurs 
sont manquantes, la fonction diff est modifiée de manière à traiter les valeurs 
manquantes de façon probalistique. On calcul alors la probabilité que deux instances 
aient deux valeurs différentes conditionnellement à la valeur de la classe. Deux 
situations sont possibles: 
- lorsqu'une instance à une valeur manquante (ex. : 1IJ : 
-si les deux instances ont des valeurs manquantes: 
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#valeurs(A) 
diff( A,11 ,12 ) = l l (p (V 1 classe ( I l ))X P(Vlclasse( 12 ))) 
v 
Ces caractéristiques font en sorte que l'algorithme RelietF constitue un outil 
de sélection de variables intéressant pour l'étude d'interaction,s. ' 
2.5. Induction constructive 
L'induction constructive consiste à prendre un sous-ensemble d'attributs dans 
) 
l'ensemble de données et de créer une nouvelle variable dont les valeurs sont 
calculées à partir des valeursqes attributs du sous-ensemble. Cette technique est 
généralement employée afin de réduire la complexité des données pour augmenter la 
performance d'algorithme d'apprentissage machine (figure 2.3). 
xl x2 classe xl x2 classe 
0 0 0 0 0 
0 1 1 ':> 1 0 1 1 1 1 1 
0 0 0 
Figure 2.3 - Construction de variables basées sur les 
données (xl et x2: variables catégorielles indépendantes, 
, . 
classe: variable dépendante et xl_x2: nouvelle variable 
construite à partir des variables ,x 1 et x2). 
Dans notre cas, l'induction constructive ne sera pas seulement utilisée comme 
moyen de réduire la complexité de l'ensemble de données, mais aussi dans le but de 
faciliter l'attribution de la valeur de qualité (par méthode de sélection de variablès) 
aux attributs interagissants. En d'autres termes, pour chaque ordre d'interaction 
analysé, de nouveaux attributs seront construits à partir de toutes les combinai~ons 
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d'attributs et ce sont à ces nouveaux attributs qu'une valeur de qualité sera attribuée. 
Il existe plusieurs algorithmes de construction de nouvelles variables dont deux ont 
été utilisées pour ce projet, soit l'algorithme de Kramer [Kramer 1994] et le second, 
une implémentation de la méthode de décomposition d'erreur minimale développée 
par Zupan [Zupan 1997, Zupan et al. 1998]. Ces deux méthodes sont implémentées 
dans le logiciel· de forage de données Orange disponible au 
http://www.ailab.si/orange/. Ce logiciel comprend une multitude de technique de 
forage de données accessible directement via du code en langage Python ou via sont 
interface graphique. 
2.6. Stratégie de détection des interactions (SDI) 
L'approche finale repose sur une intégration de certains algorithmes et outils 
statistiques présentés précédemment. Il s'agit aussi d'un processus multi-étapes 
comme suit: 
1. Entrer les données à analyser. 
2. Sélectionner les n variables les plus informatives b~sés sur leur valeur de 
qualité. 
3. Générer le code permettant d'exécuter une régression logistique sur les 
variables sélectionnées. 
4. Construire les nouvelles variables par induction constructive en utilisant 
toutes les combinaisons de x facteurs (où x est l'ordre d'interaction à 
analyser). 
5. Répéter les étapes 2 à 4 pour l'ordre d'interaction suivant. 
6. Exécuter le code pour les régressions logistiques et analyser les résulta.ts. 
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Ces étapes sont aussi représentées à la figure 2.4 . De la même manière que 
l'approche FITF, les tests seront déclarés significatif si Pi < ax ' où Pi est la valeur P . 
pour le iième LR T et a
x 
le seuil de significati~ité pour l'étape x. Ce seuil est aussi 
corrigé pour contrôler le FDR. 
1 le 1--
1 Entrée des 1 
données 1 
Vérification des interactions de plus 
haut niveau 
~ 
Création d'un nouvel 
ens. de données 
avec les nouveaux 
attributs 
Générer le code Sélection des 
attributs Stata pour l'analyse de lR 
·1 Résultats 1 
ReliefF 1 STATA 1 
Figure 2.4 - Schéma du cadre de travail d'analyse des interactions gène-gène. 
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Les étapes schématisées sont présentées en noires. Les algorithmes et programmes 
utilisés dans l'approche sont présentés en rouges. CI = Induction constructive; RL = 
régression logistique. 
. CHAPITRE 3 
Résultats 
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3.1. Sélection de variables 
La première étape du projet visait à rechercher une méthode de sélection de 
variables efficace sur des ensembles de données de type cas-contrôles. Pour ce faire, 
nous avons investigué deux approches: les réseaux de neurones et l'algorithme 
ReliefF. 
3.1.1. Réseau de neurones 
Les réseaux de neurones sont employés en apprentissage machine pour 
résoudre des problèmes complexes. Toutefois, leur utilisation en tant que méthode de 
sélection de variables n'est pas répandue. La figure 3.1 illustre la capacité de 
prédiction du réseau de neurones lors de la phase d'entraînement et de la phase test en 
fonction d'un nombre croissant de neurones dans la couche cachée. Ici, il était 
attendu de voir la capacité de prédiction augmenter en fonction du nombre de nœuds. 
En effet, l'augmentation du nombre de nœud revient à ajouter des paramètres à 
l'équation servant à modéliser les données. 'Ainsi, plus ce nombre est grand, mieux le 
réseau devrait s'ajuster à l'ensemble de données. Cependant, la prédiction face à un 
nouvel ensemble (phase test) démontre une faible efficacité de notre architecture de 
réseau puisque l'erreur de prédiction se situe autour du 50 %. Ces valeurs 
représentent le pire prédicteur possible puisque, pour un ensemble de données à deux 
classes, le pourcentage de classification attendu par chance devrait tourner autour de 
cette valeur. Cette faible capacité est reflétée par la figure 3.2 qui montre le même 
nombre croissant de neurones dans la couche cachée, mais jumelé à la consistance de 
validation croisée. Cette dernière représente le nombre de fois, à travers les étapes de 
validation croisée, que les facteurs faisant partie de l'interaction sont trouvés comme 
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étant les meilleurs prédicteurs' de l'état de la maladie. Une relation linéaire était 
attendue, puisque les facteurs faisant partie de l'interaction devaient apporter de 
l'information significative permettant de mieux classifier les individus, ce qui n'est 
pas le cas, peu importe le critère de sélection. 
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Figure 3.1- Moyenne de précision du réseau de neurones. 
Les valeurs ont été prises pour la phase d'entraînement et de test après 
une validation croisée 5-pli (5-fold) pour un nombre croissant de 
neurones dans la couche cachée. L'ensemble de données a donc été 
séparé en cinq parties égales et l'analyse a été conduite à cinq reprises en 
utilisant des sous-ensembles d'entraînement (4/5) et test (115) différents. 
Les mesures de précisions ont été additionnées et divisées par cinq afin 
de refléter la moyenne. 
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Figure 3.2 - Consistance de validation-croisée (VC) 5-pli du réseau de neurones en fonction de a) la précision durant la phase test et 
b) la phase d'entraînement. La consistance de VC représente le nombre de fois, à travers les étapes de VC, que l'interaction est trouvée 
comme apportant le plus d'information. Les consistances ont été déterminées en utilisant les techniques de Tetko [Tetko et coll. 1996], 
Devena [Devena 1994] et Belue [Belue and Bauer 1995]. Les valeurs des consistances doivent être interprétées sur cinq (VC 5-pli). 
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3.1.2. ReliefF 
Le deuxième algorithme utilisé était ReliefF. Celui-ci prend compte des 
dépendances entre les attributs dans l'ensemble de données. Néanmoins, afin 
, 
d'augmenter son efficacité face aux interactions, un algorithme d'induction 
constructive a été utilisé afin de construire toutes les combinaisons de facteurs, selon 
l'ordre d'interaction à tester. Plusieurs algorithmes existent à cette fin. L'algorithme 
de Kramer [Kramer 1994] et l'algorithme basé sur le gain en information (GI) 
[Jakulin et Bratko 2003] ont été utilisés à cause de leur efficacité à identifier les 
relations entre variables afin de construire de nouveaux attributs en utilisant des sous-
ensembles d'attributs déjà existants. Le but se voulait de déterminer lequel des deux 
algorithmes se voulait le plus efficace de manière globale face aux différents modèles 
d'interaction simulés. Autrement dit, qui performe bien face à un plus grand nombre 
de modèles (Figure 2.1). À ce propos, la figure 3.3 illustre bien l'écart entre les deux 
algorithmes d'induction constructive dans leur capacité à augmenter la sélectivité de 
l'algorithme ReliefF. À cét égard, nous notons une contribution de la méthode de 
Kramer plus importante pour les trois premiers modèles, équivalente pour le modèle 
quatre et une contribution plus marquée de l'algorithme basé sur le gain 
d'information pour les modèles cinq et six. Les gènes faisant parti de l'interaction 
dans les deux derniers modèles ont des fréquences d'allèles mineurs relativement 
faibles et présentent des profils d'interactions plus complexes, ce qui est plus en 
accord avec la réalité en comparaison aux autres modèles qui présentent des 
interactions complexes mieux définies et des fréquences élevées. Par conséquent, 
l'algorithme basé sur la maximisation du gain en information a été privilégié pour la 
suite du projet. 
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Figure 3.3 - Détennination du pouvoir de l'algorithme ReliefF lorsque jumelé aux 
méthodes d'induction constructive basées sur le gain en infonnation (GI) et sur la 
méthode de Kramer. Le pouvoir (en pourcentage) représente la capacité de ReliefF à 
attribuer une valeur de qualité importante à la nouvelle variable formée par la 
combinaison des facteurs faisant partie de l'interaction. Plus précisément, ce pouvoir 
indique le pourcentage de fois, à travers les 100 ensembles de données (Section 2.1.1) 
pour des combinaisons de bruits de fond différentes et pour chacun des modèles 
(Figure 2.1), où ReliefF a attribué la plus grande valeur de qualité au nouvel attribut 
fonné à partir des facteurs de l'interaction. Chaque point représente une ou plusieurs 
sources de bruits de fond. Pour chacun des modèles, les lignes horizontales et 
verticales ont pour but de délimiter la zone où l'algorithme ReliefF a obtenu un 
pouvoir plus grand que 80%. Quant à la ligne diagonale, elle pennet de visualiser la 
méthode d'induction constructive qui favorise l'attribution d'une valeur de qualité 
élevée au nouvel attribut ci-haut mentionné (ex. : dans le modèle 6, la majorité des 
points se trouvent en bas de la diagonale, ce qui indique que la méthode basée sur le 
GI identifie le nouvel attribut comme ayant la meilleur valeur de qualité dans une 
plus grande proportion que la méthode de Kramer pour ce modèle). 
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3.2. Évaluation des .outils 
L'étape de validation consistait, dans un premier temps, en "'évaluation des 
outils MDR et FITF sur les ensembles de données simulées. Les tableaux IV et V 
illustrent ainsi, sous forme de pourcentage d'efficacité à trouver l'interaction, la 
capacité de détection de l'épistasie en présence de différents problèmes biologiques 
présents dans les études d'association et selon différents modèles d'interaction non 
linéaire. Ces tableaux montrent ainsi une meilleure aptitude globale à caractériser les 
interactions de la part de l'outil MDR. Soulignons que le problème d'hétérogénéité 
génétique semble représenter le bruit de fond apportant le niveau de difficulté le plus 
élevé. De plus, les modèles basés. sur des fréquences d'allèles mineurs faibles 
présentent généralement un défi plus important, à l'exception des modèles un et trois 
qui, pour l'outil FITF obtiennent des valeurs de performances plus faibles que pour 
les modèles plus complexes. En outre, cette dernière approche possède une efficacité 
pratiquement nulle même en absence de bruit d~ fond. La connaissance des réactions 
de chacun des outils face aux sources de bruits de fond communément rencontrées 
dans les ensembles de données cas~contrôles permettra une meilleure interprétation 
des résultats lors de la prise en compte des populations à l'étude. 
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Tableau IV - Pouvoir de détection des interactions de l'outil MDR (nombre 
d'ensembles de données (sur 100, VOIr section 2.1.1) où le MDR a 
correctement identifié l'interaction). 
MDR version 1.0.0 
source de bruit Pouvoir ~%~ 
Model1 Model2 Model3 Model4 Model5 Model6 
None ~ 75 ~ 75 ~ 75 ~ 75 ~ 75 ~ 75 
GE ~ 75 ~ 75 ~ 75 ~ 75 ~ 75.· ~ 75 
MS ~ 75 ~ 75 ~ 75 ~ 75 ~ 75 ~ 75 
GE+MS ~ 75 ~ 75 ~ 75 ~ 75 ~ 75 ~ 75 
PC ~ 75 ~ 75 56 44 40 43 
GE+PC ~ 75 ~ 75 5~ 61 42 50 
PC+MS ~ 75 ~ 75 57 58 22 25 
GE+PC+MS ~ 75 ~ 75 53 55 27 31 
GH 40 51 33 44 27 32 
GE+GH 50 51 33 44 27 31 
GH+MS 44 51 35 38. 28 32 
GE+GH+MS 48 50 36 41 26 22 
GE+GH+PC 97 37 13 7 5 6 
GH+PC 26 32 8 8 8 6 
GH+PC+MS 29 43 10 12 9 10 
GE+GH+PC+MS 29 28 7 10 6 8 
GE = 5 % erreur de génotypage, GH = 50 % hétérogénéité génétique, PC = 50 % phénocopie, MS = 
5 % valeurs manquantes 
Tableau V - Pouvoir de détection des interactions de l'outil FITF (nombre 
d'ensembles de données (sur 100, vOIr section 2.1.1) où le FITF a 
correctement identifié l'interaction). 
source de bruit 
None 
GE 
MS 
GE+MS 
PC 
GE+PC 
PC+MS 
GE+PC+MS 
GH 
GE+GH 
GH+MS 
GE+GH+MS 
GE+GH+PC 
GH+PC 
GH+PC+MS 
GE+GH+PC+MS 
FITF 
Pouvoir 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 
10 ?:. 75 ?:. 75 ?:. 75 ?:. 75 ?:. 75 
12 ?:. 75 73 ?:. 75 ?:. 75 ?:. 
11 ?:. 75 66 ?:. 75 ?:. 75 ?:. 75 
11 ?:. 75 71 ?:. 75 ?:. 75 ?:. 75 
16 ?:. 75 13 52 56 69 
7 ?:. 75 22 54 60 ?:. 75 
16 ?:.75 14 48 51 58 
8 ?:. 75 17 53 42 66 
13 
10 
12 
7 
3 
5 
4 
'3 
?:. 75 
?:. 75 
?:. 75 
?:. 75 
39 
48 
,40 
39 
25 
25 
20 
20 
4 
2 
3 
3 
64 
64 
58 
59 
4 
8 
8 
3 
53 
53 
53 
49 
'3 
5 
7 
7 
?:. 75 
67 
64 
61 
7 
11 
15 
12 
GE 5 % erreur de génotypage, GH = 50 % hétérogénéité génétique, PC = 50 "1" phénocopie, MS = 
5 % valeurs manquantes 
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Ensuite, notre stratégie de détection des interactions (SDI) a été comparée aux 
deux outils précédents, soient MDR et FITF. La figure 3.4 illustre sous forme de carte 
de couleurs (heat-map) l'efficacité de chacun des outils. Dans ce cas, les résultats ont 
été ajustés en tenant compte de l 'hétérogénéité génétique de certains ensembles. Cet 
ajustement est nécessaire puisque dans un tel cas, il faut mesurer l'efficacité des 
méthodes à détecter chacune des interactions influençant le statut d'un individu. De 
plus, pour notre SDI, trois seuils de significativités différents ont été employés, 
soient: aucune correction pour test multiple, FDR semblable à celui utilisé pour FITF 
[Millstein et coll. 2006] et Bonferoni (cinq tests par ensemble) une approche plus 
conservatrice de correction. La méthode privilégiée sera celle utilisant le FDR, 
puisque moins sévère que Bonferoni et fréquemment utilisée dans ce domaine. Ceci 
nous permet donc de voir un profil d'efficacité diversifié entre les trois outils. En ce 
qui concerne les différents modèles, MDR présente une efficacité moindre face aux 
modèles formés à partir de fréquences alléliques mineures faibles. FITF, quant à lui, 
possède une efficacité faible pour-les modèles de type XOR (modèles 1 et 3), en 
général, mais surpasse les deux autres outils dans les modèles plus complexes 
(modèles 4, 5 et 6) ainsi que dans le modèle formé à partir de celui de Frankel et 
Schork (modèle 2) [Frankel et Schork 1996]. Notre SDI se situe à mi-chemin entre 
MDR et FITF. Nous remarquons que l'efficacité ne varie que très peu selon la 
méthode de correction pour test multiple utilisée. Il possède une efficacité moyenne 
pour les modèles un et deux et surpasse légèrement MDR pour les modèles 5 et 6. Le 
point intéressant se situe au niveau des différentes som:ces de bruits de fond. En effet, 
sans bruit de fond et lorsqu'en présence d'erreur de génotypage (GE), de 'données -
manquantes (MS) et une combinaison de ces derniers (GE + MS), l'ensemble des 
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approches ont des capacités de détection élevées. Toutefois, lorsque les ensembles 
comportent des .phénocopies (PC) ou de l'hétérogénéité génétique (GH), FITF 
possède un net avantage, principalement dans les trois derniers modèles, sur les deux 
autres alors que MDR obtient les résultats les plus faibles dans les modèles 5 et 6. En 
plus, lorsque jumelés, les problèmes de phénocopies et d'hétérogénéité génétique 
engendrent une forte diminution de l'efficacité des outils, hormis pour le modèle 2 
chez FITF. En somme, les différences fondamentales au niveau des approches 
utilisées par les différents outils sont reflétées par la ~iversité présente dans leur 
efficacité à caractériser les interactions à 1 'intérieur de groupes de données possédant 
des caractéristiques distinctes. 
0.0 100.0 
2 3 456 
Model 
2 3 456 
Model 
2 3 456 
Model 
2 345 6 
Model 
Figure 3.4 - Cartographie de l'efficacité des outils de détections des interactions. 
2 3 456 
Model 
None 
GE 
MS 
GE+MS 
PC 
GE+PC 
PC+MS 
GE+PC+MS 
GH 
GE+GH 
GH+MS 
GE+GH+MS 
GE+GH+PC 
GH+PC 
GH+PC+MS 
GE+GH+PC+MS 
Les valeurs ont été ajustées pour tenir compte de la seconde interaction présente dans les ensembles de données montrant de 
l'hétérogénéité génétique (HG). Les valeurs varient de 0 (vert) à 100 (rouge) pour indiquer le nombre de fois, à travers chaque 
groupe de 100 ensembles de données simulées (section 2.1.1), où l'interaction a été identifiée de manière significative. 
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3.2.1. Sélection de variables 
En ce qui- concerne l'algorithme ReliefF, cet ajout constituait un point 
important afin de rédùire le nombre de faux positifs produits suite à un important 
nombre de tests statistiques. À cet effet, la figure 3.5 présente le taux de faux positifs 
, 
moyen produit lors de l;analyse de chacun des modèles d'interaction à l'aide des 
outils vérifiés. La SDr se classe comme l'outil produisant le moins de faux positifs. 
peu importe le seuil de significativité, mis à part les modèles 5 et 6 pour la SDr sans 
correction pour test multiple. Les résultats présentés à la figure 3.4 concernant les 
différents modèles se reflètent sur la figure 3.5 puisquè FITF produit un plus grand 
nombre de faux positifs pour les modèles les plus simples. En dernière analyse, .' 
. . 
l'algorithme ReliefF permet à la SDr de limiter le nombre d'interactions faussement 
identifiées, augmentant de ce fait la fiabilité des résultats et permettant dè se 
concentrer sur leur interprétation. 
\ 
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Figure 3.5 - Taux de faux positifs produits par les différents outils de caractérisation 
des interactions. Ce taux a été calculé en rapport avec le nombre total de combinaison 
de deux facteurs possibles. Pour obtenir un taux de faux positifs de 5% pour un 
modèle, il faut retrouver un nombre total de faux positifs (pour la totalité des 
ensembles de données simulées pour ce modèle) de 36 ((3.%20) ·100 = 5%). 
nbr total de comb. = C~o . nbr d'ensemble de données par modèle = 45 ·16 = 720 
3.3. Interactions gène-gène dans la susceptibilité à la LLA 
3.3.1. Filtration des données 
3.3.1.1. Connaissances biologiques 
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Il existe plusieurs manières de filtrer les données. Cette filtration ne doit 
cep~ndant pas faire obstacle à la recherche d'informations. Les connaissances a priori 
constituent un moyen efficace de diminuer le nombre de variables considérées dans 
l'étude. La première étape de filtration basée sur les connaissances biologiques 
consistait en la sélection des polymorphismes faisant partie de voies biologiques 
connues pour leur implication dans les différents types de cancer, soit la voie de " 
réparation de l'ADN, des points de contrôles du cycle cellulaire et du métabolisme 
des carcinogènes et réponse au stress oxydant. Ensuite, les tableaux VI et VII 
montrent les polymorphismes qui ont été retirés de l'étude dans un premier temps en 
raison de leur taux de valeurs manquantes supérieur à 10 % et d'autre part en raison 
de leurs fréquences d'allèles mineures inférieures à 5 %. Le nombre de 10 % en 
raison du nombre recommandé de valeurs manquantes de 5 % [Ritchie et coll. 
" 2003a]. Ici, le nombre considéré est plus élevé pour inclure un plus grand nombre de 
variables dans les étapes de filtration subséquentes. Une méthode d'imputation de 
données sera donc nécessaire lors de l'analyse finale. Enfin, le seuil de 5 % établi 
pour les fréquences d'allèles mineures a déjà été mentionné précédemment. 
Ainsi, l'ensemble des polymorphismes des gènes AOXl, CYPlA2, CYP3A4, GSTMl, 
GSTPl, GSTTl, MPO, NA Tl, NAT2, NQOl, NR1J2 et SOD2 faisant parties de la voie 
du métabolisme des carcinogènes et stress oxydant ont" été éliminés de" même que 
certain polymorphismes des gènes CYPlAl, CYP2D6 et CYP2El. Pour la voie de 
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réparation de l'ADN, ce sont les polymorphismes des gènes APEX, MSH3, OGG1, 
, 
XPD, XPF; XRCC1, XRCC2 et XRCC3 ainsi que certains parmi les gènes ATM, 
BRCA2, KU80 et XRCC4. Finalement, seuls les polymorphismes du gène TGFfJl 
représenteront la voie de points de contrôles du cycle cellulaire pour la suite des 
analyses. En ce qui a trait à la fréquence d'allèle mineure, les polymorphismes des 
gènes CYP1Al et CYP2D6 ont été enlevé ainsi que le polymorphisme CYP2El 
-1259 G>C. Un total de dix-sept polymorphismes sont toujours présents suite à ces 
deux étapes de filtration. 
) 
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Tableau VI- Filtration basée sur le nombre de données manquantes. 
Ces données proviennent de ,notre base de données (PANDORAj qui ont déjà été 
utilisés lors d'études antérieures [Krajinovicet coll. 1999; Healy et coll. 2007; 
Mathonnet et coll. 2003].· Les polymorphismes rejetés (pourcentage de données 
manquantes supérieur à 10%) sont représentés en caractères gras. 
Voie Polymorphisme Données Gène a 
métabolique Exon Position manquantes (%) 
AOXI 34 95 57,2 
CYPiAI 7 128 8,3 
7 130 7,6 
7 249 27,0 
CYPIA2 1 -151 30,4 
CYP2D6 2637 8,3 ' 
3 1934 36,2 
3 2938 56,4 
CYP2E -1259 6,3 
1 -297 36,3 
-35 7,3 
CYP3A4 1 290 42,6 
GSTMI 18,0 
1 844 59,9 
GSTPl 5 342 20,7 
6 370 21,9 
GSTTl 31,6 
Métabolisme MPO 1 7 33,8 
des MTHFR 1 1298 5,9 
carcinogènes et 4 667 8,5 
stress oxydatif NATl '1 559 34,5 
1 560 34,5 
1 640 34,5 
1 1088 33,8 
1 1095 32,8 
NAT2 1 282 . 69,3 
1 341 12,6 
1 481 33,8 
1 590 32,8 
1 803 37,5 
1 857 36,8 
NOS3 -793 8,8 
7 914 8,7 
NQOl 1 -465 18,3 
6 609 17,8 
NR1I2 1 831 65,7 
SOD2 2 2 32,9 
2 3 72,8 
a sur une possibilité de 255 cas et 310 contrôles 
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Tableau VI (suite) 
Voie Polymorphisme Données Gène a 
métabolique Exon Position manquantes (%) 
APEX 5 9 46,2 
ATM -1206 5,9 
1 -635 27,5 
BRCA2 .1 -1555 5,4 
-1260 4,6 
1 -1144 4,4 
1 -1134 22,4 
-908 4,4 
1 -254 11,0 
KU80 1 -1379 7,5 
1 -297 19,0 
MLHI 8 67 20,2 
Réparation de MSH3 22 35 23,6 
l'ADN 24 6 23,9 
OGGI 1 326 22,8 
RADS 1 -1185 3,2 
XPD 22 62 24,6 
XPF 1 844 45,0 
8 34 44,0 
XRCCI 6 93 24,1 
10 114, 22,8' 
XRCC2 1 -364 17,1 
XRCC3 3 -281 25,5 
8 162 24,8 
XRCC4 1 -1864 5,1 
1 -1407 18,8 
CCND1 4 870 54,2 
CDKNIA 1 -1284 22,9 
1 -899 23,6 
1 -791 22,9 
CDKNlB 1 -1857 23,4 
1 -1608 17,5 
Points de 1 -373 18,8 
contrôle du CDKN2A 1 -222 18,0 
cycle cellulaire CDKN2B 1 -1270 19,2 
1 -287 19,7 
RBI 1 -1554 20,4 
TGFBl 1 -1886 2,5 
1 -1571 3,7 
1 -1550 2,9 
1 -508 2,4 
a sur une possibilité de 255 cas et 310 contrôles 
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Tableau VII - Filtration basée sur la fréquence de l'allèle mineur. Les 
polymorphismes rejetés (fréquence d'allèle mineure inférieure à 5%) sont 
représentés en caractères gras. 
Gènes Polymorphisme F.A.M. 
Exon Position 
ATM 1 -1206 0.109 
BRCA2 1 -1555 0.433 
1 -1260 0.403 
1 -1144 0.414 
1 -908 0.406 
CYPIAI 7 128 0.041 
7 130 0.029 
CYP2D6 1 2637 0.021 
CYP2E 1 -1259 0.03 
1 -35 0.056 
KU80 1 -1379 0.45 
MTHFR 1 1298 0.271 
4 667 0.364 
NOS3 1 -793 0.422 
7 914 0.346 
RAD51 1 -1185 0.496 
TGFBl 1 -1886 0.331 
1 -1571 0.41 
1 -1550 0.324 
1 -508 0.329 
XRCC4 1 -1864 0.471 
FAM : Fréquence de l'allèle mineur. 
) 
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3.3.1.2. Test pour effet indépendant 
Suivant notre hypothèse de départ qui stipule que les gènes impliqués seraient 
de faible pénétrance, nous avons déterminé l'implication, au niveau individuel, des 
polymorphismes dans la susceptibilité à la LLA. Les valeurs de significativités P sont 
présentées pour les génotypes et les allèles correspondants dans les tableaux VIII et 
IX respectivement. Pour les génotypes, seules les personnes hétérozygotes ou 
homozygotes pour l'allèle C du polymorphisme XRCC4 -1864 T>C sont sous 
représentés dans le groupe cas. Ceci nous indique que le fait de porter au moins un 
allèle C aurait un effet protecteur sur la maladie. En second lieu, lorsque l'on 
considère les allèles indépendamment, les allèles BRCA2 -1555 A>C et MrHFR 
1298A>C présente une association avec la LLA. Le fait que ces polymorphismes 
soient associés de manière indéperidante avec la maladie pourraient biaiser les 
résultats des tests d'interactions en s'associant avec n'importe quel autre 
polymorphisme. Par conséquent, ces trois polymorphismes ont été supprimés des 
analyses suivantes. 
... 
') 
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Tableau VIII - Fréquences génotypiques des polymorphismes dans les groupes 
patients et contrôles. Le polymorphisme rejeté (association significative avec la LLA) 
est représenté en caractères gras. 
Gènes Pol~morphisme Génotype Cas Contrôles OR (95 % CI) pe 
Exon Position (N) (N) 
ATM 1 -1206 GG 204 240 1,176 (0,775 - 1,787) 0,457 GT, TT 55 55 
BRCA2 -1555 CC 81 108 1,305 (0,916 - 1,857) 0,152 CA,AA 182 186 
-1260 NN 100 105 0,863 (0,611 - 1,217) 0,429 
ND,DD 161 196 
-1144 AA 92 110 1,076 (0,762 - l,520) 0,725 
AG,GG 171 190 
CYP2E -35 GG 227 260 1,268 (0,738 - 2,178) 0,410 GT, TT 31 28 
KU80 -l379 GG 81 82 0,762 (0,527 - l,10O) 0,159 GT, TT 164 218 
MTHFR 1298 AA 151 142 0,825 (0,591 - 1,153) 0,149 
AC, CC 122 l39 
4 667 CC 106 112 1,146 (0,812 -1,617) 0,483 CT, TT 167 154 
NOS3 -793 TT 81 93 1,289 (0,897 - 1,852) 0,197 
TC, CC 192 171 
7 914 GG 124 117 0,963 (0,685 - 1,353) 0,862 GT, TT 150 147 
RAD51 -1185 AA 66 73 0,967 (0,659 - 1,418) 0,922 AT, TT 201 230 
TGFB1 1 -1886 AA 123 l32 0,941 (0,676 - 1,308) 0,737 
AG,GG 149 170 
-1571 GG 91 104 1,004 (0,710-1,421) 1,000 
AG,GG 174 198 
-1550 II 124 l37 0,940 (0,676 - 1,308) 0,737 
IN ,NN 143 168 
-508 GG 122 l35 0,963 (0,693 - 1,339) 0,867 
AG,AA 148 170 
XRCC4 1 -1864 TT 85 74 0,670 (0,463 - 0,969) 0,039 
TC, CC 174 226 
e Test d'exactitude de Fisher (2-côté) 
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Tableau IX- Fréquences alléliques des polymorphismes dans les groupes patients et 
contrôles. Les polymorphismes (association significative avec la LLA) rejetés sont 
présentés en caractères gras. 
Gènes Polymorphisme % d'allèle majeur Khi p 
Exon Position Cas Contrôles carré 
ATM 1 -1206 88,2 89,9 0.757 0.3842 
BReA2 1 -1555 53,6 59,5 3.953 0.0468 
1 -1260 59,8 59,6 0.0050 0.9441 
1 -1144 56,5 60,4 1.815 0.1779 
1 -908 58,4 60,4 0.487 0.4854 
CYP2E 1 -35 94,0 94,7 0.285 0.5935 
KU80 1 -1379 57,8 ·52,7 2.765 0.0963 
MTHFR 1 1298 75,9 70,0 4.807 0.0284 
4 667 63,9 63,4 0.032 0.8574 
NOS3 1 -793 55,6 59,8 1.889 0.1693 
7 914 65,4 65,3 0.0010 0.9725 
RAD51 1 -1185 50,0 50,8 0.079 0.7788 
TGFBl 1 -1886 66,0 67,7 0.386 0.5342 
1 -1571 58,3 59,7 0.227 0.6339 
1 -1550 67,0 68,1 0.147 0.7018 
1 -508 66,1 67,9 0.431 0.5114 
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3.3~1.3. Déséquilibre de liaison 
Le tenne déséquilibre de liaison désigne le fait que deux ou plusieurs allèles 
d'un même gène ou sur un même chromosome se retrouvent ensemble plus souvent 
qu'attendu s'ils sont statistiquement indépendants. Des . liens génétiques, taux de 
recombinaison, taux de mutation, dérive génétique ou une structure génétique au 
niveau populationnel sont tous des facteurs influençant le déséquilibre de liaison. 
Ainsi, il serait facile de confondre un déséquilibre de liaison entre deux ou plusieurs 
allèles avec une interaction entre ces mêmes facteurs. Ceci est vrai principalement 
avec les outils d'apprentissage machine qui, si un de ces facteurs se trouve lié à la 
maladie, verrait la même infonnation ressortir des facteurs fortement liés. Pour éviter 
cette duplication de l'infonnation, le logiciel Haploview a été utilisé afin \ de 
détenniner si certains polymorphismes se trouvent en déséquilibre de liaison .. La 
figure 3.6 schématise les deux groupes de polymorphismes susceptibles d 'exhiber un 
tel déséquilibre. Il est ainsi possible de voir que les allèles dans ces deux groupes 
, ) 
présentent un fort taux de déséquilibre de liaison (D' > 90 %)5. Le programme 
Haploview a donc été utilisé pour trouver les polymorphismes marqueurs d 'haplotype 
afin de sélectionner ceux qui capturent un maximum d'infonnation. De cette manière, 
les polymorphismes BRCA2-1260DEL GTCTAA et BRCA2 -1144 G>A capture à 
eux deux 100 % de l'infonnation contenue dans les trois allèles avec une valeur / 
moyenne de 0.9866. D'autre part, pour le gène TGFfJl, les polymorphismes -1571 
A>G et -1550 INS AGG sont identifiés comme capturant 100 % de l'infonnation 
5 D' = D / Dmax, où D est le coefficient de déséquilibre de liaison (nombre d'observation pour une 
combinaison de polymorphisme moins le produit de leur fréquence) et Dmax le maximum théorique 
du coefficient compte tenu des fréquences des polymorphismes. 
6 ,J représente le coefficient de corrélation. 
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avec une valeur r 2 (coefficient de corrélation) moyenne de 0.973. Finalement, les 
deux polymorphismes du gène NOS3 ne présentaient pas de déséquilibre de liaison 
significatif (D' = 0.514 et r2 = 191). Les différentes étapes de filtration sont résumées 
à la figure 3.7. 
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Figure 3.6 - Représentation schématique du déséquilibre de liaison (DL) 
entre les polymorphismes des gènes a) BRCA2 et b) TGFfJl . Le nombre 
indiqué dans les carrés est la valeur D'. Cette valeur indique la force avec 
laquelle les polymorphismes sont en déséquilibre de liaison. Plus la valeur 
de D' se rapproche de 100, plus les allèles de ces polymorphismes sont 
liés de manière non-aléatoire. Ces valeurs ont été calculées, en utilisant le 
logiciel Haploview, à partir de l'ensemble de données réduit. 
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Approche par gènes candidats: 79 
> 1 0% de données manquantes: 21 
fréquence d'allèle mineure < 5% : 17 
1 
Effetindependent: 14 
1" 
1 
Déséquilibre de liaison: 10 
1 
-
Ensemble de données finales: 
10 attributs 
255 cas 
310 contrôles ( 
Figure 3.7 - Illustration des étapes de filtrations préalables à l'analyse. 
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3.3.2. Analyse des interactions 
L'étape ultime, faisant suite à la filtration des données, est l'analyse de cet 
ensemble final à l'aide de différents outils de détection des interactions. Les trois 
tableaux suivants (X, XI et XII) affichent les résultats obtenus à l'aide du MDR, du 
FITF et de notre SDI. Le premier tableau montre les combinaisons de deux facteurs 
ayant la capacité de prédiction (de l'état de la maladie) la plus élevée et dans une 
proportion d'étapes de validation croisée, chez le MDR, la plus importante. 
Finalement, le troisième tableau indique les résultats des analyses de LR T pour les 
cinq combinaisons sélectionnées par l'algorithme ReliefF combiné à la méthode 
d'induction constructive basée sur le gain en information. Une observation 
intéressànte ressort des résultats produits par les différents outils, soit l'interaction 
entre les gènes MTHFR et TGFfJl via les polymorphismes 667C>T et -1550 INS 
AGG respectivement. Cependant, cette interaction ne dépasse pas le seuil de 
significativité ni pour MDR (p = 0.1719), ni FITF (p =0.0295) et non plus pour notre 
SDI (p = 0.0390). Dans les deux derniers cas (FITF et SDI), le seuil de significativité, 
qui est de 0.05 est donc abaissé de moitié (0.05 divisé par le nombre d'o'rdre 
d'interaction) afin d'obtenir un taux de faux positifs de 5% [Millstein et coll. 2006]. 
-
Pour conclure, malgré le fait qu'aucun programme ne trouve d'interaction 
significative, la convergence de ceux-ci vers une interaction entre les gènes MTHFR 
et TGFfJl jumelée à des valeurs p se situant près du seuil de significativité ,nous 
permet de penser que les deux polymorphismes de ces gènes feraient partie d'une 
interaction de premier niveau? 
7 Une interaction de premier niveau est synonyme d'interaction à deux facteurs, deuxième niveau une 
interaction à trois facteurs et ainsi de suite. 
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Tableau X - Meilleures combinaisons de deux attributs déterminées par le MDR 
selon la précision moyenne de prédiction, à l'aide des facteurs mentionnés, dans 
l'ensemble entraînement, dans l'ensemble test ainsi que selon la consist~nce de 
validation croisée (CVC). 
Nom des attributs Préc. Préc. CVC d'ente test 
MTHFR 667C>T X TGF/31 -1550 INS AGG 0.5600 0.5269 4 
BRCA2 -1260 DEL GTCTAA X NOS3 -793 T>C 0.5604 0.5102 3 
MTHFR 667C>T X NOS3 -793 T>C 0.5507 0.4939 1 
BRCA2 -1260 DEL GTCTAA X CYP2E -35 G>T 0.5526 0.5514 1 
BReA2 -1260 DEL GTCTAA X TGFfJl -1550 INS AGG 0.5558 0.5367 1 
Tableau XI - Interaction significative entre deux attributs selon le FITF. Cette 
approche indique la probabilité P d'obtenir une association entre les facteurs 
mentionnés et la maladie. 
Nom des attributs p 
MTHFR 667C>T X TGF/31 -1550 INS AGG 0.0295 
Tableau XII - Résultats obtenus avec la SDI. Cette approche indique la probabilité P 
d'obtenir une association entre les facteurs mentionnés et la maladie. 
Nom des attributs 
MTHFR 667C>T X TGF/31 -1550 INS AGG 
CYP2E -35 G>T X NOS3 -793 T>C 
CYP2E -35 G>T X TGF/31 -1571 A>G 
NOS3 -793 T>C X TGF/31 -1571 A>G . 
NOS3 -793 T>C X TGF/31 -1550 INS AGG 
khi carré LRT 
10.08 . 
5.39 
4.45 
4.20 
1.36 
p 
0.0390 
0.0675 
0.2166 
0.3790 
0.8506 
CHAPITRE 4 
Discussion 
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4.1 Discussion 
L'étude des interactions gène-gène représente un défi majeur dans la 
,compréhension des maladies complexes. Les principaux éléments de ce défi sont les 
ensembles de données contenant un faible nombre d'individus pour une quantité de 
variables importante ainsi que la présence de plusieurs sources de bruit de fond 
présent '(hétérogénéité génétique, erreur de génotypage, phénocopie, données 
manquantes). Les outils statistiques traditionnels ne sont pas adaptés poUr parer à ces 
difficultés de telle sorte que l'erreur de type 2 (faux négatifs) est inacceptable, sans 
compter que le nombre important de tests à effectuer -dans de telles études fait 
augmenter l'erreur de type 1 (faux positifs). Une filtration sur l'ensemble de donnée, 
basée sur les connaissances biologiques, constitue une étape cruciale afin de réduire 
le nombre de variables sans affecter les interactions potentielles. Néanmoins, le 
développement de nouvelles approches est nécessaire afin de mieux caractériser ces 
interactions. À ce propos, plusieurs approches ont ét~ créées pour aborder cette 
question, parmi lesquelles le MDR et le FITF. Dans mon projet, nous avons validé: 
ces deux outils de détection dans des circonstances précises (GH, GE, PH, MS), 
développé une nouvelle stratégie de détection des interactions ainsi qu'appliqué ces 
approches à un ensemble de données cas-contrôles provenant d'une étude sur la LLA. 
Les résultats obtenus à l'aide des ensembles simulés nous ont permis de déterminer 
que les trois approches sont complémentaires quant à leur robustesse face à certains 
types de bruit de fond, ainsi que de prouver la capacité de détection de notre approche 
et son conservatisme par rapport aux autres méthodes. De plus, nous avons déterminé 
que la méthode de sélection de variables la plus efficace était l'algorithme ReliefF 
jumelé à l'induction constructive (basée sur le gain en information). L'analyse de 
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l'ensemble cas-contrôles, contenant dix polymorphismes trouvés dans huit gènes 
faisant partie des voies biologiques de la réparation de l'ADN, des points de contrôles 
du cycle cellulaire, du métabolisme des carcinogènes et du stress oxydatif, nous a 
conduit à une possible interaction entre les gènes MTHFR et TGFfJl via les variants 
667C>T et -1550 INS AGG respectivement Quoi qu'il en soit, ces résultats 
démontrent l'importance de considérer plusieurs méthodes afin de détecter des 
interactions gènes-gènes, ce qui s'inscrit dans le cadre d'autres études évaluant 
différentes approches de détections de interactions [Briollais et coll. 2007 ; Andrew 
et coll. 2007]. 
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4.2 Une approche ReliefF/lnduction constructive pour la sélection de variables. 
Comme méthodes de sélection de variables, nous avons procédé à l'évaluation 
des réseaux de neurones et de l'algorithme ReliefF. Bien que les réseaux de neurones 
soient couramment utilisés en apprentissage machine, nous avons constaté que ceux-
ci sont instables pour la sélection de variables. La- principale difficulté résidant dans 
l'optimisation de leur architecture (nombre de nœuds, couches et paramètres 
d'apprentissages), qui se fait généralement par essaies et erreurs. Ceci s'oppose à 
l'algorithme ReliefF qui est plus simple à utiliser et d'une plus grande rapidité 
considérant qu'ils sont tous deux codés en langage Python. En effet, cet algorithme 
ne nécessite auçun ajustement au niveau de sa structure. Deplus, le fait qu'il soit de _ 
type plus «proche voisin» le rend plus rapide que son concurrent. Cette dernière 
caractéristique s'est aussi montrée efficace pour attribuer une valeur de qualité aux 
attributs des ensembles de données. Nous avons donc décidé de poursuivre l'étude en 
utilisant l'algorithme ReliefF, dont la robustesse a récemment été démontré dans le 
domaine de la génétique humaine [Moore et White 2007]. 
En deuxième lieu, plusieurs méthodes peuvent être utilisées afin de construire 
des variables à partir d'un sous-ensemble de variables contenues dans un ensemble de 
données défini. La méthode de Kramer et celle basée sur le gain en information s~ 
sont avérées avoir des capacités de constructions de nouveaux attributs pratiquement 
égales. La méthode de Kramer calcul la distribution des classes pour chaque 
combinaison d'attribut et les unis. D'un autre côté, dans la méthode basée sur le gain 
en information, les colonnes sont jumelées en observant l'effet de ce jumelage sur le 
gain en information qu'il apporte. C'est pourquoi nous avons pu observer un meilleur 
pourcentage d'efficacité de l'algorithme basée sur le gain en information pour les 
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deux derniers modèles, dont la distribution des classes pour chaque combinaison est 
moins représentative, comparativement aux deux premiers modèles. Notre choix a 
donc été basé sur le fait que ces deux modèles sont plus représentatifs des maladies 
complexes. 
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4.3 Complémentarité des capacités de détections des trois outils à l'étude 
Les limitations du MDR en présence d'hétérogénéité génétique (GH), d'erreur 
de génotypage (GE), de phénocopie (PH) et de données manquantes (MS) avaient 
déjà été mis à jour dans une étude précédente [Ritchie et coll. 2003a]. Par contre, 
èette étude a été effectuée en utilisant Une version antérieure du MDR, qui depuis a 
subit qùelques modifications, notamment au niveau de la prise en compte des 
ensembles de données non balancés (nombre inégal de cas et contrôles); Néanmoins, 
il avait été déterminé à répoque que le MDR avait un pouvoir réduit en présence de 
50 % d 'hétérogénéité génétique ou de 50 % de phénocopie et pratiquement nul 
lorsque les deux sont présents. De plus, son pouvoir diminuait de manière plus 
prononcée en fonction de la difficulté du ,modèle (du modèle un au modèle six). Ces 
effets des bruits de fond et des différents modèles ont pu être vérifiés une fois de plus 
avec la nouvelle version, mais avec une efficacité générale accrue. Pour ce qui a trait 
au FITF, ce type d'analyse n'avait pas encore été effectué. En outre, notre étude 
montre que le FITF éprouve des problèmes de détection en présence des modèles de 
types XOR (modèles 1 et 3) ainsi qu'en présence d'une combinaison de 50 % 
d'hétérogénéité génétique et de 50 % de phénocopie, tout comme le MDR. À 
l'inverse de ce dernier, le FITF présente une baisse de puissance moins marquée 
lorsqu'en présence d'une ou l'autre de ces sources de bruits prisent séparément. Ceci 
s'explique par le fait que le MDR indique une seule combinaison de facteurs comme 
meilleur prédicteur de la maladie pour chaque ordre d'interaction; au détriment des 
autres interactions qui peuvent avoir un impact comme c'est le cas en présence 
J . 
d'hétérogénéité génétique. Cet avantage du FITF se retourne cependant contre lui 
lorsqu'on observe le taux de faux positifs. Étant donné le nombre plus important de 
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tests pouvant être identifiés comme positifs par le FITF, le taux de faux positifs 
produits est plus important que pour le MDR pour les trois premiers modèles et 
légèrement inférieur pour les trois derniers. 
À· mi-chemin entre ces deux approches, notre stratégie (utilisant le FDR) 
présente une efficacité semblable, quoique légèrement inférieure, au MDR pour les 
deux premiers modèles ainsi que pour l'ensemble des modèles lorsqu'en présence 
d'aucunes source de bruit, de 5 % d'erreurs de génotypage, de 5 % de données 
manquantes ainsi qu'une combinaison des de~x. Pour ce qui est de la présence 
d'hétérogénéité génétique et de phénocopie, son efficacité diminue fortement, mais 
demeure supérieur au MDR pour les modèles 5 et 6. Or, ces modèles sont moins bien 
définis que les quatre autres en raison de la distribution et les valeurs de pénétrance 
selon les différentes combinaisons de génotypes (Figure 2.1). Pour cette raison, nous 
croyons qu'ils ont une plus forte probabilité d'être observés dans des cas réels. Cette 
plus grande efficacité s'explique par la même raison mentionnée en ce qui a trait au 
FITF. Nous avons trouvé que notre stratégie est plus efficace que le FITF pour les 
modèles de types XOR, qui ne peuvent pas être modélisés linéairement. Toutefois, le 
FITF peut caractériser les interactions de manière plus efficace en présence de GH ou 
de PH dans les trois derniers modèles. La différence vient du fait que le FITF utilise 
une approche de régression logistique standard plutôt que la régression logistique 
pénalisée. Cette dernière est mieux adaptée pour faire face au problème de séparation 
qui se présente lorsque deux variables indépendantes prédisent parfaitement l'état de 
la variable dépendante, comme c'est le cas pourle modèle 1. De plus, elle permet une 
meilleure estimation des coefficients lorsqu'en présence d'une interaction non 
linéaire comme c'est le cas pour les modèles 1 et 3. En somme, nous avons pu noter 
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que les trois approches présentent des différences au niveau de leurs capacités de 
trouver les interactions en présence de problèmes communément retrouvés. Ceci 
appuie notre hypothèse voulant que la détection et la caractérisation des interactions 
soit facilitée par l'utilisation de plusieurs approches complémentaires. 
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4.4 La population fondatrice du Québec et oncogénomique pédiatrique 
La connaissance des caractéristiques génétiques de la population à l'étude 
peut nous fournir plusieurs détails sur la capacité des outils à caractériser des 
interactions à l'intérieur de ces groupes. En ce sens, la population du Québec, qui 
descend d'un nombre restreint d'ancêtres communs, offre·un cadre d'étude idéal pour 
les maladies complexes communes chez l'humain. Sa croissance en état d'isolement 
rel~tif a fait en sorte de maintenir un niveau de partage génétique important. 
Autrement dit, cette population possède un taux d'homogénéité génétique élevé. Dans 
ce contexte, l'étude de l'ensemble de données cas-contrôles provenant d'une étude 
sur la LLA dans là population canadienne-française souffre peu des difficultés 
rencontrées lors des analyses des données simulées en présence d'hétérogénéité 
1 
génétique. Un second aspect à considérer est l'âge des sujets atteints de LLA. En 
effet, les caricers pédiatriques, même s'ils ressemblént fortement aux cancers chez 
l'adulte, possèdent une composante génétique plus importante. Ceci s'explique par 
une période de latence moins grande que chez les cancers adultes. En somme, malgré 
l'importance des facteurs environnementaux dans les cancers pédiatriques (les 
enfants étant plus sensibles aux différents polluants), nous croyons aussi que le 
problème de phénocopie sera limité dans notre ensemble de données réelles. Plusieu~s 
étapes de filtration étaient cependant nécessaires préalablement à l'utilisation des 
différents outils, comme nous avons vu. 
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4.5 Interaction entre MTHFR et TGFpl 
Ces deux gènes font partie des VOles biologiques du métabolisme des 
carcinogènes et des points de contrôles du cycle cellulaire respectivement. Pour sa 
part, le gène MTHFR est une composante importante du métabolisme du folate. Un 
dérèglement au niveau de ce métabolisme est souvent associé avec le processus de 
, . 
tumorigenèse [Kim 1999; Kim 2000]. Vu son rôle important, un changement dans 
l'activité du gène MTHFR dû à des polymorphismes peut modifier la susceptibilité au 
cancer [Robien et Ulrich 2003]. Le polymorphisme C677T est commun et entraîne' 
la substitution d'une alanine en valine au codon 222, réduisant du même coup 
l'activité catalytique de la protéine. 
D'autre part, le gène TGFfJl code pour une protéine faisant partie de la 
famille des cytokines. Elle agit comme inhibiteur de la prolifération et de l'apoptose 
des lymphocytes B et T [Wahl et coll. 2006]. Il est donc plausible de penser que des 
modifications au niveau de l'expression du gène TGFfJl causée par le polymorphisme 
à la position -1550 [Healy et coll. 2007b] puisse àvoir un impact sur la susceptibilité 
à la LLA en modifiant son activité globale d'inhibiteur de la prolifération. D'ailleurs, 
un autre variant dans la région promotrice du gène TGFfJl (-509 G>A) a déjà été 
prouvé comme ayant un impact sur la susceptibilité des cancers du sein, colorectal et 
, 
des poumons [Ewart-Toland et -al. 2004; Kang et coll. 2006]. L'influence du 
variant -1550 INS AGG sur la susceptibilité à la LLA est donc un point important à 
considérer. 
\ Étant donnés leur implication dans des voies influençant le cancer ainsi que 
leur impact fonctionnel sur l'expression ou l'activité catalytique, les connaissances 
biologiques sur ces deux gènes rendent une interaction entre ces facteurs possibles. 
90 
Aussi, en dépit du fait que cette interaction n'est significative pour aucun de 
programmes employés, ceux-ci pointent tous dans cette direction. Il est aussi à noter 
que deux des trois tests produisent des valeurs p qui se trouvent sous le seuil de 
significativité avant correction pour test multiple. Ensuite, d'un point de vue 
biologique, une interaction entre Jes gènes MTHFR et TGFpl est vraisemblable. Une 
baisse de l'activité catalytique de MTHFR entraîne des dommages accrus au niveau 
chromosomique (Kim 1999; Kim 2000} et une baisse d'expression de TGFpl 
pourrait avoir des conséquences sur sont activité d'inhibiteur de la prolifération. Dans 
ces circonstances, différentes combinaisons de ces 'deux allèles pourraient avoir un 
impact sur la susceptibilité à la LLA. Par exemple, la présence de l'allèle conférant 
une baisse de l'activité catalytique de MTHFR combinée à l'allèle amenant une baisse 
de l'expression de TGFp 1 augmenterait la susceptibilité à- la LLA alors que des effets 
compensateurs pourraient être observés dans d'autres cas. Ce genre d'effet ferait en 
sorte que malgré des dommages chromosomiques accrus, l'expression adéquate de 
TGFpl permettrait de maintenir un niveau d'intégrité chromosomique normal en 
empêchant la prolifération .des cellules endommagées. Par conséquent, la 
convergence des trois outils en faveur d'une interaction entre MTHFR 677C>T et 
TGFpl -1550 INS AGG ainsi que sa vraisemblance d'un point de vue biologique 
nous permet de conclure à un effet synergique entre ces deux gènes. 
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4.6 Limitations 
Malgré l'importante progression de l'élaboration de nouveaux outil's de 
détection des interactions, la caractérisation de ceux-ci dans des ensembles de 
données aux nombres d'individus restreints demeure un défi important. L'approche 
MDR, la plus utilisée, détient un pouvoir fortement limité lorsqu'en présence 
, 
d 'hétérogénéité génétique et de phénocopie. Sa nature combinatoire voulant que 
chaque combinaison de facteurs doit être vérifiée pour chaque ordre d'interaction fait 
en sorte que les ressources informatiques demandéçs pour exécuter le programme 
deviennent rapidement inacceptables, ce qui limite le nombre de variables pouvant 
être considérées dans les analyses. L'utilisation d'un outil de sélection de variables 
pourrait apporter une solution à ce problème. Aussi, le principe même de réduction de 
dimensionnalité est de plus en plus contesté en raison de ,cette recherche de la 
combinaison optimale de facteurs dans un largè spectre [Mee et Hastie 2007]. Quant -
aux approches basées sur les régressions logistiques telles que .Ie FITF et notre SDI, 
elles sont limitées par le fait qu'elles n'acceptent pas les données manquantes. Cette 
dernière caractéristique nous force à utiliser une méthode d'imputation de données ou 
une filtration stricte qui nous obligerait à éliminer l'ensemble des individus ou des 
variables pour lesquelles les valeurs sont inconnues. Le pouvoir de l'outil de 
détection des interactions reposeràit alors sur la qualité de la méthode d'imputation 
utilisée. C'est pourquoi le nombre de données manquantes acceptable est 
relativement faible: Des études au niveau des méthodes d'imputation optimales pour 
les ensembles de données génétiques permettraient d'améliorer cet aspect, par 
exemple en se basant sur les fréquences alléliques à l'intérieur de la population 
étudiée ou sur le déséquilibre de liaison entre les polymorphismes. Les méthodes 
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utilisant la régression logistique ont aussi la particularité de produire un important 
nombre de faux positifs, qui peuvent être limités par l'utilisation d'un algorithme de 
sélection de variables tel que ReliefF ou les réseau'x de neurones. Cette dernière 
méthode est, comme nous l'avons vu, plutôt instable et demande d'importantes 
ressources informatiques. À cet effet, l'utilisation d'ordinateur muni de multiples 
processeurs permettrait d'obtenir de meilleurs résultats au niveau' du temps 
d'exécution. Cependant, le choix de l'architecture optimale demeure de type essai et 
erreur, donc difficile à adapter de manière générale pour différents types d'ensembles 
de données (ex.: population). Dans notre cas, l'algorithme ReliefF s'est avéré 
efficace. Toutefois, la sélection de variables se fait parfois au détriment des relations 
entres certains facteurs de l'ensemble de données, c'est pourquoi l'induction 
constructive se voulait un moyen de conserver ces relations tout en diminuant la taille 
des attributs à considérer et de ce fait, le nombre de tests (donc de faux positifs). Un 
vaste nombre de méthodes de construction d'attributs étaient disponibles, nous avons 
donc dû limiter notre choix sur les deux plus prometteuses en se basant sur leurs 
caractéristiques. Il serait donc intéressant de vérifier l'étendue des capacités de 
construction d'attributs en présence de sources de bruits de fond communément 
rencontrés en épidémiologie génétique. Finalement, l'élaboration d'autres approches 
permettrait d'accroître considérablement le pouvoir de détection des interactions, 
mais à la condition de fournir des méthodes complémentaires plutôt que de chercher à 
concurrencer les outils existants. 
93 
4.7 Conclusion 
Pour conclure, notre étude rapporte l'idée que la détection et la caractérisation 
des interactions passe par l'utilisation d'une approche multiple comprenant plusieurs 
, . 
outils complémentaires. L'importante quantit~ de bruits de fond présents dans les 
ènsembles de données cas-contrôles fait en sorte que leur analyse nécessite des 
méthodes capables de tirer l'information pertinente. À ce chapitre, l'algorithme 
, ReliefF s'est avéré efficace pour réduire la taille des ensembles de données tout en 
tentant de conserver les relations entre les facteurs présents. Afin de conserver de 
manière plus adéquate ces relations, l'algorithme d'induction constructive basée sur 
le gain en information nous a permis de construire de nouvelles variables qui 
représentent assez bien les profils d'interaction entre celles-ci, ce qui a facilité 
l'attribution des valeurs de qualité par ReliefF. En intégrant ces algorithmes dans une 
approche de test de ratio des vraisemblances (régression logistique pénalisée), nous 
avons montré que notre stratégie se situait à mi-chemin entre les outils MDR et FITF, 
deux approches récemment développées. En dernier lieu, nos analyses d'un ensemble 
de données cas-contrôles provenant d'une étude sur la LLA supportent le rôle de 
l'épistasie dans la susceptibilité à la maladie ainsi que l'importance des gènes 
impliqués dans les voies biologiques du métabo~isme des carcinogènes, réparation de 
l'ADN et des points de contrôle du cycle cellulaire, tels que les gènes MTHFR et 
TGFfJl. 
Finalement, nous avons démontré que l'élaboration de nouvelles méthodes de 
détection ainsi que leur utilisation de façon concertée permet une meilleure 
interprétation des résultats ainsi qu'un pouvoir de détection accru. Quoique le lien 
entre interactions biologique et statistique reste difficile à effectuer, ceci permettrait 
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de mieux prédire le risque de cancer lié à certaines habitudes de vie, à l'exposition à . 
l'enviroÎmement, et à l'exposition en milieu de travail. En perspective, les prochaines 
étapes consisterait en l'évaluation des approches à détecter des interactions de plus 
haut niveau, tester d'autres méthodes de sélection de variables ainsi que procéder à la 
réanalyse de l'ensemble de données cas-contrôles (LLA) une fois le génotypage 
complété, ce qui nous permettrait d'avoir un plus grand nombre d'individus pour un 
plus grand nombre de facteurs génétiques. 
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Annexe 1: Glossaire 
Association: Une corrélation statistiquement significative entre une exposition à un 
facteur environnementale, un trait ou un marqueur biochimique ou génétique et une 
maladie. 
Étude cas-contrôle: Design d'étude impliquant la comparaison entre' personnes 
atteintes d'une maladie ou exposées à un facteur environnemental et un groupe de 
personnes saines sélectionnées aléatoirement selon les mêmes critères. ' 
Gène de susceptibilité: Un gène qui n'est ni nécessaire, ni suffisant pour causer une 
maladie, mais qui augmente le risque de son développement. 
Génotype: Les deux allëles hérités à un locus spécifique. 
Hétérogénéité génétique: lorsque deux variations d'ADN ou plus dans des loci 
distincts sont associés au même trait (maladie) de manière indépendante. 
Locus: Un locus représente une position fixe sur un chromosome, comme la position 
d'un gène par exemple. 
Maladie complexe: Le terme maladie complexe fait référence aux phénotypes qui 
ne suivent pas le patron d'héritabilité mendélienne classique attribuable à un seul 
gène. 
Marqueur: Un marqueur génétique est une séquence d'ADN connue et identifiable. 
Ils sont utilisés pour l'étude des causes génétiques de maladies. 
Pénétrance: Proportion d'individus, porteurs d'un allèle dominant pour un gène 
donné, qui expriment un trait attendu. 
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Phénocopie : Il y a phénocopie lorsqu'un individu dont le phénotype, sous condition 
environnementale particulière, est identique à un autre individu dont le phénotype est 
déterminé par son génotype. . 
Polymorphisme de nucléotide simple (SNP) : Variation d'un seul nucléotide dans 
la séquence d~ADN. Un SNP peut être silencieux (sans effet sur le produit de gène, 
sSNP), avoir un impact S\lr la protéine produite (cSNP) ou influencer la régulation de 
l'expression du gène (rSNP). 
Annexe 2 : Code en langage STATA pour la régression logistique pénalisée. 
capture program drop f 
program define fi byable(recall) 
syntax varlist(min 
tempvar'hat key split false 
preserve 
quietly { 
weight 
glm 'varlist! (binomial) link(logit) 'nolog' 
local 'e ( 
local 
subinstr("'varlist''', "'depvar'", 1) 
* Splitting 
generate 
generate 
expand ' 
drop , 
bysort 
'hat', hat 
long' _n 
it' 2 
'; generate byte 'false' = n - l 
'pseudo_response' 'depvar' 
('false'); replace 'pseudo_response' 
, if _n _N 
float 'weight' = 1 + 'hat' 1 2 
, ~ 'hat' 1 2 if 'faise' 
* Loop to convexgence 
local las 'e(ll)' 
local criterion 1 
local i l 
while 'criterion' > 10~-4 ( 
'pseudo_response' 'indepvarlist' III 
III 
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[iweight = 'weight'], family(binomial) link(logit) 
local criterion = abs( ('last_ll' - e(ll) ) l 'last_ll') 
end 
drop 'hat' 
'hat', hat 
'weight' l + 'hat' 1 2 
'weight' = 'hat' 1 2 if 'false' 
in smcl as text "Firth n, "Last Log-", III 
"This Log_n, nFractional" 
display in smcl as text "Iteration", "likelihood", III 
"likelihood", "Change" 
display in smcl as result "'++i''', 'last_ll', III 
'e (11) " 'criterion' 
local last 11 = e(ll) 
if '" or'" "" 
glm , eform 
else { 
glm 
Annexe 3 : Analyse des poids attribués par le réseau de neurones. 
1 
Belue: 
(weights) : 
= 0 
""y",,,,,,,. ~"'--_ ...... ~"~'"-~"'." -, .~, """""~-,, ... ~~.-~~~~-~. 
", ," ~ 
for i in weights: 
belue += float(i)**2 
Devena: 
deVi;i, 0 
+= float (j) 
weights: 
(flO'at (k) - (sum--:-\1eights/len 
~' 
L" ",_",,,,,,,,,,;_,c.;;;,,c-,~,~ ___ ,_,_, _____ , ____ , ______ ~~ __ , ______ , _____ _ 
Tetko: 
teko = 0 
weights: 
+= math. fabs (float (j»' 
s»)**2 
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. Annexe 4 : code source python de l'algorithme ReliefF 
def ReliefF(file,k = S,m = 100): 
attributes = FormatFile.listAttributes(file) 
pat = FormatFile.mdrFormat(file) 
distributions = valuesDistributions(pat,attributes) 
tempW = [0 for i in range(len(attributes)-l)] 
W = (l 
if m == -1: 
nbrExamples len(pat) 
else: 
nbrExamples m 
for i in range (nbrExamples) : 
tempH {l 
tempM = (l 
if m == -1: 
Ri· 
else: 
R int(rand(O,len(pat)))· 
vector_a = pat[R] [D] 
Class_a = pat[R] [1] 
for j in range(len(pat)): 
if j != R: 
vector_b = pat[j] [0] 
class_b = pat[j] [1] 
dist = distManhattan(vectqr_a,vector_b) 
##dist = distEuclidian(vector_a,vector_b) 
if class_a ,;,= class_b: 
tempH[j] = dist 
elif class_a != class_b: 
tempM[j] = dist 
H sortByDist(tempH) 
H H[O:k] 
M sortByDist(tempM) 
M M[O:k] 
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m = nbrExamples #si m = -1 on le remplace par le nombre d'exemple~ 
instance = listAtt(pat[R] [0]) 
class_inst = pat[R] [1] 
cou nt = 0 
for a in range(l~n(attributes)-l): 
for n in range(k): 
hit = listAtt (pat [H [nI] [0]) 
miss = listAtt.{pat [M [nI] [0] ) 
class_miss = pat [M[n]] [1] 
tempW[a] = tempW[a] -
(diff(int(instance[a]),class_inst,int(hit[a]),class_in 
st,attributes[a],distributions)/(m*k)) + 
(diff(int(instance[a]),class_inst,int(miss[a]),class_m 
~ss,attributes[a],distributions)/(m*k)) 
for i in range(len(tempW)):. 
W[attributes[i]] = tempW[i] 
return W 
