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La production d’électricité requiert, pour la plupart des procédés utilisés, une
conversion électro-mécanique réalisée par des alternateurs (voir figure 1). Les plus
grandes puissances sont généralement mises en jeu par les centrales nucléaires et
thermiques, et plus récemment dans les grands ouvrages hydrauliques. Ces ma-
chines utilisent des champs et courants alternatifs dont la présence simultanée
engendre des forces responsables de la vibration des structures.
Figure 1 – Gauche : Partie tournante d’un turbo-alternateur. Au pre-
mier plan, les turbines haute pression puis les turbines basse pression. L’al-
ternateur est en bout d’arbre, fermé. (Crédit : EDF SA) Droite : Extré-
mité statorique d’un turbo-alternateur, les développantes sont visibles sous
la structure de serrage, la connexion avec le circuit de refroidissement est
en blanc. (Crédit : SIEMENS AG)
Depuis les années 1920 (Lambrecht 1986), les puissances massiques des al-
ternateurs sont passées de 0, 3 kVA · kg−1 à près de 3 kVA · kg−1, soumettant de
fait les structures à des contraintes mécaniques de plus en plus importantes. En
France, la plupart des grands alternateurs sont opérés par EDF et sont issus du
développement du parc nucléaire. Les alternateurs en fonctionnement de 900 MW
sont issus des paliers « CP1 » et « CP2 » lancés entre 1974 et 1976 (centrales de
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Blayais, Dampierre, Gravelines, Tricastin, Chinon. . .) et leur mise en service date
du début des années 1980. Les alternateurs de 1300MW sont issus du palier « P4 »
et ont été construits à la fin des années 1980 pour une mise en service au début
des années 1990. Enfin, le palier « N4 » (centrales de Chooz, Civaux), regroupe les
alternateurs de 1400 MW et représente les machines les plus récentes actuellement
exploitées.
La demande croissante en énergie électrique combinée à une faible croissance
des moyens de production et l’arrivée en fin de cycle des ouvrages existant rendent
la problématique de disponibilité des alternateurs de plus en plus importante.
Les sujets liés à l’étude du vieillissement des alternateurs existants et à leur mo-
délisation sont de plus en plus nombreux à EDF R&D. Cette thèse se concentre sur
la modélisation d’une sous-structure des alternateurs, appelée « cage de dévelop-
pantes », constituée des extrémités des conducteurs statoriques (présentés en figure
1). Les efforts mécaniques liés à la présence de champ et de courant peut engendrer
par exemple une usure prématurée des isolants des conducteurs, une dé-cohésion
possible de la structure des conducteurs ou des problèmes liés au refroidissement
(connexion des « boîtes à eau », visibles au premier plan de la figure 1, droite).
Problèmes liés à la modélisation
La structure de « cage de développantes » demande tout d’abord de savoir
représenter une structure complexe liée à la forme des inducteurs (développante
de cône) ainsi que la présence d’autres éléments de la machine. La modélisation
à l’aide de l’outil de calcul de magnétisme « Code_Carmel3D » (co-développé par
EDF R&D, l’USTL et l’ENSAM) n’a pas pu être immédiate car il faut savoir
représenter les courants de manière correcte. Afin d’obtenir un bonne précision sur
les grandeurs magnétiques, nous avons dû nous intéresser aux méthodes de calcul
de forces à développer permettant de calculer les efforts présents dans ce type de
structure.
De part l’existence d’outils éprouvés pour l’étude des problèmes de mécanique
(Code_Aster) et de magnétisme (Code_Carmel3D), il a fallu s’interroger sur la
manière de faire travailler ces outils ensemble afin de modéliser de manière correcte
les problèmes magnéto-mécaniques.
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Introduction de la démarche utilisée
Cette thèse aborde les développements réalisés pour le calcul des problèmes
magnéto-thermo-mécaniques, multi maillages, résolus à l’aide de plusieurs codes.
Cette étude a été menée dans le cadre d’une collaboration avec EDF avec pour
objectif la modélisation de la structure des cages de développantes. Nous commen-
çons par présenter dans la première partie les outils nécessaires à la modélisation
des problèmes physiques. Une seconde partie montre comment la répartition parti-
culière des courants a été imposée dans Code_Carmel3D. La troisième partie a pour
but de déterminer une approche correcte pour le calcul des forces locales en électro-
magnétisme. La modélisation des problèmes multi-physiques à l’aide de multiples
codes et de multiples maillages est abordée dans la quatrième partie au travers
de l’étude des transferts de solutions entre maillages. Enfin la dernière partie est
dédiée à l’élaboration et aux tests de schémas génériques permettant l’étude de
diverses classes de problèmes multi-physiques.
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La modélisation des systèmes électriques, et plus particulièrement des cages de
développantes, requièrent souvent l’utilisation de modèles physiques de différentes
natures. Dans le cadre de ce travail de thèse, les systèmes étudiés peuvent coupler
la thermique, la mécanique et l’électromagnétisme. Chacune de ces physiques est
approchée à l’aide d’une ou plusieurs équations aux dérivées partielles, pour les-
quelles le choix des inconnues est important. Dans le cadre de modèles couplés, il
faut pouvoir exprimer les liens entre les différentes physiques à partir des grandeurs
exprimables pour chacune d’entre elles. Une bonne connaissance des modèles et de
leurs expressions est alors nécessaire.
Ce chapitre se propose de présenter chacune de ces trois physiques (thermique,
mécanique et électromagnétisme) et les liens considérés. L’approche choisie est
toutefois différente de la présentation classique des équations et de leurs discrétisa-
tions. Nous commencerons par montrer que, en pratique, les formes intégrées des
équations de la physique sont particulièrement utiles. Nous introduirons ensuite
la notion de forme différentielle, liant champ et intégrale élémentaires. Les outils
de base seront alors brièvement présentés. Les trois physiques seront par la suite
passées en revue, et leurs formulations seront développées sous forme différentielle
parallèlement à l’approche classique. La dernière partie s’intéressera à la discréti-
sation des équations, et aux liens qu’il existe entre les méthodes numériques, les




Intérêt des expressions intégrées des
équations de la physique
Sommaire
1.1 Introduction, les expressions classiques . . . . . . . . . 24
1.2 Problèmes liés aux champs de vecteurs de R3 . . . . . . 25
1.2.1 Formes intégrées des équations de la physique . . . . . . 25
1.2.2 Rupture de symétrie des équations de Maxwell . . . . . 26
1.3 Vers les formes différentielles . . . . . . . . . . . . . . . 27
23
24 CHAPITRE 1. EXPRESSIONS INTÉGRÉES
1.1 Introduction, les expressions classiques
La représentation des phénomènes de la physique est la plupart du temps gou-
vernée par des équations liant des grandeurs locales. Pour les problèmes de ther-
mique linéaire, l’équation de la chaleur permet de représenter les variations locales
de température :
− divΦ + p = ρCp ∂tT . (1.1)
Φ est le flux de chaleur orienté dans la direction des températures décroissantes (en
W.m−2), p représente les sources locales de chaleur (W.m−3), ρCp est la capacité
thermique à pression constante (JK−1m−3) et T est la température (K).
Pour la mécanique, nous pouvons citer la formulation locale du principe fondamen-
tal de la dynamique :
divσ + f = ρ∂2t u, (1.2)
où σ (Pa) est le tenseur des contraintes, f (N) sont les forces extérieures et u (m)
est le déplacement.
De même, pour le magnétisme, les équations de Maxwell régisssent le comportement
des champs magnétiques et des charges à l’aide des équations dites de Maxwell–
Faraday et de Maxwell–Ampère :
rotE = −∂tB (Maxwell–Faraday), (1.3)
rotH = J + ∂tD (Maxwell–Ampère), (1.4)
avec E (V.m−1) le champ électrique, B (T) l’induction magnétique, H (A.m−1) le
champ magnétique, D (C.m−2) l’induction électrique, et J (A.m−2) la densité de
courant. À ces deux équations doivent être ajoutées des lois de conservation :
divD = ρ, (1.5)
divB = 0 1. (1.6)
Pour les trois physiques, il est nécessaire d’ajouter aux équations précédentes
des lois de comportement. Nous reviendrons sur ce point lors de la description
complète des modèles. Dans chaque cas, les lois mettent en jeu des grandeurs
vectorielles locales, décrites comme des grandeurs « élaborées », pouvant décrire
les phénomènes avec le moins d’ambiguité possible (Fournet 1993). Cependant,
il est possible d’écrire ces équations sous une forme encore plus générale.
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1.2 Problèmes liés aux champs de vecteurs de R3
1.2.1 Formes intégrées des équations de la physique
Nous allons voir que, à partir de ces grandeurs locales, les phénomènes physiques
font la plupart du temps intervenir des expressions intégrées des équations de
la physique. De même, les grandeurs généralement mesurables sont elles-mêmes
des grandeurs intégrées (force, puissance thermique, tension, courant. . .). Prenons
chacune des expressions vues au paragraphe 1.1, pour exemple, et intégrons sur un
volume supposé quelconque Dqcq (fermé). L’équation de base de la chaleur devient,










ρCp ∂tT , (1.7)
① ② ③
ayant un sens plus physique et pouvant se traduire par « la somme de la puissance
thermique apportée ① et de la puissance thermique produite ② servent à faire va-
rier la température ③ ».
Si on se sert de la signification physique du tenseur des contraintes, l’équation fon-
damentale de la dynamique peut être mise sous la forme d’un principe fondamental



















avec le vecteur contrainte
−→
T = σ ·n homogène à une force. Dans le cas présent on
a supposé, pour plus de clarté, que la variation d’accélération est négligeable sur le
volume Dqcq. On retrouve bien une forme classique du principe fondamental de la
dynamique : « la somme des forces (à savoir la pression de surface ① et la force
interne ②) est égale au produit de la masse par l’accélération ③ ».
Le même type de raisonnement peut être appliqué à des grandeurs électromagné-
tiques mesurables (courants, tensions). Les intégrales s’appuient alors sur une sur-
face quelconque notée Sqcq. L’intégrale de l’équation de Maxwell–Ampère permet
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où n est le vecteur normal à la surface, à l’aide du théorème du rotationnel on
obtient : ∫
∂Sqcq





dont la traduction habituelle est : « la force magnétomotrice ① le long de la courbe
∂Sqcq est égale au courant enlacé ② ». De même l’équation de Maxwell–Faraday :∫
Sqcq











traduisible par : « la variation de flux de l’induction magnétique ② produit une
force électromotrice négative (tension aux bornes fictives de ∂Sqcq) ».
Ces divers exemples tendent à montrer que la plupart des phénomènes, tra-
duits par les diverses équations aux dérivées partielles des modèles physiques, ap-
paraissent sous forme intégrée. L’intégration de ces équations sur des volumes dits
« macroscopiques » n’est intéressante que pour l’étude des systèmes au travers de
leurs grandeurs globales. Les remarques faites ci-dessus deviennent intéressantes si
les diverses grandeurs de la physique sont décomposées sur des grandeurs élémen-
taires.
1.2.2 Rupture de symétrie des équations de Maxwell
La structure de R3 peut aussi poser problème dans le cas de transformations
de l’espace (Lévy 2009). Nous allons montrer comment les équations de Maxwell
peuvent être modifiées, et quelles sont les grandeurs constantes.






Figure 1.1 – Représentation d’une bobine et de son image par la trans-
formation (ex, ey, ez)→ (−ex, ey, ez) (Lévy 2005).
Cas d’une bobine (champ magnétique) Le premier exemple est celui d’une
bobine dans l’air (figure 1.1, Lévy 2005). On s’intéresse au champ magnétique
créé par le système lors d’une symétrie plane (ex, ey, ez)→ (−ex, ey, ez). Le champ
magnétique ne se comporte pas comme les vecteurs usuels de R3. Cette remarque
peut laisser sous-entendre que l’induction magnétique est mal représentée par un
vecteur classique, ou du moins, que sa structure est plus complexe.
Cas d’un condensateur (champ électrique) On considère un condensateur
plan, comme décrit sur la figure 1.2. Pour un point x de l’espace donné, on considère
un vecteur quelconque v et le champ électrique E(x). Si on réalise une homothétie
de l’espace (par exemple expansion par 2), alors les vecteurs précédents se trouvent
maintenant au point x′ = 2x. Le vecteur v a bien doublé de norme, ainsi v′ = 2v.
Cependant, le champ E a vu sa norme divisée par deux : E ′(x′) = 1/2E(x). Le
champ électrique ne suit pas la même relation que le reste des vecteurs (Lévy
2005). Le produit scalaire entre le champ électrique et un vecteur quelconque est
quant à lui conservé.
1.3 Vers les formes différentielles
Le paragraphe 1.2.2 montre que, par exemple les phénomènes magnétiques sont
mal représentés par des éléments vectoriels locaux. Dans leur structure classique,
une modification de la métrique a une influence sur les champs effectivement mo-
28 CHAPITRE 1. EXPRESSIONS INTÉGRÉES
1 V 1 V
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Figure 1.2 – Figure schématique d’un condensateur plan et de son image
par une homotétie de facteur 2 (Lévy 2005).
délisés. Les deux remarques précédentes laissent à penser qu’il ne faut pas utiliser,
par exemple, le champ vectoriel E = (Ex, Ey, Ez) mais le covecteur e(x) qui, à une
variété de dimension 1, fait correspondre v → Ex · vx + Ey · vy + Ez · vz. En termes
plus simples, à partir d’une courbe, ce covecteur fait correspondre la circulation
associée. Bossavit (1993) considère la structure de l’espace Hilbertien R3 comme
étant trop riche. Nous allons alors présenter les expressions à l’aide de formes li-
néaires, et nous verrons que ces outils permettront de simplifier les écitures des
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Avant d’exprimer les équations de Maxwell sous forme « moderne », il convient
d’introduire les notations permettant de comprendre le formalisme (de plus en plus
courant) utilisé dans la littérature (Bossavit 1991, 1992 ; « Discrete spaces for div
and curl-free fields » ; Kovanen et al. 2011 ; Bossavit et al. 2003). Ce chapitre
présente, dans une première partie sans lien direct avec la physique, les outils et
notations nécessaires. Les formules essentielles et le lien avec la physique sont par la
suite introduits. Cette partie ne prétend pas fournir une explication détaillée, mais
présente les éléments essentiels nécessaires à la compréhension de la littérature.
2.1 Rappels
2.1.1 Définitions
On considère un espace topologique, pour l’instant quelconque, noté E (Le-
fevre 2007) et on s’intéresse à une ou plusieurs parties de E appelées « ou-
verts » (supposées bornées dans notre cas) ayant les propriétés suivantes :
– toute réunion (finie ou non) d’ouverts est un ouvert ;
– toute intersection finie d’ouverts est un ouvert ;
– l’ensemble vide Ø et l’ensemble E sont des ouverts.
Si un espace F possède un complémentaire ouvert, alors cet espace est dit « fermé » (au-
trement dit, c’est un ouvert avec son bord). Si chaque point de E possède un voi-
sinage qui lui est propre (deux points ont deux voisinages disjoints), alors on parle
d’espace disjoint.
Une application, notée f , d’un espace C vers D est continue si et seulement
si l’image de C par f est un ouvert et réciproquement. Elle appartient à l’espace
des applications de C dans D noté L(C,D). Si f est bijective, et si f et f−1 sont
continues, C et D sont homéomorphes et f est un homéomorphisme.
Une application d de E ×E → R est une norme pour l’espace E si d vérifie les
propriétés suivantes :
– symétrie – ∀(x, y) ∈ E2, d(x, y) = d(y, x) ;
– séparation – ∀(x, y) ∈ E2, d(x, y) = 0⇒ x = y ;
– homogénéité – ∀(λ, x) ∈ R×E, d(λx) = |λ|d(x)) ;
– sous-additivité – ∀(x, y) ∈ E2, d(x+ y) ≤ d(x) + d(y).
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La propriété de positivité ∀(x, y) ∈ E, d(x, y) ≥ 0 découle de l’inégalité trian-
gulaire. Pour plus de simplicité, on suppose la constante λ ∈ R, mais il peut s’agir
d’un espace plus général. La propriété d’homogénéité n’est pas indispensable pour
le moment, une distance aurait été suffisante. Si la propriété de séparation est man-
quante (∀(x, y) ∈ E2, d(x, y) = 0; x = y) alors d est appelée semi-norme. C’est
par exemple le cas de grad u · grad v pour l’espace R3 (c’est une norme pour H10).
L’association de E et d’une norme, notée (E, d), est appelée espace métrique.
Une suite {xn} est dite de Cauchy si ∀ǫ > 0, alors ∃N tel que ∀n > N et ∀m > N
alors d(xn, xm) ≤ 0. En particulier un espace est dit complet si et seulement si
toute suite de Cauchy converge (il n’y a aucun point manquant). Un espace (A, d)
est dit de Banach s’il est complet pour sa norme. Les espaces de Banach sont les
espaces les moins restrictifs pour l’étude des fonctions différentiables utiles à la
modélisation des problèmes physiques.
Une application f est dite différentiable en x si, pour tout vecteur h, il existe
une application dfx et un vecteur α, tel que :
f(x+ h) = f(x) + dfx(h) + α‖h‖.
dfx est appelée différentielle de f en x. Par extension, f est différentiable sur
une partie F de (E, d) si elle est différentiable en tout point de F . Dans ce cas
l’application liant tout point de F à chaque fonction dfx est appelée dérivée :
∇f : F → L(F,G) (2.1a)
x 7→ dfx. (2.1b)
Une forme linéaire est une fonction de Ek dans E satisfaisant les propriétés
suivantes :
∀(x, y) ∈ E2, f(x+ y) = f(x) + f(y), (2.2a)
∀(λ, x) ∈ R× E, f(λ ) = λ f(x). (2.2b)
La notion de forme est liée au fait que la fonction prend ses valeurs dans l’espace
E considéré.
2.1.2 Variétés différentiables
Notion de carte et d’atlas Une variété V est un espace topologique dont
chaque point x possède un voisinage Ux homéomorphe à Rn. Si φx est l’homéo-
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morphisme liant Ux à Rn, (Ux, φx) est nommée carte. Si l’on prend l’ensemble des
cartes permettant de recouvrir V , on obtient un atlas. Si de plus les fonctions {φx}
sont considérées p fois différentiables (classe Cp), on parle d’atlas de classe Cp.
Il faut ajouter une propriété formulée sous la forme : si deux voisinages Ui et Uj
sont non disjoints (Ui ∩ Uj 6= ), alors φj ◦ φ−1i est non nulle et définit un difféomor-
phisme de classe Cp de l’ouvert φi(Ui ∩ Uj) ⊂ Rn vers l’ouvert φj(Ui ∩ Uj) ⊂ Rn
(les φi apparaissant ici car on considère φj ◦ φ−1i ).
Notion de variété L’atlas de classe Cp munit V d’une structure différentiable.
Des atlas (de classe Cp) sont dits compatibles si leur réunion est un atlas (de classe
Cp). L’union de tous les atlas forme un altas maximal A. Le couple formé par la
variété V et l’atlas maximal forme une varité différentiable (de classe Cp).
Cette définition abstraite peut être traduite par : la variété de dimension n est
un « assemblage de morceaux de Rn », régulièrement raccordés (Bossavit 1993).
Cette structure est utile pour l’étude des grandeurs physiques sur un sous-ensemble
de R3.
2.1.3 Vecteur tangent, espace vectoriel tangent
Vecteur tangent Les vecteurs tangents sont largement utilisés en physique (cal-
cul d’abscisses curvilignes de vitesses, de circulations). On se propose d’étendre la
définition empirique de la notion de vecteur tangent à des variétés de dimension
quelconque. On commence par considérer un arc différentiable, dans la variété V ,
défini comme :
C : I ⊂ R→ V (2.3)
t 7→ C(t), (2.4)
où C(t) est une sous-partie de V . On suppose que cet arc passe par le point x de
V , ainsi ∃ to ∈ I / C(t0) = x. Pour définir la dérivée au point x de la variété, il
faut une fonction f , définie sur V . Ainsi l’ensemble des valeurs de f sur l’arc C est
donné par f ◦ C, et est par conséquent dérivable en x. On note la dérivée :
C˙(x)[f ] = ∂t f ◦ C|t0 . (2.5)
Deux trajectoires C1 et C2 sont équivalentes si elles ont la même dérivée en x, soit
∀f :
C˙1(x)[f ] = C˙2(x)[f ]. (2.6)
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Le vecteur tangent à V en x se définit comme la classe d’équivalence de toutes les
trajectoires ayant la même dérivée en x. Il est plus parlant de définir le vecteur
tangent comme un opérateur différentiel du premier ordre ~v|x[f ] défini sur un espace
de fonctions différentiables au moins en x, et à valeurs réelles. Il vérifie les propriétés
suivantes de linéarité et de dérivation :
∀(f, g) ∈ L(F,G)2, ∀a ∈ R, (2.7a)
~v|x[f + g] = ~v|x[f ] + ~v|x[g], (2.7b)
~v|x[a f ] = a~v|x[f ], (2.7c)
~v|x[fg] = f(x)~v|x[g] + ~v|x[f ]g(x), (2.7d)
~v|x[1] = 0. (2.7e)
On peut associer l’idée ici que ~v|x[f ] est la vitesse de la trajectoire C, au temps t0,
lorsque le point considéré se trouve en x. Cette définition peut être transposée en
dimension n par décomposition de f sur une base de l’espace fonctionnel. Soient les
coordonnées de f données par n fonctions fi et celles de x telles que xi = Ci(t), ∀t.
L’équation 2.5 devient, pour la ième coordonnée :
C˙(x)[f ] = dt fi ◦ Ci|t0 = dtCj|t0 ∂xifi|xi=Ci(t0). (2.8)
Le vecteur vitesse peut être indentifié comme étant :
vi = dtCj |t0 , (2.9)
et de manière analogue, le vecteur tangent est une application de dimension n dont





Le champ de vecteur tangent n’est défini que localement. Cette application s’ap-





Plan tangent Nous avons vu que le vecteur tangent est une application définie
sur un espace fonctionnel de dimension n, appliquée au point x de la variété V , et
à valeur dans Rn. Le plan tangent est l’espace des vecteurs tangents en x et est
formé par exemple par la base des ∂xi . On note cet espace Tx.
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2.1.4 Covecteurs
Si V est une variété de dimension n et x un point de V , il existe un espace de
fonctions appelé espace tangent Tx. On définit parallèlement à Tx l’espace vectoriel
dual, noté T ⋆x et appelé espace cotangent, formé des applications linéaires associant
un élément de Tx à un réel. On note par {~ei} une base de Tx et par {dj} une base
de T ⋆x , la relation suivante est vérifiée :
〈~ei, dj〉 = δij. (2.12)





Si on définit les vi comme ~v =
∑
vi ~ei, le produit 〈., .〉 appliqué à l’opérateur ex-





Nous appelerons w un covecteur.
Ainsi, par identification avec l’équation 2.11, une fonction au voisinage du point
x définit, au travers de sa différentielle, une fonction de l’espace cotangent T ⋆x notée
w. En d’autres termes, au voisinage du point x, les covecteurs sont des éléments
de T ⋆x et l’ensemble des covecteurs forme un espace de dimension double appelé
fibré cotangent. Les covecteurs {di} permettront d’exprimer les p-covecteurs puis
les formes linéaires dans la carte locale liée à x.
2.1.5 Formes linéaires alternées
Les p-covecteurs sont des applications multilinéaires alternées notées L :
C : T px → R (2.15)
v 7→ L(v). (2.16)
La forme est multilinéaire, ainsi pour tout indice (i, j), avec i 6= j, et réel α :
L(v1, . . . , vi−1, vi +W, vi1, . . . , vp) = L(v1, . . . , vi−1, vi, vi1, . . . , vp) (2.17a)
+ L(v1, . . . , vi−1,W, vi1, . . . , vp), (2.17b)
L(v1, . . . , vi−1, α vi, vi1, . . . , vp) = αL(v1, . . . , vi−1, vi, vi1, . . . , vp), (2.17c)
L(v1, . . . , vi; . . . , vj , . . . , vp) = −L(v1, . . . , vj; . . . , vi, . . . , vp). (2.17d)
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On note {dσ(1) ∧ · · · ∧ dσ(p)}, une base de p-covecteurs, où σ est une injection crois-
sante de l’ensemble des entiers (Bossavit 1993). Appliquée à un ensemble de
vecteurs {vi} ∈ T px , le résultat est :
dσ(1) ∧ · · · ∧ dσ(p)(v1, . . . , vp) =
∑
Π
vσ◦Π(1) vσ◦Π(3) . . . vσ◦Π(p). (2.18)
Ces p-covecteurs sont à la base de la définition des formes différentielles.
2.1.6 Formes différentielles
Les p-formes différentielles sont des champs C∞ de p-covecteurs qui, écrits dans
la base locale associée à la carte au point x ({di}), s’expriment comme :




dσ(c) dσ(1) ∧ · · · ∧ dσ(p), (2.20)
où C∞(T px ,R) est l’espace des fonctions C∞ allant de T px vers R.
2.2 Lien avec le monde réel
Les expressions données ci-dessus sont parfois abstraites et prennent tout leur
sens quand elles sont appliquées, en dimension 3, à des vecteurs connus. On définit
la forme linéaire suivante :
dx : R
3 → R, (2.21)
(x, y, z) 7→ x ; (2.22)
et on procède de même pour les formes linéaires notées dy et dz (Lévy 2005). Les
formes ainsi définies dépendent de la base choisie. Notons m une forme linéaire
quelconque et u un point de R3, alors il existe un unique triplet (a, b, c) tel que :
f(u) = a dx(u) + b dy(u) + c dz(u). (2.23)
Pour faire le lien avec ce qui précède, les fonctions dx, dy et dz sont des formes
linéaires de R3 et {dx, dy, dz} est une base de l’espace dual de R3. Reprenons main-
tenant les exemples du condensateur plan et de la bobine.
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Cas du condensateur plan Une dilatation de l’espace transforme les coordon-





z sont quant à elles multipliées par deux. L’expérience montre
que, pour un point considéré, la norme du champ magnétique E est réduite de




z) = 1/2(Ex, Ey, Ez) = 1/2E, on constate que la repré-
sentation vectorielle du champ est modifiée. En revanche la forme linéaire, que nous
noterons 1e, définie par :
1e = Ex dx + Ey dy + Ez dz, (2.24)












Cas de la bobine Une remarque similaire peut être faite avec le cas de la bobine.
Dans R3, les 2-formes linéaires alternées ont pour base :
{dy ∧ dz, dz ∧ dx, dx ∧ dy}. (2.26)
La transformation de miroir fait passer la base de R3 de (ex, ey, ez) vers (−ex, ey, ez).
On remarque que le champ vectoriel B′ dans le nouveau repère est −B, où B est le
champ exprimé dans le repère initial. Une fois encore la représentation vectorielle
est dépendante de la base choisie. La 2-forme linéaire alternée, notée 2b, demeure
inchangée :
2b = Bx dy ∧ dz +By dz ∧ dx +Bz dx ∧ dy, (2.27)
= B′x d
′
y ∧ d′z +B′y d′z ∧ d′x +B′z d′x ∧ d′yE. (2.28)
En effet, on obtient : dy ∧ dz = d′y ∧ d′z, dz ∧ dx = −d′z ∧ d′x, dx ∧ dy = −d′x ∧ d′y, et
Bx = B
′
x, By = −B′y, Bz = −B′z .
2.3 Outils de base
Afin de pouvoir exprimer les relations entre les différents champs, nous allons
introduire divers opérateurs. On supposera les formes et les p-covecteurs définis sur
un ouvert de Rn.
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2.3.1 Produit extérieur
Le produit extérieur est une opération permettant, à partir d’un p-covecteur f
et d’un k-covecteur g, de produire un (p+ k)-covecteur défini comme :
∧ : T px × T kx → T (p+k)x
f ∧ g(~v1, . . . , ~vp+k) 7→
∑
σ∈Gp+k
ǫ(σ) f( ~vσ(1), . . . , ~vσ(p)) g( ~vσ(1), . . . , ~vσ(k)), (2.29)
où G est le groupe des permutations et ǫ(σ) est la signature de σ. La signature est




+1 si les i1 . . . in sont distincts et
si les j1 . . . jn forment une permutation paire ;
−1 si les i1 . . . in sont distincts et
si les j1 . . . jn forment une permutation impaire ;
0 sinon.
(2.30)
On peut alors réécrire l’équation 2.29 comme :
∧ : T px × T kx → T (p+k)x
f ∧ g(~v1, . . . , ~vp+k) 7→
∑
1 ≤ i1 < i2 < · · · < ip ≤ p + q
1 ≤ j1 < j2 < · · · < jq ≤ p + q
δ
i1...ip,j1,...jk
1...p+k f( ~vσ(1), . . . , ~vσ(p)) g( ~vσ(1), . . . , ~vσ(k)). (2.31)
Cette opération est identique pour les champs de p-covecteurs et les champs de
k-covecteurs permettant de définir la forme différentielle de degré p+ k à partir
des formes v et w : v ∧ w. Cet opérateur est entre autre :
– bilinéaire : w ∧ (v1 + αv2) = w ∧ v1 + α v ∧ v2 ;
– antisymétrique : v ∧ w = −1p+k w ∧ v ;
– associatif : w ∧ (v1 ∧ v2) = w ∧ (v1) ∧ v2.
2.3.2 Produit intérieur
Soit f un k-covecteur et ~v un vecteur, il est possible de déterminer une (k − 1)-
forme linéaire g telle que :
T kx → T k−1x
g(~v1, . . . , ~vk−1) = f(~v, ~v1, . . . , ~vk−1), (2.32)
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où {~v1, . . . , ~vk−1} sont k − 1 vecteurs arguments des formes linéaires. Cette opéra-
tion, notée g = i(~v)f , est appelée produit intérieur de f et du vecteur ~v. Il en est
de même avec un champ de k-covecteurs (une k-forme w) et les champs de vecteur
V , ainsi pour une k-forme :
iVw 7→ i(~v = V (x))w(x). (2.33)
Si v est une p-forme et w une k-forme, a et b deux réels, cet opérateur satisfait les
relations suivantes :
iV (a v + bw) = wa iV v + b iV w, (2.34a)
iV (v ∧ w) = iV (v) ∧ w + (−1)p v ∧ iV (w), (2.34b)
iV iW v = −iW iV v. (2.34c)
2.3.3 Différentielle extérieure
La différentielle extérieure est la généralisation de la notion de différentiabilité
aux p-covecteurs et plus généralement aux formes différentielles. On note d cet
opérateur permettant de faire passer des p-covecteurs / p-formes, aux (p+ 1)-
covecteurs, calculé ainsi à l’aide des applications {di} :
d : T px → T p+1x





∂xkwi1,...,ip(u) di1 ∧ di2 ∧ · · · ∧ dip. (2.35)
L’opérateur d vérifie en particulier la relation suivante, avec v une p-forme et
w une k-forme :
d[v ∧ w] = dv ∧ w + (−1)p v ∧ dw. (2.36)
Le carré de l’opérateur différentielle extérieur est toujours nul, ainsi pour toute
p-forme w :
d ◦ dw = 0. (2.37)
L’image de l’opérateur d, appliqué aux p-formes, est donc incluse dans le noyau
de l’opérateur d appliqué aux (p+ 1)-formes. Cette propriété sera à la base des
identités remarquables de combinaison des opérateurs vectoriels.
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2.3.4 Théorème de Stokes






Cette relation s’appelle théorème de Stokes.
2.3.5 Trace
La trace d’une forme différentielle sur une variété ω est un opérateur de restric-
tion sur ω. On le note t. Cet opérateur engendre donc une forme de même degré. En
utilisant le théorème de Stokes, par identification, on remarque que les opérateurs
d et t commutent, ainsi pour toute forme w :
dtw = tdw. (2.39)
2.3.6 Opérateur de Hodge
L’opérateur de Hodge établit une correspondance entre les p-formes et les
(n− p)-formes, et sera noté ⋆. Nous verrons par la suite que cet opérateur joue
un rôle particulier car il est, pour les modèles physiques, étroitement lié aux lois
de comportement. Le choix d’une méthode de discrétisation influera sur la manière
de calculer cet opérateur (Bossavit et Mayergoyz 1998).
2.3.7 Dérivée de Lie
La dérivée de Lie pour les formes différentielles est une généralisation de la
différentiation, suivant le champ V . Cette dérivée peut être définie de manière
axiomatique (Paulin 2007). Il existe une unique fonction LV telle que :
– LV est linéaire ;
– LV possède la structure d’une dérivée et vérifie la formule de Leibnitz, ainsi
si v et w sont deux formes LV (v ∧ w) = v LV ∧ w + LV v ∧ w ;
– LV et d commutent.
De plus, si V et W sont deux champs alors L[V W ] = LV ◦ LW − LW ◦ LV . La dé-
finition la plus utile de LV est réalisée à partir du produit intérieur iV et de la
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différentielle extérieure :
LV = iV ◦ d+ d ◦ iV . (2.40)
Si f est une 0-forme (i.e. une fonction classique), alors LV f est définie par le produit
scalaire 〈df, V 〉. La dérivée connective physique est Dt = ∂t + V ·∇ = ∂t + LV .
2.3.8 Lemme de Poincarré
Soit w une p-forme différentielle, cette forme est dite fermée si dw = 0 et est
dite exacte s’il exite une (p− 1)-forme v telle que w = dv. Ainsi, d’après le lemme
de Poincarré, toute forme exacte est fermée. Cependant la réciproque n’est vraie
que si le domaine considéré est contractile. Dans ce cas, la suite formée par les
applications successives de l’opérateur d devient exacte.
En pratique, la réciproque est vraie localement si on considère chacun des voi-
sinages des différents points de la variété. Cette remarque est particulièrement
importante car elle fournit une condition sur le caractère intégrable des formes dif-
férentielles. En particulier, elle sert en électromagnétisme à définir les potentiels,
et ce, même si le domaine n’est pas contractile.
2.4 Application à la physique
Les outils précédents sont à appliquer dans un cadre plus restreint pour la
modélisation des problèmes physiques. On suppose dans ce qui suit que le modèle
physique est défini sur un espace topologique ouvert D ayant une structure de
Banach et que les fonctions sont suffisament régulières.
2.4.1 Cas de la dimension 3
En dimension 3, les seules formes considérées sont celles variant de p = 0 à
p = 4. Ainsi, à l’aide des formes linéaires dx, dy et dz définies au paragraphe 2.2,
les formes de degrés divers ont pour base :
– 0-formes : {1} ;
– 1-formes : {dx, dy, dz} ;
– 2-formes : {dy ∧ dz, dz ∧ dx, dx ∧ dy} ;
– 3-formes : {dx ∧ dy ∧ dz} ;
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Les diverses formes différentielles peuvent être exprimées en fonction de champs
au point x qui peuvent les représenter (notés F ). Ainsi les 0-formes sont les champs





· 7→ F (x)
}
. (2.41)






u 7→ F (x) ·u
}
. (2.42)







(u, v) 7→ F (x) ·u× v
}
, (2.43)







(u, v, w) 7→ F (x) det(u, v, w)
}
. (2.44)
Ces expressions montrent que les 0-formes sont bien adaptées pour les champs
en un point, les 1-formes sont adaptées à l’intégration sur une courbe, les 2-formes
sont adaptées aux intégrales de surface, et les trois formes sont associées aux inté-
grales sur les volumes.
Le champ F représenté dépendra effectivement de la métrique (mesure et orien-
tation). Par exemple, pour les 1-formes, si le couple « mesure + orientation »
( · , OR) est transformé en un autre noté (◦, OR), l’invariance de 1u suppose que le
champ F doit varier en F. Il existe alors un opérateur L tel que : v ◦ v = L(u) ·L(v),
ainsi :
∀u ∈ R3,1 u(v) = F(x) ◦ u = L(F(x)) ·L(u) = LaL(F(x)) ·u = F (x) ·u, (2.45)
avec La l’opérateur adjoint et F = [LaL]−1(F ). Les différentes transformations 1
sont répertoriées dans Bossavit (1993).
1. On peut remarquer que ces formules sont très proches de celle obtenues pour le passage
d’un élément tétraédrique de référence vers un élément réel. En effet, dans ce dernier cas les
transformations ne sont rien d’autre qu’une modification linéaire de la métrique de R.
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2.4.2 Formules utiles
Ce paragraphe résume les formules utiles pour la représentation des modèles
sous forme différentielle. Ainsi, par identification avec les champs vectoriels, les
formules suivantes sont obtenues.
Pour le produit extérieur :
– 0f∧0g = 0g∧0f : · 7→ f(x)g(x) ;
– 0f∧1g = −1g∧0f : u 7→ f(x)g(x) ·u ;
– 1f∧1g = 1g∧1f : (u, v) 7→ [f(x)× g(x)] · [u× v] ;
– 1f∧1g = 1g∧1f : (u, v, w) 7→ f(x) · g(x) det(u, v, w).
Pour le produit intérieur :
– iv1f : · 7→ f(x)v(x) ;
– iv2f : u 7→ f(x)× v(x) ·u ;
– iv3f : (u, w) 7→ f(x) det(v(x), u, w).
Relations avec la différentielle extérieure :
– d0f : u 7→ grad f(x)u ;
– d1f : (u, v) 7→ rot f(x) ·u× v ;
– d2f : (u, v, w) 7→ div f(x) det(u, v, w).
Les autres relations souvent utiles étant :
– iV (v ∧ w) = iV (v) ∧ w + (−1)p v ∧ iV (w) ;
– iV iW v = −iW iV v ;
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Cette partie introduit les divers modèles avant discrétisation. Chaque modèle
sera présenté sous forme de relations classiques impliquant les équations aux déri-
vées partielles des champs et les formes utilisant les formes différentielles.
3.1 Modélisation des phénomènes thermiques
Nous ne considèrerons que des modèles de thermique linéaire. La loi de Fourier
pour les matériaux linéaires et l’équation de la chaleur s’écrivent :
−divΦ+ s = ρCp ∂tT , (3.1)
Φ = −k gradT . (3.2)
Ainsi l’équation en température T peut être formulée sous la forme :
k∆T + s = ρCp ∂tT , (3.3)
où Φ est la densité de flux de chaleur (dirigée, par convention, vers les tempéra-
tures décroissantes), s est la densité des sources thermiques, et ρCp est la capacité
thermique à pression constante.
Des pertes par convection sont ajoutées aux surfaces latérales. On utilise pour cela
la loi de Newton appliquée à la densité de flux de chaleur :
− Φ ·n = h (T − Text), (3.4)
où h est le coefficient local de transfert thermique, n est la normale unitaire sortante
et Text est la température du milieu extérieur. Les équations 3.3 et 3.4 sont réécrites

















ou u′ est une fonction scalaire quelconque s’annulant aux bords à température
imposée.
Sous la forme différentielle, ces équations s’écrivent alors :
dΦ+ s = ⋆ρCp∂tt, (3.6a)
Φ = − ⋆k dt. (3.6b)
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où ⋆k est un opérateur de Hodge. Φ apparaît donc en tant que 2-forme, compa-











Figure 3.1 – Diagramme « de Tonti » pour le problème de thermique.
3.2 Modélisation des phénomènes mécaniques
En utilisant la convention de sommation d’Einstein sous les conditions de petites
perturbations, la seconde loi de Newton s’écrit :
σij,j + fi = ∂tρ∂tui. (3.7)
σ est le tenseur des contraintes, u est le déplacement, et ρ est la masse volumique.











1− 2ν (T − Tref)G, (3.8)
où G est le tenseur métrique, assimilé à I dans le cadre d’un repère cartésien.
E et ν sont respectivement le module d’Young et le coefficient de Poisson, tr est
l’opérateur de trace. Le second terme de l’équation 3.8 rend compte d’un possible
couplage thermo-mécanique où α est le coefficient de dilatation thermique, T est la
température et Tref est une température de référence pour laquelle les phénomènes
thermiques sont supposés nuls. Dans les cas simples où les effets thermiques sont














(ui,j + uj,i) . (3.10)
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+ fi − αE
1− 2ν
(
T,i − Tref ,i
)
= ρ∂2t ui. (3.11)
Pour un déplacement cinématique δu admissible, le principe des puissances vir-












où H est un tenseur globalisant la loi de Hooke, et FΓ est la pression surfacique.
δǫ est déduit de δu à l’aide de la relation 3.10.
En parallèle de ces équations, il est possible de montrer (Bossavit 2010) que
σ se comporte comme une 2-forme, et que ǫ est une 1-forme. Pour le problème
d’élasticité, les équations équivalentes utilisant les formes différentielles sont :
dσ + f = ∂t ⋆ρ ∂tu, (3.13a)
σ = ⋆Hǫ, (3.13b)
dǫ = 0. (3.13c)
















Figure 3.2 – Diagramme « de Tonti » pour le problème de mécanique.
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3.3 Modélisation des phénomènes magnétiques
On rappelle les équations 1.3 à 1.6 vues au chapitre 1 permettant de modéliser
les phénomènes magnétiques :
Maxwell–Faraday : rotE = −∂tB,
Maxwell–Ampère : rotH = J + ∂tD,
Lois de conservation : divD = ρ,
divB = 0.
avec E le champ électrique, B l’induction magnétique, H le champ magnétique, D
l’induction électrique, et J la densité de courant.
Dans le cas où les longueurs d’onde considérées sont faibles devant les tailles
caractéristiques du système (c’est à dire que la relation 1/c∂t ≪ ∆ sur les opérateurs
est justifiée), nommé approximation des régimes quasi stationnaires (ARQS), le
système d’équations précédent se réduit à :
rotE = −∂tB divB = 0, (3.14a)
rotH = J div J = 0, (3.14b)
où les deux équations de droite sont des conséquences des équations de gauche. Le
système ne saurait être complet sans l’ajout de relations, dites loi de comporte-
ment :
J = σE, (3.15a)
B = µH . (3.15b)
Nous avons vu que, en conséquence du Lemme de Poincarré, si une forme est
fermée alors elle est au moins localement exacte. Or, dans le cadre de l’ARQS, les
relations suivantes sont satisfaites : divB = 0, div J = 0. On peut introduire deux
champs tels que :
B = rotA, (3.16a)
J = rotT . (3.16b)
A est appelé potentiel vecteur magnétique et T est le potentiel vecteur électrique.
En reportant l’équation 3.16a dans l’équation 3.14a, on remarque qu’un second
potentiel noté φ, appelé potentiel scalaire électrique, peut être introduit :
E = −∂tA + gradφ. (3.17)
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De la même manière, le report de l’équation 3.16b dans l’équation 3.14b permet
d’ajouter un potentiel Ω, tel que :
H = T − gradΩ. (3.18)
À partir de ces divers potentiels, l’équation de Maxwell-Ampère (3.14b) permet
de définir la loi d’évolution dite « formulation électrique » par :
rot ν rotA+ σ (∂tA+ gradφ) = 0. (3.19)
À partir de la relation de Maxwell-Faraday (3.14a) la formulation dite « formu-
lation magnétique » peut être définie :
rotσ−1 rotT + ∂t [µ (T − gradΩ)] = 0. (3.20)
Les formulations variationnelles qui en découlent sont données par :∫
Dmag











φ′ J ·n, (3.21b)
où A′ et φ′ sont deux champs de même nature que A et φ, respectivement. La
formulation magnétique donne :∫
Dmag
σ−1 rotT rotT ′ + ∂t [µ (T − gradΩ)] T ′ =
∫
∂Dmag
σ−1 rotT × T ′, (3.22a)
∫
Dmag
µ(T − gradΩ)gradΩ′ = −
∫
∂Dmag
σ−1 rotT × gradΩ′,
(3.22b)
où T ′ et Ω′ sont deux champs de même nature que T et Ω, respectivement.
Pour ces deux formulations, des termes sources peuvent être ajoutés, condui-
sants à la définition de membres de droite. La définition de ces formulations et des
conditions qu’elles imposent est courante et se trouve détaillée dans les références
Moreau (2012) et Bouillault (1991).
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Les équations du magnétisme se présentent sous la même forme dans le forma-
lisme différentiel. Les équations de Maxwell, dans le cadre de l’ARQS, s’écrivent :
de = −∂tb, de = 0, (3.23a)
dh = j, dj = 0. (3.23b)
Les lois de comportement sont représentées par des opérateurs de Hodge, cha-
cuns indicés par les lois de comportement qu’ils représentent respectivement :
b = ⋆µh, (3.24a)
j = ⋆σe. (3.24b)
Ainsi les formulations de l’électromagnétisme sont équivalentes à :
d ⋆ν da− ⋆σ (∂ta+ dφ) = 0, (3.25a)
d ⋆σ−1 dt + ∂t[⋆µ(t− dω)] = 0. (3.25b)
Dans ce cas, outre les opérateurs ⋆, les divers champs et opérateurs ne dépendent
plus du repère. Il est habituel de représenter les diverses équations sous la forme































Figure 3.3 – Diagramme « de Tonti » pour le problème de magnétisme.
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Ce chapitre se concentre sur la définition des espaces et les fonctions nécessaires
à la discrétisation des grandeurs physiques, à la base de toute méthode numérique.
Nous verrons que l’étape importante réside dans la construction de l’opérateur de
Hodge ⋆. À discrétisation équivalente, les différentes méthodes numériques permet-
tant de résoudre les équations aux dérivées partielles diffèrent essentiellement dans
la manière de construire l’approximation de l’opérateur de Hodge (Bossavit et al.
2003).
Nous commencerons par décrire les espaces vectoriels utilisés et les outils asso-
ciés, puis nous présenterons les divers types d’éléments finis utilisés. Un exemple
de construction de matrice par différentes méthodes permettra d’illustrer les di-
verses constructions de l’opérateur de Hodge. Enfin, les systèmes matriciels pour
les problèmes thermique, mécanique et magnétique seront donnés.
4.1 Espaces et outils fondamentaux
Soit Ω un domaine ouvert borné (à frontière suffisament régulière), on note par
L(Ω) l’espace vectoriel des fontions à support dans Ω, et de carré sommable. On




u · v, (4.1)
auquel on joint la norme :
‖u‖L2(Ω) = 〈u, v〉1/2L2(Ω). (4.2)
Les fonctions u et v sont des fonctions indifférement scalaires ou vectorielles (selon
le contexte). On utilise la notation usuelle D(Ω) pour définir l’espace des fonctions
infiniment différentiables à support compact dans Ω. Cet espace nous permet entre
autre de définir la dérivation. Dans tout ce qui suit, et en particulier en dimension
finie, la notion de fonction dérivée est prise au sens des distributions :
D′(Ω)→ R,
∂αu : φ 7→ 〈∂αu, φ〉D′,D = (−1)α〈u, ∂αφ〉D′,D, (4.3)
où D′ est le dual de D. L’espace L2(Ω) n’étant pas suffisament restrictif, nous
utiliserons aussi les espaces de Sobolev Wm,p :
Wm,p(Ω) = {u ∈ Lp, ∂αu ∈ Lp, ∀|α| ≤ m}, (4.4)
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appliqués en particuler au cas m = 2, pour lequel on nomme les espaces Hp. On se
concentrera dans ce qui suit au cas p = 1 et p = 2. On les dote d’une structure de


















Pour les champs de l’électromagnétisme, les espaces cités peuvent être trop
restrictifs. On introduit les espaces Hp définis par :
Hgrad(Ω) : {u ∈ L2(Ω), grad u ∈ L2(Ω)}, (4.8a)
Hrot(Ω) : {u ∈ L2(Ω), rot u ∈ L2(Ω)}, (4.8b)
Hdiv(Ω) : {u ∈ L2(Ω), div u ∈ L2(Ω)}, (4.8c)

























u2 + div 2u, (4.10c)
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On pourra au besoin restreindre ces espaces en HXΓ pour lesquels :
HXΓ : {u ∈ HX , u|Γ = f}, (4.12)
où f est une fonction donnée. En particulier on définit les espaces L20, HX0 comme
étant les sous-espaces de ceux précédemment définis pour lesquels les fonctions
s’annulent au bord.
On définit l’espace H1/2 à partir de la restriction de H1 à Γ = ∂Ω. L’opérateur
trace vectoriel est donc défini comme :
t : H1(Ω)→H1/2,
u 7→ u|Γ. (4.13)
On définit sur le même schéma la trace normale comme :
tn : H1 → H−1/2,
u 7→ u ·n|Γ, (4.14)
et la trace tangencielle :
tt : H1 → H−1/2,
u 7→ u× n|Γ. (4.15)
Les identités de Green sont alors :
〈u, grad v〉L2(Ω) + 〈divu, v〉L2(Ω) = 〈u · v〉H1H−1/2 , (4.16a)
−〈u, rot v〉L2(Ω) + 〈rotu, v〉L2(Ω) = 〈u× v〉H1H−1/2 . (4.16b)
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4.2 Discrétisation, complexe de Whitney
Les solutions des équations aux dérivées partielles des modèles décrits ne peuvent
généralement pas être déterminées à l’aide de fonctions continues de l’espace (di-
mension infinie). On choisit pour cela de découper l’espace d’étude en un nombre
fini de cellules K. Ces cellules forment une partition de l’espace, notée Th :⋃
Ki∈Th
Ki = Ω ∀(i, j), i 6= j Ki ∩ Kj = ∅. (4.17)
On note par NTh, ATh , FTh, ETh le nombre de nœuds, arêtes, faces et éléments,
respectivement. À chaque élément du maillage est associé un élément fini, structure
faisant correspondre fonctions et topologie. Un élément fini sera formé d’un triplet
(Ki, PK, σK) tel que :
– Ki est une partie de Rn, n = 0 . . . 3 correspondant au domaine défini par
l’élément ;
– PK est un espace fonctionnel de dimension finie générant l’espace des fonctions
interpolables dans l’élément ;
– σK est un ensemble de valeurs, les degrés de liberté (DdL), en nombre géné-
ralement égal à la dimension de PK.
Nous avons vu que les différents domaines de la physique faisaient appel à des
formes différentielles de degré p = 0, . . . 3. Nous allons introduire quatre types d’élé-
ments finis, les éléments de Lagrange, de Nédélec, de Raviart-Thomas et de volume,
respectivement adaptés aux nœuds, arêtes, faces et volumes.
4.2.1 Élement de Lagrange
L’élément le plus courant est probablement l’élément de Lagrange, associé à un
nœud xi du maillage. On note par wni = λi la fonction coordonnée barycentrique,
évaluée en x, par rapport au nœud xi. Cette fonction, continue, vaut 1 en xi,
décroît linéairement dans les éléments adjacents, et est nulle partout ailleurs. Une
propriété importante est :
σK = {dni : PK → R, u 7→ dni = u(xi)}, (4.18)
ainsi les valeurs des DdL sont les valeurs de la fonction globale u aux sommets du
maillage. L’espace des fonctions engendré par les diverses fonctions de base est noté
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HgradT ⊂ Hgrad. Une fonction u sera générée à partir de l’opérateur d’interpolation :






Cet opérateur a pour propriétés particulières :
∀u ∈ Hgrad,
‖u− In(u)‖L2(Ω) ≤ h2|u|H2(Ω), (4.20a)
|u− In(u)|L2(Ω) ≤ h|u|H2(Ω), (4.20b)
où h est une constante dépendant du maillage. On dit que l’erreur d’interpolation
en norme L2 est en ordre 2, et en ordre 1 pour la semi-norme H1 (donc en norme
Hgrad).
4.2.2 Élement de Nédélec
Cet élément est lié à une arête du maillage (Nédélec 1986 ; Bossavit 1991).
Il sera particulièrement adapté aux 1-formes, susceptibles d’être intégrées sur une
variété de dimension 1. On définit pour la kème arête (entre les nœuds d’indices i
et j) le champ wak :












Figure 4.1 – Tracé, pour un élément bi-dimensionnel des champs générés
par les fonctions de base de Nédélec (Ern 2005).
La figure 4.1 présente le profil des fonctions de base pour un élément triangu-
laire. Le champ créé est orthoradial par rapport au nœud de base et la norme croît
linéairement avec la distance à ce nœud. Ainsi, à l’interface entre deux éléments,
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seule la composante tangentielle du champ est continue. Pour cet élément fini, les
DdL satisfont en particulier :
σK = {dai : PK → R, u 7→ dai =
∫
arête k
u · t}. (4.22)
Dans ce cas le DdL associé à une arête est la circulation du champ local. L’espace
engendré par l’ensemble {wai } est HrotT ⊂ Hrot. L’opérateur d’interpolation associé
est, par exemple pour un tétraèdre :






Cet opérateur a pour propriété particulière, si le pavage est régulier :
∀u ∈ Hrot,
‖u− Ia(u)‖L2(Ω) ≤ c h|u|H1(Ω), (4.24a)
‖rot [u− Ia(u)]‖L2(Ω) ≤ d h|rotu|H1(Ω), (4.24b)
où c et d sont des constantes. L’erreur d’interpolation est en ordre 1 à la fois en
norme L2 et pour la semi-norme Hrot (donc en norme Hrot).
4.2.3 Élement de Raviart–Thomas
Cet élément est lié à une face du maillage (Raviart et Thomas 1977). Il sera
particulièrement adapté aux 2-formes, susceptibles d’être intégrées sur une variété
de dimension 2. On définit, dans le cas particulier d’un tétraèdre, pour la lème face
(entre les nœuds d’indices i et j et k) le champ wfl :
wfl (x) = 2[λi(x)gradλj(x)× gradλk(x) (4.25)
+λj(x)gradλk(x)× gradλi(x) (4.26)
+λk(x)gradλi(x)× gradλj(x)]. (4.27)
La figure 4.2 présente le profil des fonctions de base pour un élément triangu-
laire. Le champ défini est radial dans le repère lié au nœud de base, et la norme
croît linéairement avec la distance. Ainsi, à l’interface entre deux éléments, seule la
composante normale du champ est continue. Pour cet élément fini, les DdL satisfont
en particulier :
σK =

















Figure 4.2 – Tracé, pour un élément bi-dimensionnel des champs générés
par les fonctions de base de Raviart–Thomas. (Ern 2005)
Dans ce cas le DdL associé à une face est le flux du champ local. L’espace engendré
par l’ensemble {wfi } est HdivT ⊂ Hdiv. L’opérateur d’interpolation associé est :






Cet opérateur a pour propriété particulière, si le pavage est régulier :
∀u ∈ Hdiv,
‖u− If (u)‖L2(Ω) ≤ c h|u|H1(Ω), (4.30a)
‖div [u− If (u)]‖L2(Ω) ≤ d h|divu|H1(Ω), (4.30b)
où c et d sont des constantes. L’erreur d’interpolation en norme L2 est en ordre 1,
et en ordre 1 pour la semi-norme Hdiv (donc en norme Hdiv).
4.2.4 Élement de volume
Il est intéressant de définir un dernier type d’élément, associé aux volumes et





où |Ki| représente le volume de l’élément. Le DdL associé equivaut à l’intégrale de
la fonction :
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L’espace engendré par l’ensemble {wei } est un sous-espace de L2 noté W3. L’opé-
rateur d’interpolation associé est :






4.2.5 Discrétisation des opérateurs différentiels
Pour lier ces divers espaces, il faut introduire les matrices d’incidence du maillage
(Bossavit et Mayergoyz 1998). Notons par [G], [R], [D] ces matrices, de tailles
respectives ATh ×NTh , FTh × ATh et ETh × FTh. Ce sont des matrices à valeur dans
{−1, 0, 1}, et définies comme suit :
– le terme élémentaire Gij vaut 1 si l’arête orientée d’indice i aboutit au nœud
d’indice j, vaut -1 si l’arête a pour origine le nœud d’indice j, 0 sinon ;
– le terme élémentaire Rij vaut 1 si la face orientée d’indice i possède l’arête
d’indice j et que l’orientation est directe, vaut -1 si l’orientation est inverse,
0 si l’arête n’appartient pas à la face ;
– le terme élémentaire Dij vaut 1 si le volume orienté positivement d’indice i
contient la face d’indice j et que la normale de la face est sortante, vaut -1
si la normale est entrante, 0 sinon.
Si un champ discret A est représenté par sa matrice de DdL [A], et si B est
représenté par [B], alors les relations suivantes sont vérifiées :
A ∈ HgradT , B ∈ HrotT , B = gradA⇔ [B] = [G][A], (4.34a)
A ∈ HrotT , B ∈ HdivT , B = rotA⇔ [B] = [R][A], (4.34b)
A ∈ HdivT , B ∈ L2T , B = divA⇔ [B] = [D][A]. (4.34c)
HgradT HrotT HdivT W3
W 0 W 1 W 2 W 3
grad rot div
[G] [R] [D]
Figure 4.3 – Suite des espaces dicrets pour le maillage primal. La ligne
du bas représente les espaces fonctionnels, les espaces du haut sont homo-
gènes à Rn.
Si Th est un pavage cellulaire régulier d’un domaine Ω contractile, alors la suite
présentée en figure 4.3 est exacte. Les espaces W 0, W 1, W 2 et W 3 représentent
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respectivement RNTh , RATh , RFTh et RETh . Les matrices [G], [R], [D] sont les ap-
proximations discrètes des opérateurs grad , div , rot pour les champs vectoriels,
et représentent l’opérateur d pour les formes différentielles.
4.2.6 Maillage dual
Le maillage dual est un second maillage, issu du maillage primal (celui concrè-
tement généré par l’outil de discrétisation), et pour lequel à chacune des p−cellules
du maillage primal correspond une (3−p)-cellule du maillage dual. Ainsi, à chaque
nœud du maillage primal correspond un volume du maillage dual, à chaque arête
du maillage primal correspond une face du maillage dual. . .
La construction du maillage dual n’est pas unique. Les deux types de construc-
tion les plus courants sont le dual barycentrique et le dual orthogonal. Dans le
premier cas les nœuds du maillage dual sont placés au barycentre des éléments
primaux, et les arêtes duales passent par le barycentre des faces primales, et sont
par conséquent brisées. Le dual orthogonal assure l’orthogonalité entre les éléments
des maillages primaux et duaux. Les arêtes ou faces ainsi construites sont droites
ou planes, respectivement. En revanche, l’existence du dual orthogonal n’est pas
assurée.
Si les orientations des éléments du maillages dual sont concordantes avec les
orientations externes des éléments primaux, alors on peut montrer les relations
suivantes (Bossavit et Mayergoyz 1998) :
[G˜] = −[D]⊤, (4.35a)
[R˜] = [R]⊤, (4.35b)
[D˜] = −[G]⊤, (4.35c)
où les matrices [G˜], [R˜], [D˜] sont les matrices d’incidence du maillage dual. Si on
considère les espaces générés par les fonctions associées à chaque maillage, alors
on peut placer les divers espaces dans un diagramme comme schématisé dans la
figure 4.4. Il reste à discrétiser l’opérateur permettant de passer des éléments de
dimension p aux éléments de dimension (3− p). L’opérateur permettant ce passage
est l’opérateur de Hodge symbolisé par ⋆, et sa représentation matricielle est donnée
par ∗. L’objet de ce qui suit est de montrer, sur un exemple électromagnétique
qu’opérateur de Hodge, loi de comportement et matrice de masse sont en liens
(Kotiuga 1984).








































Figure 4.4 – Représentation schématique des divers espaces pour le
maillage primal et dual. Les étoiles représentent l’opérateur susceptible de
faire passer de l’un à l’autre.
4.3 Interprétation de la discrétisation
Les valeurs contenues dans les vecteurs de DdL donnent une représentation ap-
prochée des formes différentielles associées aux grandeurs physiques. Ces vecteurs,
indépendants de la métrique, sont construits à partir des intégrales des formes
différentielles sur les variétés définies par le maillage (primal ou dual). C’est la dis-
crétisation des grandeurs physiques. Les formulations de la physique font essentiel-
lement apparaître la dérivée extérieure d, pour laquelle les diverses discrétisations
ont été données.
Il reste à discrétiser l’opérateur ⋆, lien manquant entre les grandeurs primales et
duales, base des différentes méthodes de résolutions (Kotiuga 1984).
4.3.1 Premier exemple
Soit l’opérateur C permettant de passer des formes différentielles aux repésenta-
tions matricielles. Pour une forme différentielle w et sa représentation équivalente
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matricielle w, on a en particulier (Bossavit et Kettunen 2000) :







avec l’équation de droite pour le maillage dual. Le complexe de Whitney peut être
représenté par l’opération en sens inverse, noté W, telle que :
Ww = w. (4.37)
Si l’opérateur de Hodge discret est noté ∗, alors la situation idéale serait :
∗ w = C˜ ⋆Ww. (4.38)









wj · t. (4.40)




4.3.2 Hodge de Galerkin, application à la magnétostatique
Nous allons montrer, sur un exemple simple, comment l’application de la mé-
thode de Galerkin conduit à la réalisation d’un Hodge discret. Considérons la for-
mulation de la magnétostatique en potentiel vecteur A, écrite sous forme vectorielle
et sous forme différentielle :
rot νrotA = J , (4.41a)
d ⋆ν da = j. (4.41b)
Pour simplifier, supposons que la trace de A est nulle, la méthode de Galerkin
appliquée à l’équation 4.41a conduit au système linéaire :
[C]⊤[M ][C][A] = [J ]. (4.42)
4.4. EQUATIONS MATRICIELLES DES SYSTÈMES PHYSIQUES 63
La réécriture de l’équation 4.41b, à l’aide de la discrétisation de d, donne :
[C]⊤[∗ν ][C][A] = [J ]. (4.43)




ν wai ·waj . (4.44)
Par identification, la méthode de Galerkin conduit à assembler un Hodge discret
identifiable à une matrice de masse.
4.3.3 Cas de la FIT
Le cas de la Finite Integration Technique (FIT) est intéressant car un maillage
dual orthogonal est explicitement créé. On peut montrer (Tarhasaari et al. 1999 ;
Bossavit et Kettunen 2000) que, dans ce cas, les termes élémentaires sont






où |Fi| est la surface de la ième face primale et |F˜i| est la longueur de l’arête duale
associée. Cette procédure conduit à des matrices diagonales.
4.4 Equations matricielles des systèmes physiques
Si les différents opérateurs sont correctement discrétisés, alors les systèmes ma-
triciels à résoudre peuvent aisément être déduits des formulations en remplaçant
les opérateurs par leurs formes discrètes. La littérature décrivant la manière d’ob-
tenir les divers systèmes linéaires étant très abondante, on ne présentera ici que la
forme finale des équations.
4.4.1 Modèle thermique discret
Le modèle discret est décrit par l’équation matricielle :
[MρCp∂t +G
⊤MλG][T ] = [M1][S], (4.46)
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wni ·wnj . (4.49)











j . Cette approche ne correspond toutefois pas ri-
goureusement aux formes mises en jeux. La matrice [M1] représente le fait qu’il
faille exprimer les DdL des sources aux nœuds du maillage primal, alors que celle-
ci est une 3-forme définie sur le maillage dual.
4.4.2 Modèle mécanique discret




⊤W⊤a MHWaG][U ] = [M1][F ], (4.50)








wni ·wnj , (4.52)
où MH est une matrice ne dépendant que des coefficients de Lamé. Cette équation










4.4.3 Modèle magnétique discret
La mise en forme détaillée des équations peut être trouvée dans les références
Henneron (2004) ou Moreau (2012). Les systèmes linéaires sont donnés pour la
formulation électrique et pour la formulation magnétique.
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Formulation A–φ
Le système à résoudre est :[
























wai · J0. (4.56)
J0 est le courant source imposé dans le système.
Formulation T–Ω
Le système à résoudre est :[


























H0 est le champ source imposé dans le système, dérivé du courant source J0 par la
formule J0 = rotH0.
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Conclusion
Cette partie montre, à partir d’exemples simples, que l’utilisation des champs
vectoriels de R3 n’est pas forcément la meilleure représentation possible des gran-
deurs physique et que l’utilisation des formes différentielles paraît plus appropriée.
À l’aide d’exemples, nous avons pu constater que les expressions intégrales des
grandeurs sont souvent d’une plus grande utilité.
Les outils nécessaires à la bonne compréhension des résultats disponibles dans
la littérature, par exemple Kovanen et al. (2011) ; Tarhasaari et al. (1999) ;
Bossavit (2004), ou encore Bossavit (2008), ont ensuite été présentés. Dans un
effort d’uniformité, les trois domaines de la physique sont présentés à la fois sous
leur forme traditionnelle (champs de R3), mais aussi sous forme réduite.
La discrétisation des équations de la physique sur la base de leur représenta-
tion naturelle sous forme différentielle a par la suite été abordée. La discrétisation
utilisant le complexe de Whitney permet de faire correspondre champ sous forme
différentielle et représentation matricielle. Les différents opérateurs différentiels
peuvent être discrétisés, la place de l’opérateur de Hodge étant particulièrement
importante (Kotiuga 1984 ; Tarhasaari et al. 1999). Enfin, les différents sys-
tèmes matriciels ont été assemblés.
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Deuxième partie
Prise en compte des inducteurs
bobinés de géométrie complexe

Introduction
Dans le cadre de la modélisation des efforts appliqués aux cages de dévelop-
pantes, une prise en compte correcte des inducteurs est nécessaire. Les forces ap-
pliquées sur les conducteurs dépendent fortement de la répartition des courants
qui les traversent. L’objectif de cette partie est d’élaborer un modèle de bobine
prenant en compte la structure des barres conductrices des alternateurs.
Les bobines étudiées sont constituées de multiples brins élémentaires formant
une structure dite de « Roebel » présentée en figure 5. Les brins sont isolés les
uns des autres, de plus leur position verticale et horizontale dans une section varie
tout au long de la barre.
Figure 5 – Structure de Roebel d’une barre de conducteur. Gauche : une
section de barre, les brins sont au centre (Younsi et al. 2004). Droite :
détail des différentes permutations le long du conducteur (Albrecht et
Massek 2004).
La représentation géométrique de chaque brin étant trop coûteuse, il est né-
cessaire de déterminer une méthode permettant de créer un modèle homogénéisé
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de ces conducteurs. L’obtention de ce modèle requiert deux étapes, la première
consistant à construire une représentation de la densité de courant homogénéisée
(construction de la densité source) et la seconde corrigeant cette densité pour la
rendre compatible avec la formulation électromagnétique par annulation de la di-
vergence.
Cette partie présente les différentes techniques utilisées au cours de ce travail
de thèse pour chacune des deux étapes permettant d’obtenir une représentation
correcte de la densité de courant circulant dans la développante. Ces deux étapes
seront ensuite appliquées à des exemples représentatifs de cas industriels.
Chapitre 1
Construction de la densité de
courant source
Sommaire
1.1 Formules analytiques . . . . . . . . . . . . . . . . . . . . 75
1.2 Résolution électrocinétique . . . . . . . . . . . . . . . . . 78
1.3 Méthode des isopotentielles . . . . . . . . . . . . . . . . 79
1.3.1 Description de la méthode . . . . . . . . . . . . . . . . . 79
1.3.2 Application numérique . . . . . . . . . . . . . . . . . . . 82
1.3.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 84
1.4 Calcul explicite des sections . . . . . . . . . . . . . . . . 84
1.4.1 Description de la méthode . . . . . . . . . . . . . . . . . 84
1.4.2 Application numérique . . . . . . . . . . . . . . . . . . . 88
1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
73
74 CHAPITRE 1. CONSTRUCTION DE LA DENSITÉ SOURCE
Les formulations de l’électromagnétisme à densité de courant imposée requièrent
la détermination d’une densité source discrète. Une approche classique de construc-
tion d’une densité source consiste à décomposer le modèle de l’inducteur en élément
canoniques (par exemple en sections droites et en coudes) pour lesquels un champ
analytique est connu. Pour des inducteurs de géométrie plus complexe, il est pos-
sible de résoudre un problème d’électrocinétique dans le conducteur, ou d’utiliser
des méthodes géométriques (basées sur les isopotentielles ou sur la construction
des sections). L’applicabilité de ces différentes méthodes aux problèmes des cages
de développantes est discutée.
Les densités de courant sont discrétisées par des fonctions de formes de type
« facettes », les flux étant connus sur les éventuels « ports » d’entrée et de sortie
de l’inducteur (surfaces Γent et Γsor). Par ailleurs, la composante normale de la
densité de courant est nulle sur l’enveloppe externe latérale (notée Γlat). Les DdL
associés aux faces de l’enveloppe externe sont par conséquent nuls. Les différentes
notations sont reportées sur la figure 1.1 pour un cas général d’un inducteur courbé






Figure 1.1 – Cas général d’un inducteur et notations utilisées. Dind
représente le domaine de l’inducteur, Dboi est un domaine simplement
connexe englobant Dind.
On fera référence à la densité de courant locale au point x par J(x). On y
associe une densité normalisée N pour laquelle le flux au travers de toute section
d’inducteur est unitaire. Ainsi le courant source réel vaut Ja = ni I Na avec ni le
1. Ce cas permet aussi de représenter le cas d’un inducteur fermé avec ajout d’une coupure.
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nombre de tours et I la valeur de la norme du courant pour un brin. Na fera réfé-
rence au champ issu des méthodes de construction, avant le processus d’annulation
de la divergence (chapitre 2).
1.1 Formules analytiques
L’utilisation de fonctions analytiques est très courante pour la modélisation
des inducteurs. Dans le cadre de la modélisation des cages de développantes, dif-
férentes sections (sections droites et circulaires, développantes de cônes, coudes à
changement de section et pavés tronqués) sont utilisées.
Sections droites et circulaires Les sections droites et circulaires sont définies
par :
Na(x) = d (droites) (1.1)
Na(x) = eθ (circulaires) (1.2)
où d est le vecteur directeur de la section et eθ est le vecteur unitaire orthoradial
des coordonnées cylindriques.
Développantes de cônes Il est aussi possible d’utiliser une équation analytique
pour les développantes de cônes. Soient les points A et B de départ et d’arrivée de
la développante, leurs coordonnées cylindriques respectives dans le repère local du
cône d’axe ez sont notées par (ρA, θA, zA) et (ρB, θB, zB). L’angle α au sommet du
cône est donné par tanα = (ρB−ρA)/(zB−zA). On définit les grandeurs suivantes :








Soient les constantes a et b définies par :
a =
rB sin βB − rA sin βA
rA rB(cos βA sin βB − sin βA cos βB) , (1.4a)
b =
rA cos βA − rB cos βB
rA rB(cos βA sin βB − sin βA cos βB) . (1.4b)
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Les coordonnées d’un point quelconque C, appartenant à la développante, sont
données par (ρC , θC , zC) telles que :
ρC =
sinα






avec βC = θC sinα. (1.5c)
La tangente locale à la courbe de développante est donnée par :
t = (∂θρC) eρ + ρC eθ + (∂θzC) ez, (1.6)
avec :
∂θρC = (a sin βC − b cos βC)
(
sinα







Le courant est défini comme tangentiel à la courbe paramétrée Na(x) = t(x) en
tout point x.
Coudes à changement de section Les extrémités courbées des développantes






Figure 1.2 – Structure et définitions du coude à changement de section.
On suppose le repère local centré sur l’axe du cylindre interne. On dénote par
δ le décalage entre les deux cylindres et par θmax l’angle total formé par le coude.
Les rayons des cercles internes et externes sont respectivement notés r1 et r2. Pour
un point C quelconque du coude, de coordonnées cylindriques locales (ρC , θC , zC),
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la direction et la norme de la densité de courant sont calculées de façon suivante :
ρequ = δ θC +
√
δ2 (cos2 θC − 1) + r2, (1.8a)
requ =
ρC − r1
ρequ − r1 , (1.8b)
θequ = tan
ρC sin θC










S1 et S2 sont respectivement les sections d’entrée et de sortie du coude. La densité
de courant locale est alors donnée par Na(x) = (sinθequ, − cos θequ, 0) et pondérée
par 1/Sequ.
Pavés tronqués Pour le cas d’un changement de section entre deux inducteurs
droits, il peut être utile de définir les formules analytiques pour un volume possé-
dant deux faces parallèles (voir figure 1.3). Soit F1 et F2 les faces d’entrée et de













Figure 1.3 – Détail de la géométrie du changement de section.
Pour un point quelconque x appartenant à l’inducteur, la détermination de la
densité de courant s’effectue en plusieurs étapes :
1. Calcul du projeté po du point x sur le segment [g1, g2] ;
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2. Soit dequ la position relative de po, on calcule la section locale Fequ :
dequ =
‖po − g1‖L2
‖g2 − g1‖L2 , (1.9a)
Fequ = dequF1 + (1− dequ)F2. (1.9b)
3. On définit le point appartenant à la surface externe pext comme l’intersection
entre la demi-droite [po, x) et ∂Fequ. De même, les points p1 et p2 sont les
points de la surface latérale, appartenant respectivement aux faces F1 et F2,
intersection de ∂F1 et la courbe du bord ∂F2 avec le plan (x, g1, g2).
4. Soit le rapport de distance avec la surface externe dext = ‖x−po‖/‖po−pext‖, la
valeur de la surface de pondération Sequ et la densité de courant locale Na
sont déterminées par :
Sequ = dequS1 + (1− dequ)S2, (1.10a)
N = dext
p2 − p1
‖p2 − p1‖ + (1− dext)
g2 − g1
‖g2 − g1‖ . (1.10b)
1.2 Résolution électrocinétique
Si l’inducteur ne peut pas être décomposé en éléments simples, une opération
classique consiste à résoudre au préalable un problème d’électrocinétique de la
forme :
divσgradφ = 0, (1.11a)
φ|Γsor = 0, φ|Γent > 0 et ∂nφ|Γlat = 0. (1.11b)
Le potentiel scalaire φ est discrétisé à l’aide d’éléments nodaux ; σ est une loi
de comportement homogène. Tous les nœuds du maillage sont considérés comme
inconnus, sauf ceux sur les surfaces d’entrée et de sortie imposant la création d’une
coupure dans le cas d’un inducteur fermé. La composante normale de la densité
de courant étant nulle, une condition de Neumann homogène est ajoutée sur la
surface Γlat. Cependant, du fait de la présence de la loi de comportement σ, la
densité de courant calculée J = −σ gradE appartient au maillage dual et n’est
pas correctement définie sur les faces (en pratique la grandeur est constante par
élément).
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Cette méthode peut également faire apparaître, pour les faibles rayons de cour-
bure, des valeurs non uniformes sur les sections. La figure 1.4 présente la distribu-
tion de la densité de courant source pour le coude supérieur d’une développante
obtenue par résolution électrocinétique. La répartition du courant n’étant pas uni-
forme par section, elle ne représente pas correctement l’inducteur homogénéisé.
Figure 1.4 – Exemple de densité de courant source calculée par la mé-
thode électrocinétique.
1.3 Méthode des isopotentielles
1.3.1 Description de la méthode
Pour pallier au problème de non uniformité de la densité de courant, une étape
de correction est nécessaire. Chang (2002) présente une méthode permettant, à
partir de la résolution électrocinétique précédente, de corriger la norme de la densité
source tout en préservant sa direction.
Des sections sont déterminées à partir des isopotentielles de φ, le calcul de leur
surface permettant de déterminer les valeurs locales de la norme de la densité.
En pratique une intégrale numérique à un nombre réduit de points de Gauss est
suffisante, une isopotentielle devant être calculée pour chaque point. Pour des in-
ducteurs correctement maillés, une intégrale à 1 ou 3 points de Gauss donne des
résultats satisfaisants. La divergence de la solution obtenue par cette méthode n’est
pas nulle, il n’est donc pas nécessaire de calculer de manière précise le flux de fa-
cette, celui-ci sera par la suite corrigé pour obtenir une divergence nulle. Pour des
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maillages de grandes tailles, une double boucle sur les éléments peut rapidement
devenir coûteuse. Nous avons utilisé une méthode par avance frontale 2, permettant
de ne tester que les éléments appartenant effectivement à la surface isopotentielle.
Le détail de l’algorithme global de correction des normes est donné (dans le cas
des tétraèdres) dans l’algorithme 1.1.
Le gradient de φ étant constant par élément, il est arbitrairement choisi de dé-
finir la direction de la densité comme la moyenne des directions unitaires données
par le gradient des deux éléments séparant une face. Les sections avec un élément
sont des triangles ou des quadrilatères (voir la figure 1.5), il subsiste des cas parti-
culiers pour lesquels la surface isopotentielle passe par un ou plusieurs sommets de





Figure 1.5 – Cas possibles d’isopotentielle locale à un élément.
2. Cette technique sera plus largement détaillée au chapitre 3.
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Algorithme 1.1 – Algorithme de correction des normes, exemple pour
des tétraèdres.
Données : Le maillage et la solution du problème d’électrocinétique {φi}
Résultat : Valeurs des DdL pour chaque face {Ni} de la fonction N
1 pour chaque face Fi, séparant les éléments K1 et K2 faire











pour chaque point de Gauss P faire
3 Initialisation de la liste des éléments à tester L avec les deux éléments K1
et K2 séparés par la face Fi ;
4 Initialisation de la surface S à 0 ;
5 Décoloration de tous les éléments ;
6 Calcul du potentiel φ(P ) du point P ;
7 tant que L est non vide faire
8 Retirer et colorer le premier élément Ki de la liste L ;
9 Soient les potentiels locaux à l’élément {φloc} ;
10 si {φloc} ≥ φ(P ) ou {φloc} ≤ φ(P ) alors
11 si {φloc} = φ(P ) alors
12 Cas non conforme, arrêt ;
13 sinon
14 Pas de surface équipotentielle, retour en 7 ;
15 fin
16 sinon si un seul élement φ′loc t.q. φ
′
loc < φ(P ) ou φ
′
loc > φ(P ) alors
17 si φ′loc ∈ {φloc} alors
18 Traitement d’un cas dégénéré et retour en 7 ;
19 fin
20 La surface équipotentielle est formée d’un triangle T ;
21 S = S + |T | ;
22 Ajout à L des voisins de Ki, non colorés, partageant une face
coupée par l’isopotentielle ;
23 Retour en 7 ;






loc) > φ(P ) ou
(φ′loc, φ
′′
loc) < φ(P ) alors
25 si φ(P ) ∈ {φloc} alors
26 Traitement d’un cas dégénéré et retour en 7 ;
27 fin
28 La surface équipotentielle est formée d’un quadrangle Q ;
29 S = S + |Q| ;
30 Ajout à L de tous les voisins non colorés de Ki ;





82 CHAPITRE 1. CONSTRUCTION DE LA DENSITÉ SOURCE
Algorithme 1.2 – Traitement des cas dégénérés pour l’algorithme de
correction des normes.
Données : φ(P ), Ki, ensemble des valeurs nodales locales à l’élément {φloc}
Résultat : Nouvelle valeur de S et mise à jour de la liste L
1 Coloration de Ki ;
2 si une seule occurence de φ(P ) dans {φloc} alors
3 La surface équipotentielle est formée d’un triangle T pouvant être dégénéré à
un sommet ;
4 Ajout à L des éléments non colorés de la boule du sommet S pour lequel
φ(S) = φ(P ) ;
5 Si nécessaire, ajout à L du voisin opposé à S si la surface équipotentielle
intersecte la surface de séparation ;
6 sinon si deux occurences de φ(P ) dans {φloc} alors
7 La surface équipotentielle est formée d’un triangle T pouvant être dégénéré à
une arête ;
8 Ajout à L de tous les voisins non colorés de Ki ;
9 sinon si trois occurences de φ(P ) dans {φloc} alors
10 La surface équipotentielle est formée de la face T formée par les trois sommets
de l’élément pour lesquels les DdL sont égaux à φ(P ) ;
11 Ajout à L des voisins non colorés de Ki, hormis celui partageant la face T ;
12 fin
13 Si nécessaire, S = S + |T | ;
1.3.2 Application numérique
L’inducteur choisi pour l’application numérique est présenté sur la figure 1.6
avec ajout des isopotentielles de φ. La structure est constituée d’une face de forme
quelconque extrudée dans une des directions de l’espace. Le maillage est consti-
tué de 460 000 tétraèdres. Le courant est présenté sur la figure 1.7, pour plus de
visibilité les flèches sont tracées en échelle logarithmique, la couleur dépendant
proportionnellement de la norme de la densité de courant. On constate que la ré-
partition de la norme suit le profil des isopotentielles. De part la déformation des
surfaces, cette répartition peut ne pas rendre compte correctement d’un inducteur
bobiné homogénéisé.
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Figure 1.6 – Inducteur de géométrie quelconque avec le tracé des isopo-
tentielles, mettant en évidence la déformation des surfaces.
Figure 1.7 – Coupe de la densité de courant dans l’inducteur après cor-
rection de la norme par la méthode des isopotentielles.
84 CHAPITRE 1. CONSTRUCTION DE LA DENSITÉ SOURCE
1.3.3 Conclusions
La méthode des isopotentielles a l’avantage d’être robuste (non soumise à des
conditions sur la géométrie). L’utilisation des algorithmes décrits permet de grande-
ment réduire le coût de calcul ce qui permet l’application de la méthode à de grands
problèmes (par exemple les têtes de bobines pouvant représenter plusieurs millions
d’éléments). Cependant lorsque la section de l’inducteur est très changeante, plus
particulièrement pour de grands angles d’ouverture (voir la figure 1.6), les isopo-
tentielles peuvent être déformées entraînant une surestimation de la section réelle.
La méthode de calcul explicite des sections a été élaborée pour tenter de répondre
à ce problème.
1.4 Calcul explicite des sections
Nous avons défini la densité de courant homogénéisée comme étant :
– à flux constant par section ;
– de norme constante par section orthogonale au chemin de l’inducteur ;
– de direction du courant uniformément interpolé entre la direction tangentielle
(pour des points de la surface latérale) et la direction orthogonale (pour le
centre de masse de la section).
Une autre technique de génération du champ consiste à construire explicitement
ces sections à l’aide d’un algorithme de minimisation permettant de déterminer
une succession de plans orthogonaux à l’inducteur.
1.4.1 Description de la méthode
Soit Si la section principale de l’inducteur par le plan de normale ni passant
par le point pi. On note Si la surface de cette intersection et Li la longueur de ∂Si.




[n(s) ·ni]2 dl, (1.13)
où n(s) est la normale locale à la surface externe au point. Ce critère représente
l’orthogonalité globale de la section par rapport à l’inducteur.
L’algorithme cherche à minimiser un critère composé des valeurs pondérées de
Si, Li et Ti. Le point optimal xi est cherché sur une sphère centrée sur xi−1 et de






Figure 1.8 – Exemple schématique de la recherche de la section optimale
à l’aide du gradient contraint sur une sphère.
rayon l0 donné (figure 1.8). Contraindre le point sur la sphère permet d’améliorer
le comportement global de la méthode dans les zones à fort rayon de courbure. On
note le critère global ci, défini comme :
ci = Si + γLi + χTi, (1.14)
où γ et χ sont des coefficients de pondération permettant de réduire l’influence
des valeurs de Li et de Ti par rapport à Si. Il est généralement préférable de ne se
concentrer que sur la minimisation de la surface d’intersection. Cependant, pour
des inducteurs de géométrie très complexe, il peut être utile de mélanger les trois
critères afin d’optimiser la détermination des sections orthogonales.
La détermination du point optimal xopt est réalisée par une recherche du type
gradient avec pas variable. La fonction gradient du critère n’est pas connue et doit
être numériquement évaluée à partir de points de calculs. Pour ce faire, un repère
sphérique local (ρ, θ, φ), de centre xi−1, dans lequel le vecteur xi − xi−1 est orienté
dans la direction verticale, est construit. Les coordonnées initiales de xi sont alors
(ρ, 0, 0). L’algorithme global est donné en 1.3.
De part l’approximation géométrique de la surface latérale, le pseudo-gradient
ainsi calculé est bruité. Il convient donc de limiter le nombre d’itérations possibles
dans la boucle. De plus, pour obtenir une ligne médiane lisse, un terme d’amor-
tissement est ajouté grâce au coefficient λ. Le point suivant xi est calculé comme
suit :
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Algorithme 1.3 – Algorithme du gradient pour la recherche des sections.
Données : xi−2 et xi−1, distance d’avance l0, nombre maximal de boucle nmax et
angle maximal θmax
Résultat : Valeur optimale locale xopt
1 Initialisation xt, point courant de recherche, à (xi−1 − xi−2) + xi+1 ;
2 Initialisation de θloc à la référence θ0 ;
3 k = 1 ;
4 tant que θloc > θmax ou k < nmax faire
5 Mise à jour du repère local de centre xi−1, direction xt ;
6 ni = xt−xi−1/‖xt−xi−1‖, pi = xt ;
7 Calcul du critère ci pour les points P0 = xt = (l0, 0, 0), P1 = (l0,−θloc, 0),
P2 = (l0, 0,−θloc), P3 = (l0, θloc, 0), P4 = (l0, 0, θloc) ;
8 Soient (a, b) tels que Pa et Pb soient les points de plus petits critères, avec
ci(Pa) ≤ ci(Pb) ;
9 Calcul du gradient grad ci :
grad ci ≈
ci(Pa)− ci(Pb)
l0 sinφPa (θPa − θPb)
eθ +
ci(Pa)− ci(Pb)
l0 (φPa − φPb)
eφ ; (1.15)
si a = 0 alors θloc = θloc/2 ;
10 xt = xt − l0 sin θloc grad ci , projection radiale de xt sur la sphère ;
11 k = k + 1 ;
12 fin
13 xopt = xt ;
où ni représente le nombre de points précédents à considérer pour l’amortissement.
Le calcul des sections suppose que la section considérée Si définit un domaine
étoilé par rapport au point xi considéré. Le calcul est initialisé par une face F0 cou-
pée par le plan P support de Si. Cependant l’intersection entre l’inducteur et le
plan P peut définir plusieurs surfaces (par exemple si l’inducteur fait une boucle).
Il convient de tester que la face F0 n’appartient pas à une section « distante » :
si b est le barycentre de F0, alors le segment [xi, b] doit couper la surface Γlat uni-
quement en b. Pour optimiser le calcul de l’intersection, on ne teste que la face
voisine partageant une arête coupée par P. On obtient ainsi un nuage de points
d’intersections déjà ordonné dans un des deux sens trigonométriques. Ainsi, outre
le fait de n’avoir testé qu’un nombre minimal de faces, le calcul de la surface et de
la longueur de Si est simple : il suffit de ne considérer que l’aire des triangles formés
par xi, deux points d’intersections successifs 3, et la longueur des arêtes formées par
3. L’union de ces triangles forme Si alors que leur intersection est vide. L’aire de Si est donc
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ces deux points d’intersections successifs.
L’algorithme global se termine lorsque la ligne définie par Copt {[xi−1, xi],
i = 0 . . . k} coupe la surface Γs. Pour chaque segment [xi+1, xi], une section est
calculée dans la direction ni = [xi+1, xi] au point pi = xi+1+xi/2. Cet ensemble d’in-
tersections permet de calculer, pour un point x quelconque, le champ N à partir des
deux sections les plus proches. Soit po le projeté orthogonal de x sur Copt, la section
de référence Si est sélectionnnée si l’une des conditions suivantes est satisfaite :
– po appartient au segment [xi−1, xi] ;
– à défaut, la distance ‖po − x−1‖ est minimale.
Dans ce cas le champ N est donné à partir des sections entourant le point x à







(1− rb)[(0, 5− rs)ni−1 + (0, 5 + rs)ni] + rb tb si rs < 0, 5 ,
(1− rb)[(1, 5− rs)ni + (−0, 5 + rs)ni+1] + rb tb si rs > 0, 5 , (1.17b)
Se =
{
(0, 5− rs)Si−1 + (0, 5 + rs)Si si rs < 0, 5 ,
(1, 5− rs)Si + (−0, 5 + rs)Si+1 si rs > 0, 5 , (1.17c)
rs =
‖po − xi−1‖
‖xi − xi−1‖ , (1.17d)
rb =
‖x− cm‖
‖pb − cm‖ , (1.17e)
où Se représente la section équivalente, linéairement interpolée entre les valeurs de
[Si−1, Si] ou [Si, Si+1] suivant la position de x par rapport à la section de référence
sélectionnée. De la même manière, la direction équivalente de est linéairement in-
terpolée entre la direction de référence, donnée par (0, 5− rs)ni−1 + (0, 5 + rs)ni
ou (1, 5− rs)ni + (−0, 5 + rs)ni+1, et la tangente au bord tb. Cette tangente est
calculée au point pb, point d’intersection entre la surface latérale Γlat et la demi-
droite [cm, x] où cm représente le centre de masse de la section. rs et rb sont les
rapports de distances permettant de calculer les interpolées ainsi définies. La figure
1.9 présente la localisation des différents points dans l’espace.
donnée par la somme des aires de ces triangles élémentaires.



















Figure 1.9 – Coupe de face et de profil de l’inducteur permettant de
localiser les différents points utilisés. La section locale est donnée en bleu.
1.4.2 Application numérique
Le cas test de la section 1.3.2 est utilisé. Deux maillages sont ajoutés pour
évaluer le coût en temps de calcul en fonction de la taille du maillage. La table
1.1 donne les temps de calculs pour chacun des trois maillages. Les efforts de pro-
grammation (supression de boucles, nombre de tests restreint. . .) ont été apportés
à l’algorithme de détermination des sections optimales, dont le temps d’exécution
est sensiblement en
√
Ne où Ne est le nombre d’éléments présents dans l’induc-
teur. Au cours de ce travail de thèse, le calcul final du champ Na a pu être réalisé
de manière simple, cependant il peut encore être optimisé en évitant les calculs
redondants, en tirant parti de la topologie du maillage ainsi qu’en réduisant les
domaines de recherche. Les temps donnés dans la seconde colonne de la table 1.1
peuvent ainsi être considérablement réduits.
Nb. éléments Temps Copt (s) Temps total (s)
4 000 3 5
32 000 9 34
460 000 40 3940
Table 1.1 – Temps de calcul des sections optimales et temps total
(construction des sections et détermination du champ) en fonction du
nombre de mailles.
La figure 1.10 présente un exemple de courbe Copt calculée pour le plus fin des
trois maillages, un exemple de section optimisée est présenté sur la figure 1.11. Le
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calcul de la densité de courant finale est présentée sur la figure 1.12.
Figure 1.10 – Ligne support Copt découverte par l’algorithme de recherche
de sections.
Figure 1.11 – Détail des diverses intersections sélectionnées. Les valeurs
de directions et de surfaces servent à déterminer la direction et la norme
de champ de vecteurs en tous points.
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Figure 1.12 – Coupe de la densité de courant finale construite par l’al-
gorithme d’optimisation.
La méthode de calcul des sections remplace avantageusement la méthode des
isopotentielles. Basée sur le calcul des sections, cette méthode assure une réparti-
tion de la densité de courant uniforme par section droite d’inducteur. Comparée
à la figure 1.7, la figure 1.12 ne présente pas de « diffusion circulaire » de la den-
sité de courant : le courant total est constant par section droite. Ce cas est plus
proche du modèle homogénéisé d’un inducteur multi-filamentaire dont la section
est changeante.
1.5 Conclusion sur les méthodes de construction
de la densité source
Quatre méthodes de construction du support N de la densité de courant source
ont été présentée dans ce chapitre. La méthode la plus courante consiste à approxi-
mer l’inducteur en un ensemble de formes canoniques pour lesquelles le champ
analytique est connu (section 1.1). Cette méthode présente l’avantage d’être très
rapide mais l’approximation de l’inducteur réel n’est pas possible dans tous les
cas. Si la décomposition n’est pas possible, il faut alors utiliser une méthode plus
générale telle qu’une résolution électrocinétique, la méthode des isopotentielles ou
le calcul des intersections. La méthode électrocinétique a l’avantage d’être robuste,
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mais représente mal les inducteurs bobinés si ceux-ci présentent un fort rayon de
courbure. Une variante, la méthode des isopotentielles, consiste à garder la direc-
tion du champ de vecteur et à en corriger la norme localement par la surface des
isopotentielles passant par le point considéré. Cependant, nous avons observé que
ces isopotentielles peuvent être très déformées si l’angle d’ouverture de l’inducteur
est grand. La méthode donnant les meilleurs résultats est basée sur une approche
géométrique. Un ensemble de sections optimales est déterminé tout le long de cet
inducteur, une densité source est par la suite construit par interpolation à l’aide
des directions, des aires et des tangentes au bord des sections. Le surcoût de calcul
entraîné par cette dernière méthode est non rédhibitoire si les algorithmes adéquats
sont utilisés.
À l’exception de la méthode électrocinétique, le champ résultant des algorithmes
de construction n’est pas à divergence nulle et n’est donc pas directement utilisable
dans les formulations électromagnétiques. Le chapitre suivant présente diverses
méthodes permettant de corriger les champs ainsi construits pour en annuler la
divergence.
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Chapitre 2
Annulation de la divergence de la
densité de courant source
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Les domaines à courant imposé étant considérés comme non conducteurs, les
formulations utilisées sont celles de la magnétostatique en potentiel vecteur ma-
gnétique (2.1a) ou en potentiel scalaire magnétique (2.1b) :
rot νrotA = Js, (2.1a)
divµgradΩ = divµHs, rotHs = Js. (2.1b)
Dans les deux cas, le terme source Js est au second membre de l’opérateur rota-
tionnel et doit donc appartenir à l’image de celui-ci pour que l’équation ait une
solution. Cependant même si la densité de courant source est connue et initiale-
ment à divergence nulle, le champ discret peut ne pas être à divergence nulle pour
les raisons suivantes :
– les surfaces de l’inducteur, hors zones d’injection de courant, portent la condi-
tion aux limites Js ·n = 0. Dans le domaine discret, cette condition aux li-
mites se traduit par des DdL nuls pour les faces latérales des inducteurs.
Cependant, les erreurs géométriques dues à la discrétisation peuvent entraî-
ner une mise à zero du flux pour les faces latérales, ce qui peut représenter
une approximation par rapport au cas réel ;
– les DdL associés aux faces sont calculés à partir d’une quadrature numérique.
La densité de courant source initial peut présenter une variation non polyno-
miale ou d’ordre élevé sur la surface de la face considérée, la quadrature ne
permet donc généralement pas de calculer la valeur exacte du DdL.
Ces approximations étant quelconques, il n’y a pas de raison pour que la divergence
globale de la densité de courant discrète soit nulle.
Outre ces raisons, il se peut que le courant associé à des inducteurs homogénéisés
ne soit pas, par définition, à divergence nulle. C’est en particulier le cas pour les
champs issus de la méthode des isopotentielles ou du calcul des sections lorsqu’une
variation de section est présente. Il faut donc ajouter une procédure d’annulation
de la divergence dans tous les cas, pouvant fortement modifier la densité de courant
source. Ce chapitre présente trois techniques d’annulation de la divergence testées
dans le cadre de la modélisation des alternateurs de forte puissance : la méthode
d’arbre, une méthode utilisant un potentiel vecteur et la méthode des moindres
carrés sous contraintes.
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2.1 Méthode d’arbre
L’annulation globale de la divergence implique que la divergence soit nulle sur
chaque élément. Ainsi pour un élément K cette condition se traduit par :∫
∂K
J ·n = 0, (2.2)










Figure 2.1 – Exemple de découpe d’éléments pour un tétraèdre.





La condition discrète d’annulation de la divergence se traduit ainsi sur chaque
élément (voir figure 2.1) :
nfaces∑
i=1
dfi = 0. (2.4)
Cette méthode est basée sur le principe que (nfaces − 1) DdL sont connus pour un
élément, ainsi le dernier DdL est déduit par l’opposé de la somme des (nfaces − 1)
autres (Albanese et Rubinacci 1990 ; Le Menach 1999). Un arbre couvrant
maximal est déterminé : un nombre maximal de faces, ne faisant pas de boucle, est
sélectionné. Par défaut les faces externes sont sélectionnées (leur flux est connu,
non nul sur les surfaces d’injection et nul sur les autres faces). Par parcours inverse
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du co-arbre, les éléments ayant un seul DdL inconnu sont déterminés, permettant
par la suite de traiter ceux ayant deux DdL inconnus et ainsi de suite. Un exemple







Figure 2.2 – Exemple équivalent d’un arbre de facettes pour un maillage
2D tiangulaire. Le DdL de la face 1 peut être déduit des DdL du bord du
domaine, puis par calculs successifs les DdL des faces 2, 3, 4, 5 et 6 sont
également déterminés. La même méthode est appliquée aux faces 7, 9, 10
et 11 permettant ainsi de déduire 8 puis finalement 12.
Cet algorithme, applicable à des champs dont la divergence est proche de zéro,
est très efficace (exécution rapide et faible correction apportée au champ). Cepen-
dant de part sa structure, les erreurs d’approximations sont propagées de proche
en proche et peuvent aboutir à une forte modification de la densité source si la
divergence initiale n’est pas proche de zéro.
Exemples numériques : Le cas test d’une bobine de faible rayon et de grande
hauteur permet d’illustrer les problèmes liés à l’arbre de facettes. Le faible rayon
permet, à maillage donné, de maximiser les erreurs de facétisations. De plus la
variation de la densité de courant analytique, pour une face donnée, est plus im-
portante, réduisant de fait la qualité de la quadrature. Une illustration de la géo-
métrie est présentée sur la figure 2.3. La figure 2.4 est une vue partielle du champ
source au sein de la bobine. La figure 2.5 présente cette même densité source après
application de la méthode d’arbre : pour ce cas défavorable, les valeurs du champ
sont largement modifiées. On observe une propagation des erreurs le long de la
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« ligne principale » du co-arbre (flèches rouges sur la figure 2.5).
La figure 2.6 présente un second cas pour lequel il n’y a ni approximation
géométrique ni erreur sur le calcul de quadratures. Cependant la densité source
analytique n’est pas exactement à divergence nulle du fait du changement de sec-
tion, entraînant ainsi un mauvais comportement de la méthode d’arbre.
Figure 2.3 – Premier cas test pour l’annulation de la divergence : bobine
circulaire de grand rapport hauteur / rayon. Cette structure concentre les
erreurs de discrétisation géométrique et de calcul de quadratures.
Figure 2.4 – Premier cas test : visualisation d’une partie du champ
analytique imposé sur le cylindre.
98 CHAPITRE 2. ANNULATION DE LA DIVERGENCE
Figure 2.5 – Premier cas test : résultat après minimisation de la di-
vergence. Sur les faces du co-arbre, la densité est fortement modifiée par
accumulation des erreurs.
Figure 2.6 – Résultat après annulation de la divergence pour le second
cas test : sur les faces du co-arbre, la densité est fortement modifiée par
accumulation des erreurs. Gauche : Densité de courant source. Droite :
Champ après correction par la méthode d’arbre.
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Application aux cages de développantes La structure des cages de déve-
loppantes cumule les problématiques d’approximations géométriques (les parties
développantes et les coudes) et possède un changement de section au niveau du
coude supérieur (zone de la boîte à eau), rendant inutilisable la méthode d’arbre
initialement choisie dans Code_Carmel3D. Il faut alors développer une méthode al-
ternative permettant de correctement modéliser la structure multi-filamentaire des
développantes sans avoir à mailler les brins élémentaires.
2.2 Annulation de la divergence à l’aide d’un po-
tentiel vecteur
2.2.1 Méthode utilisée
Ren (1996) et Dyck et Webb (2004) ont montré qu’une manière d’obtenir
une densité de courant source compatible avec les formulations de l’électromagné-
tisme était de chercher ce champ dans l’image de l’opérateur rotationnel. Le champ
ainsi déterminé est donc intrinsèquement à divergence nulle. Soit K un potentiel
intermédiaire, discrétisé à l’aide d’éléments de Nédélec, définit dans un domaine
contractile Dboi et à composante tangentielle nulle sur ∂Dboi. Dboi peut être défini
comme une boîte simplement connexe, à frontière connexe, support de K et entou-
rant entièrement l’inducteur. L’idée est de minimiser la distance entre la densité
source analytique Na et le rotationnel de K, le minimum global étant donné par






où rotT ⋆ est une fonction test et Na est la distribution source donnée par un des
algorithmes de construction définis au chapitre 1. Le domaine Dboi est une boîte
dans laquelle est défini le champ source K et qui, pour des raisons de coût de calcul,
peut être choisie comme une sous-partie du domaine d’étude D. La solution de cette
équation n’est pas unique et il convient de la jauger à l’aide, par exemple, d’une
technique d’arbre d’arêtes. On peut aussi se contenter de résoudre le système non
jaugé à l’aide d’un solveur itératif. Il suffit ensuite de choisir la densité de courant
discrète, à divergence nulle, définie comme :
N = rotK. (2.6)
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On rappelle que N est un champ à flux unitaire (divergence annulée) et que la
distribution réelle du courant source est Js = ni I N . Ainsi il est aussi possible
d’utiliser le champ K comme source de la formulation magnétique en potentiel Ω.
Dans ce cas Hs = ni I K. Pour la formulation électrique, il est possible d’utiliser
Js = ni I rotK, mais la convergence sera meilleure (Ren 1996) si le second membre
de la formulation en A est intégré par partie :∫
D














Ka × n. (2.7)
Le terme en K × n sera toujours nul car K est soit supposé nul aux bords du do-
maine, soit supposé à composante tangentielle nulle (dans le cas où les bords de Dboi
et de D sont en contact). Cette dernière équation est différente de la précédente et
suppose la détermination d’un champ Ka mais supposant la divergence de Ja nulle.
Cette technique a le double avantage, par rapport à la méthode d’arbre, de
produire un potentiel source Hs utilisable dans la formulation électrique mais aussi
de minimiser globalement la distance entre le champ souhaité Na et son homologue
à divergence nulle N , évitant ainsi les fortes corrections dues à la propagation d’er-
reurs. Si l’équation analytique de Na est à divergence nulle, les meilleurs résultats
sont obtenus si l’expression analytique de Na est utilisée lors de la quadrature
utilisée pour l’assemblage du terme
∫
rotT ⋆Na. Sinon, l’equation 2.5 n’est pas for-
cément compatible, la résolution itérative (même faiblement convergée) permet
d’obtenir un champ rotKa proche de Na et à divergence nulle.
2.2.2 Application au cas de la bobine étroite
Cette méthode est appliquée à une bobine étroite présentée sur la figure 2.3.
La figure 2.7 présente le champ N = rotK, issu de la résolution du système 2.5, et
la figure 2.8 donne un aperçu du potentiel associé (K). Le champ ainsi obtenu est
très proche de celui initialement défini (Na), et présenté sur la figure 2.4.
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Figure 2.7 – Résultat après minimisation de la divergence : la densité
source N est très peu modifiée par rapport à Na.
Figure 2.8 – Potentiel intermédiaire utilisé pour l’annulation de la di-
vergence. L’équations utilisée a la même structure que celle utilisée pour
la résolution magnétostatique, le champ source peut être assimilé à celui
produit par la bobine dans la boîte Dboi.
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2.2.3 Remarques
Chercher une distribution source N dans l’image du rotationnel suppose que
le champ Na est initialement à divergence proche de zéro. Le système linéaire
issu de l’équation 2.5 a en réalité beacoup de mal à converger si la divergence de
Na est trop importante. Cette méthode n’est donc généralement pas applicable
aux changements de section ni aux champs issus de la méthode des isopotentielles
ou de la recherche des sections. Pour des développantes à section changeante, la
méthode s’est avérée peu efficace (mauvaise convergence du solveur itératif), de
plus la correction apportée est moins répartie que ce qui peut être prévu.
2.3 Méthode des moindres carrés sous contraintes
Une idée simple consiste à chercher le champ à divergence nulle le plus proche
en norme de celui donné par les algorithmes de construction. Cette procédure
apparement simple est en réalité peu utilisée car elle fait appel à des algorithmes
de minimisation sous contraintes parfois coûteux. Nous détaillons dans ce qui suit
les choix permettant d’annuler à moindres coûts la divergence du champ tout en
minimisant les modifications apportées.
2.3.1 Principe de la méthode
Nous avons vu au paragraphe 2.1 que le critère de divergence nulle conduit à
une relation entre les différents DdL d’un élément. Badics et Cendes (2007) ont
présenté une méthode de moindres carrés visant à minimiser la distance globale
entre le champ initial et celui à divergence nulle en ne cherchant la solution que
parmi les DdL effectivement libres. Soit un inducteur de domaine Dind formé de
Ne éléments et Nf faces, les champs sources N et Na sont discrétisés à l’aide
d’éléments de Raviart-Thomas et possèdent donc a priori Nf DdL. Il existe en
outre Ne relations issues de la condition de nullité de la divergence. Il est donc
nécessaire de ne « faire varier » qu’un nombre égal à Nf −Ne DdL pour déterminer
le champ final N . On cherche cependant à minimiser la distance ‖N −Na‖L2 par
rapport à l’ensemble des DdL.
La distance ‖N −Na‖L2 est effectivement minimale si la dérivée partielle par
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rapport à chacun des DdL de face dfi est nulle. Ainsi :
∂dfi
‖N −Na‖2L2 = ∂dfi
∫
Dind
(N −Na)⊤(N −Na) = 0, i = 1 . . . Nf . (2.8)











wfi ·wfj dfj −
∫
Dind
wfi ·Na = 0, i = 1 . . . Nf . (2.9)
Ce qui revient à résoudre le système :
[M ][N ] = [B], (2.10)
de taille Nf où le vecteur [N ] représente les DdL de la fonctions N , les termes









Il faut cependant ajouter à ce système la condition de divergence discrète :
[D][N ] = 0, (2.12)
où [D] est la matrice d’incidence face-élément (opérateur discret divergence) de
taille Ne ×Nf . Ce système est sous-déterminé : il y a plus d’inconnues que d’équa-
tions, il faut donc isoler un système de Ne équations linéairement indépendantes.
Badics et Cendes (2007) proposent une méthode d’élimination de Gauss-Jordan
avec arrêt au premier pivot nul. Cette approche a l’avantage de fournir une forme
échelonnée réduite de la matrice facilitant de fait l’extraction du système recherché
et son inversion (la sous-matrice du système est triangulaire supérieure). Pour cette
application seules les valeurs+1 et−1 sont manipulées, les instabilitées intrinsèques
de la méthode dues aux approximations numériques machines sont évitées. Cepen-
dant, l’inconvénient majeur est que la matrice [D] est très creuse, très grande dans
le cadre d’applications industrielles, et ne peut être manipulée qu’à l’aide de for-
mats de compression. La méthode d’élimination semble peu appropriée dans ce cas.
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Pierquin et al. (2012) ont montré la faisabilité d’une approche alternative
basée sur l’utilisation d’un arbre pour séparer les équations linéairement indépen-
dantes. Cette approche a été adaptée pour la rendre utilisable sur des cas indus-
triels. Les algorithmes de sélection de faces à l’aide d’un arbre couvrant maximal,
décrits dans le chapitre 2.1, sont utilisés. Un ensemble de Nf −Ne faces (parmi
lesquelles sont présentes les faces du bord) est sélectionné à l’aide de l’arbre. Il
demeure Ne faces appartenant au co-arbre et destinées à être déduites à partir des




D Dr DΓent/sor DΓlat
]
, (2.13)
où les matrices sont définies ainsi :
– [Dc] est une matrice carrée de dimension Ne ×Ne issue du co-arbre ;
– Dr est la matrice réduite issue de l’arbre ne comprenant pas de face du bord,
de taille a priori inconnue ;
– [DΓent/sor ] est la partie de la matrice associée aux faces d’injection, pour les-
quelles le flux est connu et non nul ;
– [DΓlat ] est le restant de la matrice [D] associée aux faces latérales pour les-
quelles le flux est nul. Il est intéressant de sélectionner cette partie car elle
pourra être abandonnée par la suite.
Les différents DdL de la fonction N sont de la même manière séparés en quatre
groupes :
– [Nc] les DdL appartenant au co-arbre, il ne seront pas utilisés pour la mini-
misation de ‖N −Na‖L2 mais déduits à partir des DdL de l’arbre ;
– [Nr] est le vecteur des DdL inconnus avec lesquels on peut procéder à la
minimisation ;
– [NΓent/sor ] sont les DdL des faces d’injection, par conséquent connus ;
– [NΓlat ] est un vecteur nul issu de la condition de bord N ·n|Γlat = 0.
L’équation 2.12 se décompose alors en :
[






 = 0, (2.14)
permettant d’exprimer les DdL du co-arbre à l’aide de ceux connus et cherchés par
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minimisation :
[Nc] = −[Dc]−1[Dr][Nr]− [Dc]−1[DΓent/sor ][NΓent/sor ]− [Dc]−1[DΓlat ][NΓlat ]︸ ︷︷ ︸
=0
. (2.15)
Afin de prendre en compte la contrainte de divergence nulle dans la minimisation
aux moindres carrés, la matrice [M ] est décomposée en
[
Mc Mr MΓent/sor MΓlat
]
.
En remplaçant l’expression de Nc (équation 2.15) dans l’équation 2.10, le système










Tout l’enjeu est de laisser un maximum de matrices sous formes compressées
(CSR 1 dans notre cas). Une opération délicate reste à traiter : l’inversion de la
matrice [Dc]. Cette matrice est issue de la sélection de Ne colonnes de la matrice
[D] et, de part l’utilisation de la technique d’arbre, ne peut comporter qu’une, deux
ou trois valeurs non nulles (+1 ou −1) par ligne. Son inversion est réalisée en tirant
parti de cette propriété (Pierquin et al. 2012) : par itérations successives sur les
lignes, on traite celle n’ayant plus qu’une valeur inconnue. Cette méthode permet
de déterminer de manière efficace la matrice [Dc]−1. Pour le reste des calculs, la
manipulation des matrices est réalisée comme décrite par Saad (2003). Il faut
bien veiller à ne réaliser qu’un nombre minimal d’opérations comme décrit dans
l’algorithme 2.1
Il est à noter que le second membre est de taille Nf , et que la matrice [Mr]
− [Mc][Dc]−1[Dr] est rectangulaire. Il faut par conséquent utiliser une méthode
numérique adéquate pour résoudre ce sytème. L’utilisation de méthodes directes
classiques (par exemple une décomposition QR) serait trop couteuse en temps de
calcul et en espace mémoire. Nous avons choisi d’utiliser une méthode itérative
permettant de conserver la matrice [Mr]− [Mc][Dc]−1[Dr] sous sa forme compres-
sée, tout en évitant de stocker des matrices supplémentaires. Le solveur choisi est
LSMR décrit dans Fong et M. Saunders (2011), une version améliorée de l’algo-
rithme LSQR (Paige et M. A. Saunders 1982). Ce dernier algorithme est ce que
pourrait être l’algorithme du gradient conjugué appliqué aux matrices creuses et
1. Format CSR (pour Computer Sparse Row) ou morse : la matrice est stockée sous la forme
de trois tableaux ; un tableau pour les valeurs non nulles, un pour le numéro de colonne pour
chaque valeur et un pour la position du premier indice (dans le tableau des numéros de colonnes)
de chaque ligne.
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Algorithme 2.1 – Algorithme de correction des normes, exemple pour
des tétraèdres.
Données : Informations de maillage de l’inducteur et de Γent, Γsor, Γlat
Résultat : Vecteur [N ]
1 Détermination de l’arbre de faces ;
2 Calcul des matrices [Dc], [Dr], [DΓent/sor ], [DΓlat ] ;
3 Inversion de [Dc] ;
4 Suppression de [Dc] ;
5 Calcul de décomposition de [M ] en [Mc], [Mr], [MΓent/sor ], [MΓlat ] ;
6 Suppression de [M ] ;
7 Calcul de [Dc]−1[Dr] puis de [Mc][Dc]−1[Dr] ;
8 Calcul de la somme [Mr]− [Mc][Dc]−1[Dr] ;
9 Suppression de [Mc][Dc]−1[Dr] et de [Mr] ;
10 Calcul du vecteur [NΓent/sor ] ;
11 Calcul du produit matrice/vecteur [MΓent/sor ][NΓent/sor ], libération de [MΓent/sor ] ;
12 Produit matrice/vecteur [DΓent/sor ][NΓent/sor ] puis [Dc]
−1[DΓent/sor ][NΓent/sor ] et
[Mc][Dc]
−1[DΓent/sor ][NΓent/sor ] ;
13 Suppression de [Mc] ;
14 Calcul de [B] puis somme des trois vecteurs du second membre ;
15 Résolution du système linéaire ;
16 Insertion des termes de [Nr] et de [NΓent/sor ] dans [N ] ;
17 Calcul par produits matrices/vecteurs de [Dr][Nr] puis de [DΓent/sor ][NΓent/sor ] ;
18 Suppression de [Dr] et de [DΓent/sor ] ;
19 Calcul par produits matrices/vecteurs de −[Dc]−1[Dr][Nr] puis de
−[Dc]−1[DΓent/sor ][NΓent/sor ] ;
20 Suppression de [Dc]−1 et assemblage final de [Nc] dans [N ] ;
rectangulaires. LSQR est basé sur une bi-diagonalisation particulière issue de la mé-
thode de Lanczos appliquée au système A⊤A = A⊤B. LSMR présente une meilleure
convergence que LSQR, réduisant de fait le temps de calcul à norme du résidu donné.
2.3.2 Application aux changements de section
Les méthodes d’arbre ou de calcul d’un potentiel pour annuler la divergence ne
sont pas bien adaptées aux champs initialement construits à partir d’inducteurs à
section changeante. Le premier exemple est celui issu du changement de section
quelconque utilisé au paragraphe 2.1. La figure 2.9 présente la densité de courant
source et le champ après passage de l’arbre de facette. On présente sur la figure
2.10 le résultat tel qu’obtenu avec l’arbre ainsi que celui obtenu après minimisation.
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Figure 2.9 – Résultat après annulation de la divergence. Droite : Mé-
thode d’arbre. Gauche : Méthode de minimisation.
Figure 2.10 – Application aux coudes supérieurs de développantes.
Gauche : Méthode d’arbre (Norme maximale tronquée). Droite : Mé-
thode de minimisation (plus lignes de champs du calcul magnétique ayant
parfaitement convergé).
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Un second exemple est basé sur le coude à changement de section (voir le
chapitre 1.1). Cet exemple est particulièrement important puisque c’est avec ce
type de pièce qu’est modélisée la « boîte à eau 2 » de la développante. Les résultats
comparés de la méthode d’arbre et de la méthode de minimisation sont présentés
sur la figure 2.10.
2.4 Remarques générales sur les méthodes utilisées
Tout comme pour les méthodes de construction de densité source, le choix
d’une méthode d’annulation de la divergence est fortement dépendant du pro-
blème à traiter. Il convient d’utiliser une méthode adéquate car, pour de grands
problèmes industriels, le surcoût en mémoire et en temps de calcul peut ne plus
être négligeable.
La méthode d’arbre, bien que mise en défaut à plusieurs reprises dans ce cha-
pitre, reste cependant un très bon moyen d’annuler la divergence dans les induc-
teurs canoniques. Dès lors que la divergence de la densité de courant source ana-
lytique est proche de zéro, les corrections à apporter ne sont pas trop importantes
et la méthode d’arbre annule la divergence avec un coût de calcul très faible. Il
peut cependant arriver que les erreurs de discrétisation et de calcul de quadra-
ture engendrent une propagation de la correction le long de l’arbre. Une méthode
de projection L2 orthogonale peut être envisagée : basée sur le potentiel source
associé au courant, elle tend à projeter au travers du potentiel le champ Na sur
la base des fonctions de face. L’écriture sous la forme d’une formulation faible en
rot · rot permet de chercher cette solution dans un espace de fonctions à divergence
nulle. Dans les cas quelconques, et en particulier si le champ initial est quelconque,
une méthode plus complexe doit être utilisée. Une méthode de minimisation sous
contrainte forte d’annulation de la divergence est utilisable. Le coût en calcul est
néanmoins supérieur aux deux autres méthodes.
2. La boîte à eau est l’ensemble des pièces composant la partie supérieure de la développante,
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Nous présentons dans ce chapitre quelques applications numériques combinées
des méthodes de construction de champ et d’annulation de la divergence pour des
inducteurs de structure complexe.
3.1 Tube courbé à changement de section
Il s’agit de déterminer le champ créé par un inducteur recourbé à changement
de section. Cet exemple est complet puisqu’il faut déterminer un champ source
dans une géométrie complexe pour laquelle il n’existe pas de formule analytique.
En outre, la présence du changement de section conduit à la construction d’un
champ initial à divergence non nulle. La résolution du problème magnétique exige
la détermination d’un champ à divergence nulle, ce qui ne peut être fait que par
la méthode de minimisation. D’autres aspects rendent cet exemple particulière-
ment délicat : la forme arrondie tend à accumuler les erreurs de discrétisation
géométrique tandis que la forme courbée complique la méthode de construction
des sections car l’intersection entre cette structrure et un plan n’est pas forcément
simplement connexe.
Figure 3.1 – Géométrie et boîte d’air correspondante.
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La figure 3.1 présente la géométrie de l’inducteur entouré de la boîte d’air
utilisée pour la résolution du problème magnétique. La figure 3.2 donne le détail
de la “courbe support” utilisée pour la détermination des sections. Une fois le
champ source construit, un problème de magnétostatique utilisant la formulation
en potentiel vecteur est résolu. La perméabilité est supposée uniforme sur tout
le domaine. Les lignes de champ et le courant source imposé dans le problème
magnétique sont présentés sur la figure 3.3.
Figure 3.2 – Deux vues de l’inducteur et des sections servant à construire
le champ source. La ligne support Copt est représentée au centre (rouge).
Figure 3.3 – Vue du courant imposé dans l’inducteur et des lignes de
champs obtenues après résolution magnétique.
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3.2 Application à un inducteur complet de tête de
bobine
Un inducteur de développante est formé de deux branches, chacune constituée
d’une partie droite, de deux coudes, d’une section de développante de cône et d’une
partie droite. Ces deux branches, de sections différentes, sont reliées par le coude
supérieur tel que décrit au paragraphe 1.1. La figure 3.4 donne un aperçu de la
géométrie globale et des résultats pouvant être obtenus par la méthode d’arbre
et de minimisation. On constate que la méthode de minimisation semble la plus
adaptée à ce problème.
Figure 3.4 – Gauche : géométrie d”une développante. Milieu : résultat
produit pour l’annulation de la divergence à l’aide d’une méthode d’arbre.
Droite : résultat obtenu avec la méthode de minimisation.
Les modèles de développantes présentés dans la littérature font parfois appel à
des résolutions électrocinétiques. La figure 1.4 présentée au chapitre 1 est en réa-
lité un agrandissement du champ source obtenu, au sein de cette géométrie, par
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résolution électrocinétique.
Une application avec comparaison sur les contraintes mécaniques est présentée
en annexe A.
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Conclusion
Ce chapitre a été dédié à la présentation des différentes techniques utilisées
pour la prise en compte des inducteurs bobinés. Code_Carmel3D utilise tradition-
nellement une méthode basée sur la définition d’inducteurs droits et circulaires,
associée à une technique d’arbre pour l’annulation de la divergence. La modélisa-
tion des cages de développantes nécessite la définition de nouveaux types d’induc-
teurs permettant de représenter la structure particulière de ceux utilisés dans les
cages de développante. De plus, les méthodes d’annulation de la divergence ont dû
être adaptées, la méthode d’arbre s’étant avérée peu adaptée aux nouveaux types
d’inducteurs modélisés.
La construction du champ en lui-même a été abordée en deux étapes. De nou-
veaux inducteurs canoniques ont été ajoutés permettant de se rapprocher de la
structure réelle. Nous avons ensuite testé les méthodes de la littérature existantes
(résolution électrocinétique et méthode des isopotentielles). Cependant, ces mé-
thodes n’ayant pas donné entière satisfaction, une méthode purement géométrique
basée sur la construction des sections a été développée.
La méthode d’arbre permettant l’annulation de la divergence a dû être adaptée.
Basée sur les travaux de Pierquin et al. (2012), cette méthode permet de trouver,
au sens des moindre carrés et sous contrainte forte de nullité de la divergence,
le champ le plus proche de celui donné par les algorithmes de construction cités
précédemment. Cette méthode dite « des moindres carrés » permet la prise en
compte d’inducteurs quelconques.
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Troisième partie




Dans les parties frontales des alternateurs, la présence de champ magnétique
et de courant engendre l’apparition de forces électromagnétiques responsables de
contraintes et de déformations de la structure. Les problèmes liés à ces forces sur
les machines de grande puissance ne peuvent être étudiés que par des modèles cou-
plant magnétisme et mécanique. Ainsi la précision du calcul des forces magnétiques
influera directement sur la précision avec laquelle sont déterminées les grandeurs
mécaniques. Cependant la question du calcul des forces macroscopiques en élec-
tromagnétisme a suscité débat (Kabashima et al. 1988 ; Medeiros et al. 1998 ;
Bossavit 2011). L’objectif du calcul est de déterminer les déformations locales de
la structure, ce qui requiert la détermination des forces locales.
Les forces en électromagnétisme sont dues à des phénomènes d’intéraction entre
les charges et la structure cristalline du matériau considéré. Les capacités même de
la modélisation nous permettent, au mieux, de considérer une partie aussi petite
qu’une cellule du pavage. Nous devrons donc nous contenter de lois dites « moyen-
nées » qui rendent compte de l’intéraction globale de tous les phénomènes micro-
scopiques présents dans la cellule. Le terme « force locale » fait ici référence à une
force moyenne sur une cellule, et « force globale » fait référence à une force pour
une pièce entière.
L’étude des forces dans les conducteurs de machines demande, en général, de
déterminer les forces locales au sein de matériaux de perméabilité relative unitaire.
Cependant, la présence du circuit magnétique ainsi que d’une structure de serrage
suppose que la méthode finale doit pouvoir prendre en considération des pièces de
perméabilité multiple.
En ce qui concerne les forces locales, les méthodes de calcul sont soient basées
sur le modèle des forces de Lorentz avec utilisation de courants et charges au niveau
macroscopique, soient basées sur des méthodes dites énergétiques. Il sera porté une
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grande importance à la distinction entre ce qui peut être calculé en fonction des
modèles considérés et les efforts réels. La détermination des forces locales pour les
différents calculs peut donner des résultats différents, voire non interprétables.
Nous n’avons pas la prétention de présenter un modèle innovant, l’objectif de
cette partie est de présenter ces méthodes afin de mieux comprendre leurs capacités,
leurs liens et leurs limites. Leur efficacité dépendra du problème étudié. Une brève
extension aux aimants est présentée. Les résultats des tests comparatifs, appliqués
à des cas analytiques, sont donnés en fin de partie.
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1.1 Introduction
Les seules forces considérées ayant un sens physique sont les forces d’origines
électrique (Coulomb) et magnétique (action élémentaire de Laplace). Elles s’ap-
pliquent à une particule chargée, assez petite pour ne pas perturber le champ
environnant, et peuvent s’écrire :
q(E + v × B), (1.1)
où q est la charge élémentaire, E et B les champs électrique et magnétique et v la
vitesse (Robinson 1973).
Dans le cadre de la modélisation numérique des machines, il est impossible de
produire un modèle permettant de suivre chaque particule chargée indépendam-
ment. On s’intéresse généralement aux valeurs moyennées sur un volume : la charge
et le courant sont intégrés sur un volume dτ entourant x suffisament grand pour
pouvoir représenter les particules comme des densités, mais pour lequel les champs
macroscopiques ont une variation faible. Cette opération, en apparence simple, est
en réalité délicate car elle fait intervenir le comportement des matériaux soumis à
des champs électriques ou magnétiques macroscopiques. Les méthodes locales de
calcul de forces ne peuvent donc être que de deux types : basée sur un modèle mi-
croscopique simplifié (force de Laplace, modèles des courants ampériens ou charges
coulombiennes), ou utilisant la variation locale d’énergie magnétique (par exemple
la méthode des travaux virtuels).
Ces méthodes sont nombreuses (J.-L Coulomb 1983 ; J.-L. Coulomb et Meu-
nier 1984 ; Aronson et Brauer 1989 ; Wignall et al. 1988 ; Hamdi et al. 1993 ;
Ren 1994 ;Vandevelde et Melkebeek 2001), et leur présentation est abondante
dans la littérature. Il est couramment admis que, pour les milieux de perméabilité
homogène, la méthode des forces de Laplace est efficace. Dans le cas contraire, la
méthode des travaux virtuels est efficace. Nous ne considèrerons dans ce qui suit
que ces deux méthodes.
1.2 Principes énergétiques
Le but de cette partie est de montrer comment est définie l’énergie pour le
système considéré. Ceci permet de mieux comprendre comment effectuer le calcul
des forces de Laplace, et celui des travaux virtuels pour le problème discret.
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1.2.1 Fonctions convexes en dualité
Les fonctions convexes en dualité interviennent souvent dans la représentation
énergétique des systèmes et constituent pour la suite la définition de l’énergie et
de la coénergie. L’objectif est ici de comprendre leur fonctionnement et de monter
quelques propriétés générales.
On considère (x, y) ∈ X deux points d’un espace de Hilbert ainsi que deux
fonctions semi-continues inférieurement. Ces deux fonctions sont en dualité si et
seulement si :
Φ(x) = sup{(x, y′)−Ψ(y′), y′ ∈ dom(Ψ)}, (1.2)
Ψ(y) = sup{(x′, y)− Φ(x′), x′ ∈ dom(Φ)}. (1.3)
Trois propriétés importantes 1 sont déduites de cette définition (Bossavit 2003).
Avec les mêmes notations, on a équivalence entre :
Φ(x) + Ψ(y) = (x, y), (1.4)
x ∈ ∂Ψ(y),
y ∈ ∂Φ(y).
1.2.2 Lien entre énergie et loi de comportement
Les relations précédentes sont valables pour tout couple de fonctions en dualité.
L’intérêt vient de la relation possible avec la loi de comportement du matériau
considéré. Prenons une fonction γ, partie de R× R pour nos besoins. Son graphe
est supposé maximal monotone, et sera même connexe dans notre cas. On définit













1. D’un point de vue physique, ces propriétés liées à la définition et l’unicité de la loi de
comportement.
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avec x ∈ domγ et y ∈ codγ. Ainsi domΦ = domγ et domΨ = codγ et sont en dua-
lité. On remarque aussi :
∀{x, y} ∈ domγ × codγ Φ(x) + Ψ(y), ≥ (x, y). (1.7)






Figure 1.1 – Les valeurs de (Φ,Ψ) sont les aires hachurées.
L’égalité dans l’équation 1.7 est obtenue si et seulement si la loi de comporte-
ment est vérifiée, c’est-à-dire si {x, y} ∈ γ alors on peut écrire y = γ(x) en suppo-
sant que γ est une fonction.
Application : On voit maintenant que si on suppose que γ est la fonction crois-
sante de R+ donnant µ en fonction de la norme du champ, pour le cas continu









∀{‖B‖, ‖H‖} ∈ R+ × R+ Φ(‖B‖) + Ψ(‖H‖) ≥ ‖B‖‖H‖,
∀‖H‖ ∈ R+ Φ(‖B‖) + Ψ(‖H‖) = ‖B‖‖H‖ ⇒ B = µ(‖H‖)H ,
∂‖B‖Φ = ‖H‖, −∂uΦ = F , (1.10)
∂‖H‖Ψ = ‖B‖, ∂uΨ = F . (1.11)
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On a ajouté ici l’expression des forces à l’aide de la dérivée par rapport au
déplacement. Cette expression ne dérive pas directement de l’application des mé-
thodes relatives aux fonctions convexes, mais est supposée être l’application de la
méthode des travaux virtuels : le travail infinitésimal de la force correspond à la
variation d’énergie magnétique infinitésimale.
Le fait d’établir une loi de comportement pour le matériau considéré et alors
équivalent à définir un comportement en énergie. À l’inverse : mesurer la loi en
énergie devrait permettre de construire une loi de comportement égale.
1.2.3 Bilan de puissance, expression des forces
En utilisant ce qui a été défini au chapitre 2 de la partie I, on va chercher à
déterminer une expression d’énergie (les lettres en petites capitales désignant les
formes différentielles, les expressions vectorielles sous les intégrales étant les champs
de R3 associés). Soit u la transformation de l’espace relative au déplacement consi-
déré. Les équations de Maxwell sont exprimées en description Lagrangienne, seul
l’opérateur de Hodge dépend de la transformation u. Dans la référence Bossavit
(2004), les énergies sont définies comme :
Φ(u,b) = sup{h′ :
∫
Ω
b ∧ h′ −Ψ(u,h′)}, (1.12)
Ψ(u,h) = sup{b′ :
∫
Ω
b′ ∧ h− Φ(u,b′)}. (1.13)
En supposant la loi de comportement linéaire, on obtient pour un couple (b,h)
vérifiant la loi de comportement Φ(u,b) + Ψ(u,h) =
∫
Ω












µh ∧ ⋆uh. (1.15)
Φ et Ψ sont F-différentiables pour (b et h) et les opérateurs linéaires associés
sont (h, b) respectivement :
DbΦ(u,b) = h, (1.16)
DhΨ(u,h) = b. (1.17)
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De ces expressions d’énergies, on peut déduire un bilan de puissance. Prenons
la dérivée en temps de la fonction scalaire dΦ(u(t),b(t)), l’application de la dérivée








h ∧ ∂tb. (1.18)
Sachant dh = jσ + js et ∂tb + de = 0, avec les propriétés de la trace du champ







h ∧ ∂tb +
∫
Ω
d(e ∧ h) =
∫
Ω
h ∧ ∂tb. (1.19)





e ∧ js −
∫
Ω
e ∧ (j− js) + ∂uΦ∂tu. (1.20)
= ① ② ③
La variation infinitésimale d’énergie est due à :
– l’énergie apportée ① ;
– les pertes joules ② ;
– ce qui est converti en énergie mécanique ③.
Ce qui précède montre que la part de variation d’énergie dans le système est
un terme du type −∂uΦ∂tu. Lorsque la loi de comportement est vérifiée on obtient
l’égalité suivante : Φ(u,b) + Ψ(u,h) =
∫
Ω
b ∧ h. Après différentiation par t il vient,











h ∧ ∂tb +
∫
Ω
b ∧ ∂th. (1.21)
Soit en remplaçant ∂tu par v :
v∂uΨ = −v∂uΦ, (1.22)
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qui n’est autre que la méthode des travaux virtuels : « la force est la dérivée partielle
de la coénergie ou l’opposée de la dérivée partielle de l’énergie, les autres grandeurs
étant maintenues constantes ».
1.2.4 Expression énergétique de la force, lien avec d’autres
méthodes
On cherche maintenant une expression de la force pour le cas statique linéaire,




µh ∧ ⋆uh. À l’aide des outils présentés dans Bossavit (1992),


























































Conclusion : On retrouve les formules traditionnellement utilisées pour le cal-
cul des forces locales en électromagnétisme. Ceci prouve que l’application de la
méthode des travaux virtuels pour les conducteurs doit donner les mêmes résultats
que la méthode des forces de Laplace. Si la perméabilité du milieu n’est pas uni-
forme seule la méthode des travaux virtuels est utilisable, les forces de Laplace ne
donnant pas le terme en |H|2∇µ.
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2.1 Forces de Laplace
L’utilisation des formules précédentes montre que la force de Laplace exprimée
avec le formalisme des formes différentielles est l’application (Bossavit 2008) :
v → ivb ∧ j, (2.1)
où v est homogène à une vitesse. C’est une 3-forme et est donc destinée à être
intégrée sur un volume. Cette expression doit être intégrée sur les volumes duaux
n˜ (Bossavit 2008). Si on considère une construction barycentrique du maillage
dual, les volumes sont définis comme dans la figure 2.1. L’intégration de la densité
de force sur ces volumes donne des vecteurs (les résultantes) à associer à chacun
des nœuds du maillage primal. Nous obtenons par ce biais des forces nodales.
Figure 2.1 – Quart de tétraèdre constituant une partie de la « zone de
contrôle » du nœud.
Ren (1994) suggère qu’il est préférable d’utiliser les deux formulations de l’élec-
tromagnétisme : une formulation électrique pour le calcul de B et une formulation
magnétique pour le calcul de J . Dans la mesure du possible, on résoudra un pro-
blème avec un même maillage mais deux formulations, bien que cette méthode
double le côut en calculs. Code_Carmel3D utilisant des éléments linéaires pour la
discrétisation des inconnues, sachant que B = rotA et J = rotT , il apparaît que B
et J sont constants par tétraèdre. L’intégrale précédente est réduite à l’évaluation
des grandeurs sur chaque élément, puis pour chaque nœud à sommer en pondérant
par le quart du volume du tétraèdre.
Les tests qui suivent permettront de confirmer l’utilité de la double résolution.
Il faut noter que pour les problèmes de la magnétostatique à courant imposé, une
résolution en potentiel vecteur A suffit, le courant étant parfaitement connu.
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2.2 Méthode de Urankar
Si l’influence du circuit magnétique peut être négligée et si les développantes
peuvent être décomposées en un ensemble de parties droites et circulaires à sec-
tions rectangulaires, alors une équation analytique des forces peut être obtenue.
La densité de courant J est parfaitement connue, le champ magnétique peut alors







J × (r − r′)
‖r − r′‖3 . (2.2)
Pour des géométries quelconques, cette intégrale ne peut généralement pas être
exprimée de manière simple. Il faut utiliser une intégration numérique. L. Urankar
a calculé une expression de cette intégrale pour des inducteurs canoniques droites
et coudes (Urankar 1980, 1982a,b). Si la développante peut être décomposée en
un ensemble d’inducteurs, alors en un point du conducteur la force de Laplace
peut être calculée à partir de la somme des contributions magnétiques de chaque
inducteur. Ces expression peuvent être singulières en certains points (Gyimesi et
al. 1993), l’annexe D présente des expressions valides pour ces points ainsi que des
résultats de calcul analytiques. Il est de plus possible d’imposer une condition aux
limites du type H × n = 0 en utilisant la méthode dite de l’« image » (Lawrenson
1961), permettant de modéliser la présence du circuit magnétique du stator.
Ainsi, la distribution de force peut être déterminée analytiquement à l’aide des
forces de Laplace, champ et courant étant connus.
2.3 Méthode des travaux virtuels
Nous avons montré que l’expression des forces pour un problème d’électroma-
gnétisme est donnée par la dérivation partielle de l’énergie ou de la coénergie par
rapport au déplacement, en conservant les flux ou les circulations constants, respec-
tivement. L’utilisation d’éléments de Whitney permet la conservation des flux de
l’induction magnétique ou des circulations du champ magnétique. Pour un nœud
k donné, la force est donnée par :
∂uΦ(u,h) = −∂uΨ(u,b), (2.3)
ce qui se traduit pour le système discret :
Fu = ∂uΦ(u, h) = −∂uΨ(u, b), (2.4)
132 CHAPITRE 2. MÉTHODES DE CALCUL DES FORCES
où h et b sont les degrés de liberté de B et H , respectivement. On considère alors
l’ensemble des applications {ui} telles que le nœud Ni est déplacé, les autres étant
fixes. La variation d’énergie est donc nulle pour tous les éléments n’ayant pas le
nœud Ni en commun. Le calcul se fait élément par élément, en sommant pour




∂uiΦkj (u, h) =
∑
kj∈{k|Ni∈k}
−∂uiΨkj (u, b). (2.5)
Cette grandeur est intrinsèquement liée au nœud Ni et sera maintenant appelée
« force nodale » du nœud.
2.3.1 Expression intégrale de l’énergie
Il est couramment admis que la densité d’énergie, ou de coénergie, présente dans
un système électromagnétique est l’intégrale de B · dH, respectivement H · dB. Il
faut cependant remarquer que ces intégrales sont vectorielles, elles doivent être
réalisées sur un chemin défini. L’indépendance par rapprort au chemin peut être
montrée en considérant une fonction :
Bx : H3 → B3, H → Bx(H) = B, (2.6)
où (H3,B3) sont des parties de R3. La fonction Bx a pour représentation dans la




matériau non hystérétique, on peut supposer que le tenseur de perméabilité est
symétrique. D’autre part, il faut supposer que l’ensemble des valeurs accessibles de
B forment un domaine simplement connexe. rotHBx = 0 est une condition suffisante





soit indépendante de γ, ce qui est assuré pour un tenseur de perméabilité symé-
trique. Il en est de même pour la fonction Hx et rotBHx = 0.
1. La condition rotB montre le fait que la forme est fermée, le théorème de Poincaré montre
que la forme est exacte. Il faut écrire la primitive, puis appliquer le théorème des dérivations
composées.
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Pour un matériau linéaire isotrope (notre cas), les expressions des densités
























BT ·B = µ
2
HT ·H (2.8)
Dérivation de l’énergie magnétique
La dérivation de l’énergie magnétique doit être réalisée à flux constant (J.-L.
Coulomb et Meunier 1984 ; Ren et Razek 1992). Il est alors naturel d’exprimer
cette dernière à l’aide de l’interpolation de B avec des éléments de facettes. Les DdL
b sont l’ensemble des flux au travers des facettes du maillage, les garder constants
revient à conserver b constant, les fonctions d’interpolations pouvant varier. Les
formulations électriques donnent b = Ra, où R est la matrice d’incidence arêtes /
faces.
Sachant l’expression discrétisée de B, et la formule 2.4, il vient :









avec Wf la matrice assemblée par l’ensemble des valeurs vectorielles dans E3 des
fonctions d’interpolations de facettes au point considéré, (Ψ, b,Wf) pouvant être
restreint au seul élément kj considéré. La dérivation n’interviendra donc que sur la












∂uN n’est autre que la dérivation de l’opérateur de Hodge défini grâce à la méthode
de Galerkin où N est une expression 2 dans la base de E3. Ceci est en accord avec
2. Après multiplication à gauche par RT et à droite par R, matrices indépendantes de la
transformation u.
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l’expression de l’énergie à l’aide des formes différentielles donnée par l’équation






















où les matrices A, B, C et J sont définies dans l’annexe B.
Dérivation de la coénergie magnétique
En procédant de la même façon que pour l’énergie, en remarquant que la dériva-
tion doit être réalisée en gardant les circulations du champ magnétique constantes,
on utilise les formulations magnétiques avec H discrétisé par des éléments d’arêtes.
Le vecteur b est donné par b = t−Gφ avec G la matrice d’incidence nœuds / arêtes.
Connaissant l’expression discrétisée de H , et celle de la coénergie 2.4, il vient :









avec Wa la matrice assemblée par l’ensemble des valeurs vectorielles dans E3 des
fonctions d’interpolations d’arêtes au point considéré, (Ψ, b,Wf) pouvant être res-













Si l’on considère une formulation magnétique, en appliquant la méthode de Ga-
lerkin à l’ensemble des éléments nodaux on retrouve une des constructions possibles















−T + J−1(∂xyzJ)] Wa. (2.16)
3. A l’instar de ce qui a été fait avec la formulation A, on trouve une matrice assemblée à
partir des éléments nodaux. Cette fois multipliée par GT et G.
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Le détail des calculs et la définition des matrices sont donnés en annexe B. Ces
matrices sont basées sur la dérivé de la matrice jacobienne apparaissant lors du
passage à l’élément de référence.
2.3.2 Cas des matériaux non linéaires ou magnétostrictifs
On peut encore exprimer sous forme intégrale la valeur des densités d’énergie
pour un matériau non linéaire. Ce calcul est réalisé dans la référence Ren (1997).













γ variant de 0 à B et de 0 à H respectivement. La dérivation par rapport au






































B(γ)∂sγ det Jds. (2.20)
Si le matériau est supposé magnétostrictif alors µ et ν dépendent non seulement
des champs mais aussi de la contrainte mécanique σ. Vient se rajouter après calcul
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[B(γ) det J+ ∂σµH(γ)∂uσ det J] ∂sγds. (2.22)
Ces deux dernières équations permettent d’envisager la résolution de problèmes
magnéto-mécaniques couplés avec prise en compte de la magnétostriction ou les
non-linéarités.
2.3.3 Application de la méthode des travaux virtuels aux
aimants
La méthode des travaux virtuels peut être appliquée aux cas des matériaux
aimantés. L’annexe C montre que deux définitions de l’énergie sont possibles, don-
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Si les principes de calcul des forces locales décrits dans ce qui précède doivent
donner les même distributions de forces (exception faite des aimants), leur appli-
cation peut donner des résultats numériques différents. Il a fallu déterminer les
méthodes de calcul les plus adéquates pour un problème donné.
3.1 Description des cas tests
Les cas tests sélectionnés permettent de tester la précision des différentes mé-
thodes par rapport à leur solution analytique. Les cas ont été sélectionnés afin de
tester le calcul en magnétostatique, des perméabilités quelconques ou encore des
problèmes dynamiques.
3.1.1 Cas d’une spire circulaire à section carrée
Ces équations sont obtenues à partir de l’intégration exacte de la loi de Biot–
Savart pour des barres ou des coudes à section rectangulaire. On suppose que la
perméabilité est uniforme sur tout le domaine. Ce cas est spécialement destiné au
test des conducteurs plongés dans l’air parcourus par une densité de courant uni-
forme. Le cas étudié est celui d’une spire circulaire (figure 3.1) avec les paramètres







Figure 3.1 – Détail de la géométrie de la bobine.
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Rayon r = 1 cm
Section l = 2 mm
Perméabilité relative µr Unitaire
Courant total I = 10 A
Table 3.1 – Détail des paramètres du cas test d’une spire circulaire à
section carrée.
3.1.2 Cas d’une barre parcourue par un courant uniforme
Il s’agit d’un modèle 2D d’une barre supposée infiniment longue parcourue par
une densité de courant uniforme normale à la section. Le cube est supposé d’arête a
placé entre (0, 0) et (a, a) avec la condition n ·B = 0 sur les surfaces. L’expression
analytique est détaillée dans la partie V.
La forme analytique du champ magnétique est obtenue à partir de l’expression
du potentiel vecteur A décomposé en série de Fourier et dont on a appliqué les
conditions aux limites. La figure 3.2 représente un schéma du cas. Le calcul est








Figure 3.2 – Détail de la géométrie de la barre.
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Longueur d’arête l =1 m
Densité de courant ‖J‖ = 1 Am−2
Perméabilité relative µr Unitaire
(nmax, pmax) 500
Table 3.2 – Détail des paramètres pour le cas test de la barre. Les entiers
n et p représentent le nombre de termes considérés dans la série.
3.1.3 Cas de la sphère pleine
Les deux cas précédents sont des problèmes de magnétostatique, ce troisième
permet de tester les cas magnétodynamiques. Il s’agit d’une sphère pleine plongée
dans un champ magnétique pulsant. Comme pour le cas du cube, l’expression en
potentiel vecteur A permet de calculer les grandeurs électriques en tout point de
la sphère (Dular 1994). Le schéma du cas considéré est présenté dans la figure






Figure 3.3 – Détail de la géométrie de la sphère.
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Rayon r =1cm
Norme du champ magnétique 1 T
Perméabilité relative µr Unitary
Conductivité (σ) 1e7 S/m
Fréquence 50 Hz




Pour chaque cas, nous calculons les forces nodales par les méthodes suivantes :
– forces de Laplace, résolution avec la formulation A ;
– forces de Laplace, résolution avec la formulation Ω ;
– forces de Laplace duales B = rotA (formulation électrique) et J = Js + rotT
(formulation magnétique) ;
– travaux virtuels avec l’expression de l’énergie ;
– travaux virtuels avec l’expression de la coénergie.
L’erreur est calculée à l’aide de la méthode analytique correspondante :
– les forces de Laplace analytiques sont prises comme référence pour le calcul
numérique des forces de Laplace ;
– la référence pour la méthode numérique des travaux virtuels est calculée par
l’application numérique de la méthode des travaux virtuels aux grandeurs
magnétiques analytiques.
Ces deux jeux de données ont été calculés pour des maillages de finesse crois-
sante, il a été choisi de régénérer un maillage complet pour chaque cas. Ainsi on
s’assure que les performances relatives des méthodes ne sont pas dues aux parti-
cularités du maillage.
Critère de précision
Ce critère permet de juger globalement de la qualité de la solution, sans pour
autant être pénalisé par les nœuds pour lesquels la norme du champ est faible
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(pour ne pas faire « ressortir » le bruit numérique issu de la méthode des travaux
virtuels). On réalise le calcul de l’erreur relative de la solution par rapport à la

























3.2.2 Résultats pour la spire
Les résultats de calcul (figure 3.4) ne montrent aucune différence entre la mé-
thode des forces de Laplace utilisant la formulation « tout » A et celle calculée à
partir des deux formulations. La source étant parfaitement connue, la précision ne
dépend que du calcul de B, lequel est déterminé avec plus de précision en utilisant
une formulation électrique. Les grandes valeurs d’erreur pour les maillages lâches
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rs rs rs rs rs rs
◦–J × B (A), D–J ×B (Ω), △-TV (A), –TV (Ω)
Figure 3.4 – Résultats pour la spire.
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3.2.3 Résultats pour le cube
Il s’agit ici d’un cube de perméabilité relative unitaire. La meilleure méthode,
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rs rs rs rs rs
◦–J × B (A), D–J ×B (Ω), △-TV (A), –TV (Ω)
Figure 3.5 – Résultats de calcul pour le cube.









































rs rs rs rs rs rs rs rs rs rs rs rs
•–J × B (Dual), ◦–J ×B (A), D–J × B (Ω), △-TV (A), –TV (Ω)
Figure 3.6 – Résultats de calculs pour la sphère.
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Ce cas est utilisé pour le test des différentes méthodes appliquées dans le cadre
de problèmes de magnétodynamique. On montre cette fois-ci un résultat déjà ob-
tenu dans Ren (1994) : si l’on veut utiliser les forces de Laplace pour le calcul de
forces en magnétodynamique, il est préférable de résoudre les deux formulations.
La bonne précision sur les valeurs de B est obtenue à partir de la formulation élec-
trique en prenant B = rotA. Pour J , on préfère résoudre la formulation magnétique
et prendre J = Js + rotT .
3.3 Conclusion
Ces divers exemples permettent de déterminer la démarche la plus appropriée
pour un type de problème :
– Conducteur massifs dans l’air
Où, plus généralement, systèmes à courant imposé et à perméabilité uniforme.
La répartition de la densité de courant étant connue, on peut se contenter
de résoudre le problème de magnétostatique en A. Les forces données par
l’expression de Laplace semblent être les plus précises.
– Conducteurs dans l’air avec courants induits
Il est montré qu’il est préférable, si possible, de résoudre deux fois le problème
par les deux formulations. La meilleure précision sera obtenue en utilisant
l’expression mixte des forces de Laplace.
– Problème à perméabilité non uniforme
L’expression de Laplace n’est plus applicable. Seul le principe des puissances
virtuelles sera en mesure de donner la bonne expression des forces. On utili-
sera l’énergie ou la coénergie en accord avec la formulation choisie.
– Cas des aimants
Il faut dans ce cas modifier de façon adéquate les expressions des forces
exprimées à l’aide des puissances virtuelles. Il ne faut cependant pas oublier
que la répartition des efforts dépendra de la loi constitutive choisie et ne
représentera pas la réalité. Les grandeurs globales sont correctes.
Quatrième partie




Les phénomènes entrainant l’usure des parties frontales des alternateurs peuvent
être d’origines magnétique, mécanique ou thermique, leurs modélisations requiert
donc l’utilisation de schémas couplant les différentes physiques. Suite aux premières
études multi-physiques évoquées par Trowbridge (1988), deux grands types de
couplages ont été développés : les couplages dits « forts » et ceux dits « faibles ».
Proposés par exemple dans le cadre d’une étude magnéto-thermique par Mol-
fino et Repetto (1989), les couplages forts rassemblent au sein d’une même
matrice les équations gouvernant chacune des physiques et les équations de cou-
plage. Ce type de modèle est particulièrement adapté aux phénomènes fortement
couplés, mais possède de nombreux désavantages parmi lesquels on peut citer la
nécessité de développer un code spécifique ou encore celle de stocker de grandes
matrices. De plus, les systèmes matriciels peuvent ne pas être symétriques et sont
souvent mal conditionnés, allongeant de façon significative les temps de calculs par
rapport aux temps requis pour la résolution d’une seule des physiques (Hameyer
et al. 1999 ; Schmidt 2011).
Bien que les couplages forts soient préférés pour leur meilleure convergence sur
des problèmes fortement couplés (Besbes et al. 1996), les méthodes de couplages
faibles restent utilisées en raison des nombreux avantages qu’elles présentent. Ces
méthodes reposent sur un schéma du type prédiction / correction et ont donc
initialement été utilisées pour leur caractère moins gourmand en mémoire. Outre ce
gain sur l’espace mémoire, les couplages faibles présentent l’avantage de permettre
de coupler des codes de structures hétérogènes et qui ne sont pas, a priori, destinés à
être utilisés ensemble. Dès la fin des années 1980, Masse et al. (1985) et Bastos et
al. (1990) proposent des modèles magnéto-thermiques. Ren et Razek et Crutzen
et al. (1994) proposent quant à eux dans les années 1990 des modèles magnéto-
mécaniques. En 1996, Besbes et al. comparent ces deux types de couplages. Ces
méthodes restent répandues, divers travaux présentent des couplages faibles de
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tous types (Bastos et al. 1997, Delaere et al. 1999, Schmidt et Grabner
2005). Plus récemment des chaînes directes, couplant des modèles temporels à
des modèles harmoniques, sont apparues (Rainer et al. 2010 ; Pellerey et al.
2012). Les méthodes de couplages faibles peuvent de plus servir à découpler les
pas de temps, le nombre de résolutions nécessaires pouvant ainsi être réduit dans
le cas de physiques à constantes de temps très différentes (Hameyer et al. 1999 ;
Schmidt 2011). Elles sont désormais utilisées pour coupler des méthodes n’étant
pas compatibles avec un couplage fort (par exemple harmonique ou temporelle),
et servent aussi à la réutilisation de logiciels existants ou commerciaux.
Outre le type de couplage utilisé, il est possible de travailler avec un nombre va-
riable de maillages : un maillage unique ou un maillage par physique. L’utilisation
d’un seul maillage permet de considérablement simplifier le processus d’assemblage
de matrices dans le cadre d’un couplage fort, et simplifie la phase d’échange de don-
nées dans le cadre d’un couplage faible. Cette solution peut rapidement se révéler
limitante dès lors que certaines mailles doivent être modifiées (cas d’une adapta-
tion de maillage ou d’une prise en compte du mouvement). De surcroît, si l’une
des physiques ne concerne qu’une partie de la géométrie, l’utilisation d’un seul
maillage peut entraîner un surcoût en mémoire. L’utilisation d’un maillage distinct
pour chacune des physiques permet son adaptation numérique. De plus, si une mé-
thode de couplage faible est utilisée, ces maillages peuvent être topologiquement
adaptés au domaine d’étude, réduisant ainsi l’occupation de la mémoire nécessaire
à la résolution du problème. Cependant, pour un couplage fort, des matrices sup-
plémentaires sont à assembler, entraînant un surcoût en mémoire et conduisant la
plupart du temps à des systèmes non symétriques.
Les méthodes multi-maillages sont évoquées par Tsukerman (1992) pour
connecter les maillages rotoriques et statoriques d’une machine électrique. Ces
méthodes présentent un moyen de coupler surfaciquement deux domaines éléments
finis par des fonctions scalaires. Les méthodes multi-maillages comptent parmi les
premières applications dans le domaine de l’électromagnétisme des méthodes de
type multiplicateurs de Lagrange (Tsukerman 1992), par la suite remplacées par
les méthodes de types Mortar (Bernardi et al. 1993). Geuzaine et al. (1999)
proposent une méthode de projection pour des maillages à intersection volumique,
méthode bien adaptée aux transferts de données utilisés pour les couplages faibles.
De part la complexité de la structure des cages de développantes, il a été choisi
149
d’utiliser pour ce travail un maillage distinct pour les modèles magnétique et mé-
canique. De plus, afin de pouvoir utiliser les logiciels pré-existants développés par
EDF, un modèle de couplage faible est privilégié.
Cette partie est focilisée sur la présentation des méthodes de transfert de so-
lutions entre maillages. Après une présentation théorique des méthodes mises en
œuvre, celles-ci sont testées numériquement afin de comparer leurs précisions. Les
performances des méthodes de transfert sont généralement fortement dépendantes
de la mise en œuvre pratique. Un dernier chapitre est consacré aux algorithmes
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Ce chapitre présente trois types de méthodes de tranfert utilisables pour le
couplage de modèles. Nous commencerons par présenter des méthodes classiques
d’interpolation de solutions, souvent utilisées pour les couplages et souvent syno-
nymes de transfert de solutions entre maillages. Puis nous présenterons une mé-
thode basée sur la projection orthogonale d’une solution sur l’espace engendré par
le maillage cible. Enfin nous détaillerons une méthode peu répandue, néanmoins
intéressante, basée sur la conservation locale de la solution.
1.1 Problématique
Les méthodes de transfert présentées étant destinées à être utilisées dans des
schémas de couplages, les transferts doivent autant que possible être précis et
conservatifs. Le caractère précis vise à minimiser les modifications apportées au
champ considéré, alors que le caractère conservatif tend à préserver une quantité
donnée (par exemples le déplacement, une puissance. . .). Dans le cadre de modèles
couplés, plusieurs étapes de transferts successifs sont nécessaires. Afin de ne pas
accumuler les erreurs il est donc important de disposer d’une méthode qui possède
les propriétés précédemment citées.
Soient deux domaines maillés, Ds et Dc, et leur pavage cellulaire associé, res-
pectivement Ts et Tc. Le transfert de solution est opéré sur l’intersection des deux
domaines Dp = Ds
⋂Dc. Les fonctions source et cible, us et ut, sont discrétisées sur
N , respectivement M , éléments finis donnés. L’objectif des méthodes de transfert
est de déterminer l’ensemble des DdL {di} de la fonction uc=
∑N
i=1 diwi tels que le
résidu ǫ = ‖uc − us‖ soit minimal.
La précision locale est déterminée à partir de la norme :
‖uc − us‖2 = (uc − us)⊤(uc − us). (1.1)
La précision globale est quant-à-elle donnée par l’intégrale du résidu définie par le





. Cette intégrale est étroitement
liée au caractère conservatif du processus de transfert entre maillages.
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1.2 Interpolation
1.2.1 Principe de base
La méthode d’interpolation reprend la définition des éléments de Whitney pré-
sentés en partie I, chapitre 2. Les poids (ou DdL) associés aux nœuds, arêtes, faces
et volumes sont respectivement les valeurs de la fonction aux nœuds, les circula-
tions sur les arêtes, les flux au travers des faces et les intégrales sur les éléments de
volume :












u(s) ·n(s)dV . (1.2d)
xi représente la position du ième nœud, s la position locale sur l’élément orienté, et
γ, S et V respectivement des segments, faces et volumes orientés.
L’interpolation nodale requiert uniquement la localisation de chacun des som-
mets du maillage cible dans le maillage source. Une fois les éléments hôtes connus, il
est possible d’interpoler la fonction source us pour chaque nœud du maillage cible.
En ce qui concerne les arêtes, les faces et les volumes, une construction explicite
des intersections entre l’élément considéré et le maillage source est nécessaire. Pour
chacune des intersections, une intégrale élémentaire est calculée par interpolation
de la fonction source aux différents points de la quadrature. La valeur finale du
DdL est la somme des intégrales élémentaires calculées.
1.2.2 Estimation de l’erreur
La fonction us est supposée être discrétisée par des éléments nodaux, celle-ci
appartient donc intrinsèquement à H2 et peut être vue comme quelconque par
rapport au second maillage (us = uf).
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Proposition – Pour tout uf ∈ H2K (partie I, chapitre 4.2)., on a :
‖us − uc‖L2,K ≤ CK (h2c + h2s), (1.3)
avec CK une constante indépendante du maillage. La distance entre la fonction
interpolée au second maillage et la fonction source est d’ordre 2 en norme L2.
La démonstration est disponible dans Jiao et Heath (2004), et sous une forme
différente dans Cai (1995).
Si la fonction est discrétisée par des éléments de Nédélec ou de Raviart-Thomas,
alors elle appartient à H1 pour chaque volume considéré et la norme 2 de l’erreur
est d’ordre 1.
Proposition – Pour tout uf ∈ H1 et divuf ∈ H1K, on a :
‖us − uc‖L2,K ≤ CK (hc + hs). (1.4)
La démonstration étant réalisé de la même façon à l’aide des erreurs de l’interpo-
lant (partie I, chapitre 4.2).
L’erreur globale est donnée par la somme des bornes précédentes définies pour
chaque élément, l’ordre de l’erreur étant inchangé.
1.2.3 Conclusion
Si cette technique semble la plus respectueuse de la définition donnée aux dif-
férents DdL, elle demeure très diffusive (la solution tend à être lissée, les extrema
étant applatis) et doit préférablement être utilisée pour un chaînage simple ou une
fonction pour laquelle la dérivée seconde est faible sur l’élément hôte. La figure 1.1
donne l’exemple de deux fonctions, interpolées de la même manière mais possédant
des dérivées secondes très différentes : l’erreur d’interpolation est plus élevée pour
la fonction possèdant la plus grande dérivée seconde. Ainsi, pour la méthode d’in-
terpolation, la fonction source étant à priori inconnue, le maillage cible n’est pas
forcément adapté. Un exemple concret est donné en figure 1.2.
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Figure 1.1 – Exemple de fonctions produisant la même fonction discrète
(ligne brisée noire). La fonction en pointillés possède une dérivée seconde
plus grande que la fonction en tirets.
Figure 1.2 – Exemple unidimensionnel d’une fonction interpolée (en
noir) : l’interpolation peut ne plus correspondre à la fonction initiale (en
gris).
1.3 Projection Orthogonale – Méthode de Galerkin
1.3.1 Méthode générale
La méthode de projection orthogonale cherche à minimiser pour tout point de
l’espace, la distance, induite par le produit scalaire 〈 · , · 〉, entre les fonctions us et
uc. Les fonctions sont respectivement discrétisées sur les pavages Ts et Tc : us =∑Ks
i=1wsidsi et uc =
∑Kc
i=1wsidci. On cherche l’ensemble des DdL globaux di pour
lequel la norme ‖ · ‖ sur le domaine de projection Dp soit minimale :
∂dci‖uc − us‖2|Dp = 0, ∀dci, i = 1 . . .Kc
‖ · ‖|Dp =
√
〈 · , · 〉|Dp
(1.5)
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Remplaçons uc par sa décomposition sur les fonctions de formes wc :







‖wcjdcj‖2|Dp − 2 ∂dci
Kc∑
j=1




wcjdcj〉|Dp − 2〈wci, us〉|Dp
= 2〈wci, uc〉|Dp − 2〈wci, us〉|Dp = 0. (1.6)
Cette équation se traduit par un système linéaire résolu pour toutes les fonctions
de formes wci pour lesquelles ‖wci‖|Dp 6= 0, soient toutes celles dont le support (ou
une partie du support) appartient à Dp. Un système linéaire du type [M ][Dc] = [F ]
est à résoudre, les matrices [M ] et [F ] étant ainsi définies :
Mij = 〈wci, wcj〉|Dp , (1.7a)
Fi = 〈wci, us〉|Dp . (1.7b)
Cette méthode peut aussi être interprétée comme étant l’application de la mé-
thode de Ritz-Galerkin à l’équation us = uc, où les fonctions tests sont choisies
parmi les fonctions de base du second maillage (approximation conforme). Cer-
taines conséquences de la méthode s’appliquent donc :
– l’approximation uc est optimale : la distance ‖uc − us‖ est la plus petite
permise par les discrétisations. De plus, la solution uc est unique ;
– d’après la propriété d’orthogonalité de Galerkin, le résidu uc − us est ortho-
gonal à l’espace des fonctions engendré par la base des {wci}. Cette propriété
définit aussi une propriété de conservation de la méthode :
〈uc, 1〉|Dp=〈uc + us − uc, 1〉|Dp=〈us, 1〉|Dp ; (1.8)
– la matrice [M ] est très creuse, symétrique, définie et positive, laissant un large
choix de solveur pour la résolution. Plus particulièrement pour la norme L2,
sous réserve d’une bonne qualité du maillage cible, [M ] est bien conditionnée
et le système peut être résolu de manière efficace par des méthodes itératives ;
– la méthode a un effet stabilisant et la norme est minorée :
‖uc‖2|Dp ≤ ‖uc‖2|Dp +‖(uc−us)‖2|Dp = ‖u2s‖|Dp +2〈us−uc, uc〉 = ‖us‖2|Dp . (1.9)
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1.3.2 Minimisation L2
La méthode peut être utilisée avec le produit scalaire de L2 :













où {Kij} dénote le domaine commun au support de wi et de wj appartenant aussi
au domaine de la projection Dp. Ainsi {Kij} = [D(wi)
⋃D(wj)]⋂Dp. De même
{Kij} représente le support de wi compris dans Dp 1.
Évaluation de l’erreur Soit uco la fonction cible obtenue par projection ortho-
gonale et uci celle obtenue par la méthode d’interpolation. D’après la méthode de
Ritz–Galerkin, toute fonction u appartenant à l’espace fonctionnel généré par les
fonctions de forme cible respecte ‖uco − us‖ ≤ ‖u− us‖. Cette relation est en par-
ticulier vraie pour la fonction uci issue de l’interpolation. D’après 1.2, cette borne
varie en O(h2s + h
2
c) pour le cas de fonctions nodales, et varie en O(hs + hc) pour
le cas de fonctions d’arêtes et de faces.
La norme de la fonction ainsi projetée est toujours sous-évaluée :
‖uc‖2L2,Ω ≤ ‖uc‖2L2,Ω + ‖us − uc‖2L2,Ω,
= 2‖uc‖2L2,Ω + ‖us‖2L2,Ω − 2〈us, uc〉L2,Ω,
= ‖us‖2L2,Ω + 2〈uc − us, uc〉L2,Ω,
= ‖us‖2L2,Ω,
(1.12)
à l’aide de l’orthogonalité de Galerkin. La relation est identique en norme HX .
1. Dans les deux cas, le support de la fonction de forme peut ne pas être entièrement contenu
dans le domaine de projection.
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Avantages et inconvénients du produit de L2 Le produit scalaire de L2
permet d’obtenir la solution la plus proche globalement de la fonction source.
Cependant des valeurs aberrantes dues à un phénomène proche de celui de Gibbs
peuvent apparaître (Jiao et Heath 2004). Un exemple numérique est présenté en
annexe F. Des classes différentes de fonctions tests peuvent être utilisées (Wang
et al. 2013).
1.3.3 Minimisation de Sobolev
Ce deuxième type de produit scalaire permet de limiter les extrema locaux dus
aux brusques variations de us tout en gardant le contrôle, si besoin est, sur les
dérivées spatiales. Nous appellerons normes de Sobolev 2 de Hgrad, Hrot et Hdiv les
produits scalaires suivants :
(u, v) ∈ Hgrad, 〈u, v〉Hgrad(D) =
∫
D
u v + α grad u · grad v, (1.13a)
(u, v) ∈ Hrot, 〈u, v〉Hrot(D) =
∫
D
u · v + α rotu · rot v, (1.13b)
(u, v) ∈ Hdiv, 〈u, v〉Hdiv(D) =
∫
D
u · v + α divu div v. (1.13c)
La constante α (appelée constant de Sobolev) permet de pondérer les termes de
dérivées spatiales. Ces produits sont généralement utilisés avec α = 1 3 pour des
éléments nodaux, d’arêtes et de faces. Tout comme pour la projection L2, la déri-
vée par rapport au ième DdL donne l’équation de minimisation de la distance. Le









wi us + αgradwi · grad us. (1.14b)
2. On fera indifféremment référence à l’une de ces normes par HX .
3. Dans le cas α = 1, les produits scalaires ainsi définis sont les produits usuels de Hgrad, Hrot
et Hrot. Sauf indication contraire, cette constante sera toujours considérée comme égale à 1.
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s) pour les éléments nodaux.
Avantages et inconvénients du produit de HX L’avantage principal des
normes de Sobolev pour les études multi-physiques est la possibilité de transférer
un champ tout en gardant une bonne approximation de l’un des opérateurs dif-
férentiels. Une projection Hrot, par exemple, permet de déterminer (sur le second
maillage) les valeurs du potentiel vecteur magnétique A en prenant en compte
la norme de la distance entre les inductions magnétiques associés à chacun des
maillages. Si une précision accrue de la valeur des potentiels n’est que peu inté-
ressante (par exemple : la projection L2 d’un potentiel), il est souvent crucial de
conserver une bonne précsision de la grandeur issue de l’opérateur différentiel asso-
cié. Les projections de type HX sont alors très utiles. De plus, la norme de Sobolev
tend à lisser les solutions et permet d’éviter l’apparition de valeurs parasites éven-
tuelles. Un exemple est donné en annexe F, on montre comment les oscillations
locales parasites peuvent être lissées.
La méthode converge en revanche moins bien que celle impliquant le produit
de L2. En particulier un effet d’échelle est dû à l’ajout du second terme du pro-
duit scalaire (gradu · grad v, . . .). La matrice formée par les produits d’opérateurs
différentiels est singulière et devient prépondérante lorsque la taille caractéristique
du maillage cible tend vers 0. Le problème de convergence peut être contourné en
faisant varier α avec hc. Dans le cas du produit de Hgrad le choix de α proportionnel
à h2c permet de retrouver le même ordre de convergence que dans le cas L2.
1.3.4 Semi-normes en opérateurs différentiels
Nous avons également testé une troisième méthode basée sur les semi-normes
des espaces Hgrad, Hrot et Hdiv :
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Ces semi-normes conduisent à des systèmes matriciels singuliers et ont générale-
ment une convergence assez mauvaise. Elles demeurent cependant particulièrement
utiles pour la projection de potentiels avec conservation L2 du champ associé. À








gradwi · gradus. (1.16b)
1.4 Projection Conservative
La méthode de projection conservative cherche à conserver, élément par élé-
ment, la valeur de l’intégrale et de l’un des opérateurs différentiels. Une recons-
truction globale est ensuite opérée par une somme des contributions pondérée par le
volume de l’élément considéré. Si des éléments nodaux sont utilisés, une correction
peut être appliquée afin de satisfaire le principe du maximum.
1.4.1 Cas des nœuds
Étapes du calcul











où |Kj| est le volume de l’élément Kj .
2. Distribution aux nœuds de l’élément considéré. Soit xj la position du jème
nœud Pj, le DdL local qij est calculé comme suit :
qij = ui + gradui (xj − gi), (1.18)
où gi est le barycentre de l’élément Ki.
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3. Correction a posteriori des valeurs pour satisfaire le principe du maximum
sur chaque élément Ki :
minP∈Kcus(P ) ≤ ut ≤ maxP∈Kcus(P ).
Le DdL local est alors corrigé par une constante C = minCi(xi) :
q′ij = qij + Cij (uij − ui). (1.19)
















si qij − ui < 0,
1 si qij − ui = 0.
(1.20)
4. Pour chaque nœud, le DdL global (di) est premièrement donné par la somme







où {Kj} représente l’ensemble des éléments partageant le ième nœud et |Kj|
est le volume du jème élément.
1.4.2 Cas des arêtes et des faces
Étapes du calcul
1. Pour un élément donné Kci du maillage cible Tc, calcul de la matrice des DdL








curl us ·nd=j−3 pour j = 4 . . . 6. (1.22b)
nd représente les directions successives de l’espace. Si des éléments de faces
sont considérés, curl us doit être remplacé par divus, et la matrice 6×6 de-
vient une matrice 4×4. Cette opération permet de déterminer l’ensemble des
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DdL permettant d’obtenir, élément par élément, un champ pour lequel les
intégrales sont égales (aspect localement conservatif).
2. Détermination de la matrice [Q] des DdL locaux de l’élément pour lesquels
les intégrales sont satisfaites. Le système linéaire suivant est résolu :
[Sw][Q] = [Ss], (1.23)
où [Ss] est le vecteur des intégrales de la fonction source sur l’élément wi, et
les valeurs de la matrice [Sw] sont les intégrales de chacune des fonctions de








curlwk ·nd=j−3 pour j = 4 . . . 6, (1.24b)
3. Pour chaque élément fini considéré, le DdL global est donné par la somme








{Kj} représente l’ensemble des éléments contenus dans le support du ième
élément fini (ième arête, ième face,. . .). |Kj| est le volume du jème élément.
Bien que la méthode de projection conservative n’utilise que des valeurs locales,
elle satisfait les propriétés d’une projection (conservation, minimisation de la dis-
tance Clement 1975). Ses principaux atouts sont la conservation de l’intégrale de
la fonction sur chaque tétraèdre cible et la vérification du principe du maximum.
Plus précisément, la valeur totale de l’intégrale est conservée lors du transfert entre
maillage (ce qui peut être utile par exemple pour conserver une puissance totale)
et l’apparition de valeurs locales non physiques est évitée. La méthode conservative
se situe donc comme un compromis entre bonne « interpolation » de la solution
(voir méthode d’interpolation, paragraphe 1.2) et minimisation globale de l’erreur
(voir projection orthogonale, paragraphe 1.3).
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Indépendamment de la modélisation des phénomènes de couplages, nous avons
réalisé différents tests de précision pour chacune des trois méthodes de transfert
présentées au chapitre précédent (interpolation, projections conservative et ortho-
gonale). Pour chaque type d’éléments finis (nœud, arête, face, volume), une fonction
analytique est choisie et sert de référence pour la génération d’un champ discrétisé
source. Cette opération permet de séparer l’erreur de discrétisation de l’erreur de
transfert, tout en gardant le contrôle sur le profil du champ lui-même. Une pre-
mière partie s’intéresse à l’aspect diffusif et conservatif des méthodes. On étudie
pour celà des transferts itératifs de champs entre deux maillages. Une deuxième
partie teste le comportement des méthodes en fonction de la finesse des maillages.
2.1 Précision de la transmission de champ
2.1.1 Méthode utilisée
Boucle de calcul
La précision sur la transmission de champ pour chacune des méthodes de trans-
fert est évaluée au moyen d’une boucle de calcul présentée en figure 2.1.
u analytique







Figure 2.1 – Détail de l’étape de discrétisation, du transfert direct et du
transfert inverse.
Le vecteur de référence [U ] doit être comparé à la fonction analytique u tan-
dis que les résultats des transferts [Us] et [Uc] (respectivement vers les fonctions
source et cible) sont à comparer au vecteur [U ]. Afin de s’affranchir des erreurs de
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discrétisation, le test est séparé en deux parties : une étape de discrétisation et des
étapes de transfert.
Étapes du calcul
1. L’étape de discrétisation permet de calculer un vecteur de DdL sources [Ua]
par projection L2 de la fonction analytique ua sur le maillage :
[M ][Ua] = [S], (2.1)









Le vecteur [Ua] initialise les valeurs de [Us], le vecteur des DdL du maillage
1.
2. L’étape de transfert détermine les valeurs de [Uc] de la solution uc à partir
de la donnée de [Us] représentant la fonction us. Ce transfert est nommé
« transfert direct » 1. Lors des tests que nous avons effectués, le maillage 1 a
été choisi plus fin que le maillage 2, les deux maillages n’ayant a priori aucun
lien de parenté. Ce choix, arbitraire, est le cas le plus souvent rencontré dans
la modélisation des systèmes multi-physiques.
3. Calcul de l’erreur entre la fonction uc (donnée sur le second maillage) et
la fonction discrétisée de référence u (donnée sur le premier maillage). Cette
étape comporte donc une étape de localisation des valeurs de uc sur le premier
maillage.
4. Détermination des nouvelles valeurs de us par transfert inverse des valeurs
de uc sur le premier maillage.
5. Comparaison entre les valeurs de us et celles de u. Les deux fonctions discrètes
appartiennent au même maillage.
50 paires de transfert ont été réalisées pour chacune des trois méthodes afin
d’observer leurs comportements lors de transferts successifs. Les fonctions analy-
tiques ont été choisies continues sur le domaine [0, 1]3 et à gradient, rotationnel
1. Dans le sens où ce transfert utilise les données analytiques à la première étape.
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ou divergence non nul. Les expressions utilisées sont volontairement complexifiées
pour éviter toute symétrie ou uniformité. La constante de Sobolev est arbitraire-
ment fixée à 0, 1.
Mesure de l’erreur
De par la discrétisation utilisée (partie I, chapitre 2), les fonctions appartiennent
respectivement aux espaces Hgrad, Hrot et Hdiv. Ce sont des sous-espaces de L2,
il est donc légitime de mesurer l’erreur de transfert en norme L2 et en norme
Hx. Selon le produit scalaire utilisé, l’erreur optimale sera donnée par la norme




où X représente un des espaces précédents. u est la fonction discrétisée de référence
et up est la fonction projetée (us ou uc).
Selon les méthodes de transfert, le comportement local et le comportement
global peuvent fortement varier. Une deuxième mesure de l’erreur est introduite
pour mesurer la performance locale des différentes méthodes. La valeur maximale














avec les mêmes notations que précédemment, et où {K} représente l’ensemble des
éléments de Dc. L’erreur locale est calculée de la même manière pour les espaces
Hgrad,Hrot etHdiv, seul change l’ajout du terme en grad · grad , rot · rot et div div
dans les intégrales. Cette expression peut être problématique pour les éléments
pour lesquels la fonction source est proche de zéro. Dans ce cas, on utilisera une
expression faisant intervenir la valeur maximale du résidu :
xi t.q. ‖up(xi)− u(xi)‖ = sup
Dp
‖up − u‖, ǫ%L2loc :=
‖up(xi)− u(xi)‖
‖u(xi)‖ , (2.5)
numériquement évaluée à chaque point de Gauss des éléments de Dp. Cette ex-
pression est particulièrement utile, à fonctions up et u données, pour déterminer
l’erreur locale introduite par une méthode de projection.
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L’aspect conservatif de chaque méthode est donné par la modification de la
valeur sur Dc de la norme de la fonction. On notera ǫ%consv. l’erreur relative ainsi
calculée :
ǫ%consv. =
|‖up‖X − ‖u‖X |
‖u‖X . (2.6)
La valeur de ǫ%consv. est particulièrement importante si une grandeur globale doit être
conservée lors du processus de couplage, par exemple une puissance, une énergie
ou un déplacement.
La finesse des maillages est représentée par leur taille caractérisque. On note
par hs et hc la longueur moyenne des arêtes des maillages source et cible, respec-
tivement.
Maillages
L’étude porte sur un cube d’arête de longueur unitaire supportant deux maillages
différents (figure 2.2). Le premier maillage, représenté sur la partie gauche de la
figure 2.2, se compose de 200 000 tétraèdres (hs = 0, 06) et supporte des fonctions
Figure 2.2 – Représentation schématique des deux maillages utilisés pour
les tests de transferts. La fonction analytique est initialement discrétisée sur
le maillage fin (à gauche) et transférée sur le maillage épars (à droite). La
partie centrale de la figure montre la superposition des deux maillages.
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de formes linéaires. Le second maillage, visible sur la partie droite de la figure 2.2,
est constitué de 22 000 tétraèdres (hc = 0, 1). Ce second maillage peut éventuelle-
ment supporter des fonctions de formes nodales quadratiques, les éléments d’arêtes
et de faces restant linéaires.
2.1.2 Éléments finis nodaux (éléments de Lagrange)
Cette partie traite des transferts de fonctions discrétisées par des éléments no-
daux. Pour la méthode d’interpolation, les DdL cibles sont les valeurs de la fonction
source aux nœuds du second maillage. Pour la méthode de projection conservative,
l’intégrale de la fonction et l’intégrale du gradient sont conservées élément par élé-
ment. La méthode orthogonale peut utiliser le produit scalaire de L2 ou celui de
Hgrad = ∫ u v + gradu · grad v
La fonction analytique ua, définie en coordonnées sphériques, est choisie pour
son appartenance à l’espace continu Hgrad :
ua = r
3 + r + 1, (2.7a)
gradua = (3r
2 + 1)ur, (2.7b)
où r est le rayon et ur est le vecteur unitaire radial.
Pour ce cas seulement, les tests seront séparés en deux sous-cas dépendants de
la présence ou non de fonctions de formes quadratiques sur le second maillage.









Interpolation 0,130 0,124 1,079 0,104
Galerkin L2 0,029 0,001 1,001 0,012
Galerkin Hgrad 0,033 0,003 0,994 0,005
Table 2.1 – Éléments finis nodaux – Valeurs de ǫ%discr., l’erreur de
discrétisation de la fonction analytique (éléments linéaires).
L’erreur de discrétisation, pour les éléments linéaires, est présentée en table 2.1.
Une première caractéristique commune aux méthodes de discrétisation apparaît :
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la méthode d’interpolation, de part son aspect local, donne une erreur globale plus
élevée que les méthodes de projection et tend à être moins conservative. Chacun
des produits scalaires tend à diminuer l’erreur calculée avec la norme qu’il induit.
En d’autres termes, l’erreur L2 sera plus faible si une projection L2 est utilisée
plutôt qu’une projection Hgrad. De façon symétrique, l’erreur en norme Hgrad sera
plus faible si une projection Hgrad est utilisée plutôt qu’une projection L2.
Transferts entre maillages
Maillage cible Maillage source
















Interpolation 0,547 0,516 2,445 0,445 0,650 0,629 1,584 0,525
Conservative 0,223 0,026 2,565 0,179 0,204 0,027 1,866 0,193
Galerkin L2 0,126 0,001 2,280 0,034 0,105 0,001 1,772 0,037
Galerkin Hgrad 0,137 0,007 2,266 0,027 0,102 0,008 1,243 0,044
Table 2.2 – Éléments finis nodaux – Valeurs de ǫ%glob et ǫ
%
consv. pour
des éléments cibles linéaires.
Le tableau 2.2 donne les résultats obtenus pour la première paire de transferts.
ǫ%transf.c représente l’erreur commise lorsque la fonction de référence discrète est
transférée sur le second maillage (cible). Le résultat de ce transfert, obtenu sur le
second maillage, est de nouveau transféré au maillage source. L’erreur associée à ce
second transfert est ǫ%transf.s . Pour un transfert unique, l’erreur en norme L2 varie
beaucoup selon les méthodes, en particulier l’erreur d’interpolation est très grande
par rapport aux méthodes de projection orthogonale (Galerkin), la méthode conser-
vative ayant une performance intermédiaire. L’erreur issue de la projection Hgrad,
calculée sur le second maillage, est très légèrement inférieure à celle obtenue par
projection L2 ce qui est probablement dû à la stabilisation apportée par la méthode
Hgrad (voir annexe F). Nous pouvons en revanche noter, et ce comme pour l’étape
de discrétisation, que les projections orthogonales L2 ou Hgrad tendent respecti-
vement à diminuer la norme issue du produit scalaire associé. Dans cet exemple,
la constante de Sobolev donne une importance faible au terme en grad · grad par
rapport au produit direct dans l’expression du produit scalaire. La norme Hgrad
est améliorée sans trop dégrader la norme L2. Des tests complémentaires montrent
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que plus la constante de Sobolev est grande, plus l’erreur L2 est grande et plus la
matrice de masse est mal conditionnée.
Il est important de remarquer que, pour les méthodes de projection, l’erreur glo-
bale (par rapport au vecteur de référence) diminue lorsque l’on repasse du maillage
cible vers le maillage source ; ce comportement est typique de ces méthodes. Par
contre, pour l’interpolation, l’erreur est strictement croissante à chaque étape : l’in-
formation est irrémédiablement perdue. Les valeurs de ǫ%consv. montrent que les mé-
thodes de projection conservative et orthogonale (Galerkin) préservent l’intégrale
de la fonction de façon précise. La méthode d’interpolation n’étant pas conservative
au sens strict, la valeur de l’intégrale est rapidement modifiée de façon importante.
Le comportement des transferts nodaux est très particulier (figures 2.3 et 2.4) :
la méthode d’interpolation est très diffusive, tandis que les projections L2 et Hgrad
sont très conservatives. Ainsi, l’interpolation nodale apporte une erreur importante,
même après quelques itérations. À l’opposée, la projection L2 est très précise et
quasi invariante au fil des projections successives. On note aussi que la projection




















Figure 2.3 – Éléments finis nodaux – Évolution de l’erreur ǫ%
L2glob
pour
des éléments cibles linéaires. Transfert et mesure de l’erreur effectués en
norme L2.



















Figure 2.4 – Éléments finis nodaux – Évolution de l’erreur ǫ%
Hgradglob
pour la projection orthogonale et des éléménents cibles linéaires. Transfert
et mesure de l’erreur effectués en norme Hgrad.
2.1.3 Éléments finis d’arêtes (éléments de Nédélec)
Pour les éléments d’arêtes, la méthode d’interpolation consiste à calculer la
circulation de la fonction source sur les différentes arêtes. La méthode conservative
conserve l’intégrale de la fonction et l’intégrale du rotationnel. De par l’inclusion
de Hrot dans L2, le produit scalaire de L2 et celui de Hrot (∫ u · v + α rot u · rot v)
peuvent être utilisés. Une fonction continue à rotationnel non nul, exprimée en
coordonnées sphériques, est utilisée :
ua = ur + (r
3 + r) sin(θ)uφ, (2.8a)
curl ua = 2(r
2 + 1) cos(θ)ur − (4r2 + 2) sin(θ)uθ, (2.8b)
avec ur le vecteur unitaire radial, uφ le vecteur unitaire orthoradial et uθ le vecteur
unitaire azimuthal. Les termes en ur et le coefficient sin(θ) en facteur du terme en
uθ sont ajoutés pour éviter une singularité du rotationnel respectivement en r = 0
et en θ = 0.
Erreur de discrétisation
L’erreur de discrétisation de la fonction analytique par des éléments d’arêtes
est donnée en table 2.3. On peut constater que la méthode d’interpolation d’arêtes
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donne cette fois des résultats du même ordre de grandeur que les méthodes de
projection. La projection de L2 ne tenant pas compte du rotationnel du champ,
l’erreur de discrétisation issue de la norme Hrot est augmentée. La discrétisation









Interpolation 1,908 0,034 1,888 0,022
Galerkin L2 1,783 0,016 7,319 0,146
Galerkin Hrot 1,835 0,006 1,820 0,017
Table 2.3 – Éléments finis d’arêtes – Valeurs de ǫ%discr., l’erreur de
discrétisation de la fonction analytique.
Transferts entre maillages
Le détail des erreurs pour la première paire de transferts est donné tableau 2.4.
Les différentes méthodes ont une performance équivalente vis-à-vis de la norme L2.
Pour l’erreur en norme Hrot, seules les méthodes d’interpolation et de projection
Hrot donnent des résultats acceptables, comme le montre le tracé de l’évolution des
erreurs sur les figures 2.5 et 2.6.
Maillage cible Maillage source
















Interpolation 4,295 0,120 4,339 0,087 2,522 0,105 3,280 0,082
Conservative 4,089 0,075 7,263 0,337 2,360 0,129 13,154 0,086
Galerkin L2 4,032 0,081 9,236 0,398 2,389 0,134 16,916 0,413
Galerkin Hrot 4,139 0,048 4,095 0,084 2,174 0,040 2,325 0,141
Table 2.4 – Éléments finis d’arêtes – Valeurs de ǫ%glob. et ǫ
%
consv..
Il est important de remarquer que la méthode d’interpolation donne de bons
résultats en norme L2 et en norme Hrot. Au regard de la simplicité de l’implémen-
tation et de la vitesse d’exécution, le calcul des circulations d’arêtes est compétitif.
Ce comportement est très différent de celui obtenu pour les éléments nodaux.



















Figure 2.5 – Éléments finis d’arêtes – Évolution de l’erreur ǫ%
L2glob
.


















Figure 2.6 – Éléments finis d’arêtes – Évolution de l’erreur ǫ%
Hrotglob
.
Transfert et mesure de l’erreur effectués en norme Hrot.
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2.1.4 Éléments finis de faces (éléments de Raviart–Thomas)
Les tests des méthodes de transfert pour les éléments de faces sont réalisés à
partir de la fonction analytique suivante :
ua = (r
3 + r2)ur + uφ, (2.9a)
divua = (5r
2 + 4r). (2.9b)
La méthode d’interpolation est basée sur le calcul des flux au travers des diffé-
rentes faces. À l’image de ce qui est réalisé pour les éléments d’arêtes, la projection
conservative consiste à déterminer les DdL locaux permettant de conserver l’inté-
grale de la fonction et sa divergence sur chaque élément.
Erreur de discrétisation
Les erreurs de discrétisation pour les méthodes d’interpolation et de projec-
tion orthogonale sont reportées dans la table 2.5. Les conclusions sont semblables
à celles obtenues pour les éléments d’arêtes : les performances obtenues avec la
méthode d’interpolation sont très bonnes considérant sa simplicité. La précision de









Interpolation 2,105 0,011 1,932 0,007
Galerkin L2 2,037 0,021 6,440 0,333
Galerkin Hdiv 2,068 0,008 1,896 0,018
Table 2.5 – Éléments finis de faces – Valeurs de ǫ%discr., l’erreur de
discrétisation de la fonction analytique.
Transferts entre maillages
Tout comme pour l’étape de discrétisation, les transferts utilisant des éléments
de faces ont un comportement similaire à ceux obtenus pour les éléments d’arêtes.
En particulier, la méthode d’interpolation donne des résultats comparables aux
méthodes de projection.
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L’évolution de l’erreur pour les 50 transferts successives est présentée sur les



















Figure 2.7 – Éléments finis de faces – Évolution de l’erreur ǫ%
L2glob
.



















Figure 2.8 – Éléments finis de faces – Évolution de l’erreur ǫ%
Hdivglob
.
Transfert et mesure de l’erreur effectués en norme Hdiv.
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Maillage cible Maillage source
















Interpolation 4,646 0,021 4,727 0,012 3,059 0,008 5,042 0,014
Conservative 4,558 0,111 8,515 0,568 3,009 0,168 12,195 0,461
Galerkin L2 4,498 0,105 7,973 0,783 2,951 0,163 12,078 0,646
Galerkin Hdiv 4,559 0,010 4,240 0,094 2,895 0,025 2,759 0,145
Table 2.6 – Éléments finis de faces – Valeurs de ǫ%glob. et ǫ
%
consv..
2.1.5 Éléments finis de volume
Les éléments finis de volume sont définis par des fonctions constantes par élé-
ment. Il n’existe pas d’opérateur différentiel associé aux éléments de volume, en
conséquence seules les méthodes basées sur le produit de L2 sont utilisables. Les
trois types de transferts reviennent à calculer l’intégrale de la fonction source sur
un élément. Ainsi les résultats donnés par les trois méthodes sont identiques.
La méthode d’interpolation consiste à calculer l’intégrale de la fonction source
sur chaque élément cible. Ce type d’éléments finis étant constant sur un élément
et nul ailleurs, la matrice issue de la méthode de Galerkin est diagonale. La ré-







wci us. La fonction wci étant constante sur Ki, égale
à |Ki|−1, cette équation se réduit à : dci =
∫
calKi
us, qui n’est autre que la méthode
d’interpolation. Il en est de même pour la projection conservative. Les valeurs pour
les différentes méthodes sont reportées, permettant de vérifier leurs performances
vis-à-vis des arrondis numériques.
Erreur de discrétisation
Les erreurs de discrétisation sont reportées en table 2.7, les résultats étant
concordants pour les trois méthodes. Dans le cas des éléments de volumes, les trois
méthodes conduisent à des calculs identiques. Il est donc normal d’obtenir trois
valeurs égales pour les erreurs.






Galerkin L2 1,609 0,013
Table 2.7 – Éléments finis de volumes – Valeurs de ǫ%discr., l’erreur
de discrétisation de la fonction analytique.
Transferts entre maillages
L’évolution de l’erreur pour des transferts successifs est présentée sur la figure


















Figure 2.9 – Éléments finis de volumes – Évolution de l’erreur ǫ%
L2glob
.
Transfert et mesure de l’erreur effectués en norme L2.









Interpolation 3,608 0,068 2,418 0,104
Conservative 3,608 0,068 2,418 0,104
Galerkin L2 3,608 0,068 2,418 0,104
Table 2.8 – Éléments finis de volumes – Valeurs de ǫ%glob. et ǫ
%
consv..
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2.1.6 Conclusion
Souvent synonyme de transferts entre maillages car utilisée la plupart du temps
pour déterminer une fonction sur un maillage, l’interpolation de fonctions discréti-
sées par des éléments nodaux est peu précise comparée aux méthodes de projection.
Lors du transfert, la fonction est fortement lissée et la norme de la fonction n’est pas
conservée. À l’opposée, la projection orthogonale entre fonctions nodales est parti-
culièrement efficace. Même lorsque les maillages sont très différents, cette méthode
de transfert est particulièrement recommandée pour les méthodes multi-maillages.
Les méthodes à base d’éléments finis d’arêtes et celles à base d’éléments de
facettes ont un comportement similaire. Ainsi les erreurs introduites par les mé-
thodes de projection orthogonale (arêtes et faces), à maillage donné, sont beaucoup
plus importantes que pour les méthodes nodales. La méthode d’interpolation, pour
les éléments d’arêtes et de faces, produit des résultats comparables aux méthodes
de projection tout en étant très simple à mettre en œuvre et rapide à calculer.
Les différents tests des méthodes ont été réalisés à partir de fonctions analy-
tiques données. Le changement de fonctions de référence modifie les valeurs numé-
riques des erreurs, mais sans influencer les performances relatives des méthodes les
unes par rapport aux autres.
Les tests précédents utilisent le produit scalaire naturel de Hgrad, Hrot et Hdiv
(c’est-à-dire α = 1). Cependant, la constante de Sobolev peut être choisie de ma-
nière à obtenir les meilleures performances. Les résultats de l’annexe F montrent
que la valeur de la constante α influe fortement sur la qualité des méthodes de
projection orthogonales Hgrad, Hrot et Hdiv. Il faut aussi noter que les termes en
grad , rot et div sont fortement dépendants de l’échelle du problème.
2.2 Étude de convergence en finesse de maillage
L’efficacité d’une méthode numérique peut aussi être donnée par sa rapidité de
convergence en fonction de la finesse du maillage. Cette information est d’autant
plus intéressante que deux maillages sont utilisés. D’après les caractéristiques d’in-
terpolation des différents éléments finis (paragraphe 1.2) et d’après les résultats de
projection L2 et H1 (paragraphes 1.3.2 et 1.3.3) :
– l’erreur d’approximation nodale d’une fonction est en O(h2). Pour les élé-
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ments d’arêtes et de faces, l’erreur est en O(h). Dans le cadre d’un transfert
de champ par interpolation, les erreurs pour les méthodes d’interpolation
sont en O(h2s + h
2
c) pour la méthode nodale et en O(hs + hc) pour les arêtes,
faces et éléments ;
– pour la méthode de Galerkin, l’erreur nodale est en O(h2s + h
2
c) en L2, et
en O(αhc + h2s + h
2
c). Pour les méthodes d’arêtes et de faces, l’erreur est en
O(hs + hc) pour tous les cas.
Ces bornes ne sont valables que pour des éléments linéaires. De façon plus générale,
l’erreur d’approximation pour des éléments de Lagrange Pk est en O(hk+1). Ainsi
pour des maillages supposant des fonctions de formes d’ordre plus élevé, les ordres
sont O(hks+1s + h
kc+1
c ) en L2 et O(hks+1s + hkc+1c + αhkcc ) en Hgrad. Les maillages
source et cible portent des éléments respectivement d’ordre ks et kc. Dans le cadre
de cette étude, seuls des éléments d’arêtes et de faces linéaires ont été considérés.
Pour les tests numériques qui suivent, les fonctions analytiques du paragraphe 2
sont utilisées. La constante de Sobolev est prise égale à 1, quelle que soit la finesse
du maillage.
2.2.1 Raffinement uniforme des deux maillages
Le principal inconvénient des bornes définies précédemment est qu’elles font
intervenir une somme dépendant de la caractéristique des deux maillages. Une
étude de convergence faisant intervenir la variation d’un seul des deux maillages ne
donne que peu d’informations car la contribution des deux maillages ne peut être
discernée. Pour étudier la convergence globale de la méthode, il faut donc faire
varier hs et hc de façon simultanée. Des maillages plus fins sont créés, à partir
d’une paire de maillages, par subdivision successives des éléments en utilisant la
technique de découpe présentée plus loin au paragraphe 4.2, figure 4.1. La table
2.9 présente les caractéristiques de chacun des maillages étudiés.
Pour chaque type d’élément, la norme L2 de l’erreur est tracée pour la méthode
d’interpolation (courbe grise) et pour la méthode de projection orthogonale L2
(courbe rouge). Pour les projections Hgrad, Hrot et Hdiv (courbes bleues), l’erreur
globale est calculée en utilisant la norme issue du produit scalaire utilisé. Les
figures 2.10, 2.11, 2.12 et 2.13 présentent les résultats numériques des tests pour
respectivement les nœuds, arêtes, faces et volumes. On ne teste dans ce cas qu’une
seule projection d’un maillage source vers un maillage cible. Pour chaque courbe, le
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Maillage Source Maillage Cible
Nœud Arête Faces Éléments Nœud Arête Faces Éléments
0 45 168 206 82 21 66 74 28
1 213 1 036 1 480 656 87 382 74 224
2 1 249 7 168 11 168 5 248 469 2 548 520 1 792
3 8 417 53 088 86 656 41 984 3 017 18 504 3 872 14 336
4 61 505 408 128 682 496 335 872 21 521 140 816 29 824 114 688
5 469 633 3 199 616 5 416 960 2 686 976 162 337 1 098 272 233 984 917 504
Table 2.9 – Caractéristiques des différents maillages issues de subdivi-
sions successives des différents éléments en huit autres.
paramètre a représente la pente et exprime donc l’ordre de convergence, en O(ha).
La valeur σ est le résidu obtenu à partir de la méthode des moindres carrés avec
l’adaptation d’une droite.
L’ordre de convergence est globalement respecté, cependant les différentes pentes
sont légèrement inférieures aux attentes. Cela est probablement dû aux erreurs nu-


























a = 1.90, σ = 0.020
a = 1.95, σ = 0.018




Figure 2.10 – Évolution de l’erreur pour des subdivisions sucessives des
maillages source et cible. Cas des transferts nodaux.


























a = 0.93, σ = 0.010
a = 0.87, σ = 0.027




Figure 2.11 – Évolution de l’erreur pour des subdivisions sucessives des


























a = 0.88, σ = 0.018
a = 0.86, σ = 0.024




Figure 2.12 – Évolution de l’erreur pour des subdivisions sucessives des
maillages source et cible. Cas des transferts des éléments de faces.













a = 0.91, σ = 0.017
Interpolation
Figure 2.13 – Évolution de l’erreur pour des subdivisions sucessives des
maillages source et cible. Cas des transferts des éléments de volumes.
2.2.2 Variations simultanées des deux maillages
Un plan de tests sur un ensemble de maillages différents s’avère tout de même
intéressant. 32 maillages de finesse différente, repartis le plus possible de façon
linéaire en échelle logarithmique, ont été générés. L’objectif est de comparer la
répartition de la carte d’erreurs pour les différentes méthodes. Une matrice pour
laquelle chaque ligne (respectivement colonne) représente l’utilisation d’un maillage
source (respectivement cible) différent est alors tracée. La table 2.10 présente les
caractéristiques des différents maillages en terme de nombre d’éléments. Les valeurs
ont été normalisées, en échelle logarithmique, entre 0 et 1.
Élements Élements Élements Élements
1 143 2 175 3 218 4 363
5 785 6 1 805 7 3 191 8 3 799
9 4 169 10 6 380 11 19 198 12 22 490
13 26 134 14 30 504 15 44 066 16 54 823
17 100 814 18 178 933 19 218 378 20 346 076
21 437 396 22 780 757 23 1 460 093 24 1 914 108
25 2 738 799 26 3 507 067 27 6 371 718 28 11 861 297
29 13 903 269 30 14 015 141 31 15 291 833 32 21 971 006
Table 2.10 – Nombre d’éléments pour chacun des différents maillages
utilisés (numérotés de 1 à 32).
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On constate notamment que, à l’image des résultats du paragraphe 2.1, les
éléments nodaux se comportent différemment des éléments d’arêtes et de faces. En
particulier, seule l’interpolation nodale dépend presque exclusivement du second
maillage (répartition verticale des erreurs, figure 2.14). La projection L2 nodale
est aussi moins sensible à la taille caractéristique du maillage source. En revanche,
pour toutes les autres méthodes, la carte d’erreur est quasi identique : on note
que l’erreur tend globalement à augmenter lorsque le maillage source devient très
lâche. À l’inverse, si la finesse du maillage source est suffisante, l’erreur dépend
essentiellement du second maillage (figure 2.14, à droite projection Hgrad, et figures
2.15, 2.16 et 2.17).
Figure 2.14 – Erreur pour des transferts nodaux en fonction des
maillages. Chaque terme matriciel Mij représente l’erreur de projection
nodale ǫ%glob.c du i
ème maillage vers le jème maillage. De gauche à droite :
erreur d’interpolation, de projection L2 et Hgrad.
Figure 2.15 – Erreur de transferts pour les éléments d’arêtes en fonction
des maillages. De gauche à droite : erreur d’interpolation, de projection
L2 et Hrot.
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0,0 0,2 0,4 0,6 0,8 1,0
Figure 2.16 – Erreur de transferts pour des éléments de faces en fonction
des maillages. De gauche à droite : erreur d’interpolation, de projection
L2 et Hdiv.
Figure 2.17 – Erreur pour des transferts d’éléments de volumes en fonc-
tion des maillages.
Cas des maillages subdivisés
L’erreur de transfert peut en revanche dépendre de manière significative de
l’agencement les maillages. En particulier, si les maillages Ts et T⌋ ont un lien
de parenté en terme de subdivisions, alors un des espaces fonctionnels (notés par
exemple HTs et HTs) est inclus dans le second. Supposons que le maillage source
soit une subdivision du maillage cible tel que présenté dans la figure 2.18. La table
2.11 présente les résultats de calculs pour le transfert nodal entre les deux maillages
pour deux transferts directs et un transfert retour. Comme dans la figure 2.1, ǫ%glob.c
représente l’erreur globale issue du vecteur projeté sur le maillage cible, comparée
au vecteur de référence, et ǫ%glob.s représente l’erreur globale après un aller-retour.
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Figure 2.18 – Exemple schématique de maillage subdivisé. Maillage 1
en bleu et maillage 2 en rouge. Les deux maillages sont basés sur un cube
d’arête unitaire. La superposition des maillages est présentée au centre de
la figure.
Ainsi, d’après les résultats de la table 2.11, dans le cas 1→ 2→ 1, toute l’erreur
est obtenue au premier transfert, car elle est initialement donnée sur le plus grand
des deux espaces fonctionnels, et est projetée sur celui de plus petite dimension.
À l’issue de ce transfert, la fonction appartient à l’espace fonctionnel commun et
l’erreur n’évolue pas. De la même manière le cas 2→ 1→ 2 utilise une fonction
de référence appartenant déjà aux deux espaces fonctionnels et pouvant par consé-
quent être parfaitement représentée sur chacun des deux maillages. L’erreur de
transfert sera donc toujours nulle.
Ceci explique pourquoi la diagonale des matrices d’erreurs du paragraphe 2.2.2
est identiquement nulle : le transfert est réalisé entre deux maillages identiques, les





1→ 2→ 1 0,752 0,752 0,752
2→ 1→ 2 0,000 0,000 0,000
Table 2.11 – Valeurs de ǫ%glob.c et ǫ
%
glob.s pour des éléments nodaux dans
le cas de maillages subdivisés.
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Chapitre 3
Calcul des intersections entre
maillages
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Toutes les méthodes de transferts précédentes nécessitent la localisation de
points de Gauss du second maillage dans le premier. De plus, pour les méthodes de
projections conservatives et orthogonales, la détermination précise des intégrales
1.7b, 1.17 ou 1.22 requiert la connaissance de la variation du produit entre la fonc-
tion source et une fonction de base cible. Les expressions individuelles de chacune
des fonctions ne sont connues que pour chaque élément des deux maillages. Ainsi,
le produit n’est calculable que pour chaque sous-domaine appartenant à un même
élément source et cible : une intersection.
Les procédures de localisation d’un point dans un maillage et de calcul d’inter-
sections doivent être implémentées avec soin car elle conditionnent à elles-seules la
performance numérique des méthodes de transferts entre maillages.
Cette partie aborde, par ordre d’éxécution effectif, les différents algorithmes
utilisés pour le calcul d’intersections. On montrera comment déterminer l’élément
hôte pour un point donné, puis comment calculer les intersections élémentaires
créées par deux maillages supperposés.
3.1 Localisation d’un point dans un maillage
Le problème consiste à trouver l’élément Ksi appartement à Ts contenant le
point X de coordonnées xi. La localisation de N points dans un maillage de di-
mension M par parcours des éléments est a priori d’une complexité en O(MN).
La mise en œuvre de cette méthode montre que la complexité réelle est inférieure
à la valeur théorique, et est de l’ordre de O(M log(N)) (Jiao et Heath 2004).
Cependant cette technique n’est applicable que pour des maillages de petite taille.
L’objectif de cette partie est d’élaborer une stratégie permettant de trouver l’élé-
ment avec un coût minimal.
3.1.1 Appartenance d’un point à un élément
La première étape consiste à déterminer un critère permettant de connaître
l’appartenance d’un point à un élément. Soit le déterminant noté
[
A B C D
]
,
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défini par :
[




Ax Bx Cx Dx
Ay By Cy Dy
Az Bz Cz Dz
1 1 1 1
 , (3.1)
avec Ax—Dz les coordonnées cartésiennes des points A, B, C et D. La valeur de ce
déterminant correspond à six fois le volume signé du tétraèdre (ABCD), le signe
donnant la position relative du point P par rapport au demi-plan défini par la
facette orientée (ABC). Cette information sur le signe permet ainsi de déterminer
l’appartenance du point à l’élément. Pour une orientation des faces choisie judicieu-









D = {− −+}
D = {+−−}
D = {−+−}
Figure 3.1 – D représente le signe des trois déterminants
issus de deux faces du triangle ABC et du point local P :
D = {sign[ABP ], sign[ACP ], sign[BCP ]}. Si tous les déterminants sont
positifs, alors le point P appartient au triangle.
Si les éléments sont tétraédriques, une orientation globale positive suffit pour
obtenir des faces correctement orientées. Si les faces sont quadrangulaires, trois
points sont arbitrairement choisis pour la détermination de l’orientation de la face,
la procédure précédente ne peut alors plus être utilisée. L’algorithme 3.1 présente
le détail de la procédure globale de localisation des points.
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Algorithme 3.1 – Algorithme de localisation des points.
Données : Une liste de points à localiser
Résultat : Une liste d’indices d’éléments du maillage. Le ième indice représente
l’index de l’élément qui contient le ième point
1 Orientations des éléments du maillage afin de pouvoir calculer le critère
d’appartenance ;
2 pour chaque point Pi faire
3 Prédicat de K0, initialisant l’indice de l’élément courant Kj ;
4 pour chaque face Fk de Kj faire
5 Calcul de [Dk] = [Fk, Pi] ;
6 fin
7 si tous les [Dk] sont positifs alors
8 Le point Pi appartient à l’élément courant, insertion de Kj à la ième
position du tableau de retour ;
9 Cycle et passage au point Pi suivant ;
10 sinon
11 Parmi les faces pour lesquelles [Dk] est négatif, choisir une face Fk pour
laquelle l’élément voisin Ki n’appartient pas aux éléments précédemment
visités ;
12 Kj = Ki, retour en 4 ;
13 fin
14 fin
3.1.2 Recherche efficace d’éléments
Déplacement dans un maillage
Il peut être intéressant de tirer parti des informations topologiques du maillage
pour accélérer la recherche de l’élément hôte. Pour un élément donné, le point à lo-
caliser se trouve dans la direction de la face (ou des faces) pour laquelle (lesquelles)
le déterminant est négatif.
Pour continuer la recherche, il est donc judicieux de prendre comme élément
suivant un des éléments voisins partageant une face avec l’élément considéré et
dont le déterminant est de signe négatif. Il reste cependant nécessaire de garder
un historique des divers éléments parcourus pour éviter le test multiple de certains
éléments, ainsi que pour éviter un échec de la recherche par tests circulaires. La re-
cherche d’historique peut être plus coûteuse qu’une sélection aléatoire des voisins,
mais a tout de même été choisie en raison de sa compatibilité avec la programma-
tion parallèle. L’accès parallèle au générateur de nombres aléatoires entraînant par
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contre des latences préjudiciables pour l’efficacité du programme.
La figure 3.2 donne un exemple de recherche directionnelle, le test d’apparte-




Figure 3.2 – Recherche de l’élément contenant le point P : le trajet
symbolise la liste des éléments sucessivement testés. Grâce à la recherche
directionnelle, seuls les triangles grisés sont testés.
Détermination des voisins
La rapidité de traitement des maillages non structurés dépend beaucoup de
la façon dont sont construits les algorithmes et des informations disponibles sur
chaque élément. On propose une technique permettant de générer efficacement la
liste des arêtes ainsi que la connectivité avec les différents éléments. En particulier,
pour la numérotation des faces, une classification par adressage direct est fortement
consommatrice de mémoire. Une solution est d’utiliser une table de hachage avec
collisions (Cormen et al. 2009). Pour éviter un trop grand nombre de tests, des
clés sont générées à partir de la somme des indices des nœuds. L’algorithme 3.2 est
utilisé. On montre que, pour une répartition uniforme des clés (ce qui est le cas),
le temps de recherche moyen est en O(1 + α) où α représente le rapport entre le
nombre d’éléments à trier (nombre d’arêtes ou de faces) et le nombre maximal de
clés possibles. En pratique α est supérieur à 1.
Cette procédure est considérablement simplifiée dans le cas des faces puisque
que la liste de connectivité Se/E est, pour chaque entrée, limitée à deux éléments.
Pour les arêtes, il faut définir une borne a priori pour limiter l’occupation de la
mémoire. Cette limite peut toutefois être dépassée si le maillage est mal formé.
Dès la découverte d’un nouveau sous-élément, il est alors intéressant de construire
son orientation globale, et locale, car toutes les informations nécessaires sont alors
disponibles. Il est aussi pratique d’ajouter à ce moment-là le sous-élément à la liste
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Algorithme 3.2 – Création des listes de connectivités pour les arêtes et
les faces.
Données : Une liste d’éléments et de nœuds
Résultat : Une table de connectivité du type sous-élément/élément (face/élément
ou arête/élément)
1 Création de la liste des sous-éléments dimensionnée pour le pire cas Se ;
2 Création de la liste de connectivité sous-élément/élément Se/E ;
3 Création de la liste des clés et des listes chaînées (K et N) ;
4 Initialisation des tableaux à une valeur invalide. Compteur des sous-éléments iSe à
1 ;
5 pour chaque Élement iE du maillage faire
6 pour chaque Sous-élément iSe local faire
7 Calculer la clé k ;
8 Extraction du numéro du premier sous-élément/élément f = K(k);
9 si f est invalide alors
10 Un nouveau sous-élément est découvert, portant le numéro iSe . Ajout
à la liste Se ;
11 Ajout de l’élément iE à la liste de connectivité Se/E ;
12 Validation du premier sous-élément : K(k) = iSe ;
13 Mise à jour du compteur : iSe = iSe + 1
14 sinon
15 si f désigne le sous-élément local alors
16 Ajout de l’élément iE à la liste de connectivité Se/E ;
17 Retour en 6 ou 5 ;
18 sinon
19 Il faut parcourir la liste chaînée ;
20 si le sous-élément suivant N(f) est invalide alors
21 Un nouveau sous-élément est découvert, portant le numéro iSe .
Ajout à la liste Se ;
22 Ajout de l’élément iE à la liste de connectivité Se/E ;
23 Validation du premier sous-élément : K(k) = iSe ;
24 Mise à jour du compteur : iSe = iSe + 1
25 sinon
26 Le parcours doit être poursuivi. On pose f = N(f) le nouveau
sous-élément à tester ;






33 La recherche est complète, le nombre de sous-éléments est iSe − 1 ;
34 Troncature des tables Se et Se/E au strict nécessaire ;
3.1. LOCALISATION D’UN POINT DANS UN MAILLAGE 193
élément/sous-élément.
Choix de l’élément initial
La durée de recherche est fortement influencée par le choix de l’élément initia-
lisant la recherche. Plus l’élément est choisi proche de l’élément à trouver, plus le
nombre de tests sera faible et par conséquent la recherche rapide. Il est donc parti-
culièrement important de disposer d’un prédicat de l’indice de l’élément à trouver
en fonction de la position du point. De plus, le coût en calcul du prédicat ne doit
pas être très grand devant le coût d’un test d’appartenance.
Le prédicat repose sur la division de l’espace en blocs pour lesquels un élément
appartenant à chaque bloc est déterminé. Il suffit par la suite de déterminer dans
quel bloc le point P se situe, l’algorithme de recherche est ensuite initialisé par
l’élément associé au bloc. La subdivision de l’espace est réalisée par une grille
cartésienne de taille prédéfinie, cette méthode étant plus souple que la subdivision
par octree par exemple.
La création de la subdivision spatiale et la première estimation de l’indice de
l’élément peuvent cependant avoir un coût non nul en mémoire et en temps. Il
faut donc trouver une taille optimale à la grille, par exemple la table 3.1 indique
les temps de projections pour une grille de taille n× n× n. Le test est réalisé
pour des maillages source et cible de 170 000 et 2 800 000 éléments respectivement,
et une projection conservative nodale. Il faut également noter qu’une grille de
500× 500× 500 requiert plus de 3,8 gigaoctets de mémoire à stocker.
Taille n 1 2 3 5 10 20 30 50 100 200 300 500
Temps (s) 8 7 6 5 4 3 3 4 5 11 13 19
Table 3.1 – Temps de calcul en fonction de la taille de la grille carté-
sienne. Le test a été réalisé sur une machine ne possédant pas d’horloge
monotone, la résolution en temps est donc la seconde.
La taille de la grille peut être adaptée aux maillages utilisés. Il a été choisi de
prendre une grille de 10× 10× 10 pour des maillages inférieurs au million d’élé-
ments, 20× 20× 20 de 1 à 10 millions et 50× 50× 50 au delà de 10 millions
d’éléments.
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Calcul du déterminant des matrices mineures
Dans ce qui précède, l’appartenance à un élément est très souvent testée. En par-
ticulier l’appartenance à un élément donné peut être testée à de multiple reprises.
Il peut être intéressant de préparer ce calcul pour éviter des coûts supplémentaires.
Développons le déterminant de l’équation 3.1 par rapport à la dernière colonne.
Les déterminants suivant apparaissent :
[D14] =
Ay By CyAz Bz Cz
1 1 1
 , [D24] =




Ax Bx CxAy By Cy
1 1 1
 , [D44] =
Ax Bx CxAy By Cy
Az Bz Cz
 . (3.2)
Ces déterminants de matrices mineures ne dépendent que du maillage et peuvent
donc être calculés en amont de la recherche de points. Pour un point P = (Px, Oz, Pz)
donné, le déterminant global est donné par une relation plus simple :
[
A B C P
]
= Px [D14] + Py [D24] + Pz [D34] + [D44], (3.3)
évitant ainsi le calcul à de nombreuses reprises des déterminants D14 à D44. Ceux-
ci sont stockés, pour chaque élément, dans un tableau de taille 3× Floc où Floc est
le nombre de faces de l’élément courant. Cette opération entraîne une occupation
mémoire supplémentaire qui s’avère peu pénalisante au regard du gain en temps
de calcul permis par cette méthode.
3.1.3 Conclusion
L’algorithme global de localisation des points (algorithme 3.1) est partagé pour
toutes les méthodes de transfert entre maillages. Dans le cas d’interpolation de
champs, c’est le seul algorithme à utiliser et les points à localiser sont les points de
Gauss des intégrales d’interpolation.
Il faut en revanche pouvoir déterminer les intersections pour calculer de manière
correcte les intégrales du type 1.17, 1.22 ou 1.7b.
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3.2 Calcul des intersections
L’objectif de cette section est de calculer le maillage issu de la division du
maillage cible par le maillage source. Les intégrales seront alors calculées pour cha-
cune des intersections, pour lesquelles une subdivision en éléments tétraédriques est
nécessaire. Cette opération sera réalisée, élément par élément, au fil de l’assemblage
des diverses matrices intervenant dans les méthodes de projections conservative et
orthogonale. Cette opération est néanmoins coûteuse et nécessite de tester unique-
ment les éléments cibles recouvrant un élément source donné.
Pour les algorithmes qui suivent, de par la complexité des intersection entre py-
ramides et hexaèdres, nous supposons que les volumes non simpliciaux sont virtuel-
lement subdivisés en tétraèdres. On se ramène alors uniquement à des intersections
entre tétraèdres, plus simples à gérer.
3.2.1 Liste des points d’intersections
La première étape de calcul consiste à trouver les éléments recouvrant l’élément
cible dont on veut calculer la contribution, ceci afin d’éviter un trop grand nombre
de calculs d’intersections entre éléments. On utilisera pour cela une méthode dite
par avance frontale : les éléments contenant les sommets de l’élément cible donné
serviront d’initialisation, puis une recherche au travers des éléments voisins est
réalisée. Ainsi, de proche en proche un nombre minimal d’éléments sera testé.
Parallèlement, un calcul de la constellation de points définissant l’intersection est
réalisé. Une description globale du processus est présentée dans l’algorithme 3.3.
La figure 3.3 représente l’ensemble des éléments testés pour un triangle donné
(en pointillés). On constate qu’un nombre minimal d’éléments est testé (ceux re-
présentés sur la figure), et que le traitement se fait par des fronts qui finissent par
recouvrir l’élément.
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Algorithme 3.3 – Algorithme permettant de déterminer les points d’in-
tersection avec un coût minimal.
Données : Une liste d’éléments {Ki} dont l’intersection doit être calculée
Résultat : Une liste de points d’intersection Ii pour chaque élément
1 Calcul des déterminants mineurs définis à l’équation 3.2 ;
2 Calcul des relations topologiques de voisinages entre éléments ;
3 pour chaque élément Ki de la liste {Ki} faire
4 Initialisation de la liste des éléments intersectés L par les éléments contenants
les sommets de Ki ;
5 tant que L est non-vide faire
6 Prendre un élément Kjs de L ;
7 pour chaque face de Ki et de Kjs faire
8 Calcul de l’intersection éventuelle entre ces deux faces ;
9 si l’intersection est non-vide alors
10 Ajout des points d’intersections à Ii si ceux-ci n’existent pas ;
11 Ajout de l’élément voisin de Kjs partageant la face testée ;
12 fin
13 si un sommet de Kjs appartient à l’intersection avec Ki alors
14 Ajout des éléments voisins de Kjs partageant ce sommet ;
15 fin
16 fin
17 Le traitement de Kjs est terminé : Kjs est retiré de L et retour en 6 ;
18 fin
19 Le traitement de Ki est terminé : retour en 3 et passage à l’élément suivant ;
20 fin
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Figure 3.3 – Représentation de la méthode par avance frontale sur un
cas 2D : les différents niveaux d’éléments testés sont repérés par couleurs.
L’algorithme teste en premier les éléments rouge foncé, puis par ordre les
éléments rouge clair, gris, bleu clair et enfin bleu foncé.
3.2.2 Intersection face/face
Toute la difficulté de l’algorithme précédent réside dans le calcul d’intersections
entre faces. Cette opération est réalisée en utilisant de nouveau le déterminant dé-
fini à l’équation 3.1. Soient deux faces (ABC) et (PQR), le signe de
[
A B P Q
]
donne des informations sur la nature de l’intersection entre (ABC) et (PQR).
Comme indiqué sur la figure 3.4, si
[
A B P Q
]
est négatif, alors le segment
(AB) intersecte la face (PQR) sur le demi-plan contenant l’intérieur de (PQR).
Dans le cas contraire, (AB) intersecte le plan support de la face (PQR) en dehors
de celle-ci.
L’algorithme comporte alors deux étapes : déterminer si les faces s’intersectent
réellement (et réorganiser la liste des sommets) et calculer les points d’intersections.
Sa structure est compliquée du fait que le nombre de tests à réaliser est élevé.
Méthode
Les algorithmes 3.4 et 3.5 détaillent les deux étapes de la méthode, la déter-
mination de l’intersection se faisant en deux temps. On constate que le calcul des
déterminants des matrices mineures est de nouveau utile.
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Algorithme 3.4 – Calcul des intersections entre deux faces. Étape 1 :
Détermination de l’intersection effective des faces avec le plan support opposé.
Si nécessaire, préparation de l’étape 2.
Données : Une face source (ABC) et une face cible (PQR)
Résultat : Les points d’intersections éventuels
1 (ABC) intersecte-t-elle le plan support de (PQR) ? Calcul de [APQR], [BPQR]
et [CPQR] ;
2 si les trois déterminants ont le même signe alors
3 Les points A, B et C sont du même côté du plan : il n’y a pas d’intersection,
fin du calcul ;
4 sinon
5 Le point seul d’un côté du plan est isolé et est noté A1 ;
6 Création de la face (A1B1C1) ayant la même orientation par permutation
circulaire de (ABC) ;
7 si [A1PQR] est négatif alors
8 Échange de P et de Q, on assure la positivité du déterminant ;
9 fin
10 fin
11 (PQR) intersecte-t-elle le plan support de (ABC) ? Calcul de [PABC], [QABC]
et [RABC] ;
12 si les trois déterminants ont le même signe alors
13 Les points P , Q et R sont du même côté du plan : il n’y a pas d’intersection,
fin du calcul ;
14 sinon
15 Le point seul d’un côté du plan est isolé et est noté P1 ;
16 Création de la face (P1Q1R1) ayant la même orientation par permutation
circulaire de (PQR) ;
17 si [P1A1B1C1] est négatif alors
18 Échange de B1 et de C1, on assure la positivité du déterminant ;
19 fin
20 fin
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Algorithme 3.5 – Calcul des intersections entre deux faces. Étape 2 :
Détermination des positions relatives et calcul effectif des points d’intersec-
tions.
1 si [A1B1R1P1] est positif alors
2 (A1B1) intersecte le plan de (PQR) côté extérieur à R1P1 ;
3 si [A1C1R1P1] est positif alors
4 Les segments (A1B1) et (A1C1) sont extérieurs et du même côté de
(R1P1) : il n’y pas d’intersection, fin du calcul ;
5 sinon
6 si [A1C1Q1P1] est positif alors
7 (A1C1) intersecte (PQR) côté intérieur par rapport à (Q1P1) ;
8 Les points d’intersections sont ceux de (A1C1) avec (PQR) et (P1R1)
avec (ABC) ;
9 Calcul des intersections, fin du calcul ;
10 sinon
11 (A1C1) intersecte (PQR) côté extérieur par rapport à (Q1P1) ;
12 Les points d’intersections sont ceux de (P1R1) et (P1Q1) avec (ABC) ;




17 (A1B1) intersecte le plan de (PQR) côté intérieur à R1P1 ;
18 si [A1B1Q1P1] est négatif alors
19 Les segments (R1P1) et (Q1P1) sont extérieurs à (ABC) et du même côté
de (A1B1) : il n’y pas d’intersection, fin du calcul ;
20 sinon
21 si [A1C1Q1P1] est négatif alors
22 (A1C1) intersecte (PQR) côté extérieur par rapport à (Q1P1) ;
23 Les points d’intersections sont ceux de (A1B1) avec PQR et (Q1P1)
avec (ABC) ;
24 Calcul des intersections, fin du calcul ;
25 sinon
26 (A1C1) intersecte (PQR) côté intérieur par rapport à (Q1P1) ;
27 Les points d’intersections sont ceux de (A1B1) et (A1C1) avec (PQR) ;

















Figure 3.4 – Cas possibles selon le signe de [ABPQ]. Gauche : [ABPQ]
négatif ; Droite : [ABPQ] positif.
Calcul des coordonnées du point d’intersection
Une fois que sont connus les segments intersectés par les différentes faces, le
calcul de la position de l’intersection est nécessaire. Pour exemple, dans le cas où
(AB) intersecte (PQR), alors l’expression suivante est utilisée :
I = αA+ (1− α)B où α =
[
B P P R
]
[




A P Q R
] . (3.4)
Traitement des cas dégénérés
Il peut cependant arriver que les déterminants calculés lors des algorithmes 3.4
et 3.5 soient nuls. Cela signifie que des cas dégénérés sont présents :
– 1 élément nul signifie que l’un des sommets appartient au plan de l’une des
faces ;
– 2 éléments nuls signifient qu’une arête appartient au plan de l’une des faces ;
– 3 éléments nuls signifient que les faces sont dans un même plan.
Intersection point / face Dans le cas où l’un des sommets appartient au plan
de l’une des faces, la connaissance de la normale à la face est nécessaire. Supposons
que le déterminant
[
A P Q R
]
soit nul. On définit nPQR =
−→
PQ×−→PR, alors le
point A appartient à la face si et seulement si nPQR ·nPQA > 0, nPQR ·nQRA > 0
et nPQR ·nRPA > 0. Dans ce cas le point d’intersection à retourner est simplement
A.
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Intersection arête / face Si une arête d’une face et contenue dans le plan de
la seconde, alors le calcul de l’intersection se déroule en deux étapes. Supposons[




B P Q R
]
nuls, alors le segment (AB) appartient au plan
support de (PQR). La première étape consiste à déterminer si un point appartient
à la face grâce à l’intersection point / face. La deuxième étape consiste à calculer
les différentes intersections entre les arêtes de (PQR) avec (AB). Ainsi l’arête
(AB) intersecte (PQ) si et seulement si nABP ·nABQ < 0, et nPQA ·nPQB < 0. Au
final, les points d’intersections à retourner sont éventuellement A ou B si ceux-ci
appartiennent à (PQR), plus les différents points d’intersections entre (AB) et les
arêtes de (PQR). Les coordonnées sont alors calculées ainsi :
I = α (B − A) + A où α = nPQR ·nAQR
nPQR ·nAQR − nPQR ·nBQR . (3.5)
Cas des faces appartenant à un même plan Il faut dans ce cas traiter tous
les cas issus de l’intersection arête / face précédente : la première étape consiste à
déterminer si les sommets d’une face appartiennent à la seconde. Ensuite tous les
intersections entres arêtes sont calculées. Les coordonnées des points à retourner
sont ceux des sommets appartenant à une face et ceux des intersections arêtes /
arêtes.
3.2.3 Reconstruction tétraédrique des intersections
À l’issue du calcul d’intersection, seule une constellation de points définissant
la bordure extérieure de l’intersection est disponible. Afin de pouvoir calculer les
intégrales 1.17, 1.22 ou 1.7b, une subdivision de cette intersection en volumes
élémentaires doit être réalisée.
Nous avons l’opportunité de ne traiter que des intersections entre éléments té-
traédriques, les volumes résultants sont de fait convexes. La liste de points générée
par le calcul d’intersection définit par conséquent un volume de forme quelconque
mais possédant cette propriété. On peut alors s’appuyer sur une propriété intéres-
sante de la tétraédisation des convexes : « Soit T la tétraédisation des N premiers
points, alors tous les points restants sont extérieurs à (ou sur la frontière de) T ” ».
L’algorithme 3.6 peut alors être mis en œuvre, reposant sur le calcul de proche en
proche des tétraèdres. Un exemple 2D simplifié est donné sur la figure 3.5.
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Algorithme 3.6 – Procédure permettant d’obtenir un pavage tétraédrique
de l’intersection.
Données : Liste des points d’intersections LPi
Résultat : Une liste d’éléments d’intersection LKi
1 Initialiser la liste LKi à 0 ;
2 Initialiser Lf , la liste des faces externes du volume déjà maillé à 0 ;
3 Prendre A, B, C et D les quatre premiers points de LPi ;
4 si [ABCD] est nul alors
5 si Card(LPi) = 4 alors
6 Aucun volume définissable, fin de l’algorithme ;
7 fin
8 Générer (A1B1C1) la plus grande face possible à partir de A, B, C et D ;
9 k = 5, choisir D1 comme le kème point de LPi : D1 = LPi(k) ;
10 tant que [A1B1C1D1] est nul faire
11 k = k + 1 ;
12 si k > Card(LPi) alors
13 Aucun volume définissable, fin de l’algorithme ;
14 fin
15 Choisir D1 comme LPi(k) ;
16 fin
17 Orientation positive de (A1B1C1D1) ;
18 (A1B1C1D1) est un tétraèdre valide, ajout à LKi ;
19 Ajout des faces de (A1B1C1D1) à Lf ;
20 pour chaque point P de LPi non utilisé faire
21 pour chaque face F de Lf faire
22 Calcul de [F,P ] ;
23 si [F,P ] est négatif alors
24 Soient F , G, H les points orientés de F ;
25 Ajout du nouvel élément valide (GFHP ) à LKi ;
26 pour chaque face Fp de l’élément (GFHP ) faire
27 si Fp appartient à Lf alors
28 Retrait de Fp de la liste Lf ;
29 sinon


























































































Figure 3.5 – Tétraédisation d’une intersection convexe délimitée par un
nuage de points.
À la suite de cette exécution d’algorithme, un pavage tétraédrique de l’inter-
section est connu. Pour cette intersection, les indices des tétraèdres cible et source
sont déterminés, ainsi donc que l’ordre de la fonction issue du produit wti us (pro-
duit entre la fonction source et une fonction de base de la discrétisation cible).
Une quadrature peut être utilisée sur chaque tétraèdre élémentaire, afin d’intégrer
de façon exacte le produit précédent sur le domaine de l’intersection. L’intégrale
totale est par la suite calculée par somme sur les diverses intersections générées
par l’élément cible choisi.
3.3 Sensibilité par rapport aux tests de réels
Le calcul exact d’intersection reste sensible à la limite δ0 choisie pour discriminer
les déterminants nuls. Si cette valeur est trop grande, alors le programme à tendance
à « coller » d’éventuelles intersections de faible taille. Dans le cas contraire des
intersections de formes très étirées peuvent être créées, nuisibles à la précision
numérique. La figure 3.6 donne la valeur de l’erreur locale en fonction de r ǫ où ici
ǫ représente l’epsilon machine et r un coefficient réel. Dans la plupart des cas, une
valeur de 500 ǫ donne de bons résultats.
























Figure 3.6 – Évolution de la norme de l’erreur locale en fonction du
critère de nullité r ǫ où r est un facteur réel et ǫ est l’epsilon machine.
3.4 Étude en coût de calcul
Le transfert de solution entre maillages fait appel à différentes étapes telles
que la localisation de points dans un maillage, l’assemblage de matrices creuses,
et la résolution de systèmes linéaires. Chacune de ces méthodes a un coût variable
selon la dimension de chacun des maillages utilisés. On dénote par M le nombre
d’éléments du maillage source et par N celui du maillage cible.
Pour la recherche de point, une méthode naïve entraîne une recherche dans le
pire des cas en O(M ×N), se réduisant en pratique à O(N × log(N)). L’utilisation
d’une estimation et d’une recherche directive permet d’obtenir un algorithme de
complexité O(M +N), ce qui donne directement la complexité de la méthode
d’interpolation, avec une constante dépendant directement du nombre de points
de Gauss utilisés et, selon les éléments finis utilisés, du rapport entre le nombre de
faces ou d’arêtes et celui du nombre d’éléments.
Le calcul exact d’intersections tend à être en O(M +N) (Jiao et Heath 2004),
mais reste fortement dépendant de la position relative des mailles. Le stockage de
la matrice de masse au format CSR occupe une place de 2NNZ +M +1, avec un
nombre de termes non nuls (NNZ) classiquement en O(N) pour des maillages
homogènes. L’espace mémoire utilisé est donc en O(N) pour le système linéaire.
C’est aussi le cas pour l’espace mémoire occupé par la méthode d’interpolation où
seuls les DdL du second maillage sont à stocker.
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Pour les projections (problème elliptique), le gradient conjugué utilisé donne
une complexité en O(N 4/3) (Heath 1996). Cette analyse ne tient pas compte de
l’espace nécessaire au stockage des différents maillages, ni de la complexité algorith-
mique des constructions des arêtes et des faces (complexité en O(M) et O(N) pour
respectivement chaque maillage). La table 3.2 résume la complexité des différentes
étapes.
Étape Complexité
Construction Arêtes / Faces O(M), O(N)
Localisation des nœuds O(M +N)
Interpolation globale O(M +N)
Calcul des intersections O(M +N)
Stockage du système matriciel O(N)
Résolution par gradiant conjugué O(N 4/3)
Table 3.2 – Complexité comparée des différentes étapes pour le transfert
de solutions. M et N représentent respectivement la taille des maillages
cible et source.
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Le calcul explicite des intersections peut se révéler être l’étape la plus longue
lors de la projection d’un champ d’un maillage vers un autre. La détermination
exacte de l’ordre du polynôme issu du produit entre une fonction de base cible
et la fonction source est l’unique raison pour laquelle ce calcul est effectué. Une
autre approche consiste à ne pas déterminer cet ordre, à n’en réaliser qu’une simple
estimation, puis à adapter la quadrature numérique aux variations effectives de la
fonction source dans un élément.
4.1 Quadratures fixes
Cette première méthode consiste à estimer l’ordre maximal du polynôme ap-
proximant « correctement » la fonction us pour l’ensemble des éléments. Cependant
l’intégration ne sera précise que si la quadrature est d’ordre suffisant par rapport
aux variations de la fonction. La manière dont les maillages se superposent étant a
priori inconnue (et par conséquent la manière dont évolue la fonction source dans
l’élément cible l’est aussi), l’utilisation d’une quadrature d’une grande précision est
alors souhaitable. La librairie CUBPACK fournie des quadratures de Newton–Cotes
et des quadratures de Keast allant jusqu’à l’ordre polynomial 8 (Genz et Ronald
Cools 1997 ; R. Cools et Haegemans 2003).
L’erreur d’intégration n’est cependant pas maîtrisée et se révèle être l’incon-
vénient majeur de la méthode. Il faut en outre adapter la quadrature pour le cas
le plus défavorable, ce qui peut conduire à un surcoût important de calcul. La
table 4.1 donne l’évolution de l’erreur en fonction de la quadrature utilisée pour
la projection de la fonction nodale sinus cardinal ua = sinc(2 π r) en utilisant les
maillages du chapitre 2. L’erreur de projection diminue avec l’augmentation de la
précision de la quadrature numérique. Les quadratures d’ordre très élevés tendent
à accumuler les erreurs et finissent par dégrader la précision.
4.2 Intégration adaptative
4.2.1 Principe
Afin de palier au problème d’adaptation de la quadrature, il est possible d’uti-
liser un algorithme d’adaptation automatique (Nicolet et al. 1992 ; Doncker
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Nb. points Gauss 1 4 5 10 11 14 15
Erreur (%) 3,757 2,528 2,533 2,526 2,527 2,526 2,526
Nb. points Gauss 20 24 31 35 45 56 84
Erreur (%) 2,528 2,525 2,525 2,541 2,525 2,532 2,550
Table 4.1 – Évolution de l’erreur en fonction du nombre de points de
Gauss utilisés pour la quadrature.
et al. 1996 ; Dhia et Rateau 2005) qui se charge de calculer l’intégrale de ma-
nière précise sans connaissance a priori de la variation de la fonction au sein d’un
élément. Le principe est de calculer la valeur de l’intégrale à partir de deux qua-
dratures données, si l’erreur relative entre ces deux intégrales est supérieure à un
critère donné alors la précision de la quadrature est augmentée jusqu’à convergence.
Deux stratégies majeures sont possibles pour augmenter la précision de la quadra-
ture (McFee 1997) :
– utiliser un ensemble de quadratures pré-calculées de précision croissante
(adaptation-p) ;
– découper géométriquement l’élément et traiter récursivement tous les do-
maines (adaptation-h).
Cette deuxième méthode a l’avantage d’être, en théorie, de précision infinie et
permet d’éviter d’implémenter un jeux conséquent de quadratures. De plus, la
répartition finale des points de Gauss est adaptée aux variations effectives de us
dans l’élément, tandis que l’utilisation de quadratures de plus en plus précises tend
à densifier de façon uniforme la répartition. L’algorithme retenu est un mélange de
ces deux méthodes puisque le critère de convergence est calculé à partir de deux
quadratures d’ordre successif, tandis que l’adaptation est réalisée par subdivision
(McFee 1997).
L’algorithme 4.1 présente la procédure globale de découpe virtuelle, et la figure
4.1 donne un aperçu de la manière dont sont successivement découpés les éléments.
Les segments sont découpés en deux tandis que les faces sont divisées en 4 faces
homothétiques. Les quadrangles et hexaèdres sont tous homothétiques alors que la
découpe des tétraèdres fait apparaître des éléments de formes différentes. L’élément
de la figure 4.1 est découpé au milieu des 6 arêtes, faisant apparaître 4 tétraèdres
(en bleu) identiques à l’élément originel. Il reste alors un octaèdre (en rouge) à
découper. On montre que les éléments seront moins étirés si la découpe se fait le
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long de la plus petite diagonale.
Algorithme 4.1 – Algorithme d’intégration adaptative (exemple utilisant
une quadrature à 4 et 5 points).
Données : Un élément cible K et la fonction source us
Résultat : La valeur I de l’intégrale de
∫
K us
1 I = 0 ;
2 Initialisation de la liste d’éléments Lt avec K ;
3 tant que Lt n’est pas vide faire
4 Prendre Ki le premier élément de la liste Lt ;
5 Calculer I4, l’intégrale
∫
Ki
us à l’aide d’une quadrature à 4 points ;
6 Calculer I5, l’intégrale
∫
Ki
us à l’aide d’une quadrature à 5 points ;
7 si ‖I5 − I4‖ > max tol. alors
8 Découper l’élément courant Ki en un ensemble de sous éléments {Kj} ;
9 Ajouter l’ensemble {Kj} à la liste des éléments à tester Lt ;
10 sinon
11 Actualisation de la valeur de l’intégrale : I = I + I5 ;
12 fin
13 Retrait de Ki de la liste Lt ;
14 fin
4.2.2 Résultat numérique
Deux maillages sont choisis, le test repose sur la projection L2 d’une fonction
nodale discrétisée issue du sinus ua = sin(απr). Plus la valeur de α est grande
et plus les variations de ua seront rapides (figure 4.2) au sein d’un élément cible
donné. Les erreurs de transfert sont données pour l’intégration adaptative et pour
une intégration fixe à 15 points de Gauss. L’aspect conservatif de la méthode
dépend beaucoup de la qualité de l’intégration sur le second maillage, et donne
un bon indice de la qualité numérique de la méthode d’intégration. La table 4.2
présente les résultats comparatifs : la méthode adaptative préserve la qualité de
l’intégration quelle que soit la fonction, au prix d’un allongement du temps de
calcul. La méthode à quadrature fixe réalisant toujours le même schéma, sa vitesse
d’exécution est constante mais se révèle peu précise si la quadrature n’est plus
adaptée aux variations de la fonction.




Figure 4.1 – Exemple de découpe d’éléments pour un tétraèdre.
α 0,5 1 2 4 6 8
Fixe
Erreur (ǫ%consv.) 0,000 0,001 0,210 0,604 1,240 4,833
Temps (s) 0,2 0,2 0,2 0,2 0,2 0,2
Adaptative
Erreur (ǫ%consv.) 0,000 0,003 0,467 0,122 0,245 0,114
Temps (s) 0,3 2,0 3,0 9,0 21,0 35,0
Découpe 0,000 9,899 17,32 56,77 146,2 249,5
Table 4.2 – Évolution de l’erreur à maillage fixé. Le nombre moyen d’élé-
ments finaux pour un élément réel du maillage cible est également indiqué
(découpe).
Figure 4.2 – Tracé des variations de la fonction source pour α valant
respectivement 1, 4 et 9.
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La figure 4.4 représente la subdivision d’une face lorsque les maillages de la
figure 4.3 sont utilisés.
Figure 4.3 – Tracé des variations de la fonction source pour α valant
respectivement 1, 4 et 9.
Figure 4.4 – Tracé des variations de la fonction source pour α valant
respectivement 1, 4 et 9.
4.3. PARALLÉLISATION 213
4.3 Parallélisation
On étudie une projection nodale d’une fonction définie sur un maillage conte-
nant 240 000 nœuds (13 200 000 éléments) vers un maillage de 251 000 nœuds (2 300 000
éléments). On se propose de tester l’efficacité de l’assemblage parallèle de la ma-
trice. Les résultats pour une exécution séquentielle des trois méthodes est donné
en table 4.3.
Méthode Exacte Quadrature fixe Quadrature adaptative
Durée (s) 260 47 82
Table 4.3 – Temps de calcul pour chacune des méthodes, pour une exé-
cution séquentielle du programme.
Les test ont montrés que les temps de calcul sont essentiellement en O(M +N),
où M et N sont les nombres d’éléments des deux maillages. Cette propriété est
due à l’algorithme de localisation de points.
L’assemblage de la matrice fait appel à des opérations indépendantes pouvant
facilement être parallélélisées. Les temps de calculs en fonction du nombre de cœurs
utilisés sont donnés dans la table 4.4. L’accélération est proche d’être optimale.
Durée (s)
Nombre de cœurs 1 2 3 4 5 6 7 8
Quadrature fixe 47 24 16 13 10 8 7 6
Quadrature adaptative 82 41 23 21 16 13 12 10
Table 4.4 – Temps de calcul en fonction du nombre de cœurs.
4.4 Conclusion
Les méthodes sans calcul d’intersection sont très attractives dès lors que la préci-
sion n’est plus le critère absolu. Deux grandes méthodes ont été développées : l’une
utilisant des quadratures fixes d’ordre élevée, l’autre étant basée sur un schéma
adaptatif.
214 CHAPITRE 4. MÉTHODES SANS CALCUL DES INTERSECTIONS
L’utilisation d’une quadrature fixe est simple est très rapide. Il faut cependant
avoir une connaissance a priori de la variation de la fonction source pour pou-
voir adapter l’ordre. L’intégration adaptative est plus complexe et plus coûteuse
en terme de calculs, mais se révèle être le meilleur compromis entre rapidité et
précision, et se situe par conséquent à mi-chemin entre la méthode fixe et le calcul
exact des intersections.
Conclusion
Cette partie aborde le problème posé par le transfert d’une solution entre
maillages. Nous avons présenté trois méthodes utilisées pour effectuer ce trans-
fert : l’interpolation, les projections et les projections orthogonales ou localement
conservatives.
Les méthodes d’interpolation sont à la fois les plus répandues et les plus simples.
Elles reposent sur la détermination des intégrales sur les différents éléments du
maillages (nœuds, arêtes, faces, éléments). Les méthodes d’interpolations ne sont
pas a priori conservatives et sont réputées pour être diffusives. La méthode de
projection orthogonale cherche, parmi les fonctions pouvant être décrite par l’es-
pace fonctionnel associé au second maillage, la fonction la plus proche de la fonc-
tion initiale pour une norme donnée. Le principal problème demeure la définition
d’un produit scalaire (et donc d’une norme) adapté. Les projections localement
conservatives reposent sur la détermination, élément par élément, de DdL locaux
permettant de définir un champ équivalent à la référence. La solution est ensuite
déterminée à l’aide d’une reconstruction globale.
Ces diverses méthodes ont été testées numériquement sur des exemples arbi-
traires. Ces exemples numériques montrent que, pour les nœuds, les méthodes de
projection orthogonales sont bien supérieures en terme de précision et de conserva-
tion aux méthodes d’interpolations. Cette conclusion est à nuancer si on considère
des fonctions discrétisées par des éléments d’arêtes ou de faces. On a aussi pu
mettre en évidence une forte dépendance des méthodes de projection envers les
produits scalaires utilisés : des phénomènes d’oscillations ou de lissage peuvent ap-
paraître.
Nous nous sommes ensuite intéressés à la mise en œuvre de ces méthodes. Des algo-
rithmes de calcul rapide d’intersections ont été présentés. Nous avons enfin présenté
des méthodes plus rapides permettant de réaliser les intégrales nécessaires au cal-
cul global des projections. Les schémas d’intégrations adaptatifs sont d’une bonne
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efficacité, et permettent d’assurer une bonne précision de calcul.
Cinquième partie




Les différentes méthodes numériques précédemment développées ont été appli-
quées dans un premier temps à des cas académiques (incluant des phénomènes de
couplages) et représentatifs de problèmes concrets. On propose premièrement de
présenter des applications possibles des méthodes de couplages envisagées. Un se-
cond chapitre aborde le problème industriel de la modélisation magnéto-mécanique
des cages de développantes.
Les méthodes de projections sont particulièrement adaptées à la création d’in-
terfaces génériques permettant de faire communiquer les codes. Des schémas gé-
nériques peuvent être concus pour différentes classes de modèles (par exemple les
problèmes magnéto-mécanique, magnéto-thermique, magnéto-thermo-mécanique).
Ce chapitre cherche à élaborer un schéma générique adapté à chaque type de pro-
blèmes.
Plusieurs choix sont possibles pour le calcul d’un problème donné, la précision
et le coût en calcul peuvent varier en fonction de la stratégie utilisée. D’une part, le
choix des grandeurs physiques pouvant servir de terme de couplage impacte directe-
ment la précision du modèle et l’étendue topologique de la projection. D’autre part,
le processus global doit être le plus rapide possible tout en respectant le schéma
en temps de chacune des physiques. Pour chaque type de problème les différents
choix possibles sont testés, un cas test analytique est choisi pour déterminer quel
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1.1 Couplage Magnéto-mécanique
Les systèmes électromécaniques sont soumis à des modifications d’une partie
de leur structure. L’évolution du déplacement est souvent influencée par l’état
magnétique, lui-même étant souvent dépendant de la position de la structure du
système. La modélisation de tels systèmes requiert donc la résolution parallèle des
modèles magnétique et mécanique. Le problème magnétique influe sur le problème
mécanique au travers des forces magnétiques (déterminées à partir des champs
magnétiques) ou au travers de la modification des propriétés mécaniques. Les pa-
ramètres mécaniques influent en retour sur le problème magnétique au travers des
lois de comportement, ou par modifications structurelles. Ce chapitre se concentre
sur les problème couplés par les forces et par le déplacement.
1.1.1 Modèle général pour le couplage magnéto-mécanique
L’objectif de cette section est de modéliser de manière générique les systèmes
électromécaniques avec mouvement. Pour ce faire, nous allons utiliser une des-
cription Lagrangienne des équations de Maxwell. Pour rappel, on note par x0 la
position de référence (instant 0) d’un point quelconque du domaine de calcul D, et
par x sa position à l’instant t. On note en particulier u(t) la fonction de placement
des points à l’instant t :
u(t) := x→ u(t, x0). (1.1)
Par abus de notation, u désignera de manière générale la fonction de placement
ou la valeur de u(t, x0) d’un point à l’instant t. La vitesse en tout point de l’es-
pace est par conséquent v(t, x0) = ∂tu(t, x0). Ce système doit posséder quelques
caractéristiques, en particulier que u soit bijective en x0 pour tout t (il n’y a ni
disparition ni création de matière), et continue en x0 et t. De même, la vitesse
doit être continue en x0 et t, et Lipschitz continue en x0 (Rapetti 2000). Ces
propriétés permettent en particulier de définir u−1, le placement vers la position de
référence, ainsi x0 = u−1(t, x). Le formalisme Lagrangien permet de décrire l’évolu-
tion d’un système en mouvement en suivant chaque particule en mouvement. Cette
particularité est avantageuse pour les équations de Maxwell car :
dtB(t, x) =
B(t+∆t, x)− B(t, x)
∆t
= ∂tB, (1.2)
x ayant évolué entre t et t +∆t. Les équations de Maxwell sous leurs formes de
l’ARQS ne changent donc pas. La description Lagrangienne permet en particulier
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de ne pas à avoir à calculer le terme d’advection en v · grad qui peut être délicat à
prendre en compte numériquement. Cependant, il va falloir utiliser les différentes
fonctions de placement (calculées à chaque pas de temps) pour pouvoir retrouver
la valeur de B, à l’instant t−∆t, du point x (donné à l’instant t). Pour cela, les




Figure 1.1 – Applications de placements géométriques pour deux pas su-
cessifs. Ces applications sont utiles pour déterminer la valeurs d’un champ,
à un point donné pour un instant antérieur.
On suppose que le modèle magnétique est résolu par l’une des formulations
présentées dans la partie I. D’une manière générale, on suppose que la formulation
produit le système linéaire suivant :
[P ][X˙] + [N ][X ] = [S] + [S˙], (1.3)
où la matrice [X ] représente l’ensemble des inconnues magnétiques, et les matrices
[S] et [S˙] sont les membres de droites calculés à partir des termes sources et la
dérivée des termes sources, respectivement. Ce système peut être résolu de manière
simple, en utilisant une méthode générique d’intégration en temps (θ–méthode).
Ceci sous-entend qu’il faut en particulier connaître, au pas de temps de numéro
d’ordre i+ 1, les termes :
– [X ]i ;
– ui et u
−1
i .
Dans la mise en œuvre du schéma de couplage, ces champs seront à sauvegarder
entre deux appels de code. En pratique, toutes ces données peuvent être stockées
dans un format structuré de type HDF5 (format MED développé par EDF).
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Le modèle mécanique est celui de l’élasticité linéaire en régime temporel décrit
par le système linéaire suivant :
[M ][u¨] + [C][u˙] + [K][u] = [F ]. (1.4)
On rappelle que [M ] est la matrice de masse du système mécanique, [K] est la ma-
trice de rigidité. [C] est une éventuelle matrice d’amortissement issue d’un modèle
de frottement visqueux global. Il s’agit du modèle de Rayleigh, pouvant modéliser
un amortissement visqueux uniformément réparti, dont le sens physique peut être
mis en doute mais qui est cependant pratique pour les tests numériques. L’avantage
est qu’il permet d’assembler la matrice [C] à faible coût à partir des matrices [M ]
et [K] :
[C] = αRay [K] + βRay [M ]. (1.5)
Nous avons choisi un schéma d’intégration temporel mécanique de type New-
mark car il permet de ne pas introduire d’amortissement parasite, et sa précision







Le schéma de Newmark permet d’exprimer la dérivée du vecteur combiné vitesse
/ position [U ] à l’aide des constantes du modèle γNew et βNew :
[U˙ ]i+1 = [U˙ ]i +∆t[(1− γNew)[U¨ ]i + γNew[U¨ ]i+1], (1.7a)








[U¨ ]i + βNew[U¨ ]i+1
]
. (1.7b)
Par élimination de [U¨ ]i+1 et de [U˙ ]i+1, le schéma conduit à résoudre le système :
[K ′][U ]i+1 = [R
′], (1.8)
où les matrices [K ′] et [R′] sont respectivement appelées « rigidité effective » et
« chargement effectif ». La matrice [K ′] dépend de [M ], de [C] et de [K]. Elle peut
être calculée à chaque pas de temps de manière classique. La matrice [R′] dépend à
chaque pas de temps de la charge réelle [F ]i+1 à l’instant donné, des déplacements,
vitesses et accélérations du pas de temps précédent ([u¨]i, [u˙]i, [u]i), et des matrices
[M ] et [C]. Ce dernier point montre qu’il faut utiliser, à l’instant d’ordre i+ 1, les
valeurs de positions, vitesses et accélérations de l’instant i. Tout comme pour le
domaine magnétique, les champs sont à sauvegarder entre deux appels de code.
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La figure 1.2 présente un schéma de couplage magnéto-mécanique, dans le do-
maine temporel sur maillages non conformes. En toute rigueur, cette opération
nécessite deux projections entre magnétisme et mécanique, mais aussi des projec-
tions magnétisme / magnétisme, et mécanique / mécanique entre deux remaillages.
Nous allons détailler des méthodes permettant sous des hypothèses peu restrictives,
de réduire les coûts de calculs.
1.1.2 Hypothèses simplificatrices magnétiques
Les constantes de temps physiques des systèmes électromécaniques sont souvent
relativement différentes, permettant ainsi de négliger les courants induits par les
déplacements des pièces mécaniques. Il est raisonnable de considérer que, pour
chaque pas de temps mécanique, le problème magnétique est considéré comme
étant un problème à courant de Foucault en régime stationnaire et en considérant
la géométrie actualisée. Ce choix permet, entre autres, de pouvoir considérer un
modèle magnétique fréquentiel 1.
Le schéma de la figure 1.2 peut être simplifié car il n’y a pas à relire les précé-
dentes valeurs d’inconnues magnétiques ni à projeter les inconnues entre les étapes
de remaillage, la géométrie seule suffit.
1.1.3 Hypothèses simplificatrices de remaillage
Remaillage complet Pour les grands déplacements, l’étape de remaillage per-
met de générer un maillage de qualité constante tout le long des déplacements.
Cette étape est néanmoins très lourde car la génération de grands maillages est
très coûteuses en temps et en mémoire. De plus, il est nécessaire d’actualiser les
valeurs des inconnues magnétiques et mécaniques sur ce maillage à l’aide d’une pro-
jection. On peut toutefois alléger cette procédure en ne remaillant que les parties
mobiles et l’air.
Déplacement de maillage (figure 1.3) Cette méthode est très efficace pour les
petits déplacements (vibrations par exemple, Voisin 2000), le nombre de nœuds et
d’éléments ainsi que la connectivité sont conservés. L’intérêt principal de conserver
1. Ce choix a essentiellement été dicté par la disponibilité du solveur fréquentiel seul lors des
développements.
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Figure 1.2 – Schéma temporel complet.
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Figure 1.3 – Exemples de déformées de maillages. L’interpolation du
déplacement sur une large zone de l’espace retarde l’apparition d’éléments
déformés.
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la connectivité est qu’un champ discrétisé par un vecteur de DdL [X ] conservera
la même représentation après la modification du maillage. Les étapes de projection
pour une même physique ne sont plus nécessaires. De plus, la méthode ne consomme
que très peu de mémoire et est très rapide à l’exécution.
Le déplacement de chaque nœud i est défini ainsi :
u(i) =

0 pour les parties fixes ;
u(i) pour les parties mobiles mécaniques ;
u(imob)|x−x(ifix)|
|x(imob−x(ifix)|
pour le reste ;
(1.9)
où imob est l’indice du nœud le plus proche appartenant à une partie mobile et ifix
l’indice du nœud le plus proche appartenant à une partie fixe. x(ifix), x(imob) et
u(imob) sont leurs positions et valeur de déplacement respectivement.
1.1.4 Pré-traitement des forces
Les forces sont issues de la méthode des travaux virtuels, et les valeurs repré-




f wni , (1.10)
où Fi est la force nodale issue du ième nœud du maillage, wni est la fonction de
forme associée au nœud, et f est la densité de force (définie dans le volume). La
densité de force est la source la plus adaptée pour la projection des forces et le
code de mécanique utilisé. Pour obtenir la densité de force globale, l’équation 1.10
est résolue pour l’ensemble des nœuds du maillage par résolution du système :







Cas de la présence d’air Ce système doit toutefois être résolu sur l’ensemble
des parties mécaniques. Dans le cas de la présence de parties non mécaniques (gé-
néralement de l’air), il convient de restreindre l’étendue spatiale de la résolution de
la densité. Dans le cas contraire, la solution vient « diffuser » dans l’air, entraînant
l’apparition de forces parasites. La figure 1.4 présente la résolution de la densité de
force, pour une section, dans le cas de deux spires superposées.
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Figure 1.4 –Gauche : densité de forme déterminée sur les seules parties
mécaniques. Droite : exemple de diffusion de la solution dans l’espace
environnant.
Cette précaution doit être aussi prise pour l’étape de projection. La figure 1.5
présente le cas de la projection de la densité de force. Ces étapes sont réalisées par
re-numérotation locale des nœuds.
Figure 1.5 – Gauche : densité de force après projection en utilisant les
restrictions adaptées. Droite : densité de force sans restriction.
1.1.5 Comparaison numérique des méthodes
Afin de coupler les problèmes magnétiques et mécaniques, il est possible d’uti-
liser plusieurs grandeurs magnétiques. On souhaite tester, à l’aide de deux cas
analytiques, la précision de chacun de ses types de couplages. Deux maillages sont
considérés, on se propose de mesurer l’efficacité du couplage en comparant, à l’aide
du second maillage, la solution numérique obtenue par projection avec la solution
analytique. Trois types de grandeurs sont considérés : les potentiels magnétiques,
l’induction magnétique (ou le champ magnétique) et la densité de force.
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Projection du potentiel magnétique
La méthode la plus directe consiste à utiliser les inconnues du problème ma-
gnétique, A ou Ω selon la formulation utilisée. Les forces sont calculées à l’aide de
la méthode des travaux virtuels directement sur le second maillage, les inconnues
magnétiques étant déterminées à l’aide des méthodes de projections et des produits
scalaires adéquats (L2, Hgrad ou Hrot). La figure 1.6 présente le cas où le potentiel
vecteur magnétique est utilisé comme variable de transfert.
Problème magnétique
Projection de A (arêtes, L2 ou Hrot)
Travaux virtuels
Valeurs nodales Comparaison avec solution analytique
Densité de force Comparaison avec solution analytique
Figure 1.6 – Détail des principales étapes de calcul pour un couplage
utilisant le potentiel vecteur magnétique A.
Projection de l’induction ou du champ magnétique
Une opération similaire consiste à projeter les champs physiques B ou H .
Les forces sont alors calculées sur le second maillage, les méthodes de projections
peuvent être basées sur le produit de L2 ou celui de Hdiv (respectivement Hrot)
suivant la grandeur utilisée. La figure 1.7 présente la succession des étapes à réaliser
pour un tel couplage.
Problème magnétique
Projection de B (faces, L2 ou Hdiv)
Travaux virtuels
Valeurs Nodales Comparaison avec solution analytique
Densité de force Comparaison avec solution analytique
Figure 1.7 – Exemple de couplage à l’aide du champ magnétique.
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Projection de la densité de force
La troisième stratégie envisagée repose sur la projection de la densité de force
et diffère des deux précédentes. Dans les deux cas précédents, la méthode des
travaux virtuels est appliquée sur le second maillage alors que le schéma considéré
nécessite le calcul des forces (et de leur densité) sur le maillage magnétique. Il faut
en outre calculer la densité de force avant projection. Dans ce cas, aucune grandeur
magnétique n’est à déterminer sur le maillage mécanique. Les étapes à réaliser sont





Densité de force Comparaison avec solution analytique
Intégration spatiale
Valeurs Nodales Comparaison avec solution analytique
Figure 1.8 – Principales étapes utilisées pour le test du couplage à l’aide
de la densité de force. Une étape de détermination de la densité de force est
nécessaire, une intégration spatiale est ajoutée afin de comparer les valeurs
nodales.
La projection de la densité de force présente un avantage car le second maillage
peut n’être constitué que des parties mécaniques. La restriction spatiale est plus
délicate dans le cadre des deux premiers cas, car le calcul correct des efforts surfa-
ciques ne peut être fait à partir de la connaissance de l’état magnétique d’un seul
côté de la surface.
1.1.6 Cas tests utilisés
Deux cas tests possédant chacun une solution analytique sont considérés : une
barre et un fil cylindrique. Le premier exemple permet de valider le transfert des
forces, le second cherche à valider les grandeurs mécaniques issues du couplage
magnéto-mécanique et permet notamment de calculer intégralement de manière
analytique ce type de couplage.
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Barre à courant uniforme
Description On considère une barre de côté l unitaire, parcourue par un courant
de répartition uniforme (J = 1A/m2), et possédant des conditions aux limites du
type B × n = 0 sur les surfaces latérales. La perméabilité est supposée unitaire
dans tout le volume. La figure 1.9 présente un schéma du cas considéré. La valeur

























(2n+ 1)[(2p+ 1)2 + (2p+ 1)2]
,
pour laquelle les 10 000 premiers termes sont calculés. Cet exemple est par ailleurs







Figure 1.9 – Détail de la géométrie de la barre.
Maillages Le maillage initial utilisé pour la résolution magnétique est composé
de 43 000 tétraèdres. Le second maillage, celui sur lequel est évaluée la solution
analytique de référence, est géométriquement identique et composé de 13 000 té-
traèdres.
Fil cylindrique à courant uniforme
Ce deuxième exemple possède une solution analytique pour le problème mé-
canique associé (Moon 1984). On peut alors tester l’influence de la stratégie de
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couplage sur les grandeurs mécaniques. Ce cas test représente un fil cylindrique,
plongé dans l’air, et parcouru par un courant de répartition uniforme. Des condi-
tions aux limites du type B × n = 0 sont ajoutées aux bords latéraux de la boîte
d’air considérée. Bien que la modélisation de l’air environnant ne soit pas stricte-
ment nécessaire, il a été décidé d’utiliser deux maillages d’étendue différente pour
chacune des physiques en ajoutant l’air latéral pour le domaine magnétique. Ce
type de maillages est plus proche du modèle de cages de développantes par rapport










Figure 1.10 – Détail pour le cas du conducteur cylindrique dans l’air.
Le fil possède un rayon R = 1 mm, un module d’Young E = 120 GPa et un
coefficient de poisson ν = 0, 3. Le courant total est imposé à I = 1 A. Il s’agit
d’un problème unidirectionnel dans la direction radiale. La valeur analytique de la












Maillages Le maillage magnétique, constitué du cylindre et de la boîte d’air,
est formé de 300 000 tétraèdres. Le maillage mécanique, constitué du seul fil, est
composé de 20 000 éléments.
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1.1.7 Résultats de calculs
Les tableaux 1.1 et 1.2 présentent les résultats pour les différentes stratégies
et différents produits scalaires. Il est intéressant de noter que la projection L2 des
potentiels n’est pas recommandée. La précision obtenue sur les potentiels en eux-
mêmes n’est pas utile, les efforts dépendant surtout de la répartition des champs
magnétiques associés. La projection L2 des potentiels n’inclue pas de critère sur les
champs associés aux potentiels. Les résultats obtenus étant grandement améliorés
avec l’utilisation du produit scalaire de Hrot ou Hgrad.
On remarque que la projection L2 de l’induction magnétique donne de bons
résultats. Cependant nous préférons l’utilisation de la projection L2 de la densité
de force car la densité obtenue sur le second maillage est directement utilisable par
le code mécanique. De plus, la gestion du changement de topologie du maillage est
grandement simplifiée.
On constate également que pour la formulation en A, la projection L2 de l’in-
duction magnétique donne des résultats semblables à celle de la projection Hrot
du potentiel. La situation est différente dans le cas de la formulation en Ω : la
projection du potentiel Ω nécessite aussi la projection du champ source Hs. Les
projections de natures différentes des deux champs, mais aussi la structure parti-
culière de Hs (déterminé par une méthode d’arbre), rendent peu précis le transfert
des grandeurs magnétiques sur le maillage mécanique.
Grandeur projetée Produit Densité (%) Valeur nodale (%)
Densité de force (A) L2 1,21 3,78
Densité de force quad. (A) L2 0,97 3,12
Potentiel magnétique, A L2 59,30 52,72
Potentiel magnétique, A H1 5,25 4,22
Induction magnétique, B L2 5,78 4,62
Induction magnétique, B H1 5,75 4,59
Potentiel magnétique, Ω & Hs H1,L2 71,47 62,65
Champ magnétique, H L2 15,12 10,80
Champ magnétique, H H1 18,24 12,63
Table 1.1 – Test des différentes possibilités de couplage pour l’exemple
de la barre.
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Grandeur projetée Produit Valeur / 10−3 Erreur relative (%)
Densité de force (A) L2 -26,89 1,44
Densité de force quad. (A) L2 -27,06 0,82
Potentiel magnétique, A L2 -19,33 29,15
Potentiel magnétique, A H1 -26,66 2,29
Induction magnétique, B L2 -26,67 2,25
Induction magnétique, B H1 -24,45 10,39
Densité de force (Ω) L2 -27,27 0,05
Densité de force quad. (Ω) L2 -27,30 0,06
Potentiel magnétique, Ω & Hs H1,L2 -11,04 59,54
Champ magnétique, H L2 -18,13 33,55
Champ magnétique, H H1 -17,42 36,15
Table 1.2 – Test des différentes possibilités de couplage pour l’exemple
du conducteur cylindrique.
1.1.8 Mécanique avec mouvement
Schéma utilisé Cette partie utilise les hypothèses simplificatrices introduites
au paragraphe 1.1.2. Les transitoires mécaniques étant supposés longs devant les
transitoires magnétiques, il est possible de ne considérer que le régime permanent
pour le modèle magnétique. On négligera par conséquent les courant d’inductions
dus au déplacement seul. Le schéma global du problème magnéto-mécanique est
présenté sur la figure 1.11. La boucle en pointillé symbolise l’ensemble des appels
aux codes de magnétique et de mécanique permettant, à pas de temps donné, de
converger vers l’état couplé. La boucle noire symbolise les différents pas de temps
considérés.
Cas test Nous n’avons malheureusement pas trouvé de cas test analytique pour
les problèmes couplés magnéto-mécanique en régime temporel. Nous allons donc
comparer les résultats de calculs produits par deux méthodes très différentes. On
considère une plaque ferromagnétique placée devant un électro-aimant (voir la fi-
gure 1.11). Le système est alimenté à l’instant t = 0, on se propose d’étudier le
déplacement de la plaque au cours du temps.










Figure 1.11 – Gauche : schéma global de couplage. Droite : maillage
magnétique (300 000 tétraèdres linéaires).
Exemple simple La figure 1.12 présente les résultats obtenus pour le déplace-
ment vertical de la plaque soumise à un amortissement de Rayleigh quelconque.
La variation de force totale et celle du champ magnétique (mesuré au centre du
noyau de la bobine) dépendent du déplacement.
Vérification numérique
L’objectif est de vérifier la concordance numérique entre les fréquences propres
calculées à partir d’une analyse spectrale et de la transformée de Fourier du dépla-
cement obtenue par un calcul temporel.
L’analyse spectrale consiste à calculer l’ensemble des couples (λ, [U˜ ]) tels que :





Nous avons utilisé la méthode Implicit Restarted Arnoldi Method (IRAM) pré-
sentant l’avantage de pouvoir calculer une large portion du spectre. De plus, une
estimation de l’erreur sur les fréquences propres est disponible. On utilise le solveur
IRAM de la librairie ARPACK.
Certains mode propres sont, de part la répartition du déplacement associé,



























Figure 1.12 – Traits plein : déplacement vertical du point P par ana-
lyse temporelle. Tirets : Norme de l’induction magnétique au centre du
noyau. Traits pointillés : force totale, selon l’axe z, appliquée au noyau
de fer.
incompatibles avec une excitation symétrique placée au centre comme présenté
dans la figure 1.13. On choisit alors de déplacer l’électro-aimant au centre d’un des
quadrants de la plaque, et le point P est déplacé du centre de l’arête. Un schéma
du système est présenté en figure 1.15, et les valeurs des paramètres associés sont
















Figure 1.13 – Détail des paramètres géométriques pour le cas centré.














Figure 1.14 – Transformée de Fourier du signal obtenue à partir du cas
centré. Les modes 1,2,5,9,10 n’apparaissent pas.
L 20 mm l 10 mm A a 1 mm
δ 1 mm h 5 mm H 10 mm
r 2 mm R 3 mm Lair 60 mm
µr 1000 I 0, 6 A
E 0, 3 MPa ν 0, 3 ρ 10 kg.m−3
Table 1.3 – Tableau de valeurs des grandeurs physiques utilisées.
Les valeurs au cours du temps du déplacement du point P sont données fi-
gure 1.16. Afin d’obtenir une meilleure précision de la transformée de Fourier,
130 pseudo-périodes ont été calculées. La table 1.4 reporte l’ensemble des modes
propres déterminés à partir de l’analyse spectrale.
# f (Hz) T.F. (Hz) Erreur (%) # f (Hz) T.F. (Hz) Erreur (%)
1 69 64,5 6,5 6 866 – –
2 166 164,5 0,9 7 1036 1025 1,1
3 418 417,5 0,1 8 1185 1167 1,5
4 531 528,5 0,5 9 1237 1218 1,6
5 600 596,5 0,6 10 1360 1334 1,9
Table 1.4 – Tableau des fréquences des dix premiers modes de la plaque,
calculés à l’aide des méthodes spectrale et de transformée de Fourier (T.F.).
La comparaison avec les pics de la transformée de Fourier montre un bon ac-














Figure 1.15 – Détail des paramètres géométriques pour le cas non centré.































Figure 1.17 – Transformée de Fourier du signal de la figure 1.16 (Le
premier pic est tronqué).
cord entre les deux méthodes de calcul. On observe un glissement vers le bas des
fréquences calculées par la méthode temporelle, il s’agit d’un phénomène caracté-
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ristique des résolutions dans le domaine temporel. L’erreur obtenue sur le premier
mode est possiblement due aux phénomènes de couplage magnétique-mécanique
non pris en compte par la méthode spectrale.
Influence du schéma sur la précision
Pour des pas de temps suffisamment petits, la boucle interne permettant de
prendre pleinement en compte les effets de couplages peut être supprimée (Ren
et Razek 1990 ; Besbes et al. 1995 ; Voisin 2000). Cet aspect est d’autant plus
attrayant qu’un grand nombre de résolutions est ainsi évité.
Ce paragraphe se propose de tester le couplage magnéto-mécanique, en termes
de précision et de coût de calcul, pour les deux types de schémas précédents. Pour
cela, on reprend le cas (centré) du paragraphe 1.1.8. Les paramètres mécaniques
sont E = 0, 3Pa et ρ = 0, 01 kg.m−3.
Erreur (%) Temps (h)
Pas de temps S.B. B. S.B. S.
∆ 10,5 1,68 0,25 0,71
∆/2 5,42 0,17 0,50 1,43
∆/4 2,73 0,13 1,00 2,86
∆/10 1,05 0,11 2,50 7,10
∆/20 0,47 0,09 5,00 14,4
∆/40 0,17 0,08 10,0 28,4
Table 1.5 – Comparaison de l’erreur et du temps de calcul pour diffé-
rentes valeurs du pas de temps. Colonne gauche : sans la boucle interne
(S.B.) ; Colonne droite : avec la boucle (B.).
Le tableau 1.5 présente, pour les cas avec et sans boucle de couplage, les résul-
tats de précision et de temps de calcul. L’erreur est calculée à partir de la moyenne
des valeurs obtenues pour les schémas avec et sans boucles, pour une valeur de pas
de temps de ∆/100, servant de référence. La figure 1.18 présente l’évolution des
résultats en fonction du pas de temps choisi. Pour ce cas, pour une précision don-
née, la méthode avec boucle de couplage est toujours plus efficace que la méthode
sans boucle.

























Figure 1.18 – Zoom sur le premier maximum du déplacement. Les lignes
en tirets représentent les valeurs obtenues avec la boucle pour les différents
pas de temps. En traits plein, résultats sans la boucle. L’axe horizontal est
donné en temps réduit. ∆ est choisi pour avoir au moins 30 points par
pseudo-période.
Autre effet Ces résultats permettent aussi de constater que l’utilisation de la
boucle interne permet de réduire l’amortissement numérique, même pour des pas
de temps faibles. La figure 1.19 représente les résultats obtenus avec et sans boucle,



















Figure 1.19 – Tracé du déplacement sur toute la durée de la modélisation
(cas centré, ∆/2). Gauche : pas de boucle interne, un amortissement nu-
mérique est constaté. Droite : boucle interne activée, pas d’amortissement
constaté.
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1.1.9 Perspective : couplage fort multi-maillages
Une approche courante pour le calcul des phénomènes couplés est basée sur
la résolution simultanée des deux physiques (Ren et al. 1995). Nous allons mon-
trer que cette méthode de couplage fort, souvent utilisée à iso-maillage, peut être
étendue aux maillages non conformes.
Cas mono-maillage Traitons le cas à maillage unique, on cherche à détermi-
ner un équilibre magnéto-statique. Les systèmes linéaires de la mécanique et du
magnétisme sont exprimés sous leur forme matricielle :
[M ][X ] = [S], (1.14a)
[K][U ] = [F ]. (1.14b)
Ce système est non-linéaire et couplé par les forces et l’évolution de la matrice
[M ] avec le déplacement. La méthode de Newton Raphson s’écrit, pour la ième
itération :[
Mi + ∂XMiXi ∂UMiXi − ∂USi











avec [δXi] = [Xi+1]− [Xi] et [δUi] = [Ui+1]− [Ui]. On se place dans le cas où les
sources ne sont pas impactées par le mouvement ([∂USi] = 0). De plus, la loi de
comportement mécanique est supposée invariante par rapport à l’état magnétique,
ainsi [∂XKi] = 0. Il reste à exprimer le terme [∂XFi], il peut être montré que (Ren
1997 ; Besbes 1995) :
∂XFi = −(X⊤i ∂UM⊤i ), (1.16)
rendant de fait la matrice symétrique.
Cas multi-maillages Les méthodes de projections peuvent être représentées
comme des matrices de passage entre les variables des différentes physiques. On
note par un indice 1 les données relatives au maillage magnétique et par 2 celles
relatives au maillage mécanique. Ces relations peuvent s’écrire :
[P1][u1] = [Q12][u2], (1.17a)
[P2][u2] = [Q12]
⊤[u1], (1.17b)
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où u1, u2 peuvent représenter le déplacement ou la densité de force. Si on considère
les fonctions de forme du maillage magnétique (wk1) et celles du maillage mécanique



















Si on se réfère aux conditions de projections des forces, on remarque que la densité
de force s’exprime :
[P1][f1] = [Q12][f2] = [F1], (1.19)
[P2][f2] = [Q12]
⊤[f1] = [F2]. (1.20)
Ainsi les forces nodales peuvent être exprimées sur le maillage mécanique. La mé-
thode de Newton-Raphson, avec simplification des termes s’écrit donc :
[M1i + ∂X1M1i X1i ][δX1i ] + [∂U1M1i X1i ][δU1i ] = [S1i −M1i X1i ], (1.21)
[∂X2F2i ][δX2i ] + [K2i + ∂U2K2i U2i ][δU2i ] = [F2i −K2i U2i ], (1.22)
où la première ligne représente le modèle magnétique et la seconde le problème
mécanique. Il faut traiter les termes de couplages afin de les exprimer en fonction
des inconnues du maillage réciproque. Le bloc supérieur est exprimé ainsi :
[∂U1M1i ] [X1i ] [δX1i] = [∂U1M1i ] [X1i] [P1]
−1 [Q12] [δX2i ]. (1.23)
Le bloc inférieur est traité de manière à faire apparaître la transposée du bloc
supérieur :
−[∂X2F2i ] [δX2i] = −[∂X1F2i ] [∂X2X1i ] [δX2i ]
= −[∂X1F2i ] [P a1 ]−1 [Qa12] [δX2i ]
= −[∂X1F2i ] [δX1i ]
= −[Q12]⊤ [P−11 ] [∂X1F1i ] [δX1i]
= [Q12]
⊤ [P−11 ] [X1i]
⊤ [∂U1M1i ]
⊤ [δX1i ]. (1.24)
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[P a1 ] et [Q
a
12] sont les matrices, pour les éléments d’arêtes, équivalentes à [P1] et
[Q12]. Or la matrice [P1] est symétrique, ainsi [P
−1
1 ] = [P
−⊤
1 ]. Le terme précédent
est donc le symétrique de celui définit à l’équation 1.20. Le système global peut
s’écrire :
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La matrice ainsi obtenue est symétrique, facilitant de fait son stockage et per-
mettant aussi d’utiliser des solveurs traditionnels. La séparation des maillages ne
requiert que l’ajout des termes [P−11 Q12] dans les blocs extra-diagonaux.
1.2 Couplage Magnéto-thermique
La généricité des méthodes de projections permet d’appliquer la méthode de
couplage faible à d’autres types de modèles. Ce paragraphe détaille la prise en
compte des effets magnéto-thermiques. Ce couplage diffère, par rapport au cas
magnéto-mécanique, dans le sens où la grandeur de couplage température n’est
plus une source de l’autre problème mais influe sur les lois de comportement. Dans
ce qui suit, on suppose par exemple qu’une loi de comportent est susceptible de
varier.
Nous allons présenter la méthode générale de couplage et un cas test permettant
de valider le fonctionnement du schéma choisi.
1.2.1 Principe
Le schéma de couplage est semblable à celui présenté au paragraphe 1.1.8 ;
le transfert des pertes Joule étant réalisé à l’aide d’éléments de volumes et la
température étant représentée à l’aide d’éléments nodaux. Nous avons vu dans le
paragraphe 1.3 que les méthodes utilisant des éléments de volumes sont équivalentes
et parfaitement conservatives, ainsi la puissance de chauffe est conservée sur chaque
élément. Le maillage n’a pas à être actualisé, mais il faut cependant actualiser les
propriétés des matériaux. La figure 1.20 présente le détail de la boucle.









Figure 1.20 – Principales étapes utilisées pour le calcul du problème
couplé.
1.2.2 Cas test analytique
Description
On considère une pastille conductrice, soumise à une différence de potentiel
imposée, chauffée par les pertes Joule engendrées par le passage du courant (voir
la figure 1.21). La conductivité varie exponentiellement avec la température, des
pertes latérales sont modélisées par une loi de Newton :
σ = σ0 e
(T−Ta)/θ, (1.26a)
Φl = h (T − Ta), (1.26b)
produisant un problème fortement couplé.
Paramètres
R = 1 m H = 1 m V = 84, 8528 V
ρCp = 50 kJK
−1m−3 h = 50 Wm2 λ = 100 Wm−1K−1
σ0 = 0, 4437 Ω
−1m−1 Ta = 20◦C θ = 50 K
Table 1.6 – Paramètres utilisés pour le problème magnéto-thermique.
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L’objectif est de déterminer la distribution de température au sein de la pastille.
Les différents paramètres sont reportés dans la table 1.6 où V est la tension imposée,
ρCp est la capacité thermique, et λ est la conductivité thermique. Deux maillages
d’étendues topologiques différentes sont utilisés (voir figure 1.22). Les pertes Joule
sont calculées à partir de la valeur de σ|J |2, constante par élément. Il existe une
solution analytique à ce problème (Richard et Ducreux 1997), pour laquelle la
température au centre du cylindre doit être de 65, 89◦C, et sur les surfaces latérales








Figure 1.21 – Schéma du cas considéré et grandeurs associées.
Figure 1.22 – Gauche : maillage magnétique avec le conducteur au
centre et la boîte d’air. Droite : maillage thermique.
Application numérique
On se propose de tester le schéma de couplage pour différentes méthodes de
transfert de la température (interpolation, projection localement conservative, pro-
jection L2). Les résultats obtenus sont reportés dans la table 1.7, et un tracé des
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distributions des températures est reporté sur la figure 1.23. On peut constater
que, sous réserve d’utilisation des méthodes de transfert appropriées, ce type de
problème peut être traité par un couplage faible à maillages multiples. De part la
forte sensibilité de la solution à la qualité de transferts, la méthode d’interpolation
(non conservative) n’est pas adaptée.
Référence Interpolation Cons. / Orth.
Centre Latéral Centre Latéral Centre Latéral
Température (◦C) 65,89 56,36 53,63 46,11 65,56 56,06
Erreur (%) – – 18,6% 18,2% 0,5% 0,5%
Table 1.7 – Erreurs sur les températures pour les différentes méthodes.
Figure 1.23 – Gauche : distribution de température obtenue à l’état fi-
nal par la méthode d’interpolation. Droite : distribution pour les méthodes
conservatives locales et de projection orthogonale.
1.3 Couplage magnéto-thermo-mécanique
1.3.1 Principe
Trois types de physiques sont considérés, chacun ayant son propre maillage.
Le principe sous-jacent reste le même : une résolution successive des problèmes
associés à chaque physique est nécessaire. La prise en compte des phénomènes de
couplage est assurée à chaque pas de temps par une boucle de type prédiction
248 CHAPITRE 1. SCHÉMAS GÉNÉRIQUES DE COUPLAGES
/ correction. La qualité globale du modèle dépend essentiellement des grandeurs
de couplage utilisées et des méthodes de transferts associées à chacune d’elles. Le


















Figure 1.24 – Étapes du couplage magnéto-thermo-mécanique. Le
maillage magnétique est noté 1, le mécanique 2 et le thermique 3.
1.3.2 Cas test statique
Description
Yuan (1972) a présenté un cas test magnéto-thermo-élastique analytique. Cet
exemple est proche, par sa structure, de celui présenté au paragraphe 1.1.6, mais
avec une dépendance supplémentaire de la loi de comportement mécanique avec
la température (coefficient de dilatation thermique k). La structure géométrique
du cas est la même que celle présentée en figure 1.10, les paramètres géométriques
étant les mêmes qu’en partie 1.1.6. Les grandeurs non géométriques sont reportées
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et un bilan thermique donne une température de surface Tsur égale à :
Tsur = Text +
I2
2π2 h σ R3
, (1.28)
où Text est la température extérieure. L’application numérique donne une contrainte
σrr = −34, 82.10−3 Pa et une température de surface latérale de Tsur = 24, 22◦C.
µ = µ0 I = 1 A
E = 1 Pa ν = 0.3
k = 10−5 W.m−1.K−1 σm = 107 S.m−1
α = 5, 10−4 K−1 h = 2.10−1 W.m−2.K
Text = 20◦C R = 1 mm
Table 1.8 – Paramètres utilisés, et valeurs associées, pour le cas test
analytique.
Application numérique
Les résultats obtenus sont reportés dans le tableau 1.9, un tracé des distribu-
tions de contraintes radiales et de température est reporté sur la figure 1.25. On
constate que la qualité du modèle dépend de chacun des transferts réalisés. Les
conclusions sont une combinaison des remarques données aux paragraphes 1.1.7 et
1.2.2. Ainsi nous avons choisi de coupler les problèmes magnétique et mécanique
à l’aide d’une projection nodale L2 de la densité de force, les problèmes magné-
tique et thermique sont couplés à l’aide d’interpolation d’éléments de volume, et
les problèmes thermique et mécanique sont couplés à l’aide d’une projection L2 de
la température.
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Grandeur projetée Produit Type Valeur Erreur relative (%)
10−3
Aucune (maillage unique) – Tl 24,21 0,04
Aucune (maillage unique) – σrr 34,58 0,69
Température (A) L2 Tl 24,28 0,25
Forces (A) L2 σrr 34,78 0,11
Potentiel, A L2 σrr 27,42 21,25
Potentiel, A H1 σrr 34,57 0,72
Induction, B L2 σrr 34,56 0,75
Induction, B H1 σrr 32,89 5,54
Température (Ω) L2 Tl 24,28 0,25
Forces (Ω) L2 σrr 35,01 0,55
Potentiels, Ω & Hg H1,L2 σrr 19,24 44,74
Champ, H L2 σrr 25,28 27,40
Champ, H H1 σrr 22,92 34,18
Table 1.9 – Test de précision pour le couplage magnéto-thermo-
mécanique.
Figure 1.25 – Gauche : Distribution des contraintes radiales dans le
plan. Droite : Distribution de la température.
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1.3.3 Exemple dynamique
Ce paragraphe considère un cas temporel dynamique à trois physiques. Il s’agit
d’une démonstration de faisabilité, nous n’avons malheureusement pas trouvé de
cas analytiques associés.
Description du cas
On considère un bilame ferromagnétique et conducteur (µ, σ) placé devant un
électro-aimant alimenté par un courant sinusoïdal (amplitude). Les deux matériaux
formant le bilame ont des coefficients de dilatation thermiques opposés (αhaut = ‖α‖
et αbas = −‖α‖). La plaque est donc soumise aux forces magnétiques ainsi qu’aux
contraintes issues de l’hétérogénéité des matériaux chauffés par les courants induits.
Le problème thermique est paramétrisé par la conduction thermique k, la capacité
thermique ρ ·Cp et les pertes Newtoniennes de coefficient h. Le modèle mécanique
est celui de l’élasticité linéaire (module d’Young E, coefficient de poisson ν et masse
volumique ρ).
Le système est initialement considéré comme au repos, non alimenté, et soumis à
une température uniforme de 20◦C. À t = 0 le système est alimenté par un courant
sinusoïdal, et ce jusqu’au pas de temps d’indice 1000. Par la suite, l’excitation
électrique est stoppée. On cherche à déterminer la valeur au cours du temps de
la position de la plaque, un amortissement de Rayleigh est par ailleurs ajouté :
[C] = αRay [K] + βRay [M ]. L’ensemble des paramètres utilisés est reporté dans les
tables 1.10 et 1.11. La figure 1.26 présente le schéma du cas considéré.
Maillages Trois maillages sont utilisés :
– le maillage magnétique comprend la plaque, l’électro-aimant et l’air environ-
nant. Le maillage est composé de 378 000 tétraèdres linéaires ;
– le maillage thermique est composé de 127 000 tétraèdres linéaires, mais n’est
composé que de la plaque sans distinction des deux moitiés ;
– le maillage mécanique est composé de tétraèdres quadratiques, les deux moi-
tiés du bilame sont explicitement identifiées.















Figure 1.26 – Détail et paramètres du bilame modélisé.
L 20 l 10 A
a 0, 5 MPa δ 1
h 5 H 10
r 2 R 3
Lair 60
Table 1.10 – Paramètres géométriques du système. Les distances sont
données en mètres.
µr 1000 I 1 A
E 1 MPa ν 0, 3
ρ 1 kg.m−3 ρ.Cp 3, 3.10−3 J.K−1.m−3
‖α‖ 2.10−6 K−1 h 2.10−1 W.m−2.K
Text 20
◦C k 10−5 W.m−1.K−1
αRay 1 βRay 1
Table 1.11 – Paramètres physiques du bilame.
Résultats numériques
Pour un point donné, si les effets mécaniques sont négligés (déplacement ignoré),
l’équation d’évolution de la température est :
k∆T (t) + s = ρCp ∂tT (t), (1.29)
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où la seule variable est t. La solution est alors de la forme T = A(1− e−tτ ). Dans
notre cas, lorsque la plaque est attirée par l’électro-aimant, la norme de l’induction
magnétique tend à augmenter. Les pertes Joule augmentent en conséquence. La
figure 1.27 présente l’évolution de la température au centre du bilame pour le cas
avec mouvement et le cas sans mouvement. La différence de température peut aller
jusque 15◦C, ce qui peut représenter une erreur de 10% si le couplage magnéto-
mécanique n’est pas pris en compte.
La figure 1.28 représente l’évolution du déplacement du point P sur toute la
durée de la modélisation. On peut alors identifier plusieurs phases :
– le premier transitoire (①) est dû à la soudaine apparition de force d’attraction
magnétique. Les oscillations sont dues à l’inertie de la plaque, et sont amorties
par la présence d’amortissement quadratique. Il a été choisi, pour la facilité
d’interprétation, d’avoir un transitoire mécanique environ quatre fois plus
court que le transitoire thermique ;
– la phase ② représente la progressive inclinaison de la plaque due à l’échauffe-
ment de celle-ci. Malgré la ressemblance avec une exponentielle, la variation
de la position prend en compte la décroissance des sources dues à l’éloigne-
ment progressif. Cet état est poursuivi atteignant presque l’état stationnaire.
– la phase ③ est le transitoire mécanique dû à la soudaine disparition des
forces magnétiques. Le bilame se tord spontanément dans le sens opposé à
cause des contraintes internes résiduelles dues aux matériaux de coefficients
de dilatation différents.
– le bilame revient progressivement sa position initiale au fur et à mesure que
la température décroît. La phase ④ est un refroidissement simple.
Il est aussi intéressant de comparer la variation effective de la température avec
un profil d’exponentielle. La figure 1.29 présente, sur un même graphique, le dé-
placement (normalisé) et la différence (normalisée) entre la température mesurée
et l’exponentielle idéale issue de la méthode des moindres carrés. On montre que
cette différence présente des oscillations déphasées de π/2 à cause de la dérivée en
temps de la température présente dans l’équation de la chaleur (partie I, chapitre
3).
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Figure 1.27 – Trait plein : température au centre du bilame (avec












Figure 1.28 – Tracé du déplacement vertical du point P (voir la figure
1.26).
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Figure 1.29 – Trait plein : tracé de la différence normalisée entre la
température réelle et la courbe exponentielle (cherchée au sens des moindres
carrés) Tirets : valeur normalisée du déplacement, on observe bien le dé-
phasage de π/2.





Cette thèse aborde la problématique de la modélisation multiphysique en génie
électrique, avec une application à l’étude des vibrations d’origine électromagnétique
des cages de développantes. Afin de déterminer une distribution correcte de forces
magnétiques, une bonne description et imposition du courant est nécessaire. Cette
opération est effectuée en deux étapes : la construction de la densité de courant
et l’annulation de la divergence. De part la structure complexe l’imposition du
courant ne peut pas toujours être réalisée à l’aide de méthodes analytiques. Une
méthode basée sur une résolution électrocinétique ainsi qu’une méthode purement
géométrique sont testées. Cette dernière donne des résultats plus proches de la
densité de courant réelle.
Les méthodes de calcul de forces sont nombreuses, et seules les méthode des
travaux virtuels et des forces de Laplace sont étudiées, car considérées par la littéra-
ture comme les plus adaptées. Les forces de Laplace sont particulièrement précises,
mais ne sont pas valables si la perméabilité n’est plus homogène. La méthode des
travaux virtuels est préférée car elle est applicable de manière universelle.
Afin de modéliser des problèmes multi-physiques complexes à l’aide de plusieurs
codes de calculs dédiés, des méthodes de transferts entre maillages non conformes
sont développées. Nous avons comparé les procédures d’interpolations, les méthodes
localement conservatives et les projections orthogonales. Les méthodes d’interpola-
tions sont réputées rapides mais très diffusives tandis que les méthodes de projec-
tions sont considérées comme les plus précises. La méthode localement conservative
peut être vue comme produisant des résultats comparables aux méthodes de pro-
jections, mais évite l’assemblage et la résolution de systèmes linéaires.
Enfin, la modélisation des problèmes multi-physiques est abordée à l’aide des
méthodes de transferts de solutions. L’assemblage d’un schéma de couplage n’est
pas unique car, pour un même problème, plusieurs ensembles de transferts et de
grandeurs physiques peuvent être considérés. Des tests à l’aide de cas tests analy-
tiques sont réalisés afin de déterminer, pour plusieurs types de couplages, les stra-
tégies les plus appropriées. Une application à la modélisation magnéto-mécanique
des cages de développantes est présentée.
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Perspectives
Application aux cages de développantes
Les différents travaux issus de cette thèse permettent la modélisation tridimen-
sionnelle des cages de développantes. Nous présentons pour exemple de calcul :
la structure tridimensionnelle est présentée sur la figure 1.30. Un résultat de cal-
cul magnéto-mécanique appliqué aux cages de développantes est présenté sur les
figures 1.30 et 1.31. Le maillage magnétique est composée de la cages complète,
du rotor et d’une boîte d’air, alors que le maillage mécanique n’est composé que
des conducteurs. La figure 1.30 présente les lignes de champs obtenues à l’issue du
calcul magnétique. La figure 1.31 présente une déformée obtenue à l’issu du calcul
mécanique, la structure du stator et le rotor ne font en réalité pas partie du modèle
mécanique.
L’exploitation complète des résultats de modélisation est en cours. Des résultats
de calculs sont disponibles pour une position du rotor donnée, cependant l’étude
des phénomènes de vibrations n’est pas possible sans la donnée du champ de forces
pour l’ensemble des positions du rotor. Une fois la variation des forces avec la
position du rotor connue, il est intéressant de vérifier la compatibilité d’une telle
excitation avec les modes propres de la structure des cages de développantes. On
peut être en mesure de déterminer si les modes sont effectivement excités ou non.
Exploitation des résultats
De tels calculs numériques n’ont de sens que si les paramètres géométriques et
les caractéristiques des matériaux sont connus. La comparaison des résultats aux
mesures relevées sur des alternateurs réels peuvent permettre d’améliorer le modèle
par ajustement des paramètres physiques.
Une fois les modèles représentatifs de la réalité, il est envisageable de les utiliser
pour déterminer les vibrations d’une structure donnée en évitant de coûteuses
opérations d’arrêt et d’instrumentations. Les modèles de cages de développantes
pourront aussi servir à des études paramétriques permettant de trouver, avec un
nombre réduit de tests réels, des solutions efficaces pour la réduction des vibrations
des alternateurs.
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Figure 1.30 – Résultat de calcul pour une extrémité d’alternateur à angle
interne nul. Le rotor est pris en compte et alimenté.
262 CONCLUSION GÉNÉRALE
Figure 1.31 – Tracé des déplacements des développantes à l’issu du calcul





Influence de la distribution du
courant sur les contraintes
mécaniques
La figure A.1 présente les contraintes appliquées au coude dans le cas d’une
résolution électrocinétique et dans le cas à courant uniformément réparti. Bien que
le tracé de la somme des normes du tenseur des contraintes n’ait pas de significa-
tion physique, cette dernière figure montre que la répartition et la valeur des forces
appliquées diffèrent. La répartition du courant source a donc une influence com-
plexe sur la répartion finale des contraintes. Pour chacune des figures 3.4 et A.1,
l’échelle n’est pas représentée : les modèles utilisés étant linéaires, la répartition
des solutions ne varie pas avec la norme des sources imposées.
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Figure A.1 – Exemples de répartitions des contraintes totales pour le
coude supérieur de la développante. Gauche : Résolution électrocinétique
(voir figure 1.4). Droite : Courant source uniforme.
Annexe B
Application de la méthode des
travaux virtuels
La méthode des travaux virtuels repose sur la dérivation partielle locale de
l’énergie ou de la coénergie magnétique par rapport au déplacement. Les flux de
B ou les circulations de H doivent être maintenus constants, ceci est assuré dès
lors que l’on utilise une expression de l’énergie avec B uniquement (avec H res-
pectivement pour la coénergie).
B.1 Discrétisation
Il est donc préférable d’utiliser l’expression de l’énergie avec une formulation






f = Wf b (B.1)
De même pour l’expression de la coénergie, on utilisera le champ magnétique






e = We h (B.2)
On peut alors réinjecter ces expressions dans le calcul de Ψ et de Φ. On se
contentera dans un premier temps de l’expression pour des matériaux linéaires,
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B.2 Dérivation de la Jacobienne
B.2.1 Cas de la coénergie magnétique
On remplace l’expression des champs par leurs valeurs interpolées. Seuls les
tétraèdres entourant le noeud apportent une contribution, on exprime l’intégrale
tétraèdre par tétraèdre :



















Si on se place dans le tétraèdre de référence, les fonctions de formes ŵie ne dépendent
plus de la transformation de l’espace. Seule la matrice jacobienne en dépend. La























Matrice Jacobienne : Celle-ci s’exprime comme le produit du gradient des fonc-
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 −1 1 0 0−1 0 1 0








 x2 − x1 y2 − y1 z2 − z1x3 − x1 y3 − y1 z3 − z1
x4 − x1 y4 − y1 z4 − z1

Dérivée de la matrice Jacobienne : Le cas est décomposé suivant le i-ème nœud
considéré et suivant la direction de dérivation k selon x, y ou z.
∂(i,k)J =
 −1 1 0 0−1 0 1 0








Dérivée du déterminant : Le principe ici est de montrer que les dérivées suc-
cessives du déterminant suivant (x, y, z) sont simples si développées dans le bon
ordre. Développons suivant la première colonne :
detJ = +(x2 − x1)[(y3 − y1)(z4 − z1)− (y4 − y1)(z3 − z1)]
= −(x3 − x1)[(y2 − y1)(z4 − z1)− (y4 − y1)(z2 − z1)]
= +(x4 − x1)[(y2 − y1)(z3 − z1)− (y3 − y1)(z2 − z1)]
La dérivation par rapport à x est aisée et ne s’applique que sur les termes en
facteurs :
∂xdetJ =




 y2 − y1y3 − y1
y4 − y1
×
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Il en est de même pour la dérivation dans la direction y et z en développant suivant
la deuxième et troisième ligne. En somme :
∂xdetJ = ∂xX · (Y × Z) ∂ydetJ = ∂yY · (Z×X) ∂zdetJ = ∂zZ · (X× Y) (B.4)
X =
 x2 − x1x3 − x1
x4 − x1
 Y =
 y2 − y1y3 − y1
y4 − y1
 Z =
 z2 − z1z3 − z1
z4 − z1
 (B.5)











−1) = 0 ⇒ J∂uJ−1 = −∂uJJ−1 ⇒ ∂uJ−1 = −J−1∂uJJ−1
Par passage à la transposée :
∂uJ
−T = −J−T (∂uJ)T J−T









= −[J−T (∂uJ)TJ−T J−1 + J−T J−1(∂uJ)J−1]
= −J−T [(∂uJ)TJ−T + J−1(∂uJ)]J−1
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−T + J−1(∂xyzJ)] We
Avec :
(A,B,C) = (X,Y,Z) xyz = x (B.7)
(A,B,C) = (Y,Z,X) xyz = y (B.8)
(A,B,C) = (Z,X,Y) xyz = z (B.9)
B.2.2 Cas de l’énergie magnétique
On remplace l’expression des champs par leurs valeurs interpolées. Seuls les
tétraèdres entourant le nœud apportent une contribution, on exprime l’intégrale
tétraèdre par tétraèdre :









La force revient à réaliser la dérivation d’une matrice définit comme :








Si on se place dans le tétraèdre de référence, les fonctions de formes ŵif ne dépendent
plus de la transformation de l’espace. Seule la matrice jacobienne en dépend. La























T )− (JJT ) ∂udetJ
(detJ)2
]Ŵf
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Dérivation de JJT : On décompose en deux termes :
∂u(JJ
T ) = ∂uJJ
T + J(∂uJ)
T
Tous les termes sont déjà connus avec ce qui précède, il en est de même pour le
déterminant.





































avec les mêmes conventions que pour la matrice N
B.2.3 Au sujet des rotationnels et des fonctions d’interpo-
lations
– Les vecteurs de degrés de liberté (b, h) ne dépendent pas de l’intégration. Il est
donc tout à fait possible de les faire passer sous le signe somme. On se retrouve




f qui ne sont que les valeurs de B, B
T
au point d’intégration (idem pour le champ magnétique). Cette remarque
est intéressante car elle permet de réutiliser les routines d’interpolation des
champs.
– Le rotationnel d’une fonction u dans le repère d’origine est lié à celui dans
le repère de référence par : rotxyzu = J
T
detJ
rotαβχu ce qui permet de travailler
directement avec le potentiel vecteurA et des fonctions d’arêtes pour l’énergie
magnétique. A la différence que les fonctions obtenues ne sont plus linéaires
par tétraèdre.
Annexe C
Application de la méthode des
travaux virtuels aux aimants
C.1 Calcul de forces dans les aimants
C.1.1 Généralités sur les aimants
La méthode des travaux virtuels peut encore s’appliquer au cas des matériaux
magnétiques aimantés. Tout l’enjeu est de définir les expressions correctes de l’éner-
gie et de la coénergie. Celles-ci doivent satisfaire la loi de comportement bien que
l’énergie réelle due à la magnétisation dépende du chemin suivi.
Les aimants dits « permanents » sont des matériaux magnétiques durs pour
lesquels on suppose que l’aimantation du matériauM reste constante. Les caracté-
ristiques (B,H) des aimants réels sont souvent complexes et dépendent fortement
du matériau. Suivant la formulation, on privilégiera soit un aimant représenté par
une induction rémanente soit représenté par un champ coercitif. Dans toute notre
étude, la caractéristique du matériau sera supposée linéaire de pente µ0 et possé-
dant une ordonnée à l’origine non nulle, Br appelée champ d’induction rémanent.
La caractéristique simplifiée peut être exprimée par l’ajout d’une valeur (Hc, Br)
à celle d’un matériau linéaire. Les lois correspondante sont B = µ0(H +Hc) ou
B = µ0H +Br selon que l’on utilise l’expression du champ coercitif ou celle de
l’induction rémanente.
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C.1.2 Formulations avec aimants
La formulation électrique s’accommode bien avec l’utilisation de br en tant
que deux formes et de Br discrétisé avec des éléments de facettes. On utilisera
Hc discrétisé avec des éléments d’arêtes pour la formulation magnétique. La prise
en compte des aimants dans Code_Carmel3D est assurée par l’ajout d’un second
membre au système, conformément à ce qui suit.
Formulation électrique :
Considérons le problème de magnétostatique définit en partie I 3. Les équations
de Maxwell dans le cas de la magnétostatique sont :
db = 0 dh = js (C.1a)
b = µh + br br 6= 0 sur M, 0 sinon (C.1b)
où M est le domaine de l’aimant. On introduit le potentiel vecteur a et pour des
raisons de lisibilité, on prolonge Br à Ω entier, avec Br nul si on ne se trouve pas
dans un matériau magnétisé. Le rotationnel de la loi de Maxwell-Ampère donne,
par linéarité en faisant passer les grandeurs connues dans le membre de droite :
d(νda) = js + d(νbr) (C.2)
L’application de la méthode des résidus avec a′ donne :∫
Ω
a′ ∧ d(νda) =
∫
Ω





da′ ∧ νda +
∫
∂Ω
a′ ∧ t(νda) =
∫
Ω
a′ ∧ js +
∫
Ω
da′ ∧ νbr +
∫
∂Ω
a′ ∧ t(νbr) (C.3)
Le terme de bord peut être simplifié dans le cas où il n’y a pas de flux de Br
sortant du domaine, on suppose donc qu’il n’y a pas d’aimant collé sur la surface
extérieure au domaine (où que Br est tangent à cette surface). On se retrouve à




ν rotwai ·Br. (C.4)
Il est important de noter que l’application de la formule de Green au terme en
da′ ∧ νbr permet de régler les problèmes de continuité posés par le terme d(νbr)
(Ren et Razek 1994).
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Formulation électrique :
Les équations de la magnétostatique et le potentiel scalaire Ω peuvent s’écrire :
db = 0 h = hs − dΦ (C.5)
b = µ(h + hc) hc 6= 0 sur M, 0 sinon (C.6)
(C.7)
L’application de la méthode des résidus pondérés mène au système :
d(µdΦ) = d(µ(h + hc))∫
Ω
Φ′ ∧ d(µdΦ) =
∫
Ω





Φ′ ∧ t(µdΦ) =
∫
Ω
dΦ′ ∧ µ(h + hc) +
∫
∂Ω
Φ′ ∧ t(µ(h + hc))
(C.8)
Les aimants sont alors pris en compte par l’ajout d’un second membre unitaire
ayant la même forme que celui d’un champ source calculé à partir de la densité
de courant source. Hc étant parfaitement connu, le second membre est initialisé
directement par calcul de la circulation du champ coercitif sur les arêtes du maillage
(méthode des trapèzes par exemple).
C.1.3 Puissances virtuelles et aimants
Si les formulations permettent de calculer avec précision les grandeurs électro-
magnétiques dues à la présence d’aimants, il reste à définir l’expression de l’énergie
à utiliser pour la méthode des travaux virtuels. Cette expression n’est pas iden-
tifiable car supposerait de connaître tous les « états magnétiques » du matériau
depuis la première aimantation. Cette démarche est difficilement réalisable, il va
falloir utiliser des formules approchées. Celles-ci doivent, au minimum, respecter





Il reste à savoir quelles grandeurs varient par rapport au paramètre de dépla-
cement u. Selon que l’on garde br ou hc constant, les deux distributions de forces
calculées seront différentes.
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Prenons le cas où h = νub− hc avec hc indépendant par rapport à u. On re-




































(v ×B) · rot (H +Hc), (C.9)
avec les traces nulles sur ∂Ω. Comme ∂tΨ = ∂uΨ · v, en échangeant B et v et par
permutation circulaire, on remarque que l’équation C.9 est équivalent à définir une
distribution de force est égale à :
f = rot (H +Hc)× B. (C.10)
Dans le deuxième cas, on suppose h = νu(b− br) avec br indépendant par
rapport à u. Ce sont des 2-formes, la dérivation partielle par rapport à t donne
1. Ici on suppose la perméabilité uniforme dans le domaine considéré, et indépendante de u.
Il vient : µ = µ0 = µu(u(x)) = µ(x). De plus, ∂tb + Lvb = 0.




























νdivb ∧ (b− br) +
∫
Ω




ivb ∧ dh +
∫
Ω
ivbr ∧ d(h + hc) +
∫
Ω




[rotH × B − rot (H +Hc)× B − divBr(H +Hc)] · v, (C.11)
avec les traces nulles sur ∂Ω et ∂tΨ = ∂uΨ · v. L’équation C.11 donne une densité
de force équivalente :
f = rotH ×B − rot (H +Hc)×B − divBr(H +Hc). (C.12)
Cette relation peut aussi être démontrée via l’expression de la coénergie. La
relation Ψ+ Φ =
∫
Ω
b ∧ h étant toujours valable, on a toujours ∂uΨ = −∂uΦ et les
distributions de forces devraient être les mêmes.
Conclusion
Les expressions sources de l’énergie n’étant pas les mêmes, les résultats ma-
thématiques issus d’une dérivation partielle n’ont aucune raison d’être équivalents.
Les grandeurs globales doivent en revanche être les mêmes, permettant seulement
l’étude des grandeurs globales de systèmes électromécaniques (couples, force to-
tale).
C.1.4 Expressions des énergies
L’objectif de cette section est d’identifier des expressions d’énergie et de co-
énergie utilisables dans un code éléments fini. Nous avons retenu deux expressions
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b ∧ h. Pour chacune d’elles, il est préférable d’utiliser le couple (B,Br)
discrétisé par des éléments de facettes pour les formulations électriques, et le couple
(H,Hc) discrétisé par des éléments d’arêtes pour les formulations magnétiques. La
loi de comportement étant toujours supposée affine telle que :B = µH +Br ou
B = µ(H +Hc).
Expression 1 :
L’expression est obtenue en intégrant l’expression de H entre Br à B (Medei-
ros et al. 1998 ; Taferguenit 2003). Sachant Br ≥ B et H ≤ 0 l’expression de
Ψ est positive. Le produit H ·B est quant à lui négatif, on en déduit que Φ est
négative. Du fait que Ψ+ Φ =
∫
H ·B, on vérifie que la coénergie est égale l’inté-
grale de B entre 0 à H . De plus on peut écrire : |Φ1| ≥ |Ψ1|. Une représentation










Figure C.1 – Energie et coénergie pour la première expression.
On en déduit les expressions suivantes pour l’énergie et la coénergie, calculées
pour les mêmes justifications que dans (Taferguenit 2003) soit avec (B,Br) en













T (H +Hc)−HTc Hc] (C.14)
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Expression 2 :
Le deuxième couple d’expression est obtenue à partir du calcul de l’énergie où
H est intégré entre 0 et B. En suivant la même démarche, il vient : Ψ ≤ 0 et
comme Ψ+ Φ =
∫
H ·B on en déduit que Ψ est l’intégrale de B entre −Hc et H










Figure C.2 – Energie et coénergie pour la deuxième expression.














T (H +Hc)−HTc Hc] (C.16)
Une vérification de principe donne : ∂BΨ1 = ∂BΨ2 = H, ∂HΦ1 = ∂HΦ2 = H et
Ψ1 + Φ1 = Ψ2 + Φ2 = H ·B. Les expressions des forces sont déduites de la méthode
des travaux virtuels de la même manière que pour le cas des matériaux non magné-
tisés, en conservant les flux de B constants ou les circulations H constantes grâces
aux éléments de Whitney. L’ensemble des résultats est rappelé en annexe E.
C.2 Tests numériques
On présente quelques résultats de calcul de forces locales pour les aimants. Le
premier exemple traite de deux aimants placés en vis à vis. Les distributions de
forces sont présentées ainsi qu’un calcul de la force totale. un deuxième exemple,
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montre les résultats qui peuvent être obtenus suite à l’utilisation brute de ces forces
pour un calcul de mécanique.
C.2.1 Aimants face à face
Deux aimants parallélipédiques sont placés en vis à vis, les paramètres géomé-
triques et magnétiques sont reportés dans la table C.1. Le calcul a été réalisé pour
les deux formulations, ainsi que pour les deux définitions des énergies présentées en
section C.1.4. Les distributions de forces sont présentées pour les quatre cas dans
le figures C.3 et C.4. Il s’agit d’un agrandisseent de la zone d’air entre les deux
aimants.
Pour chaque cas, la force totale est calculée et est reportée dans le tableau
C.2. A formulation identique, et par conséquent à DdL identiques, la force totale





Table C.1 – Paramètres utilisés pour le cas des deux aimants séparés.
Formulation
Définiton Électrique Magnétique
1 -89050 N -83483 N
2 -89050 N -83483 N
Table C.2 – Force totale appliquée sur l’aimant supérieur pour les deux
formulation magnétiques et les deux définitions possibles de l’énergie..
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Figure C.3 – Représentation de la distribution de force pour la formu-
lation électrique. Gauche : Forces calculées à partir de l’expression 1.
Droite : Forces isues de l’expression 2.
Figure C.4 – Représentation de la distribution de force pour la formu-
lation magnétique. Gauche : Forces calculées à partir de l’expression 1.
Droite : Forces isues de l’expression 2.
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C.2.2 Déformations issues du calcul de forces locales
La figure C.5, présente les déformées pour un aimant obtenues pour les quatre
cas. À répartition des forces différentes, les déformées seront différentes. Cet exemple,
dont le sens physique est très discutable, met en images l’erreur commise. Medei-
ros et al. (2000) a présenté une manupulation numérique, basée sur la soustraction
successive des forces pour un unique aimant, permettant d’obtenir une distribution
unique.
Figure C.5 – Représentation des déformées pour un aimant. De
gauche à droite : Formulation électrique–expression 1, formulation
électrique–expression 2, formulation magnétique–expression 1, formulation
magnétique–expression 2.
Annexe D
Calcul analytique des efforts
magnétiques
D.1 Méthode de l’image
Une condition H × n = 0 peut être imposée en plaçant une structure image du
côté opposé au plan de la condition H × n = 0 comme présenté sur la figure D.1.
D.2 Application des méthodes analytiques aux cages
de développantes
Un calcul de la déformée d’un ensemble de développantes est réalisé, pour le
problème de magnétisme, à l’aide de la méthode des éléments finis ou à l’aide des
méthodes de Urankar. Dans les deux cas la force de Laplace est prise comme source
pour le code de mécanique. La méthode analytique permet de pouvoir calculer la
force appliquée aux barres sans avoir à représenter l’air. Ainsi, seul le maillage des
conducteurs est nécessaire. De plus, une expression nodale est connue alors que
dans le cas de la méthode éléments finis J × B est constant par élément.
D.3 Points singuliers des équations de Urankar
Les formules présentées dans (Urankar 1980, 1982a,b) sont singulières pour
les cas r = 0, γ = 0, θ = 0, θ = ±π/2, ainsi que pour tous les cas composés. Il est
possible de lever ces indéterminations en partant de la formule de Biot–Savart,
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Figure D.1 – Application de la méthode de l’image à un inducteur
courbé. Des lignes de champs sont tracées : elles coupent le plan de sy-
métrie orthogonalement à celui-ci.
Figure D.2 – Déformations au sein de la structure (×108), la surface est
colorée par la norme de Frobenius du tenseur des contraintes. La différence
relative en norme entre les deux méthodes est de 7%. Gauche : Méthode
Éléments Finis. Droite : Modèle purement analytique.
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puis en appliquant des méthodes de changement de variables ou des méthodes
applicables aux intégrales impropres. Ces calculs sont présentés en détail dans
Journeaux (2010).
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Annexe E
Calcul des énergies dans les aimants
Deux expressions d’énergies dans les aimants ont été retenues, on présente ici
les méthodes de calcul et les justifications pour les obtenir.
E.1 Expression 1




Hdb ≥ 0 (E.1)
Qui correspond à la surface hachurée en foncé sur la figure E.1. Il s’agit d’une inté-










Figure E.1 – Energie et coénergie pour la première expression.
satisfaire la relation φ1 + ψ1 = HB ≤ 0, ψ1 doit être négative, de plus |ψ1| ≥ |φ1|.
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Bdh ≤ 0 (E.2)































































(B −Br)T (B −Br)
]
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On peut faire la vérification, on obtient :









Hdb ≤ 0 (E.5)
Qui correspond à la surface hachurée en couleur claire sur la figure E.2. Il s’agit
d’une intégrale par valeur croissante d’une grandeur négative, elle est donc néga-
tive. Pour satisfaire la relation φ2 + ψ2 = HB ≤ 0, ψ2 doit être positive, de plus




Bdh ≥ 0 (E.6)



















Figure E.2 – Energie et coénergie pour la deuxième expression.









































(B −Br)T (B −Br)−BTrBr
]
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On peut faire la vérification, la somme est égale à :
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Annexe F
Phénomène de Gibbs et lissage H1
F.1 Oscillations locales
b b b b b b
bb b b b b b









Figure F.1 – Exemple unidimenssionnel d’oscillations. La fonction
source en bleu est discrétisée sur les intervales n, n = −5 . . . 5 et la fonction
cible est discrétisée par intervalles n/3, n = −15 . . . 15.
La projection de L2 tend à minimiser la distance en tout point du domaine
de projection. Hormis la non prise en compte des dérivées, cette solution semble
donc la meilleure qui puisse être obtenue. Cependant, la projection de L2 peut
s’avérer localement instable aux endroits où la fonction source varie rapidement.
Un phénomène analogue au phénomène de Gibbs pour les séries de Fourier apparaît
(Jiao et Heath 2004), et les erreurs locales obtenues avec cette méthode peuvent
être grandes.
Prenons l’exemple de deux cubes concentriques, comme présentés sur la figure
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F.2. Le cube rose supporte une solution uniformément égale à 1, prolongée par 0,
qui va être projetée sur le maillage du cube bleu.
Figure F.2 – Géométrie du problème composé de deux cubes concen-
triques d’arêtes respective 2 (en bleu, dont seule la demie partie inférieure
est représentée) et 1 (en rose).
Les résultats des différentes projections sont présentés sur la figure F.3. La
projection L2 (figure F.3, gauche) donne des valeurs inférieures et supérieures à 1
le long de l’interface (zones en bleu foncé et rouge foncé). La projection Hgrad avec
une constante de Sobolev α = 2.10−3 (figure F.3, droite) tends à lisser la solution
car elle prend en compte les dérivées des différentes fonctions, tendant à être élevées
à l’interface. La constante de Sobolev a été adaptée au cas étudié afin de minimiser
les sauts sans pour autant dégrader la solution de manière trop importante. Le
mauvais choix de cette constante peut entraîner, soit des performances égales à la
méthode L2 (α faible), ou au contraire un lissage inacceptable de la solution (α
important, figure F.3, à droite).
F.2 Choix de la constante de Sobolev
Il n’y a pas de choix a priori de la constante de Sobolev. Le terme en dérivées
partielles permet de limiter les oscillations locales mais doit rester globalement









Figure F.3 – Cubes concentriques – Résultat des projections L2 (à
gauche) et Hgrad avec une constante de Sobolev de 2.10−3 (au centre) et
2.10−2 (à droite).
faible devant le produit direct sous peine de lisser la solution. Les résultats nu-
mériques montrent qu’un rapport 10 en norme moyenne produit généralement de
bons résultats.
D’autre part, l’ajout d’un terme en dérivées partielles entraîne une forte sensibilité
d’échelle. Pour un cas donné, la constante doit varier avec h2c pour présenter un
comportement, avec la minimisation de Sobolev, proche de celui de la méthode
L2. La figure F.4 reprend le cas des deux cubes concentriques (paragraphe F.1).
Deux autres paires de maillages sont créées, l’un avec un facteur d’échelle de 102 et
l’autre de 10−2. La partie supérieure de la figure montre la modification apportée
dans la projection sans variation de la constante α. Pour la partie inférieure, α
varie comme h2c . La projection utilisant le produit de Sobolev devient sous cette
condition indépendante de l’échelle du problème.
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Maillage 100 : 1
a
Maillage 1 : 1
b











Figure F.4 – Effet d’échelle de la constante de Sobolev. Maillages res-
pectivement à l’échelle 100 (a, d), 1 (b, e) et 1/100 (c, f). Les deux figures
du centre (b, e) reprennent le cas test de la partie F.1. 1ère ligne (a, b,
c) : constante de Sobolev égale à 2.10−3. 2eme ligne (d, e, f) : α valant
2.101, 2.10−3 et 2.10−7, respectivement pour d, e et f.
Annexe G
Listes des figures, tableaux,
algorithmes et abréviations
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