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Abstract Using the Multivariate Decomposition Method (MDM), we develop an
efficient algorithm for approximating the ∞-variate integral













for a class of functions f that are once differentiable with respect to each variable.
MDM requires efficient algorithms for d-variate versions of the problem. Such algo-
rithms are provided by Smolyak’s construction which is based on efficient algorithms
for the univariate integration
I (f ) =
∫ ∞
0
f (x) e−x dx.
Detailed analysis and development of (nearly) optimal quadratures for I (f ) is the
main contribution of the current paper.
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1 Introduction
In this paper, we study efficient algorithms for approximating multivariate and ∞-
variate weighted integrals with the exponential probability density weight. That is,













and its extension to integrals of functions with countably many variables.
The algorithms use evaluations of f at points with only finitely many nonzero
coordinates. The cost of obtaining f (x) equals $(d) for a cost function $, where d is
the number of nonzero coordinates in x. The cost of an algorithm is the total cost of
such evaluations.
Theoretical results obtained here will be used in the future, as we plan to develop
and test algorithms for different types of probability density functions including the
exponential one. There is a growing interest in the complexity/tractability of ∞-
variate integration and/or approximation, see, e.g., [1–11, 13–16, 19–23, 25–27]. The
current paper is an addition to this list.
In the d-variate case, the integrands belong to the space Fd of functions that vanish
at x = (x1, . . . , xd) if at least one xj = 0. Moreover, the norm ‖f ‖Fd is given by the
L∞ norm of mixed first order partial derivatives of f .
In the ∞-variate case, the integrands are from the following space F = Fγ,q . For
a finite subset u = {u1, . . . , ud} of the set N of positive integers, let Fu be like the
space Fd for d = |u| with the only difference that the variables of functions from Fu
are xu1, . . . , xud instead of x1, . . . , xd . Then Fγ,q is the completion of the span of⋃










Here q ∈ [1,∞] and γ = {γu}u is a family of nonnegative numbers called weights.
Observe that, due to the vanishing aspect of fu(x) for x with some zero components,




fu with fu ∈ Fu. (1)
Recall that an ∞-variate problem is polynomially tractable if the minimal cost of
computing an ε-approximation is bounded from above by C ε−p for any ε ∈ (0, 1).
The minimal such exponent p is called the exponent of polynomial tractability
and denoted by ptrct. The problem is weakly tractable if this minimal cost is not
exponential in 1/ε.
We provide conditions on γ, q and $ for polynomial and weak tractabilities.
We also provide the exact value of ptrct for some special cases. In particu-
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lar, assume that the weights have the product order-dependent (POD for short)
form





with β2 > max(0, β1) and c > 0. (2)





β2 − 1 + 1/q
)
.
We stress that polynomial tractability is possible even if the cost function $ is expo-
nential in d . Weak tractability is possible even if $ is doubly exponential in d .
Moreover, the results are constructive.
Indeed, following [22] we apply the Multivariate Decomposition Method (MDM
for short) for our ∞-variate integration. This method evolved from the Changing
Dimension Algorithm introduced in [11]. It requires efficient algorithms for the
d-variate versions of the problem. Such algorithms are derived using Smolyak’s
construction [17] and the results of [24]. Smolyak’s construction requires efficient
algorithms for the univariate integration
I (f ) =
∫ ∞
0
f (x) e−x dx.
Detailed analysis and development of (nearly) optimal quadratures for the one
dimensional integration is the main contribution of the current paper. We propose to
use a weighted version of (composite) trapezoidal rules T ∗n at points





for i = 0, 1, . . . , n.
More precisely, the value of the quadrature is the integral of the piecewise linear
function p interpolating f at the points x∗n,i and such that p(x) = f (x∗n,n) for x ≥
x∗n,n. We show that the worst case error of T ∗n , i.e., sup‖f ‖F1≤1 |I (f ) − T ∗n (f )| =‖I − T ∗n ‖, satisfies
‖I − T ∗n ‖ (n + 1) = (1 + O(1/n)).
Hence T ∗n is nearly optimal, as we also prove that any algorithm using n points has
the worst case error larger than (n + 1)−1 in the space F1.
The error bounds of Smolyak’s algorithm for d-variate integration depend on
C1 := sup
j≥1
‖I − T ∗2j−1‖ · 2j
and C = max(C0/2, C2), where C0 = ‖I‖ = 1 and
C2 := sup
j≥1
‖T ∗2j−1 − T ∗2j−1−1‖ · 2j .
The dependence on C is essential since the error bounds of Smolyak’s algorithm are
proportional to (C/2)d−1. We prove that
C1 = 2 ‖I − T ∗1 ‖ = 1.00655 . . . and C2 = 2,
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so that C/2 = 1. The derivations of these constants combine analytic estimations
with some numerical computations.
We now comment on the choice of the L∞ norm and the first order derivatives for
the definition of the class of functions. The main reason was to have a relatively large
class of possible applications. Indeed, for unbounded domains, there are interesting
functions with f ′ bounded in L∞ norm, but not in Lp for any p ∈ (1,∞). This
includes f (x) = (x + 1)a for a ≤ 1. As for the 1st order derivatives (as opposed to
higher order derivatives), consider approximating the integral of







for a smooth univariate function g and positive numbers ψj that converge to zero suf-








Therefore, for specific functions g, it might be possible to estimate the norms of fu
and choose appropriate weights γu; see [9, 10] where this idea has been used for





Although there are results and various quadratures for weighted univariate inte-
gration, including Gaussian rules, we stress that none of them addresses the worst
case complexity and (nearly) optimal quadratures for the space of functions with
bounded ‖f ′‖L∞(R+). As mentioned above, this space is of significant importance
for problems involving ∞-variate integrals.
The paper is organized as follows. The weighted trapezoidal quadrature for the
univariate case is presented and the constants C1 and C2 are derived in Section 2. The
Smolyak’s construction for the d-variate case is in Section 3. Section 4 is devoted to
MDM for the ∞-variate case.
2 Quadratures for univariate weighted integrals
We consider a weighted integration of scalar functions f : [0,∞) → R,
I (f ) =
∫ ∞
0
f (x) ρ(x) dx,
where ρ is the exponential weight
ρ(x) = e−x . (3)
We assume that the integrands belong to the space F of functions f such that
f (0) = 0, f is absolutely continuous on any subinterval [0, T ], 0 < T < ∞, and the
norm
‖f ‖F := ess sup
0≤x<∞
|f ′(x)| < ∞.
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Note that








∣∣∣∣ ≤ ‖f ‖F
∫ ∞
0
e−t dt = ‖f ‖F .
Since this inequality is sharp, the functional I is continuous and its norm
‖I‖ = sup
‖f ‖F≤1
|I (f )| = 1. (4)
The integral I (f ) is approximated by the ρ-weighted composite trapezoidal rule
Tn(f ). That is, Tn(f ) = I (pf ), where pf is the piecewise linear function that
interpolates f at points xi ,
0 = x0 < x1 < · · · < xn < +∞,








xi+1 − xi −
e−xi − e−xi−1




xn − xn−1 .
We now find a formula for the error I (f ) − Tn(f ). The ‘local’ error for each of
the subintervals [xi−1, xi], 1 ≤ i ≤ n, equals∫ xi
xi−1






















Bn,i(x, t) = 1[t,xi ](x) −
x − xi−1
xi − xi−1 .
Here and elsewhere, 1D is the characteristic function of a set D ⊂ R. Similarly,∫ ∞
xn









Bn,n+1(x, t) = 1[t,∞)(x).
Summarizing, we have
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Bn,i(x, t) ρ(x) dx, xi−1 ≤ t < xi.
(xn+1 = ∞ by convention.)
For the exponential weight (3), these formulas take the following form. For xi−1 ≤



















xi − xi−1 +
t − xi−1
xi − xi−1 · e
−t + e
−xi − e−t
xi − xi−1 +
xi − t




xi − xi−1 + e
−t , (6)




Bn,n+1(x, t) e−x dx = e−t . (7)
We now analyze the worst case error of Tn in the space F . Recall that for any
algorithm An, this error is defined by
e(An, F ) := sup
‖f ‖F≤1
|I (f ) − An(f )|.
Since Tn depends linearly on f , we obviously have e(Tn, F ) = ‖I − Tn‖. Next,
by (5),




Direct calculations give∫ xi
xi−1













where xi−1 < zi < xi is such that
e−zi = e
−xi−1 − e−xi




|Kn(t)| dt = e−xn . Hence















Proposition 1 For any choice of the points {xi}ni=1 we have
e(Tn, F ) = ‖I − Tn‖ > 1/(n + 1).
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Even more, the worst case error of any algorithm An which uses n sample points is
larger than 1/(n + 1).
Proof Using some geometric arguments, we get that the right-hand side of (8) can
be estimated from below by the same expression, but with zi replaced by the center
of the interval [xi−1, xi]. Hence for each i,∫ xi
xi−1
























with 1 ≤ i ≤ n, in which
case e−x∗i /2 = 1 − i
n+1 and
‖I − Tn‖ > 1




(n + 1)2 =
1
n + 1 .
Since the ρ-weighted trapezoidal rule Tn is a central algorithm, see, e.g., [18], it
minimizes the worst case error among all (even nonlinear) algorithms An that use
given points {xi}ni=1. The proof is complete.
As in the proof above, consider





, 1 ≤ i ≤ n. (9)
Denote by T ∗n the weighted trapezoidal rule that uses these special points, with
T ∗0 = 0.
Theorem 1 We have




‖I − T ∗n ‖ (n + 1) = 2 ‖I − T ∗1 ‖ = 1.00655 . . . .
Hence T ∗n is nearly optimal.




















(n + 1)2 ,
where
Ak = 2k2 + 2k + 1 − 2k + 1ln(1 + 1/k) ,
Bk = 2k + 1ln(1 + 1/k) · ln
(
k + 1/2
k(k + 1) ln(1 + 1/k)
)
.
Hence, setting A0 = 2/3, B0 = 1/3, we have




We now estimate Ak and Bk from above using the Taylor expansion of ln(1 + x)










2 + 57k + 12
120k4 − 60k3 + 40k2 − 30k + 24
)
=: Âk. (10)













2 − k + 3
12k4 + 6k3 − 2k2 + k − 3
)
≤ 2k
2 − k + 3
12k4 + 6k3 − 2k2 + k − 3 ,
then we use ln(1 + x) ≥ x − x22 to get
2k + 1
ln(1 + 1/k) ≤
2k2(2k + 1)
2k − 1 .




3 + 14k2 + 7k − 3





k=1 k−2 = π2/6 < ∞, the bounds (10) and (11) on Ak and Bk,
respectively, already imply that
‖I − T ∗n ‖ (n + 1) =
∑n
k=0 (Ak + Bk)
n + 1 = 1 + O(n
−1).
To show the remaining part of the theorem, we numerically check that
max
0≤n≤9 ‖I − T
∗
n ‖ (n + 1) = 2 ‖I − T ∗1 ‖ = 1.00655 . . .
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Table 1 The values
‖I − T ∗n ‖ (n + 1) for
n = 2τ − 1
















and Â10 + B̂10 < 1.00655 . . .. Since Âk and B̂k are decreasing functions of k for
k ≥ 10, we have Âk + B̂k < 1.00655 . . . for k ≥ 10. Therefore,
‖I − T ∗n ‖ (n + 1) ≤
∑9





10 · (1.00655 . . .) + (n − 9) · (1.00655 . . .)
n + 1 = 1.00655 . . .
for any n ≥ 0, as claimed.
Table 1 shows numerically computed errors ‖I − T ∗n ‖ for specific values of n =
2τ − 1, 1 ≤ τ ≤ 15.
Remark 1 We want to stress that the choice of {x∗i }ni=1 is very close to, but formally
not optimal. Indeed, in the simplest case of n = 1, we have x∗1 = ln(4) ∼= 1.3863
and ‖I − T ∗1 ‖ ∼= 0.50328, while the optimal choice is x∗∗1 ∼= 1.3568 for which‖I − T ∗∗1 ‖ ∼= 0.50316.
We now estimate
‖T ∗2n+1 − T ∗n ‖ for n = 0, 1, 2, . . . .
This will be much needed in the next section for the error analysis of Smolyak’s
algorithm for multivariate integration. Note that the values |T2n+1(f ) − Tn(f )| are
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often used in constructions of various stopping criteria, e.g., in automatic integration
schemes. Since
T ∗2n+1(f ) − T ∗n (f ) =
(
I (f ) − T ∗n (f )





K∗2n+1(t) − K∗n (t)
) · f ′(t) dt,




n = K∗2n+1 − K∗n .
Using (6) and (7) we obtain that K∗n is piecewise constant. Specifically, for x∗i−1 ≤































where D2(x∗i−1, x∗i−1/2, x∗i ) denotes the second order divided difference for the
weight function ρ(x) = e−x . Similarly, for x∗i−1/2 ≤ t ≤ x∗i , 1 ≤ i ≤ n,
K
∗
n(t) = (x∗i−1/2 − x∗i−1) · D2(x∗i−1, x∗i−1/2, x∗i ).









where D1(x∗n, x∗n+1/2) is the first order divided difference for e−x , and for x∗n+1/2 ≤
t < ∞ we have K∗n(t) = 0. Finally,

























Plugging in the values of x∗i given by (9), we can produce more explicit formulas;
namely,































Theorem 2 For any n we have
1 − 1
4(n + 1) < ‖T
∗
2n+1 − T ∗n ‖ (n + 1) < 1.
















which can be verified by using ln(1 + x) ≥ 1
x
− 12x2 for the log on the left hand side,
and ln(1 + x) ≤ 1
x
− 12x2 + 13x3 for the log on the right hand side. Hence
‖T ∗2n+1 − T ∗n ‖ (n + 1) =
3/4 + ∑nk=1 ψ(k)
n + 1 >
n + 3/4
n + 1 = 1 −
1
4(n + 1) .
































= 2k − 1
2k2
to get
ψ(k) ≤ 1 + 10k + 1




where the last inequality is for k ≥ 2.
For 	 ≥ 1, let t	 be defined by the equation
max
0≤i≤	
‖T ∗2i+1 − T ∗i ‖ (i + 1) = 1 − t	.
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Table 2 The values
‖T ∗2n+1 − T ∗n ‖ (n + 1)
for n = 2τ−1 − 1
















Then for any n ≥ 	 + 1






























(1 − t	)(	 + 1) + (n − 	) + 512	
)
= 1 − 1
n + 1
(
t	(	 + 1) − 512	
)
.
Hence the inequality ‖T ∗2n+1 − T ∗n ‖(n + 1) < 1 holds for all n ≥ 	 + 1 if
t	 ≥ 512	(	 + 1) .
One can numerically check that this is true for 	 = 2. Since t2 > 0, this completes
the proof.
Table 2 shows ‖T ∗2n+1 − T ∗n ‖ for specific values of n = 2τ−1 − 1, 1 ≤ τ ≤ 15.
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3 Smolyak’s construction for d-variate integrals
We now pass to multivariate integration. We consider the space Fd of functions f :
[0,∞)d → R that vanish at x = (x1, x2, . . . , xd) if xi = 0 for at least one i ∈
{1, . . . , d}, are (locally) absolutely continuous with respect to each variable, and the
norm in Fd is
‖f ‖Fd := ess sup
x∈Rd+
∣∣∣f (1,...,1)(x)






Obviously, F1 = F . The space Fd is the completion of
span
{
f : f (x) =
d∏
i=1
fi(xi) where fi ∈ F
}
with respect to the norm ‖ ·‖Fd . In other words, Fd is the completion of the algebraic
d-fold tensor product
⊗d













(xi − ti )0+ dtd · · · dt1, (14)













is well defined, I1 = I , and the operator norm ‖Id‖ = ‖I1‖d = 1.
Consider now continuous linear functionals on F of the form Li(f ) =∑ni
k=1 ci,k f (xi,k) for i = 1, . . . , d . An example are the quadratures T ∗ni . Since the
algebraic tensor product
⊗d
i=1 F is dense in Fd , the tensor product
d⊗
i=1













can be uniquely extended to a continuous linear functional on the whole Fd .








We will use Smolyak’s construction [17] together with the results of [24] to pro-
duce cubatures for approximating the integrals Id(f ) for f ∈ Fd . That is, let τ be an
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integer greater than or equal to d , and let
Q(d, τ) :=
{
i ∈ Nd : ‖i‖	1 ≤ τ
}
be the set of i = [i1, . . . , id ] such that ik ≥ 1 and ‖i‖	1 =
∑d
k=1 ik ≤ τ . The
quadrature is given as





ik with j := T ∗2j−1 − T ∗2j−1−1. (15)
It was shown in [24, Lemma 2] that, in generic case, the worst case error of Ad,τ
defined as
‖Id − Ad,τ‖ = sup
‖f ‖Fd ≤1
|Id(f ) − Ad,τ (f )|,
depends on C0 = ‖I‖,
C1 := sup
j≥1
‖I − T ∗2j−1‖ · 2j and C2 = sup
j≥1
‖j‖ · 2j .
Specifically, letting C = max(C0/2, C2) we have











Actually, (16) was derived in [24] under the assumption that F , and consequently
Fd , are Hilbert spaces; however, the same derivation carries over directly to the
setting of the present paper. By (4) we have C0 = 1, and by Theorems 1 and 2
C1 = 2 ‖I − T ∗1 ‖ = 1.00655 . . . and C2 = 2,
so that the critical factor (C/2)d−1 in (16) is just 1.
Corollary 1 For any d and τ ≥ d , the worst case error of Ad,τ is bounded as
sup
‖f ‖Fd ≤1






Since the algorithm Ad,τ uses nested information, [24, Lemma 7] states that it
requires exactly






Remark 2 In the next section, we will use the above results together with some results
of [22]. For this reason we now restate the error bound (17) as follows. Denote
n + 1 = 2τ−d+1.
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1 + ln(n + 1)












This means that the bound (18) in [22] holds with
c = C1, C = eln 2 , αstd = 2, and α1 = α2 = 1.
4 Integration of ∞-variate functions
In this section we will use the results of the previous sections and results of [22].
4.1 Space Fγ,q
We denote by x = (x1, x2, . . . ) an infinite sequence (referred to as a point) of non-
negative reals xi , and by RN+ the set of such points, we will also use u to denote finite
subsets of N. For nonempty u, we will sometimes write
u = {u1, . . . , ud} with d = |u| and u1 < · · · < ud.
For u = ∅, let Fu denote the space like the space Fd with the only difference being
that the variables of functions from Fu are xu1, xu2, . . . , xud . For u = ∅, Fu is the
space of constant functions with the natural norm, ‖c‖F∅ = |c|.
Then the space Fγ,q is the completion of the span of functions in
⋃
u⊂N Fu with









fu with fu ∈ Fu.
Here q ∈ [1,∞] and γ = {γu}u⊂N is a family of nonnegative numbers, called
weights. The role of weights has been explained in many papers; they quantify the
importance of groups of variables listed in u’s. In particular, if γu = 0 then fu = 0.




fu with fu ∈ Fu.






, and for q =
∞ we have ‖f ‖Fγ,∞ = supu⊂N ‖f (1,...,1)u ‖∞/γu. Although some of the results below
hold for general weights, we restrict the attention to an important class of POD
weights, see, (2), that were introduced in [10].
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4.2 Integration problem
We are interested in efficient algorithms for approximating


































u < ∞ iff
∞∑
j=1
j−β2 q∗ < ∞.
Of course, for q∗ = ∞, ‖I∞‖ = maxu⊂N γu and (18) reduces to β2 > 0. From now
on we assume (18).
Remark 3 One could consider approximating integrals with the density of standard









−xi dx for g(xi) = f (λixi),
the problem with λi different from 1 is equivalent to the problem considered in
this paper; however, with the weights γu replaced by γu
∏
i∈u λi . In particular, the













As mentioned in the Introduction, we assume that each function f ∈ Fγ,q can be
evaluated at points x that have only a finite number d(x) of nonzero coordinates, and
the cost of such an evaluation is
$(d(x)).
Here $ : N ∪ {0} → R+ is a given monotonically increasing function, called cost
function. Then the cost of an algorithm is the total cost of the samples f (xi ) used by
it. For instance, the cost of A(f ) = ∑ni=1 ai f (xi) is equal to ∑ni=1 $(d(xi)).
4.3 Multivariate decomposition method
We use the following notation:
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In the first step of MDM, we construct a set U(ε) = U(ε, q) that is possibly small
and such that I(fu) can be approximated by zero for u /∈ U(ε). More precisely, for
q = 1, we take
U(ε) :=
{
u ⊂ N : γ¯u > ε2
}
.
For q > 1, take any κ satisfying






u ⊂ N : γ¯u ≥
(
ε










Since q∗/(κ · q∗ + 1) > 1/β, L(q∗, κ) is well defined. Of course, for q > 1, U(ε)
depends also on κ , U(ε) = U(ε, q, κ).
We have from [22, Thm. 2 and Prop. 3] that ∑u/∈U(ε) |I(fu)| ≤ ‖f ‖Fγ,q ε/2.
Moreover, |U(ε)| = O (ε−1/κ) for any κ ∈ (0, β2 −1/q∗). As in [15], one can verify
that
d(ε) = d(ε, q) := max
u∈U(ε)
|u| ≤ c · ln(1/ε)
ln(ln(e/ε))
(19)
for some positive constant c.






where Au,τu are Smolyak’s algorithms (15) adopted to the spaces Fu, i.e., instead of
x1, . . . , xd they work on variables xu1 . . . , xuq . For u = ∅ we have A∅,1 = f (0).
Remark 4 Although we do not know fu, their samples can be obtained from 2|u|
values of the function f , see [12] Then the cost of such sampling of fu is bounded
by 2|u| · $(|u|) ≤ 2d(ε) · $(d(ε)), where d(ε) is as in (19). Hence it is relatively small
even if $ is an exponential function.
The numbers τu depend on an additional parameter δ. This is why the algorithm
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for q > 1. Then
τu := |u| + max
(
0 , log2(hu + 1) − 1
)
.
Clearly hu + 1 ≤ 2τu−|u|+1 < 2 · (hu + 1). Following [22, Thm. 9, Prop. 10,
and Prop. 11] and Remark 2 we have
e(Aε,δ;Fγ,q) := sup
‖f ‖Fγ,q≤1
|I∞(f ) − Aε,δ(f )| ≤ ε · B(ε, q),
where
B(ε, q) = max
u∈U(ε)
(




















In general, if δ is too small, then the last sum may converge to infinity with ε
tending to zero. Hence there could be a trade-off between the exponent 2 δ of 1/ε and
the sum. However, if, in addition to δ ≥ 1/2, we have 2 δ > 1/(β2 − 1/q∗), then the
last sum is uniformly bounded for every ε > 0. Moreover,
B(ε, q) = ε−O(ln(ln(ln(1/ε)))/ ln(ln(1/ε)))
as ε → 0. This yields the following theorem.
Theorem 3 Suppose that β2 > 1/q∗.









If, additionally, $(d) = (d), then we have equality above.
(ii) If $(d) = eeO(d) , then the problem is weakly tractable.
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