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NON-SUBELLIPTIC ESTIMATES FOR THE
TANGENTIAL CAUCHY-RIEMANN SYSTEM
HEUNGJU AHN, LUCA BARACCO, GIUSEPPE ZAMPIERI
Abstract. We prove non-subelliptic estimates for the tangential
Cauchy-Riemann system over a weakly “q-pseudoconvex” higher
codimensional submanifold M of Cn. Let us point out that our
hypotheses do not suffice to guarantee subelliptic estimates, in gen-
eral. Even more: hypoellipticity of the tangential C-R system is
not in question (as shows the example by Kohn of [14] in case of
a Levi-flat hypersurface). However our estimates suffice for exis-
tence of smooth solutions to the inhomogeneous C-R equations in
certain degree.
The main ingredients in our proofs are the weighted L2 estimates
by Ho¨rmander [12] and Kohn [14] of §2 and the tangential ∂¯-
Neumann operator by Kohn of §4; for this latter we also refer to
the book [5]. As for the notion of q pseudoconvexity we follow
closely Zampieri [19]. The main technical result, Theorem 2.1,
is a version for “perturbed” q-pseudoconvex domains of a similar
result by Ahn [1] who generalizes in turn Chen-Shaw [5].
1. q-pseudoconvexity in higher codimension
Let M be a real generic submanifold of Cn of codimension l and
of class C i, i ≥ 4, defined by a system of l independent equations
ρh = 0, h = n − l + 1, . . . , n. We denote by ρ the vector valued func-
tion with components ρh. Let TM denote the tangent bundle to M ,
TCM = TM∩iTM the complex tangent bundle, T 1,0M and T 0,1M the
subbundles of C ⊗R T
CM of holomorphic and antiholomorphic forms
respectively. Let Lρ, resp. LM , be the Levi form of ρ, resp. M , which
is the Hermitian form defined, in a system of complex coordinates
z = x + iy for Cn, by the matrix
(
∂2ziz¯jρ
)
, resp.
(
∂2ziz¯jρ
)∣∣∣
TCM
. Let
T ∗MC
n denote the conormal bundle toM consisting of those (0, 1) forms
whose real part vanish over TM and set T˙ ∗MC
n = T ∗MC
n \ {0}. Note
that the set of the ∂ρh’s are a basis for T ∗MC
n. Identify in this basis
Rl 7→ (T ∗MC
n) |z z ∈ M by a 7→ ξ :=
∑
h ah∂ρ
h(z); this yields an iden-
tification T ∗MC
n ≃ M × Rl and T˙ ∗MC
n/R+ ≃ M × Sl−1 where Sl−1 is
the spherical surface of dimension l−1. Set ∂2ziz¯jρ
ξ =
∑
h ah∂
2
ziz¯j
ρh and
1
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define Lξρ(z) =
(
∂2ziz¯jρ
ξ(z)
)
ij
and
(1.1) LξM(z) =
(
∂2ziz¯jρ
ξ(z)
)
ij
∣∣∣∣
TCM
(z, ξ) ∈M × Sl−1.
The form LξM(z) is called the “microlocal” Levi form of M at z in
codirection ξ. Note that the Levi form is independent of the choice of
a system of equations ρ = 0 for M .
Definition 1.1. We will deal with the assumption that there exists a
smooth subbundle Vqo = Vqo(x,ξ) of T
CM of rank qo ≤ q such that for
any bundle Vq+1 of rank q + 1 we have
(1.2)
trace
(
LξM(z)
) ∣∣
Vq+1
(z,ξ)
− trace
(
LξM(z)
) ∣∣
Vqo
(z,ξ)
≥ 0 ∀(z, ξ) ∈M × Sl−1.
We will deal also with the local version of (1.2) at zo in which the
condition holds for any (z, ξ) ∈M ′×Sl−1 where M ′ is a neighborhood
of zo inM . Let us denote by λj = λ
ξ
j(z) the eigenvalues of LM = L
ξ
M(z)
ordered as λ1 ≤ λ2 ≤ · · · ≤ λn−l, and by s+ = s+(z, ξ), s− =
s−(z, ξ), s0 = s0(z, ξ) the numbers of its respectively positive, neg-
ative, and null eigenvalues; note that s+(z,−ξ) = s−(z,+ξ). We con-
sider an orthonormal basis {ωj}j≤n of (1, 0) forms and the dual ba-
sis {∂ωj}j≤n of (1, 0) vector fields. We make our choice so that ωj =
∂ρj−n+l for any j ≥ n− l + 1 and decompose the basis into {ω′j}j≤n−l
and {ω′′j }j≥n−l+1, and use the similar decomposition for the dual basis
{∂′ωj}j≤n−l and {∂
′′
ωj
}j≥n−l+1. If we change the partial basis {ω′j} so that
Vqo = Span{Re ∂ωj}j≤qo, then (1.2) reads as
(1.3)
∑
j≤q+1
λξj(z)−
∑
j≤qo
ρξjj(z) ≥ 0 ∀(z, ξ) ∈M × S
l−1.
Note that (1.3) implies the similar property with q + 1 replaced by
any k ≥ q + 1. In fact if (1.3) holds, then λq+1 ≥ 0 and hence λj ≥
0 ∀j ≥ q + 1. Thus the terms λj with q + 2 ≤ j ≤ k can be added
to the left hand side of the inequality without destroying it. In case
q = 0, condition (1.3) reduces to λ1 ≥ 0 which means that LM is
positive semi-definite: thus M is pseudoconvex in the classical sense.
For LM non-degenerate and with q = s−, we regain the classical notion
of strong q-pseudoconvexity (cf. for instance [12]). In the weak case,
that is when in (1.2) or (1.3) we have weak inequalities, our condition
goes back to [11] and, more closely, to [19]; it was also recently refined
by [1]. Before entering algebraic details about (1.2) or (1.3) we wish to
discuss some examples. In all of them we have q = qo.
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Example 1.2. We fix a point zo and set q = sup
ξ
(s−(zo, ξ) + s
0(zo, ξ)).
Note that s− + s0 is upper semicontinuous in z and ξ and integer
valued; hence it attains a local maximum at any point. In particular
q remains unchanged if we take the supremum also with respect to
z in a neighborhood of zo. We choose ξo where s
− + s0 attains the
global maximum in Sl−1. Let Vq(zo,ξo) be the span of the negative and
null eigenvectors at (zo, ξo) that we identify to the span of the first q
coordinate vectors. We have
(1.4)
∑
j≤q+1
λξoj (zo)−
∑
j≤q
ρξojj(zo) ≥ λ
ξo
q+1(zo) > 0.
Hence if we move (z, ξ) near (zo, ξo) it remains true, by continuity, that
(1.4) is > 0. In general, for any (z, ξ), we can choose Vq(z,ξ) such that∑
j≤q+1 λ
ξ
j(z) −
∑
j≤q ρ
ξ
jj(z) > 0, though the difference in the left side
needs not to coincide with λξq+1(z). By a partition argument over the
unit circle Sl−1, we get (1.4) for all (z, ξ) ∈ M ′ × Sl−1 where M ′ is
a neighbourhood of zo. The above condition is considered by Naci-
novich in [17] where existence theorems for the tangential ∂¯ system
are derived. Our task is to refine the above criterion and move q to
lower values.
Example 1.3. LetM be a hypersurface; in this situationM×S0 consists
of just two components (z,±ξ). We write λ±j (z) instead of λ
±ξ
j (z), s
±(z)
instead of s±(z,+ξ) and so on; note that s±(z) = s−(z,∓ξ). In this
situation (1.3) means the existence of two bundles Vqo+ and V
qo
− resp.,
such that in the two systems in which these bundles are reduced to the
span of the first qo coordinate vectors, we have
(1.5)
∑
j≤q+1
λ±j (z)−
∑
j≤qo
ρ±jj(z) ≥ 0.
According to Example 1.2 a first rough index q for which (1.3) holds
in M ′ × Sl−1 for a neighbourhood M ′ of zo, is
(1.6) q = sup(s−(zo), s
+(zo)) + s
0(zo).
In some cases we can do better. For instance, assume that s−(z) is
constant for z close to zo. Then λ
+
s− < 0 ≤ λ
+
s−+1 and hence the negative
eigenvectors span a bundle Vs
−
+ that, identified to the span of the first s
−
coordinate vectors, yields
∑
j≤s−+1 λ
+
j (z)−
∑
j≤s− ρ
+
jj(z) ≥ 0. Of course,
the same can be said in case s+(z) is constant. For the bundle Vs
+
− of
the positive eigenvectors, identified to the first s+ vectors, we have∑
j≤s++1 λ
−
j (z) −
∑
j≤s+ ρ
−
jj(z) ≥ 0. Thus if both s
±(z) are constant,
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or equivalently if the corank s0(z) is constant, then we have (1.3) at zo
for
q = sup(s−, s+).
Thus we succeeded in decresing by s0 the value of q with respect to
(1.6).
We want to consider a variant of conditions (1.2) or (1.3) that we
need first to express in new terms. For ordered multiindices J = j1 <
j2 < ... < jk of length |J | = k, let us consider vectors w = (wJ).
Decompose J = jK with |K| = k − 1 and write wjK = sign
(
jK
J
)
wJ
where
(
jK
J
)
is the permutation which orders jK. We will deal with
the class of tangential forms; these are the forms w = (wJ) such that
any coefficient wJ is 0 if J contains some index j = n − l + 1, . . . , n.
Sometimes we denote these forms by the alternative notation wτ . We
will denote by
∑′ summation over ordered indices. One checks that
(1.3) is equivalent to
(1.7)
∑′
|K|=k−1
∑
ij≤n−l
ρξij(z)wiKw¯jK −
∑′
|J |=k
∑
j≤qo
ρξjj|wJ |
2 ≥ 0
for any tangential form w of length k ≥ q + 1, and ∀(z, ξ) ∈M × Sl−1.
Along with (1.7) we will also consider the condition
(1.8)
∑′
|K|=k−1
∑
ij≤n−l
ρξij(z)wiKw¯jK −
∑′
|K|=k−1
∑
j≤qo
ρξjj(z)|wjK |
2 ≥ 0
for any tangential form w of length k ≥ q + 1, and ∀(z, ξ) ∈M × Sl−1.
One can also consider some intermediate condition between (1.7) and
(1.8) in which for part of the indices j ≤ qo one takes J = jK and
for the remaining indices one takes all J without requiring j ∈ J . For
q = sup
ξ
(s− + s0), (1.7) holds according to Example 1.2; in this case
one sees that (1.8) is also fulfilled. But we can also discuss some cases
of (1.8) which do not fit (1.7).
Example 1.4. Let M1 × M2 ⊂ Cn1 × Cn2 be quadric hypersurfaces
given by diagonal equations. Thus L±Mi i = 1, 2 are diagonal at any z.
We define qi = sup(s
+
Mi
, s−Mi), denote by V
qi the span in T 1,0M of the
non-null eigenvectors, and put
q = sup(n1 − 1 + q2, n2 − 1 + q1).
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Consider a point, say ξ = (0,+ξ2), and take Vn1+q2 = TCM1 ⊕ Vq2
where Vq2 contains the span of the s− negative eigenvectors. We have
(1.9)
∑′
|K|=k−1
∑
ij≤n1−1
ρ±ij(z)wiKw¯jK −
∑′
|K|=k−1
∑
j≤n1−1
ρ±jj(z)|wjK |
2
+
∑′
|K|=k−1
∑
n1+1≤i j≤n1+n2−2
ρ+ij(z)wiKw¯jK−
∑′
|K|=k−1
∑
n1+1≤j≤n1+q2
ρ+jj(z)|wjK |
2
≥ λ+q2+1|wn1+q2+1|
2 + · · ·+ λ+k−n1|wk|
2 ≥ 0.
The above discussion applies for instance to the manifold in Cn1+n2
defined by the equations
(1.10)
{
yn1 = |z1|
2 − |z2|2,
yn1+n2 = |zn1+1|
2 − |zn1+2|
2.
Here qi = 1 for i = 1, 2 and therefore (1.8) is satisfied for q =
sup(n1, n2) + 1.
We refine now our choice of the basis of (1, 0) forms to make it better
adapted to M . We first choose our equations ρh = 0 h = n− l+1, ..., n
having orthonormal differentials alongM . We extend the system of the
∂ρh|M to an orthonormal system {ω
′′} which spans Span{∂ρh} even
ouside of M . We then take an orthonormal completion {ω′} of {ω′′}
and denote by {∂′ω, ∂
′′
ω} the dual system of (1, 0) vector fields. Note
that by our choice we have ∀j, k
(1.11) ∂′ωjρ
k ≡ 0 ∂′′ωjρ
k ≡ κjk on C
n,
where κjk is the Kronecker symbol. We introduce now the spaces of
forms of type (0, k); in a basis {ωj} they can be written as u =∑′
|J |=k
uJ ω¯J |J | = k with coefficients in spaces of various kind such as
C∞(Cn) or L2(Cn) or, for a positive function ϕ, L2ϕ(C
n) that is the
space of functions which satisfy ||uJ ||ϕ :=
(∫
e−ϕ|uJ |2dV
) 1
2 < ∞. We
will denote by C∞k , L
2
k, (L
2
ϕ)k the above defined spaces, and also denote
them by the common symbol Λk when we want not to stress attention
to the kind of the coefficients. We denote by Ck the restriction to M
of the ideal of Λk engendred by ρ and ∂¯ρ, and define the space of
tangential forms on M as the orthogonal complement of Ck in Λk:
Tk = C
⊥
k .
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Any tangential form can be represented as the restriction to M of a
form satisfying the ∂¯-Neumann conditions on M :∑
j=1,...,n
ρhjujK
∣∣
M
= 0 ∀h = n− l + 1, ..., n ∀K,
where we have used the notation ρhj for ∂ωjρ
h. Let us take an orthonor-
mal frame {ωj} satisfying the above conditions and in particular (1.11).
Let us decompose any u as u = uτ + uν where in uτ we collect coef-
ficients corresponding to indices J such that n − l + 1, . . . , n /∈ J and
in uν the remaining ones. The fact that u|M satisfies the ∂¯-Neumann
conditions reads
(1.12) uν(z)|M ≡ 0 ∀z ∈M.
It is obvious that (1.12) implies ∂′ωju
ν |M ≡ 0 ∀K. We can see that
we may choose, among representatives of a tangential form, one which
satisfies
(1.13) uν(z) ≡ 0 ∀z ∈ Cn.
We also choose the extension of u from M to Cn so that for all co-
efficients we have that ∂′′ω¯juJ |M is nearly 0 according to the following
considerations.
Proposition 1.5. Let M have class Cm+1 and be locally defined at 0
by y′′h = gh for gh(0) = 0, ∂gh(0) = 0. Then there is a local system of
vector fields L¯h h ≥ n−l+1 of class Cm and type (0, 1) with L¯h(0) = ∂z¯h
such that for any function f ∈ Cm(M) there exists an extension f˜ in
C
n such that {
L¯hf˜ |M ≡ Om,
f˜ |M ≡ f,
(where the symbol Om denotes an infinitesimal of order m with respect
to the distance to M).
Proof. We consider the parametrization of M :
G : Cn−l × Rl →M, (z′, x′′) 7→ (z′, x′′ + ig(z′, x′′)).
We extend G to G˜ which is m-holomorphic along M that is
G˜ : Cn−l × Cl → Cn, (z′, z′′) 7→ (z′, z′′ + ig˜(z′, z′′)),
such that
(1.14) ∂z¯′′
h
g˜|Cn−l×Rl = O
m.
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This statement belongs to the family of Whitney’s extension theorems.
Given f , we define fo := f ◦ G, extend fo to f˜o from Cn−l × Rl to
Cn−l × Cl with the property
(1.15) ∂′′z¯ f˜o|Cn−l×Rl = O
m,
and set f˜ := f˜o ◦ G˜
−1. We also define
L¯h = G˜∗∂
′′
z¯h
h ≥ n− l + 1.
It is clear that each L¯h is of type (0, 1) along M due to (1.14). We also
have
(1.16)
{
L¯h ∼ ∂′′z¯h due to ∂gj(0) = 0 ∀j,
L¯hf˜ |M = ∂′′z¯h f˜o|Cn−l×Rl = O
m due to (1.15).

Remark 1.6. Let {ωj} be an orthonormal system of (1, 0)-forms with
ω′′h = ∂ρ
h, h ≥ n − l + 1 for a system of equations ρh = 0 of M such
that ∂ρh(0) = dzh. If z ∈ Cn is close to M and z∗ is the point on M of
minimal distance, we have
∂ω¯k(z) = ∂ω¯k(z∗) +O(|z − z
∗|), ∀k such that 1 ≤ k ≤ n.
For h ≥ n− l + 1, write
∂′′ω¯h|M =
∑
i≥n−l+1
biL¯i|M +
∑
j≤n−l
aj∂
′
ω¯j
|M ;
note that the aj ’s and the bi’s for i 6= h are small. Thus, if f˜ satisfies
the conclusions of the preceding proposition we have
(1.17) ∂′′ω¯h f˜(z) =
∑
j≤n−l
aj∂
′
ω¯j
f(z) +O(|z − z∗|),
for small aj ’s.
We let
ρ˜ =
|ρ|2 − ǫ2
2ǫ
,
and define the system of “tuboidal” neighbborhoods of M adapted to
the frame ω by
Uǫ = {z ∈ C
n : ρ˜(z) < 0}.
Let |ρ(z)| = ǫ and a = ǫ−1(ρh(z))h; recall that we are identifying a
to a cotangent vector ξ the one with coordinates a in the system of
1-forms ∂ρh, h = n − l + 1, ..., n; note that ξ is conormal to ∂Uǫ. Let
C
n → M, z 7→ z∗ be any transversal projection. We have, if ρ is Ck
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and keeping the assumption that z belongs to ∂Uǫ and z
∗ is the point
of minimal distance on M all through the sequel:
(1.18) |ρhij(z)− ρ
h
ij(z
∗)| = O(ǫ) ∀h, ∀ij.
We also have
Lρ˜ = ǫ
−1
∑
h
∂ρh ⊗ ∂¯ρh + ǫ−1
∑
h
ρhLρh
= ǫ−1
∑
h
∂ρh ⊗ ∂¯ρh + Lξρ.
(1.19)
We write u′·K = (uiK)i≤n−l, u
′′
·K = (uiK)i≥n−l+1. It follows for any K
(1.20) Lρ˜(u·K, u¯·K) ≥ ǫ
−1|u′′·K|
2+Lξρ(u
′
·K, u¯
′
·K)−c1|u
′
·K||u
′′
·K|−c2|u
′′
·K|
2,
and hence
(1.21) Lρ˜(z)(u·K , u¯·K) ≥
ǫ−1
2
|u′′·K|
2 + Lξρ(z
∗)(u′·K, u¯
′
·K)− O(ǫ)|u
′
·K|
2.
By combining (1.18) and (1.21) and by taking summation on K, we
get the proof of the following statement which describes how (1.7) is
affected when z is no more a point of M , and u is not necessarily a
tangential form.
Theorem 1.7. Let M satisfy (1.3); then
(1.22)
∑′
|K|=k−1
∑
ij=1,...,n−l
ρ˜ij(z)uiK u¯jK −
∑′
|J |=k
∑
j≤qo
ρ˜jj(z)|uJ |
2 ≥ −O(ǫ)|u|2
∀z ∈ ∂Uǫ and ∀u of length k ≥ q + 1.
One has also a local version of Theorem 1.7 in a neighborhood of zo.
Remark 1.8. If, instead of (1.3), we assume (1.8), then we have the
similar conclusion as (1.22) but with the second term in the left con-
taining only the indices for which j ∈ J , or equivalently those in the
form J = jK.
Remark 1.9. The coefficients aij of the basis of forms {ωi} in which
(1.22) holds are singular in M . In particular forthe normal vector fields
we have that (∂′′ωh + ∂
′′
ω¯h
)aij ∀h ≥ n− l grow as |ρ|−1. However, for the
tangential vector fields, we have that ∂′ωkaij, ∂
′
ω¯k
aij ∀k ≤ n − l and
1
2i
(∂ωh − ∂ω¯h)aij ∀h ≥ n− l + 1 are bounded.
Remark 1.10. It follows from Theorem 1.2 that M has a fundamen-
tal system of neighborhoods which are “almost” q-pseudoconvex. In
general these neighborhoods cannot be q-pseudoconvex as shows the
example by Diederich-Fornaess of non-trivial “nebenhu¨lle”.
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Recall that ∂′ωkρ
h ≡ 0 and that ∂′′ωkρ
h = κhk. It follows
∑
h
ρhij ρ˜h|z =
∑
h
ρhijǫ
−1
∑
k
ρk∂ωhρ
k|z
=
∑
h
ρhijǫ
−1ρh|z = ρ
ξ
ij(z) for z ∈ ∂Uǫ and ξ := ǫ
−1
∑
h
ρh∂ρh.
(1.23)
Choose any transversal projection z 7→ z∗; we have
(1.24)
∑
h
ρhij(z)ρ˜h(z)(u, u¯) = ρ
ξ
ij(z
∗)(u, u¯) +O(ǫ)|u|2 for z ∈ ∂Uǫ.
This gives the proof of the following
Proposition 1.11. Let M satisfy (1.3). Then
(1.25)
∑′
|K|=k−1
∑
ij=1,...,n−l
∑
h
ρhij(z)ρ˜h(z)uiK u¯iK
−
∑′
|J |=k
∑
j≤qo
∑
h
ρjj(z)ρ˜h|uJ |
2 ≥ −O(ǫ)|u|2,
for any z ∈ ∂Uǫ and for any form u = u(z) (not necessarily satisfying
∂¯-Neumann conditions on M) of order k ≥ q + 1.
Again, we have a local version at zo of this statement and also a
variant under the assumption (1.8).
Definition 1.12. We say that M is q-pseudoconvex, resp. locally q-
pseudoconvex at zo, when (1.2) or (1.8) are fulfilled for any (z, ξ) ∈
M ×Sl−1, resp. for any (z, ξ) ∈M ′×Sl−1 for a neighborhood M ′ of zo.
2. L2 estimates for the ambient ∂¯ system
We denote by u(z) = (uJ(z)) z ∈ M ⊂ Cn, a form of type (0, k)
satisfying the ∂¯-Neumann conditions; most of times its coefficients are
supposed to be smooth. We also suppose that the orthonormal frame
{ω′, ω′′} and the extension u satisfy all conditions listed in §1 includ-
ing Proposition 1.5 and the related remark. In particular uν ≡ 0 also
outside M and
(2.1) ∂′′ω¯huJ =
∑
j≤n−l
aj∂
′
ω¯j
uJ +O(|ρ|),
with small coefficients aj. We denote by || · ||H0(M) or || · ||H0(Uǫ) the
H0 = L2 norms onM and Uǫ respectively; for any real positive function
ϕ we denote by H0ϕ the L
2 norms with weight e−ϕ. We will make our
choice of ϕ as ϕ = (t+c)|z|2 for a large parameter t and for a constant c
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depending on the coefficients of the ωj ’s. We denote by ∂¯ , resp. ∂¯
′, the
complex on antiholomorphic forms associated to all antiholomorphic
vector fields ∂ω¯j , 1 ≤ j ≤ n, resp. to ∂
′
ω¯j
, 1 ≤ j ≤ n − l. We denote
by ∂¯∗, resp. ∂¯′∗ the H0ϕ-transposed; note that ∂¯
∗ = ∂¯′∗ + O(|ρ|) over
∂¯-Neumann forms. We will still denote by Uǫ the intersection of the
tube Uǫ with a suitable sphere centered at zo.
Theorem 2.1. Let M be q-pseudoconvex at zo. Then for any ∂¯-
Neumann form u of degree k ≥ q + 1 with support whose coefficients
satisfy (2.1), and for any large real t, we have
(2.2)
t
2
||u||2H0ϕ(Uǫ) ≤ ||∂¯
′∗u||2H0ϕ(Uǫ) + ||∂¯
′u||2H0ϕ(Uǫ) + o(ǫ
l).
Proof. We will only give the proof under the asumption (1.7) in local
form, the case of (1.8) being analogous. We also point out that by
cutting the tube Uǫ by a sphere we still have a domain which satis-
fies (1.22) and (1.25) in each smooth part of the boundary. Also, in
the integrations by parts, some integrals in the 2-codimensional strata
appear. But these are positive and so we can neglect them or equiva-
lently we can assume from the beginning that Uǫ is compact, smooth
and satisfies (1.22) and (1.25). The proof is closely related to that by
Ahn [1] who deals with a q pseudoconvex domain and gets the similar
estimate as (2.2) without the error term o(ǫl). We simplify our notation
and write || · ||ϕ instead of || · ||H0ϕ(Uǫ) all through the proof. We also
drop the symbol ′ in most of notations: it will be understood that our
indices will generally vary between 1 and n− l. We set ϕj = ∂ωjϕ and
define
δωj = ∂ωj − ϕj;
Hence δωj is the transposed of −∂ω¯j in the weighted H
0
ϕ scalar product
apart from a 0-order operator which depends on tangential derivatives
of the coefficients of the forms ωj ’s. We have
(2.3)
∑′
|K|=k−1
∑
ij=1,...,n−l
∫
Uǫ
e−ϕ
(
δωiuiKδωjujK − ∂ω¯juiK∂ω¯iujK
)
dV
+
∑′
|J |=k
∑
j=1,...,n
∫
Uǫ
e−ϕ|∂ω¯juJ |
2dV ≤ 2(||∂¯′∗u||2ϕ + ||∂¯
′u||2ϕ) +R
1,
where R1 is an error term which only involves integration of |u|2 and
not of its derivatives. We will use the notation “s.c.”, resp. “l.c.”, to
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denote small constants, resp. large constants. We have
(2.4)
||∂′∂ωjuJ ||
2
ϕ = ||δ
′
ωj
uJ ||
2
ϕ+
∫
Uǫ
e−ϕ
[
δ′ωj , ∂ω¯j
]
uJ u¯JdV + R
2
jj ∀j ≤ n− l,
where R2jj can be estimated both by s.c.||∂ω¯juJ ||
2
ϕ + l.c.||uJ ||
2
ϕ or
s.c||δωjuJ ||
2
ϕ + l.c.||u||
2
ϕ. In fact the boundary integrals which arise in
the integrations by parts for interchanging ∂′∂ωj with δ
′
ωj
are 0 due to
(1.11) that is ∂′ωjρ ≡ 0. We rewrite now the integrals of ∂ω¯juiK∂ω¯iujK
in the left side of (2.3). Integration by parts yields
(2.5)
∫
Uǫ
e−ϕ∂ω¯juiK∂ω¯iujK =
∫
+∂Uǫ
e−ϕ∂ω¯j (uiK)ρ˜iu¯jKdV
−
∫
Uǫ
e−ϕδωi∂ω¯j (uiK)u¯jKdV + R
3
ij ,
where R3ij is an error which involves integrals of u¯jK∂ω¯juiK . Again, in
(2.5) the boundary integral is 0: in fact, since i ≤ n − l, then ρ˜i ≡ 0
(where we are using as always the notation ρ˜i = ∂ωi ρ˜). We also have
(2.6)
∫
Uǫ
e−ϕδωiuiKδωjujKdV =
∫
+∂Uǫ
e−ϕ ¯˜ρj u¯jKδωiuiKdV
−
∫
Uǫ
e−ϕ∂ω¯jδωiuiK u¯jKdV + R
4
ij ,
where R4ij involves integrals of δωiuiK u¯jK . Again, the boundary integral
in (2.6) is 0 due to (1.11) and (1.13). Thus in the left side of (2.3) we
use (2.5), (2.6) in the first two terms for any i and j and next (2.4) in
the third, but now only for j ≤ p. In this way we can rewrite the left
side of (2.3) as
(2.7)

 ∑′
|K|=k−1
∑
ij=1,...,n−l
∫
Uǫ
e−ϕ
[
δωi , ∂ω¯j
]
uiKu¯jKdV
−
∑′
|J |=k
∑
j≤qo
∫
Uǫ
e−ϕ
[
δωj , ∂ω¯j
]
uJ u¯JdV


+

∑′
|J |=k
∑
j≤qo
∫
Uǫ
e−ϕ|δωjuJ |
2dV +
∑′
|J |=k
∑
j≥p+1
∫
Uǫ
e−ϕ|∂∂ωjuJ |
2dV

+R5,
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where R5 is the sum of the R2jj’s (for j ≤ q), the R
3
ij ’s and the R
4
ij ’s.
We denote by S the second term in (2.7) that is (
∑′
|J |=k
∑
j≤qo
·+
∑′
|J |=k
∑
j≥p+1
·).
The terms R2 were already estimated. As for the remaining we clearly
have an analogous estimate
(2.8) Ri ≤ s.c.S + l.c.||u||2ϕ ∀i ≥ 2.
Clearly an estimate of the type (2.8) also holds for R1. We pass now
to compute the commutators
[
δωj , ∂ω¯j
]
. Let (chij) be the matrix of the
2-form ∂ω¯h; note that since for h ≥ n − l + 1, we have ωh = ∂ρ
h, then
(chji) = (ρ
h
ij) is the matrix of the Levi-form Lρh . The identity ∂¯∂ = −∂∂¯
yields
(2.9)
[
∂ωi , ∂ω¯j
]
=
n∑
h=1
chji∂ωh −
n∑
h=1
c¯hij∂ω¯h .
We denote by (ϕij) the matrix of Lϕ which coincides, up to an error
term, with (t+ 2c)κij . We get
[
δωi , ∂ω¯j
]
=
[
∂ωi − ϕi, ∂ω¯j
]
=
[
∂ωi , ∂ω¯j
]
−
[
ϕi, ∂ω¯j
]
= ϕij +
∑
h
chjiδωh −
∑
h
c¯hij∂ω¯h
= ϕij +
∑
h≥n−l+1
ρhij(δωh − ∂ω¯h) +
∑
h≤n−l
(chjiδωh − c¯
h
ij∂ω¯h).
(2.10)
Integration by parts yields, on account of (1.11):∫
Uǫ
e−ϕ|c¯hij∂ω¯huJ u¯I |dV ≤ l.c.||u||
2
ϕ + s.cS ∀h ≤ n− l,
and ∫
Uǫ
e−ϕ|chjiδωhuJ u¯I |dV ≤ l.c.||u||
2
ϕ + s.c.S ∀h ≤ n− l.
For h ≥ n− l+1, we want to interchange δωh with ∂ω¯h in our integrals;
we have
(2.11)
∑
h≥n−l+1
∫
Uǫ
e−ϕρhijδωhuJ u¯IdV =
∑
h≥n−l+1
∫
+∂Uǫ
e−ϕρhijρ
ǫ
huJ u¯IdV
−
∑
h≥n−l+1
∫
Uǫ
e−ϕρhijuJ∂ω¯huIdV +R
7,
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Here, for the error term we have the estimate R7 ≤ c||u||2ϕ + o(ǫ
l). In
fact the coefficients of the vector fields ∂ω¯h for h ≥ n − l + 1 are non-
singular at M . The key point is that the boundary integral in (2.11)
is positive due to our assumption of q-pseudoconvexity as restated in
Proposition 1.11. By discarding the positive boundary integrals we are
thus reduced to integrals involving only terms of type ∂ω¯huJ u¯I for h ≥
n− l+1. These latter are in turn reduced to terms of type ∂ω¯juJ u¯I for
j ≤ n − l due to the choice of the distinguished representative of the
form u whose coefficients satisfy in particular (2.1). Summarizing up,
(2.7) can be rewritten as
∑′
|K|=k−1
( ∑
ij=1,...,n−l
∫
Uǫ
e−ϕϕijuiK u¯jKdV −
∑
j≤qo
∫
Uǫ
e−ϕϕjj|uJ |
2dV
)(2.12)
+
∑′
|K|=k−1
( ∑
ij=1,...,n−l
∫
∂Uǫ
e−ϕρξijuiK u¯jK −
∑
j≤qo
∫
∂Uǫ
e−ϕρξjj|uJ |
2dV
)(2.13)
+S +R8,(2.14)
with R8 having the same estimate as prior error terms and with ξ =
∂ρ˜. Finally, by Proposition 1.11, the term in (2.13) is bigger than
−O(ǫ)
∫
∂Uǫ
|u|2dV = −O(ǫl)||u||2H0ϕ(M) + o(ǫ
l) = −c′||u||2H0ϕ(Uǫ) + o(ǫ
l).
Note that the term in (2.12) is bigger than (t + c)||u||2ϕ for large t. If
we then choose c which takes care of c′ and of the large constant for
the estimate of R8, we get from (2.3) the conclusion of the theorem.

3. Tangential estimates
We recall that we are choosing an orthonormal basis of (1, 0) forms
{ω} = {ω′, ω′′} satisfying
∂′ωjρ
h ≡ 0, ∂′′ω¯jρ
h = κjh.
We recall that ∂′ωj |M and ∂
′
ω¯j
|M for j ≤ n− l are the tangential vector
fields of type (1, 0) and (0, 1) respectively and that the Th := ∂′′ωh − ∂
′′
ω¯h
and Nh := ∂
′′
ωh
+ ∂′′ω¯h for h ≥ n − l are the vector fields totally real
tangential and normal to M respectively. We also choose the extension
of our forms u from M to Cn such that uν ≡ 0 and
∂′′ω¯huJ =
∑
j≤n−l
aj∂ω¯juJ +O(|ρ|),
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for small coefficients aj. By the C
1 regularity of the extensions, we then
get
uτ = uτ |M +O(|ρ|), ∂
′
ωj
uτ = ∂′ωju
τ |M +O(|ρ|),
Tju
τ = Tju
τ |M +O(|ρ|).
(3.1)
We note that (3.1) implies for u the follwing relations between its co-
efficients uJ and their restrictions (uJ)|M
||uJ ||H0ϕ(Uǫ) = ǫ
l||uJ ||H0ϕ(M) + o(ǫ
l),
||∂ω¯juJ ||H0ϕ(Uǫ) = ǫ
l||∂ω¯juJ ||H0ϕ(M) + o(ǫ
l)
(3.2)
and so on. We denote by ∂¯b and ∂¯
∗
b the tangential complexes to M
associated to ∂¯ and ∂¯∗ respectively. (3.2) immediately yields
Lemma 3.1. In the above situation we have
||u||H0ϕ(Uǫ) = ǫ
l||u||H0ϕ(M) + o(ǫ
l),(3.3)
||∂¯′u||H0ϕ(Uǫ) = ǫ
l||∂¯bu||
2
H0ϕ(M)
+ o(ǫl),(3.4)
||∂¯′∗u||H0ϕ(Uǫ) = ǫ
l||∂¯∗bu||H0ϕ(M) + o(ǫ
l).(3.5)
Proof. (3.3) is obvious. As for (3.4), we have
∂¯u =
∑′
|J |=k
∑
j /∈J
∂ω¯juJ ω¯j ∧ ω¯J ,
and
∂¯bu =
∑′
|J |=k
∑
j /∈J, j≤n−q
∂′ωjuJ |M ω¯
′
j ∧ ω¯J .
Since
(3.6) ∂′ωjuJ = ∂
′
ωj
uJ |M + o(|ρ|
l),
then (3.4) immediately follows. Similarly
∂¯∗u = −
∑′
|K|=k−1
∑
j=1,...,n
δωjujKω¯K ,
and
∂¯∗bu =
∑′
|K|=k−1
∑
j≤n−l
δ′ωjujKω¯K ,
where we remember that δωj = ∂ωj − ϕj . (Note here that ∂¯
∗
b = ∂¯
∗|M
over ∂¯-Neumann forms.) 
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We go back to Theorem 2.1. We recall that Uǫ denotes the intersec-
tion of the tube defined by ρ˜ < 0 with a ball B centered at zo; we will
consider the neighborhood of zo defined by M
′ = M ∩B. If we multiply
both sides of (2.2) by ǫ−l and go to the limit for ǫ→ 0 we get for any
large t and for any tangential form u of degree k ≥ q + 1
(3.7)
t
3
||u||2H0ϕ(M ′) ≤ ||∂¯bu||
2
H0ϕ(M
′) + ||∂¯
∗
bu||
2
H0ϕ(M
′).
We deal now with the (unweighted) Sobolev spaces Hs (for s integer).
We will emphasize from now on the dependence of ϕt on t. We will as-
sume also thatM is C∞. The main result of the section is the following
Theorem 3.2. Let M be q-pseudoconvex at zo. Then for any s, for
any sufficiently large t = ts, for suitable c = cts and for a suitable
neighborhood M ′ of zo we have
(3.8) ||u||2Hs(M ′) ≤ c(||∂¯bu||
2
Hs(M ′) + ||∂¯
∗
b,tsu||
2
Hs(M ′)),
for any tangential form u of length k ≥ q + 1, resp. k ≤ p − 1. (Here
we write ∂¯∗b,ϕts to emphasize the dependence on the weight ϕts.)
Note that the weight ϕts, which is eliminated in the norms, reappears
in an essential way in the operation of adjunction.
Proof. We denote by a common symbol T all tangent vector fields
that is any combination of the ∂′ωj ’s, ∂
′
ω¯h
’s and (∂′′ωh − ∂
′′
ω¯h
)’s. If α
is a multiindex, we set T α = T α11 . . .T
αn−l
n−l . We write the commu-
tators [∂¯∗b,ϕts , T
α] = As + A
t
s−1 where As is an operator of degree s
independent of t and Ats−1 is of degree s − 1; thus the coefficients
of Ats−1 are estimated by t. It follows that ||Asu||H0 ≤ as||u||Hs and
||Ats−1u||H0 ≤ ast||u||Hs−1 for a suitable constant as. We apply (3.7) to
all terms of the type T αu for |α| = s; we have
t
3
||T αu||2H0 ≤ ||∂¯bT
αu||2H0 + ||∂¯
∗
bT
αu||2H0
≤ ||T α∂¯bu||
2
H0 + ||T
α∂¯∗bu||
2
H0 + as||u||Hs + ast||u||
2
Hs−1.
(3.9)
Now, by inductive assumption we have
as||u||
2
Hs + ast||u||
2
Hs−1 ≤ as||u||
2
Hs + ascs−1t(||∂¯bu||
2
Hs−1 + ||∂¯
∗
bu||
2
Hs−1).
If we take t so large that t
3
− ascs−1 ≥ 1 (in such a way that the term
involving ||u||Hs in the right side of (3.9) can be “absorbed” in the
left), and define cs := 1+ ascs−1t, we get the conclusion of the proof of
(3.8).

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We point out that only the use of the weight ϕts produces a big
constant on the left side of (3.7) which makes it possible to pass through
derivatives absorbing the constants as and cs−1 in the above proof. Once
this is carried out, we come back to unweighted estimates (since the
spaces H0 and H0ϕts coincide and have equivalent norms). Thus, we did
eventually got rid of the weights from our norms. However they did a
great service and gave the control of the derivatives of the coefficients
of our forms u.
4. Existence theorems for ∂¯b
The main applications of the tangential estimates of § 3 consist in
results of local existence of C∞ solutions for ∂¯b. We will follow here
closely the theory by Kohn. If s is any Sobolev index, we take t = ts
such that the conclusions of Theorem 3.2 hold: thus (3.8) is satisfied.
We recall that we are denoting by ∂¯∗b,ts the transposed of ∂¯b in the H
0
ϕts
scalar product. We set
b,ts = ∂¯b∂¯
∗
b,ts + ∂¯
∗
b,ts ∂¯b.
We remark that with this notation, (3.8) can be rewritten as
t
3
||u||2H0ϕts
≤ (b,tsu, u)H0ϕts
≤ (b,tsu, u)H0ϕts
≤ ||b,ϕtsu||H0ϕts
||u||H0ϕts
,
(4.1)
for any tangential form u of degree k ≥ q + 1. Denote by Rb,ts and
Db,ts the range and the domain of b,ts respectively. It follows from
(4.1) that Rb,ts is closed and b,ts is injective. From the orthogonal
decomposition H0ϕts = Rb,ts ⊕ Kerb,ts = Rb,ts , we conclude that
there is a well defined “weighted ∂¯-Neumann operator”
Nb,ts : L
2 → Db,ts ,
such that Nb,tsb,ts = b,tsNb,ts = id and which satisfies
(4.2) t||Nb,tsf ||H0ϕts
<
∼
||f ||2H0ϕts
∀f ∈ C∞,
where “<
∼
” denotes estimation up to a multiplicative constant. We can
also rephrase the conclusions of Theorem 3.2 in terms of the weighted
Neumann operator: for any s and for a suitable ts we have
(4.3) ||Nb,tsf ||Hs <
∼
||f ||Hs if f and Nb,tsf are C
∞.
We want to get rid of the condition Nb,tsf ∈ C
∞ from equation (4.3).
For this purpose we define an elliptic perturbation σb,ts := b,ts +
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σ(
∑
T 2) where the sum is extended to a full set of tangential vector
fields. This yields an inverse “regularizing” operator
(4.4) Nσb,ts : H
s → Db,ts ∩H
s+1,
which satisfies
(4.5) ||Nσb,tsf ||Hs + σ||N
σ
b,tsf ||Hs+1 <∼
||f ||Hs.
It follows that for some σj → 0, the sequence N
σj
b,ts
f has a weak Hs-
limit. Hence for f ∈ Hs, we have Nb,tsf ∈ H
s and N
σj
b,ts
→ Nb,tsf ; in
particular
(4.6) ||Nb,tsf ||Hs <
∼
||f ||Hs ∀f ∈ C
∞,
and, in fact, for any f ∈ Hs by density. By using the above construction
we get the following statement
Proposition 4.1. Fix s and assume that for suitable t = ts (3.8) holds
for forms of a certain degree k. Let f be a C∞ form on M ′ of degree k
satisfying ∂¯bf = 0, and define u := ∂¯
∗
bNb,tsf ; then u belongs to H
s and
satisfies
(4.7)
{
∂¯bu = f,
||u||Hs <
∼
||f ||Hs.
The afore-defined u is orthogonal to Ker ∂¯b and it is also clear that
under such condition there is uniqueness for the solution. Note that ac-
cording to Theorem 3.2, the hypotheses of Proposition 4.1 are fulfilled,
for any s, for any degree k ≥ q+1 and for a suitable neighborhood M ′
of zo, when M is q-pseudoconvex at zo.
Proof. We have
∂¯bg = ∂¯bb,tsNb,tsg = ∂¯b
(
∂¯∗b,ts ∂¯b + ∂¯b∂¯
∗
b,ts
)
Nb,tsg
=
(
∂¯b∂¯
∗
b,ts + ∂¯
∗
b,ts ∂¯b
)
∂¯bNb,tsg.
(4.8)
Hence, if f satisfies ∂¯bf = 0, we have
0 = Nb,ts ∂¯bf = Nb,tsb,ts ∂¯bNb,tsf
= ∂¯bNb,tsf.
(4.9)
It follows that for u := ∂¯b∗Nb,tsf we have
f =
(
∂¯b∂¯
∗
b,ts + ∂¯
∗
b,ts ∂¯b
)
Nb,tsf
= ∂¯b(∂¯
∗
b,tsNb,tsf)
= ∂¯b(∂¯
∗
b,tsNb,tsf).
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This completes the proof of the first of (4.7).
As for the second, we first recall that ||N bs,tsf ||Hsϕts
<
∼
||f ||Hsϕts
. Next,
we remark that
(∂¯bNb,tsf, ∂¯bNb,tsf) + (∂¯
∗
b,tsNb,tsf, ∂¯
∗
b,tsNb,tsf)(4.10)
= (b,tsNb,tsf,Nb,tsf) = (f,Nb,tsf)(4.11)
≤ ||f ||Hsϕts
||Nb,tsf ||Hsϕts
<
∼
||f ||2Hsϕts
.(4.12)
This implies immediately the second of (4.7). 
Once we know that for f in C∞ with ∂¯bf = 0 we can find a solution
of ∂¯bu = f with estimate in each H
s, it is easy to see that we can
find indeed a solution in C∞. The proof consists in a variant of a very
classical approximation argument due to Ho¨rmander (as referred by
Kohn in [14]).
Theorem 4.2. Let M be C∞ and q-pseudoconvex at zo. Then for any
f in C∞ of degree k ≥ q + 1 with ∂¯bf = 0, we can find a C∞ solution
u of ∂¯bu = f at zo.
Proof. According to Theorem 3.2, for any s and for suitable t = ts (3.8)
holds for forms of any degree k ≥ q+1 and for a suitable neighborhood
M ′ of zo. According to Proposition 4.1 we can find for any s an H
s
solution us in M
′ with the estimate (4.7). We want to carry on our
proof by showing by induction that there is a sequence of solutions
uν ∈ Hν of ∂¯buν = f which satisfies
(4.13) ||uν+1 − uν||Hν ≤ 2
−ν .
In fact, once u1, . . . , uν have been found, we take u˜ν+1 ∈ C∞ and
vν+1 ∈ Hν+1 such that
(4.14)

||u˜ν+1 − uν ||Hν ≤ 2−(ν+1) and ||∂¯bu˜ν+1 − ∂¯buν||Hν < 2−(ν+1),
∂¯bvν+1 = f − ∂¯bu˜ν+1,
||vν+1||Hν ≤ ||f − ∂¯bu˜ν+1||Hν
= ||∂¯buν − ∂¯bu˜ν+1||Hν
≤ 2−(ν+1).
If we then set
uν+1 := u˜ν+1 + vν+1,
we have
||uν+1 − uν ||Hν ≤ ||u˜ν+1 − uν ||Hν + ||vν+1||Hν
≤ 2−(ν+1) + 2−(ν+1) = 2−ν .
(4.15)
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Thus uν+1 is a solution of ∂¯buν+1 = f in M
′ which satisfies (4.13). 
5. The hypersurface case
We want to end by discussing in greater detail the case of a hyper-
surface M . We have already seen that by setting q = max(s−(zo) +
s0(zo), s
+(zo) + s
0(zo)) we have local q-pseudoconvexity at zo. Also,
if s0 is locally constant when we move z, then it has been proved
that in fact local q-pseudoconvexity holds for the lower choice q =
max(s−(zo), s
+(zo)). In both cases the equation ∂¯bu = f has local C
∞
solution u for any C∞ datum f with ∂¯bf = 0 in any degree k bigger
than the corresponding q. However, we can improve much our existence
theorems. To this end we denote by U± the two components of Cn \M
with outward conormals ±ξ. We still assume that s± are constant and
notice that s−(z,−ξ) = s+(z,+ξ). The argument of the above sections
can be applied separately to each domain U¯+ and U¯− which is s− and
s+ pseudoconvex with respect to its respective conormal:
Proposition 5.1. Let s0 be constant in a neighborhood of zo. Then
for any f with C∞(U¯±) coefficients in a neighbourhood of zo, satisfying
∂¯bf = 0 and of degree k ≥ s∓ + 1, there exists a solution u of ∂¯bu = f
in a neighbourhood of zo with coefficients in C
∞(U¯±).
We pass to consider the equation ∂¯bu = f for k ≤ s∓−1. In this case,
we have the so called local s∓-pseudoconcavity. Similar arguments as
in Section 2 go through without need of a weight t|z|2 and yield the so
called “subelliptic estimates”
(5.1) ||u||2
H
1
2 (U¯±)
<
∼
||∂¯u||2H0(U¯±) + ||∂¯
∗u||2H0(U¯±) + ||u||
2
H0(U¯±)
∀u of degree k ≤ s∓ − 1.
The estimate (5.1) yields “gain” of regularity for the solution u with
respect to the datum f ; in particular it implies the hypoellipticity of the
system (∂¯, ∂¯∗). Moreover, by replacing in the calculations of Section 2
the weight t|z|2 by −t
∑
j≤s− |zj |
2+ t
∑
j≥s−+1 |zj|
2 in case of U¯+, resp.
−t
∑
j≤s+ |zj |
2 + t
∑
j≥s++1 |zj |
2 for U¯−, we can prove H0 estimates
for U¯+, resp. U¯−, of the type of those in Theorem 2.1, which imply
local existence of H0 solutions (cf. [12] Theorem 3.3.1). In combination
with the afore-mentioned hypoellipticity this implies that the equation
∂¯u = f with ∂¯f = 0 is locally solvable in C∞(U¯±) for any degree
k ≤ s ∓ −1. On the other hand it is classical that the tangential ∂¯-
problem for the hypersurface M can be split into the ∂¯ problems for
the half-spaces U¯±. In fact, any germ of C∞ form f satisfying ∂¯bf = 0
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on M can be decomposed into the sum f = f+⊕f− with f± satisfying
∂¯f± = 0 on U¯±. This yields
Theorem 5.2. (Cf. [21]) Let M be a C∞ hypersurface such that s0 is
constant in a neighborhood of zo. Then for any germ of C
∞(M) form
f at zo of degree k 6= s
−, s+, satisfying ∂¯bf = 0, there exists a germ of
C∞(M) form u which solves ∂¯bu = f .
Let us point out that according to [21] the equation ∂¯bu = f is not
solvable in the two critical degrees s− and s+; when the Levi form ofM
is non-degenerate, that is s0 = 0, the result was alredy proved in [2]. If
we go back to the literature, the solvability of the system ∂¯b in degree k
is related to the so-called Y (k)-condition by Kohn and Ho¨rmander:
the Levi form of M has max(k + 1, n − k) eigenvalues of the same
sign or min(k + 1, n − k) pairs of eigenvalues of opposite sign at each
point. Another equivalent formulation of Y (k) is that: k /∈ [s−, s− +
s0] ∪ [s+, s+ + s0]. Under this condition Kohn and Ho¨rmander proved
tangential estimates of subelliptic type (5.1) which yield existence of
smooth solutions in degree k, except for a finite-dimensional set of f .
Indeed, by an argument similar to the one which led to Theorem 5.2,
they proved that there are no exceptions at all. If we compare with our
Theorem 5.2, we see that when s0 is constant, then we have got new
results of solvability for all indices k ∈ (s−, s− + s0] ∪ (s+, s+ + s0].
References
[1] H. Ahn, Global boundary regularity of the ∂¯-equation on q-pseudoconvex
domains, Preprint (2003)
[2] A. Andreotti, G. Fredricks, M. Nacinovich, On the absence of a Poincare´
lemma in tangential Cauchy-riemann complexes, Ann. Scuola Norm. Sup.
Pisa 8 (1981), 365-404
[3] L. Baracco, G. Zampieri, Global regularity for ∂¯ on q-pseudoconvex do-
mains, Preprint (2003)
[4] D. Barrett, Behavior of the Bergman projection on the Diederich-Fornaess
worm, Acta Math. 168 (1992), 1–10
[5] S.C. Chen, M.C. Shaw, Partial differential equations in several complex
variables, Studies in Adv. Math. - AMS Int. Press 19 (2001)
[6] M. Christ, Global C∞ irregularity of the ∂¯-Neumann problem for worm
domains, J. of the A.M.S.9-(4) (1996), 1171–1185
[7] M. Derridj, Regularite´ pour ∂¯ dans quelques domaines faiblement pseudo-
convexes, J. Differential Geometry 13 (1978), 559-576
[8] M. Derridj, D. Tartakoff, Sur la re´gularite´ analytique globale des solutions
du proble`me de Neumann pour ∂¯, Se´m. Goulaouic-Schwartz, (1976)
[9] A. Dufresnoy, Sur l’operateur ∂¯ et les fonctions difffe´rentiables au sens de
Whitney, Ann. de l’Inst. Fourier (29)-(1) (1979), 229–238
[10] Henkin G.M., H. Lewy’s equation and analysis on pseudoconvex manifolds
(Russian), I, Uspehi Mat. Nauk. 32-(3) (1977), 57–118
NON-SUBELLIPTIC ESTIMATES... 21
[11] L.H. Ho, ∂¯-problem on weakly q-convex domains, Math. Ann. 290 (1)
(1991), 3–18
[12] L. Ho¨rmander, L2 estimates and existence theorems for the ∂¯ operator,
Acta Math. 113 (1965), 89-152
[13] L. Ho¨rmander, An introduction to complex analysis in several complex
variables, Van Nostrand, Princeton N.J., 1966
[14] J.J. Kohn, Global regularity for ∂¯ on weakly pseudo-convex manifolds, em
Transactions of the A.M.S. 181 (1973), 273–292
[15] J.J. Kohn, Methods of partial differential equations in complex analysis,
Proceedings of Symposia in pure Mathematics 30 (1977),215–237
[16] J.J. Kohn, Subellipticity of the ∂¯-Neumann problem on pseudoconvex do-
mains: sufficient conditions, Acta Math. 142 (1979), 79–122
[17] M. Nacinovich, Poincare´ lemma for the tangential Cauchy Riemann com-
plexes, Math. Ann. 268 (1984), 449-471
[18] M.C. Shaw, Local existence theorems with estimates for ∂¯b on weakly pseu-
doconvex boundaries, Mat. Ann. 294 (1992), 677-700
[19] G. Zampieri, q-Pseudoconvexity and regularity at the boundary for solu-
tions of the ∂¯-problem, Compositio Math. 121 (2000), 155–162
[20] G. Zampieri, Solvability of the ∂¯ problem with C∞ regularity up to the
boundary on wedges of CN , Israel J. of Math. 115 (2000), 321–331
[21] G. Zampieri, q=pseudoconvex hypersurfaces through higher codimensional
submanifolds of Cn J. Reine Angew Math. 544, 83-90
Dipartimento di Matematica, Universita` di Padova, via Belzoni 7,
35131 Padova, Italy
E-mail address : hjahn@math.unipd.it, baracco@math.unipd.it, zampieri@math.unipd.it
