Abstract-Bounds on the rate of grain-correcting codes are presented. The lower bounds are Gilbert-Varshamov-like ones, whereas the upper bounds improve on the previously known result by Mazumdar et al.. Constructions of t-grain-correcting codes of length n for certain values of n and t are discussed.
I. INTRODUCTION
Conventional magnetic recording media are composed of two-dimensional arbitrarily-shaped basic units called grains that can be magnetized to take on one of two possible types of polarity. Current technologies divide the writing medium into cells, typically larger in size than the grains, hence setting a value to a cell boils down to magnetizing grains within the boundaries of this cell. Recently, Wood et al. [8] suggested a mechanism that enables magnetizing areas as small as the size of grains, thereby creating a different type of medium where the grain polarity is determined by the last bit written into the grain. Iyengar et al. [2] modeled the one-dimensional version of the medium as a write channel and studied its information theoretic properties.
Mazumdar et al. [6] considered a combinatorial error model describing this one-dimensional granular medium. In what follows, we will define a somewhat generalized version of the model. Let [s] denote the set {0, 1, . . . , s−1} for any positive integer s. Let q be a positive integer, and let Σ = [q] be an alphabet. A grain (of length 2) ending at location e in a word x = (x i ) i∈ [n] of length n over Σ causes the value of x e to equal that of x e−1 . Given n consecutive positions on the medium (where words of length n over Σ are to be written), define a grain pattern as a set S ⊆ [n]\ {0} containing all the grain locations in these n positions. We will commonly refer to the elements of S (which indicate grain locations) simply as grains. Thus, a grain pattern S inflicts errors to a word x = (x i ) i∈ [n] over Σ by means of the smearing operator σ = σ S that yields an output word y = (y i ) i∈ [n] = σ(x) over Σ in the following way: for any index e ∈ [n] \ {0}, y e = x e−1 if e ∈ S and y e = x e otherwise. We will say that a grain pattern has overlaps if there exist two grains e, e ∈ S such that e = e+1; otherwise the grain pattern will be called nonoverlapping.
Example 1.1: Let Σ = [3] (q = 3), n = 6, x = 102022, S = {1, 3, 5} and S = {1, 2}. Then σ S (x) = 112222 and σ S (x) = 110022. The grain pattern S is nonoverlapping whereas the grain pattern S has overlaps. This work was supported in part by Grant No. 1280/08 from the Israel Science Foundation.
For a positive integer t and x ∈ Σ n , let R t (x) be defined as the set of all words y ∈ Σ n such that there exist grain patterns S, S of size t at most for which σ S (x) = σ S (y). Two words x, y ∈ Σ n are t-confusable if y ∈ R t (x) (and therefore x ∈ R t (y)). Words x and y are finitely-confusable if they are t-confusable for some finite t; otherwise, we say that they are ∞-confusable. A code C of length n over Σ (namely, a nonempty subset of Σ n ) is called t-grain-correcting if no two distinct codewords in C are t-confusable. Let M q (n, t) denote the largest size of any t-grain-correcting code of length n over Σ. For τ ∈ (0, 1), define the (asymptotic) rate of τ n -graincorrecting codes over Σ as
The rest of the paper is organized as follows. In Section II, we compute asymptotic Gilbert-Varshamov-like lower bounds on R q (τ ) for different values of q, using several results from [3] and [4] . In Section III, we find an upper bound on M 2 (n, t) using a general technique from [1] . In Section IV, we present constructions of binary t-grain-correcting codes of length n for some values of n and t and show the optimality and the uniqueness of some of these codes.
is the number of ordered pairs of t-confusable words in X . The following lemma is essentially a reformulation of [3, Lemma 1] for grain-correcting codes.
Lemma 2.1: Let n, t be positive integers and let
The upcoming discussion is meant to evaluate W t (X ) for certain sets X of words with prescribed empirical distribution of transitions.
Define graphs
) corresponding to the scenarios without and with overlaps, respectively, as follows. Let Σ = {a : a ∈ Σ} be a set where every element a designates a symbol whose original value a ∈ Σ was smeared by a grain error. The set of states
Specifically, for q = 2, V 0 = {00, 11}, V 1 = 01, 01, 10, 10 , V 2 = 01, 10 , and V 3 = {01, 10} (the states of the set V 2 will have no incoming 2011 IEEE International Symposium on Information Theory Proceedings 978-1-4577-0595-3/11/$26.00 ©2011 IEEE 
is the number of locations where overlapping grains, if switched from x=(∂( i )) i∈ [n] to the corresponding index of y=(∂(r i )) i∈ [n] (and vice versa), will still confuse x and y. For completeness, let
) of finitely-confusable words in Σ n , as well as grain patterns S = L(γ), S = R(γ) that cause the corresponding smeared words, σ S (x) and σ S (y), to be equal. As for the path γ in 
For q = 2, the adjacency matrices A (j) G of G (j) for j ∈ {N, O}, constructed as described above, are shown in Figure 1 .
To make the presentation and the computation simpler, we will switch to a different criterion of confusability till the end of this section. Given a positive integer t, we will call two words x, y t-confusable in a wider sense (or t-cws, in short) if there exist grain patterns S and S such that |S| + |S | ≤ 2t and σ S (x) = σ S (y). Notice that any t-grain-correcting code in a wider sense is also t-grain-correcting in the ordinary sense. Our results will actually apply to the wider-sense notion of confusability. The following lemma (with proof omitted) establishes a correspondence between ordered pairs of t-cws words and paths in
Lemma 2.2:
denote the set of all t-cws (ordered) pairs (x, y) ∈ Σ n × Σ n and let P (j) t be the following set of paths in G (j) :
n denote the set of all the cycles in G (j) of length n that start and terminate in the same state of
2 × [2] such that for any edge e, f (N) (e) = (ν(e), χ(e)) and f (O) (e) = (ω(e), χ(e), μ(e)) where the functions ν : For a stationary Markov chain P : E → [0, 1], denote by E P {f } the expected value of f with respect to P , that is, E P {f } = e∈E P (e)f (e). For a cycle γ = (v i ) i∈ [n+1] (where v 0 = v n ) of length n in G, let P γ : E → [0, 1] be the empirical probability distribution of γ, namely, for e ∈ E,
τ,p, }. Additionally, for j ∈ {N, O} and the same τ, p, , let
The following lemma (with proof omitted) holds for sufficiently large values of n. Lemma 2.3: Let τ, p ∈ (0, 1) and > 0. Then |P
k → R |VG|×|VG| (whose rows and columns are indexed by V G ) as
e ∈ E G 0 otherwise (2) where e = (v, v ). We proceed by citing special cases of [4, Lemma 2] and [4, Lemma 5] which we are going to employ next. In both lemmas, M(f ; U ) denotes the set of all stationary Markov chains P on G such that
and let Γ n be a set of all cycles of length n in G. Then
where
EP {f }=p
where λ(·) denotes the spectral radius of a square real matrix, , respectively, be defined as a special case of (2):
Applying Lemma 2.4 with
τ,p, and f = f (N) and combining the result with Lemma 2.3, we conclude that lim n→∞
By the continuity of the functions P → E P (f (N) ) and P → H q (P ),
Turning now to j = O, we define for η ∈ [0, 2τ ],
τ,p, characterized by the same value of E Pγ {μ}, therefore
, and then combining the result with Lemma 2.3 yields
τ,p, be the set of pairs (x, y) ∈ W (j) τ (n−1) such that the average number of crossovers in both x and y is within 2p± . By Lemma 2.2, the inequalities in (3) and (4) hold if we replace P 
Define the set X ⊆ Σ n as the set of all words with the average number of crossovers being within p± for some p ∈ (0, 1). The exponential growth rate of X is clearly H q (p) when → 0. Using the logarithmic version of Lemma 2.1 and
τ,p, | for j ∈ {N, O}, we arrive to the main theorem of the paper. Theorem 2.6: Let τ ∈ (0, 1). Then for j ∈ {N, O},
where K (N) and K (O) are defined in (3) and (4). To alleviate the computations, we can now merge states in G (j) to reduce the order of the matrix A (j)
G while preserving its spectral radius for j ∈ {N, O}, as described in [5, Sec. 4.6] . The states of V 0 can be merged into superstate 0, states of V 1 in G (N) and states of V 3 in G (O) -into superstate 1, whereas states of V 2 -into superstate 2. Specifically, for q = 2, the merging ends up with reduced matrices A For large values of q when overlaps are not allowed, the lower bound (N) q (τ ) is worse on nearly the entire interval (0, 0.5) than the following construction based on the family of linear [n, nR, τ n +1] codes by Tsfasman et al. [7] with rate R ≥ 1− 
