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Resumo
A rede o´ptica e´ considerada uma soluc¸a˜o para o congestionamento encontrado nas redes da
atualidade. Cada fibra o´ptica e´ capaz de comportar de dezenas a centenas de canais o´pticos
que operam a taxas de 51 Mb/s a dezenas de terabits por segundo. Estes canais o´pticos sa˜o
elementos ba´sicos para a formac¸a˜o de circuitos o´pticos, o mecanismo padra˜o para transmissa˜o
de tra´fego em redes o´pticas. No contexto das redes o´pticas, a ocorreˆncia de uma falha de rede
pode provocar a perda de um grande volume de dados. Este trabalho propo˜e que o problema das
falhas tambe´m seja tratado durante o processo de admissa˜o de tra´fego e, para tanto, a soluc¸a˜o
proposta e´ utilizar polı´ticas que considerem aspectos de falhas para gerenciar a agregac¸a˜o de
tra´fego em circuitos o´pticos.
A soluc¸a˜o proposta e´ aplicada no contexto de redes IP sobre redes WDM (Wavelength Divi-
sion Multiplexing) e constituı´da por uma arquitetura baseada em polı´ticas e grupos de polı´ticas
de agregac¸a˜o que consideram aspectos de falha para admissa˜o de tra´fego na rede. A arquitetura
e´ composta por quatro mo´dulos e um reposito´rio de polı´ticas. Estes mo´dulos sa˜o: o controle de
admissa˜o (AC), o gerente de falhas (FM), o gerente de recursos (RM) e o gerente de polı´ticas
(PM). Todos estes mo´dulos sa˜o utilizados para tratar o envio de um volume de requisic¸o˜es
e, ao final, um evento de falha (rompimento de uma fibra). O PM conta com treˆs grupos de
polı´ticas de agregac¸a˜o (G1, G2 e G3) de diferentes complexidades armazenados no reposito´rio
de polı´ticas. O grupo G1 considera apenas aspectos de falha (esquema requerido de protec¸a˜o)
para admissa˜o de tra´fego. O grupo G2, uma extensa˜o do G1, considera tambe´m a classe de
servic¸o do fluxo para admissa˜o de tra´fego. O grupo G3, uma extensa˜o do G2, permite que flu-
xos de tra´fego sejam instalados em circuitos que oferec¸am uma qualidade de servic¸o (esquema
de protec¸a˜o mais robusto) maior do que a requerida pela requisic¸a˜o.
Um simulador foi desenvolvido na linguagem Java para validar a soluc¸a˜o proposta e doze
experimentos foram realizados. Os resultados destes experimentos apresentaram-se relevantes
para tratar o problema das falhas em redes o´pticas. As polı´ticas permitiram priorizar a admissa˜o
de determinados fluxos de tra´fego e reduzir o volume de tra´fego bloqueado apo´s a ocorreˆncia
de uma falha, em va´rias cargas de rede. Pore´m, se o administrador tiver algum conhecimento
pre´vio sobre o tipo de tra´fego da rede (ex: matriz de tra´fego), as polı´ticas podem ser utilizadas
para melhor planejar o uso dos recursos da rede.
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Abstract
In these last few years, optical networking technology has been considered as a solution for
bottlenecks found in today’s networks. Each optical fiber is capable to have from ten to hundreds
of optical channels that operate at rates from 51 Mb/s to ten of terabits per second. These
channels are important elements in the composition of lightpaths, the default mechanism for
traffic trasmition in optical networks. In the optical networks context, the occurence of a single
failure can cause a huge of data loss. This work proposes that this problem is worth to be treated
also during the traffic admission process. A solution for it is to use policies that consider fault
aspects to manage the traffic grooming within lightpaths.
The proposed solution is applied in the context of IP networks over optical WDM (Wa-
velength Division Multiplexing) networks and is composed of a policy based architecture and
groups of grooming policies that consider fault aspects for traffic flow admission in the network.
The architecture is formed by four modules and a policy repository. These modules are the
admission control (AC), fault management (FM), resource management (RM) and the policy
management (PM); and are used to treat the sending of a volume of requisitions and a failure
event (fiber cut) to the optical network management system. The PM takes account with three
groups of grooming policies (G1, G2 and G3) of different complexities stored in the policy
repository. The group G1 considers only fault aspects (required scheme of protection) to admit
a traffic flow. The group G2, an extension of G1, also considers the class of service to admit the
flow in the network. The group G3, an extension of G2, allows that traffic flows can be installed
in lightpaths that offer a higher quality of service (a scheme of protection more robust) than that
required by the requisition.
A simulator was developed in Java to validate the proposed solution and twelve experiments
was simulated. The results of these experiments showed relevants to treat the fault problem in
optical networks. The defined policies allowed to priorize the admission of specific traffic
flows in the network and to reduce blocked traffic volume after the failure occurrence in many
network loadings. However, if the administrator has a previous knowledge about the type of
network traffic (e.g.: traffic matrix), the policies can be used to better plan the usage of network
resources.
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Capı´tulo 1
Introduc¸a˜o
1.1 Contexto
A comunicac¸a˜o sobre fibras o´pticas tem uma grande importaˆncia na histo´ria da evoluc¸a˜o das
redes de computadores. Desde a antiguidade existe a necessidade por sistemas de comunicac¸a˜o
confia´veis. Ao longo do tempo, os sistemas de comunicac¸a˜o evoluı´ram gradualmente dos sinais
de fumac¸a para os tele´grafos, e finalmente para os primeiros cabos coaxiais em 1940. `A medida
que estes sistemas evoluı´am, diversas limitac¸o˜es eram apresentadas entre eles. Os sistemas
ele´tricos eram limitados pela necessidade de amplificac¸a˜o do sinal em pequenas distaˆncias, e os
sistemas de microondas possuı´am taxas de transmissa˜o limitadas pela frequ¨eˆncia da portadora
do sinal. Na segunda metade do se´culo XX, a comunidade de pesquisa constatou que utilizar
uma portadora de sinais o´pticos para transmissa˜o de dados teria vantagens significantes sobre
as portadoras de sinais ele´tricos e de microondas existentes.
Apo´s um perı´odo de pesquisa intenso entre 1975 e 1980, o primeiro sistema comercial de
comunicac¸a˜o baseado em fibras o´pticas foi desenvolvido. Esta primeira gerac¸a˜o do sistema
operava a uma taxa de 45 Mb/s com amplificadores espac¸ados em 10 km. Va´rias gerac¸o˜es de
sistemas de comunicac¸a˜o o´ptica foram desenvolvidos. Recentemente, na quarta gerac¸a˜o, foi
alcanc¸ada a taxa de 14 Tb/s com amplificadores a uma distaˆncia de 160 km [10]. Para a quinta
gerac¸a˜o, o foco de desenvolvimento e´ estender a faixa de operac¸a˜o dos comprimentos de onda
dos sistemas Wavelength Division Multiplexing [4]. Os sistemas WDM ja´ existiam em gerac¸o˜es
anteriores, WDM permite dividir a grande capacidade de uma fibra o´ptica em mu´ltiplos canais
de comunicac¸a˜o de forma a enviar mais de um sinal sobre a mesma fibra. Estes canais o´pticos
tambe´m sa˜o chamados de canais de comprimento de onda (wavelength ou lambda).
Atualmente, as fibras o´pticas sa˜o utilizadas por va´rias empresas de telecomunicac¸o˜es para
transmitir sinais telefoˆnicos, sinais de televisa˜o, e sinais de dados, as vezes todos na mesma
fibra. Geralmente, a escolha por fibras o´pticas e´ feita para sistemas com mais alta largura de
banda ou que atravessam distaˆncias maiores do que a provida pelos cabos de cobre, por exemplo
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para os backbones. Em alguns casos especı´ficos, mesmo que a largura de banda ou distaˆncia
sejam relativamente pequenas, as fibras o´pticas ainda sa˜o utilizadas devido a algumas de suas
caracterı´sticas: imunidade a` interfereˆncia eletromagne´tica, alta resisteˆncia ele´trica, baixo peso,
na˜o emitem centelha e radiac¸a˜o eletromagne´tica.
1.2 Definic¸a˜o do Problema
O circuito o´ptico e´ o mecanismo padra˜o para transmissa˜o de tra´fego ao longo do domı´nio o´ptico.
Chamado tambe´m de lightpath, sua largura de banda e´ determinada conforme a capacidade de
seus canais o´pticos, de aproximadamente 51Mb/s a dezenas de gigabits por segundo. Alguns
problemas surgem a` medida que uma quantidade considera´vel de clientes na˜o necessita de toda
a largura de banda de um circuito o´ptico. Nas redes IP, por exemplo, apenas parte dos clientes
requisita grandes volumes de largura de banda. Alguns destes problemas sa˜o o desperdı´cio de
largura de banda e a grande perda de dados provocada por falhas.
O uso eficiente da largura de banda dos circuitos o´pticos e´ um desafio bastante abordado
na literatura [55, 35, 18]. Tipicamente, a agregac¸a˜o de tra´fego e´ uma te´cnica que participa
de va´rias soluc¸o˜es encontradas para este desafio. Traffic Grooming ou agregac¸a˜o de tra´fego
consiste em agregar mais de um fluxo de tra´fego em um u´nico circuito o´ptico. Alguns trabalhos
propo˜em sistemas de engenharia de tra´fego baseados puramente na agregac¸a˜o de tra´fego [35] e
outros buscam resolver o problema utilizando polı´ticas para gerenciar a agregac¸a˜o de tra´fego.
No trabalho do nosso grupo de pesquisa [55], considerando que existem va´rios circuitos o´pticos
entre o par (origem, destino) de uma requisic¸a˜o, as polı´ticas decidem em qual circuito o´ptico a
requisic¸a˜o deve ser agregada.
Reduzir o impacto gerado por uma falha tambe´m e´ um desafio de grande importaˆncia em re-
des o´pticas. Pequenas falhas como o mal funcionamento de um transmissor ou o rompimento de
uma fibra podem provocar a perda de um grande volume de dados. Atualmente, os esforc¸os para
resolver este desafio esta˜o baseados em mecanismos de protec¸a˜o e restaurac¸a˜o [45, 64, 41, 47,
26]. Estes mecanismos definem esquemas entre circuitos o´pticos prima´rios e circuitos o´pticos
de backup para a gereˆncia de falhas. Nos mecanismos de protec¸a˜o, os circuitos de backup sa˜o
pre´-estabelecidos embora exista a probabilidade de na˜o serem utilizados antes da ocorreˆncia de
uma falha. Nos mecanismos de restaurac¸a˜o, os circuitos de backup sa˜o estabelecidos apo´s a
ocorreˆncia da falha, mesmo que exista o risco de na˜o haver recursos disponı´veis.
Canhui et. al. [45] definem dois me´todos de protec¸a˜o para agregac¸a˜o de tra´fego: o Protection-
at-Lightpath (PAL) e o Protection-at-Connection (PAC). Estes me´todos sa˜o diferentes em ter-
mos de roteamento e quantidade de recursos requeridos e similares em termos de provisiona-
mento de protec¸a˜o fim-a-fim. Alangar et. al. [64, 41] apresentam uma revisa˜o sobre a gereˆncia
de falhas em redes o´pticas, abordando to´picos como aplicac¸a˜o de polı´ticas, mecanismos de
protec¸a˜o e restaurac¸a˜o e disponibilidade de recursos. Ramamurthy et. al [47] tambe´m discutem
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sobre mecanismos de protec¸a˜o para o tratamento de falhas em redes o´pticas.
1.3 Objetivos
A agregac¸a˜o de tra´fego e´ uma te´cnica que, combinada com o uso de heurı´sticas e polı´ticas,
permite otimizar a alocac¸a˜o de recursos em redes o´pticas. Verdi et. al [55], em um trabalho
anterior do nosso grupo de pesquisa, propo˜em um conjunto de polı´ticas de agregac¸a˜o para
reduzir a preempc¸a˜o de tra´fego e o desperdı´cio de largura de banda na rede. Outros trabalhos
tambe´m consideram o uso de polı´ticas para gerenciar a agregac¸a˜o de tra´fego [35], no entanto,
na˜o foi encontrado nenhum que explore o uso de polı´ticas de agregac¸a˜o para reduzir o impacto
gerado apo´s a ocorreˆncia de uma falha.
O objetivo deste trabalho e´:
• Estudar e analisar as contribuic¸o˜es do uso de polı´ticas de agregac¸a˜o de tra´fego para reduzir
o impacto de uma falha apo´s a sua ocorreˆncia.
1.4 Contribuic¸o˜es
As contribuic¸o˜es desta dissertac¸a˜o incluem:
• estudo de polı´ticas para reduc¸a˜o do impacto gerado por uma falha. Neste to´pico inclui-se
o uso de modelos de informac¸o˜es para aplicac¸a˜o de polı´ticas, o controle de admissa˜o e a
gereˆncia de falhas em redes o´pticas, a agregac¸a˜o de tra´fego, e mecanismos de protec¸a˜o e
recuperac¸a˜o;
• proposta de uma arquitetura baseada em polı´ticas para a gereˆncia de admissa˜o e falhas;
• proposta de um conjunto de polı´ticas que buscam reduzir o impacto de uma falha;
• implementac¸a˜o de um simulador para validar a soluc¸a˜o proposta.
1.5 Organizac¸a˜o do Texto
O conteu´do desta dissertac¸a˜o esta´ organizado em 8 capı´tulos, incluindo este capı´tulo de intro-
duc¸a˜o:
1. Introduc¸a˜o: Capı´tulo atual.
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2. Redes ´Opticas: Este e´ um capı´tulo de conceitos ba´sicos que discute as principais carac-
terı´sticas de uma rede o´ptica WDM. Uma rede o´ptica e´ dividida em treˆs planos concei-
tuais: o plano de transporte, o plano de controle e o plano de gereˆncia. No plano de
controle sa˜o discutidos os elementos ba´sicos de uma rede o´ptica e o funcionamento de
cada um destes elementos. No plano de controle sa˜o discutidas as recomendac¸o˜es para
controle da sinalizac¸a˜o e roteamento em redes o´pticas: o ASON (Automatic Switched
Optical Network) e o GMPLS (Generalized Multiprotocol Label Switching). No plano de
gereˆncia e´ feita uma breve explicac¸a˜o sobre a integrac¸a˜o IP/MPLS (Multiprotocol Label
Switching) e as redes o´pticas.
3. Controle de Admissa˜o baseado em Polı´ticas: Este capı´tulo tambe´m e´ de conceitos ba´sicos,
pore´m, apresenta o paradigma de gereˆncia de redes baseada em redes o´pticas especifica-
mente para o controle de admissa˜o. Este paradigma tem o apoio de um arcabouc¸o onde
sa˜o definidos uma ferramenta para edic¸a˜o de polı´ticas, pontos de decisa˜o e de aplicac¸a˜o
de polı´ticas e um reposito´rio de polı´ticas. As caracterı´sticas ba´sicas de uma polı´tica (ex:
conceito e ciclo de vida) e um modelo para implementac¸a˜o de polı´ticas (Policy Core In-
formation Model - PCIM) tambe´m sa˜o discutidos neste capı´tulo.
4. Trabalhos Relacionados: Neste capı´tulo sa˜o discutidos alguns trabalhos relacionados
com redes o´pticas e aplicac¸a˜o de polı´ticas, e que participam do domı´nio ou serviram
de inspirac¸a˜o para a soluc¸a˜o proposta.
5. Soluc¸a˜o Proposta: Este capı´tulo discute os to´picos que participam da soluc¸a˜o proposta:
o cena´rio de refereˆncia considerado, uma arquitetura baseada em polı´ticas e um conjunto
de polı´ticas. Consideramos o cena´rio IP/MPLS como refereˆncia para esta dissertac¸a˜o. A
arquitetura baseada em polı´ticas e´ composta pelo controle de admissa˜o, gerente de falhas,
gerente de polı´ticas, gerente de recursos e um reposito´rio de polı´ticas. Por fim, treˆs grupos
de polı´ticas foram desenvolvidos.
6. Simulador Desenvolvido: Houve a necessidade de desenvolver um simulador para validar
a soluc¸a˜o proposta. Este capı´tulo apresenta a arquitetura e funcionamento deste simula-
dor, ale´m de alguns artefatos de software gerados em sua implementac¸a˜o.
7. Experimentos e Resultados: Doze experimentos foram realizados para analisar as contri-
buic¸o˜es das polı´ticas de agregac¸a˜o para reduzir o impacto gerado por uma falha, apo´s a
sua ocorreˆncia. Este capı´tulo apresenta a configurac¸a˜ e os resultados destes experimentos.
8. Conclusa˜o e Trabalhos Futuros: O uso de polı´ticas de agregac¸a˜o apresentou va´rias con-
tribuic¸o˜es para gereˆncia de redes o´pticas. Dentre elas esta˜o a capacidade de priorizar a
admissa˜o de determinados fluxos, facilidades para a implementac¸a˜o de estrate´gias de
gereˆncia, dinamismo na admissa˜o de tra´fego, e reduzir o bloqueio de tra´fego apo´s a
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ocorreˆncia de uma falha na infra-estrutura da rede. Este capı´tulo discute sobre estas e
outras contribuic¸o˜es obtidas ao se utilizar um controle de admissa˜o baseado em polı´ticas,
em especial, para gereˆncia de falhas. Os trabalhos futuros tambe´m sa˜o apresentados neste
capı´tulo.
Capı´tulo 2
Redes ´Opticas
2.1 Introduc¸a˜o
Atualmente, as redes o´pticas apresentam contribuic¸o˜es em diversos segmentos da a´rea de re-
des. No aˆmbito das aplicac¸o˜es, por exemplo, sa˜o encontrados diversos servic¸os avanc¸ados que
ganharam visibilidade com a maturidade e difusa˜o das redes o´pticas, vide os servic¸os de mo-
nitoramento de processos industriais em tempo real, servic¸os de multimı´dia (ex: voz sobre IP,
teleconfereˆncias e vı´deo sob demanda) e servic¸os de home virtual, dentre outros. De uma forma
geral, sa˜o servic¸os que exploram, principalmente, a grande largura de banda, os pequenos tem-
pos de resposta e/ou imunidade a interfereˆncias eletromagne´ticas das redes o´pticas.
Um dos fatores que mais contribui para a oferta destes servic¸os e´ a ocupac¸a˜o da tecnolo-
gia o´ptica nas redes da atualidade. Na Internet, a maior concentrac¸a˜o de redes o´pticas esta´ no
nu´cleo, isto e´, nas redes metropolitanas (ou Metropolitan Area Networks - MANs) e backbones
(ou Wide Area Networks - WANs). Nas redes de acesso a` Internet, esta˜o as Passive Optical
Networks (PONs) que embora sejam recentes, sa˜o tecnologias promissoras para ocupar as redes
de acesso [39, 38]. Existem tambe´m va´rias instaˆncias de redes o´pticas em redes de pesquisa,
por exemplo: Canarie Network (CANet), Cooperac¸a˜o Latino-Americana de Redes Avanc¸adas
(CLARA), Advanced Networking for Leading-edge Research and Education (ABILENE) e Tec-
nologia da Informac¸a˜o no Desenvolvimento da Internet Avanc¸ada (TIDIA).
Va´rias tecnologias podem ser utilizadas para transmissa˜o de sinal em redes o´pticas. Neste
capı´tulo apresentaremos uma visa˜o geral sobre as redes o´pticas baseadas na tecnologia Wave-
length Division Multiplexing (WDM). A Sec¸a˜o 2.2 apresenta uma visa˜o geral sobre as redes
o´pticas WDM, sua arquitetura e os circuitos o´pticos. A Sec¸o˜es 2.3 e 2.4 discutem sobre as
duas principais tecnologias para o controle da sinalizac¸a˜o e roteamento de redes o´pticas, as
recomendac¸o˜es Automatic Switched Optical Network (ASON) e Generalized Multiprotocol La-
bel Switching (GMPLS), respectivamente. A Sec¸a˜o 2.5 discute sobre a integrac¸a˜o entre as redes
o´pticas WDM e as redes IP/MPLS (Multiprotocol Label Switching).
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2.2 Redes ´Opticas WDM
A tecnologia das redes o´pticas surgiu como uma soluc¸a˜o para os problemas de banda e gar-
galo encontrados nas redes atuais. Organizac¸o˜es e comunidades internacionais tais como o
IETF (Internet Engineering Task Force), ITU-T (International Telecommunication Union - Te-
lecommunication Standardization Sector) e OIF (Optical Internetworking Forum) esta˜o criando
especificac¸o˜es a fim de definir padro˜es para possibilitar o desenvolvimento de novas soluc¸o˜es
relacionadas a`s redes o´pticas.
Em redes o´pticas sa˜o definidos treˆs planos funcionais: plano de transporte, plano de con-
trole e plano de gereˆncia. A recomendac¸a˜o ASON definida pela ITU-T, ale´m de definir uma
arquitetura para o plano de controle o´ptico, identifica a relac¸a˜o ba´sica entre os treˆs planos.
• Plano de transporte: inclui todos os equipamentos de rede, fibras e elementos responsa´veis
pelo envio dos dados atrave´s dos canais o´pticos;
• Plano de controle: proveˆ a inteligeˆncia da rede atrave´s das capacidades de roteamento
e sinalizac¸a˜o para o estabelecimento de circuitos o´pticos. Algumas das atividades deste
plano sa˜o a descoberta de topologia, a notificac¸a˜o de falhas e o estabelecimento de cir-
cuitos o´pticos;
• Plano de gereˆncia: responsa´vel por receber e realizar as requisic¸o˜es para o estabeleci-
mento, remoc¸a˜o e manutenc¸a˜o das circuitos o´pticos. Ale´m disso, o plano de gereˆncia
implementa (em conjunto com o plano de controle) as cinco a´reas funcionais de gerenci-
amento FCAPS.
As cinco a´reas de gerenciamento FCAPS, recomendada pelo ITU-T, sa˜o:
1. Gereˆncia de falhas (GF): Um dos principais objetivos da GF e´ aplicar estrate´gias para
que na ocorreˆncia de falhas futuras, a qualidade de servic¸o oferecida pela rede o´ptica seja
pelo menos igual a` qualidade de servic¸o contratada.
2. Gereˆncia de configurac¸a˜o (GC): Na admissa˜o de tra´fego sa˜o encontradas va´rias ativi-
dades da GC. Um exemplo e´ a provisa˜o de recursos, onde os recursos sa˜o configurados
conforme a qualidade de servic¸o exigida pelo cliente.
3. Gereˆncia de contabilizac¸a˜o (GA): A principal func¸a˜o da GA e´ contabilizar eventos ocor-
ridos na rede. Como resultado desta atividade podem ser gerados relato´rios para diversas
finalidades. Um exemplo e´ o relato´rio de conta de pagamento.
4. Gereˆncia de desempenho (GP): Uma func¸a˜o importante da GP e´ monitorar eventos ocor-
ridos na rede relacionados com o desempenho. Variac¸o˜es no desempenho obtido podem
resultar em novos eventos para ajuste da rede.
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5. Gereˆncia de seguranc¸a (GS): A preocupac¸a˜o da GS esta´ relacionada em como manter
um ambiente seguro, considerando aspectos e mecanismos para garantir a autenticidade e
anonimato de usua´rios (clientes), integridade, privacidade e confidencialidade dos dados.
As redes o´pticas consistem basicamente de elementos como roteadores, switches, sistemas
DWDM (Dense Wavelength Division Multiplexing), multiplexadores Add-Drop (ADM - Add-
Drop Multiplexors), comutadores fotoˆnicos (PXC - Photonic Cross-Connects) e comutadores
o´pticos (OXC - Optical Cross Connects) [40].
O OXC e´ um elemento que concentra va´rias funcionalidades. Cada OXC possui mo´dulos
para: multiplexac¸a˜o e demultiplexac¸a˜o de sinais o´pticos, malhas de comutac¸a˜o para encami-
nhamento e adic¸a˜o/remoc¸a˜o de tra´fego, e possı´veis mo´dulos do plano de controle e do plano de
gereˆncia, ver Figura 2.1. O trabalho [68] faz um amplo estudo da tecnologia dos futuros OXCs.
Figura 2.1: Arquitetura simplificada de um OXC.
Os sistemas WDM permitem a multiplexac¸a˜o e demultiplexac¸a˜o de canais de comprimento
de onda (wavelength ou lambdas). Cada lambda de entrada e´ comutado para um lambda de
saı´da com ou sem conversa˜o, ver a Figura 2.2. A necessidade de conversa˜o de lambda e´ definida
por restric¸o˜es fı´sicas da rede (Sec¸a˜o 2.2.1) ou restric¸o˜es do cliente. Algumas delas podem ser
mapeadas atrave´s do contrato especificado entre o provedor de servic¸o e o cliente, Optical
Service Level Agreement (OSLA) [30].
Um lambda pode ser exclusivo ou compartilhado entre va´rios clientes. A tecnologia Time
Division Multiplexing (TDM) permite que a transmissa˜o/recepc¸a˜o em um canal o´ptico seja
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Figura 2.2: Malha de comutac¸a˜o 3x3.
sı´ncrona e realizada em slots de tempo, isto e´, cada cliente possui um intervalo de tempo reser-
vado para transmitir e receber dados no canal.
Algumas funcionalidades dos OXC exigem a necessidade de conversa˜o de sinal entre os
meios eletroˆnico e o´ptico, originando a classificac¸a˜o OEO (o´ptico-eletroˆnico-o´ptico) para aque-
les capazes de converter sinais entre os meios de transmissa˜o e OOO (totalmente o´ptico) para
os OXCs que na˜o sa˜o capazes de realizar tal conversa˜o. A agregac¸a˜o de tra´fego, inserc¸a˜o e
remoc¸a˜o de tra´fego sa˜o exemplos de ac¸o˜es realizadas por OXCs OEO. Na malha de agregac¸a˜o,
a inserc¸a˜o/remoc¸a˜o de tra´fego e´ feita realizando a conversa˜o de sinal e atribuindo/liberando um
canal para transmissa˜o. A instalac¸a˜o de mais de um fluxo de tra´fego em um circuito o´ptico
(agregac¸a˜o de tra´fego) e´ feita seguindo a mesma ide´ia.
2.2.1 Circuitos ´Opticos
O circuito o´ptico e´ o mecanismo padra˜o para transmissa˜o de sinal entre dois pontos quaisquer
da rede o´ptica. Para um fluxo de tra´fego atravessar o domı´nio o´ptico pode ser utilizados um ou
mais circuitos o´pticos, ou seja, um circuito que entregue o tra´fego diretamente para o destino
(circuitos single-hop), ou va´rios circuitos o´pticos que componham uma rota capaz de entregar
o tra´fego para o destino (circuitos multihop). A Figura 2.3 apresenta estes tipos de circuitos. L1
e´ um circuito single-hop enquanto o circuito L2, L3 e L4 e´ multihop.
A formac¸a˜o de circuito o´ptico e´ composta por uma rota e canais WDM inter-conectados ao
longo desta rota, configurando o problema conhecido como Routing and Wavelength Assignment
(RWA) [63]. Primeiramente encontra-se uma rota que satisfac¸a as exigeˆncias do fluxo de tra´fego
cliente (routing) e, posteriormente, escolhe-se e sinaliza (inter-conecta) os lambdas escolhidos
ao longo da rota (wavelength assignment).
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Figura 2.3: Circuitos o´pticos single-hop e multihop em uma rede o´ptica WDM.
A largura de banda de um circuito esta´ fortemente relacionada com a capacidade dos canais
o´pticos que o constituem, na˜o e´ possı´vel transmitir um volume de dados maior do que o supor-
tado pelos seus canais o´pticos. Algumas tecnologias definem hierarquias padra˜o para taxa de
trasmissa˜o sı´ncrona de dados em redes o´pticas: Synchronous Digital Hierarchy (SDH) e Syn-
chronous Optical Network (SONET). SONET e´ a versa˜o norte americana publicada pela Ame-
rican National Standards Institute (ANSI) e SDH e´ a versa˜o internacional publicada pelo ITU.
De forma resumida, em nı´vel de camada fı´sica, as taxas de transmissa˜o definidas para alguns
canais sa˜o: OC-1 a 51.84Mb/s, OC-3 a 155.52Mb/s, OC-12 a 621.84Mb/s, OC-24 a∼1.24Gb/s,
OC-48 a ∼2.48Gb/s, OC-96 a 4.97Gb/s, OC-192 a ∼9.95Gb/s, OC-768 a 39.8Gb/s, etc. Em
2005, as conexo˜es com OC-192 eram as mais comuns para uso em backbones de grandes prove-
dores de servic¸o, e o uso de canais OC-768 sa˜o raramente utilizados fora das redes de pesquisa
ou de teste.
O estabelecimento de um circuito o´ptico na rede pode ser esta´tico, incremental ou dinaˆmico.
Esta´tico quando o circuito e´ estabelecido off-line com base em informac¸o˜es previamente conhe-
cidas sobre o tra´fego predominante da rede. Por exemplo, informac¸o˜es extraı´das de uma matriz
de tra´fego. No tipo incremental e dinaˆmico os circuitos sa˜o estabelecidos a` medida que as
requisic¸o˜es sa˜o recebidas, no entato, e´ incremental se a ordem de chegada das requisic¸o˜es e´
conhecida. Os problemas de roteamento e atribuic¸a˜o de lambdas sa˜o discutidos a seguir nas
duas sec¸o˜es seguintes, respectivamente.
Roteamento
O problema do roteamento resume-se em encontrar uma rota entre um par origem-destino que
satisfac¸a as exigeˆncias de uma dada requisic¸a˜o presentes no O-SLA. Sobre o aspecto de ro-
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teamento, exemplos de exigeˆncias sa˜o: conter ou na˜o um determinado conjunto de enlaces e
oferecer alguma garantia sobre o tempo de transmissa˜o (isto e´ refletido no comprimento ou
nu´mero de hops ou saltos da rota).
A literatura atual sugere treˆs me´todos ou soluc¸o˜es para o problema do roteamento em redes
o´pticas: roteamento-fixo, o roteamento-fixo-alternado e roteamento-adaptativo. O roteamento-
fixo e´ considerado o mais simples, no entanto, o roteamento-adaptativo oferece o melhor desem-
penho. A seguir e´ feita uma breve discussa˜o sobre cada um destes me´todos e maiores detalhes
sa˜o encontrados em [16, 33, 37, 46].
• Roteamento-fixo: Neste me´todo as rotas sa˜o calculadas off-line. Para cada origem-destino
e´ calculado uma u´nica rota utilizando, por exemplo, os algoritmos de menor caminho
como o Dijkstra e Bellman Ford. Uma requisic¸a˜o e´ bloqueada se na˜o houver disponibi-
lidade de lambdas na rota. O roteamento fixo pode potencialmente resultar em uma alta
probabilidade de bloqueio de requisic¸o˜es se utilizado de forma dinaˆmica.
• Roteamento-fixo-alternado: No roteamento-fixo-alternado sa˜o calculadas va´rias rotas off-
line. Cada no´ da rede mante´m uma tabela contendo as rotas de menor caminho para cada
no´ de destino. Por exemplo, nesta tabela inclui-se a rota de menor caminho, a segunda
rota de menor caminho, a terceira rota de menor caminho, etc. Outros crite´rios tambe´m
podem ser utilizados para ordenac¸a˜o da tabela de rotas.
• Roteamento-adaptativo: No roteamento adaptativo as rotas sa˜o calculadas e escolhidas
de acordo com o tra´fego atual da rede, buscando, por exemplo, balancear a carga dos
enlaces da rede. Embora o roteamento-adaptativo tenha o melhor desempenho dos treˆs
me´todos [63], este me´todo possui um tempo maior para o ca´lculo da rota, ale´m de possuir
a demanda de protocolos de controle e de gereˆncia para manter atualizadas as tabelas
de rotas dos no´s da rede. O roteamento adaptativo de menor caminho e´ um exemplo de
roteamento adaptativo onde e´ utilizado o paraˆmetro custo para o ca´lculo de rotas. Outro
exemplo e´ o roteamento adaptativo de menor congestionamento [16].
Atribuic¸a˜o de Comprimentos de Onda
O problema da atribuic¸a˜o de comprimentos de onda e´ dividido em dois sub-problemas: (i)
escolha de lambdas e (ii) sinalizac¸a˜o dos lambdas escolhidos. Primeiramente, para cada en-
lace de uma determinada rota, escolhe-se qual fibra e lambda sera˜o utilizados; posteriormente,
configura-se cada OXC da rota sinalizando a comutac¸a˜o dos lambdas de entrada e saı´da esco-
lhidos. A fase (i) e´ executada atrave´s de heurı´sticas encontradas na literatura e a fase (ii) por
meio de algum protocolo de sinalizac¸a˜o do plano de controle.
A complexidade da fase de escolha de lambdas em redes o´pticas e´ definida com base em
duas restric¸o˜es [48]: a restric¸a˜o de continuidade do lambda e a restric¸a˜o de distinc¸a˜o dos
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lambdas. A restric¸a˜o de continuidade do lambda define que um circuito o´ptico deve utilizar
o mesmo lambda ao longo da rota. A rigidez desta restric¸a˜o pode implicar no aumento do
bloqueio de conexo˜es se os OXCs da rede na˜o suportarem a conversa˜o de lambdas. A restric¸a˜o
de distinc¸a˜o dos lambdas define que todos os circuitos o´pticos de uma mesma fibra devem ser
alocados em lambdas distintos.
Nos OXCs que implementam a conversa˜o de lambdas, um lambda de entrada λin recebido
por uma porta Pin pode ser convertido para um lambda de saı´da λout diferente de λin antes que
o sinal seja multiplexado para a porta de saı´da Pout. A conversa˜o e´ feita sem que a informac¸a˜o
carregada pelo lamba seja alterada. A Figura 2.4 apresenta alguns tipos de conversa˜o de lambda
considerando apenas uma porta de entrada e uma porta de saı´da. O caso de va´rias portas e´ mais
complexo, pore´m similar.
Figura 2.4: Capacidades de conversa˜o de lambda dos OXCs.
O tipo sem capacidade de conversa˜o e´ auto-explica´vel. Para OXCs com a capacidade total
de conversa˜o, cada lambda de entrada pode ser convertido para qualquer lambda de saı´da. A
restric¸a˜o de continuidade de lambda pode ser desconsiderada se todos os OXCs da rede suporta-
rem este tipo de conversa˜o, resultando em uma menor probabilidade de bloqueio de conexo˜es.
A desvantagem desta abordagem e´ o prec¸o de equipamentos com a capacidade total de con-
versa˜o. Um OXC com a capacidade limitada implica que apenas um conjunto de lambdas pode
sofrer converso˜es.
Embora o prec¸o de um OXC com capacidade total de conversa˜o seja elevado, na˜o e´ ne-
cessa´rio que toda a rede tenha esta capacidade para se obter uma porcentagem de bloqueio
aceita´vel. O trabalho [53] faz uma ana´lise entre a probabilidade de bloqueio de conexo˜es e a
quantidade de OXCs capazes de realizar a conversa˜o de lambdas na rede.
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A atribuic¸a˜o de lambda e´ um to´pico bastante explorado na literatura. Considerando os
aspectos esta´tico e dinaˆmico no estabelecimento de circuitos o´pticos, a te´cnica de colorac¸a˜o de
grafos e´ bastante utilizada no caso esta´tico [63]. Para o caso dinaˆmico foram propostas va´rias
heurı´sticas [63], incluindo as descritas abaixo. Estas heurı´sticas podem ser combinadas com
qualquer soluc¸a˜o de roteamento.
• Random: A primeira tarefa desta heurı´stica e´ fazer um levantamento dos lambdas dis-
ponı´veis na rota. A selec¸a˜o de qual lambda sera´ utilizado e´ feita de forma aleato´ria.
• First-Fit (FF): Nesta heurı´stica, os lambdas sa˜o enumerados para facilitar a ana´lise e
a escolha de um lambda disponı´vel. A ana´lise dos lambdas e´ feita sequ¨encialmente,
priorizando aqueles de menor nu´mero. Por final, e´ escolhido aquele que primeiro estiver
disponı´vel.
• Least-Used (LU): A heurı´stica LU busca balancear o uso dos lambdas da rede, dando
prioridade aos lambdas menos utilizados. Esta heurı´stica na˜o e´ muito utilizada na pra´tica
devido ao seu baixo desempenho comparado com as duas heurı´sticas anteriores, ale´m do
overhead de mensagens gasto para encontrar o lambda menos utilizado.
2.3 ASON
A arquitetura ASON [1] serve como modelo de refereˆncia para o provisionamento automa´tico
de conexo˜es o´pticas, definindo um modelo abstrato e funcionalidades necessa´rias para prover
conexo˜es o´pticas de forma automa´tica. A recomendac¸a˜o ASON, ale´m de definir uma arquitetura
para o plano de controle o´ptico, tambe´m identifica a relac¸a˜o ba´sica entre os planos de controle
gereˆncia e transporte.
O plano de controle ASON na˜o e´ uma colec¸a˜o de protocolos, mas sim, uma arquitetura
que define diferentes componentes funcionais para realizar func¸o˜es especı´ficas, dentre elas,
sinalizac¸a˜o e roteamento (ver Figura 2.5). As interac¸o˜es entre estes componentes e o fluxo de
informac¸o˜es requerido para a comunicac¸a˜o entre componentes trafegam via interfaces. Estas
interfaces (UNI, I-NNI e E-NNI) sa˜o conhecidas no ASON como “pontos de refereˆncia”. A
interface UNI (User to Network Interface) permite a troca de informac¸o˜es de sinalizac¸a˜o entre
um cliente (por exemplo, uma rede IP/MPLS) e a rede o´ptica. As interfaces I-NNI (Internal
Network-to-Network Interface) e E-NNI (External Network-to-Network Interface) permitem o
fluxo de mensagens para sinalizac¸a˜o e roteamento dentro e entre domı´nios, respectivamente.
A interface NMI e´ responsa´vel pela troca de informac¸o˜es entre o sistema de gereˆncia (NMS -
Network Management System) e os planos de controle e transporte.
No contexto do ITU-T, o ASON define dois conceitos importantes:
• Call: ´E uma associac¸a˜o entre elementos de rede que proveˆ uma instaˆncia de um servic¸o;
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Figura 2.5: Arquitetura ASON.
• Connection: ´E uma concatenac¸a˜o de conexo˜es em enlaces e sub-redes que permite o
transporte de informac¸o˜es do usua´rio entre os pontos de ingresso e egresso de uma sub-
rede.
Uma call na˜o proveˆ uma conectividade real para transmissa˜o de tra´fego do usua´rio, mas
apenas constro´i um relacionamento pelo qual futuras conexo˜es podera˜o ser estabelecidas. Desta
forma, uma call pode conter zero, uma ou mu´ltiplas conexo˜es. O ASON permite o estabeleci-
mento de treˆs tipos de conexo˜es o´pticas (ver Figura 2.6):
• Permanent Connection - PC: ´E uma conexa˜o estabelecida pela configurac¸a˜o de todos
os elementos de rede ao longo do caminho com os paraˆmetros requeridos para estabe-
lecer uma conexa˜o fim-a-fim. Tal provisionamento e´ feito pelo sistema de gereˆncia ou
intervenc¸a˜o manual;
• Soft-permanent Connection - SPC: ´E uma conexa˜o pela qual um sistema de gereˆncia con-
figura o no´ de origem enquanto os protocolos de roteamento e sinalizac¸a˜o sa˜o utilizados
para estabelecer a conexa˜o fim-a-fim ao longo do caminho dentro do domı´nio;
• Switched Connection - SC: ´E uma conexa˜o iniciada por uma rede cliente (exemplo, redes
IP/MPLS) e estabelecida atrave´s dos protocolos de roteamento e sinalizac¸a˜o. Neste caso
ha´ uma interac¸a˜o entre o lado cliente UNI (UNI-C) e o lado de rede UNI (UNI-N) a fim
de trocarem mensagens de sinalizac¸a˜o.
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Figura 2.6: Sinalizac¸a˜o SPC e SC.
Embora ocorra a mesma sinalizac¸a˜o para o estabelecimento das conexo˜es SPC e SC, uma
conexa˜o SPC e´ solicitada somente atrave´s de um sistema de gerenciamento, enquanto uma
conexa˜o SC e´ solicitada por uma rede cliente (Figura 2.6).
2.4 GMPLS
A arquitetura GMPLS [40], diferentemente do modelo ASON, propo˜e um conjunto de protoco-
los para o provisionamento automa´tico de conexo˜es o´pticas. Esta arquitetura estende o MPLS
para prover um plano de controle (sinalizac¸a˜o e roteamento) na˜o somente para dispositivos que
realizam a comutac¸a˜o de pacotes, mas tambe´m, dispositivos com capacidade de comutac¸a˜o
em slots de tempo, comprimentos de onda e fibras. Estes dispositivos sa˜o roteadores (LSRs
- Label Switching Routers) com um conjunto de interfaces que executam outras operac¸o˜es de
comutac¸a˜o ale´m da comutac¸a˜o de pacotes. Estas interfaces podem ser classificadas como [40]:
• Interfaces PSC (Packet Switch Capable): sa˜o interfaces que recebem pacotes de entrada
e encaminham os dados baseados no conteu´do (conhecido como ro´tulo) do cabec¸alho do
pacote. Exemplo, roteadores MPLS;
• Interfaces L2SC (Layer-2 Switch Capable): sa˜o interfaces que recebem quadros/ce´lulas
e comutam os dados baseados no conteu´do do cabec¸alho do quadro/ce´lula. Exemplos,
interfaces em pontes (bridges) Ethernet que comutam dados baseados no conteu´do do
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cabec¸alho MAC e interfaces em comutadores ATM (ATM-LSRs) que encaminham dados
baseados no VPI/VCI ATM;
• Interfaces TDM (Time-Division Multiplex Capable): sa˜o interfaces que comutam dados
baseados nos slots de tempo em um ciclo de repetic¸a˜o. Exemplos, interfaces em co-
mutadores SONET/SDH (XC - SONET/SDH Cross-Connect), multiplexadores (TM -
Terminal Multiplexer) e multiplexadores Add-Drop (ADM - Add-Drop Multiplexer);
• Interfaces LSC (Lambda Switch Capable): sa˜o interfaces que comutam o comprimento de
onda em que o sinal e´ recebido. Exemplos, comutadores fotoˆnicos (PXCs) e comutadores
o´pticos (OXCs);
• Interfaces FSC (Fiber-Switch Capable): sa˜o interfaces que comutam dados baseadas na
posic¸a˜o dos dados no espac¸o fı´sico (fibra, porta). Exemplo, PXC e OXC podem operar
no nı´vel de fibras simples ou mu´ltiplas.
Deve ser observado que ha´ uma correlac¸a˜o entre a operac¸a˜o de comutac¸a˜o de ro´tulos, defi-
nido em interfaces PSC e que tem como exemplo roteadores MPLS, com as demais operac¸o˜es
de comutac¸a˜o. Enquanto o ro´tulo utilizado no MPLS para comutac¸a˜o e´ explı´cito, em outras
operac¸o˜es de comutac¸a˜o o ro´tulo foi substituı´do por outros esquemas similares de encaminha-
mento, baseados em slots de tempo, comprimentos de onda e fibra.
Desde que o termo Generalized MPLS (GMPLS) foi adotado para denotar a generalizac¸a˜o
do plano de controle MPLS a fim de prover mu´ltiplos tipos de redes comutadas, o termo “LSP”
(Label Switch Path) e´ utilizado no GMPLS para denotar diferentes tipos de circuitos, tais como,
conexo˜es SONET/SDH, um caminho o´ptico, um LSP MPLS e assim por diante.
No GMPLS, um conjunto de protocolos foi definido para o plano de controle a fim de
atender treˆs func¸o˜es principais: gerenciamento de enlace, roteamento e sinalizac¸a˜o [49]. O
gerenciamento de enlaces e´ uma func¸a˜o implementada entre cada par de no´s vizinhos. Esta e´
uma nova func¸a˜o que na˜o existia no MPLS e que foi incorporada ao GMPLS atrave´s da criac¸a˜o
do protocolo LMP (Link Management Protocol). O roteamento GMPLS foi estendido a partir
do MPLS-TE para suportar a descoberta de recursos e topologias. O roteamento GMPLS e´
representado pelos protocolos OSPF-TE e IS-IS-TE e permite a alocac¸a˜o de va´rios atributos aos
enlaces (por exemplo, protec¸a˜o 1+1, 1:1, sem protec¸a˜o, como veremos adiante) e a propagac¸a˜o
de conectividades e informac¸o˜es de atributos (recursos) de um no´ para todos os outros no´s da
rede. A sinalizac¸a˜o GMPLS utiliza os protocolos de sinalizac¸a˜o do MPLS-TE (RSVP-TE e
CR-LDP) com extenso˜es para manipulac¸a˜o de mu´ltiplas tecnologias de comutac¸a˜o. Algumas
extenso˜es significativas incluem ro´tulo generalizado, bidirecionalidade e a separac¸a˜o dos planos
de controle e dados.
Outra funcionalidade importante da arquitetura GMPLS e´ o tratamento de falhas. Sa˜o defini-
das algumas fases para o tratamento de falhas: detecc¸a˜o, localizac¸a˜o, notificac¸a˜o e recuperac¸a˜o.
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Os protocolos RSVP-TE/CR-LDP e o LMP esta˜o envolvidos no processo. O LMP e´ responsa´vel
por detectar uma falha e os protocolos RSVP-TE/CR-LDP sa˜o responsa´veis por notificar a
ocorreˆncia da falha e recupera´-la aplicando mecanismos de protec¸a˜o ou restaurac¸a˜o.
A principal diferenc¸a entre os mecanismos de protec¸a˜o e restaurac¸a˜o esta´ na reserva de re-
cursos. Nos mecanismos de protec¸a˜o sa˜o pre´-estabelecidos circuitos de backup como toleraˆncia
a falhas ocorridas nos circuitos prima´rios. Isto garante que, apo´s a ocorreˆncia de uma falha, o
tra´fego afetado podera´ ser desviado para os circuitos de backup em pequenas escalas de tempo.
A desvantagem destes mecanismos e´ a ociosidade dos recursos de backup. Por outro lado, nos
mecanismos de restaurac¸a˜o sa˜o estabelecidos circuitos de backup somente apo´s a ocorreˆncia de
uma falha na rede. A vantagem destes mecanismos e´ o melhor aproveitamento da largura de
banda da rede. As desvantagens sa˜o o tempo de recuperac¸a˜o e o risco de na˜o existirem recursos
disponı´veis na rede para o tratamento da falha. O tempo de recuperac¸a˜o e´ basicamente o tempo
de se estabelecer um novo circuito.
Na arquitetura GMPLS sa˜o implementados quatro tipos principais de protec¸o˜es, os esque-
mas 1+1, 1:1, 1:N e M:N. O tipo mais robusto e de maior custo e´ o esquema 1+1. Esta protec¸a˜o
define que para cada circuito prima´rio existe exatamente um circuito de backup responsa´vel por
carregar o mesmo tra´fego contido no circuito prima´rio, ao mesmo tempo. O no´ de egresso sele-
ciona o melhor sinal a ser aceito. No caso de uma falha, somente o no´ de egresso precisa fazer
o desvio do tra´fego para o circuito de backup. Os outros treˆs tipos sa˜o variac¸o˜es do tipo M:N,
onde os circuitos de backup na˜o sa˜o utilizado para transmitir o tra´fego dos circuitos prima´rios,
mas podem ser utilizados para trasmissa˜o de tra´fego de baixa prioridade, chamados de tra´fego
extra. Nestes treˆs tipos, tanto o no´ de ingresso quanto o de egresso precisam fazer o desvio do
tra´fego para o circuito de backup. No esquema M:N e´ definido que existe M circuitos de bac-
kup para N circuitos prima´rios, onde N >M ≥ 1. A definic¸a˜o dos outros tipos e´ feita de forma
similar. No esquema 1:N existe 1 circuito de backup para N circuitos prima´rios e no esquema
1:1 existe somente 1 circuito de backup para 1 circuito prima´rio.
2.5 IP/MPLS sobre WDM
Tipicamente a integrac¸a˜o IP/MPLS e´ feita em quatro camadas: IP para aplicac¸o˜es e servic¸os,
ATM para engenharia de tra´fego, SONET/SDH para transporte, e WDM para capacidade [34]
(ver Figura 2.7). Embora cada uma destas camadas tenha sua func¸a˜o, as arquiteturas com
mu´ltiplas camadas (multilayer) reduzem a eficieˆncia da rede e requerem um alto custo para a
gereˆncia. A tendeˆncia e´ eliminar camadas desta pilha de protocolos e oferecer suporte a va´rios
protocolos para simplificar a arquitetura da rede.
As deficieˆncias da arquitetura multi-camadas e o ra´pido crescimento do tra´fego de dados
em redes de comunicac¸o˜es esta˜o motivando a criac¸a˜o de novos paradigmas arquiteturais. Uma
integrac¸a˜o de grande destaque e´ a IP-sobre-WDM. Neste contexto, um cena´rio bastante pro-
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Figura 2.7: Evoluc¸a˜o da pilha de protocolos.
missor e´ encontrar redes clientes MPLS baseadas em pacotes IP (redes IP/MPLS) requisitando
servic¸os para redes o´pticas WDM de forma a atravessar o domı´nio.
As redes MPLS sa˜o orientadas a conexa˜o e teˆm como ide´ia ba´sica a comutac¸a˜o baseada
em ro´tulos. A intenc¸a˜o e´ substituir o roteamento IP feito na camada de rede pelo roteamento
de ro´tulos feito entre as camadas de rede e enlace, alcanc¸ando maiores velocidades. O MPLS
reconhece cada pacote IP recebido pelos roteadores de borda, chamados de LSR (Label Switch
Routers), e adiciona um ro´tulo para que seja transmitido pelos circuitos MPLS, chamados de
LSP (Label Switching Paths). Em outras palavras, o LSP e´ um circuito lo´gico que conecta dois
LER (Label Edge Routers) distintos no domı´nio MPLS.
Capı´tulo 3
Controle de Admissa˜o baseado em
Polı´ticas
3.1 Introduc¸a˜o
Grupos de trabalho do IETF teˆm desenvolvido extenso˜es da arquitetura IP e do modelo de
servic¸o de melhor esforc¸o para a oferta de qualidade de servic¸o na Internet. Os grupos Inte-
grated Services (int-serv) e RSVP [2] desenvolveram um modelo para que usua´rios possam
requisitar nı´veis de qualidade de servic¸o especı´ficos para suas aplicac¸o˜es. Recentes esforc¸os
no grupo Differenciated Service (diff-serv) tambe´m direcionaram esforc¸os para a definic¸a˜o de
mecanismos que suportem servic¸os agregados de qualidade de servic¸o.
No modelo int-serv, determinados fluxos de tra´fego recebem tratamento preferencial sobre
outros fluxos. O controle de admissa˜o considera a requisic¸a˜o de reserva de recursos e a ca-
pacidade disponı´vel da rede para determinar se a requisic¸a˜o de QoS e´ aceita ou rejeitada. No
entanto, os mecanismos int-serv na˜o consideram aspectos importantes do controle de admissa˜o.
Por exemplo, os gerentes da rede e do provedor de servic¸o devem ter suporte para monito-
rar, controlar, e ratificar o uso de recursos e servic¸os de rede baseados em polı´ticas derivadas de
crite´rios como a identidade de usua´rios e aplicac¸o˜es, caracterı´sticas de tra´fego, considerac¸o˜es de
seguranc¸a e data e hora´rio do dia/semana. De forma similar, os mecanismos diff-serv tambe´m
precisam considerar polı´ticas que envolvam crite´rios como indentidade do cliente e no´s de in-
gresso [3].
Este capı´tulo apresenta os conceitos ba´sicos para o controle de admissa˜o baseado em polı´ticas.
A Sec¸a˜o 3.2 apresenta o arcabouc¸o para aplicac¸a˜o de polı´ticas definido pelo IETF. A Sec¸a˜o 3.3
discute as caracterı´sticas ba´sicas de um polı´tica e, por fim, a Sec¸a˜o 3.4 discute o Policy Core
Information Model (PCIM), um modelo de informac¸a˜o que define uma hierarquia de elementos
de softwares (ex: classes e esquemas XML) para implementac¸a˜o de polı´ticas.
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3.2 Arcabouc¸o para Aplicac¸a˜o de Polı´ticas
O IETF definiu um arcabouc¸o que tem como objetivo controlar as deciso˜es do controle de
admissa˜o atrave´s de polı´ticas [62]. Este arcabouc¸o e´ bastante utilizado na literatura e na˜o inclui
discusso˜es sobre o comportamento de alguma polı´tica e sobre o uso de polı´ticas especı´ficas,
discute apenas os elementos arquiteturais e mecanismos necessa´rios para permitir a aplicac¸a˜o
de uma variedade de polı´ticas. Outros arcabouc¸os sa˜o apresentados em [52].
O uso do arcabouc¸o do IETF possui alguns requisitos. Os mecanismos desenvolvidos para
prover o controle de deciso˜es do controle de admissa˜o devem satisfazer os seguintes requisitos:
considerar o uso do RSVP para sinalizac¸a˜o de largura de banda na rede, embora o arcabouc¸o
seja extensı´vel para oferta de qualidade de servic¸os em outros contextos; suportar preempc¸a˜o
de tra´fego; suportar va´rios estilos de polı´ticas (ex: polı´ticas de configurac¸a˜o que incluem SLAs
bilaterais e multi-laterais); suportar o monitoramento do estado da polı´tica e prover acesso a`
informac¸a˜o; incluir tratamento para toleraˆncia e recuperac¸a˜o de falhas; prover pelo menos a
escalabilidade provida pelo RSVP em termos de acomodar va´rios fluxos e no´s de rede na rota
do fluxo; e na˜o ser mandato´rio para todos elementos de rede, em particular para os policy-
ignorant nodes (PINs).
Figura 3.1: Arquitetura do arcabouc¸o para aplicac¸a˜o de polı´ticas definido pelo IETF.
A arquitetura do arcabouc¸o e´ constituı´da pela ferramenta de gereˆncia de polı´ticas (Policy
Management Tool - PMT), o reposito´rio de polı´ticas, o ponto de aplicac¸a˜o de polı´ticas (Policy
Enforcement Point - PEP) e o ponto de decisa˜o de polı´ticas (Policy Decision Point - PDP); ver
Figura 3.1. Estes elementos sa˜o aplicados a um domı´nio administrativo, ou seja, uma colec¸a˜o
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de redes que estejam sobre o mesmo controle administrativo e agrupados para um propo´sito
administrativo. Roteadores, switches e hubs sa˜o exemplos de elementos de rede considerados
no domı´nio administrativo.
O PDP e o PEP sa˜o os dois principais elementos arquiteturais. O PDP e´ uma entidade
remota que realiza as deciso˜es de polı´ticas e o PEP e´ um componente do no´ de rede onde
as deciso˜es sa˜o aplicadas. A aplicac¸a˜o de polı´ticas nos PEPs depende das deciso˜es realiza-
das no PDP. Ale´m do Common Open Policy Service (COPS) [28], um protocolo utilizado para
comunicac¸a˜o entre o PDP e o PEP, o PDP tambe´m pode fazer uso de mecanismos e proto-
colos adicionais para alcanc¸ar funcionalidades adicionais como autenticac¸a˜o de usua´rio, con-
tabilidade e armazenamento de informac¸o˜es de polı´tica. Por exemplo, o PDP pode utilizar o
Simple Network Management Protocol (SNMP) [27] e servic¸os baseados em Lightweight Di-
rectory Access Protocol (LDAP) [29] para autenticac¸a˜o de usua´rio, armazenamento e resgate
de informac¸o˜es de polı´ticas.
A ferramenta de gereˆncia de polı´ticas e´ utilizada pelo administrador da rede para definir e
editar polı´ticas, e o reposito´rio armazena as polı´ticas definidas.
3.3 Caracterı´sticas das Polı´ticas
Uma polı´tica e´ definida de diversas formas. A recomendac¸a˜o para o controle de admissa˜o
baseado em polı´ticas utiliza duas definic¸o˜es [62]:
1. Uma meta definida, direc¸a˜o ou me´todo de uma ac¸a˜o para guiar e determinar deciso˜es do
presente e do futuro. Polı´ticas sa˜o implementadas ou executadas dentro de um determi-
nado contexto (ex: polı´ticas de nego´cio);
2. Polı´ticas como um conjunto de regras para administrar, gerenciar, e controlar o acesso
para recursos de rede [7].
Tipicamente, uma polı´tica pode ser definida por va´rios atributos [20] e em va´rios nı´veis
de abstrac¸a˜o [43, 60]. Em sua esseˆncia, os atributos de uma polı´tica qualificam suas ac¸o˜es e
condic¸o˜es, sa˜o eles:
• Sujeito: conjunto de gerentes (domı´nios) que devem aplicar as polı´ticas;
• Modalidade: define se uma polı´tica e´ do tipo autorizac¸a˜o a qual permite ou proı´be deter-
minada ac¸a˜o, ou do tipo obrigac¸a˜o a qual exige ou impede determinada ac¸a˜o;
• Disparador: define um evento opcional o qual dispara a aplicac¸a˜o da polı´tica;
• Ac¸a˜o: especifica uma ou mais ac¸o˜es de gereˆncia;
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• Alvo: conjunto de objetos gerenciados nos quais as polı´ticas sera˜o aplicadas;
• Restric¸a˜o: conjunto de restric¸o˜es que devem ser satisfeitas antes da polı´tica ser aplicada.
Este atributo representa as condic¸o˜es da polı´tica.
O texto abaixo apresenta um exemplo de polı´tica. As palavras sublinhadas sa˜o palavras-
chave que identificam os atributos da polı´tica. Sistema de gereˆncia e´ o sujeito, deve indica a
modalidade, quando indica o disparador, aumentar expressa a ac¸a˜o, para faz refereˆncia ao alvo
e ate´ indica restric¸a˜o.
O Sistema de gereˆncia deve, quando fora de pico, aumentar a
largura de banda em 10% para caminhos ou circuitos de baixa
qualidade, ate´ que largura de banda seja menor que 70% da banda
total do caminho
Nos nı´veis de abstrac¸a˜o de polı´ticas inclui-se desde nı´veis de fa´cil compreensa˜o para usua´rios
ate´ nı´veis mais pro´ximos da linguagem de ma´quina. Sa˜o eles: amiga´vel, independente-equipa-
mento, especı´fico-equipamento e executa´vel. As polı´ticas dos nı´veis amiga´vel e independente-
equipamento podem ser disseminadas em va´rios domı´nios e para va´rios elementos de rede. O
nı´vel amiga´vel descreve um formato independente de detalhes dos elementos de rede e de fa´cil
entendimento pelo usua´rio do sistema. No nı´vel independente-equipamento, as polı´ticas sa˜o
mais refinadas e, embora na˜o sejam de fa´cil entendimento pelo usua´rio do sistema, ainda sa˜o
independentes de detalhes dos equipamentos de rede. No nı´vel especı´fico-equipamento, por sua
vez, as polı´ticas sa˜o descritas em um formato especı´fico para um particular tipo de equipamento.
Por fim, o nı´vel executa´vel e´ o de maior refinamento. As polı´ticas sa˜o definidas com um baixo
nı´vel de abstrac¸a˜o, encontrando-se no formato de co´digo executa´vel ou instruc¸o˜es que sera˜o
enviadas para o sistema alvo.
Tipicamente as polı´ticas sa˜o implementadas em mais alto nı´vel de abstrac¸a˜o. O adminis-
trador da rede pode utilizar uma linguagem especı´fica para a implementac¸a˜o de polı´ticas (ex:
Ponder [22]) ou uma linguagem de uso geral (ex: Java). A Figura 3.2 apresenta uma visa˜o
detalhada do processo desde a definic¸a˜o ate´ a aplicac¸a˜o das polı´ticas no elemento de rede.
As polı´ticas sa˜o refinadas gradualmente para um formato em que o mo´dulo de gereˆncia
instalado no elemento de rede seja capaz de interpretar. Este refinamento e´ uma tarefa semi-
automa´tica e de grande complexidade pois envolve a decomposic¸a˜o de metas abstratas em
instruc¸o˜es para um elemento de rede especı´fico. Uma grande complicac¸a˜o e´ a resoluc¸a˜o de con-
flitos esta´ticos e dinaˆmicos durante o refinamento. Um conflito ocorre quando duas polı´ticas na˜o
podem existir simultaneamente no reposito´rio de polı´ticas, seja por causa de comportamentos
contradito´rios ou por algum motivo definido pelo administrador da rede. Ainda no sistema de
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Figura 3.2: Ciclo de vida de uma polı´tica.
suporte a polı´ticas, a detecc¸a˜o de conflitos e´ feita off-line, esta´tica, examinando-se o conteu´do
das declarac¸o˜es das polı´ticas. Uma vez detectado, o conflito pode ser resolvido atrave´s da
edic¸a˜o das polı´ticas envolvidas, atribuic¸a˜o de prioridades ou provisa˜o de meta-polı´ticas. No
sistema de gereˆncia, os conflitos sa˜o detectados dinamicamente e tratados com te´cnicas como
o estabelecimento de prioridades e meta-polı´ticas definidas. Os trabalhos [24, 17, 23] discutem
va´rias te´cnicas para tratamento de conflitos.
As polı´ticas sa˜o disseminadas para os sistemas de gereˆncia apo´s terem sido definidas e
refinadas. A func¸a˜o dos sistemas de gereˆncia e´ armazenar e aplicar as polı´ticas no sistema
gerenciado (ex: elementos de rede).
3.4 Modelo de Informac¸a˜o PCIM
Organizac¸o˜es e comunidades internacionais tais como o IETF e DMTF tem definido especifi-
cac¸o˜es com o intuito de padronizar a modelagem de polı´ticas, tipicamente em alto nı´vel. Por
exemplo, o IETF definiu o modelo de informac¸a˜o Policy Core Information Model (PCIM) [7]
e o DMTF definiu os modelos Common Information Model (CIM) [6] e o Directory Enable
Networks (DEN) [52].
O PCIM especifica um modelo de informac¸a˜o orientado a objetos utilizado para representar
informac¸o˜es de polı´ticas. Estendido do CIM, este modelo define hierarquias de classes estrutu-
rais que representam informac¸o˜es de polı´ticas, e de classes de associac¸a˜o que indicam como as
instaˆncias de classes estruturais esta˜o relacionadas. As classes de polı´ticas e associac¸o˜es defi-
nidas no PCIM sa˜o gerais o suficiente para representar polı´ticas em qualquer contexto, pore´m,
e´ esperado inicialmente que sejam utilizadas para representar polı´ticas relacionadas com quali-
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dade de servic¸o (int-serv e diff-serv) e IPSec [9].
O modelo CIM serve como um modelo que apresenta uma hierarquia de classes simples e
de maior nı´vel de abstrac¸a˜o. Em sua extensa˜o, o PCIM, sa˜o incorporadas novas classes onde
suas especificac¸o˜es sa˜o mais pro´ximas da implementac¸a˜o, ver Figura 3.3.
Figura 3.3: Hierarquia de classes do modelo de informac¸a˜o PCIM.
PolicyRule e´ a principal classe para representar a semaˆntica “Se CONDIC¸ ˜AO enta˜o AC¸ ˜AO”.
As condic¸o˜es sa˜o representadas como conjuntos de AND de condic¸o˜es intercaladas por opera-
c¸o˜es ORs (Disjuntive Normal Form - DNF), ou conjuntos de OR de condic¸o˜es intercaladas por
operac¸o˜es AND (Conjuntive Normal Form - CNF). Condic¸o˜es individuais podem ser negadas
e as ac¸o˜es especificadas pela PolicyRule sa˜o executadas se, e somente se, as condic¸o˜es forem
verdadeiras.
As condic¸o˜es e ac¸o˜es de uma PolicyRule sa˜o modeladas, respectivamente, pelas classes
PolicyCondition e PolicyAction. Uma PolicyRule pode ser associada com uma ou mais Policy-
TimePeriodCondition indicando o perı´do em que a PolicyRule esta´ ativa e inativa. A classe
PolicyRule utiliza a propriedade ConditionListType para indicar se as condic¸o˜es esta˜o no modo
DNF ou CNF. A agregac¸a˜o PolicyConditionInPolicyRule conte´m duas propriedades para com-
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pletar a representac¸a˜o das condic¸o˜es: GroupNumber e ConditionNegated. O inteiro Group-
Number indica o nu´mero do grupo em que a condic¸a˜o participa e o boolean ConditionNegated
indica se a condic¸a˜o e´ negada (verdadeiro quando negada).
Suponha uma PolicyRule que agregue cinco PolicyConditions, de C1 a C5, com o seguintes
valores de sua propriedades:
C1: GroupNumber = 1, ConditionNegated = FALSO
C2: GroupNumber = 1, ConditionNegated = VERDADE
C3: GroupNumber = 1, ConditionNegated = FALSO
C4: GroupNumber = 2, ConditionNegated = FALSO
C5: GroupNumber = 2, ConditionNegated = FALSO
A representac¸a˜o destas condic¸o˜es se ConditionListType = DNF e´ equivalente a` expressa˜o
(C1 AND (NOT C2) AND C3) OR (C4 AND C5). Se ConditionListType = CNF a expressa˜o
equivalente e´ (C1 OR (NOT C2) OR C3) AND (C4 OR C5).
As PolicyRules podem ser priorizadas, utilizadas em stand-alone ou agrupadas. Uma polı´tica
stand-alone e´ chamada de PolicyRule. PolicyGroups sa˜o agregac¸o˜es de PolicyRules ou de Po-
licyGroup, mas na˜o ambos [7].
Capı´tulo 4
Trabalhos Relacionados
4.1 Introduc¸a˜o
Va´rios trabalhos esta˜o relacionados com a soluc¸a˜o proposta apresentada nesta dissertac¸a˜o. A
Sec¸a˜o 4.2 discute aqueles que esta˜o relacionados com a a´rea de redes o´pticas e a Sec¸a˜o 4.3
discute aqueles focados na gereˆncia de redes baseada em polı´ticas.
4.2 Redes ´Opticas
Os estudos das comunicac¸o˜es o´pticas teˆm seu inı´cio marcado na segunda metade do se´culo XX
quando a comunidade de pesquisa constatou que utilizar uma portadora de sinais o´pticos para
transmissa˜o de dados teria vantagens significantes sobre as portadoras de sinais ele´tricos e de
microondas existentes. Na de´cada de 1970 e´ desenvolvido e instalado um sistema comercial
baseado em comunicac¸o˜es o´pticas como parte da primeira gerac¸a˜o das comunicac¸o˜es o´pticas.
Nesta e´poca, os problemas existentes em comunicac¸o˜es o´pticas sa˜o evidenciados, va´rios deles
decorrentes da grande largura de banda das fibras o´pticas e outros relacionados com o que
conhecemos por RWA.
Para se estabelecer uma conexa˜o o´ptica e´ necessa´rio encontrar uma rota e atribuir os lambdas
para esta rota. Rouskas et. al. [48] e Zang et. al [63] discutem sobre alguns problemas existentes
em RWA e soluc¸o˜es. [48] apresenta tambe´m uma visa˜o geral sobre redes o´pticas. Ambos os
trabalhos foram importantes para uma compreensa˜o geral da a´rea.
O problema das falhas tambe´m e´ bastante discutido pela comunidade de pesquisa. Uma
simples falha pode provocar a perda de um grande volume de tra´fego. Zhang et. al [64] faz
uma revisa˜o sobre a gereˆncia de falhas em redes o´pticas incluindo aspectos como mecanismos
de protec¸a˜o e de restaurac¸a˜o, e abordagens relacionadas com a disponibilidade de servic¸os,
estrate´gias de provisionamento, tempo de restaurac¸a˜o e a capacidade de se restaurar servic¸os.
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Va´rias soluc¸o˜es sa˜o apresentadas na tentativa de resolver ou contribuir na soluc¸a˜o do pro-
blema das falhas. Fumagalli et. al estudam a restaurac¸a˜o IP e protec¸a˜o WDM de forma a
verificar suas vantagens e investigar qual destas seria a melhor abordagem. Wei et. al [59]
estudam a integrac¸a˜o de multi-camadas de rede sobre aspectos de falhas. Este problema e´ sub-
dividido em treˆs problemas menores, estrate´gias de modelagem, dimensionamento de capaci-
dade e roteamento dinaˆmico, os quais buscam prover confiabilidade a`s conexo˜es de largura de
banda arbitra´ria em uma Internet o´ptica integrada. As simulac¸o˜es mostraram que os esquemas
adaptativos para falhas obtiveram resultados melhores do que soluc¸o˜es encontradas na Inter-
net sobre os crite´rios taxa de bloqueio de tra´fego, reserva de recursos requeridos e taxa me´dia
de recuperac¸a˜o de tra´fego. Ramamurthy et. al [47] discute diferentes me´todos de protec¸a˜o
e restaurac¸a˜o para o tratamento de falhas e os examina quanto ao tempo de recuperac¸a˜o. Os
resultados obtidos mostraram que existe um limiar entre a utilizac¸a˜o da capacidade e a suscep-
tibilidade a mu´ltiplas falhas de enlace. Zheng et. al [66] investigam me´todos de protec¸a˜o para
o tratamento de falhas em um cena´rio IP/MPLS sobre redes WDM onde a demanda de tra´fego
e´ dinaˆmica. Dois algoritmos de roteamento sa˜o propostos para, de forma eficiente, garantir a
largura de banda de caminhos de protec¸a˜o.
`A medida que as soluc¸o˜es para os problemas amadurecem, e´ observado que para resolver
os problemas atuais as novas soluc¸o˜es precisam ser estendidas e considerar ou incorporar novos
aspectos. A agregac¸a˜o de tra´fego em circuitos o´pticos e´ um tema que se apresentou estar rela-
cionado com va´rios problemas. Por exemplo, para resolver problemas de falhas e´ importante
obter informac¸o˜es sobre os fluxos de tra´fego agregados nos circuitos o´pticos que foram afeta-
dos pela falha. Da mesma forma, para se estabelecer uma conexa˜o (problema RWA) deve-se ter
informac¸o˜es sobre a capacidade dos OXCs quanto a` agregac¸a˜o de tra´fego.
Va´rios trabalhos buscam estudar a agregac¸a˜o de tra´fego. Cinkler et. al [18] fazem uma
revisa˜o sobre a agregac¸a˜o de tra´fego e de lambdas em um cena´rio de redes multi-camadas.
Algumas vantagens e desvantagens destas te´cnicas tambe´m sa˜o apresentadas. Zhu et. al [67]
discutem sobre a agregac¸a˜o de tra´fego e a investigam em redes o´pticas WDM em malha. O
objetivo e´ aumentar a vaza˜o da rede. Dutta et. al [25] apresentam uma visa˜o geral comparativa
entre trabalhos que revelam um volume de pesquisa significante em agregac¸a˜o de tra´fego e,
tambe´m, discutem novas direc¸o˜es e desafios neste to´pico.
Outros trabalhos apresentam soluc¸o˜es para o problema das falhas considerando a agregac¸a˜o
de tra´fego. Canhui et. al [45] investigam a agregac¸a˜o de tra´fego considerando aspectos de
falhas em redes o´pticas WDM em malha. Dentro de um contexto de provisionamento dinaˆmico
onde conexo˜es sa˜o estabelecidas, mantidas por um perı´odo de tempo e depois liberadas da rede
o´ptica, sa˜o propostos dois me´todos para protec¸a˜o contra falhas, protection-at-lightpath (PAL)
e protection-at-connection (PAC). Estes me´todos sa˜o diferentes em termos de roteamento e
quantidade de recurso requerido. O me´todo PAL proveˆ uma protec¸a˜o fim-a-fim de lightpath na
qual, apo´s a ocorreˆncia de uma falha, os no´s finais dos lightpaths afetados pela falha comutam
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para seus respectivos lightpaths de backup. O me´todo PAC proveˆ uma protec¸a˜o fim-a-fim com
respeito a conexa˜o. Neste caso, apo´s a ocorreˆncia de uma falha os no´s finais das conexo˜es
afetadas pela falha comutam para seus respectivos lightpaths de backup. Os autores buscam
otimizar o uso de recursos da rede atrave´s da agregac¸a˜o de tra´fego.
Embora sejam encontrados trabalhos que fac¸am co-relac¸a˜o entre o problema da agregac¸a˜o
de tra´fego e o problema das falhas [67, 45], na˜o e´ encontrado algum que relacione polı´ticas de
agregac¸a˜o de tra´fego para o tratamento de falhas.
Alguns trabalhos participam da soluc¸a˜o apresentada nesta dissertac¸a˜o [30, 35, 65]. Fawaz
et. al. [30] propo˜em um contrato de servic¸o aplicado para redes o´pticas (O-SLA). Os autores
descrevem treˆs classes de servic¸o e algums paraˆmetros de tra´fego e desempenho para compor
cada classe, por exemplo, o tempo de configurac¸a˜o da conexa˜o, disponibilidade do servic¸o e
restric¸o˜es para roteamento e recuperac¸a˜o de falhas. O uso do O-SLA para aplicac¸a˜o de polı´ticas
em redes o´pticas tambe´m e´ discutido. Esta dissertac¸a˜o considera o uso de OSLAs para aplicac¸a˜o
de polı´ticas.
Iovanna et. al. [35] discutem um sistema de engenharia de tra´fego que considera os me´todos
de roteamento on-line e off-line para a instalac¸a˜o de tra´fego na rede. Este sistema e´ capaz
de reagir dinamicamente a mudanc¸as de tra´fego e conta com o conceito da elasticidade da
largura de banda para conseguir um melhor aproveitamento dos recursos da rede o´ptica. Atrave´s
da elasticidade busca-se reservar uma largura de banda maior do que a banda requerida para
os fluxos de alta prioridade, permitindo que pedidos de alterac¸a˜o de largura de banda sejam
atendidos com um menor ı´ndice de preempc¸a˜o. A diferenc¸a entre a banda requerida e a ma´xima
que foi reservada e´ chamada de banda de elasticidade e pode ser utilizada por fluxos de baixa
prioridade enquanto estiver ociosa. O uso de polı´ticas e de mecanismos de protec¸a˜o contra
falhas na˜o sa˜o considerados. Esta dissertac¸a˜o faz uso do conceito de elasticidade apresentado
neste trabalho.
Zang et. al. [65] investigam me´todos de RWA para o tratamento de falhas. Proteger um
caminho fim-a-fim e´ uma soluc¸a˜o bastante atrativa para servir conexo˜es clientes na gereˆncia de
falhas em redes o´pticas WDM em malha. Para proteger contra qualquer falha, duas rotas disjun-
tas sa˜o necessa´rias entre os no´s de origem-destino, uma para o caminho prima´rio e outra para
o caminho secunda´rio (backup). Geralmente, o caminho mais curto entre o par origem-destino
e´ usado como caminho prima´rio e o backup e´ calculado depois que os enlaces do caminho
prima´rio forem removidos. Esta abordagem e´ chamada de two step approach. [65] investiga o
uso desta abordagem em redes o´pticas utilizando OXC com e sem a capacidade de conversa˜o.
O me´todo two step approach e´ utilizado no simulador desenvolvido nesta dissertac¸a˜o.
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4.3 Gereˆncia de Redes Baseada em Polı´ticas
A gereˆncia de redes baseada em polı´ticas e´ uma a´rea que tem despertado interesse da comuni-
dade de pesquisa ha´ alguns anos atra´s. Morris Sloman, lı´der do grupo de Gereˆncia de Sistemas
Distribuı´dos da Universidade Imperial College, e´ um dos precursores da a´rea. Va´rios proje-
tos relacionados com polı´ticas foram desenvolvidos neste grupo desde a de´cada de 1980 [50,
51]. [20] e [60] apresentam as caracterı´sticas ba´sicas de polı´ticas e as principais atividades das
organizac¸o˜es envolvidas na e´poca (ex: ITU, IETF e DMTF). Os conceitos ba´sicos da gereˆncia
baseada em polı´ticas foram obtidos nestes artigos.
Em 1989, o IETF tambe´m fez uso dos conceitos de polı´ticas na RFC Policy Routing in Inter-
net Protocols [19]. Estes conceitos foram reutilizados em a´reas como Internet Accounting [42],
Integrated Services [61], Differenciated Services [12], AAA [58] e IP Security [13]. Alguns anos
depois, pesquisas em roteadores baseados em ro´tulo e no RSVP lideraram a especificac¸a˜o do
protocolo Open Outsourcing Policy Service (OOPS) pela IBM. Mais tarde, o grupo Resource
Allocation Protocol (RAP) do IETF padronizou o Common Open Policy Service, uma extensa˜o
do OOPS.
Em 2003, o DMTF especificou o Common Information Model [6], um modelo de informac¸a˜o
que mante´m informac¸o˜es de polı´ticas e permite a gereˆncia de redes. Entretanto, o DMTF na˜o
proveˆ um guia arquitetural para sistemas de gereˆncia de redes baseado em polı´ticas. O IETF
criou um arcabouc¸o que pode ser reutilizado por va´rios outros grupos de trabalho. Ainda em
2003, o IETF especifica o PCIM, uma extensa˜o do CIM utilizando conceitos da arquitetura de
polı´ticas do grupo de trabalho RAP. As polı´ticas definidas nesta dissertac¸a˜o sa˜o baseadas no
PCIM.
Recentemente, a gereˆncia de redes baseada em polı´ticas tem sido reforc¸ada com a grande
discussa˜o sobre computac¸a˜o autonoˆmica (autonomic computing). [11] faz uma revisa˜o da ge-
reˆncia de polı´ticas para o paradigma da computac¸a˜o autonoˆmica e mostra como este paradigma
pode ser usado para gereˆncia de sistemas de rede. O segmento (self-healing) da computac¸a˜o
autonoˆmica e´ um trabalho futuro vislumbrado nesta dissertac¸a˜o.
Alguns artigos apresentam uma visa˜o pra´tica da aplicac¸a˜o de polı´ticas em redes e foram
importantes para mensurar a relevaˆncia da aplicac¸a˜o de polı´ticas em casos mais concretos. [36]
descreve um arcabouc¸o para o entendimento e implementac¸a˜o de polı´ticas na gereˆncia de redes
de empresas. Uma arquitetura geral para gereˆncia de polı´ticas e´ apresentada, assim como uma
instaˆncia na gereˆncia de configurac¸a˜o. [57] apresenta uma visa˜o geral de como a administrac¸a˜o
de uma rede pode ser simplificada definindo dois nı´veis de polı´ticas, de nego´cio e de tecnologia.
Um me´todo para traduc¸a˜o das polı´ticas do nı´vel de nego´cio para o nı´vel de tecnologia e para
verificac¸a˜o de conflitos entre polı´ticas e´ apresentado no artigo. A arquitetura definida pode
ser aplicada em duas a´reas, a gereˆncia de desempenho de SLAs e de suporte de comunicac¸a˜o
utilizando o protocolo IPSec [9].
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A aplicac¸a˜o de polı´ticas no contexto da engenharia de tra´fego e DiffServ tem apresentado
va´rios trabalhos [21, 55]. Em especial, a pesquisa apresentada nesta dissertac¸a˜o e´ uma extensa˜o
de [55]. [55] busca reduzir o overhead da rede o´ptica para remover e rerotear tra´fego IP/MPLS
de baixa prioridade. A soluc¸a˜o proposta inclui uma arquitetura baseada em polı´ticas e grupos de
polı´ticas para agregac¸a˜o de tra´fego IP/MPLS em circuitos o´pticos. Os resultados das simulac¸o˜es
mostraram que o nu´mero de remoc¸o˜es de tra´fego e´ menor quando sa˜o utilizadas polı´ticas para
gerenciar a agregac¸a˜o de tra´fego na rede. Este trabalho na˜o considera aspectos de falha na
agregac¸a˜o de tra´fego.
A soluc¸a˜o proposta nesta dissertac¸a˜o possui outros trabalhos como suporte [62, 5, 7]. [62]
discute as metas e requisitos de um controle de admissa˜o baseado em polı´ticas e propo˜e um
arcabouc¸o de polı´ticas composto por elementos conhecidos no COPS (ex: PDP e PEP). Este
arcabouc¸o e´ instanciado nesta dissertac¸a˜o. [7] tambe´m e´ uma recomendac¸a˜o IETF e define
o modelo de informac¸a˜o PCIM. ´E apresentado um modelo de informac¸a˜o orientado a objetos
para representac¸a˜o de informac¸o˜es de polı´ticas desenvolvidas pelo grupo de trabalho Policy Fra-
mework do IETF e como uma extensa˜o do modelo CIM especificado pelo DMTF. As definic¸o˜es
da a´rea de polı´ticas apresentadas nesta dissertac¸a˜o seguem as terminologias descritas em [5].
Capı´tulo 5
Soluc¸a˜o Proposta
5.1 Introduc¸a˜o
A largura de banda grande dos enlaces e dos circuitos o´pticos e´ caracterı´stica marcante das
redes o´pticas que traz benefı´cios e novos desafios. Um destes desafios e´, na ocorreˆncia de uma
falha, reduzir a perda de dados na rede. Este capı´tulo propo˜e uma soluc¸a˜o para este desafio.
A ide´ia geral desta soluc¸a˜o e´ admitir tra´fego na rede o´ptica utilizando polı´ticas de agregac¸a˜o
que considerem aspectos de falha, e em caso de ocorreˆncia de falha, priorizar a readmissa˜o de
fluxos de tra´fego de maior importaˆncia ou relevaˆncia.
A soluc¸a˜o proposta e´ composta por uma arquitetura de gereˆncia baseada em polı´ticas e um
conjunto de polı´ticas para agregac¸a˜o de tra´fego. A Sec¸a˜o 5.2 apresenta o cena´rio considerado e
as Sec¸o˜es 5.3 e 5.4 apresentam, respectivamente, a arquitetura e as polı´ticas da soluc¸a˜o.
5.2 Cena´rio de Refereˆncia
Atualmente, as redes o´pticas sa˜o portadoras de tecnologias que permitem a interac¸a˜o com va´rios
outros tipos de redes. Neste contexto, a integrac¸a˜o com redes IP/MPLS tem se mostrado pro-
missora para provedores de servic¸o [32]. As redes IP/MPLS clientes com seus LSPs baseados
em pacotes requisitam recursos o´pticos de forma a atravessar o domı´nio e alcanc¸ar seu destino.
O cena´rio de refereˆncia desta dissertac¸a˜o considera a integrac¸a˜o entre redes IP/MPLS e a rede
o´ptica, ver Figura 5.1.
A requisic¸a˜o por recursos o´pticos e a notificac¸a˜o de falha sa˜o eventos tratados pela soluc¸a˜o
proposta. O sistema de gereˆncia da rede o´ptica recebe requisic¸o˜es por conexo˜es e uma notificac¸a˜o
de falha com a finalidade de analisar a contribuic¸a˜o das polı´ticas de agregac¸a˜o para a reduc¸a˜o
do impacto da falha. As restric¸o˜es das polı´ticas sa˜o especificadas pelos seguintes paraˆmetros do
contrato de servic¸o:
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Figura 5.1: Cena´rio de Refereˆncia.
• Classe de Servic¸o: Define a prioridade de entrega do fluxo: alta prioridade (HP) ou baixa
prioridade (LP).
• Protec¸a˜o: Define o nı´vel de protec¸a˜o do fluxo podendo ser desprotegido ou ter a protec¸a˜o
1+1, 1:1 ou 1:N.
• Largura de banda requerida (reqBw): Volume de tra´fego real da conexa˜o.
• Largura de banda mı´nima (minBw): Valor mı´nimo que a largura de banda do fluxo pode
alcanc¸ar.
• Largura de banda ma´xima (maxBw): Valor ma´ximo que a largura de banda do fluxo pode
alcanc¸ar.
Os treˆs nı´veis de largura de banda (reqBw, maxBw e minBw) foram especificados de forma a
explorar o conceito da elasticidade utilizado no trabalho [35]. Uma das vantanges de se explorar
este conceito e´ permitir a reduc¸a˜o do nu´mero de preempc¸o˜es na rede. Por exemplo, dependendo
da classe de servic¸o de um fluxo, pode-se alocar uma quantidade de banda maior do que a re-
querida (ex: maxBw), evitando que futuros pedidos de aumento da largura de banda provoque
preempc¸o˜es na rede. A largura de banda equivalente a` diferenc¸a entre reqBw e maxBw e´ cha-
mada de largura de banda da elasticidade (elastBw) e ficara´ ociosa enquanto nenhum pedido de
aumento de largura de banda for recebido.
A rede o´ptica deve prover mecanismos ou estrate´gias para todos os nı´veis de protec¸a˜o exi-
gidos pela rede IP/MPLS cliente. A ligac¸a˜o entre o tipo de protec¸a˜o exigido no SLA e´ di-
reta com o tipo de protec¸a˜o oferecido pelo circuito o´ptico. Um circuito o´ptico pode participar
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dos esquemas de protec¸a˜o 1+1, 1:1 ou 1:N; ou ser desprotegido. Para simplicar a ana´lise e a
implementac¸a˜o consideramos que os circuitos o´pticos sa˜o single-hop.
A notificac¸a˜o de uma falha e´ um evento do plano de controle o´ptico para o sistema de
gereˆncia. Embora o cena´rio de refereˆncia considere a existeˆncia de um plano de controle, nossa
soluc¸a˜o proposta esta´ contida no contexto da gereˆncia de redes o´pticas e independe da tecnolo-
gia adotada para o plano de controle.
5.3 Arquitetura baseada em Polı´ticas
A arquitetura proposta e´ constituı´da por quatro mo´dulos de gereˆncia e um reposito´rio de polı´ticas:
Gerente de Recursos, Controle de Admissa˜o, Gerente de Falhas e o Gerente de Polı´ticas. A Fi-
gura 5.2 apresenta a arquitetura proposta.
Figura 5.2: Arquitetura proposta.
⊲ Gerente de Recursos (RM): O Gerente de Recursos e´ responsa´vel por armazenar e prover
informac¸o˜es sobre a topologia virtual e a topologia fı´sica da rede o´ptica. Os servic¸os
do RM sa˜o requeridos pelos mo´dulos AC, FM e PM (definidos em seguida). A topologia
virtual representa o conjunto de circuitos o´pticos estabelecidos entre os no´s da rede o´ptica.
Tipicamente, estes circuitos sa˜o conhecidos como Forwarding Adjacencies [8].
⊲ Controle de Admissa˜o (AC): O Controle de Admissa˜o e´ responsa´vel por receber requisic¸o˜es
IP/MPLS e envia´-las para o Gerente de Polı´ticas para que as devidas polı´ticas de admissa˜o
sejam aplicadas. O RM e´ invocado pelo AC para obter os circuitos o´pticos que conectam
o par (origem, destino) da requisic¸a˜o.
⊲ Gerente de Falhas (FM): O Gerente de Falhas tem as func¸o˜es de receber a notificac¸a˜o
de falha enviada pelo plano de controle e decidir a ordem em que os fluxos afetados
pela falha sera˜o enviados ao AC para readmissa˜o. Mesmo que a recuperac¸a˜o dos fluxos
afetados pela falha seja prevista pelos mecanismos de protec¸a˜o, para alguns fluxos esta
recuperac¸a˜o na˜o e´ garantida. Isto ocorre com fluxos 1:N e fluxos desprotegidos. A ordem
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de prioridade para readmissa˜o e´ estabelecida pela classe de servic¸o do fluxo, isto e´, fluxos
HP sa˜o enviados para readmissa˜o antes de fluxos LP.
⊲ Gerente de Polı´ticas (PM): O Gerente de Polı´ticas e´ equivalente ao ponto de decisa˜o
das polı´ticas (PDP) do arcabouc¸o para aplicac¸a˜o de polı´ticas (Sec¸a˜o 3.2). Este mo´dulo
e´ responsa´vel por receber fluxos IP/MPLS, decidir quais polı´ticas sera˜o executadas e
instalar o fluxo caso exista algum circuito o´ptico que satisfac¸a as exigeˆncias da requisic¸a˜o.
As condic¸o˜es das polı´ticas decidem em qual circuito o´ptico o fluxo sera´ admitido. As
ac¸o˜es das polı´ticas, por sua vez, instalam o fluxo na rede. Em alguns casos as ac¸o˜es
removem fluxos de mais baixa prioridade em benefı´cio da admissa˜o de fluxos de mais
alta prioridade. O ponto de aplicac¸a˜o das polı´ticas (PEP) sa˜o os no´s de borda da rede
que, neste caso, sa˜o capazes de realizar a agregac¸a˜o de tra´fego.
⊲ Reposito´rio de Polı´ticas (PR): Armazena as polı´ticas definidas. Este mo´dulo e´ acessado
somente pelo PM.
A requisic¸a˜o por recursos o´pticos e a notificac¸a˜o de falha sa˜o eventos tratados de forma
diferente pelos mo´dulos da arquitetura. As Figuras 5.3 e 5.4 apresentam, respectivamente,
como os mo´dulos da arquitetura tratam estes eventos.
<< Ator >>
   Rede
IP/MPLS
 AC  PM  RM 
Repositório
de Políticas
1 : enviarRequisicao()
3 : aplicarPoliticas()
4 : selecionarPoliticas()
 : politicas
 : lightpath
 : lightpath
2 : selecionarLightpaths()
 : lightpaths
5 : executarPoliticas()
Figura 5.3: Tratamento do evento requisic¸a˜o por recursos o´pticos pelos mo´dulos da arquitetura.
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Ao enviar uma requisic¸a˜o ao AC (1), a rede IP/MPLS cliente espera obter um circuito
o´ptico que satisfac¸a as exigeˆncias do fluxo. O PM e´ o responsa´vel por verificar a existeˆncia
deste circuito. Os circuitos o´pticos entre o par (origem,destino) sa˜o selecionados no AC (2)
para que o PM possa aplicar as polı´ticas (3) e verificar se algum deles satisfaz as exigeˆncias
do cliente. Para aplicar as polı´ticas e´ necessa´rio primeiramente selecionar aquelas que esta˜o
relacionadas com a requisic¸a˜o recebida (4) e posteriormente executa´-las (5). O resultado deste
processo pode ser um circuito o´ptico ou apenas um retorno vazio, o que significa que nenhum
recurso foi encontrado e, enta˜o, a requisic¸a˜o e´ recusada.
<< Ator >>
 Rede
Óptica
 FM  AC  RM 
1 : enviarFalha()
<< fibraRompida >>
2 : selecionarLightpaths()
 : lightpaths
3 : atualizarEstadoRede()
5 : enviarRequisicao()
4 : decidirReadmissao()
 : lightpath
Figura 5.4: Tratamento do evento notificac¸a˜o de falha pelos mo´dulos da arquitetura.
A notificac¸a˜o de falha sinaliza o rompimento de uma fibra. O plano de controle trata e
notifica a falha ao FM apo´s ter sido detectada. Ao enviar a notificac¸a˜o de falha (1), o FM
obte´m os circuitos o´pticos contidos na fibra atrave´s do RM (2), sinaliza-os como falhos (3) e
verifica quais fluxos na˜o foram recuperados para que estes possam ser enviados ao PM (4). Sa˜o
enviados para readmissa˜o primeiramente os fluxos de mais alta prioridade, isto e´, fluxos HP. Ao
chegar no PM, o processo de admissa˜o do fluxo recebido e´ igual ao apresentado na Figura 5.3.
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5.4 Polı´ticas
Na˜o foi definida uma ferramenta para edic¸a˜o e manipulac¸a˜o de polı´ticas (PMT). O papel
das polı´ticas propostas nesta dissertac¸a˜o e´ verificar a disponibilidade de circuitos o´pticos que
satisfac¸am as restric¸o˜es de largura de banda, protec¸a˜o e classe de servic¸o especificadas no con-
trato de servic¸o. Em especial, as polı´ticas analisam a protec¸a˜o requerida e a disponı´vel para
admissa˜o de tra´fego como uma forma de buscar reduzir o impacto negativo gerado por uma
falha. Esta e´ uma tarefa pro´-ativa supostamente vinculada a` gereˆncia de falhas que, no entanto,
esta´ sendo realizada no controle de admissa˜o. Instalar a requisic¸a˜o no circuito o´ptico tambe´m e´
uma responsabilidade das polı´ticas.
As polı´ticas de agregac¸a˜o tambe´m sa˜o utilizadas para readmissa˜o de tra´fego afetado por
alguma falha ocorrida na infra-estrutura da rede. Para poder avaliar melhor a contribuic¸a˜o das
polı´ticas na reduc¸a˜o tra´fego bloqueado apo´s uma falha, desenvolvemos treˆs grupos de polı´ticas.
Cada um destes grupos possui diferentes capacidades de admissa˜o. As caracterı´sticas destes
grupos sa˜o apresentadas em seguida.
⊲ Grupo de Polı´ticas 1 (G1) : Este e´ o grupo de menor complexidade. Quando uma
requisic¸a˜o e´ recebida pelo PM, a admissa˜o e´ feita considerando apenas a protec¸a˜o exi-
gida. Por exemplo, se uma requisic¸a˜o 1+1 chegar ao PM, sua admissa˜o podera´ ser feita
somente em algum circuito o´ptico com protec¸a˜o 1+1 que tenha disponı´vel a largura de
banda requerida (ou largura de banda ma´xima se for o caso de uma requisic¸a˜o de alta
prioridade). Esta analogia tambe´m e´ va´lida para a admissa˜o de fluxos que exigem outros
tipos de protec¸o˜es;
⊲ Grupo de Polı´ticas 2 (G2): O grupo G2 tem uma complexidade intermedia´ria. Suas
polı´ticas estendem as polı´ticas definidas no G1, considerando tambe´m a classe de servic¸o
da requisic¸a˜o recebida como crite´rio para a admissa˜o. Este crite´rio e´ somente na admissa˜o
de tra´fego desprotegido. Ao receber uma requisic¸a˜o desprotegida, sua admissa˜o e´ feita
conforme a seguinte ordem de prioridade. Primeiro busca-se (P1) admitı´-la em algum
circuito o´ptico desprotegido que tenha somente fluxos com a mesma classe de servic¸o da
requisic¸a˜o. Em segundo, busca-se (P2) admitı´-la em algum circuito o´ptico desprotegido
que esteja vazio. Estas duas polı´ticas buscam admitir, tentando manter juntos os fluxos
de tra´fego de mesma classe de servic¸o; no entanto, quando os recursos da rede se tornam
escassos, outras polı´ticas sa˜o executadas. Neste caso, sa˜o definidas treˆs polı´ticas. Caso
a requisic¸a˜o desprotegida ainda na˜o tenha sido admitida, enta˜o, primeiramente, busca-se
(P3) admitı´-la em algum circuito o´ptico desprotegido independente da classe de servic¸o
dos fluxos ja´ admitidos no circuito. Depois, busca-se admitı´-la (P4) em algum circuito
o´ptico desprotegido, preemptando, ou apenas removendo, fluxos de tra´fego de mais baixa
prioridade instalados no circuito. Por final, (P5) busca-se admitı´-la em algum circuito
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o´ptico protegido (exceto 1+1), preenchendo primeiro os circuitos de backup e posterior-
mente os prima´rios. Para esta polı´tica existem duas restric¸o˜es: (P5a) a requisic¸a˜o rece-
bida deve ser desprotegida e (P5b) ser de baixa prioridade (LP). Nestas cinco polı´ticas
para admissa˜o de tra´fego desprotegido, a classe de servic¸o e´ um crite´rio bastante utilizado
durante o processo de admissa˜o; pore´m, nas polı´ticas definidas para tra´fego protegido este
crite´rio na˜o e´ bastante utilizado. Ao receber uma requisic¸a˜o protegida, o PM busca (P6)
admitı´-la em algum circuito o´ptico prima´rio que tenha a mesma protec¸a˜o requerida, in-
dependente da classe de servic¸o da requisic¸a˜o recebida. Depois, busca-se admitı´-la (P7)
em algum circuito o´ptico de mesma protec¸a˜o, pore´m, preemptando, ou apenas removendo
fluxos de tra´fego desprotegidos de baixa prioridade instalados no circuito o´ptico.
⊲ Grupo de Polı´ticas 3 (G3): Este grupo de polı´ticas e´ o mais complexo, diferindo em
dois pontos das polı´ticas definidas no G2. O primeiro ponto e´ que se na˜o houver algum
circuito o´ptico com a mesma protec¸a˜o requerida, enta˜o, busca-se admitı´-la em algum cir-
cuito que tenha um nı´vel de protec¸a˜o maior do que o requerido. Este me´todo e´ utilizado
especificamente para requisic¸o˜es 1:N que, neste caso, teˆm seus fluxos instalados em cir-
cuitos o´pticos prima´rios 1:1. Os circuitos 1+1 sa˜o exclusivos para tra´fego 1+1. A segunda
diferenc¸a e´ que o G3 permite a quebra de grupos de circuitos 1:N para atender requisic¸o˜es
1:1; isto e´, ao chegar uma requisic¸a˜o 1:1, o PM podera´ admitı´-la em um grupo 1:N que
na˜o esteja sendo utilizado. Apo´s a quebra de um grupo 1:N sa˜o liberados um grupo 1:1 e
N-1 grupos de circuitos desprotegidos.
Ale´m destes treˆs grupos de polı´ticas, outros tipos de polı´ticas podem ser criados. Por exem-
plo, em seguida e´ apresentado um outro tipo de polı´tica que busca reduzir o volume de tra´fego
bloqueado apo´s uma falha. Os resultados desta polı´tica na˜o foram analisados.
• Polı´tica extra: Esta polı´tica busca priorizar a admissa˜o de tra´fego 1:N no circuito o´ptico
1:N disponı´vel que apresentar a menor probabilidade de bloqueio apo´s a ocorreˆncia de
uma falha. O ca´lculo desta probabilidade para um circuito prima´rio 1:N e´ baseado na
porcentagem de compartilhamento entre as fibras do seu grupo de protec¸a˜o. Por exemplo,
caso 70% das fibras de um circuito 1:N estejam compartilhadas com as fibras de outros
circuitos 1:N do mesmo grupo, o rompimento de uma destas fibras implica na falha de
mais de um circuito o´ptico. Neste caso, somente o tra´fego de um dos circuitos afetados
pela falha sera´ desviado para o circuito de backup. A admissa˜o de requisic¸o˜es 1:N e´
priorizada para circuitos que possuirem as menores probabilidades de compartilhamento
entre fibras de seu respectivo grupo de protec¸a˜o.
Capı´tulo 6
Simulador Desenvolvido
6.1 Introduc¸a˜o
Para validar a soluc¸a˜o proposta simulou-se o cena´rio de refereˆncia. Existem alguns simuladores
de redes o´pticas disponı´veis na literatura. O GMPLS Lightwave Agile Switching Simulator [44]
e´ o mais completo deles. GLASS permite modelar e analisar o desempenho de algoritmos de
roteamento, mecanismos de recuperac¸a˜o e protocolos de sinalizac¸a˜o encontrados na a´rea de
redes o´pticas. Dois fatores dificultaram o uso deste simulador em nossos experimentos: a falta
de suporte aos mecanimos de protec¸a˜o considerados e suas limitac¸o˜es para criac¸a˜o de topologias
fı´sicas. Adapta´-lo e´ uma opc¸a˜o, no entanto, o esforc¸o de adaptac¸a˜o seria muito grande. Enta˜o,
a abordagem escolhida foi desenvolver um novo simulador para realizar nossos experimentos.
O objetivo deste capı´tulo e´ apresentar o simulador desenvolvido. A arquitetura e o funci-
onamento do simulador sa˜o apresentados na Sec¸a˜o 6.2. Detalhes da modelagem do simulador
sa˜o discutidos na Sec¸a˜o 6.3
6.2 Arquitetura e Funcionamento
Foi desenvolvido um simulador na linguagem Java para simular o cena´rio de refereˆncia e validar
a soluc¸a˜o proposta. Cada sistema externo ao sistema de gereˆncia da rede o´ptica e´ representado
por um mo´dulo na arquitura, veja Figura 6.1. Estes mo´dulos sa˜o: o gerador de requisic¸o˜es,
gerador de falhas e o gerador de topologia virtual.
A numerac¸a˜o apresentada nos eventos da Figura 6.1 representam a ordem em que os eventos
devem ocorrer para realizar um experimento. Alguns eventos necessitam de entradas e cada
mo´dulo obte´m informac¸o˜es do RM para realizar sua func¸a˜o. A ordem e os eventos sa˜o: (1)
carrega a topologia fı´sica, (2) gera a topologia virtual, (3) gera e envia as requisic¸o˜es, e (4) gera
e envia a notificac¸a˜o de falha. Uma de duas topologias podem ser carregadas no simulador,
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ambas implementadas diretamente em Java: a topologia preliminar ou a topologia da National
Science Foundation Network (NSFNet). Estas topologias sa˜o apresentadas no Capı´tulo 7.
Figura 6.1: Arquitetura do simulador.
O evento (2) - gerar da topologia virtual - tem a carga da topologia fı´sica como dependeˆncia
e possui a ordem de criac¸a˜o dos grupos de circuitos o´pticos como entrada. No caso da ordem,
por exemplo, primeiro tenta-se criar um grupo de circuitos o´pticos 1:1, em segundo um grupo
1:N, em terceiro um grupo 1+1 e por fim um circuito desprotegido. Este ciclo existe ate´ que
na˜o haja mais recurso o´ptico disponı´vel e, consequ¨emente, na˜o seja mais possı´vel criar um dos
grupos de circuitos o´pticos especificados.
O evento (3) - gerar requisic¸o˜es - tem a largura de banda total da rede como dependeˆncia e
a porcentagem de requisic¸o˜es que deve ser gerada para cada protec¸a˜o e classe de servic¸o. Por
exemplo, 30% das requisic¸o˜es sera˜o 1:1, 20% 1+1, 15% 1:N e 35% desprotegido; 50% das
requisic¸o˜es sera˜o HP e 50% LP. O evento (4) - gerar notificac¸a˜o de falha - na˜o possui entrada.
As Sec¸o˜es 6.2.1, 6.2.2 e 6.2.3 discutem respectivamente sobre como o gerador de requisic¸o˜es,
gerador de falhas e gerador de topologia virtual executam suas func¸o˜es.
No simulador, um fluxo pode assumir va´rios estados ao ser recebido pelo AC do sistema
de gereˆncia da rede o´ptica. Estes estados sa˜o: inicial, admitido, recusado, removido, falho,
bloqueado, readmitido, recuperado e final, ver Figura 6.2.
O estado inicial representa a chegada de uma requisic¸a˜o e o estado final refere-se ao estado
pelo qual o fluxo termina de forma normal (ex: cliente finaliza a transmissa˜o). Apo´s o estado
inicial, a requisic¸a˜o pode ser admitida, recusada ou finalizada. Todo fluxo admitido pode passar
para o estado removido, o qual requer decisa˜o. Quando neste estado, o fluxo pode ser bloqueado
(na˜o pode ser agregado em outro circuito o´ptico) ou readmitido (o fluxo foi removido e pode ser
agregado em outro circuito o´ptico). No estado readmitido, o fluxo pode ser removido outra vez
e o ciclo continua ou o fluxo pode ser finalizado. De volta ao estado admitido, o fluxo pode ir
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Figura 6.2: Estados e transic¸o˜es dos fluxos IP/MPLS.
para o estado falho. Este estado significa que o fluxo estava localizado em alguma fibra afetada
por uma falha. No estado falho, o fluxo pode ser removido (tra´fego desprotegido) continuando
o ciclo assim como citado anteriormente. Por fim, o fluxo pode ser recuperado, isto e´, o fluxo
estava protegido e logo apo´s a ocorreˆncia da falha foi desviado diretamente para o circuito
o´ptico de backup. No estado recuperado, o fluxo pode ser finalizado.
6.2.1 Gerador de Requisic¸o˜es
Va´rias cargas de rede sa˜o geradas para o AC, de 80% a 200% da capacidade total da rede
com variac¸a˜o de 20%. Cada carga gera um experimento independente. As requisic¸o˜es de cada
experimento sa˜o geradas de uma so´ vez, pore´m, a n-e´sima requisic¸a˜o e´ enviada se, e somente
se, for recebido o retorno da (n-1)-e´sima requisic¸a˜o. Retorno nulo significa que a requisic¸a˜o foi
recusada, caso contra´rio, e´ recebido o circuito o´ptico em que a requisic¸a˜o foi admitida.
O mecanismo utilizado para gerar as requisic¸o˜es e´ bastante simples, considere as seguintes
porcentagens para os atributos protec¸a˜o e classe de servic¸o: 30% 1:1, 20% 1+1, 15% 1:N e
35% desprotegido; 50% HP e 50% LP. A porcentagem de cada atributo e´ mapeada em um sub-
intervalo de (0,1). Por exemplo, os intervalos para o atributo protec¸a˜o sa˜o: (0,0.3] para 1:1,
(0.3,0.5] para 1+1, (0.5, 0.65] para 1:N e (0.65,1) para desprotegido. O sorteio aleato´rio de
um nu´mero entre (0,1) define a protec¸a˜o da requisic¸a˜o. Por exemplo, o nu´mero 0.55 define a
protec¸a˜o 1:N. A gerac¸a˜o da classe de servic¸o e´ equivalente a` gerac¸a˜o da protec¸a˜o.
As larguras de banda da requisic¸a˜o (minBw, reqBw e maxBw) podem assumir qualquer
valor inteiro do intervalo [#LimiteInferior,#LimiteSuperior]. Estes limites sa˜o definidos pre-
viamente antes da execuc¸a˜o do experimento. O valor reqBw e´ sorteado do intervalo [#Limi-
teInferior,#LimiteSuperior], e os valores minBw e maxBw sa˜o sorteados, respectivamente, dos
intervalos [#LimiteInferior,reqBw] e [reqBw,#LimiteSuperior].
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6.2.2 Gerador de Falhas
O mecanismo para gerac¸a˜o de uma falha tambe´m e´ bastante simples. Apo´s obter a topologia
fı´sica armazenada pelo gerente de recursos, o gerador de falhas escolhe aleatoriamente uma
fibra desta topologia. O rompimento da fibra sorteada resulta na notificac¸a˜o do FM sobre a
falha.
6.2.3 Gerador de Topologia Virtual
Os circuitos o´pticos da topologia virtual sa˜o criados por grupos de protec¸a˜o, isto e´, grupos 1+1,
1:1 e 1:N. Cada grupo e´ formado pelos seus circuitos prima´rios e backups. Para uniformizar o
conceito, consideramos que um circuito desprotegido e´ equivalente a um grupo desprotegido.
A ordem especificada para os grupos de protec¸a˜o define a ordem de criac¸a˜o dos circuitos
o´pticos. Por exemplo, {1:N, 1:N, 1:1, 1+1, desprotegido} define a ordem de criac¸a˜o dos circui-
tos, o primeiro e o u´ltimo de um ciclo sa˜o respectivamente o 1:N e o desprotegido. Os grupos
de protec¸a˜o sa˜o criados seguindo ordem de grupos estabelecida ate´ que na˜o haja mais recursos
disponı´veis e, consequ¨entemente, na˜o seja possı´vel criar nenhum dos grupos de protec¸a˜o. Um
grupo de protec¸a˜o e´ criado se, e somente se, houver recursos disponı´veis para estabelecer todos
seus circuitos prima´rios e o circuito de backup.
O me´todo de dois passos (two-step-approach [65]) e´ utilizado para encontrar as rotas dos
circuitos o´pticos de cada grupo de protec¸a˜o. Este me´todo define que os circuitos prima´rios
devem ser disjuntos do circuito de backup e, para isso, os enlaces correspondentes a`s rotas dos
circuitos prima´rios ou de backup sa˜o removidos temporariamente do grafo da rede para garantir
que os circuitos sejam disjuntos em enlace. Por exemplo, para um grupo de protec¸a˜o: (1)
encontra-se uma rota para o circuito de backup, (2) remove seus enlaces do grafo, (3) encontra-
se uma rota para cada circuito prima´rio, e (4) retorna os enlaces removidos para o grafo.
Devido a` simplicidade e a` praticidade, os algoritmos Dijkstra e First-Fit foram utilizados
em conjunto com o me´todo de dois passos. O Dijkstra encontra o menor caminho entre dois
no´s da rede e o First-Fit define que o primeiro lambda disponı´vel da lista de lambdas de cada
fibra deve ser atribuı´do para transmissa˜o no enlace. Consideramos que todos os no´s da rede
sa˜o capazes de realizar a conversa˜o completa de lambdas. Para maiores detalhes sobre estes
algoritmos e a conversa˜o de lambdas, ver o Capı´tulo 2.
6.3 Modelagem dos Mo´dulos da Arquitetura Proposta
Os padro˜es (patterns) singleton e factory foram utilizados na modelagem dos mo´dulos da ar-
quitetura [31]. Singleton garante que uma classe e´ instanciada somente uma vez ao longo da
execuc¸a˜o do simulador. Factory define que somente servic¸os declarados pela interface de uma
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classe podera˜o ser requisitados por outras classes. Este padra˜o garante o encapsulamento de
servic¸os de uma classe. As treˆs sec¸o˜es seguintes discutem sobre a modelagem dos mo´dulos da
arquitetura proposta.
Controle de Admissa˜o e Gerente de Falhas
Cada um dos mo´dulos AC e FM foi modelado em uma u´nica classe, ver Figura 6.3.
Diagrama de Classes do AC e FM
ACEngine
−ContadorLsps :ArrayList
+ receberRequisicao (lsp :LSP):LSP
−enviarRequisicao (lsp :LSP,lightpaths :ArrayList ):LSP
−CarregarLightpaths ():ArrayList
<< interface >>
ACInterface
+ receberRequisicao (lsp :LSP):LSP
Fabrica
+ getACEngine ():ACInterface
Fabrica
+ getFMEngine ():FMInterface
FMEngine
−contadorLsps :ArrayList
+ receberFalha (fibra :Fibra ):void
+ executarRecuperacao (GrupoLightpaths :ArrayList ):void
<< interface >>
FMInterface
+ receberFibra (fibra :Fibra ):void
A C
F M
<< implements >>
ACEngine−>ACInterface
<< implements >>
FMEngine−>FMInterface
Figura 6.3: Diagrama de classes do AC e do FM.
Os principais me´todos implementados pelo AC sa˜o:
• ReceberRequisic¸a˜o(): Recebe uma requisic¸a˜o da rede IP/MPLS e retorna nulo se a requisic¸a˜o
for recusada ou o circuito o´ptico se a requisic¸a˜o for admitida. Este me´todo invoca o
me´todo CarregarLightpaths().
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• EnviarRequisic¸a˜o(): Envia a requisic¸a˜o para o PM aplicar as devidas polı´ticas. Um cir-
cuito o´ptico e´ retornado se a requisic¸a˜o for admitida, caso contra´rio e´ retornado nulo.
• CarregarLightpaths(): Requisita ao RM todos os circuitos o´pticos entre a origem e des-
tino especificados na requisic¸a˜o.
Os principais me´todos implementados pelo FM sa˜o:
• ReceberFalha(): Recebe uma notificac¸a˜o do plano de controle da rede o´ptica sobre o
rompimento de uma fibra.
• ExecutarRecuperac¸a˜o(): Este me´todo possui va´rias tarefas: (1) verifica qual esquema de
protec¸a˜o esta´ configurado para cada circuito o´ptico da fibra recebida, (2) desvia para o
respectivo circuito de backup somente o tra´fego do circuito prima´rio que for eleito para
protec¸a˜o (grupos de protec¸a˜o 1:N necessitam de uma eleic¸a˜o para decidir qual circuito
prima´rio sera´ protegido caso a falha afete mais de um circuito do seu grupo), (3) retorna
o tra´fego afetado pela falha que na˜o foi protegido.
Ambos os mo´dulos AC e FM tambe´m contabilizam as requisic¸o˜es e seus respectivos estados
com o intuito de medir os resultados do experimento.
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Gerente de Recursos
Juntamente com o PM, o RM e´ um dos mo´dulos mais complexos do proto´tipo. O RM define e
gerencia classes que representam os recursos o´pticos da topologia fı´sica e da topologia virtual,
ver a Figura 6.4. O controle e armazenamento esta˜o focados em recursos especificados pelas
topologias fı´sica e virtual. Para a topologia fı´sica foram definidas as classes Fibra e OXC. Para
a topologia virtual foram definidas as classes Lightpath e LSP.
ToplogiaFisica
TopologiaVirtual
Diagrama de Classes do RM
RMEngine
+ criarTopologias ():void
Lightpath
−bw:int
−bwLivre :int
−bwUsada :int
−bwElasticidade :int
−habilitado :boolean
−srfg :int
−quebrado :boolean
−recuperavel :boolean
−grupoId :int
−protecao :int
Fibra
−numeroLambdas :int
−lambdasUsados :int
−habilitado :boolean
OXC
RMInterface
+ getLightpathsFrom (origem :OXC,destino :OXC):ArrayList
Fabrica
+ getRMEngine ():RMInterface
*
.
*
.
.+
*
LSP
−classeServico :int
−protecao :int
−reqBw:int
−minBw :int
−maxBw :int*
<< Tráfego >>
<< Primários >>
<< Backups >>
*
<< Entrada >>
<< Saída >>
<< implements >>
RMEngine−>RMInterface
<< Origem >>
<< Destino >>
1..*
Figura 6.4: Diagrama de classes do RM.
Gerente de Polı´ticas e Reposito´rio de Polı´ticas
A modelagem do PM foi baseada na especificac¸a˜o dos modelos de informac¸a˜o CIM [6] e
PCIM [7], ver Figura 6.5. Uma breve discussa˜o sobre o PCIM e´ encontrada na Sec¸a˜o 3.4.
A classe PolicyRule representa uma polı´tica e as classe PolicyCondition e PolicyAction re-
presentam suas respectivas condic¸o˜es e ac¸o˜es, as quais sa˜o construı´das atrave´s de composic¸o˜es
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PMInterface
+ aplicarPoliticas (requisicao :LSP,lightpaths :ArrayList ):Lightpath
PMEngine
+ selecionaPoliticas (requisicao :LSP):ArrayList
+ executarPoliticas (politicas :ArrayList ,requisicao :LSP,lightpaths :ArrayList ):Lightpath
PolicySet
−habilitado :boolean
−descricao :String
−prioridade :int
PolicyRule
+ executar (lsp :LSP,lightpath :Lightpath ):boolean
PolicyGroup
PolicyCondition
−condicaoNegada :boolean
−numeroGrupo :int
+ executar (lsp :LSP,lightpath :Lightpath ):boolean
CompoundPolicyCondition
−tipoListaDeCondicao :int
PCTipoTrafegoAdmitido
+ executar (lsp :LSP,lightpath :Lightpath ):boolean
PCRemocaoNecessaria
+ executar (lsp :LSP,lightpath :Lightpath ):boolean
PCBandaLivre
+ executar (lsp :LSP,lightpath :Lightpath ):boolean
PCLightpathVazio
+ executar (lsp :LSP,lightpath :Lightpath ):boolean
PolicyAction
+ executar (lsp :LSP,lightpath :Lightpath ):boolean
CompoundPolicyAction
−sequenciaAcao :int
PARemoverLSP
+ executar (lsp :LSP,lightpath :Lightpath ):boolean
PAInstalarLSP
+ executar (lsp :LSP,lightpath :Lightpath ):boolean*
*
*
Fabrica
+ getPMEngine ():PMInterface
*
diagrama_de_classes_PM
Figura 6.5: Diagrama de classes do PM.
a partir das classes CompoundPolicyCondition e CompoundPolicyAction. Por exemplo, para
compor a polı´tica (P1) definida na Sec¸a˜o 3.3 e´ necessa´rio instanciar a CompoundPolicyCon-
dition a qual sera´ composta por instaˆncias das classes PCTypeOfProtection, PCTypeOfTraffi-
cAdmitted, PCEmptyLightpath e PCFreeBandwidth. No caso da classe PCEmptyLightpath, o
atributo conditionNegated da classe PolicyCondition deve ser verdadeiro. Para as ac¸o˜es e´ pre-
ciso instanciar somente a classe PAInstallLsp. Os atributos conditionListType e groupNumber
da classe PolicyRule combinados definem se as condic¸o˜es sera˜o compostas na forma disjuntiva
(DNF) ou conjuntiva (CNF). A Sec¸a˜o 3.4 apresenta detalhes sobre as composic¸o˜es DNF e CNF.
A forma como o PM foi modelado permite que os recursos de mais de um domı´nio sejam
gerenciados. A Figura 6.6 ilustra como isto pode ser feito. Primeiro e´ criado um conjunto para
armazenar os grupos de polı´ticas de cada domı´nio (PolicySet). Em seguida sa˜o criados os grupos
de polı´ticas (PolicyGroup), os quais permitem que as polı´ticas (PolicyRule) de um dado domı´nio
sejam organizadas e priorizadas conforme as exigeˆncias do administrador da rede. A definic¸a˜o
das polı´ticas pode ser feita sobre uma estrutura simples, utilizando apenas um nı´vel de grupo,
ou sobre va´rios nı´veis de grupos, ver Figura 6.6. Para um caso mais complexo, a definic¸a˜o das
polı´ticas pode ser feita sobre uma estrutura de a´rvore onde os no´s internos sa˜o os grupos e os
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no´s folha sa˜o as polı´ticas. Mesmo que esta estrutura oferec¸a uma grande flexibilidade para a
organizac¸a˜o das polı´ticas, nosso me´todo considera apenas um domı´nio e apenas um nı´vel de
grupo para definic¸a˜o de polı´ticas.
Figura 6.6: Exemplo para criac¸a˜o de um caso de polı´ticas simples.
O PR foi incorporado ao PM. As polı´ticas sa˜o instanciadas e armazenadas em um ArrayList.
Foi discutida a abordagem de se modelar o PR como um mo´dulo separado e utilizando o pro-
tocolo LDAP para o armazenamento das polı´ticas, no entanto, a abordagem inicial e´ suficiente
para cobrir a soluc¸a˜o proposta.
Capı´tulo 7
Experimentos e Resultados
7.1 Introduc¸a˜o
O simulador apresentado no Capı´tulo 6 foi utilizado para realizar va´rios experimentos. A
Sec¸a˜o 7.2 apresenta a configurac¸a˜o dos experimentos realizados, a Sec¸a˜o 7.3 discute os re-
sultados obtidos, e, por fim, a Sec¸a˜o 7.3.3 faz uma ana´lise geral dos resultados obtidos.
7.2 Experimentos
O objetivo dos experimentos apresentados a seguir e´ verificar se a soluc¸a˜o proposta no Capı´tulo 5
permite reduzir o impacto negativo gerado pelo rompimento de uma fibra. Doze experimentos
foram realizados em duas topologias fı´sicas diferentes.
Os experimentos foram construı´dos a partir das varia´veis de entrada do simulador: (1) a
topologia fı´sica, (2) a ordem de criac¸a˜o dos grupos de protec¸a˜o da topologia virtual, e (3) a
porcentagem de requisic¸o˜es geradas para cada classe de servic¸o e protec¸a˜o. A notificac¸a˜o de
falha e´ uma entrada do simulador, pore´m na˜o pode ser varia´vel. Ale´m destas varia´veis de
(1) a (3), algumas caracterı´sticas embutidas no simulador tambe´m poderiam ser variadas, por
exemplo, os algoritmos de roteamento e de atribuic¸a˜o de lambdas. Os experimentos realizados
consideram somente a variac¸a˜o de (3) e (1). Considerar a variac¸a˜o de (2) implica em um grande
nu´mero de experimentos. Esta atividade e´ um trabalho futuro.
A ordem de criac¸a˜o dos grupos de protec¸a˜o (1) considerada para todos os experimentos
e´ {1:N, 1:N, 1:1, 1+1, desprotegido}. Esta ordem foi escolhida para poder analisar melhor a
polı´tica de quebra de grupos 1:N. Consideramos que a protec¸a˜o 1:N e´ formada por um circuito
o´ptico de backup e treˆs circuitos o´pticos prima´rios, isto e´, um grupo de protec¸a˜o 1:3.
A atribuic¸a˜o das porcentagens para as protec¸o˜es e as classes de servic¸os (3) sa˜o obtidas
atrave´s de combinac¸o˜es de valores dos conjuntos A = {40%, 20%, 20% e 20%} e B = {20%,
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80% e 50%}, ver Tabela 7.1. Os quatro tipos de protec¸o˜es e os dois tipos de classes de servic¸o
podem assumir somente valores do conjunto A e B, respectivamente. Desta forma, somente
uma das protec¸o˜es tera´ a porcentagem de 40% permitindo que esta protec¸a˜o seja analisada
separadamente das demais protec¸o˜es. Para as classes de servic¸o sa˜o geradas combinac¸o˜es onde
uma classe possui uma porcentagem maior ou menor do que a outra classe, ou ambas possuem
a mesma porcentagem.
Tabela 7.1: Configurac¸a˜o dos experimentos realizados.
Os experimentos da Tabela 7.1 sa˜o independentes. Ao enviar as requisic¸o˜es e a notificac¸a˜o
de falha do i-e´simo experimento, os circuitos o´pticos sa˜o “reinicializados”, isto e´, o tra´fego dos
circuitos o´pticos sa˜o desinstalados e os circuitos sa˜o reabilitados para que as requisic¸o˜es e a
notificac¸a˜o de falha do (i-1)-e´simo experimento sejam enviados.
De uma forma geral, os experimentos sa˜o realizados sobre duas topologias fı´sicas. Os cir-
cuitos o´pticos de cada uma destas topologias sa˜o gerados somente uma vez e utilizando a mesma
ordem de criac¸a˜o apresentada para os grupos de protec¸a˜o. Cada experimento apresentado na
Tabela 7.1 e´ simulado 7 vezes, uma para cada carga de rede (80%, 100%, 120%, 140%, 160%,
180% e 200%) e com as seguintes caracterı´sticas: as requisic¸o˜es sa˜o geradas conforme a carga
da rede, a notificac¸a˜o da falha e´ enviada apo´s o envio das requisic¸o˜es e os circuitos o´pticos
sa˜o “reinicializados” ao te´rmino de cada simulac¸a˜o. Por exemplo, a quantidade de requisic¸o˜es
desprotegidas geradas para a carga de 120% do experimento 1 e´ calculada da seguinte forma:
36 (capacidade da rede) * 1.2 (carga de tra´fego a ser gerada) * 0.4 (porcentagem de requisic¸o˜es
desprotegidas) = 17,28 Gb/s de tra´fego gerado.
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7.3 Resultados
Os resultados obtidos nos experimentos sa˜o apresentados em dois tipos de gra´ficos, especı´ficos
e gerais. O objetivo dos gra´ficos especı´ficos, por exemplo a Figura 7.2(a), e´ apresentar as
porcentagens relativas a` admissa˜o de tra´fego, e ao bloqueio e tra´fego afetado apo´s uma falha.
Estes gra´ficos foram obtidos a partir da me´dia de 20 simulac¸o˜es para cada carga de tra´fego dos
experimentos. Os gra´ficos gerais, por exemplo a Figura 7.3(a), apresentam uma visa˜o geral das
vantagens da aplicac¸a˜o de polı´ticas atrave´s de um comparativo do desempenho entre utilizar e
na˜o utilizar polı´ticas para admissa˜o de tra´fego na rede o´ptica.
Devido a` simplicidade, consideramos que o grupo G1 e´ equivalente a um caso sem polı´ticas.
As Sec¸o˜es 7.3.1 e 7.3.2 apresentam os resultados obtidos nas topologias fı´sicas preliminar e
NSFNet, respectivamente.
7.3.1 Topologia Fı´sica Preliminar
A topologia fı´sica preliminar e´ formada por 7 no´s, ver Figura 7.1. Para a simulac¸a˜o, considera-
se que cada enlace o´ptico possui duas fibras unidirecionais (uma para cada direc¸a˜o) e cada fibra
possui 10 lambdas de 1 gigabit por segundo. Com esta infra-estrutura, o gerador de topologia
virtual criou 37 circuitos o´pticos entre o par de origem e destino (2,6): 9 grupos desprotegidos,
2 grupos 1+1, 2 grupos 1:1 e 5 grupos 1:3.
Figura 7.1: Topologia fı´sica preliminar.
De uma forma geral, a aplicac¸a˜o das polı´ticas apresentou-se relevante na topologia prelimi-
nar, ver Figura 7.2.
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Figura 7.2: Visa˜o geral do desempenho das polı´ticas na topologia preliminar.
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Os grupos de polı´ticas G2 e G3 apresentaram um desempenho melhor do que o grupo “sem
polı´ticas” na admissa˜o de tra´fego. O grupo G2 em especial, obteve resultados melhores do
que o grupo “sem polı´ticas” em todos os experimentos. Ao analisar o desempenho das polı´ticas
sobre os tipos de tra´fego admitidos, notamos que as polı´ticas permitem priorizar tipos de tra´fego
especı´ficos conforme a necessidade do administrador da rede. Pore´m, aumentar a prioridade de
admissa˜o de um tipo de tra´fego implicou em reduzir a prioridade de admissa˜o de outro tra´fego.
Fica a cargo do administrador querer ou na˜o balancear a admissa˜o dos diversos tipos de tra´fego
na rede.
O desempenho na admissa˜o geral de tra´fego e´ mantido na admissa˜o de tra´fego HP, Fi-
gura 7.2(b);pore´m, com uma melhora do grupo G3 nos experimentos de 4 a 6 (maior quantidade
tra´fego 1:N gerado) e de 10 a 12 (maior quantidade de tra´fego 1+1 gerado). Isto significa que
conforme planejado na definic¸a˜o dos grupos de polı´ticas, o uso de polı´ticas permitiu priorizar
a admissa˜o de tra´fego HP. Para o grupo G3, os resultados na˜o apresentaram superiores aos do
grupo “sem polı´ticas” para todas as cargas de rede, ver experimentos de 7 a 12.
Na admissa˜o de tra´fego 1:1, Figura 7.2(d), os grupos de polı´ticas mostram resultados supe-
riores aos do grupo “sem polı´ticas” em todas das cargas de rede dos experimentos. Em especial,
isto mostra que a capacidade do grupo G3 de quebrar grupos 1:N em benefı´cio de fluxos 1:1 se
demostrou eficiente quando comparado com o grupo “sem polı´ticas”.
O uso das polı´ticas para admissa˜o de tra´fego 1:N teve seu desempenho afetado pelo bom
desempenho da admissa˜o de tra´fego 1:1. O grupo “sem polı´ticas” obteve um desempenho
melhor do que os grupos de polı´ticas em quase todas as cargas de rede. O grupo G3 na˜o foi
relacionado na Figura 7.2(c).
Os LSPs afetados pela falha foram contabilizados apo´s o rompimento de uma fibra. O uso
das polı´ticas, neste contexto, apresentou-se relevantes somente para os experimentos de 4 a 12
(Figura 7.2(e)). Outras polı´ticas poderiam ser desenvolvidas para reduzir o volume de tra´fego
afetado pela falha, por exemplo, desenvolver polı´ticas que considerem a probabilidade de falha
de um enlace.
A Figura 7.2 mostra que o uso de polı´ticas e´ importante para admissa˜o de tra´fego em redes
o´pticas, e´ possı´vel priorizar a admissa˜o de fluxos de tra´fego especı´ficos e admitir volumes de
tra´fego maiores do que o caso onde na˜o sa˜o aplicadas polı´ticas. Ale´m disso, as polı´ticas permi-
tem reduzir o bloqueio de tra´fego apo´s a tentativa de readmissa˜o do tra´fego afetado pela falha.
Mesmo que o grupo “sem polı´ticas” tenha obtido um desempenho melhor do que os grupos de
polı´ticas quanto ao volume de tra´fego afetado pela falha, a Figura 7.2(f) mostra que o uso de
polı´ticas na˜o se apresentou relevante somente nos experimentos 1 e 3.
LSPs Admitidos
As polı´ticas apresentaram bons resultados na admissa˜o de tra´fego quando comparados com o
grupo “sem polı´ticas”, ver Figura 7.3. O grupo G3 mostrou-se relevante na admissa˜o de tra´fego
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em baixas cargas de rede e nos experimentos de 1 a 6. O motivo principal para este desempenho
e´ a sua grande capacidade de admissa˜o de tra´fego HP e tra´fego 1:1. Nos experimentos de 7 a
12, o grupo G3 na˜o apresentou bons resultados.
Ao contra´rio do grupo G3, as polı´ticas do grupo G2 na˜o sa˜o gulosas ao ponto de prejudicar a
admissa˜o de alguns fluxos de tra´fego em benefı´cio de outros fluxos. O G2 foi desenvolvido com
o intuito de buscar satisfazer os diversos tipos de requisic¸o˜es, sem provocar grandes impactos na
admissa˜o de tra´fego especı´fico. Os resultados do G2 na˜o sa˜o ta˜o relevantes quanto os resultados
obtidos pelo G3 nos experimentos de 1 a 4, mas sa˜o bons o suficiente para admitir um volume
de tra´fego maior do que o grupo “sem polı´ticas” em todos os experimentos.
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Figura 7.3: Tra´fego admitido na topologia preliminar.
LSPs HP Admitidos
A admissa˜o geral de tra´fego possui um comportamento bastante similar ao da admissa˜o de
tra´fego HP, ver Figura 7.4. O grupo G2 continua com o desempenho superior ao do grupo
“sem polı´ticas” em todos os experimentos e o desempenho do grupo G3 ainda e´ melhor nos
experimentos de 1 a 4, pore´m, com melhoras nos experimentos de 4 a 6 e de 10 a 12. Isto
mostra que ambos os grupos de polı´ticas G2 e G3 permitem priorizar a admissa˜o de tra´fego HP
na rede.
Em especial, os grupos de polı´ticas obtiveram desempenhos melhores nos experimentos
de 1 a 3, onde o volume de tra´fego desprotegido e´ maior do que o tra´fego gerado para os
tra´fegos protegidos (1:N, 1:1 e 1+1). Este comportamento e´ esperado pois a classe de servic¸o e´
considerada como um crite´rio de admissa˜o somente nas polı´ticas para tra´fego desprotegido. Nos
outros experimentos, o bom desempenho das polı´ticas e´ justificado somente pela capacidade de
admissa˜o das polı´ticas.
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Figura 7.4: Tra´fego HP admitido na topologia preliminar.
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LSPs 1:N Admitidos
A admissa˜o de tra´fego 1:N utilizando as polı´ticas na˜o mostrou bons resultados, ver Figura 7.5.
O desempenho do grupo G2 e´ muito similar ao do grupo “sem polı´ticas”. Dos experimentos
de 1 a 9, os grupos G2 e “sem polı´ticas” admitiram 100% do tra´fego gerado em quase todas as
cargas de rede. A abundaˆncia de circuitos o´pticos na rede o´ptica e´ a principal explicac¸a˜o para
este comportamento. No entanto, nos experimentos de 10 a 12, este desempenho e´ reduzido.
O desempenho do grupo G3 na admissa˜o de tra´fego 1:N e´ impactado pela quebra de circuitos
o´pticos 1:N em benefı´cio de fluxos 1:1. Esta caracterı´stica fez com que o desempenho do grupo
G3 ficasse abaixo dos demais grupos em todos o experimentos.
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Figura 7.5: Tra´fego 1:3 admitido na topologia preliminar.
LSPs 1:1 Admitidos
O uso das polı´ticas para admissa˜o de tra´fego 1:1 apresentou bons resultados, ver Figura 7.6.
Comparando com os demais grupos, a quebra de grupos 1:N representou um ganho de pelo
menos 15% nos resultados do grupo G3.
O grupo G2 apresentou o mesmo desempenho do que o grupo “sem polı´ticas” em todos
os experimentos. Isto acontece porque suas regras para admissa˜o de tra´fego 1:1 sa˜o bastante
parecidas.
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Figura 7.6: Tra´fego 1:1 admitido na topologia preliminar.
LSPs HP Falhos
Devido ao comportamento aleato´rio da falha, o volume de tra´fego apresentado em cada um
dos experimentos e´ bastante particular, variando de 4% a 20%, ver Figura 7.7. Estes gra´ficos
sa˜o utilizados para compreender os resultados obtidos no bloqueio de tra´fego HP, mostrados a
seguir.
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Figura 7.7: Tra´fego HP afetado pela falha gerada na topologia preliminar.
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LSPs HP Bloqueados
O uso de polı´ticas apresentou-se relevante para reduzir o volume de tra´fego HP bloqueado
apo´s a ocorreˆncia de uma falha na rede, ver Figura 7.8. Em especial, o grupo G3 mostrou-se
importante em quase todos os experimentos, apresentando resultados superiores aos dos demais
grupos.
Os melhores resultados do grupo G3 esta˜o nos experimentos de 5 a 12. Nestes experimentos
participam aqueles onde o volume de tra´fego admitido e afetado pela falha esta˜o mais pro´ximos
aos dos resultados obtidos nos demais grupos. Isto significa que admitir um volume de tra´fego
na˜o muito grande permitiu ao G3 bloquear um baixo volume de tra´fego afetado pela falha. A
quebra de grupos 1:N tambe´m contribuiu para estes resultados. Um maior volume de tra´fego
HP desprotegido foi admitido e readmitido apo´s a ocorreˆncia da falha, em detrimento dos fluxos
de tra´fego 1:N que tiveram sua admissa˜o prejudicada.
Nos experimentos de 1 a 3 foi admitido um grande volume de tra´fego HP, e tambe´m falhou
um grande volume tra´fego. O G3 obteve um bom resultado no experimento 2. Novamente, a
quebra de grupos 1:N permitiu que futuros fluxos de tra´fego 1:1 e desprotegidos (especialmente
os fluxos HP) fossem admitidos.
Os resultados obtidos pelo grupo G2 e o grupo “sem polı´ticas” apresentaram-se bastante
semelhantes. Este comportamento acontece em experimentos onde o volume de tra´fego na˜o e´
grande, experimentos 1, 3, 4, 6, 7, 9, 10 e 12. Nos demais experimentos 2, 5, 8 e 11 o grupo
G2 mostrou, de uma forma geral, resultados melhores do que o grupo “sem polı´ticas”; pore´m,
na˜o melhores do que os obtidos pelo grupo G3. O principal motivo para este comportamento e´
a preempc¸a˜o de fluxos LP em benefı´cio do fluxos HP.
Em alguns experimentos o grupo de polı´ticas G3 obteve um desempenho melhor do que os
outros grupos somente em cargas de rede menores. No experimento 1, esta situac¸a˜o acontece
para as cargas de 80% e 100%, e no experimento 3, entre as cargas de 80% e 140% da largura
de banda total da rede.
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Figura 7.8: Tra´fego HP bloqueado apo´s a tentativa de readmissa˜o na topologia preliminar.
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7.3.2 Topologia Fı´sica NSFNet
A topologia fı´sica NSFNet e´ formada por 16 no´s, ver Figura 7.9. Para a simulac¸a˜o, considera-se
que cada enlace o´ptico possui duas fibras unidirecionais (uma para cada direc¸a˜o) e cada fibra
possui 10 lambdas de 1 gigabit por segundo. Com esta infra-estrutura, o gerador de topologia
virtual criou 32 circuitos o´pticos entre o par de origem destino (0,12): 4 grupos desprotegidos,
2 grupos 1+1, 2 grupos 1:1 e 5 grupos 1:3.
Figura 7.9: Topologia fı´sica NSFNet.
De uma forma geral, a aplicac¸a˜o das polı´ticas apresentou-se relevante tambe´m na topologia
NSFNet, no entanto, abaixo do desempenho obtido na topologia preliminar, ver Figura 7.10.
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Figura 7.10: Visa˜o geral do desempenho das polı´ticas na topologia NSFNet.
Basicamente, a principal diferenc¸a entre os resultados obtidos na topologia NSFNet e na
topologia preliminar e´ o ganho de desempenho do grupo G3 na maioria dos experimentos.
O grupo G2 continua com o desempenho de 100% na admissa˜o tra´fego geral, tra´fego HP e
tra´fego 1:1; e o grupo G3 obteve um ganho considera´vel na admissa˜o do tra´fego gerado nos
experimentos de 4 a 12.
Observando a admissa˜o de tra´fego geral, HP e 1:1, o grupo G3 obteve um desempenho
melhor do que o grupo “sem polı´ticas” em todos os experimentos. Em particular, o desempenho
do grupo “sem polı´ticas” foi superado nos experimentos 10, 11 e 12 da admissa˜o geral; e 7, 9 e
12 da admissa˜o de HP. Na admissa˜o de tra´fego 1:1, o G3 continua com o desempenho de 100%
em todos os experimentos.
A prioridade de admissa˜o de tra´fego HP apresentou-se mais eficiente para o grupo G3 na
topologia NSFNet do que na topologia preliminar. A principal explicac¸a˜o para este fato e´ o
aumento de 5 circuitos o´pticos desprotegidos. Este aumento permitiu que as polı´ticas do G3
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pudessem utilizar melhor os recursos da rede em benefı´cio da admissa˜o de tra´fego HP.
De uma forma geral, o grupo “sem polı´ticas” apresentou-se melhor para admissa˜o de tra´fego
1:N. Novamente, priorizar a admissa˜o de tra´fego 1:1 afetou o desempenho do grupo G3 na
admissa˜o de tra´fego 1:N, ficando abaixo do desempenho de todos os demais grupos. O de-
sempenho do grupo G2 oscila conforme as caracterı´sticas do volume de tra´fego gerado no ex-
perimento. O melhor desempenho encontra-se nos experimentos onde foram gerados grande
volumes de tra´fego 1:N e 1:1, isto e´, experimentos 5, 6, 7 e 8, 9, respectivamente.
O uso de polı´ticas para reduc¸a˜o do bloqueio de tra´fego HP apo´s uma falha tambe´m apresentou-
se relevante nos experimentos realizados sobre a topologia NSFNet.
LSPs Admitidos
Embora na˜o tenha admitido um volume de tra´fego muito maior, o grupo G2 possui a melhor
estabilidade em desempenho quando comparado com o grupo “sem polı´ticas”, em todos os ex-
perimentos, ver Figura 7.11. Comparado com os experimentos realizados sobre a topologia
preliminar, o grupo G3 obteve bons resultados em um maior nu´mero dos experimentos, sendo,
em alguns deles, com valores mais elevados. O maior nu´mero de circuitos o´pticos desprotegi-
dos contribuiu para o alto volume de tra´fego admitido nos experimentos de 1 a 7. Em outros
experimentos, de 8 a 12, o volume de tra´fego na˜o foi muito grande, pore´m, maior do que os
resultados obtidos sobre a topologia preliminar.
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Figura 7.11: Tra´fego admitido na topologia NSFNet.
LSPs HP Admitidos
O fato de ter disponı´vel um maior nu´mero de circuitos desprotegidos na topologia virtual con-
tribuiu para que as polı´ticas admitissem um volume de tra´fego HP maior sobre a topologia
NSFNet, ver Figura 7.12. Isto acontece pois ambos os grupos de polı´ticas G2 e G3 priorizam a
admissa˜o de tra´fego HP atrave´s da preempc¸a˜o de tra´fego LP.
A proporc¸a˜o de tra´fego HP admitido nos experimentos 1, 2, 3 e 4 e´ consideravelmente maior
para o grupo de polı´ticas G3, mantendo diferenc¸as de ate´ quase 30% comparado com os demais
grupos, inclusive com o grupo G2. Nos demais experimentos, o desempenho na˜o e´ significativo
nesta proporc¸a˜o, pore´m, somente na carga de rede 1.2 do experimento 11 o grupo G3 possui
valores inferiores ao grupo “sem polı´ticas” para o volume de tra´fego HP admitido.
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Figura 7.12: Tra´fego HP admitido na topologia NSFNet.
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LSPs 1:1 Admitidos
O G3 e´ o grupo que admitiu o maior volume de tra´fego 1:1, ver Figura 7.13. Comparando com
a topologia preliminar, seus valores sa˜o maiores na topologia NSFNet, no entanto, a diferenc¸a
de desempenho entre o G3 e os demais grupos continuam muito pro´xima. Em va´rios dos expe-
rimentos, o grupo G3 alcanc¸a a porcentagem de 90% de tra´fego 1:1 admitido.
A quebra de grupos 1:N em benefı´cio de fluxos 1:1 e´, mais uma vez, o principal motivo
para o bom desempenho do grupo G3. A ordem em que os fluxos de tra´fego foram gerados
e enviados tambe´m podem contribuir para o aumento da proporc¸a˜o dos resultados alcanc¸ados
pelo G3. O grupo G2 e o grupo “sem polı´ticas” possuem os mesmos resultados. Isto reflete a
semelhanc¸a de suas polı´ticas para admissa˜o de tra´fego 1:1.
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Figura 7.13: Tra´fego 1:1 admitido na topologia NSFNet.
LSPs 1:N Admitidos
Os grupos de polı´ticas na˜o motraram-se eficientes para admissa˜o de tra´fego 1:N na topologia
NSFNet, ver Figura 7.14. No grupo G3, a quebra de grupos 1:N permitiu priorizar a admissa˜o
de tra´fego 1:1, pore´m, prejudicou a admissa˜o de tra´fego 1:N. A indisponibilidade de circuitos
1:N causou o baixo desempenho do grupo G3 em todos os experimentos.
O grupo G2 obteve os melhores resultados, no entanto, iguais aos do grupo “sem polı´ticas”
em todos os experimentos. Este comportamento e´ refletido pela semelhanc¸a de suas polı´ticas
para admissa˜o de tra´fego 1:N. Para se obter melhores resultados com as polı´ticas e´ necessa´rio
implementar regras mais aprimoradas.
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Figura 7.14: Tra´fego 1:3 admitido na topologia NSFNet.
LSPs HP Falhos
A falha gerada de forma aleato´ria afetou um volume de tra´fego menor ao utilizar o grupo “sem
polı´ticas”. No entanto, em va´rios experimentos estes valores na˜o apresentam grandes diferenc¸as
comparado com os demais grupos, ver Figura 7.15. Nos experimentos 1, 2 e 3, os valores
alcanc¸aram uma diferenc¸a de ate´ ∼18%, mas nos experimentos de 5 a 12 as diferenc¸as sa˜o
menores.
O volume de tra´fego afetado pela falha e´ utilizado na ana´lise do tra´fego HP bloqueado apo´s
a tentativa de readmissa˜o.
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Figura 7.15: Tra´fego HP afetado pela falha gerada na topologia NSFNet.
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LSPs HP Bloqueados
O uso das polı´ticas permitiu a reduc¸a˜o de bloqueio do tra´fego HP afetado pela falha em quase
todos os experimentos realizados na topologia NSFNet, ver Figura 7.16. Nos experimentos 1, 3,
4, 7 e 10, o desempenho do grupo G3 e´ melhor do que dos demais grupos somente para cargas
de rede mais baixas. Nos experimentos 5, 6, 8 e 9, o desempenho do grupo G3 e´ melhor em
todas as cargas de rede.
De uma forma geral, o grupo G2 obteve resultados melhores do que o grupo “sem polı´ticas”.
Somente para as cargas de rede mais altas de alguns experimentos, o grupo “sem polı´ticas”
obteve resultados melhores do que o do grupo G2, veja os experimentos 1, 3, 6, 9, 10 e 12, onde
estes resultados sa˜o melhores evidenciados. Nos outros experimentos, os resultados obtidos
pelo grupo G2 sa˜o melhores do que o do grupo “sem polı´ticas” para todas as cargas de rede.
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Figura 7.16: Tra´fego HP bloqueado apo´s a tentativa de readmissa˜o na topologia NSFNet.
7.3.3 Ana´lise Geral
Os resultados obtidos neste capı´tulo mostraram que e´ possı´vel definir polı´ticas de agregac¸a˜o
que apresentem resultados relevantes tanto para a admissa˜o de tra´fego quanto para a gereˆncia
de falhas, conforme as necessidades do administrador da rede. Ter uma noc¸a˜o pre´via das ca-
racterı´siticas das requisic¸o˜es atrave´s de, por exemplo, uma matriz de tra´fego, pode ajudar em
va´rios aspectos nestes resultados. O uso dos recursos da rede pode ser melhor planejado e as
necessidades do administrador podem ser alcanc¸adas de uma forma mais eficiente.
O uso de polı´ticas de agregac¸a˜o apresentou va´rios ganhos na aplicac¸a˜o em ambas as topo-
logias fı´sicas, comparando-se com um caso onde na˜o sa˜o aplicadas polı´ticas. Estes ganhos sa˜o:
admitir um volume de tra´fego maior, priorizar determinados tipos de fluxos de tra´fego e reduzir
o volume de tra´fego bloqueado apo´s a tentativa de readmissa˜o do tra´fego afetado pela falha.
A grande diferenc¸a destes ganhos para as duas topologias esta´ em suas respectivas proporc¸o˜es.
Na topologia NSFNet o uso de polı´tica apresentou resultados mais significativos do que os
resultados obtidos na topologia preliminar.
Fazendo uma comparac¸a˜o geral entre os grupos de polı´ticas definidos, o grupo G3 permitiu
admitir maiores volumes de tra´fego em va´rios experimentos, pore´m, em alguns experimentos,
este resultado e´ prejudicado pela alta prioridade de admissa˜o de determinados tipos de tra´fego.
Nestes casos, os grupos G2 e/ou “sem polı´ticas” tiveram resultados melhores do que o G3. O
grupo G3 tambe´m permitiu, na maioria dos experimentos, reduzir o volume de tra´fego bloque-
ado apo´s readmissa˜o dos fluxos afetados pela falha.
O grupo G2 na˜o obteve resultados melhores do que o G3 na admissa˜o de tra´fego, no entanto,
os seus resultados sa˜o mais esta´veis do que o do G3 quando comparados com os do grupo “sem
polı´ticas”. Os resultados obtidos pelo G2 sa˜o, em todos os experimentos, melhores ou iguais
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aos do grupo “sem polı´ticas”, na admissa˜o de tra´fego. Apo´s a ocorreˆncia de uma falha, o grupo
G2 apresentou resultados mais significativos do que o grupo “sem polı´ticas” somente em alguns
experimentos.
Capı´tulo 8
Conclusa˜o
8.1 Conclusa˜o
A maturidade atual das redes o´pticas permite conectar redes clientes atrave´s de circuitos o´pticos
de alta capacidade de transmissa˜o. Para se ter uma ide´ia desta capacidade, as empresas Nip-
pon Telegraph e Telephone Corporation do Japa˜o demonstraram a transmissa˜o de 14 Tb/s com
amplificadores a uma distaˆncia de 160 km [10]. Ale´m da alta capacidade de transmissa˜o das
fibras o´pticas, elas tambe´m possuem atrativos como a baixa perda na transmissa˜o de sinal e a
imunidade a interfereˆncias eletromagne´ticas.
Embora va´rios problemas sejam resolvidos com o uso de redes o´pticas, novos problemas
sa˜o trazidos para a comunidade de pesquisa. Por exemplo, (1) o fato de que na˜o sa˜o todos os
clientes que necessitam de toda a largura de banda de um circuito o´ptico pode provocar um
desperdı´cio relevante de largura de banda, e (2) uma falha simples pode provocar a perda de
um grande volume de dados. Esta dissertac¸a˜o propo˜e uma soluc¸a˜o para o segundo problema.
Agregar mais de um fluxo de tra´fego em um u´nico circuito o´ptico e´ uma te´cnica que pode ser
utilizada na soluc¸a˜o de ambos os problemas. O problema (1) pode ser tratado utilizando-se
polı´ticas para gerenciar a agregac¸a˜o de tra´fego e obter um melhor aproveitamento da largura de
banda da rede. Esta dissertac¸a˜o propo˜e que o problema das falhas tambe´m seja tratado durante
o processo de admissa˜o de tra´fego e, para tanto, a soluc¸a˜o proposta e´ utilizar polı´ticas que
considerem aspectos de falhas para gerenciar a agregac¸a˜o de tra´fego em circuitos o´pticos.
A soluc¸a˜o proposta e´ aplicada no contexto de redes IP sobre redes WDM e constituı´da por
uma arquitetura baseada em polı´ticas e grupos de polı´ticas de agregac¸a˜o que consideram aspec-
tos de falha para admissa˜o de tra´fego na rede. A arquitetura e´ composta por quatro mo´dulos
e um reposito´rio de polı´ticas. Estes mo´dulos sa˜o: o controle de admissa˜o (AC), o gerente de
falhas (FM), o gerente de recursos (RM) e o gerente de polı´ticas (PM). Todos estes mo´dulos
sa˜o utilizados para tratar um determinado volume de requisic¸o˜es e, ao final, um evento de falha
(rompimento de uma fibra). O PM conta com treˆs grupos de polı´ticas de agregac¸a˜o (G1, G2
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e G3) de diferentes complexidades armazenados no reposito´rio de polı´ticas. O grupo G1 con-
sidera apenas aspectos de falha (esquema requerido de protec¸a˜o) para admissa˜o de tra´fego. O
grupo G2, uma extensa˜o do G1, considera tambe´m a classe de servic¸o do fluxo para admissa˜o
de tra´fego. O grupo G3, uma extensa˜o do G2, permite que fluxos de tra´fego sejam instalados
em circuitos que oferec¸am uma qualidade de servic¸o (esquema de protec¸a˜o mais robusto) maior
do que a requerida pela requisic¸a˜o.
Um simulador foi desenvolvido em Java para validar a soluc¸a˜o proposta e doze experimen-
tos foram realizados sobre duas topologias fı´sicas distintas. Os resultados destes experimentos
apresentaram-se relevantes para tratar o problema das falhas em redes o´pticas. O grupo G3
permitiu, em va´rios dos experimentos realizados, reduzir o volume de tra´fego bloqueado e ad-
mitir volumes de tra´fego maiores do que os outros grupos. O grupo G2 na˜o obteve resultados
melhores do que o G3 na admissa˜o de tra´fego, mas os seus resultados mostram-se mais esta´veis
quando comparado com os outros grupos. Os resultados obtidos pelo G2 sa˜o, em todos os ex-
perimentos, melhores ou iguais aos do grupo G1 na admissa˜o de tra´fego. Entretanto, o grupo
G1 apresentou resultados mais significativos do que o grupo G2 em va´rios experimentos quanto
a reduc¸a˜o de tra´fego bloqueado apo´s a ocorreˆncia de uma falha.
De uma forma geral, a aplicac¸a˜o de polı´ticas demonstrou ser uma boa pra´tica para alcanc¸ar
resultados importantes para a gereˆncia de redes o´pticas. Por exemplo, as polı´ticas permitiram
priorizar a admissa˜o de determinados fluxos de tra´fego na rede e reduzir o volume de tra´fego
bloqueado apo´s a ocorreˆncia de uma falha. E ainda, como uma otimizac¸a˜o, o administrador
pode fazer uso de conhecimentos pre´vios sobre o tipo de tra´fego da rede (ex: uma matriz de
tra´fego) para melhor planejar o uso dos recursos da rede.
O modelo de polı´ticas apresentado nesta dissertac¸a˜o e´ geral o suficiente para suportar a
adic¸a˜o de novas polı´ticas ao reposito´rio de polı´ticas. Por exemplo, podem ser criadas polı´ticas
para priorizar outros tipos de tra´fego ou ate´ mesmo definir nı´veis de polı´ticas mais abstratos.
8.1.1 Contribuic¸o˜es
As contribuic¸o˜es deste trabalho foram:
• estudo de polı´ticas para reduc¸a˜o do impacto gerado por uma falha. Neste to´pico inclui-se
o uso de modelos de informac¸o˜es para aplicac¸a˜o de polı´ticas, o controle de admissa˜o e a
gereˆncia de falhas de redes o´pticas, a agregac¸a˜o de tra´fego, e mecanismos de protec¸a˜o e
recuperac¸a˜o;
• proposta de uma arquitetura baseada em polı´ticas para a gereˆncia de admissa˜o e falhas;
• proposta de um conjunto de polı´ticas que buscam reduzir o impacto de uma falha;
• implementac¸a˜o de um simulador para validar a soluc¸a˜o proposta.
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8.1.2 Publicac¸o˜es
Esta dissertac¸a˜o gerou quatro artigos. [14] apresenta alguns resutados iniciais sobre a topolo-
gia preliminar. [54] discute sobre resultados obtidos na topologia NSFNet. [15] apresenta uma
versa˜o mais detalhada da implementac¸a˜o e dos resultados obtidos na topologia NSFNet. [56]
discute sobre a aplicac¸a˜o de polı´ticas de agregac¸a˜o em dois contextos: no contexto das falhas
e no contexto da admissa˜o (sem falhas). Neste u´ltimo, aproveitar melhor a largura de banda da
rede e reduzir a preempc¸a˜o de tra´fego sa˜o desafios relevantes.
8.2 Trabalhos Futuros
Alguns trabalhos futuros sa˜o:
• O sucesso da readmissa˜o do tra´fego afetado pela falha esta´ relacionado com volume de
tra´fego afetado pela falha e com o volume de tra´fego admitido nos circuitos o´pticos. Se
os circuitos o´pticos estiverem completamente utilizados, o resultado da readmissa˜o de
tra´fego afetado pela falha sera´ prejudicado. Um trabalho futuro e´ analisar este limiar e
propor polı´ticas que o considerem na admissa˜o.
• O objetivo do administrador pode variar conforme as caracterı´sticas das requisic¸o˜es e a
disponibilidade de recursos na rede. Um trabalho futuro e´ construir metapolı´ticas para
satisfazer esta necessidade. Uma soluc¸a˜o e´ utilizar metapolı´ticas para analisar e escolher
o grupo de polı´ticas que melhor se adapta ao comportamento das requisic¸o˜es e das fa-
lhas recebidas. Considerar histo´ricos tambe´m pode ajudar nas deciso˜es efetuadas pelas
polı´ticas.
• Desenvolver polı´ticas que considerem outros aspectos de falhas, por exemplo, probabili-
dade de falha de um enlace.
• Estender as polı´ticas para considerar va´rios domı´nios.
• Considerar a existeˆncia de circuitos o´pticos multihop na rede o´ptica.
• Aplicar os conceitos de computac¸a˜o autonoˆmica (autonomic computing) no cena´rio de
gereˆncia de falhas em redes o´pticas. Um ponto interessante a ser analisado e´ a auto-
recuperac¸a˜o (self-healing) apo´s a ocorreˆncia de uma falha.
• Simular outros cena´rios de simulac¸a˜o. Ao inve´s de variar a topologia fı´sica da rede,
simular com outras topologias virtuais. Isto implica em alterar a ordem de criac¸a˜o dos
grupos de circuitos o´pticos para os experimentos.
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