Abstract-This paper considers iterative learning control design for non-minimum phase dynamics using a model derived from an experimental spatially distributed heating system. A novel design based on an H∞ setting and convex optimization with validation in both simulation and experiment is reported.
I. INTRODUCTION
Iterative Learning Control (ILC) is a technique that allows precision tracking of a reference signal in systems that perform the same finite duration task over and over again. High performance can be achieved in the presence of plant model uncertainty and unknown repetitive disturbances. In the literature each execution of a task is commonly termed a trial and the trial length is the time taken to complete a trial. The tracking error is reduced from trial-to-trial by updating a control signal computed using data from the previous trial.
The first work on ILC is widely credited to [1] and since then it has remained an area of control systems research and implementation. In the latter case this has extended from laboratory experiments to actual implementation. Survey papers such as [2] , [3] are possible starting points for the early literature. Recent examples of many experimental validations include [4] , [5] .
The ILC design for non-minimum phase system poses extra challenges compared to minimum phase plant models because a direct inversion of the system is unstable which leads to undesirably large ILC control signals [2] , [6] . The results in this area applied to an electro-mechanical system with a finite-dimensional system for experimental verification are given in [7] but such a behaviour also arises in the area of spatially distributed systems. This paper reports new results on ILC design for a distributed heating system pre-stabilized by state feedback controller with a state and disturbance observer to enforce a small tracking error on the first trial. The considered heating system is approximated by a nonminimum phase state-space model.
Design of an ILC law for non-minimum phase systems can be effectively solved in the frequency domain using the H ∞ setting and convex optimization. However, this approach commonly lead to very large magnitude of the learning filter at high frequencies that can make the ILC system sensitive to, e.g., measurement noise, uncertainty in the plant model and the initial conditions. In [8] , [9] this problem is addressed by the introduction of a weighting function defined in frequency domain. However, this approach may cause difficulties because there are no guidelines on how to shape this function. To address this issue, a direct limitation of the learning filter magnitude -specifying its maximum allowable value -is included in the constraints for a convex optimization. An increase in the ILC convergence speed for the selected frequency is obtained by adding to the cost function the monotonic convergence condition at this frequency.
In this paper, bold capital letters denote constant matrices or vectors, bold small letters time-varying column vectors. The identity matrix with compatible dimension is denoted by I and the spectral radius of a square matrix A is denoted by ρ(A). A symmetric positive semi-definite matrix is denoted by 0.
II. CONTROL-ORIENTED MODELLING OF THE
DISTRIBUTED HEATING SYSTEM Fig. 1 shows a schematic view of a metal rod that can be heated or cooled from the bottom by four independent Peltier elements, i.e., actuators, generating heat flowṡ Q i (t), i = 1, . . . , 4. All of the side surfaces of the rod are thermally insulated and the top surface is in direct contact with the atmosphere and temperature ϑ a (t). It is assumed that measurements ϑ i (z, t) can be made at the geometric midpoints of the four segments of the rod. The length l of the rod is much greater than the height h and the width b. This paper is based on an experimental facility [10] that has four actuators but the analysis holds with routine modifications for any finite number of segments heated by Peltier elements.
Under the assumptions made, a spatial one-dimensional temperature distribution ϑ(z, t) can be assumed and modeled by an application of the first law of thermodynamics as [10] ∂q(z, t) ∂z
and by application of Fourier's heat conduction law
where q(z, t) is the heat flux density, the coefficients κ 1 = ρc p and κ 2 = α h depend on the density ρ, the specific heat capacity c p , the convective heat transfer coefficient α, the height h of the rod and λ is the heat conductivity. The control input µ c (z, t) is generated by the Peltier elements and described by
where
The positions z i = i 
and the boundary conditions for the heat flux density q(z, t) are assumed to be q(0, t) =q 0 (t) and q(l, t) =q l (t), wherē q 0 (t) = 0 andq l (t) = 0 since the side surfaces are isolated. The initial temperature distribution in the rod is taken as ϑ(z, 0) =θ 0 (z).
Substituting (2) into (1) gives a parabolic partial differential equation that describes the spatially distributed temperature in the rod. In this paper, control system design is based on approximating the dynamics by a set of ordinary differential equations (ODEs). To construct this approximation, the method of integro-differential relations (MIDR) combined with the projection approach is used [10] . In this method, the temperature profile in the rod is approximated bỹ
where θ i,m,M are the unknown time-dependent coefficients and b i,m,M (z) are Bernstein polynomials of degree M. These polynomials guarantee continuity of the temperature distribution between neighbouring segments i and i + 1 defined by the edges of the Peltier elements
Moreover, by inter-segment temperature continuity,
The heating system model in form of ODEs is derived by solving [10] 
for each segment i = 1, . . . , 4 and each polynomial degree m ∈ {0, . . . , M − 1} and
III. CONTROL CONFIGURATION
The control problem considered is to track the reference temperature at the geometric midpoint of the second segment with control applied only through the first Peltier element in Fig. 1 . In the nominal case, all other heating elements are turned off. Disturbances result from changes in the ambient temperature together with actuation of the other heating element, which are, however, unknown to the controller. The measurable variable is only the temperature in the geometric midpoint of the second segment of the rod. In the remainder of this paper all state variables are relative to the initial ambient temperature.
The linear continuous-time state-space model of heating system obtained by solving (9) and (10) for particular case of M = 3 (selected as one of many choices) is given bẏ
with the state vector
T ∈ R 13 consisting of the Bernstein coefficients, the control input u(t) =Q 1 (t), the disturbance input d(t) = ϑ a (t) due to changes in the ambient temperature and the output y(t) = ϑ 2 (t). The model has been generated using the following data: l = 0.320 m, b = 0.040 m, h = 0.012 m,
A minimal realisation was constructed by canceling three stable pole-zero pairs. The resulting model transfer-function has nine zeros, one of which is in the right-hand half of the s-plane (at s = 0.1011) and all poles are stable. For ILC design, this model has been discretized using the exact method with sampling period T s = 1 s and written in the ILC setting on trial k + 1 as
where x k+1 (p) ∈ R 10 . The discrete-time plant model (14) is also non-minimum phase and has the relative degree r = 1.
The developed ILC scheme for the distributed heating system is shown in Fig. 2 . It is based on a state feedback controller, a state and disturbance Luenberger observer and a static feedforward controller to result in a small tracking error starting from the first trial at which the ILC signal v 1 (p) = 0.
For disturbance observer design and disturbance compensation purposes, the plant model (14) can be rewritten in the following equivalent form where the disturbance only acts on the plant input
where δ k+1 (p) is a lumped, additive input disturbance [11] equivalent to variations of both the ambient temperature and the non-modelled external disturbance heat flows acting on the metallic rod. The control law of the internal control loop shown in Fig. 2 is given by
where N is the static feedforward gain, w k+1 (p) is the input to the state feedback control system, K s is the feedback gain vector,x k+1 (p) is the estimate of x k+1 (p) andδ k+1 (p) is the estimate of δ k+1 (p). For constant or slowly varying disturbance, the commonly used disturbance model is in the form of the integral action
where both
The plant model (15) augmented with disturbance model (17) is given by
Plant
State and disturbance observer Also the estimates of the state vector and the equivalent disturbance δ k+1 (p) can be obtained using the Luenberger observer
T is the observer state vector and
T is the observer gain vector.
The state-space model of the internal control loop is given by
The aim of the ILC design is improve tracking performance by adding to the reference signal (y
such that the tracking error
not compensated by the internal control loop with dynamics (21) is reduced over subsequent trials. For this purpose, the ILC law, see, e.g. [2] 
is used where Q(q) is a zero-phase, low-pass filter, L(q) is the learning filter and q is the forward time-shift operator qe k (p) ≡ e k (p + 1). In this paper it is assumed that Q-filter is a low-pass, Butterworth filter of order n applied forward and backward to the signal, resulting in a 2n-th order zerophase low-pass filter written as
The learning filter has the form of a finite impulse response filter
In the next section the design of both the internal control system and the ILC law are described.
IV. CONTROL SYSTEM DESIGN
The standard conditions for monotonic tracking error convergence of ILC algorithm can be applied to considered system and lead to [2] 
ii)
ω N is the Nyquist angular frequency. The first condition requires that A cl is a stable matrix in the standard linear systems sense. In this case, the separation principle of linear feedback control and observer design can be used. To design the state feedback matrix K s many possible algorithms exist and in this paper the design is completed by minimizing the linear quadratic cost function
where Q s 0 and R s > 0 are an appropriately chosen weighting matrix and scalar, respectively. This optimization problem leads to the discrete-time matrix Riccati equation
The solution matrix P s of this last equation is used to compute K s as
To design the observer gain vector K L , the following quadratic cost function is used
wherez k+1 (p) = z k+1 (p) −ẑ k+1 (p) is the state estimation error,y k+1 (p) = y k+1 (p) −ŷ k+1 (p) the output estimation error, Q o 0 and the scalar R o > 0 are an appropriately chosen weighting matrix and scalar, respectively. The solution matrix P o of the following discrete-time matrix Riccati equation
is used to calculate the optimal observer gain vector
The ILC design for the non-minimum phase internal control system is completed in the frequency domain by solving the following convex optimization problem minimize L γ + Q(e jωrTs ) 1 − P wy (e jωrTs )L(e jωrTs ) subject to γ < 1,
) for given Q-filter (26). The approach is an extension of the H ∞ method [8] where the last constraint is added to limit the maximum value of the learning filter magnitude to the chosen value g. In [8] , [9] this problem has been solved by an introduction of a weighting function defined in the frequency domain. However, the constraint imposed on the learning function may cause a decrease of the ILC convergence speed in the frequency band for which the frequency spectrum of the reference signal has many components. To avoid this problem, the cost function has been enriched by adding the second term that aims at increasing the convergence rate for specified angular frequency ω r .
Note also that the second condition of ILC stability (29) should be satisfied for all ω ∈ [0, ω N ], i.e. for an infinite number of values. This condition can be relaxed such that only a finite number of reasonable chosen angular frequency ω i defined in (38) is considered. The cut-off frequency of the Q-filter can be set from the analysis of the pass band of the internal control system P wy of (30).
V. CASE STUDY
In this section the numerical values of the system model given in Section III are used. The free parameters in the optimization problems (32) and (35) T . The static feedforward gain N = 4.8575 has been taken as the inverse of the DC gain of the closed-loop feedback control system to ensure a small steady state error for the first trial. The Bode diagram of the internal control loop between the input of the state feedback control system (w k+1 ) and the plant output (y k+1 ) calculated based on (30) is shown in Fig. 3 .
The Q-filter (26) was parametrized as a low-pass, 2th-order Butterworth filter with cutoff frequency of 0.02 Hz. For this frequency the internal control loop significantly damps the input signal w k+1 as the magnitude of P wy at this frequency is approximately 0.03. The Bode diagram of Q-filter is shown in Fig. 4 . The order of the learning filter (27) is assumed equal to s = 10, based on the order of the plant model (14). The internal control loop described by (21) and (30) is 21th order, where the 11 additional states are introduced by the state and disturbance observer (20).
For comparison purposes, the coefficients of L(q) were calculated using i) the H ∞ method, ii) the H ∞ method with the additional condition
limiting the magnitude of L to g = 20 and iii) the optimization procedure (38) for the same value of g. All optimization problems were solved using MATLAB toolboxes CVX and SDPT3 for 1000 values of ω i in the range [0, ω N = π Ts ]. Fig. 5 shows the magnitude of learning filter (top) and the convergence speed of ILC system (bottom) for the learning filter coefficients calculated using the first method. For this design the H ∞ norm was 0.093. Theoretically it can lead to very high convergence rate over a wide range of frequencies, but due to a large learning filter magnitude at high frequency the ILC design is sensitive to measurement noise and modelling errors. The second design of the L coefficients has been undertaken using H ∞ method together with additional constraint (39) limiting the magnitude of L to g = 20. In general, the value of g should be determined by the user by a trial-and-error method regarding the specific application. This limitation was added to increase robustness of the ILC design against the measurement noise and the uncertainty in the plant model. In this paper, a low value of g has been assumed to demonstrate the feasibility of (38). The H ∞ norm for the second design is 0.869 and the gray plots in Fig. 6 show the magnitude of L (top) as well as the ILC convergence speed (bottom).
Limiting the learning filter magnitude to 20 causes a decrease of the ILC convergence speed in comparison to the previous result. To examine the performance of this design, simulations have been run over 10 trials for the control scheme of Fig. 2. Fig. 7 shows the reference signal, i.e., the desired temperature at the geometric midpoint of the second segment of the rod and the disturbance in form of the heat flow changes of the third Peltier elementQ 3 starting from the 5th trial, where zero boundary conditions have been enforced. The output variable is the temperature in the geometric midpoint of the second segment. To compare the trial-to-trial convergence, the root-mean-square (RMS) tracking error RMS(e k ) along each trial is used and the gray plot in Fig. 8 shows the data generated for the second design.
The third design of the L coefficients were completed using the optimization procedure (38), where the second component of the cost function was calculated for ω r = 0 because the frequency spectrum of the reference signal shown in Fig. 7 has many components for low frequencies. In this case, the H ∞ norm was 0.931. The black dashed plots in Fig. 6 show the magnitude of L (top) and the ILC convergence speed (bottom). The increase in convergence speed for low frequencies compared to the previous design is significant despite the identical limitation of the maximum value of the learning filter magnitude. An identical set of simulations as for the previous design were undertaken. The resulting RMS tracking error is given in Fig. 8 by the black dashed plot. The result is faster ILC convergence for frequency spectrum of the reference signal although the maximum magnitude of |L| is still ≤ 20. Finally, experimental validation of the last L design has been undertaken. The RMS tracking error for this design is shown in Fig. 8 (black solid line) and good agreement between simulation and experiment is evident. The experimental results also demonstrate that the control system is robust against measurement noise, plant model uncertainty, changes of ambient temperature (during experiment the temperature in the laboratory increased by about 3 K) and changes of temperatures in rod caused by heat flow generated by the third Peltier element. The ILC design needs 3 trials to achieve an RMS error below 0.1 K. Slow disturbances are compensated on the current trial by the disturbance observer.
VI. CONCLUSIONS AND FUTURE WORKS
In this paper, an ILC design has been developed and verified by numerical simulations and experimental research on spatially distributed heating system. For design purposes, the experimental setup is approximated by a non-minimum phase model in form of a state-space model. The new ILC design is in an H ∞ method together with convex optimization where additional constraints were added to limit the maximum value of the learning filter magnitude. The increase in the ILC convergence speed in the frequency band for which the frequency spectrum of the reference signal has many components has been obtained by adding to the cost function a second component that is the convergence condition for the selected angular frequency ω r . The simulation and experimental results confirm that the new design allows for a high control performance. Future research will concentrate on ILC designs for multivariable distributed heating systems and experimental validation of the resulting designs.
