Low-level features (also called descriptors) pl ay a ce ntral ro le i n content-based image retrieval (CBIR) systems. Features are various types of information extracted from the content and represent some of its characteristics or signatures. However, especially the (low-level) features, which can be extracted automatically usually lack the discrimination power needed for accurate description of the image content and may lead to a poor retrieval performance. In order to efficiently address this problem, in this paper we propose a multidimensional evolutionary feature synthesis technique, which seeks for the optimal linear and non-linear operators so as to synthesize highly discriminative set of features in an optimal dimension. The optimality therein is sought by the multi-dimensional particle swarm optimization method along with the fractional global-best formation technique. Clustering and CBIR experiments where the proposed feature synthesizer is evolved using only the minority of the image database, demonstrate a significant performance improvement and exhibit a major discrimination between the features of different classes.
INTRODUCTION
It can be foreseen that future CBIR systems require a decisive solution for the well-known "Semantic Gap" problem. In general, narrowing the semantic gap basically requires advanced approaches that depend on a central element to describe the image content: the features. Features are the fundamental elements in a CBIR system. They are the information extracted from an image, represented in a suitable way, stored in an index, and used during query processing. They represent the content characteristics and its signatures. However, especially the (low-level) features, which can be extracted automatically, usually lack the discrimination power needed for accurate retrievals in a large image database. Furthermore, among a vast number of feature extraction techniques, the question of how to select the most appropriate set of features still remained unanswered.
The efforts addressing the aforementioned problems can be categorized into two feature transformation types: feature selection and feature synthesis. The former does not change the original features; instead selects a particular subset of them to be used in CBIR. So no matter how efficient the feature selection method may be, the final outcome is nothing but a subset of the original features and may still lack the discrimination power needed for an efficient retrieval. The latter performs a linear and/or non-linear transformation to synthesize new features. For both approaches evolutionary algorithms (EAs) [1] such as Genetic Algorithm (GA) [2] and Genetic Programming (GP) [3] were mainly used.
Evolutionary feature synthesis (EFS) is still in its infancy as there are only few successful methods proposed up to date. In a recent work [4] , GA was used to evolve texture features for CBIR on skin lesions. Although only 6 simple arithmetic operators were used in a small-scale database with 100 images, the retrieval performance (i.e. the precision) was slightly improved (7%) with the proper settings of parameters. In [5] , co-evolutionary GP (CGP) was utilized in subpopulations to synthesize features for object recognition. Although some performance improvement has been observed, in both methods, the improvement (in retrieval performance or in recognition rate) may be insignificant or as in [5] , the original features may even surpass the synthesized features in some cases. This is due to several facts. First, only few (non-)linear operators are used in order to avoid a high search space dimension due to the fact that the probability of getting trapped into a local optimum significantly increases in higher dimensions. Similarly in both methods, the synthesized feature space dimension is kept quite low not to increase computational complexity, i.e. in [5] the number of sub-populations is equal to the dimension of the synthesized (or the so-called composite) features. Furthermore, both methods suffer from the manual and sub-optimal setting of several GA and CGP parameters (e.g. in [5] there are more than 10 parameters that should be properly set in advance). The most critical drawback among all is that both GA and CGP can only work in a search space with a dimension fixed a priori. This leads that the optimum dimension for the feature synthesis will remain unknown.
To address these problems, in this paper we propose an evolutionary feature synthesis technique that is based on multidimensional particle swarm optimization (MD-PSO) [7] , which can find the optimum dimension of the solution space and hence voids the need of fixing the dimension of the solution space in advance. MD-PSO can also work along with the fractional global best formation scheme (FGBF) [7] to avoid the premature convergence problem. With the proper encoding scheme that encapsulates several linear and nonlinear operators (applied to a set of selected features), and their scaling factors (weights), MD-PSO particles can therefore, perform an evolutionary search to find the optimal feature synthesizer to generate new features in the optimal dimension. The optimality therein can be set by such a proper fitness measure that maximizes the overall retrieval (or clustering) performance.
The rest of the paper is organized as follows. The motivation and details of the proposed EFS along with the underlying evolutionary search technique, MD-PSO, are presented in Section 2. Section 3 introduces EFS experiments that are performed in Corel image databases, and presents the clustering and retrieval results along with the comparative evaluations. Finally, Section 4 concludes the paper and discusses topics for future work.
EVOLUTIONARY FEATURE SYNTHESIS

The Motivation
As mentioned earlier, the motivation behind the proposed evolutionary feature synthesis (EFS) technique is to maximize the discrimination power of low-level features. Figure 1 demonstrates an ideal EFS operation where 2D features of a 3-class database are successfully synthesized in such a way that significantly improved retrieval and clustering performances can be achieved. In a broader sense, well-known classifiers such as Artificial Neural Networks (ANNs) and Support Vector Machines (SVMs) can be thought as a special kind of feature synthesizers. Commonly ANNs used as classifiers take the original feature vector as an input and, in an optimal case, their output is a vector corresponding to the image class (e.g. for c=1, {1, 0, … , 0}). Thus the ANNs try to learn a feature synthesizer that transforms each feature vector in a certain class to one corner of the d-dimensional cube (where d is the number of classes). SVMs, on the other hand, attempt to transform the original features into a new (higher) dimension where linear separation is possible. A major drawback of such feature synthesizers is the critical choice of the (non-)linear kernel (or activation) function that may not be a proper choice for the problem in hand. Consider for instance, a two sample feature synthesizers (FS-1 and FS-2) illustrated in Figure 2 where for illustration purposes features are only shown in 1-D and 2-D, and only two-class problem is considered. In the case of FS-1, SVM with a polynomial kernel in quadratic form can make the proper transformation into 3-D so that the new (synthesized) features are linearly separable. However, for FS-2, a sinusoid with a proper frequency, f, should instead be used for a better class discrimination. Therefore, searching for the right transformation (and hence for the linear and non-linear operators within) is of paramount importance, which is not possible for static (or fixed) ANN and SVM configurations. Since there is no feature selection (all features are used to synthesize a single synthesized feature output), during training especially multi-layer ANNs may further suffer from the high complexity in terms of massive number of parameters (weights and thresholds). They are also prone to limited performance due to the suboptimal dimension setting for the synthesized features. In order to maximize the discrimination among classes, the dimension into which new features are synthesized, should also be optimized by the evolutionary search technique. 
Multi-Dimensional Particle Swarm Optimization
As the evolutionary search method, we use the multi-dimensional (MD) extension of the basic PSO (bPSO) method [6] , the so-called MD-PSO, recently proposed in [7] . Instead of operating at a fixed dimension d, the MD-PSO algorithm is designed to seek both positional and dimensional optima within a given dimension range,
. In order to accomplish this, each particle has two sets of components, each of which has been subjected to one of the two independent and consecutive processes. The first one is a regular positional PSO, i.e. the traditional velocity updates and due positional shifts in N dimensional search (solution) space. The second one is a dimensional PSO, which allows the particle to navigate through dimensions. Accordingly, each particle keeps track of its last position, velocity and personal best position (pbest) in a particular dimension so that when it re-visits the same dimension at a later time, it can perform its regular "positional" update using this information. The dimensional PSO process of each particle may then move the particle to another dimension where it will remember its positional status and will be updated within the positional PSO process at this dimension, and so on. The swarm, on the other hand, keeps track of the gbest particle in each dimension, indicating the best (global) position so far achieved. Similarly, the dimensional PSO process of each particle uses its personal best dimension in which the personal best fitness score has so far been achieved. Finally, the swarm keeps track of the global best dimension, dbest, among all the personal best dimensions. The gbest particle in the dbest dimension represents the optimum solution and dimension, respectively.
In a MD-PSO process at time (iteration) t, each particle a in the swarm with S particles, } ,.., ,.., Further algorithmic details of the MD-PSO method can be found in [7] and are skipped in this paper due to the page limitations.
Evolutionary Feature Synthesis by MD-PSO
The Overview
As shown in Figure 3 , the proposed evolutionary feature synthesis (EFS) can be performed in one or several runs where each run can further synthesize the features generated from the previous run. The number of runs, R, can be specified in advance or it can be adaptively determined, i.e. runs are carried out until a point where the fitness improvement is no longer significant. The EFS dataset can be the entire image database or a part of it where the ground truth is available. If there is more than one Feature eXtraction (FeX) module, an individual feature synthesizer can be evolved for each module and once completed; each set of features extracted by an individual FeX module can then be passed through the individual synthesizers to generate new features. 
Encoding of the MD-PSO particles
The position of each MD-PSO particle in a dimension Along with the operators and the feature selection, encoding of the MD-PSO particles is designed to enable a feature scaling mechanism with the proper weights. As illustrated in Figure 4 , Table 1 ). As a result of this K-depth feature synthesis, the j th element of the d-dimensional feature vector can be generated as, , to "+" operator (Operator(6) in Table 1 ) makes the proposed feature synthesis technique equivalent to a a single-layer perceptron (SLP). Similarly, if more than one EFS runs performed (R>1), the overall scheme is equivalent to a typical MLP. In short, feed-forward ANNs are indeed a special case of the proposed EFS technique, yet the most complex one due to the use of all input features (K=N+1), which voids the feature selection. Moreover, this makes it the most limited case, since it uses only two operators among many possibilities. Therefore, the focus is drawn to achieve a low complexity by selecting only a reasonable number of features (with a low K value) and performing as few MD-PSO runs as necessary (with a low R value).
The Fitness Function
Since the main objective is to maximize the retrieval/clustering performance, a straightforward fitness function (to be minimized) is the inverse average precision (-AP or 1-AP) or alternatively, the average normalized modified retrieval rank (ANMRR), both of which can directly be computed by querying all images in the subset of the database for which the ground truth is known, and averaging individual Precision or NMRR scores. This, however, may turn out to be a costly operation especially for large databases with many classes. An alternative fitness function that seeks to maximize discrimination among distinct classes can be a clustering validity index (CVI) where each cluster corresponds to a distinct class in the database. CVI can be formed with respect to two widely used criteria in clustering: , intracluster compactness and inter-cluster separation.
For each potential EFS encoded in a MD-PSO particle, the CVI computed over that each synthesized feature is in the closest proximity of its own class centroid, thus leading to high discrimination.
EXPERIMENTAL RESULTS
In the experiments performed in this section, we used MUVIS framework [8] , to create and index two image databases from Corel image collection [9] : 1) Corel_10 Image database, which contains 1000 medium resolution (384x256 pixels) images obtained from Corel repository [9] covering 10 diverse classes: 1 -Natives, 2 -Beach, 3 -Architecture, 4 -Bus, 5 -Dino Art, 6 -Elephant, 7 -Flower, 8 -Horse, 9 -Mountain, and 10 -Food, and 2) Corel_5 Image Database, which is composed of images taken from the first 5 diverse classes in Corel_10 database. In order to evaluate the proposed EFS technique and test its efficacy for both retrieval and clustering, we purposefully extract a well-known low-level descriptor, 64-bins RGB color histogram (unit normalized), which has a limited discrimination power and a severe deficiency for a proper content description. The performance of the proposed EFS technique for improving CBIR accuracy is tested over Corel_5 database by using the (inverse) . The rest of the internal MD-PSO parameters are used as recommended in [7] .
The depth of the EFS, K, is set as low as 3 for CBIR in Corel_5 to test its performance for such a quite low value and also to avoid further complexity. For experiments in Corel_10, K is otherwise set to 10, which allows selecting (up to) 10 features among 64 (RGB histogram bins). Finally, multiple runs are allowed as long as a significant improvement in AP between consecutive runs is observed (i.e. > 5%). Table 2 presents the fitness scores (1-AP) achieved by the original and synthesized features in the best dimension converged per M D -P S O r u n o v e r t h e E F S d a t a s e t o f t h e Corel_5 database. Furthermore, the overall CBIR performances computed by querying all databases items (batch query) are also presented with the standard AP and ANMRR measures. Figure 5 shows four sample queries, each of which is performed either using the original features or synthesized features per EFS run. The query operation using the synthesized features from the last two EFS runs (2 and 3) retrieved the same 12 images. It is obvious that the synthesized features further improve their discrimination power at each run and in turn, better retrieval performance is achieved. Finally, Table  3 ). As discussed earlier, this is an alternative way of evaluating the improvement on the discrimination power of the synthesized features from which it is evident that a significantly higher clustering performance can be achieved. 
CONCLUSIONS
In this paper, we proposed a multi-dimensional evolutionary feature synthesis technique, which aims to improve the discrimination among the low-level features and in turn to enhance the retrieval and clustering performances. As the evolutionary search technique, we used MD-PSO and FGBF that have recently been proposed as a cure to common drawbacks of the PSO family. Particularly, MD-PSO based EFS has the advantage to search the optimal dimension for the synthesized feature vectors. This is, to our knowledge, an unprecedented advantage that none of the earlier feature synthesis methods have accomplished before. Moreover, by means of the proposed encoding technique, MD-PSO particles can perform an evolutionary search for the optimum operators, scales (weights) and selection of the (original) features, all simultaneously in an interleaved way. As discussed earlier, this alone provides a higher flexibility and better feature (or data) adaptation than the regular ANNs and SVM classifiers, since the proposed EFS technique can utilize a large set of (non-linear) operators and have the advantage of selecting proper features. Finally, the proposed technique does not have critical parameters or thresholds that may significantly affect the performance. Experimental results over benchmark image databases have demonstrated that the proposed EFS technique has synthesized more discriminative features with a lower CVI and with a significantly higher retrieval performance. We can conclude that as long as some ground truth is available for a subset of an image database, the lowlevel feature extraction will just be the initial step, because features with a higher discrimination (and description) capability can effectively be synthesized from them. As a result, such an approach can lead to a major step towards narrowing the semantic gap.
