Some Huffman codes contain a special codeword called a synchronizing codeword, which resynchronizes the code whenever it is transmitted. We demonstrate properties of synchronizing codewords and, in particular, give some relationships between the length of the shortest codeword and the length and structure of the synchronizing codeword. A tight upper bound and some lower bounds are presented. We show that given a shortest codeword of length m and a synchronizing codeword of length r <2m-1 then the code also contains other synchronizing codewords. We calculate the number and lengths of these codewords. Finally, several examples of good codes are given.
I. Introduction
Variable length codes are used for information transmission as they allow the data transfer rate to be maximized. Source symbols which occur more frequently are allocated short codewords, whereas symbols which appear less frequently are assigned long codewords. Huffman codes [8] are often used as they are optimal in the sense that they minimize the redundancy of a code for a given source. There are also other codes, which although they cannot be generated by Huffman's algorithm, have the same set of codeword lengths and hence the same average codeword length as a Huff`man code. All these codes are called Huffman equivalent. For brevity in this paper we shall refer to Huffman and Huff`man equivalent codes as Huffman codes. A major problem of variable length codes is that if channel errors cause a decoding error, this may in turn lead to a loss of synchronization. Until synchronization is regained, all the following codewords could be incorrectly decoded. Clearly, a useful code is one that regains synchronization quickly. The ability of a code to synchronize has been extensively studied by many authors, see for example [1, 7, 9, 12, 13] . We are only concerned with statistically synchronizable codes. This type of code contains a sequence, called a synchronizing sequence, which always allows the decoder to recover synchronization.
A special class of statistically synchronizable codes are called synchronous codes. These codes contain a codeword which is a synchronizing sequence. Every time this codeword is transmitted the code will resynchronize, rather than having to rely on a sequence of codewords being transmitted, as is the case of general statistically synchronizable codes. Synchronous codes are generally better than standard statistically synchronizable codes as they often have a shorter average synchronization delay. Ferguson and Rabinowitz [6] were the first to specifically suggest these codes, although some of Rudner's results [11] apply to binary synchronous Huffman codes. In [6] some probability distributions which admit binary Huffman codes were given. No attempt was made to find the code with the best synchronizing properties. Clearly, the shorter the synchronizing codeword the more often it is transmitted and hence the quicker the code will resynchronize. Escott and Perkins [3] [4] [5] considered, for binary Huffman codes, a synchronizing codeword of length one greater than the shortest length codeword in the code. Other authors, for example Capocelli et al. [2] and Montgomery and Abrahams [10] considered suboptimal synchronous codes.
In this paper we demonstrate some relationships between the structure and length of a synchronizing codeword and the length of the shortest codeword. We present a tight upper bound on the length of the shortest codeword in the code, given that a certain string is a synchronizing codeword. We continue by giving some lower bounds on the length of the shortest codeword. Further properties of synchronous Huffman codes are then discussed, including showing that given a shortest codeword of length m > 1 and a synchronizing codeword of length r < 2m -1, then the code contains certain other synchronizing codewords. Some restrictions on possible length vectors for which synchronous Huffman codes can exist are then given. Finally, examples of Huffman codes that have a minimal length synchronizing codeword, for a given length vector, are presented. The binary examples are improvements on the codes presented in [6] by having a shorter synchronizing codeword and/or more synchronizing codewords.
Preliminaries
Let Y be the set of symbols in alphabet A of size q and let yn be the set of all sequences of length n of elements of Y. Furthermore let Y+=Un~>l yn and Y* = Y+ u {2} where 2 is the empty sequence. A code C is a finite subset of Y+. Let be an element in the set Y\{y}. We use the terms suffix and prefix in the normal sense, that is, if y,z E Y+ then y is a suffix of z if there exists some x E Y* such that xy = z. Similarly if x,z E Y+ then x is a prefix of z if there exists some y E Y* such that xy = z. Further if x, z C Y+ then x is a proper prefix of z if there exists some y E Y+ such that xy = z.
Let ni be the number of codewords of length i in a code C, as in [2] and let the vector (nl .... ,nM) be the length vector of the code where M is the maximum length of any codeword in C. We shall be concerned only with codes whose length vector satisfies ~'i~tl ni2-i= 1, as these minimise the average codeword length. For brevity, we refer to these codes as Huffman codes, even if they cannot be constructed by Huffman's algorithm. We say two codes are equivalent if they have the same length vector.
We now consider the properties of a synchronizing codeword. The following definition was given in [6] We now consider the effect a synchronizing codeword of length r has on the structure of other codewords in the code. From now on we consider a code C whose shortest codeword has length m and which contains a synchronizing codeword c~... c. of length r. We use the word maximum as a small s + t describes a large repetitive tail. Example 2. Ifcl ...c~ = 1000100100100100, then it has cyclic tails of types (5,3), (5, 6) and (6,3) (along with many more). The maximum cyclic tail is of type (3, 3) .
In the next sections, these definitions are used to prove results about synchronizing codewords and shortest codeword lengths.
An upper bound
In this section we show that a synchronizing codeword cannot be cyclic or its largest overlap have length f where f ~>r-m. This is a generalisation of a result given by Rudner [11] for binary Huffman codes. We also give a tight upper bound on the length of the shortest codeword. Proof. If cl ... cr is cyclic, then a concatenation of two synchronizing codewords would contain another copy of the synchronizing codeword. Hence, a synchronizing codeword cannot be cyclic. As k < r j, then j + k < r and the above word is a proper prefix of c l ... c,.. Therefore, we have an arbitrarily long prefix of a codeword, which is a contradiction. Hence the result is proved.
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Suppose that cl ... c, is a synchronizing codeword and has an overlap of length f. From Theorem 7 we have f < r-m. Rearranging this gives m < r-f, which is effectively the upper bound on the length of the shortest codeword, if Cl ... cr is a synchronizing codeword. We now show this bound is tight and proceed by giving an algorithm to generate synchronous Huffman codes. C0 = {00, 01,10,11}, at step 1 this is enlarged to form C1={00,011,0101, 01000,01001, 101, 1000, 10011, 100101, 1001000, 1001001, 11}. At step 2, the code C = {000, 001, 011,0101,01000, 01001, 101, 1000, 10011, 100101, 1001000, 1001001, 11} is formed.
For the remainder of this section we use the notation of Algorithm 1. That is, we generate a Huffman code C and have a string cl... cr whose largest overlap has length f and maximum cyclic tail has type (s,t). We also have an integer d such that f<d<r and e= min{d+ 1,s÷t-1}. We let m be the length of the shortest codeword generated by the code. We show that the algorithm generates a Huffman code with cl...cr as a synchronizing codeword and shortest codeword length m>~r-d.
We first give some preliminary results. Lemmas 10 and 11 apply when s¢ i or d+l~<s+t-1.
Lemmas 12-15 refer to whens=l andd+l>s+t-1.
Lemma 8. We have cj = cj+t for s <<,j <<. r -t. Furthermore, if s ~ 2 then cs-1 ~ cs+t-I.
Proof. Firstly we prove that cj = cj+t. We can rewrite j as j = s + nt + k for some integer n and 0 ~< k ~< t -1, so j + t = s + (n + 1 )t ÷ k. Hence CJ = cs+~nt + k) rood t = Cs+k.
Similarly cj+t = c~.+~, + l)t + k) mod t = c~+k. Now suppose U mod t = 0. This implies k rood t = t -1 Therefore,
Continuing in this manner,
As n(i-j) +k" varies between 0 and r-i then (n + 1)(i-j) +k" varies between i-j and r-j.
As j+((n+ 1)(i-j)+k") mod (i-j) =j+k" and letting k vary between i-j and r-j we can rewrite the equation as ci+k = ei~(krnodIi-/)). Thus we have a cyclic tail of type (s~,t ') with s' =j and t/= i-j and s'+ t:= i but by assumption s' + t' = i < s + t. Therefore, we have a contradiction Recall that the maximum cyclic tail is of type (s, t). Furthermore, by Lemma 9, all these strings are distinct. Therefore step 1 is possible.
Step 2 removes all the strings that end cl... cu for e ~<u ~<r-1. Lemma 11 shows that extending a string that ends Cl... c,, for e ~< u <~r-1 with an additional symbol produces only one string that ends el...c,, for e<<.v<~r-1 which is when v=t+ 1. Hence it is possible to removes all codewords that end cL ...c, for e<~u<<.r-1.
Finally we show that cl...c,, is a synchronizing codeword, that is it satisfies both conditions of Definition 1. If a string is of the form y*c~ ...c,.y + where y*~ Y* and y+ C Y+, then it has length greater than r. This could only be generated at step 2. Now suppose some string ends cl ...e,.. By Lemma 10, it does not end cl ...e,, for e<,u<<.r-1 and hence it would not be extended. Therefore, it is impossible to generate a string of the form y'c1 ...c,y + and condition 1 of Definition 1 is satisfied.
Condition 2 of Definition 1 states that suppose a codeword ends cl ... Ci, for 1 ~<j ~< r-1 then C/-1 ...c, is a string of codewords. -1)t + b-1 ). This gives r -d < t + 1 which in turn shows that t >~ r-d. Therefore the codeword added in step 2 has length at least r-d. By Lemmas 9 and 13, none of these codewords is a prefix of another and so they can all be included in the code. Next we show that el... e, is a synchronizing codeword. As no codeword can have length greater than r, then condition 1 must be satisfied. 
Lower bounds
In the previous section we provided a tight upper bound on the length of the shortest codeword in a Huffman code based on the largest overlap of its synchronizing codeword. From now on we will call this upper bound m,/,p and recall that m,/,/, = r -I -1.
We now consider which length m <rn~q~p can be the shortest codeword length of a Huffman code when cl...c, is a synchronizing codeword. We provide some lower bounds on m, these bounds are derived using codes generated from Algorithm 1. It should be noted that these bounds are not tight, that is, there may be some code with a shorter codeword than these bounds. We then proceed to provide other conditions under which a code exists and give some examples not covered by our results.
Firstly we review the notation used in this section. We have a string c~... c, whose largest overlap has length f and maximum cyclic tail has type (s,t). A Huff`man code C is generated using Algorithm 1 with cl... c,. as the selected synchronizing codeword.
Our aim is to generate codes whose shortest codeword is length m where m<r / and we select d=r-m.
Also recall that e= min{d+ 1.s+t 1}.
We start with our lower bounds. First we consider when s ¢ 1, which means the first alternative of Algorithm 1 is used. In step 1 a maximum of e length m codewords will be extended. In step 2, no length m codewords will be extended as none of them are long enough to end cl... c,,
for u<,e<~r-1 as e>m. As q" >e then there is at least one length m codeword that will not be extended.
Secondly we consider when s = 1, the second alternative of Algorithm 1 is used. In and m ~>2 then r must be at least length ll for the codeword not to be synchronizing, if it satisfies the upper bound. If r ~> 1 1, the synchronizing codeword will be transmitted so infrequently that it would make little difference to the code.
The following two results cover some of the cases excluded above. The first result shows that if the 'early part' of the synchronizing codeword does not contain all of the strings of length m, then the shortest codeword has length m. Proof. The codeword consisting of m copies of a would not be extended at any step of Algorithm 1. Hence, there is a codeword of length m. Table 1 summarises the above results.
In the following example, two codes are given that fit into the 'other case' category in Table 1 . These codes are ones that satisfy f<r-m and have maximum cyclic tail of type (s, t) where r -m + 1 >s + t -I and qm ~<S + t --1, but are not covered by any of the bounds in this section. The first case is an example where our algorithm does not generate a code with the required shortest codeword length, but a code with that shortest codeword length can be found. The second is a case where it is not possible to generate a code with the desired shortest codeword length.
Example 4. Consider the string 100 as the synchronizing codeword of a code that has m = 1. Algorithm 1 would generate the binary code comprising of 00, 01, 11, 100 and 101, which does not have a codeword of length 1. However, a code exists that has the codewords 0, 11, 100 and 101 that has 100 as a synchronizing codeword and has a shortest codeword of length 1. Now consider the string 101 as synchronizing codeword and let m = 1. If 0 is a codeword in a binary code then 101 0 101 contains a copy of 101 and hence, 101 cannot be a synchronizing codeword when 0 is a codeword. Clearly, 1 cannot be the shortest codeword. Hence, 101 can never be a synchronizing codeword of a Huffman code, whose shortest codeword has length 1.
Further properties of the code
By choosing a synchronizing codeword with the properties specified in Theorem 7, we are forced by the structure of the code, to take certain other codewords. We call these codewords, forced codewords. The following two results are generalisations of results of Escott and Perkins [5] for the binary Huffman code with r = m + 1. which, by Theorem 7, is a contradiction. Therefore, the q~ words ending in c~... c,,, i are distinct. These words are not allowable codewords as they contradict Lemma 2. Therefore they must be extended. Any word may be extended at length m or greater as long as it does not contradict properties of the synchronizing codeword. Therefore length m specifies any forced longer codewords, as words that cannot be codewords of length m must be extended. Words that cannot be codcwords of any length greater than m could be truncated at length m so they do not force any codewords. We have q~ words ending in ct ...c,,-i each of which needs to be extended to end in ( This tells us that if the length vector has minimum length m and maximum length 2m 2 or less, then there can never be a synchronizing codeword in the code, that is a synchronous code satisfying the length vector will never exist.
Examples
In this section we give some examples of Huffman codes with a synchronizing codeword of length r and a shortest codeword of length m. We identify all synchronizing codewords by an asterisk. The first example we discuss is the binary Huff'man code for the English alphabet. We take as our alphabet the letters a,...,z with the same use the codeword (1061). Our code has shortest synchronizing codeword of length 5, two synchronizing codewords of length 6 and one of length 9 --clearly an improvement. We would have again liked to find a synchronizing codeword of length 4 but it is was not possible because of the number of codewords of length 4 that need to be taken. There are not enough words available at that length which would not contradict a length four synchronizing codeword. Capocelli et al. [2] discuss suboptimal synchronous codes for arbitrary code alphabets. They give an example of the Italian alphabet over the ternary alphabet. Clearly we cannot hope to obtain synchronization properties that are as good as their code as we have no added redundancy. However we think it is worthwhile contrasting the two codes. The average length of their codewords is 2.673 symbols whereas for the Huff`man code the average length is 2.559. For the Huff`man code we have length vector (0, 5, 10,6) ( Tables 3 and 4) . We can have no synchronizing codewords of length 2 as this is the length of the shortest codeword. However our code has 8 out of 10 possible words of length 3 as synchronizing codewords and all 6 of the length 4 codewords are synchronizing. Capocelli et al. [2] have 18 synchronizing codewords. They claim that their code synchronizes on average within 1.28 codewords [2] whereas our code is expected to synchronize every 2.2 codewords.
Conclusion
In this paper, properties of the synchronizing codewords of q-ary Huffman codes have been presented. A tight upper bound and some lower bounds were given on the length of the shortest codeword in a Huff`man code with a synchronizing codeword c~... c,.. Further properties of synchronous Huffman codes were then discussed including showing that under certain conditions there are multiple synchronizing codewords in the 
