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Abstract In this work we prove a strong law of large numbers for longest consecutive switches
in an IID Bernoulli sequence. Moreover, we give sharp low and upper bounds for the longest
switches. This work is an extension of results in Erdo¨s and Re´ve´sz (1975) for longest head-run
and Hao et al. (2020) for longest consecutive switches in unbiased coin-tossing, and they might
be applied to reliability theory, biology, quality control, pattern recognition, finance, etc.
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1 Introduction
An coin with two sides is tossed independently and sequentially, and we use 0 to denote “tail”
and 1 to denote “head”. Below let {Xi, i ≥ 1} be a sequence of independent Bernoulli trails with
P{X1 = 1} = p and P{X1 = 0} = 1− p =: q by assuming that 0 < p < 1.
In unbiased case, Erdo¨s et al. (1970, 1975) studied the length of longest head-run’s limit
behaviors, these limit theorems have been extended by many authors. We refer to Goncharov
(1943), Fo¨ldes (1979), Arratia et al. (1989), Novak (1989, 1991, 1992), Schilling (1990), Bin-
swanger and Embrechts (1994), Muselli (2000), Vaggelatou (2003), Tu´ri (2009), Novak (2017).
Mao et al. (2015) obtained a large deviation principle for longest head run. For more recent
related references, we refer to Chen and Yu (2018), Liu and Yang (2016), Liu and Yang (2018),
Pawelec and Urban´ski (2019), and Mezhennaya (2019).
∗Corresponding author: College of Mathematics, Sichuan University, Chengdu 610065, China
E-mail address: hao-chenxu@qq.com; matingting2008@yeah.net
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Anush (2012) posed a question concerning the bounds for the number of coin tossing switches.
According to Li (2013), a “switch” is a tail followed by a head or a head followed by a tail. The
exact probability distribution for the number of coin tossing switches was given by Joriki (2012).
However, limiting behaviors of the related distribution cannot be obtained directly due to its
complexity. Therefore, probabilistic estimates are necessary for applications. Li (2013) considered
the number of switches in unbiased coin-tossing, and established the central limit theorem and
the large deviation principle for the total number of switches. In Hao et al. (2020), the authors
obtained some limiting results for length of the longest consecutive switches in unbiased case with
p = 1/2. The purpose of the present note is to extend the results in Hao et al. (2020) to IID
Bernoulli sequence.
In the begining, we introduce some notations. Following Li (2013), for m,n ∈ N we define
S(m)n :=
n+m−1∑
i=m+1
(1−Xi−1)Xi +Xi−1(1−Xi)
as the total number of switches in n trails {Xm, Xm+1, . . . , Xm+n−1}. Moreover, for m,N ∈ N
and n = 1, . . . , N , define by
H(N)m,n :=
m+N−n+1⋃
i=m
{S(i)n = n− 1}
the set of consecutive switches of length n−1 in N trails {Xm, Xm+1, . . . , Xm+N−1}. Then M (m)N ,
defined as
M
(m)
N := max
1≤n≤N
{
n− 1| H(N)m,n 6= ∅
}
, (1.1)
stands for the length of longest consecutive switches in N trails {Xm, Xm+1, . . . , Xm+N−1}. For ex-
ample, if one gets “11001011101”, then it includes 6 switches and the length of longest consecutive
switches is 3. When m = 1, the length of longest consecutive switches in N trails {X1, . . . , XN}
is particularly denoted by MN .
Throughout the paper, we denote as A1 + A2 for union of two disjoint sets A1 and A2.
The rest of this paper is organized as follows. In Section 2 we present main results. The proofs
are given in Section 3. In Section 4 we verify the result in Theorem 2.1 by random numbers
obtained from computers.
2 Main results
We first present a strong law of large numbers for longest consecutive switches.
Theorem 2.1. We have
lim
N→∞
MN
log1/√pqN
= 1 a.s. (2.1)
In the following two theorems we give sharp low and upper bounds for longest consecutive
switches.
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Theorem 2.2. Let ε be any positive number. Then for almost all ω ∈ Ω, there exists a finite
N0 = N0(ω, ε) such that for N ≥ N0
MN ≥
⌊
log1/√pq N − log1/√pq log1/√pq log1/√pqN + log1/√pq log1/√pq e− log1/√pq 2− 1− ε
⌋
=:α1(N).
(2.2)
Theorem 2.3. Let ε be any positive number. Then for almost all ω ∈ Ω, there exists an infinite
sequence Ni = Ni(ω, ε)(i = 1, 2, ...) of integers such that
MNi <
⌊
log1/√pqNi − log1/√pq log1/√pq log1/√pq Ni + log1/√pq log1/√pq e + 1 + ε
⌋
=: α2(Ni). (2.3)
Remark 2.4. Following the proofs to obtain Theorems 2.2 and 2.3, we see that the constants in
defining α1 and α2 are sharp and cannot be modified easily.
Theorem 2.5. Let {γn} be a sequence of positive numbers.
(i) If
∑∞
n=1 (pq)
γn
2 = ∞, then for almost all ω ∈ Ω, there exists an infinite sequence Ni =
Ni(ω, {γn}) (i = 1, 2, ...) of integers such that MNi ≥ γNi − 1.
(ii) If
∑∞
n=1 (pq)
γn
2 < ∞, then for almost all ω ∈ Ω, there exists a positive integer N0 =
N0(ω, {γn}) such that MN < γN − 1 for all N ≥ N0.
The above theorem can be reformulated as follows:
Theorem 2.5* Let {γn} be a sequence of positive numbers.
(i) If
∑∞
n=1 (pq)
γn
2 = ∞, then for almost all ω ∈ Ω, there exists an infinite sequence Ni =
Ni(ω, {γn}) (i = 1, 2, ...) of integers such that S(Ni−γNi )γNi ≥ γNi − 1.
(ii) If
∑∞
n=1 (pq)
γn
2 < ∞, then for almost all ω ∈ Ω, there exists a positive integer N0 =
N0(ω, {γn}) such that S(N−γN )γN < γN − 1 for all N ≥ N0.
3 Proofs
3.1 Proof of Theorem 2.1
Step 1. We prove
lim inf
N→∞
MN
log1/√pqN
≥ 1 a.s. (3.1)
For any 0 < ε < 1, N ∈ N, we set
t :=
⌊
(1− ε) log1/√pq N
⌋
+ 1.
3
Then the sequence S
(tk+1)
t , k = 0, 1, . . . , ⌊N/t⌋ − 1 =: N¯ are independent and identically dis-
tributed satisfying S
(tk+1)
t ≤ t− 1 and
P{S(tk+1)t = t− 1} =
{
(pq)⌊
t
2
⌋, if t is odd,
2(pq)⌊
t
2
⌋, if t is even.
(3.2)
It follows immediately that
P
{
S
(tk+1)
t < t− 1, k = 0, 1, . . . , N¯
}
≤ (1− (pq)⌊ t2 ⌋)N¯+1,
where
∞∑
N=1
(
1− (pq)⌊ t2 ⌋
)N¯+1
=
∞∑
N=1
(
1− (pq)⌊(⌊(1−ε) log1/√pq N⌋+1)/2⌋
) N⌊(1−ε) log1/√pq N⌋+1
∼
∞∑
N=1
e
−
{
(pq)
1−ε
2 log1/
√
pq N · N
(1−ε) log1/√pq N
}
=
∞∑
N=1
e
−
{
Nε
(1−ε) log1/√pq N
}
.
∞∑
N=1
e−N
ε/2
.
Considering that N
2
eN
ε/2 → 0 as N →∞ and
∑∞
N=1N
−2 <∞, we get
∞∑
N=1
P
{
S
(tk+1)
t <
⌊
(1− ε) log1/√pqN
⌋
, k = 0, 1, . . . , N¯
}
<∞.
Then by the Borel-Cantelli lemma we get lim inf
N→∞
MN
log1/√pq N
≥ 1 − ε. By the arbitrariness of ε, we
obtain (3.1).
Step 2. We prove
lim sup
N→∞
MN
log1/√pqN
≤ 1 a.s. (3.3)
For any ε > 0 and N ∈ N, we introduce the following notations:
u :=
⌊
(1 + ε) log1/√pqN
⌋
+ 1,
AN =
N−u+1⋃
k=1
{
S(k)u = u− 1
}
.
Similarly as in (3.2) we have P (AN) ≤ 2N(pq)⌊u2 ⌋, and by the definition of u it is easy to have
P (AN) ≤ 2N(pq)−1(pq)
1+ε
2
log1/√pq N = 2(pq)−1N−ε.
Let T ∈ N with Tε > 1, it holds that
∞∑
k=1
P (AkT ) ≤ 2(pq)−1
∞∑
k=1
1
kTε
<∞,
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which, again by the Borel-Cantelli lemma
P (AkT i.o.) = P
(
lim sup
k→∞
kT−u˜+1⋃
i=1
{
S
(i)
u˜ = u˜− 1
})
= 0
with u˜ :=
⌊
(1 + ε) log1/√pq k
T
⌋
+ 1. It follows by the definition of u˜ that
lim sup
k→∞
MkT
log1/√pq kT
≤ 1 + ε a.s.
So for any N ∈ N, we choose k ∈ N such that kT ≤ N ≤ (k + 1)T and obtain
MN ≤M(k+1)T ≤ (1 + ε) log1/√pq(k + 1)T ≤ (1 + 2ε) log1/√pq kT ≤ (1 + 2ε) log1/√pqN
with probability 1 for all but finitely many N . Hence we get that lim sup
N→∞
MN
log1/√pq N
≤ 1 + 2ε a.s.
(3.3) holds by the arbitrariness of ε.
3.2 Proofs for Theorems 2.2 - 2.5*
The basic idea comes from Erdo¨s and Re´ve´sz (1975). At first, we give an estimate for the length
of consecutive switches, which is very useful in our proofs for Theorems 2.2 - 2.5*.
Theorem 3.1. Let N,K ∈ N with N ≥ 2K. Then
(
1− (K + 1− 2Kpq)(pq)K−12 + (1− 2pq)(pq)K−1
)⌊NK ⌋−1 ≤ P(MN < K − 1)
≤
(
1− (K + 2)(pq)K2 + 2(pq)K
) 1
2(⌊NK⌋−1)
.
(3.4)
To prove Theorem 3.1, we need the following lemma.
Lemma 3.2. Let K,m ∈ N and M (m)2K is defined in (1.1). Then
P
(
M
(m)
2K ≥ K − 1
)
=
{
(K + 2)(pq)
K
2 − 2(pq)K , if K is even,
(K + 1− 2Kpq)(pq)K−12 − (1− 2pq)(pq)K−1, if K is odd.
(3.5)
Proof. Since M
(m)
2K , m ∈ N are identically distributed, then it is sufficient to consider m = 1. Let
i = 1, . . . , K + 1, denote
Fi :={(Xi, · · · , XK+i−1) is the first section of consecutive switches of length K − 1
in the sequence (X1, · · · , X2K)},
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which also means
F1 ={MK = K − 1},
Fi ={M (i)K = K − 1, Xi−1 = Xi}, i = 2, . . . , K,
FK+1 ={M (K+1)K = K − 1, Xi−1 = Xi,MK < K − 1}.
Then we have the decomposition
{M2K ≥ K − 1} =
K+1⋃
i=1
Fi; Fi ∩ Fj = ∅, ∀i 6= j, (3.6)
where
P (F1) =
{
2(pq)⌊K/2⌋, if K is even,
(pq)⌊K/2⌋, if K is odd,
(3.7)
P (Fi) =
{
(pq)⌊K/2⌋, if K is even,
(p2 + q2)(pq)⌊K/2⌋, if K is odd,
i = 2, . . . , K, (3.8)
P (FK+1) =
{
(pq)⌊K/2⌋
(
1− 2(pq)⌊K/2⌋), if K is even,
(pq)⌊K/2⌋(p2 + q2)
(
1− (pq)⌊K/2⌋), if K is odd. (3.9)
Inserting the above equalities into (3.6) and by p+ q = 1 we obtain (3.5).
Proof of Theorem 3.1. Let N,K ∈ N with N ≥ 2K. Denote
Bj =
{
M
(j+1)
K = K − 1
}
, j = 0, 1, . . . , N −K.
Then we have decomposition
Cl :=
{
M
(lK+1)
2K ≥ K − 1
}
=
(l+1)K⋃
j=lK
Bj , l = 0, 1, . . . , ⌊(N − 2K)/K⌋,
{MN ≥ K − 1} =
⌊N−2KK ⌋⋃
l=0
Cl,
and let
D0 :=C0 ∪ C2 ∪ · · · ∪ C2⌊ 12⌊N−2KK ⌋⌋, D1 := C1 ∪ C3 ∪ · · · ∪ C2⌊ 12 (⌊N−2KK ⌋−1)⌋+1. (3.10)
By the independence of events C0, C2, . . . , C2⌊ 12⌊N−2KK ⌋⌋, Lemma 3.2, and the independence of
events C1, C3, . . . , C⌊12⌊N−2KK ⌋⌋+1, we have
P (D0) = P (C0)
⌊ 12⌊N−2KK ⌋⌋+1, P (D1) = P (C0)⌊ 12(⌊
N−2K
K ⌋−1)⌋+1.
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Observing {MN ≥ K − 1} = D0 ∪D1, it is obvious that
P (MN < K − 1) ≤ min
{
P (D0), P (D1)
} ≤ P (C0)(⌊N/K⌋−1)/2. (3.11)
Moreover, it can be obtained that for any j = 0, 1, . . . , N −K,
P (D1 | Bj) ≥ P (D1).
Similarly, for each even l0 = 2, 4, · · · , 2
⌊
1
2
⌊
N−2K
K
⌋⌋
,
P
(
D1
⋃
l even, 0≤l≤l0−2
Cl | Cl0
) ≥ P (D1 ⋃
l even, 0≤l≤l0−2
Cl
)
,
equivalently,
P
(
D1
⋂
l even, 0≤l≤l0−2
Cl | Cl0
) ≥ P (D1 ⋂
l even, 0≤l≤l0−2
Cl
)
,
which implies that
P
(
D1
⋂
l even, 0≤l≤l0
Cl
) ≥ P (D1 ⋂
l even, 0≤l≤l0−2
Cl
)
P (Cl0). (3.12)
Based on (3.12) with the independence of events C0, C2, . . . , C2⌊ 12⌊N−2KK ⌋⌋
P (MN < K − 1) = P
(
D1 D0
)
= P
(
D1
⋂
l even, 0≤l≤⌊N−2KK ⌋
Cl
)
≥ P (D1 ⋂
l even, 0≤l≤⌊N−2KK ⌋−2
Cl
)
P
(
C2⌊ 12⌊N−2KK ⌋⌋
)
≥ · · ·
≥ P (D1)
∏
l even, 0≤l≤⌊N−2KK ⌋
P (Cl)
= P (D1)P (D0)
≥ P (C0)⌊N/K⌋−1. (3.13)
Besides, by pq ≤ 1/4 we consider in (3.5) for any integer K ≥ 2
(K + 2)(pq)
K
2 − 2(pq)K ≤ (K + 1− 2Kpq)(pq)K−12 − (1− 2pq)(pq)K−1.
Inserting (3.5) into (3.11) and (3.13), we complete the proof.
Similarly as in Hao et al. (2020), we present the following lemma to prove Theorem 2.2.
Lemma 3.3. Let {αj, j ≥ 1} be a sequence of positive numbers. Suppose that lim
j→∞
αj = a > 0.
Then we have ∞∑
j=1
α
− log1/√pq j
j <∞ if a >
1√
pq
= λ,
and ∞∑
j=1
α
− log1/√pq j
j =∞ if a <
1√
pq
= λ.
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Remark 3.4. It is noticeable that when lim
j→∞
αj = λ, we cannot judge if
∑∞
j=1 α
− log1/√pq j
j converges
or not. For instance, we take αj =
(
j(log1/√pq j)
p
) 1
log1/
√
pq j satisfying limj→∞ αj = λ for p > 0,
then
∑∞
j=1 α
− log1/√pq j
j converges if p > 1 and diverges if 0 < p ≤ 1.
Proof of Lemma 3.3. We calculate by loga b =
logc b
logc a
with a, b > 0, c > −1 and c 6= 0 that
∞∑
j=1
α
− log1/√pq j
j =
∞∑
j=1
α
−
logαj
j
logαj
λ
j =
∞∑
j=1
j
− 1
logαj
λ
=
∞∑
j=1
j− log1/
√
pq αj .
If a > λ, then log1/√pq αj > log1/√pq
a+λ
2
> 1 for all but finitely many j, and
∞∑
j=1
j− log1/
√
pq αj ≤ C
∞∑
j=1
j− log1/
√
pq
a+λ
2 <∞.
If a < λ, then log1/√pq αj < log1/√pq
a+λ
2
< 1 for all but finitely many j, and
∞∑
j=1
j− log1/
√
pq αj ≥ C
∞∑
j=1
j− log1/
√
pq
a+λ
2 =∞.
Proof of Theorem 2.2. Let Nj be the smallest integer with α1(Nj) = j − 1. Then
∞∑
j=1
P
(
MNj < α1(Nj)
) ≤ ∞∑
j=1
(
1− (j + 2)(pq)j/2 + 2(pq)j)(⌊Nj/j⌋−1)/2
.
∞∑
j=1
(
1− (j + 2)(pq)j/2 + 2(pq)j)Nj/(2j)
=:
∞∑
j=1
e
−{(j+2)(pq)j/2−2(pq)j}Nj/(2j)
j , (3.14)
and ej :=
(
1 − (j + 2)(pq)j/2 + 2(pq)j){2(pq)j−(j+2)(pq)j/2}−1 , where the first inequality follows
by the inequality on the right hand side of (3.4), and the second inequality follows since 0 ≤
(j + 2)(pq)j/2 − 2(pq)j → 0 when j → ∞ by positive pq ≤ 1
4
, which implies that 1 − (j +
2)(pq)j/2 + 2(pq)j ∈ [1/2, 1] for all but finitely many j. Moreover, by α1(Nj) = j − 1 we have
j ≤ log1/√pqNj − log1/√pq log1/√pq log1/√pqNj + log1/√pq log1/√pq e− log1/√pq 2− ε,
from which
Nj · (pq)
j
2 ≥ 2λε · lnλ · log1/√pq log1/√pqNj ≥ 2λε · lnλ · log1/√pq j
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for all but finitely many j. Then in (3.14) we get
∞∑
j=1
P
(
MNj < α1(Nj)
) ≤ C ∞∑
j=1
ej
−{(λǫ lnλ(j+2−2(pq)j/2)/j)·log1/√pq j},
where lim
j→∞
ej = e, and again by pq ≤ 1/4 for any ε > 0,
lim
j→∞
ej
λǫ lnλ·(j+2−2(pq)j/2)/j = λλ
ε
> λ.
Then by Lemma 3.3 and the Borel-Cantelli lemma, we complete the proof.
To prove Theorem 2.3, we need the following version of Borel-Cantelli lemma.
Lemma 3.5. ([13]) Let A1, A2, . . . be arbitrary events, fulfilling the conditions
∑∞
n=1 P (An) =∞
and
lim inf
n→∞
∑
1≤k<l≤n P (AkAl)∑
1≤k<l≤n P (Ak)P (Al)
= 1. (3.15)
Then P
(
lim sup
n→∞
An
)
= 1.
Proof of Theorem 2.3. For δ > 0, let Nj = Nj(δ) be the smallest integer for which α2(Nj) =
⌊j1+δ⌋ − 1 with α2(Nj) given by (2.3). Set
Aj =
{
MNj < α2(Nj)
}
, j ≥ 1. (3.16)
By Theorem 3.1, we have
∞∑
j=1
P (Aj) ≥
∞∑
j=1
(
1− (⌊j1+δ⌋+ 1− 2⌊j1+δ⌋pq)(pq) ⌊j
1+δ⌋−1
2 + (1− 2pq)(pq)⌊j1+δ⌋−1
)⌊ Nj
⌊j1+δ⌋
⌋
−1
≥
∞∑
j=1
(
1− (⌊j1+δ⌋+ 1− 2⌊j1+δ⌋pq)(pq) ⌊j
1+δ⌋−1
2
) Nj
⌊j1+δ⌋
=:
∞∑
j=1
f
−Vj ·
Nj
⌊j1+δ⌋
j , (3.17)
where fj = (1−Vj)−Vj−1 with Vj := (⌊j1+δ⌋+1−2⌊j1+δ⌋pq)(pq)(⌊j1+δ⌋−1)/2. By α2(Nj) = ⌊j1+δ⌋−1
we have
log1/√pqNj − log1/√pq log1/√pq log1/√pqNj + log1/√pq log1/√pq e+ 1 + ε ≤ ⌊j1+δ⌋,
which implies that
Nj · (pq)
⌊j1+δ⌋−1
2 ≤ λ−ε · lnλ · log1/√pq log1/√pqNj . (3.18)
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Let 0 < ε0 < 1 satisfy for any j ≥ 1,
⌊j1+δ⌋ = α2(Nj) + 1 > ε0 log1/√pqNj.
Then we have
log1/√pq log1/√pqNj ≤ (1 + δ) log1/√pq j − log1/√pq ε0. (3.19)
Inserting (3.18) and (3.19) into (3.17) we get
∞∑
j=1
P (Aj) ≥
∞∑
j=1
f
{
−
(
lnλ
λε
· ⌊j1+δ⌋+1−2⌊j1+δ⌋pq⌊j1+δ⌋ ·
(1+δ) log1/
√
pq j−log1/√pq ε0
log1/
√
pq j
)
·log1/√pq j
}
j , (3.20)
As in (3.14), we also have limj→∞ fj = e and
lim
j→∞
f
lnλ
λε
· ⌊j1+δ⌋+1−2⌊j1+δ⌋pq⌊j1+δ⌋ ·
(1+δ) log1/
√
pq j−log1/√pq ε0
log1/
√
pq j
j = λ
(1+δ)(1−2pq)(pq) ε2 < λ,
by choosing δ > 0 small enough. Then using Lemma 3.3 we get
∑∞
n=1 P (An) =∞.
Recall that {Aj , j ≥ 1} are defined in (3.16). For i < j, we define
Bi,j =
{ {MNi < α2(Nj)}, if Ni ≥ α2(Nj),
Ω, otherwise,
Ci,j =
{
M
(Ni+1)
Nj−Ni < α2(Nj)
}
.
We claim that
P (Aj) = P (Bi,j)P (Ci,j)(1 + o(1)) as i < j →∞. (3.21)
In fact, by the definitions of Aj , Bi,j and Ci,j, we know that
Aj = Bi,j ∩ Ci,j ∩
{
M
({Ni−α2(Nj)}++1)
2α2(Nj)
< α2(Nj)
}
with x+ = x ∨ 0. Then (3.21) is equivalent to
lim
j→∞
P
(
Bi,j ∩ Ci,j ∩
{
M
({Ni−α2(Nj)}++1)
2α2(Nj)
< α2(Nj)
})
P (Bi,j ∩ Ci,j) = 1
⇔ lim
j→∞
P
({
M
({Ni−α2(Nj)}++1)
2α2(Nj)
< α2(Nj)
}∣∣∣Bi,j ∩ Ci,j) = 1
⇔ lim
j→∞
P
({
M
({Ni−α2(Nj)}++1)
2α2(Nj)
≥ α2(Nj)
}∣∣∣Bi,j ∩ Ci,j) = 0. (3.22)
By the definition of Ci,j, we get that
P
({
M
({Ni−α2(Nj)}++1)
2α2(Nj)
≥ α2(Nj)
}∣∣∣Bi,j ∩ Ci,j)
= P
( Ni⋃
k={Ni−α2(Nj)}++1
{
M
(k)
α2(Nj)+1
= α2(Nj)
} ∣∣∣Bi,j ∩ Ci,j)
≤
Ni∑
k={Ni−α2(Nj)}++1
P
({
M
(k)
α2(Nj)+1
= α2(Nj)
}∣∣∣Bi,j ∩ Ci,j) ,
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where by the independence of events Bi,j and Ci,j, and as in (3.7) we have for any integer k
P
{
M
(k)
α2(Nj)+1
= α2(Nj)
} ≤ (pq)(α2(Nj)−1)/2,
we further have
P
({
M
({Ni−α2(Nj)}++1)
2α2(Nj)
≥ α2(Nj)
}∣∣∣Bi,j ∩ Ci,j)
≤ (Ni ∧ α2(Nj)) · P
{
Mα2(Nj)+1 = α2(Nj)
}
P (Bi,j)P (Ci,j)
≤ α2(Nj)(pq)(α2(Nj)−1)/2/{P (Bi,j)P (Ci,j)}. (3.23)
By Theorem 3.1, we have that when j is large enough,
P (Ci,j) = P
(
M
(Ni+1)
Nj−Ni < α2(Nj)
)
≥ P (MNj < α2(Nj))
≥ (1−Wj)
⌊
Nj
α2(Nj )+1
⌋
−1
→ e2pq−1 as j →∞. (3.24)
Here Wj :=
(
α2(Nj) + 2− 2(α2(Nj) + 1)pq
)
(pq)α2(Nj)/2 satisfying lim
j→∞
(1−Wj)Wj = e−1 and
lim
j→∞
Wj
(⌊
Nj
α2(Nj) + 1
⌋
− 1
)
= lim
j→∞
Nj
λα2(Nj)
· (1− 2pq)α2(Nj) + 2− 2pq
α2(Nj) + 1
= 1− 2pq.
When Ni ≥ α2(Nj) and i < j, similar to (3.24) we have
P (Bi,j) = P (MNi < α2(Nj)) ≥ P
(
MNj−1 < α2(Nj)
)
≥ (1−Wj)
⌊
Nj−1
α2(Nj )+1
⌋
−1
→ 1 as j →∞, (3.25)
where the limit holds by α2(Nl) = ⌊l1+δ⌋ − 1 that
lim
j→∞
Wj
(⌊
Nj−1
α2(Nj) + 1
⌋
− 1
)
≤ lim
j→∞
Nj−1
λα2(Nj)
· (1− 2pq)α2(Nj) + 2− 2pq
α2(Nj) + 1
≤ (1− 2pq)λ limj→∞{⌊(j−1)
1+δ⌋−⌊j1+δ⌋+(1+δ) log1/√pq j}
= 0.
By (3.23)-(3.25), we obtain (3.22). Hence (3.21) holds.
Similar to (3.21), we have
P (AiAj) = P (Ai)P (Ci,j)(1 + o(1)) as i < j →∞. (3.26)
By (3.21) and (3.26), we get
P (AiAj) =
P (Ai)P (Aj)
P (Bi,j)
(1 + o(1)) as i < j →∞,
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which together with (3.25) implies that
P (AiAj)
P (Ai)P (Aj)
=
1 + o(1)
P (Bi,j)
= 1 + o(1) as i < j →∞. (3.27)
By the fact that
∑∞
n=1 P (An) = ∞ and (3.27) , we know that (3.15) holds. By Lemma 3.4, we
complete the proof.
Proof of Theorem 2.5*. Let An = {S(n−γn)γn = γn − 1}. Similar to (3.7) we have
P (An) = P (Mγn = γn − 1) ∼ (pq)
γn
2 .
When
∑∞
n=1 (pq)
γn
2 =∞, we have
∞∑
n=1
P (An) =∞.
By following the method in the proof of Theorem 2.3, we have
P (AiAj)
P (Ai)P (Aj)
= 1 + o(1) as j →∞.
Then (3.15) holds and by Lemma 3.5 we obtain Theorem 2.5* (i).
Also when
∑∞
n=1 (pq)
γn
2 <∞, we have
∞∑
n=1
P (Bn) <∞.
By the Borel-Cantelli lemma, we obtain Theorem 2.5* (ii).
4 Test for Theorem 2.1
In this section we verify the limiting result in Theorem 2.1 by several groups of random numbers
given by computers.
First, we test by letting p = 1/3, 1/4, 1/10 and N = 200, 500, 1000, 2000, and find the corre-
sponding longest consecutive switch in each case. The results are listed as below.
Table 1:
p N 200 500 1000 2000 5000
1/3 {01010} {010101010} {101010101} {0101010101} {010101010101010}
1/4 {010101} {0101010} {10101010} {010101010} {01010101010}
1/10 {0101010} {01010} {0101010} {0101010} {010101}
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According to (2.1) in Theorem 2.1, we compare the values of MN and log1/√pq N . By letting
p = 1/3, 1/4, 1/10 andN = 200, 500, 1000, 2000, 5000 respectively, we have the values of log1/√pq N
in the following table.
Table 2:
p N 200 500 1000 2000 5000
1/3 7 8 9 10 11
1/4 6 7 8 9 10
1/10 4 5 6 6 7
Secondly, we letN = 10000 and obtain the longest consecutive switches when p = 1/3, 1/4, 1/10,
respectively. For each p, we repeat the test by 10 times. The results are listed as below.
Table 3:
p 1/3 1/4 1/10
T-1 {01010101010} {01010101010} {01010101}
MN = 10 MN = 10 MN = 7
T-2 {01010101010} {1010101010} {010101010}
MN = 10 MN = 9 MN = 8
T-3 {01010101010} {01010101010} {010101010}
MN = 10 MN = 10 MN = 8
T-4 {0101010101010} {0101010101} {010101010}
MN = 12 MN = 9 MN = 8
T-5 {0101010101} {0101010101} {010101010}
MN = 9 MN = 9 MN = 8
T-6 {01010101010} {010101010101010} {0101010}
MN = 10 MN = 14 MN = 6
T-7 {101010101010} {0101010101} {01010101010}
MN = 11 MN = 8 MN = 10
T-8 {010101010101} {0101010101} {0101010}
MN = 11 MN = 9 MN = 6
T-9 {0101010101010} {01010101010} {010101010}
MN = 12 MN = 10 MN = 8
T-10 {010101010101} {0101010101} {0101010}
MN = 11 MN = 9 MN = 6
log1/√pq N 12 11 8
13
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