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ABSTRACT 
We work in the space R”‘” of n-by-n real matrices. We say that a linear 
transformation T on this space is Tod_a-like if it maps symmetric matrices to skew-sym- 
metric matrices. With such a transformation we associate a bilinear operation a 
defined by cx(X,Y) := [X,TY] + [Y,TX] where [U,V] := W - VU. Then R”x” 
together with this operation is a (usually not associative) algebra. We call any 
subalgebra of such an algebra a Toda-like algebra. We classify these algebras, which 
arise in connection with eigenvalue computations. We determine the Toda-like 
algebras which are of primary interest for this application. We accomplish this 
classification by studying certain difference-weighted graphs which we associate with 
the algebras. 0 Elsevier Science Inc., 1997 
INTRODUCTION 
We shall work with square real matrices. In particular, we use [wnxn to 
denote the vector space of n-by-n real matrices. We say that a linear 
transformation 7 : R”‘” + lRnx” is Toda-like if it satisfies the following 
condition: For every matrix X, if X is symmetric then 7X is skew-symmetric. 
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We shall use the Greek letter r to denote a Toda-like linear transformation 
on [WnX”. With such a transformation we associate a bilinear operation 
a : [w”X” + [w”X” defined by cr(X,Y) := [X,rY] + [Y,TX], where [U,V] 
:= W - VU is the usual Lie bracket notation. Note that [w”’ ” together with 
(Y is a (usually not associative) algebra. We call any subalgebra of such an 
algebra a Toda-like algebra. We want to classify these algebras. In this paper 
we determine many of the algebras which are of interest in eigenvalue 
computations. Note that if X and Y are symmetric, then so is a(X, Y 1. In 
other words, the symmetric matrices form a Toda-like algebra. Note that the 
kernel of r is a subalgebra; we call it the trivial subalgebra determined by T. 
Let M be a symmetric matrix. Consider the map [wflx” + [WnXn defined 
by X + [X, M 1. Note that this map is a Toda-like linear transformation. We 
call the algebra consisting of [WnXn together with the product (X, Y) + 
M( X, Y ) := [ X, [Y, M ]] + [Y, [ X, M ]] the FUZZ double-bracket algebra deter- 
mined by M. A double-bracket algebra or M-algebra is any subalgebra of 
such a full double-bracket algebra. [These algebras were introduced by 
Driessel and Hentzel (1994). See also Driessel, Hentzel, and So (1995I.l In 
this paper we shall restrict our attention to the case where M has distinct 
eigenvalues; in this case we determine all the double-bracket subalgebras of 
the symmetric algebra which contain the trivial algebra. (Note that the trivial 
subalgebra consists of the matrices which commute with M.) Let N denote 
the n-by-n matrix defined by N(i, j) := 1 if i < j, := 0 if i = j, and := - 1 
if i > j; in other words, N(i, j) := sign(j - i). Recall that the Hadumurd 
product oftwomatrices UandV is definedby(UoVXi,j) := U(i,j)V(i,j). 
Note that the map X + N 0 X is a Toda-like linear transformation. We call 
‘the algebra consisting of [w”’ ’ together with the product (X, Y ) -+ T(X, Y ) 
:= [ X, N 0 Y ] + [Y, N 0 X ] the full Toda algebra. A Toda algebra is any 
subalgebra of such a full Toda algebra. In this paper we shall determine all 
the Toda subalgebras of the symmetric algebra which contain the trivial 
algebra. (Note that, in this case, the trivial subalgebra consists of the diagonal 
matrices.) 
Before continuing our discussion of Toda-like algebras, we want to explain 
our interest in these algebras. The need to calculate the eigenvalues of large 
structured symmetric matrices motivates us. Consider the following 
ordinary-differential-equation initial-value problem: 
X’ = [x, TX], X(0) = A (*> 
where A is a symmetric matrix and r is a Toda-like linear transformation. 
The solution X(t) of this problem has the following properties: X(t) is 
symmetric (the symmetry-preserving property) and has the same eigenvalues 
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as A (the isospectrul property). If rX = [X, Ml, then we call the flow 
associated with the initial-value problem ( * ) a double-bracket flow. In this 
case the solution X(t) approaches the set of matrices that commute with M 
(the convergence property). In other words, the flow approaches the trivial 
double-bracket algebra. It follows that for an appropriate choice of M, this 
double-bracket flow can be used to compute eigenvalues. For example, if 
M = diag(l,2,. . . , n), then the convergence property implies that the solu- 
tion converges to a diagonal matrix, and the isospectral property implies that 
the diagonal entries are the eigenvalues of A. 
If rX = N 0 X, then we call the flow associated with the initial-value 
problem (*) a QR jlow. [Chu (1984) uses the phrase “generalized Toda 
flow.“] Again the flow has the symmetry-preserving property and the isospec- 
tral property. In this case the solution X(t) approaches the set of diagonal 
matrices. In other words, the flow approaches the trivial Toda algebra. 
Isospectral flows have been studied for a number of years. Since we are 
not historians, we shall not make any historical assertions about these studies. 
Many of the references in this area are given by Helmke and Moore (1994). 
We only mention some of the references which directly influenced us: Deift, 
Nanda, and Tomei (1983), Chu (1984), Watkins (1984), Nanda (1985), 
Driessel(1986a, 198613, 1987a, 1987b, 1991), Chu and Driessel(l990). There 
are isospectral flows for finding eigenvalues which generalize the QR flow 
and double-bracket flow; see Chu and Norris (1988) and Chu (1995). 
We hope that our continuing study of isospectral flows will lead to new 
algorithms for finding eigenvalues of large structured matrices. It is clear that 
if a smooth vector field preserves a linear structure, then so does the 
corresponding flow. (This result is an instance of more general results 
concerning vector fields tangent to manifolds. The isospectral property of 
Toda-like flows is another instance.) Let 2 be a linear subspace of Iw”’ ‘. We 
say that a Toda-like flow is _Zpreserving if it satisfies the following condition: 
For every matrix X, if X is in 2 then so is [X, TX]. We see that if the flow 
is L%preserving then solutions of ( * ) stay in 3. The quadratic Zpreserving 
condition is equivalent to the following bilinear condition: For every pair of 
matrices X and Y, if X and Y are in L? then so is [ X, rY ] + [Y, rX 1. This 
equivalence follows from the identity 
[x + Y,T(X + Y)] = [x,7x] + [X,TY] + [YJX] + [YJY]. 
Thus we see that Toda-like algebras correspond to P-preserving flows. [The 
importance of the connections between ordinary differential equations and 
algebras is emphasized by Walcher (1991). Walcher says: “The correspon- 
dence between homogeneous quadratic differential equations and nonassocia- 
tive algebras was first exhibited by Marcus (1960).“] 
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There is computer software for numerically solving differential equations 
X’ = F(X). The evaluations of the vector-field function F usually constitute 
most of the numerical work. For the double-bracket flow we have F(X) = 
[X, [X, Ml]. Generally the evaluation of the double-bracket requires O(n3) 
operations. We can reduce this work if the double-bracket preserves struc- 
ture. For example, if X and M are tridiagonal, then the double-bracket 
computation only requires O(n) operations. Consequently, we are interested 
in structure preserving properties of the double-bracket. In other words, we 
are interested in classifying the subalgebras of the full double-bracket alge- 
bra. For the QR flow we have F( X> = [X, N 0 X]. In this case the evaluation 
again generally requires O(n3> operations. But again the computation only 
requires O(n) operations when X is tridiagonal. Consequently, we are 
interested in the structure-preserving properties of the QR flow. In other 
words, we are interested in classifying the subalgebras of the full Toda 
algebra. 
Actually we do not predict that isospectral flows will be directly used to 
effectively calculate eigenvalues. However, we do hope that our study of such 
flows will lead to efficient matrix factorizations which do so. The relationship 
between isospectral flows and matrix factorizations is described by Chu 
(1984), Watkins (1984), and Chu and Norris (1988). Arbenz and Golub 
(1995) indicate that efficiency is their motivation for studying shapes invariant 
under the symmetric QR algorithm: “As a QR iteration step costs O(n3> 
floating point operations if it is applied to a dense matrix of order n, the 
algorithm is practically used only after the original matrix has been trans- 
formed to a similar matrix of simpler form, i.e. with much fewer nonzero 
elements.” 
We now summarize the contents of our paper. In the section entitled 
“Double-bracket algebras” we classify the double-bracket algebras of primary 
importance. We limit our attention to the case where M is a symmetric 
matrix with distinct eigenvalues. We show that if LZZ is an indecomposable 
double-bracket subalgebra of the symmetric algebra which contains the trivial 
algebra, then either S’ is the symmetric algebra or JZZ is isomorphic to the 
algebra of tridiagonal matrices. 
In the section entitled “Toda algebras” we classify the Toda algebras of 
primary importance. Let m := (m,, m,, . . . , m,) be a sequence of integers 
from the set {1,2, . . . , n). Then m is a staircase sequence if m, < m2 < **a 
< m, and k < mk for all k. A symmetric matrix X is an m-staircase matrix 
if mk < I implies X(k, 1) = 0. The symmetric m-staircase matrices form a 
Toda algebra. We call such algebras “staircase algebras.” We shall see that if 
& is a Toda subalgebra of the symmetric algebra which contains the trivial 
Toda algebra, then & is a staircase algebra. This result is closely related to 
the main result which appears in Arbenz and Golub (1995). They show that 
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the only zero patterns which are preserved by the discrete QR algorithm are 
the staircase patterns. 
This paper is a somewhat condensed version of a report that we wrote in 
1995. You can find that original report on the intemet via the address 
http://www.public.iastate.edu N driessel or http:// 
www.math.iastate.edu. 
DOUBLE-BRACKET ALGEBRAS 
Let M be a symmetric matrix. We consider the following product on 
R”X”. 
[wnxn x [wnxn --f [wnxn :(XJ) + [X,[Y, M]] + [Y,[X, Ml]. 
Recall that we called the algebra consisting of F4”’ n together with this 
product, the “full double-bracket algebra determined by M” and that a 
“double-bracket algebra” is any subalgebra of such a full double-bracket 
algebra. We shall use M(X, Y) or X * Y to denote the M-double-bracket 
product of X and Y. Let Sym(n) denote the set of symmetric matrices, and 
let Corn(n) denote the set of matrices which commute with M. These sets 
determine double-bracket algebras which we called respectively the syrnmet- 
ric and the trivial algebra. We want to classify the double-bracket subalge- 
bras of the symmetric algebra which contain the trivial algebra. We shall do 
so in this section. 
Let Tridiag(n) d enote the set of symmetric tridiagonal matrices. Let D 
denote the diagonal matrix with diagonal entries I, 2,. . . , n. It is easy to 
check that if X and Y are tridiagonal symmetric matrices, then so is 
D(X, Y) := [X, [Y, 011 + [Y, [X, D]]. The algebra consisting of Tridiag(n1 
together with this product we call the tridiagonal double-bracket algebra. 
REMARK. If M = al + bD where a and b are real numbers, then 
M(X,Y) = bD(X,Y), since [X, Ml = [X,aZ + bD1 = b[X, Dl. In other 
words, if M is a diagonal matrix with diagonal entries in arithmetic progres- 
sion, then the full double-bracket algebra (F!“’ “, M) is essentially the same 
as the full double-bracket algebra ([w “’ “, D). 
Let 9 be a set of linear transformations of [w”, and let U be a subspace 
of [w n. Then U is 9inuariant if, for all A E 9, u E U implies Av E U. The 
set 9 is decomposable if there exist nontrivial subspaces Vi and Us of [w” 
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such that Vi and U, are Pinvariant and [w” is the direct sum of U, and U,. 
Loosely speaking, a set of matrices is decomposable if the matrices in this set 
can be simultaneously block diagonalized. A set of linear transformations 
which is not decomposable is indecomposable. We devote the rest of this 
section to the proof of the following theorem, which classifies the interesting 
double-bracket algebras. 
THEOREM (Classification of double-bracket algebras). Let M be a sym- 
metric matrix with distinct eigenvalues. Let & be an indecomposable double- 
bracket M-algebra which is a subalgebra of the symmetric algebra and strictly 
contains the trivial algebra. Zf the eigenvalues of M form an arithmetic 
progression, then the algebra d is the symmetric algebra or is isomorphic to 
the trtdiagonal algebra. Zf the eigenvalues of M do not form an arithmetic 
progression, then the algebra d is the symmetric algebra. 
Recall that a set A of n numbers is a (finite) arithmetic progression 
if there exist numbers a and b such that A = {a, a + b, a + 2b,. . . , 
a + (n - Obj. 
Here is an outline of the proof of this classification theorem. In our first 
step, we show that we can restrict our attention to matrices M which are 
diagonal. In our second step, we compute the structure coefficients for the 
full and symmetric double-bracket algebras with respect to “standard’ bases. 
In the symmetric case we call the elements of the basis the basic symmetric 
matrices. In the third step, we show that every subalgebra SY which contains 
the trivial algebra has a “standard” basis consisting of the basic symmetric 
matrices that are in S? In the fourth step, we use its standard basis to 
associate a weighted graph Graph(&) with the algebra s’. We then begin to 
translate the algebra classification problem into a corresponding graph classi- 
fication problem. For example, if S? is the full symmetric algebra, then 
Graph(&) is a complete graph, and if SS’ is the tridiagonal algebra, then 
Graph(&) is a simple path. In the fifth step, we show that the weighted graph 
associated with a double-bracket algebra has a certain transitivity condition. 
The M-product of sparse matrices has a certain filling property. The transi- 
tive condition for the graph is the translation of this filling property into 
graph-theoretic terms. In the sixth step, we translate the indecomposable 
condition of SZZ into graph-theoretic terms. We find that indecomposable 
algebras correspond to connected graphs. Finally we classify the graphs. In 
particular, we show that if the graph is connected and satisfies the transitive 
property then the graph is a simple path or is complete. 
Note that for any orthogonal matrix Q, the linear map [wnx fl -+ Iw ” ’ n : X 
-+ QXQ’ provides an isomorphism of the double-bracket algebra determined 
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by M with the double-bracket algebra determined by QMQ’. In particular 
we have 
QM( XY)Q~ = Q([ x, [y, ~11 + [K [x, ~11)~~ 
= [Qxo? [Q~Q? 0w~11 + [QYQT, [QW’> QMQTII 
= (QW)(QXQ’~ QW- 
Consequently (by the spectral theorem for symmetric matrices) we may 
assume, without loss of generality, that M is a diagonal matrix. In particular, 
we shall usually assume that M = diag( /.Q, pu,, . . . , p,) where the pi are 
distinct. Then the trivial algebra consists of diagonal matrices. 
Let E,, denote the matrix with 1 in the ( p, 9) position and O’s elsewhere; 
in symbols, E,,(i, j) := 6( p, i)S(q, j) where S denotes the Kronecker delta 
function. Note that the matrices E,, form a basis of the linear space [w ” ’ “. 
We can easily determine the structure coefficients for the full double-bracket 
algebra relative to this basis. These coefficients appear in the next proposi- 
tion. (Recall that if B,, B,, . . . , B, is a basis for an algebra, then the 
structure coeficients cjk are determined by Bj * B, = Zcj, Bi. We call Bj * B, 
a basic product.) 
REMARK. We have [M, E,,] = ( pp - pq)E,,. Hence the E,, are 
eigenvectors of the linear map X + [ M, X 1. 
PROPOSITION (Basic products in the full double-bracket algebra). The 
basic products in the associative matrix algebra (Rnxn; ) are E,, E,, = 
S(9, r)Eps. The basic products in the Lie algebra (RnXn, [ , 1) are [E 
$9’ 
E,,] 
= S(9, r)E,, - 6(s, p)E,,. Let M denote the diagonal matrix with zagonal 
entries pl, j+, . . . , p,,. Then the basic products in the double-bracket algebra 
(R nXn, M) are 
E,, * E,, = {( /+ - ~9) - (CL,. - CLS)}[~P~~ Ersl. 
In particular, E,, * E,, = -( CL, - /+)[Eq9’ E,,]. 
Proof. We omit the easy computations. 
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Let HP4 denote the symmetric matrix i(E,, + E,,). Note that the set 
{H,, : 1 < p < 9 < n} is a basis for the space Sym(n> of symmetric matrices. 
We call these H,, the basic or standard symmetric matrices. 
PROPOSITION (Basic products in the symmetric double-bracket algebra). 
Let M denote the diagonal matrix with diagonal entries pl, puz, . . . , p,. Then 
the basic products in the double-bracket algebra @m(n), M) are 
H il’, * Hm = 4({( I+, - I+> - (EL, - /%)){~(9~ r)H,s - SC P, S)H,J 
+{( I-$ - ILJ + (I-% - &)}{~(9, SF,. - +,,,,H,sJ). 
In particular, 
and if p # 9, q + r, and p z r then 
Proof. We have 
(-ql<, + Eqp)*(Ers + EJ 
= E I”(, * Em + E,, * Es, + E,, * E,, + E,, * 4, 
= {(I+> - K/J - (F, - j4}{S(q,r)E,, - a(~> PIE,,} 
+{( CL~’ - ~~1 - (I.% - %)}{a(q,s)E,, - a(r, PIE,,} 
+{( PC, - CL& - ( I+ - c~s)){S( P, r)E,, - S(s, q)E,,} 
+ {( CL, - I+) - ( /us - IL,)){ a( P, s) E,, - 8(r, 9)E,,} 
= (( CL,’ - p<,> - ( LG - /4(9,4(E,, + Es& 
-{(CL, - ~~1 - (CL, - &}S( pA(E,, + E,,) 
+I( CLp - FJ - ( IJJs - ,uJ}6(9, S)(Ep, + Erp) 
-{( ~l.~ - F~) - ( CL, - CL,)}~( P, r)(J& + Esq). 
??
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PROPOSITION (Standard basis for double-bracket subalgebras). Let M 
denote the diagonal matrix with diagonal entries pl, p2, . . . , CL,, where the pi 
are distinct. Then eve y subalgebra of the double-bracket algebra Gym(n), M) 
which includes the diagonal matrices has a basis consisting of basic synmetric 
matrices. 
Proof. We learned this proof from Michael Kinyon (Mathematics De- 
partment, Indiana University South Bend). He suggested it to us after he 
read an earlier version of this paper. 
Let d be a double-bracket algebra determined by M which satisfies 
Diag(n) SLY c Sym(n). For every diagonal matrix D := dia d,, d,, . . . , d,), 
let Dad denote the skew-symmetric matrix defined by D” ff (i,j) := di - dj. 
Note that [D, X] = ado X = Dad 0 X. We also define the linear map 
po : RnXn + RnXn 
ad 
by X-tD*X. Note that _Y”X=[D,[X,M]]= 
ad 0 X. It follows that 3’ is self-adjoint with respect to the inner 
,r,“,ul “;“A, B) := trace(ABr) = Z$A(i,j)B(i,j) on R”‘“. The basic sym- 
metric matrices are its eigenvectors. Note that LZ”(&) c&. Thus the restric- 
tion of 9’ to ZZ’ is a self-adjoint operator. 
We consider the family of operators {L?o : D is diagonal}. Note that this 
family commutes (since the Hadamard product is commutative). Hence the 
algebra & has a basis of joint eigenvectors. 
Claim: The family of operators _E”D separates the nondiagonal basic 
symmetric matrices. That is, if H,, # H,,, then there is a diagonal matrix D 
such that 9o H, # 9o H,,. 
We must find D so that (/.+, - pqXdp - dq) z ( pr - pSXd, - d,). By 
considering the dimension of the solution set of the corresponding equation 
we see that this is always possible. This completes the proof of the claim. 
Claim: No nontrivial linear combination of nondiagonal basic symmetric 
matrices can be a joint eigenvector. 
This follows from the previous claim. Suppose that 
where each ci # 0 and n > 2 and X is a joint eigenvector. For every 
diagonal D we have 
A,X =_Y,,X = clalHP,q, + a** +c,a,HPn4., 
where ho is the corresponding eigenvalue and ai := -( pp, - pq,) * 
(dp, - dq,). Choose D so that a, + a2. Then, by the independence of the 
basic symmetric matrices, we get cih, = clal, c2 A, = c2a2, and hence 
a, = a2. This contradiction completes the proof of the claim. 
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Finally, we conclude that the set of basic symmetric matrices that are in 
ZZ’ form a basis of JY’. ??
Let M := diag( p,. ps,. . . , p,,> where the pi are distinct. Let JZ’ be a 
double-bracket M-subalgebra of Sym(n). Suppose that JZ’ is spanned by a 
collection of basic symmetric matrices. Then (by the proposition concerning 
basic products in the symmetric double-bracket algebra) JZ’ has the following 
property: If Hpq and Hq,. are elements of JY and pP - pq # pq - pu,, then 
H r is also an element of the algebra &. Note that this condition implies the 
fbriowing condition. 
(*> If H,, and H,, are elements of _Q? and I pp - pqi f I pq - p,I, then 
Hpr is also an element of ti. 
We shall find it more convenient to work with this property, which we call 
the transitive property of d. 
With the algebra & we associate a graph G := Graph&J as follows. [We 
generally follow the graph-theoretic terminology of Harary (1969).] The 
vertices of the graph are the first n positive integers; in symbols, Vertex(G) 
:= {1,2,. . . , n). The edges of G are the unordered pairs {p, 9) such that the 
basic matrix H,, is in d; in symbols, Edge(G) := {{p, 9) : p # q and 
H,, GA?). We shall see that if this graph is not connected, then its compo- 
nents can be used to decompose the algebra. 
We want to translate the transitive condition into graph-theoretic terms. 
With each vertex p in G we associate the vertex weight pP, and with each 
edge { p, 9) in G we associate the edge weight I pp - p I. 
graphs difference-weighted graphs. In other words, a di $ 
We call such 
erence-weighted 
graph consists of a graph G and two real-valued functions P : Vertex(G) + R 
(the vertex weight function) and 6 : Edge(G) -+ R (the edge weight jmc- 
tion) which satisfy the following conditions: 
(1) for every pair of vertices p and 9, if p Z 9 then p(p) z 49); 
(2) if { p, 9) is an edge in G then 6( p, 9) = I p( p> - p(9)/. 
Note that the algebra @ can be recovered from its difference-weighted 
graph. 
If JZ’ is the algebra of diagonal matrices then the graph associated with _Q? 
has no edges. If JZ’ is the algebra of symmetric matrices, then the graph 
associated with & has all possible edges. In other words its graph is complete. 
If M = b diag(I, 2,. . . , n) and & is the tridiagonal double-bracket M- 
algebra, then the difference-weighted graph associated with ti has edges 
{p, p + 1) for p = 1,2 ,..., n - 1, vertex weight function p + bp, and 
edge weight function {p, p + 1) -+ b. Note that the graph is a simple path. 
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Note that the transitive condition ( * ) for ZZZ is equivalent to the following 
condition on its associated difference-weighted graph G := Graph&): 
( * *) If { p, q} and {q, T} are edges in G with different edge weights, 
then { p, r) is also an edge in G. 
We call this condition the transitive condition for a difference-weighted 
graph. 
ASIDE. We shall not draw any pictures of graphs, but to follow the 
arguments it helps to do so. 
We also want to translate the indecomposable condition for AY into 
graph-theoretic terms. The following proposition tells us how to translate this 
condition. Recall that a graph is connected if there is a path in the graph 
between every pair of vertices. 
PROPOSITION (Decomposability and connectedness). Let M denote the 
diagonal matrix with diagonal entries pl, pz, . . . , p,,, where the pi are 
distinct. Let & be a double-bracket M-subalgebra of Sym(n) which has a 
basis consisting of basic symmetric matrices. Then @ is indecomposable if and 
only if its associated difierence-weighted graph is connected. 
Proof. Claim 1: If G := Graph(M) is not connected, then ti is decom- 
posable. 
Suppose G is not connected. By considering connected components of G 
we see that there exist nonempty subsets V, and V, of V := Vertex(G) such 
that V = V, U V,, V, n V, = 0, and there is no path from any vertex in V, 
to any vertex in V,. Let U, := {x E [w” : for all j E V,, xj = O} for k = 1,2. 
Not that Vi and IJ, are @-invariant and [w” is the direct sum of U, and U,. 
Thus ti is decomposable. The completes the proof of the claim. 
We shall prove that if Graph(&) is connected then LX’ is indecomposable. 
We shall begin by proving several preliminary results about difference- 
weighted graphs. We say that four distinct vertices c, vr, v2 and v3 form a 
S-star with center c in a graph G if the induced subgraph of G on these 
vertices contains the three edges {c, vi) for i = 1,2,3. We say that four 
distinct vertices in G form a d-clique if the induced subgraph of G on these 
vertices is complete. Recall that a graph is complete if it contains all possible 
edges; that is, a graph is complete if it contains every edge { p, q} where p 
and q are different vertices. 
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Claim 2: Let G be a difference-weighted graph on the vertices V := 
{1,2,. . . , n} with vertex-weight function I_L satisfying i <j * p.(i) + p(j). 
If G satisfies the transitive condition ( * * ), then every S-star in G is a 
4-clique, and if G has a 3-star, then G has at least two different edge weights. 
We prove this claim by contradiction. Let c, ui, us, u3 be four distinct 
vertices in G which form a 3-star with center c. Suppose that these vertices 
do not form a 4-clique. Then we may assume (by renaming the vertices ui if 
necessary) that the edge (u2, us} is not in G. It follows from the transitive 
condition ( * * ) applied to (u,, c, u,> that 6(c, u,) = 6(c, us). In other words, 
p(c) is the midpoint of I and I on the real line. Now S(c, ur) z 
6(c, uz>, since the three distinct points p(ui), i = 1,2,3, on the real line 
cannot all be equidistant from the point p(c). Hence, by the transitive 
condition applied to (v,, c, uz> and (v,, c, u,>, the edges (or, uJ and {or, us1 
are in G. Applying the transitive condition to (u,, or, us) we see that 
6(u,,u,) = ~(u,,u,). In other words, I is the midpoint of p(us> and 
I. But we concluded above that ,u(c) is this midpoint. It follows that 
c = z)r which is a contradiction. This completes the proof of the claim. 
Recall that a path (u,, ua, . . . , u,,) in a graph G is Hamiltonian if each 
vertex in G appears in the path exactly once. 
Claim 3: Let G be a connected difference-weighted graph satisfying the 
transitive condition ( * * >. Then G contains a Hamiltonian path. 
Let (u,, us,. . . , u,) be a path with distinct vertices with maximal length. 
We want to see that m = n. Suppose m < n. Then (using connectedness) 
there is a vertex w and a vertex ok such that {ok, w} is an edge in G and w is 
different than any of the ui. If k = 1 or k = m, we get a longer path with 
distinct vertices. If 1 < k < m, then the vertices ok_ r, ok, uk+ 1, and w form 
a S-star with center ok. By the previous claim these vertices form a 4-clique. 
We then get a longer path (ur, 02, . . . , uk_ 1, w, uk, uk+ 1,. . . , Urn) with 
distinct vertices. This completes the proof of the claim. 
We are now prepared to see that ti is indecomposable. Let Asso&%‘) 
denote the associative subalgebra of ([WnXn; ) generated by the set &. Note 
that if d is decomposable then so is Asso&&. We shall see that Asso&& is 
indecomposable. From the last claim we see that Graph(M) has a Hamilto- 
nian path. It follows that (relabeling coordinates if necessary) that JY contains 
the basic symmetric matrices H,, , H,,, . . . , H,_ I,n. Then Asso&& contains 
E P,P+l and Ep+lp since Ep,P+l =HppHP,p+~Hp+~p+~ ad Ep+lp = 
H p+Lp+lHp+Lp pp. H’ Hence Asso&& contains all the’ matrices E,,, ” since 
E,, = Ep,p+lEp+l,p+2 .** Eg-r if P < q and E,, = E,,,-IE,-L,-z *** 
E 4+ l,q if p > q. We conclude t 7-i at Assoc@) contains all the matrices in 
lf8”x”. If x and y are any vectors in K!” with x # 0, then there is a matrix 
A E Assoc(d) with Ax = y. Thus Assoc(d) is indecomposable. ??
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We shall classify the connected difference-weighted graphs with distinct 
vertex weights that satisfy the transitive condition. The following proposition 
provides this classification. This classification together with our earlier work 
in this section implies the double-bracket algebra classification theorem. 
PROPOSITION (Classification of difference-weighted graphs). Let G be a 
connected diference-weighted graph with distinct vertex weights which has 
the transitive property ( * * ). Then G is a simple path or is complete. lf G is a 
path, then all its edge weights are equal. 
Proof. The proof is by induction on the number n of vertices of G. We 
first handle the n = 1, n = 2, and n = 3 cases. If G has one vertex it is 
automatically complete. If G has two vertices, then connectedness implies 
completeness. If G has three vertices, then connectedness implies that G is a 
path or is complete. Now suppose G has at least two different edge weights. 
Since G has only three vertices, the two edges with different edge weights 
must have a vertex in common. Then the other edge is in G by the transitive 
property. 
We now let G be a connected difference-weighted graph on the vertices 
1,2,..., n, where n > 4. We shall use pi, ps,. . . , p,, to denote the vertex 
weights, and we shall assume that F, < pz < a** < k,. We shall also 
assume that G has the transitive property and that G is not a simple path. 
Then G contains a 3-star. It follows (see claim 2 in the proof of the previous 
proposition) that G has at least two different edge weights. We shall prove 
the following statement by induction: If n > 3 and G has at least two 
different edge weights, then G is complete. We shall examine the part of the 
graph G near the vertex n. 
Claim 1: The vertex n is not a leaf-that is, there are at least two 
different edges at n. 
Suppose n is a leaf. Since G is connected, there is a unique edge {c, n) in 
G. Again using that G is connected, we see that there is a vertex p # n with 
( p, c} in G. If the edges { p, c) and {c, n) have different edge weights, then 
{ p, n} is in G and n is not a leaf. Suppose ( p, c) and {c, n) have the same 
weight. Consider the induced subgraph G’ of G on the vertices {1,2,. . . , 
n - 1). Note that G’ is connected, has the transitive property, and has at 
least two different edge weights. By the induction hypothesis G’ is complete. 
In particular, it follows that there is a vertex q Z p with Ic, q) in G’. Then 
the four vertices c, p, q, n form a S-star with center c. From claim 2 in the 
proof of the previous proposition, we have that these vertices form a 4-clique. 
Thus n is not a leaf. This completes the proof of the claim. 
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Now let W denote the set of vertices of G consisting of n together with 
all vertices that are adjacent to n; in symbols, W := (n} U (p : (p, n) is in G). 
Let H be the induced subgraph of G on the set of vertices W. (Clearly H 
forms a “star” subgraph.) 
Claim 2: The graph H is complete. 
Consider any two different vertices p, q E W different than n. We have 
(p, n) and (q, n} in H and 
Hence, by the transitive property, ( p, q) is in H. This completes the proof of 
the claim. 
Claim 3: The graphs H and G are the same. 
Suppose H # G. Then using connectedness, there are vertices r and c in 
G satisfying the following conditions: The edges (r, c} and (c, n} are in G; the 
edge (r, n) is not in G. Since n is not a leaf, there is a vertex p z c with 
( p, n} in G. By the previous claim ( p, c} is an edge in G. Thus the vertices 
c, p, r, n form a 3- t s ar with center c. It follows that they form a d-clique. 
Hence the edge (r, n) is in G. This contradiction completes the proof. ??
TODA ALGEBRAS 
As above, we use N to denote the n-by-n matrix defined by N(i, j> := 
sign(j - i). In this section we consider the following product on [w “” n: 
~“X” x [wnxn + [wnxn : (X,Y) -+ [X, NoY] + [Y, NoX]. 
Recall that we called the algebra consisting of [wnx n together with this 
product the “full Toda algebra” and that a “Toda algebra” is any subalgebra 
of such a full Toda algebra. We shall use T( X, Y ) := [X, N 0 Y ] + [Y, N 0 X] 
or X * Y to denote the Toda product of X and Y. We are mainly interested 
in the Toda subalgebras of Sym(n) which contain the diagonal matrices. We 
want to classify these subalgebras. We shall do so in this section. 
Recall that a sequence m := (m,, m2, . . . , m,) is a staircase sequence if it 
is nondecreasing and satisfies k < mk. Also recall that a symmetric matrix X 
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is an m-staircase matrix if mk < 1 implies X(/c, 0 = 0. For example, we 
have the following staircase matrix pattern when m = (3,4,6,6,6,6): 
I* * * 0 0 0 
* * * * 0 0 
* * * * * * 
0 * * * * * 
0 0 * * * * 
\o 0 * * * * 
Let m be a staircase sequence. We shall prove below that if X and Y are 
m-staircase matrices then so is X * Y. In other words, the symmetric m- 
staircase matrices form a Toda algebra. Recall that we call such algebras 
“staircase algebras.” In particular, the diagonal matrices are a staircase 
algebra with m = (1,2,. . . , n) and the symmetric matrices are a staircase 
algebra with m = (n, n, . . . , n). 
We devote the rest of this section to the proof of the following theorem 
which classifies the interesting Toda algebras. 
THEOREM (Classification of Toda algebras). Let M be a Toda algebra. Zf 
& is a subalgebra of the symmetric algebra and JY contains the diagonal 
algebra, then .CX? is a staircase algebra. 
As above, let E,, denote the matrix with 1 in the ( p, 9) position and O’s 
elsewhere. We can easily determine the structure coefficients of the full Toda 
algebra relative to this basis. These coefficients appear in the next proposi- 
tion. 
REMARK. We have N 0 E,, = N(p, 9)E,,. Hence the Epy are eigen- 
vectors for the linear map X + N 0 X. 
PROPOSITION (Basic products in the full Toda algebra). The basic prod- 
ucts in the Toda algebra (RnX”, T) are 
E P4*E7S = {N(r,s) -N(P,~))[E,,,%]. 
Proof. We omit the easy calculation. ??
Recall that the H,, := i(E,, + E,,) are the basic symmetric matrices. 
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PROPOSITION (Basic products in the symmetric Toda algebra). The basic 
products in the symmetric Toda algebra (Sym(n), T) are 
H py * H,, = ;({N(r, s) - N( P, 9)@(9, r)H,, - a( P, s)Hq,-} 
+IWs, r> - NC P, 9)@(9, S)H,, - SC P, r,H,J). 
In particular, 
H PP * H,, = N(r,s){a(p,r)H,, - SC p>s)H,,} 
and if p # 9, 9 f r, and p z r then 
H P4 * H,, = t(N(9, r-1 - NC io3 9))H,,. 
Proof. We omit the straightforward calculation. ??
PROPOSITION. Let m be a staircase sequence. If X and Y are symmetric 
m-staircase matrices, then so is X * Y. 
Proof. We consider the basic symmetric matrices Hpq. Note that HP, is 
an m-staircase matrix iff 9 Q mp and p < m,. We conclude that the set 
{Hpy : p Q 9 and 9 < mp) is a basis for the space of symmetric m-staircase 
matrices. Using linearity, we see that the conclusion of the proposition is an 
easy consequence of the following fact, which follows easily from the previous 
proposition: Let p Q 9 and r < s. If HP, and H,, are m-staircase matrices, 
then so is HP, * H,,. ??
PROPOSITION (Standard basis for Toda subalgebras). Every subalgebra of 
the symmetric Toda algebra (Sym(n),T) w ac includes the diagonal matrices h’ h 
has a basis consisting of basic symmetric matrices. 
Proof. The proof is similar to the proof of the analogous proposition 
concerning double-bracket algebras. We omit it. ??
Let & be a Toda subalgebra of Sym(n). Suppose that JX’ is generated by a 
collection of basic symmetric matrices. Then (by the proposition concerning 
basic products in the symmetric algebra), JZZ has the following property: 
(*I If Hpu and H,, are in ~2, and 9 is not between p and r, then H,, is 
in .& 
We call this condition the transitive condition for the Toda algebra &. As in 
the previous section, we associate a graph G := Graph(&) with an algebra &. 
The vertices of G are the first n positive integers. The edges of G are the 
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unordered pairs ( p, 9) such that H,, is in &. We can easily translate the 
transitive condition for LY’ into graph-theoretic terms. We obtain the following 
condition: 
(* *> If{p, 91 and (9, 1 r are edges in G, and 9 is not between p and r, 
then the edge { p, r) is also in G. 
We call this the transitive condition for G. We have the following basic 
matrix-filling pictures associated with this condition: 
Cusep < 9 and 9 > r: 
P 
r 
Casep>qandq<r 
P 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
r 
i 
* 
P 
i 
* 
r 
* 
i 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
. . . 
9 
* 
* 
9 
* 
* 
9 
* 
i 
. . . 
.*. 
. . . 
. . . 
. . . 
. . . 
.I. 
. . . 
. . . 
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9 r P 
The following proposition together with our earlier work in this section 
clearly implies the classification theorem for Toda algebras. 
PROPOSITION. Let G be a connected graph with vertices (1,2, . . . , n} 
which satisfies the transitive condition ( * * ). Then G has the followingfilling 
property: 
(7) Zf { p, 9} is an edge in G, then for all m between p and 9 the edges 
{p,m) and {m, 9) are in G. 
We have the following picture associated with this filling condition: 
P 9 
Proof. Claim: The graph G contains the path (1,2, . . . , n). 
We prove this claim by induction on n. If n = 1 then the claim is 
automatically true. If n = 2 then the claim follows from connectedness. 
Suppose the claim holds for n 2 2. Let G be a connected graph on the 
vertices { 1,2, . . . , n + 1) satisfying the transitive condition (* * 1. Let G’ be 
the graph obtained from G by deleting vertex n + 1. In other words, G’ is 
the induced subgraph of G on the vertices {l, 2,. . . , n}. In order to apply the 
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induction hypothesis we need to see that G’ is connected. Consider any path 
P in G connecting vertices p and q with p and q different than n + 1. 
Suppose this path contains the shorter path (s, n + 1, t), where s and t are 
different than n + 1. If s = t, then this occurrence of the vertex n + 1 can 
be removed from the path P and the remaining path will still connect p and 
q. If s # t, then since n + 1 is not between s and t (in the < sense>, G 
contains the edge {s, t) by the transitive condition. Again we can eliminate 
the given occurrence of n + 1 from the path P and the remaining path will 
still connect p and q. Continuing in this way, we can eliminate all occur- 
rences of n + 1 from the path P connecting p and q. Thus G’ is connected. 
Applying the induction hypothesis, we see that G’ contains the path 
(1,2,. . . , n). To finish the proof of the claim we need to see that G contains 
the edge (n, n + l}. Since G is connected there is a vertex k Q n such that 
the edge (k, n + l} is in G. If k < n we can apply the transitive condition to 
get (k + 1, n + 1) in G. Continuing in this way, we eventually get (n, n + l} 
in G. 
We are now ready to prove the filling property (t). Suppose that ( p, q} is 
inGwherep<qandp<m<q.Since(p,p+l)isinG,wegetbythe 
transitive property that ( p + 1, 4) . 1s in G. Continuing in this way, we 
eventually get (m, q} in G. Since (q - 1, q) is in G, we also get by the 
transitive property that ( p, q - 1) is in G. Continuing in this way, we get 
(p, m} in G. ??
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