Spatio-temporal reprojection for virtual and augmented reality applications by Finn, Sinclair
© 2020 Finn Sinclair





Submitted in partial fulfillment of the requirements
for the degree of Bachelor of Science in Computer Engineering
in the Undergraduate College of the





Late-stage reprojection is a vital tool for reducing power and compute re-
quirements and improving perceptual latency in extended reality (XR) sys-
tems. While rotational reprojection is a well-studied topic for which several
implementations have been published, the more advanced type of reprojec-
tion, spatial reprojection, is largely uncharacterized and unpublished.
Depth-aware spatio-temporal reprojection can reproject a depth volume to
account for the full six-degrees-of-freedom of user motion. By reprojecting
application frames with the full range of user motion with a sufficiently high
level of accuracy, dropped frames and display latency can potentially be al-
most completely resolved. In addition, with the advent of remote-rendering
and edge-compute-based architectures, the reprojection of rendered applica-
tion frames can mitigate latencies introduced by the transmission of frames
across great distances.
This thesis aggregates and reviews prior related work in the domain of
3D image-based reprojection and warping algorithms, examining the appli-
cability of previous reprojection algorithms to XR applications. We evaluate
three different methods for solving the warp equation, weighing their char-
acteristics, advantages, and disadvantages across several representative XR
scenarios.
Finally, the thesis presents two novel implementations of full depth-aware
spatiotemporal reprojection, as well as deep performance characterizations
on multiple representative platforms. In particular, the algorithms’ resilience
to occlusion artifacts, high-frequency depth features, and large perspective
displacements is examined and characterized. This paper also presents a
detailed analysis of the structural similarity index measure (SSIM) of repro-
jected frames to characterize the quality of the algorithms’ output and the
contribution to the overall user experience.
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LIST OF ABBREVIATIONS AND TERMS
DSP Digital signal processor. Typically a SIMD-type hardware
accelerator designed to perform simple operations on large
streams of data, usually digital signal processing.
Frustum A region of space formed by the perspective projection of a
virtual camera in a scene.
GPGPU General-purpose graphics processing unit. A GPU that can
run general-purpose code, such as CUDA.
GPU Graphics processing unit. A massively-parallel hardware ac-
celerator for the rendering and shading of computer graphics.
Modern GPUs are also GPGPUs, allowing for more complex
processing on large amounts of data with a large degree of
parallelism.
Hole A region of the 3D scene that was occluded in the reference
image. Any reprojection of the reference image will lack any
information for this region, and must “fill” the hole.
IMU Inertial measurement unit. A sensor package that includes
an accelerometer, gyroscope, and/or altimeter, used to detect
motion and inertia of a device.
MTP Motion-to-photon latency. Latency between the motion of an
HMD and the corresponding view being displayed to the user.
Pose Position and orientation of the viewer or device.
Reprojection Given a reference image, rendered or captured from some known
pose, synthesizing a new view from a new pose.
Reproj. Mesh A polygonal mesh used to perform mesh-based reprojection.
SLAM Simultaneous localization and mapping. A category of algo-
rithms for both locating/tracking a device in a 3D space, while
simultaneously constructing a 3D representation of the envi-
ronment.
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Timewarp Oculus’s proprietary term for rotational reprojection.
VIO Visual-inertial odometry. A technique for combining visual
feeds from cameras or optical sensors with inertial data from
an IMU to reconstruct the location and trajectory of a device.






Extended reality (XR) represents the intersection of computer graphics, com-
puter vision, audio virtualization, system design, architecture, and applica-
tion programming, all in a delicate collaboration to provide the user with
a truly extraordinary experience. To achieve a satisfactory user experience,
these workloads must be carefully managed, balanced, and optimized such
that the end-to-end latency of the overall system does not cause undesirable
effects in the output. As the rendered output of an XR system is tightly
coupled with the position and orientation of the user’s perspective, exces-
sive latency can cause the rendered view to fail to match up with the user’s
motion, resulting in an extremely unpleasant experience and possibly even
sickness. Thus, the design of XR applications, runtimes, and devices is mo-
tivated by the requirement that the overall motion-to-display latency falls
within acceptable bounds, both to ensure the overall health and well-being
of the user, as well as to improve the stability, accuracy, and quality of the
rendered output.
Different types of systems within XR have different latency requirements.
For virtual reality (VR), the subset of XR that consists of opaque, immer-
sive applications, the upper bound of acceptable motion-to-display (often
called “motion-to-photon”, or MTP) is generally considered to be 20 ms
[1, 2]. Augmented reality (AR), which consists of transparent applications
superimposed on the world around the user, has even tighter requirements
for the end-to-end latency of the system. As AR’s primary function is to
overlay virtual content onto the physical world (typically through the use of
holographic or retro-reflective transparent displays), even small amounts of
latency become immediately obvious, as the virtual object’s positions will no
1
longer accurately track their real-world counterparts. Thus, it is generally
estimated that AR devices require motion-to-photon latencies of less than 5
ms for acceptable quality [3].
These latency requirements are exceedingly tight, especially given the mag-
nitude of work that must be done for every frame presented to the user. A
naive, unoptimized latency chain from motion to display includes heavy si-
multaneous localization and mapping (SLAM) and/or visual-inertial odome-
try (VIO) algorithms to precisely track the motion of the user, as well as the
workload of the client application itself, which must render a high-resolution
stereoscopic view, chained together directly in series. If this naive pipeline
were to be implemented without any mitigations, the end-to-end latency
would be unacceptable for AR or VR. Representative SLAM/VIO imple-
mentations can exhibit upwards of 35 ms of latency on mobile, low-power
platforms [4], and, depending on the demands of the client application, it
could take an unacceptable amount of time to render the stereoscopic view
(over 150 ms, as seen in the ILLIXR paper). In fact, a severely misbehaving
client application may not be able to render frames at the desired framerate
whatsoever: in this case, without any mitigations, the entire XR system’s
latency would be bottlenecked by the slowly-running application, and the
user experience would be severely degraded, and possibly even sickening to
the user.
To ensure an acceptable user experience, several measures are typically
implemented to reduce the end-to-end latency of the XR system, one of
which is the focus of this thesis. Generally, these measures are divided into
two categories: reduction of the pose generation latency, and the reduction
of the latency of rendering.
1.1.1 Reduction of pose generation latency
The use of high-speed IMU integrators and prediction algorithms can yield
fast estimates of the user’s pose at a future timestamp. By estimating when
the application frame will be presented to the user (typically display vertical
sync, or tvsync), and rendering the frame according to the pose that the system
predicts may be accurate at that time (tvysnc), the view that is presented
to the user may be more accurate, and the effective latency of the system
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reduced [5]. Such techniques can provide the rendering application with a
“best guess” of the pose at the beginning of the rendering period, but once
rendering begins, no further estimation or prediction can occur.
The key point is that typical prediction algorithms (extended Kalman fil-
ters, Monte Carlo, or otherwise [6]) yield increasingly more accurate estima-
tions of the user’s pose if the requested timestamp of the pose is nearer to
the present; in other words, the further out a prediction is, the less accu-
rate it may be. If the pose for tvsync is only predicted at the beginning of
the rendering period, the predictor must predict over a longer period of time.
Conversely, if the pose for tvsync is sampled at a closer time to tvsync, the qual-
ity of that prediction may be improved, and the effective motion-to-display
latency reduced.
1.1.2 Reduction of rendering latency
In a conventional rendering system, once a scene is rendered from a particular
camera perspective, it is immutable; the scene must be entirely re-rendered
from scratch if a new perspective is desired. However, based on the con-
straints listed in the previous section, it would be highly advantageous if the
rendered scene could be distorted to reflect a slightly changed viewpoint; if
so, a freshly obtained pose estimate could be used at the end of the render-
ing period instead of only the beginning, offering improved pose prediction
quality and a reduced effective motion-to-photon latency [7].
Such a distortion is commonly referred to as either late-stage reprojection
[8] or asynchronous timewarp or spacewarp, where the term “late-stage” in-
dicates the reprojection is occurring very near the time at which the frame
is presented to the user, and “asynchronous” refers to how the reprojection
can occur out-of-step of the actual rendering period. With these types of
reprojection, we can overcome the limitation of only being able to sample
the predicted pose at the beginning of the rendering period.
These reprojection techniques differ in their capabilities; for example,
the original “timewarp” reprojection technique implemented by Oculus was
purely rotational reprojection [9], i.e., the technique could only reproject
the rendered scene with respect to the user’s rotation, and not the user’s
translation in space. Rotational reprojection is well-suited to primitive XR
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devices that can only track user’s rotations; many early mobile XR devices
such as Google Cardboard, Daydream, GearVR, and the early Oculus devel-
oper kits only performed rotational tracking. However, nearly all modern XR
devices perform full 6-DoF positional tracking, which renders rotation-only
reprojection insufficient.
Rotational reprojection is quite well-studied and has been formally pub-
lished and examined, most notably by J.M.P Van Waveren in his whitepaper
while he worked at Oculus. He laid out the mathematical background and
the motivations for reprojection, and characterized the various effects that
such a reprojection algorithm would have on the system as a whole. Most im-
portantly, he provided several open-source implementations of the rotational
reprojection, for GPU, CPU, and DSP [7].
Some proprietary runtimes and XR devices have implemented spatial re-
projection, which can reproject frames in full 6-DoF, accounting for both the
user’s rotation and translation through space. Spatial reprojection must ac-
count for the parallax of the user’s view as their head moves, which requires
much deeper analysis and reconstruction of the rendered scene. Unfortu-
nately, these spatial reprojection algorithms in common use by the industry
are proprietary, and none of the companies or organizations that have demon-
strated use of spatial reprojection have made their implementations public.
As of the date of writing, there are no publicly available open-source im-
plementations of any spatial reprojection algorithms, and the analysis and
discussion of such spatial reprojection techniques is extremely limited; no
survey or categorization of spatial reprojection algorithms exists, especially
none at the level of J.M.P. van Waveren’s analysis of the rotational timewarp
algorithm. The limited number of academic investigations that have been
performed have generally not provided any integration examples or source
code, limiting their immediate usefulness to the open-source community.
1.2 Novel contributions
This thesis presents a categorization and analysis of prior image-based ren-
dering and reprojection techniques, examined in the context and constraints
of XR applications. From this aggregation and discussion of reprojection
techniques, a need for more parallelizable and more efficient algorithms is
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identified; in pursuit of this need, this thesis both categorizes possible tech-
niques for solving the warp equation, and presents two novel algorithms for
spatio-temporal reprojection. The first novel algorithm is a raymarch-based
volumetric rendering approach, offering per-pixel precision with a greater
degree of parallelism compared to earlier methods. The second novel algo-
rithm is a mesh-based reprojection, which improves upon prior mesh-based
techniques by implementing a novel depth multi-sampling approach, which
reduces (or eliminates) depth discontinuity artifacts without the use of dy-
namic re-triangulation.
Additionally, this thesis seeks to characterize the performance and quality
of both reprojection algorithms at a greater level of rigor and detail than
prior work in this domain. This thesis presents analyses of both SSIM and
Nvidia FLIP ∆E image metrics, across a variety of representative 3D scenes,
and tested across several hardware configurations and resolutions. As a result
of these rigorous characterizations, the two novel algorithms are validated as
performant and capable of delivering quality results across a variety of test
configurations and platforms, presenting tradeoffs between quality and per-
formance. The analysis of performance and quality metrics demonstrates the
robustness and efficiency of the mesh-based reprojection technique, and the
precision of the raymarch-based algorithm (albeit at greater computational
cost).
Finally, we discuss the relevance and applicability of the two algorithms
towards future work and accelerator development, with the specific charac-
teristics of the raymarch algorithm indicating a high level of parallelism and





To approach the problem of reprojection effectively, we will formalize the
problem’s inputs, outputs, bounds, and constraints.
Spatio-temporal reprojection is a form of reconstruction; the input to any
spatial reprojection algorithm is a series of previously generated, captured,
or rendered reference images, each associated with certain metadata. This
metadata includes the pose at which the frame was rendered, the projection
characteristics of the rendered view, possibly depth information, and possibly
even motion vector information.
From these inputs, we seek to synthesize a new view from a new perspec-
tive. There may not be any tight association between the rendered pose (i.e.,
the pose at which one of the reference images was rendered) and the fresh
pose; they may be separated by small or great distance, and they may not
even be pointing in the same direction. A reference image may be virtually
positioned in front of or behind the new view point, or above, below, or to
the side. Thus, our spatial reprojection algorithm must utilize only the ref-
erence frames and their associated metadata to reconstruct a representation
of the rendered scene, and re-render this representation from the updated
perspective.
A spatial reprojection algorithm that is used for late-stage reprojection
in the context of an XR system must be exceedingly fast. If a reprojection
algorithm takes a significant amount of time to be computed, it will only
serve to worsen the latency that it was originally intended to improve; in
the worst case, reprojection that takes too much time can cause the system
to miss tvsync and drop a frame. This is obviously undesirable, as the use
of reprojection is intended to prevent the XR system from missing display
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deadlines. In other words: if the reprojection system induces more latency
than it typically mitigates, it would be better to not use it at all.
Throughout this thesis, we will exclude the mechanisms of pose prediction
and estimation from our analysis; prediction and estimation of pose and head
tracking is an area of active research [10], and is outside of the scope of this
thesis. Thus, the quality and performance of the reprojection algorithms
discussed here will be analyzed with the assumption that a predicted pose
can be queried at any time, with sufficient accuracy and precision.
As with any complex reconstruction problem, spatial reprojection can be
performed with a variety of techniques. Fundamentally, reprojection consists
of the core warp problem: given a projection matrix P and two view matrices
V1 and V2, we must construct a mapping between an input pixel (u1, v1)
(with associated depth z1) and an output pixel (u2, v2), such that (u1, v1)
and (u2, v2) correspond to the same 3D world-space point, with one projected
from V1 and the other from V2. The view matrices V are the inverse of the
3D transformation of the camera position, in typical OpenGL style. Formally,
























Throughout this thesis, the convention of 4D homogeneous coordinates as
well as 4x4 matrices for transformations will be used, in accordance with
common computer graphics practices. This allows us to use a unified 4D
homogeneous representation for projection, transformation, as well as ray-
marching. Thus, in the above equation, the final two-dimensional screen




This system of equations represents the generalized warp equivalence be-
tween the two screen pixels (u1, v1) and (u2, v2). Solving this equivalence
can be done in many ways, several of which will be explored in the following
section.
The different methods can be divided and organized along two categor-
ical “axes”: the direction in which the warp equation is solved, and the
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Table 2.1.1: Types of spatial reprojection, organized by granularity and
evaluation order









granularity of the solution. These types are listed in Table 2.1.1. The fol-
lowing sections will investigate three of the four listed variants, leaving the
sparse-reverse implementation as an area for future research. Per-pixel for-
ward evaluation is the most heavily studied of all three variants; most efforts
to do image-based reprojection and 3D warping have focused their efforts
on evaluating the warp equation per-pixel in the forward direction. The
majority of prior academic work uses this type of algorithm [11, 12], both
in software-based implementations and in the solitary hardware-accelerated
implementation by Russel Barnes [13]. Some academic work references mesh-
based forward reprojection, but rarely in the context of HMDs or XR-related
applications. Even rarer are references to the reverse-evaluated per-pixel
method; this raymarching-style method is only mentioned briefly in passing
in W. Mark’s and L. McMillan’s dissertations. These prior references will be
further discussed in Section 2.3.
2.2 Prior work: per-pixel forward evaluation
The forward evaluation of the warp equation, which is arguably the most
mathematically simple algorithm, involves solving directly for the point (u2, v2)
from a given source point (u1, v1). To do so, this system of equations 2.1 can













This is a form of the 3D warp equation, as also identified by W.R. Mark, L.
McMillan, and G. Bishop in their conference paper, as well as Bishop’s dis-
sertation [12, 11]. In those works, the warp equation was expressed slightly
differently, using pinhole-camera-style matrices and other nonstandard nota-
tion. The above representation has been modernized to use the same def-
initions of “view” and “projection” matrix as commonly used elsewhere in
computer graphics; this same notation will be used throughout this chapter.
In addition, on the right-hand side of the equation, w1 = 1, as the source
pixel originates in screen-space.
Forward evaluation for each pixel is simplest and most direct algorithm.
For any given pixel, the depth value and screen location are trivially known;
the pixel is reverse-projected back into worldspace, and re-projected based
on the new view pose, according to Equation 2.2.
While intuitively simple, this technique is less parallelizable. The main
issue is that the warp equivalence detailed above in Equation 2.2 is neither
an injective nor surjective map. Multiple source pixels (u1, v1) often map onto
the same, single destination pixel (u2, v2), which requires the algorithm to
merge the results of multiple warp calculations according to the depth values
z2 of each computed output pixel. Typically, this would be accomplished
with a depth test, where each computed pixel would write back into a depth
buffer, and as each new warped pixel was computed, the new depth would
be compared against the old, overwriting with the new warped pixel if it is
nearer to the viewer.
Unfortunately, this poses several problems for parallelization, as Barnes
discovered in his thesis on the parallelized acceleration of direct-evaluated
spatial reprojection [13]. Because each potential output pixel must be com-
pared with any prior pixel that was previously written to that screen location,
the degree of parallelization is drastically reduced as each parallel thread is no
longer truly independent. The reliance upon individual depth comparisons
for thread merging increases the memory bandwidth requirements, latency,
and limits the overall throughput [13].
Modern graphics accelerators that are designed for triangle rasterization
have built-in z-buffers that allow for this exact operation; that is, they have
specialized hardware that allows rasterized pixels to perform a depth test
against any previously-rasterized pixel. Ideally, this hardware could be lever-
aged to perform this operation for us; such a technique is used in Section 2.4
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to render reprojection meshes. Additionally, GPU-based compute shaders
can use atomic accesses to “fake” depth buffers in through shared memory
between GPGPU threads; this has been used to great effect to accelerate
pointcloud rendering [14]. This is a potential area for future exploration;
GPGPU implementations are not discussed in this thesis.
McMillan’s thesis [15] proposes that the epipolar geometry of the repro-
jection can be leveraged to avoid depth-testing the output pixels. He asserts
that by reorganizing and rasterizing the fragments in a particular order based
on the epipolar geometry of the frame, occlusion order can be maintained
without any z-sorting or z-testing. If the pixels are guaranteed to be repro-
jected in the epipolar ordering (as shown in Figure 2.2.1), every computed
pixel is valid and will accurately occlude any competing pixels. Such an al-
gorithm could exploit a deep pipeline of reprojection operations, significantly
increasing throughput. Barnes’ implementation as reported in his thesis does
not leverage epipolar geometry for occlusion ordering [13]; future hardware
accelerators for spatial reprojection could use the epipolar ordering presented
in [15] and [11] to improve throughput.
The epipolar raster order presented by McMillan and W. Mark (Figure
2.2.1) requires that the rasterization order of the reprojected pixels must
be able to be controlled; in a custom hardware design such as Barnes’, this
is quite practical. However, controlling the raster/compute order is much
less feasible with compute shaders, fragment shaders, or other commmonly-
available GPGPU tools; as will be shown in Section 2.3, the epipolar ordering
can be exploited in other ways that do not require controllable raster order.
Per-pixel forward evaluation also results in holes, i.e., occlusion artifacts
are rendered as blank or black pixels. Separate passes are often needed [15] to
fill these holes. While occlusion artifacts are unavoidable in spatial reprojec-
tion, as there will often be some information occluded by foreground objects
in the reference image, direct per-pixel forward evaluation does not handle
these occlusion artifacts elegantly on its own; it requires bleeding, blurring,
hole-filling, and other techniques as described in McMillan’s dissertation [15].
Mesh-based reprojection, as detailed in Section 2.4, handles occlusion arti-
facts much more seamlessly; the reverse-evaluation detailed next in Section
2.3 can perform a hole-filling operation similar to McMillan’s, but can do so
in one pass without any additional post-processing steps.
In summary, direct forward evaluation of the warp equation is conceptu-
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Figure 2.2.1: The (negative) epipolar rasterization order presented by
McMillan and refined by W.R. Mark [11, 15]. The dot in the middle is the
epipole of the reference camera.
ally simple, but the implementation poses difficulties with regard to paral-
lelization and throughput. This work will focus on the implementation and
characterization of the other two techniques, introduced in sections 2.3 and
2.4.
2.3 Novel per-pixel reverse evaluation
Previously, we discussed evaluating the warp equation in the forward direc-
tion; that is, given a particular source pixel’s location, color, and depth, the
algorithm determines the location of the pixel in the reprojected frame. As
discussed before, this poses parallelization issues, as each destination pixel
has dependencies between multiple source pixels, as the mapping is not one-
to-one.
Instead, if the warp equation is evaluated in reverse, we can exploit a
much greater level of parallelization. By starting at the destination pixel
and solving the warp equation backwards to locate the appropriate source
pixel to sample, we can calculate every destination pixel with absolute in-
dependence. As each destination pixel is independently calculated with no
side-effects between each computation, there is no synchronization, locking,
depth comparisons, or any of the complications that are necessary for a
forward-evaluated algorithm. Thus, a tradeoff exists: while this algorithm
is much more expensive per-thread, each thread can operate with greater
parallelism. If the performance increase yielded by the improved parallelism
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is greater than the increased cost incurred by the more expensive algorithm,



















f(d, α, β) =
2αβ
α + β − d(β − α)
(2.4)
L(u2, v2, z2) = f(depth(u′1, v′1), znear, zfar)− f(z′1, znear, zfar) (2.5)
z2 = argmin
z
|L(u2, v2, z)| (2.6)
Equation 2.3 defines a point ~u1






1) as a “candidate” source
pixel, back-projected from some destination point ~u2 = (u2, v2, z2, 1) in the
destination frame’s normalized device coordinate-space (NDC space). The
reverse evaluation algorithm is motivated by the fact that the destination
pixel depth z2 is unknown. If the destination depth was known, Equation
2.3 would be trivially solvable. Instead, z2 must be obtained through op-
timization, by searching the NDC-space of the destination frame for the z2
value that minimizes the absolute value of the loss function L, as shown
in Equation 2.6. Equation 2.5 defines L to take a search point (u, v, z) in
the destination NDC space, and return the displacement between the depth
of that search point in the source’s NDC space, and the actual associated
depth data at that location in the source frame. Each depth is linearized by
function f(d, α, β), as projection matrix P will result in nonlinear z values.
Figure 2.3.1 shows this raymarching operation, with the error values L(~r(t))
marked in red.
2.3.1 Optimization as raymarching
The key observation is that the optimization problem of Equation 2.6 can be
computed as a raymarch. The varying of z2 can be represented as the path




Figure 2.3.1: Side view of the variable-step depth frustum raymarch.
This raymarch is calculated in worldspace, with the ray defined by two
points, C2 and (u2, v2); C2 is the center of projection of the reprojected
destination view, and (u2, v2) is the current destination fragment that’s being
calculated. Thus, we can define our raymarch with the following parametric
equation, with direction ~v. Conveniently, ~v needs only to be calculated once,
saving unnecessary matrix multiplications.









The ray’s direction vector ~v is defined as the worldspace view vector, pass-
ing through both C2 and the current fragment (u2, v2). This is calculated by
applying the inverse V2
−1P−1 transformation on the fragment’s location in
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NDC space.
Now that we’ve defined our raymarch, our optimization problem can be




Once we’ve found our optimal ray parameter t̂, we can obtain our optimal
worldspace point ~r(t̂), and finally compute the color that we should shade
our destination pixel with:
color(PV1~r(t̂)) (2.10)
2.3.2 Variable sample frequency
To find t̂, we must march along ~r, sampling L(~r(t)) as we go. One ap-
proach would be to use a uniform step size for t, incrementing t by some
constant and terminating the search whenever L(~r(t)) < 0, and performing
a weighted interpolation between the last and second-to-last sample. This
is identical to the algorithm for parallax occlusion mapping [16], which is
well-suited to shallow depth volumes, but is insufficient for the large, deep
depth frustums necessary for reprojection. If a constant step size was used
to raymarch through the entire depth volume, it would require either far too
many raymarch iterations to cover a sufficient depth of volume, or too coarse
of sample frequency for satisfactory results.
Instead, we raymarch with variably-proportional step size, where each step
in the raymarch is proportional to the current depth error L(~r(t)), with two
tunable parameters α and σ. This allows the step size of t to vary by some
proportional factor α to L(~r(t)), but clamped on both sides by a maximum
step size, σ.
tnext = t+ clamp(αL(~r(t)),−σ, σ) (2.11)
This has several advantages. First, assuming σ is sufficiently large, this
allows our raymarch to progress very quickly through the depth volume when
we are far away from our target t̂ (i.e., L(~r(t)) is large and positive). This
allows us to use a fewer number of search iterations while covering the same
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amount of distance through the search volume. Conversely, if we overshoot
t̂, L(~r(t)) will be negative, and will allow our raymarch to backtrack. As t
approaches t̂, the proportional factor αL(~r(t)) decreases, resulting in a tight
fit for t ≈ t̂.
A finite, constant number of iterations of the search is defined in the GLSL
shader code. This not only improves support and compatibility on older
graphics APIs, but also has the benefit of making the cost of the raymarch
search invariant with respect to the scene characteristics. Another approach
would be to terminate the loop when a sufficient estimate for t̂ has been
reached; however, some older graphics APIs do not support variable loop
lengths, and the computational cost of the search would vary widely de-
pending on the characteristics of the scene. This would be disadvantageous
for reprojection, as XR runtimes need to predict the amount of time any
compositor warping will need to take [4].
As mentioned before, this technique is significantly more expensive per-
pixel than the forward evaluation. As compared to forward evaluation, this
algorithm must perform an extra matrix multiplication and texture access
for every step in the raymarch. However, due to the fact that every pixel
in the raymarch is completely parallel and independent, this technique may
promise greater opportunities for application-specific hardware acceleration,
as no depth comparisons between output pixels are required.
2.3.3 Artifacts
Raymarching-based reprojection, like its forward-evaluated cousin, can yield
per-pixel-accurate results. However, the susceptibility to occlusion holes is
another similarity with the forward-evaluation method. Thus, some method
must be used to fill in missing information in these areas; fortunately, the
raymarch algorithm lends itself particularly well to resolving these artifacts,
without requiring a second pass. W.R. Mark devises a screen-space algorithm
that fills in missing pixels along the epipolar rays. Figure 2.3.2, borrowed
from Mark’s thesis, illustrates the epipolar-aligned hole-filling algorithm.
Mark’s key innovation is that he determined that all occlusion “holes” lie
in the negative direction of the epipolar lines; that is, if an occlusion hole
is detected, you can trace backwards along an epipolar line to reach a valid
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Figure 2.3.2: W.R. Mark’s epipolar-aligned hole filling system, taken from
[11]
background pixel. In fact, the first valid pixel that is found when tracing
backwards along an epipolar line is guaranteed to always be a background
pixel [11]. In his thesis, Mark presents an algorithm that performs a sec-
ond pass through the reprojected frame, and traces along the epipolar lines
in screen-space. While this results in high-quality hole filling, it requires
a separate pass (and a separate framebuffer binding and draw call, when
implemented in shader code).
The novel hole filling technique that this thesis presents relies on one key
observation: in our raymarching algorithm,
We are already marching along epipolar lines.
Therefore, by back-tracking the raymarch operation along the same ray ~r(t)
back from the termination point, we can find background pixels with which
we can fill an occlusion artifact. This is done in the same pass as our ex-
isting raymarch, avoiding the cost of performing a second pass through the
reprojected frame.
First, the occlusion hole itself must be detected. In the forward-evaluation
algorithm, it is trivial to detect holes; they are simply the areas that have
not had any reprojected pixels written to. When using a reverse-evaluation
algorithm like our raymarch, the detection of occlusion holes is less trivial. In
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a raymarch, an occlusion hole occurs whenever the raymarch terminates with
a depth value that does not converge to our target depth z1. In other words,
if we’ve terminated our raymarch at parameter t̂, and the absolute value of
our error function L(~r(t̂)) is greater than some threshold zthresh, we’ve found
an occlusion hole (or an infinity). In this case, we march backwards along
our ray by some distance tocclude, and sample the color at that location.
result =
color(PV1~r(t̂)) |L(~r(t̂))| < zthreshcolor(PV1~r(t̂− tocclude)) |L(~r(t̂))| > zthresh (2.12)
The qualitative results of this occlusion hole-filling technique are seen in
Figure 2.3.3. Occlusion hole areas determined by zthresh are by zthresh = 0.02,
and filled by tocclude = 0.388.
Figure 2.3.3: The occlusion holes detected and filled by the
reverse-raymarch occlusion algorithm.
The two parameters zthresh and tocclude can be tuned according to the re-
projection scenario. For example, zthresh must be small enough such that
small errors in the raymarch accuracy are not interpreted as occlusion holes,
but large enough that all holes are detected. tocclude must be large enough
such that the ray is marched backwards far enough that valid pixels are
reached, but not so large that the pixels used for filling are incoherent with
the expected background color. Different reprojection scenarios may require
larger or smaller values for tocclude: the distance that the ray ought to march
backwards is directly proportional to the expected maximum size of the oc-
clusion holes, as larger holes require a larger ray backtrack to sample a valid
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pixel. Consequently, the expected maximum displacement for the reprojec-
tion would inform the value of tocclude, as larger reprojection displacements
result in larger occlusion holes.
2.4 Novel mesh-based sparse reprojection
In Section 2.2, the per-pixel forward evaluation method was discussed; the
main drawbacks were that the depth comparisons between destination pix-
els would reduce parallelism, and that the algorithm did not deal with dis-
occlusion “holes” in an elegant fashion. In this section, we will discuss an
alternative algorithm that still evaluates the warp equation in the forward
direction, but performs the warp calculations sparsely over a planar mesh
(which we will call the reprojection mesh) instead of per-pixel.
Polygon rasterization in modern GPUs is highly optimized to render large
quantities of textured polygons with accurate texture interpolation and depth
ordering. We can exploit polygon rasterization to implement a much more
efficient forward reprojection that uses the built-in z-buffer to perform depth
ordering, as well as using texture interpolation and depth multisampling to
create a convincing occlusion hole-filling effect that does not require addi-
tional passes or any per-pixel processing. By computing the forward warp
equation for each vertex of a planar mesh instead of for each pixel, we can
reduce the total computational cost of the reprojection by using a coarser
mesh. For appropriately-sized reprojection meshes, there are fewer vertices
than fragments; the polygon rasterization pipeline will interpolate the col-
ors/texture coordinates between the warp vertices for us.
Computing the warp equation for each vertex allows us to distort the re-
projection mesh into a continuous polygonal approximation of the rendered
scene. Once we have this mesh approximation of the scene, we can re-rasterize
the mesh from a new perspective. In Figure 2.4.1, we show how a 32x32 pla-
nar reprojection mesh can be displaced by the warp coordinates for each
vertex, given some depth information in the reference image. Higher resolu-
tion reprojection meshes are able to capture more fine details than coarser
reprojection meshes; in addition, the discontinuity detection filter (in Section
2.4.3) is more effective. Figure 2.4.2 shows the difference in the level of detail
between lower and higher resolution reprojection meshes.
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Figure 2.4.1: A 32x32 reprojection mesh, distorted by a depth texture.
Figure 2.4.2: Comparison between the level of detailed obtained by a 16x16
reprojection mesh, versus 64x64.
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Figure 2.4.3: An example of a mesh-based reprojection. In reading order,
the depth buffer, reprojection mesh (pre-back-projection), the reference
image, and the textured reprojection result.
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2.4.1 Z-buffering
By using simple polygon rasterization, mesh-based spatial reprojection is par-
ticularly well-suited to off-the-shelf GPUs. We can write our warp calculation
in a vertex shader, and it will execute for every vertex in our reprojection
mesh. No extra computation is necessary in a fragment shader or otherwise;
only a simple single-texture fragment shader is necessary to shade the re-
projection mesh. Most importantly, we no longer need to manually perform
any depth comparisons; in the per-pixel warp algorithm, a compute-shader
or hardware-based implementation would need to merge the warped pixels
according to some depth-comparison mechanism. With mesh-based repro-
jection, proper depth ordering is maintained by the built-in z-buffering of
the rasterization pipeline on the GPU. If a fragment is shaded during the
reprojection that is further from the viewer than a previously-reprojected
fragment, the GPU’s z-buffer will reject the fragment, ensuring proper oc-
clusions even in the reprojected view.
2.4.2 Prior work
There is precedence for using displacement meshes to reproject reference
images, although not in the context of augmented or virtual reality. The
most notable example is Darsa et al. [17], who presented a mesh reprojec-
tion system that used a static set of reprojection meshes computed offline;
they used a Voronoi-based Delaunay triangulation of the reprojection mesh
to avoid distortions along depth discontinuities. Their Delaunay triangula-
tion included “slicing” the mesh along the edges of the depth discontinuities,
which avoided most of the tearing artifacts. The technique presented in Sec-
tion 2.4.3 is a novel alternative to this: for realtime XR purposes, performing
a full re-triangulation of the reprojection mesh may not be computationally
feasible in the very small timeframes available for reprojection. Thus, in
Section 2.4.3, we present a novel multisampling approach that avoids retri-
angulating the mesh, while also resolving the majority of artifacts from depth
discontinuities.
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Figure 2.4.4: Demonstration of the effects of spatial multisampling of the
depth texture.
2.4.3 Discontinuities and multisampling
One of the key benefits of the mesh-based reprojection is that the inter-
polation of the warp texture across the mesh gives us a form of occlusion
hole-filling “for free”. As the reprojection mesh is “stretched” between depth
discontinuities, the holes are filled by the rasterizer automatically. However,
the results of this “stretching” are not very accurate, if no further measures
are taken to refine the results. In Figure 2.4.4, the left-hand image shows
that the stretching of the reprojection mesh is insufficient to properly fill
the dis-occlusion hole, as large spike-like artifacts are visible in the stretched
area.
Fundamentally, these spike artifacts arise from discontinuities in the depth
information. As our polygonal approximation of the reprojected scene is a
continuous representation, it is unable to capture the depth discontinuities
in the actual scene; instead, the approximation “stretches” between the fore-
ground and background color. First, Figure 2.4.5 shows the actual depth
characteristics of some rendered scene; we have some background element,
with a foreground element between the viewer and the background.
Then, we apply the reprojection mesh to this discontinuous depth, result-
ing in a continuous approximation of the discontinuous depth. Figure 2.4.6
shows how the reprojection mesh “drapes” over the depth of the scene, caus-
ing the “stretching” effect we saw in Figure 2.4.4. The spikes result from the
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Figure 2.4.5: The true, discontinuous depth of the rendered scene.
the stretched regions of the mesh interpolating between the foreground color
and background color; thus, along these edge discontinuities, we see large
streaks of foreground pixels being interpolated towards the background. In
Figure 2.4.6, vertex α samples the foreground color, while vertex β samples
the background color. The mesh is stretched over a large distance between
α and β, and the foreground color from α forms the spike artifact.
Figure 2.4.6: The reprojection mesh applied to the scene depth, resulting in
a continuous-depth approximation. Incorrect approximations (spikes) result
from sampling foreground elements along depth discontinuities.
This phenomenon can also be seen from another perspective in Figure 2.4.7.
The discontinuity is crosshatched: on one side of the stretched region, there
are vertices which lie on the foreground region, and on the other side, vertices
that lie on the background. When this stretched region is viewed from a
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reprojected perspective, the foreground will streak, causing spike artifacts,
as seen in Figure 2.4.4.
Figure 2.4.7: Without multisampling, the stretched regions of the mesh
interpolate between foreground and background vertices, causing spike
artifacts. The arrows indicate the multisampling of neighboring depth
points.
A novel solution to this problem is depth multisampling : by taking multi-
ple samples of the depth data around each vertex, we can detect whether the
vertex is adjacent to a depth discontinuity. If we detect a depth discontinu-
ity, we adjust our reprojection mesh such that the large stretched region of
the mesh samples only the background color. For each vertex we are calcu-
lating the warp equation for, we sample the depth at the locations of all four
neighbors of the vertex. If the depth of the current vertex is greater than the
depth of any neighboring vertex by some threshold value, we know that the
current vertex is a “background” vertex, and the neighbor is a “foreground”
vertex. We then set the depth of the current vertex equal to the depth of that
foreground neighbor. Figure 2.4.8 illustrates this from a side view. Here, the
discontinuous vertex β has sampled both vertices α and γ, and has found
that α is much nearer to the viewer than itself; as a result, the depth of β is
adjusted to match the depth of α. As a result, the new stretched region of the
mesh is the segment β-γ, and both endpoints sample the background color.
Thus, the stretched mesh region no longer creates spikes, as it is simply an
extension of the background color.
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Figure 2.4.8: Demonstrating edge bleed overhang resolving inaccurate
reprojection mesh interpolations.
The same procedure is illustrated in Figure 2.4.9, from the top-down per-
spective. In Figure 2.4.7, the arrows indicate the neighbor-sampling pattern;
as a result, the crosshatched stretch region in Figure 2.4.9 has now been
shifted away from the actual depth discontinuity, resolving the spike arti-
facts.
The drawback of depth multisampling is the “overhang”, when the repro-
jected mesh is viewed at a significantly oblique angle: this causes a small
visible “bumper” around the edges of foreground objects, as seen in Figure
2.4.10. Fortunately, as will be seen in the SSIM results, this usually only
causes noticeable artifacts at large displacements, which are unlikely to oc-
cur in typical reprojection scenarios. In addition, the size of the overhang is
directly proportional to the resolution of the reprojection mesh. If overhang
artifacts are unacceptable, the resolution of the mesh can be increased.
When mesh-based spatial reprojection is implemented in a vertex shader,
it is not directly possible to obtain the locations of neighboring vertices, as
each vertex shader instance is unaware of the properties of any neighboring
vertices. Thus, we rely on the regular, planar structure of the reprojection
mesh to sample the neighboring points without directly accessing the vertices.
By calculating the distance between vertices of the reprojection mesh, we can
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Figure 2.4.9: Demonstrating how edge bleed overhang resolves inaccurate
reprojection mesh interpolations. Arrows indicate the “inheritance” of
depth values from foreground vertices.
Figure 2.4.10: Left, the “bumper” that is formed by the overhanging
vertices. Right, the raymarch algorithm showing a lack of “bumper”, due to
per-pixel accuracy.
pass the offset as a shader uniform, allowing each vertex shader instance to
sample the depths of its neighbors through a simple coordinate offset. Here,
c is the neighbor offset, N is the collection depth sample points, and z′1 is
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z′1 = min∀~n∈N depth(~n) (2.14)
As is clearly shown in Figure 2.4.11, this multisampling algorithm drastically
improves the quality of the reprojection, and the results in Chapter 4 would
not be remotely possible without this technique.




The analysis of the presented reprojection techniques involves characteriza-
tion of the quality of the reprojection and the performance of the algorithms
on representative platforms. Analyzing the quality of a reprojection tech-
nique is complex; the quality is a high-dimensional measurement, as it varies
with respect to the characteristics of the 3D scene being reprojected, the
pose of the reference image, the full 6-DoF displacement of the reprojected
viewpoint, the parameters of the reprojection algorithm, as well as the type
of reprojection being used.
The core metric analyzed is the image similarity between the reprojected
image and a ground truth image rendered from the reprojected viewpoint
(i.e., a theoretical “perfect” reprojection). Reprojection quality is assessed as
the perceptual similarity between the reprojected image and the ideal ground
truth, a freshly rendered frame from the reprojection’s pose. However, this
image similarity analysis cannot simply be performed once; it must be per-
formed at a wide range of displacements from the origin of the reprojection.
The quality of the reprojection varies depending on the direction in which
the reprojection is performed; for example, in some scenarios, displacements
along the z-axis produce higher quality reprojections than reprojections along
the y-axis. Thus, ideally, a full volumetric similarity analysis must be per-
formed: the similarity metric must be measured at multiple displacements,
along multiple axes, for any given reference viewpoint.
As a result, it is difficult, or even misrepresentative, to condense the quality
metrics of a given algorithm into a single value; as a result, the metrics are
presented in several forms. The majority of the results presented are in
the form of per-axis similarity plots, where the reprojection error is plotted
against the reprojection displacement on all three translation axes.
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3.1 Image similarity metrics
To obtain the reprojection error for a given permutation of algorithm, view-
point, displacement, and rendered scene, we must perform some form of
image similarity analysis. One such similarity metric is SSIM, introduced by
Wang, et al. in 2004. SSIM, or “Structural Similarity Index”, performs a full-
image similarity comparison, taking into consideration local luminance and
contrast, and how humans perceive the similarities and differences between
images. SSIM proved to be a useful measure for cases where mean-squared
error analysis did not perform well, as SSIM accurately characterized im-
age disturbances such as noise, blurring, fading, and other transformations
that presented difficulties for MSE [18]. SSIM, like other image similarity
metrics, is inherently a full-image error calculation; that is, the similarity is
calculated per-pixel, and can be visualized as an entire “error image”. How-
ever, for purposes where a single representative value is useful, Wang et al.
also specify a normalization-pooling operation which defines a single error
value that can represent the characteristic similarity of the entire image [18].
This pooled value is useful, as it allows us to plot the reprojection’s pooled
error across the range of reprojection displacements and obtain useful and
human-readable results.
SSIM, however, is not the only option for image similarity metrics. A new
metric was recently published which demonstrates a greater ability to model
the human perception of two (dis)similar images: Nvidia’s FLIP, published
by Andersson et al. in HPG 2020 [19], is an image quality measure designed
to characterize the fidelity of various computer graphics techniques when
compared to a reference image. In particular, it seeks to accurately capture
the differences that humans detect when “flipping” between a reference image
and a test image, including perceptually uniform color analysis, point and
edge detection, and frequency-domain analysis. According to their bench-
marks, FLIP outperforms SSIM and many other similarity metrics when
compared to human perception trials. Given these promising results, this
paper will use FLIP ∆E metrics for the majority of the quantitative results,
with SSIM also included for comparison in some limited full-frame figures.
FLIP, however, is less easily pooled into a single representative value.
While SSIM is relatively trivially pooled (and the pooled value is easily
computed by standard Python libraries), FLIP requires several additional
29
computations to obtain a representative pooled ∆E value. As stated in their
article, the full-frame ∆E must first be transformed into a weighted his-
togram by flattening the full-frame ∆E data, binning the pixel errors, and
weighting the quantity of each histogram bin by the median value of all pixel
errors within the bin. Once the weighted histogram is obtained, the pooled
∆E value is calculated by the weighted median of the weighted histogram.
This “median of medians” is used as the pooled metric for the plotted results
in Chapter 4. Full-frame image errors are also presented, with both FLIP
and SSIM shown.
3.2 Experiment scenes
There are four scenarios characterized in the results. Each scenario consists
of a unique perspective into a 3D scene, with varying complexities of depth,
textures, and scene geometry.
3.2.1 Living Room - Far
The first is a simple living room scene, consisting of several pieces of fur-
niture against a wall with inset and extruded cylinders of varying depth.
The room was modeled to present varying levels of challenge to a theoretical
reprojection algorithm, with the geometry of the scene featuring multiple
depth discontinuities, holes, fine details, as well as opportunities to analyze a
reprojection algorithm’s quality on both near-field objects as well as far-field
objects. The Living Room - Far scenario presents a view of a portion of the
room from a relatively distant perspective, with a table in the foreground, a
chair in the middle, and the contoured wall in the background. The origin
reference image is shown in Figure 3.2.1.
3.2.2 Living Room - Near
The second scenario features the same region of the living room scene, but
with a much closer view of the couch. This was chosen to present a greater
challenge to the reprojection algorithms, as the discontinuities between the
arm of the couch and the surrounding regions are greater, and the overall
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Figure 3.2.1: Living Room - Far, origin reference image.
depth range is larger. In addition, most of the view is much closer to the
viewer than the prior scenario. The intended stress point is the arm of
the couch, as in preliminary testing, “outcroppings” of objects presented
difficulties for the algorithms. The origin reference image is shown in Figure
3.2.2.
3.2.3 Van Gogh
The third scenario is from the notable recreation of van Gogh’s Bedroom in
Arles. The 3D model is courtesy of ruslans3d, licensed under Creative Com-
mons Attribution, no modifications made. This scenario has a much higher
level of texture and color detail when compared to the living room scene;
while the living room also has complex depth discontinuities, most surfaces
are more uniformly colored and less detailed. In addition, the van Gogh
scene has a large number of small objects with high-frequency depth details,
including the bottles and jugs on the table, the slats of the wooden chair,
and the partially-ajar window. This was intentionally chosen to stress the
reprojection algorithms’ resilience to the small depth details of the scene. In
addition, the greater level of texturing detail stresses the algorithms’ abilities
to maintain color and feature integrity while reprojecting.
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Figure 3.2.2: Living Room - Near, origin reference image.
Figure 3.2.3: Van Gogh, origin reference image.
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3.2.4 Representative AR
The fourth scenario is designed to emulate features common to augmented-
reality applications. Typically, AR applications are much more sparse than
immersive applications, with isolated objects in a black field; typical AR dis-
plays, such as the holographic waveguides in the Microsoft Hololens devices,
are additive displays, and thus any black regions are rendered transparent
[20]. This presents unique challenges for the reprojection algorithms, as the
depth discontinuities between the AR objects and the background are infi-
nite, and any smearing artifacts will be immediately noticeable. This was
chosen to stress the algorithms’ resilience to extreme depth discontinuities
and luminance contrast.
The objects in the AR scene are a textured mesh (in particular, Suzanne,
Blender’s monkey mascot) and a flat two-dimensional beveled plane, designed
to resemble the typical size and positioning of an element of the user interface
in a typical AR app. The origin reference image of the AR-representative
scene is shown in Figure 3.2.4.
Due to the extreme nature of the depth discontinuities, an additional
padding value of p = 0.001 was added to the reprojection mesh’s depth multi-
sampling filter. While the presented multisample filter factor of c = 1
meshWidth
is sufficient for most scenarios, the extreme discontinuities present in the AR
scene required additional padding to ensure the complete absence of any
streaking artifacts.
3.3 Parameters
Throughout the results section, the reprojection algorithms are tested on a
variety of displacements from the reference origin. For all per-axis results, a
maximum per-axis displacement of 0.1m is used with a step size of 0.01m.
Thus, for each axis evaluated, 0.2m of total displacement is evaluated, re-
sulting in 20 individual FLIP ∆E measurements for each axis, excluding the
origin. With three axes and the origin, a total of 61 FLIP ∆E measurements
are calculated for each reprojection configuration.
This complete evaluation trial is repeated for three configurations of the
mesh-based reprojection: 128x128, 256x256, and 512x512 reprojection meshes
are evaluated, for each scene and scenario. The raymarch-based reprojection
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Figure 3.2.4: Representative AR, origin reference image.
is evaluated with a fixed configuration in a similar fashion.
For the full-frame FLIP and SSIM images, a single fixed displacement is
used, as the presentation of all 60 full-frame error images would be pro-
hibitively large. (All images can be generated with the included Python
analysis scripts, if the reader so desires.) A single sample of mesh-based
reprojection (with a 512x512 mesh) and a single sample of raymarch repro-
jection are evaluated. Both samples are evaluated at the fixed displacement
of (0.1, 0, 0). This corresponds with the most extreme value of the recorded
per-axis series on the x-axis plot.
An additional FLIP and SSIM comparison is performed between an un-
reprojected sample and the ground-truth image; this measures the “control”
value, where reprojection is completely disabled. This allows us to obtain
a baseline image quality metric, approximating the user experience if no
reprojection algorithm was implemented.
As described in Section 2.3, the raymarch algorithm currently requires
hand-tuned parameters. The parameters listed in Table 3.3.1 are one such
set, tuned throughout the development of the algorithm; these are not guar-
anteed to be the most optimal parameters. Determining optimal values for
these parameters is an area of future work.
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Table 3.3.1: Example set of raymarch reprojection parameters
Parameter Description Value
σ Maximum step size 0.242
α Loss-step factor 0.379
zthresh Occlusion threshold 0.02
tocclude Occlusion backtrack 0.388
N Max iterations 32
3.4 Performance characterization
To evaluate the performance of the presented reprojection algorithms, Nvidia
Nsight Graphics is used to profile the GPU usage characteristics of each
algorithm, at multiple quality levels and resolutions. The GPU time per
reprojection operation is reported, as well as texture cache hit percentages
for the L1 and L2 caches and the streaming multiprocessor (“SM”) warp
occupancy rates. In addition, warp stall statistics are reported, separated
into texture access stall and math pipeline stall percentages.
Both reprojection algorithms dispatch exactly one drawcall for the entire
reprojection operation. In addition, there is very little CPU workload for
either algorithm per-reprojection, once the initial reprojection mesh and ma-
trices have been constructed. As a result, both algorithms are completely
GPU-bound on all test platforms; thus, CPU metrics are not reported.
The performance metrics are recorded for each test platform, with two
resolution configurations. The low resolution configuration is a 1024x1024
framebuffer, with the higher resolution configuration increasing to 2048x2048.
These resolutions were chosen as they roughly represent the lowest- to highest-
end resolutions in common HMDs, over a 90-degree field of view.
When the 1024x1024 resolution framebuffer is stretched over 90◦, the ef-
fective resolution is 11.38 pixels per degree, which is similar to the effective
resolution of the original HTC Vive, which has a vertical PPD of 10.91 pixels
per degree (albeit at a larger field of view and marginally higher resolution).
Across the same 90◦ field of view, the 2048x2048 configuration offers a res-
olution of 22.76 pixels per degree. This higher resolution is comparable to
some newer HMDs, such as the HP Reverb Pro, with 2160x2160 per-eye
(although the Reverb offers a larger vertical field of view, reducing the ef-
35
fect pixels-per-degree) [21]. The Hololens 2 offers a similar “2K per eye”
resolution, with a much smaller field of view [22]. In conclusion, the two res-
olution configurations represent both extremes of typical display resolutions
for HMDs.
3.5 Test platforms
Two test platforms are characterized for performance. The first is represen-
tative of a typical high-performance desktop workstation, while the second
is an Nvidia Jetson AGX Xavier. Jetson AGX Xavier-based platforms are
used as a representation of portable, relatively low-power compute platforms
in other XR research [4]. In addition, there is industry precedence for the
use of Nvidia SoCs for mobile XR platforms; the Magic Leap One leverages
a Tegra X2 SoC for compute and graphics [23]. While the AGX Xavier is
significantly more powerful due to a newer design and SoC, the power enve-
lope and form factor are comparable [24]. Both platforms were tested with
Ubuntu 18.04 and standard Nvidia proprietary drivers.
The desktop platform is a GTX 1080ti, a 16 nm Pascal GPU with 28 SMs
[25]; each SM has an ideal warp occupancy of 64 warps [26]. The Jetson
AGX Xavier’s GPU features the newer Volta architecture, with 8 SMs, each
hosting up to 64 warps [27]. The desktop platform is rated at a 250 W TDP,
whereas the Jetson is run in two modes, a 30 W “ALL” power mode and
a low-power 10 W mode. All profiling is run separately for the two Jetson





As detailed in Chapter 3, FLIP ∆E is used for the majority of reprojection
quality analysis, and SSIM is used alongside FLIP for the full-image error
visualizations. The results are grouped by each scenario, including the Living
Room - Near, Living Room - Far, van Gogh, and AR scenarios.
First of all, one notable observation is that the ∆E of the reprojection is
not necessarily zero when there is no offset from the reference image; this is
due to two factors.
Firstly, the FLIP metric’s pooling behavior essentially ignores perfect pix-
els. The weighted histogram, by weighting each histogram bin by the median
error of the bin, essentially excludes all pixels with zero error from the his-
togram median calculation. For every FLIP calculation, the histogram bin
containing all pixels with zero error is always weighted to zero; thus, only the
pixels with a non-zero error are ever included in the median calculation, re-
sulting in exaggerated pooled values for images where the majority of pixels
have a FLIP of zero.
Secondly, the reprojected images do have a very, very small amount of
pixel error, due to tiny imprecisions in the rendering. However, these im-
precisions are exceedingly few and far between; the true mean error (i.e.,
the unweighted, non-histogram-based mean) is 0.0001 for all reprojections
tested, and 97.8% of all pixels in the frame have zero error.
As a result, due to the image consisting overwhelmingly of pixels with zero
error, the FLIP pooling calculation is not representative of the typical pixel
error in the image; FLIP reports the error metric for the zero-displacement
reprojections to be 0.037, which is 370 times greater than the mean pixel er-
ror. Clearly, this is not representative of the overall image error, and this can
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be verified by human visual inspection; the zero-displacement reprojection
images are visually identical to their ground-truth counterparts upon exam-
ination. Therefore, the FLIP errors for the zero-displacement reprojections
can be disregarded in the single-axis analyses.
4.2 Living Room - Far
Table 4.2.1: Statistics of FLIP ∆E for reprojections on Living Room - Far
Reprojection Mean ∆E Median ∆E Stdev ∆E
Mesh 128x128 0.0736 0.0691 0.0187
Mesh 256x256 0.0649 0.0651 0.0128
Mesh 512x512 0.0609 0.0640 0.0103
Raymarch 0.0597 0.0634 0.0096
From Table 4.2.1, all reprojection algorithms and configurations obtained
less than a 0.07 median ∆E across a per-axis range of 0.2 m. The highest
error was seen with the 128x128 mesh reprojection, as expected, with a 0.0691
median ∆E. The highest quality mesh reprojection achieved a 0.064 median
error, only a 0.0051 ∆E improvement over the lowest mesh resolution. The
raymarch improves on the 512x512 mesh reprojection by only 0.0007. The
standard deviations are also very low; the widest standard deviation seen in
the 128x128 reprojection is 0.0187, whereas the 512x512 reprojection tightens
to a standard deviation of 0.0103. The raymarch further improves, with a
0.0096 standard deviation.
Taking the worst-case x-axis displacement of 0.1 m, a FLIP analysis of
an un-reprojected frame versus the ground truth shows our control value of
δE = 0.284, and an SSIM value of 0.62. The control values and control error
images are shown in Figure 4.2.2, while the error images for Mesh512 and
Raymarch are shown in Figure 4.2.3.
When performing our full-frame analysis, we can see that the obtained ∆E
values are a large improvement over an un-reprojected frame. Our 512x512
mesh reprojection at the same displacement shows a 5.68x improvement in
FLIP error when compared to the unreprojected (control) frame, and the
lowest-quality 128x128 mesh shows a 3.55x improvement.
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When comparing the per-axis graphs of the raymarch reprojection to the
mesh-based reprojections, we can see that the quality is similar to the 512x512
mesh reprojection, while improving the quality at the extreme ends of the
displacement range. The raymarch version improves the quality at y=0.1,
improving on the 512x512’s error of 0.072 by reducing it to 0.066. The SSIM
is also vastly improved, with the control value of 0.62 improving to a 0.97.
One notable pattern is that for all of the reprojection algorithms, the
quality along the y-axis is visibly worse than the quality along any of the
other axes. The quality along the x axis is the best of all the axes when close
to the origin; however, it quickly rises and even overtakes the z-quality in
the 128x128 results.
The major take-away from this trial is that the Living Room - Far is
effectively reprojected by all of the algorithms. In addition, the very low-
resolution 128x128 reprojection does not reduce the quality very much, even
when compared to a mesh that is 16 times the resolution; one reasoning for
this is that because this trial consists of largely far-away objects, the depth
map does not feature many small details or large discontinuities. As a result,
even a low-resolution mesh is sufficient to reproject such a scene. Conversely,
the configurations which are designed to operate well with small depth de-
tails do not show great improvement over the lower-detail configurations; in
particular, the raymarch algorithm (which is significantly more expensive)
offers comparable quality to the 512x512 mesh reprojection.
One small detail in the error map should be pointed out: in Figure 4.2.3,
the “tearing” artifact of the mesh-based reprojection is visible along the
distant edge of the foreground table. While the mesh-based reprojection has
a visible patch of error pixels where the chair’s leg intersects the edge of the
table, the raymarch implementation has no such error in that region. This
is consistent with how the depth multisampling algorithm in the mesh-based
reprojection causes small “rims” around the edges of depth discontinuities;
when horizontally translated, these “rims” will cause minor tearing artifacts
along those edges. As the raymarch implementation is calculated per-pixel,
no such artifacts are visible.
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Figure 4.2.1: Living Room - Far, per-axis FLIP pooled ∆E.
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Figure 4.2.2: Living Room - Far, control (un-reprojected) full-frame FLIP
pooled ∆E and SSIM images.
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Figure 4.2.3: Living Room - Far, full-frame FLIP pooled ∆E and SSIM
images.
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4.3 Living Room - Near
Table 4.3.1: Statistics of FLIP ∆E for reprojections on Living Room - Near
Reprojection Mean ∆E Median ∆E Stdev ∆E
Mesh 128x128 0.0651 0.0606 0.0181
Mesh 256x256 0.0574 0.0533 0.0148
Mesh 512x512 0.0529 0.0474 0.0126
Raymarch 0.0515 0.0462 0.0147
From Table 4.3.1, the median FLIP ∆E values range from 0.0606 in the
lowest quality reprojection (the 128x128 mesh reprojection) to 0.0462, in
the highest quality reprojection, the raymarch reprojection. In addition, the
standard deviations are low; the worst-case standard deviation is only 0.0181.
These low ∆E values indicate that all reprojection configurations were able
to accurately reproject the scene.
Taking the worst-case x-axis displacement of 0.1 m, a FLIP analysis of
an un-reprojected frame versus the ground truth shows our control FLIP of
∆E = 0.507, and our control SSIM value of 0.630. The control values and
control error images are shown in Figure 4.3.2, while the error images for
Mesh512 and Raymarch are shown in Figure 4.3.3.
When comparing our reprojected errors to our control values in Figure
4.3.2, we can quantify this effectiveness. The 512x512 mesh reprojection
offers a 7.8x reduction in FLIP error over the control, as well as a 1.5x im-
provement in SSIM quality. The raymarch implementation demonstrates a
slightly better 8.0x reduction in FLIP error, as well as a similar 1.5x im-
provement in SSIM.
As was observed in Living Room - Far, the raymarch reprojection does
not offer significantly improved quality over the 512x512 mesh reprojection,
despite the increased cost. On the other hand, the 512x512 mesh does offer
a greater improvement over the 128x128 mesh, as compared to the previous
trial. The large depth discontinuity in this trial (the protruding arm of the
chair) is captured more accurately by the higher-resolution mesh, and causes
less distortions when compared to the lower-resolution mesh.
Examining the per-axis graphs in Figure 4.3.1, we can see that the per-axis
characteristics are different than the previous trial. In all four configurations,
the z-axis error is generally lower than the other axes’ errors, whereas in the
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Figure 4.3.1: Living Room - Near, per-axis FLIP pooled ∆E.
previous trial, the x-axis was lower. In addition, in the previous trial, all
of the translation axes demonstrated significantly different errors near the
origin, whereas in Living Room - Near, all axes have nearly the same errors
when near the origin. Regardless, the y-axis is still the lowest-quality of all
of the per-axis measurements. The raymarch-based reprojection, in fact, has
lower quality at the extreme negative y-displacement than any of the mesh
reprojections, while it shows higher quality in the small displacements. This
indicates that the mesh-based reprojection may be more resilient to extreme
displacements than the raymarch implementation.
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Figure 4.3.2: Living Room - Near, control (un-reprojected) full-frame FLIP
pooled ∆E and SSIM images.
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Table 4.4.1: Statistics of FLIP ∆E for reprojections on van Gogh
Reprojection Mean ∆E Median ∆E Stdev ∆E
Mesh 128x128 0.1870 0.1835 0.0329
Mesh 256x256 0.1696 0.1698 0.0266
Mesh 512x512 0.1608 0.1639 0.0243
Raymarch 0.1556 0.1603 0.0246
From Table 4.4.1, we can see that the absolute error values are higher in the
van Gogh scenario, most likely due to FLIP’s sensitivity to the increased tex-
ture detail in this scene. The prior scenes had largely flat and single-colored
surfaces, whereas the van Gogh scene has dense texturing and varied colors.
The worst quality is observed again in the 128x128 mesh reprojection, with
a median ∆E of 0.1835, with the 512x512 reprojection mesh improving to a
∆E of 16.39. Again, the raymarch reprojection is an improvement over even
the highest-resolution reprojection mesh, albeit a very small improvement.
Taking the worst-case x-axis displacement of 0.1 m, a FLIP analysis of
an un-reprojected frame versus the ground truth shows our control FLIP
of ∆E = 0.496, and our control SSIM value of 0.299. The full-frame error
images are shown in Figure 4.4.4.
When comparing the reprojection quality to the control values at x=0.1,
we see the 512x512 reprojection demonstrating a 2.4x reduction in FLIP
error, as well as a 3.02x improvement in SSIM. The raymarch implementation
performs slightly better, with a 2.5x reduction in FLIP error and a 3.1x
improvement in SSIM.
The multitude of depth discontinuities in this scene provides some exam-
ples of the raymarch algorithm performing better with depth edges. The
partially-open window shows this particularly well: in Figure 4.4.4, the mesh
reprojection shows a band of high-error pixels along the window sill and edge
of the right window. In contrast, the raymarch implementation reprojects
these edges nearly perfectly, very little to no error is seen along these depth
edges. A detail view of this edge phenomenon is illustrated in Figure 4.4.1.
As in the prior trials, the per-pixel granularity of the raymarch algorithm
is able to reproject these depth discontinuities at a higher fidelity than the
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Figure 4.4.1: Detailed view of edge discontinuity in the van Gogh scenario
mesh-based algorithms, due to the “rims” caused by the depth multisampling
technique.
Examining the per-axis graphs, we can see that the error pattern has re-
versed from the previous trial: the y-axis displacements generally induces less
error than the other two axes; in the prior trials, the y-axis induced more
error. This shows the strong scene-dependence of the quality of the repro-
jection algorithms; depending on the scene, the quality and characteristics
of the reprojection may vary greatly. This also reaffirms the importance of
evaluating reprojections in a multitude of scenarios with varying depth and
color features.
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Figure 4.4.2: van Gogh, per-axis FLIP pooled ∆E.
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Figure 4.4.3: van Gogh, control (un-reprojected) full-frame FLIP pooled
∆E and SSIM images.
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Figure 4.4.4: van Gogh, full-frame FLIP pooled ∆E and SSIM images.
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4.5 AR
The AR scenario is significantly different than the other scenes, and the
characteristics of the ∆E measurements reflect this; unlike the other scenar-
ios, the raymarch algorithm yields considerably greater quality on the x and
y-axis displacements, as shown in Figure 4.5.1. This aligns with our expecta-
tions; the most distinctive feature of the AR-representative scenario are the
sharp edges and depth discontinuities around the virtual objects. The error
images in Figure 4.5.3 illustrate this well: the 512x512 mesh reprojection
has several bands of high-error pixels around the edges of the monkey head,
where there is a sharp discontinuity between the foreground and background.
On the other hand, the raymarch reduces this error significantly. The overall
error statistics for the various test configurations are shown in Table 4.5.1
Taking the worst-case x-axis displacement of 0.1 m, a FLIP analysis of
an un-reprojected frame versus the ground truth shows our control FLIP of
∆E = 0.82, and our control SSIM value of 0.79. The full-frame error images
are shown in Figure 4.5.2.
When compared to the control values, the 512x512 mesh implementation
shows a 3.24x reduction in FLIP error, and a 1.24x improvement in SSIM.
The raymarch implementation shows a significantly better 5.9x reduction in
FLIP error, and a similar 1.25x improvement in SSIM. This aligns with the
per-axis measurements, and indicates that the raymarched implementation
may have a significant quality advantage in AR-representative scenarios.
Table 4.5.1: Statistics of FLIP ∆E for reprojections on AR-representative
Reprojection Mean ∆E Median ∆E Stdev ∆E
Mesh 128x128 0.2457 0.2311 0.0555
Mesh 256x256 0.2208 0.2138 0.0424
Mesh 512x512 0.2028 0.2075 0.0348
Raymarch 0.1731 0.1639 0.0434
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Figure 4.5.1: AR-representative, per-axis FLIP pooled ∆E.
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Figure 4.5.2: AR-representative, control (un-reprojected) full-frame FLIP
pooled ∆E and SSIM images.
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The first key metric is the reprojection execution time on the GPU. These
metrics are charted in Figure 4.6.1, grouped by the reprojection type and la-
beled for each test platform and associated display resolution. The execution
times are also listed in Table 4.6.1, for specific values.
Table 4.6.1: Reprojection GPU time, by test platform and resolution
Platform Mesh128 (ms) Mesh256 (ms) Mesh512 (ms) Raymarch (ms)
Desktop 1024 0.04 0.06 0.10 0.29
Desktop 2048 0.12 0.18 0.23 1.10
Jetson30 1024 0.44 0.66 1.63 3.29
Jetson30 2048 0.80 1.56 2.71 13.09
Jetson10 1024 0.82 1.05 3.08 11.35
Jetson10 2048 2.03 3.48 4.92 45.27
From this data, we can see that the mesh reprojection is very fast. The
most powerful test platform, the desktop platform, achieves sub-0.1 ms ex-
ecution time for all mesh resolutions while reprojecting a 1024x1024 frame
and a maximum of 0.23 ms when reprojecting a 2048x2048 frame.
The 30 W Jetson platform runs the mesh reprojection in 1.63 ms at
1024x1024, and 2.71 ms at 2048x2048. The 10 W platform is roughly twice
as slow, with the same reprojections taking 3.08 ms and 4.92 ms respectively.
However, running the 128x128 resolution reprojection mesh brings the exe-
cution time on the 10 W platform down to 0.82 ms at 1024x1024, and 2.03
ms at 2048x2048.
A consistent pattern throughout the trials is that the 256x256 reprojection
mesh requires roughly 1.5x the execution time as compared to the 128x128
reprojection mesh. Interestingly, the same relationship holds for the 512x512
mesh when compared to the 256x256 mesh, with the exception of an outlier,
the Jetson 10 W platform at a 1024x1024 resolution. This is quite promising,
and bodes well for the scalability of the mesh reprojection technique. Despite
the fact that each progressively more detailed reprojection mesh has four
times as many vertices, only a 1.5x cost increase is observed. This is most
probably due to the increased cache locality discussed below; even as the
number of vertices in the mesh increases four-fold, many of the depth texture
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Figure 4.6.1: Execution time of reprojection algorithms.
accesses are the same between neighboring vertices. As a result, the total cost
of the reprojection is not linearly proportional with respect to the number
of vertices, due to the increased number of cache hits. Presumably, this
beneficial scaling phenomenon would be limited by the size of the texture
cache lines. Nevertheless, this sub-linear scaling does indicate that the mesh
reprojection may scale well to even higher mesh resolutions, given sufficient
L1 room.
On the other hand, the raymarch implementation is significantly more
expensive to run. While the desktop platform can run the raymarch repro-
jection in only 0.29 ms for 1024x1024 and 1.1 ms for 2048x2048, the Jetson
platforms suffer greatly. Even the 30 W platform needs 13.09ms to run the re-
projection at 2048x2048, and the other configurations are significantly slower.
Without further optimizations, it does not appear that the current raymarch
implementation is feasible for Jetson in its current from. However, as will be
discussed later, the raymarch implementation does hold promise for the de-
velopment of specialized hardware, which could achieve better performance
than the current fragment shader implementation.
From this, we can conclude that both reprojection algorithms are perfor-
mant and viable on the desktop platform, while the Jetson platform is more
suited to the mesh-based reprojection than the raymarch implementation.
On the Jetson platforms, the lower-resolution reprojection meshes ought to
be used, as they offer acceptable performance on even the low-power plat-
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Figure 4.6.2: L1 texture cache hit rates across all test configurations.
Figure 4.6.3: L2 texture cache hit rates across all test configurations.
form. As seen in the Quality results, the 128x128 mesh, despite its low reso-
lution, still yields acceptably high quality results; thus, on such a constrained
platform, the large performance gains from running a lower-resolution repro-
jection mesh are more than worth the minor quality degradation.
The texture cache hit rates are also analyzed; Figures 4.6.2 and 4.6.3 illus-
trate the L1 and L2 texture cache hit rates for each platform and reprojection
type. In Figure 4.6.2, we can see that as the mesh resolution of the mesh-
based reprojection is increased, the L1 hit rate also increases significantly. On
the other hand, the L2 hit rate is roughly consistent for each mesh resolution.
The correlation between mesh resolution and L1 access locality is significant;
because the mesh reprojection is run as a vertex shader, the depth texture is
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accessed at the location of the assigned vertex, as well as its neighbors (for
depth multisampling). As the density of the vertices increases, the spatial
density of the texture accesses will also increase, resulting in greater spatial
locality of texture accesses and an increased L1 hit rate.
Overall, the L1 hit rate is quite high, with most of the mesh configurations
and platforms showing an L1 hit rate between 60-90%. The outlier is the
desktop platform on the lowest resolution reprojection mesh, which dips to
a 40% hit rate on the L1. It is unclear why the hit rate is lower in this trial
when compared to the Jetson platforms; the size of the cache or the different
underlying architecture may be a cause.
We can also see that the raymarch implementation has an extremely high
L1 hit rate; it achieves nearly 100% across all platforms. The trials were
re-run in different scenarios and displacements to ensure this measurement
was not the product of some input-dependent phenomenon; in all of the
repeated trials, the hit rate did not drop below 90%. One explanation for
why the raymarch implementation’s cache accesses are highly localized is
the use of variable-frequency ray sampling: as the raymarch adjusts the
step size of the ray throughout its path through the volume, the distance
between raymarch samples decreases as the ray approaches the correct depth.
Thus, the ray’s depth texture accesses become increasingly more localized
as the ray progresses; these smaller steps may be dominating the overall
access pattern, resulting in a higher locality. It is worth noting that the L2
hit rate is slightly lower for the raymarch implementation than the mesh-
based implementations; the aforementioned hypothesis would also support
this observation, as the earlier steps of the ray are larger and less localized,
and may be responsible for the L2 cache misses.
The next two metrics characterize the type of operations that are most
prevalent for each type of reprojection. Figures 4.6.4 and 4.6.5 illustrate the
SM warp stall rates for texture accesses and the math pipeline, respectively.
First, we can examine the texture stall rates for the mesh-based repro-
jection trials. The largest texture access stall rates occur on the Jetson
platforms on the lowest-resolution mesh reprojection, with the stall rates de-
creasing across all platforms as the reprojection mesh resolution is increased.
This is probably due to the texture cache access pattern; first, as we saw in
the L1 texture cache hit rate results, the cache hit rate increases significantly
as the mesh resolution increases, due to improved locality as the vertices
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are closer together. If the texture cache hits more frequently, the SM warps
should stall less frequently on texture accesses, resulting in the pattern we
see in these results.
On the other hand, the raymarch reprojection has very low texture stall
rates across all platforms. The desktop platform has essentially zero texture
stalls for the raymarch reprojection, while the Jetson platforms average a
very low 2.14% texture stall rate, even with the low-power 10 W configura-
tion. This indicates that the raymarch implementation is not bottlenecked
by texture accesses, which aligns with our previous observation of a very high
(90%) L1 cache hit rate.
The SM warp math pipeline stall rates show that the raymarch algorithm
is much more math-heavy than the mesh-based implementation, as expected.
The math pipeline stall rates for all mesh configurations across all platforms
and resolutions are less than 4%, while the raymarch implementation on the
Jetson platforms sees a large jump to an approximately 31% math pipe stall
rate. Interestingly, the desktop platform sees only a very minimal increase
in math stalls, to approximately 1% for both resolution configurations. As a
whole, this indicates that the raymarch algorithm, as expected, is much more
intensive in terms of pure computational throughput than the mesh-based
reprojection. This is due to the fact that the raymarch reprojection must
recalculate the NDC-space location of each ray point for each raymarch step,
consisting of a single 4x4 matrix multiplication and a floating-point division.
The mesh-based reprojection, on the other hand, must only compute the
NDC-space of the vertex in the reprojected perspective once per vertex. As
a result, the raymarch implementation is much more math-intensive.
The characteristics of the raymarch reprojection (matrix-heavy, texture-
access-light) are promising for specialized accelerator development. These
conclusions will be discussed further in a later section.
The final performance metric is the SM warp occupancy rate. In Table
4.6.6, the SM warp occupancy data is charted across all test configurations.
The warp occupancy rate indicates how many warps are currently active
per cycle in the SM; a higher warp occupancy indicates that the workload
for each warp is balanced, and the warps are executing code with a high
level of parallelism. A lower warp occupancy can result from a variety of
issues, including unbalanced workloads between warps or interdependencies
between threads [28]. The higher the warp occupancy, the more efficient
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Figure 4.6.4: SM warp stall rates for texture accesses across all test
configurations.
Figure 4.6.5: SM warp stall rates for the math pipeline across all test
configurations.
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Figure 4.6.6: SM warp occupancy rates across all test configurations.
and thoroughly-utilized the hardware is. For both the desktop platform and
Jetson, a maximum of 64 warps can be active at any time, so the theoretical
maximum occupancy for any of the trials would be a warp occupancy of 64
warps/cycle.
Examining Figure 4.6.6, we can see a sharp contrast between the occu-
pancy of the mesh-based reprojection algorithms and the raymarch-based
implementation. The occupancy on the desktop platform for the lowest-
resolution reprojection mesh is the highest of all of the mesh reprojection
trials, but as the resolution of the reprojection mesh increases, the warp oc-
cupancy decreases. This indicates that higher-resolution meshes may not be
utilizing the hardware to its fullest extent, either due to some inefficiency in
the dispatching of workloads or due to some characteristic of the workload
itself. One potential cause can be safely ruled out: the workloads between
individual threads of the mesh-based reprojection are not widely varying, as
each execution performs the same number of depth samples and the same
computations. As a result, the occupancy is probably not limited by an
unbalanced workload.
On the other hand, the raymarch reprojection features consistently high
warp occupancy; all trials across all test platforms and resolutions were mea-
sured to have an average of 45.7 warps/cycle occupancy (71.4% of the the-
oretical maximum occupancy), a marked improvement over the mesh-based
implementations. There are several takeaways from this result: first, it is a
quantitative confirmation that the raymarch implementation is highly par-
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allelizable, as the warps are able to be dispatched at a higher rate without
interdependencies. In addition, it is a validation of the implementation de-
cision to limit the total number of raymarch steps to a constant number.
Alternative raymarch implementations could perform a variable number of
ray steps (i.e., terminating the raymarch as soon as an acceptable value is
found). However, such an implementation would result in an imbalanced
workload across warps, as some pixels would be more expensive to compute
than others. The constant-cost design of the raymarch implementation is il-





5.1 Discussion of results
From the presented results, we can draw several conclusions about the char-
acteristics of the reprojection algorithms.
First of all, the mesh-based algorithm is extremely performant on the desk-
top platform, and acceptably fast on Jetson, albeit when configured with
lower reprojection mesh resolutions. All tested reprojection mesh resolu-
tions deliver generally high quality results, with the 512x512 mesh delivering
the nearly equivalent image quality when compared to the much more ex-
pensive raymarch implementation. The raymarch-based algorithm delivers
slightly better quality than the mesh-based implementation for most of the
test scenes, but shows a larger improvement in the more complex and difficult
scenes.
The performance of the raymarch implementation is acceptable on Desk-
top, but is generally unfit for the Jetson platform at both power configura-
tions. In the current shader-based implementation, the mesh-based repro-
jection is much more suitable for mobile platforms, due to the significantly
greater ratio of image quality to computational expense.
However, the raymarch implementation is very promising for the develop-
ment of custom hardware. Throughout this thesis, we’ve highlighted several
aspects of the raymarch implementation that are very amenable to the devel-
opment of a specialized hardware accelerator. Firstly, the raymarch imple-
mentation is designed to be as parallelizable as possible; unlike the per-pixel
forward implementation discussed in the prior work section, the raymarch
implementation requires no dependencies between thread executions, and
every pixel is computed completely independently. In addition, the access
patterns of the raymarch implementation are predictable and coherent: as
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seen in the performance results, even a generalized texture cache was able to
accurately cache the depth samples of the raymarch algorithm, with an L1
cache hit rate of above 90%. A more specialized cache design which leverages
the specific ray-based access patterns of the algorithm may be able to achieve
even better results; such a design is discussed in Section 5.2. In addition,
the computations for each raymarch thread are generally quite simple; only a
single matrix multiplication per-step, as well as a handful of basic arithmetic
operations, are required. Finally, the computation does not require any sort
of depth testing between output pixels, which would simplify the design and
significantly reduce the overall memory bandwidth required for the design of
an accelerator.
The mesh-based reprojection is less suitable for the design of a custom
accelerator. The efficiency of the mesh-based reprojection system is derived
from the exploitation of the existing polygon rasterization pipeline in the
GPU; an accelerator designed to implement a mesh-based reprojection sys-
tem would essentially re-implement a simple polygon rasterization pipeline,
in which it may be more practical to simply use an existing conventional
GPU. Thus, the mesh-based reprojection algorithm is best suited to remain
as a shader implementation.
5.2 Future work
The implementations (and full GLSL source code) of the reprojection algo-
rithms presented in this thesis are published under the permissive NCSA li-
cense, available at https://github.com/Zee2/openwarp. These algorithms,
with their free and open source license, can serve as baseline implementations
for future development, characterization, and integration.
One of the most promising areas of future work is the development of spe-
cialized hardware accelerators for reprojection. Russel Barnes presented an
HLS-based accelerator for the per-pixel forward evaluation algorithm [13],
which is a promising first example of the potential for hardware accelerated
reprojection. With the novel raymarch algorithm implementation presented
in this thesis, accelerators can be developed which leverage the improved par-
allelism and predictability of the reverse-evaluated warp equation. In partic-
ular, there are opportunities for specialized memory designs that may accel-
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erate a raymarch-based reprojection implementation, as the texture accesses
of the raymarch implementation are highly constrained and predictable. For
a given pixel computation, all texture accesses for that pixel will be aligned
along a single ray in worldspace. If the cache, prefetcher, and memory lay-
out were organized around these rays, memory accesses to retrieve depth
information could possibly be greatly accelerated.
There are also areas for improvement in the mesh reprojection algorithm.
The presented implementation uses a static planar reprojection mesh, with
vertices placed along regular intervals. However, there is precedent for more
intelligent projection meshes; in Darsa et al. [17], they use an offline Delau-
nay triangulation of the reprojection mesh, along with the splitting of the
reprojection mesh along depth discontinuities. As stated in the prior work
section, this Voronoi-based Delaunay triangulation may not be feasible for
real-time purposes, however, an alternative does exist. Tessellation allows
for the subdivision of meshes at runtime on commodity graphics hardware,
allowing for dynamic detail, geometric, and mesh discontinuities to be cal-
culated per-frame. Thus, a promising area for future development would be
the use of tessellation and hull shaders to implement a mesh refinement stage
for the reprojection mesh. Such work could improve the fidelity of the edges
of depth discontinuities, without the use of a higher-resolution reprojection
mesh. In fact, it could increase the effectiveness of lower-resolution repro-
jection meshes by subdividing the mesh further where there is greater detail
in depth data, improving the image quality of mesh-based reprojections at
lower mesh resolutions.
The addition of motion vectors to the reprojection algorithms is another
area of possible future development. The presented reprojection techniques
could be modified to also incorporate a buffer of motion vectors alongside the
depth data, which would enable the accurate reprojection of moving objects
in the scene. The mesh-based implementation may be the most promising
for the integration of motion vectors, as the motion vectors could be sampled
per-vertex in much the same way that the depth data is currently sampled,
with the reprojection mesh distorting over time according to the direction
and magnitude of the motion data at the vertex’s location.
Remote rendering is a focus of current research, as seen in academic work
such as [29] and commercial products like Azure Remote Rendering [30].
Future work can leverage the reprojection algorithms presented here to im-
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prove remote rendering latency, as well as explore more unconventional ren-
dering techniques, such as multiple-viewpoint reconstruction. In particular,
the raymarch reprojection algorithm could be used with a composite depth
volume constructed from the intersection of multiple volumes from multiple
viewpoints; as a result, higher fidelity remote rendering could be achieved
at lower bandwidths by transmitting multiple perspectives of a 3D scene at
once.
Lastly, the implementation of the raymarch algorithm on other types of
existing hardware and languages may be valuable. For example, the ray-
march algorithm could be rewritten as a compute shader, CUDA kernel, or
implemented for a mobile DSP such as Qualcomm’s Hexagon. This may
shed more light on the characteristics of the raymarch algorithm on non-
specialized hardware, as well as open up more opportunities for optimization
and tuning.
5.3 Final words
In this thesis, we’ve presented a method for describing and categorizing types
of reprojection algorithms, discussed the mathematical background and chal-
lenges behind reprojection, as well as presented two novel algorithms and
corresponding implementations for the solution of the warp equation. To
properly characterize these proposed solutions, the image quality and per-
formance have been rigorously analyzed across a variety of test scenes, con-
figurations, and test hardware.
We conclude that the two presented algorithms effectively reproject the
given test data, with excellent performance across most of the test config-
urations. As the first available open-source implementations of spatial re-
projection, these algorithms will be available for developers to experiment
upon, improve, and integrate into their projects, with the hope that the
state of XR development can be improved through community effort and
cooperation. As open source XR projects such as ILLIXR [4] (available
at illixr.github.io), the Monado runtime, and Project North Star gain
traction in the open source community, we hope that tools such as these al-
gorithms can serve as the building blocks towards a brighter, free, and open
source future for virtual and augmented reality.
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