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We determine the asymptotic behaviour of Kolmogorov and approximation 
numbers of integral operators, which act in C(X), where X is a compact metric 
space, and which are detined by means of Holder continuous kernels. The results 
show the connection of the decay of these s-numbers with the entropy (and in this 
way with the dimension) of A’. rc) I988 Academic Press, Inc. 
INTRODUCTION 
In this paper we continue the investigations on the interaction between 
the topological structure of a general compact metric space X and 
functional-analytic properties of embedding and integral operators defined 
over A’. The first results on approximability of the embedding operator Z, 
from the space C’(X) of cl-Holder continuous functions into the space C(X) 
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of continuous functions on X, for general compact metric X, are due to 
Kolmogorov and Tihomirov [lo]. Timan [ 15,161 analyzed the entropy 
behaviour of I,. By complementing his results, in [S] the asymptotic order 
of the entropy numbers of I, was determined. A question of Pietsch [lS] 
initiated the investigation of eigenvalue behaviour of integral operators 
with Holder continuous kernels, which was carried out in [S], as well. In 
[ 111 the results were specified for kernels which are, in addition, positive 
definite, while [4] dealt with the entropy numbers of integral operators 
with Holder continuous kernels. 
In the present paper we determine the behaviour of Kolmogorov and 
approximation numbers of integral operators over X. Again, we obtain 
strong connections to the topology, namely to the entropy and this way to 
the dimension of X. The paper is organized as follows. In Section 1 we 
derive some auxiliary results on the structure of compact metric spaces. In 
Section 2 we give sharp estimates for the Kolmogorov numbers of 
operators from a Hilbert space to C(X) which factor through Z,. The main 
Section 3 is devoted to Kolmogorov and approximation numbers of 
general as well as of positive definite integral operators generated by con- 
tinuous kernels which are cc-Holder continuous in the first variable. Under 
the assumption of polynomial decrease of the entropy numbers of the com- 
pact metric space X, we determine the connections between the entropy of 
X and the asymptotic behaviour of the Kolmogorov and approximation 
numbers of the above-mentioned integral operators. In Section 4 we discuss 
relations to certain notions of dimension theory, such as covering, 
Hausdorff, and metric dimension. As a consequence of our main results, we 
obtain some functional-analytic haracterizations of the upper metric and 
the covering dimension. 
Many of the results along the general line described above extend well- 
known classical results for the cube and other regular domains in R”. On 
the other hand, it should be pointed out that some results are new even for 
this special case (e.g., Theorem 2 and parts of Theorem 3 below). 
For standard notation and facts concerning operators in Banach spaces, 
operator ideals, and s-numbers, we refer to [ 121. Throughout the paper we 
treat simultaneously the case of real and of complex spaces and kernels, 
with the convention that a result stated without emphasis of one particular 
case is meant to be true in both ones. 
1. HOLDER EMBEDDINGS 
First let us recall some notions from metric topology. Let X be a com- 
pact metric space and denote its metric by d. Given E > 0, a subset NE X 
is called an s-net of X if for each XE X there is a YE Jf with d(x, y) GE. 
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x is called s-distant, if d(x, y) 3 E for all x, y E JV with x # y. We shall 
work with the function 
Nx(s) = min{ n E N: X has an s-net of cardinality 6n > 
and its inverse, 
E,(X) = inf{e > 0: X has an s-net of cardinality <n}. 
These functions are closely connected with the s-entropy of X (“with 
respect to X,” to meet precisely the terminology of [lo] ): 
HJE) = log* Nx(E). 
See [lo] for these definitions. For the connections with dimension theory 
we refer to Section 4. Given a subset A c X, the radius of A is defined as 
rad A = inf(r > 0: There is an x E X with d(x, y) < r for all y E A} 
By compactness, this infimum is always attained. A set {cp,};=, of 
continuous functions on X is called a partition of unity, if 0 < cp, < 1, and 
C ‘pi z 1. The support of a function cp on X is the closure of the set (x E X: 
q(x) # 0} and is denoted by supp cp. 
LEMMA 1. Let X be a compact metric space and let M he a natural 
number. Then for m = 1, 2, . . . . M there exist partitions of unity 
{‘p,,;:i=l,..., N ,,) and points (~,,~,~:i= I,..., N,}cX such that for all 
m, i,.i, 
(i) N,d N,(2-” -I), 
(ii) rad(supp cp,,,) 6 2-“‘, 
(iii) (Pm,iCXm. j) = b,, 
(iv) ‘~~.,~span(cp,+,,,:j= 1, . . . . N,,+,) (m<W. 
Proof: We define the required sets for m = M and then proceed 
backwards by induction. Let { Ui: i = 1, . . . . N,,,) be an open covering of X 
with rad Ui < 2 M and NM d N,(2-“-’ ). We may, of course, assume that 
for each i the set U, is not completely covered by the remaining sets, and 
we can therefore choose xM,; to be any element of U,\u {U,: 1 <j< N,, 
j#i}. Let (‘pM,i: i= 1, . . . . NM) be a partition of unity with supp qMM,, c U,. 
It follows that CJ~,~(X~,~) =6,. This settles the case m = M. Now assume 
we have accomplished the construction for M, . . . . m + 1. Let Yj 
(j= 1, ..., N,+ 1 ) be such that d(x, yj) < 2-“-l for all XE supp (P,,~+ ,, j. 
Using a 2Pmm1 -net of cardinality N,(2-“- ‘), we can find a collection 
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(A,: i= 1, . ..) NJ, N,< N,(2-“-’ ), of disjoint subsets of X with IJ A, = X 
and radAi<2-“-‘. We define 
and we let x,,~ be any element of {x,+,,,:Y~E,~~}. It follows that 
bPw: i = 1, . . . . N,} is a partition of unity and (P~,~(x~,,) = 6,j, which is (iii). 
By definition, also (i) and (iv) are satisfied. 
In order to check (ii), let zi E X be such that d(y, zi) f 2-” -~ ’ for all 
YEA,. Then for x~supp(~~., there is a j such that yj E A, and 
x E s”PP (Pm + I, j' Therefore 4x, y,) < 2-“-r and d(y,, zi) < 2-“-l, hence 
d(x, zj) d 2-“, which shows (ii) and accomplishes the proof. 1 
In the sequel we shall be concerned with the identical embedding map 
I, : C’(X) -+ C(X), where C(X) denotes the space of (real- or complex- 
valued) continuous functions on X with the sup-norm, and C’(X) is the 
space of cc-Holder continuous functions, endowed with the norm 
lI.fllcv = max(w If(x sup If(x) -f(YW(X, Y)“). 
VEX .x. I.EX 
Y#l 
As usual, i’!! will stand for R” (or @“, respectively), equipped with the norm 
ll(5 ,, -., L)ll = maxk l&l. 
LEMMA 2. Let 0 < c( < 1 and let X he a compact metric space. Then for 
each 6 > 0 there are a natural A4 and operators T,,, E 3’( Cl(X), C(X)), 
0 6 m < 44, such that the following assertions hold: 
(i) 1, = C,“=, T,, 
(ii) I/T,lI d& 
(iii) l\T,l\<(2”+1)2~“” (O<m<M-1), 
(iv) for each m, 0 Q m Q A4 - 1, there is a subspace E, c C(X) with 
T,,,(Ca(X)) E E,, dim E, d N,(2-“-*), and E, is isometrically isomorphic 
to ldlm Em z . 
Proof Fix 6 > 0 and choose M so that 2*” -M) d 6. Let 
{‘pm,;: i= 1, . . . . N,) and {x,,,: i= 1, . . . . N,), 1 <m<M, be obtained from 
Lemma 1. We define S, E 9?(C’(X), C(X)), 1 d m d M, by 
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Then for f E C’(X) with I( f 11 c3 d 1, we have 
N”, 
l((zx - sn7)f )lx)l = ,C, (f Cx) -f(xm,i)) cPm,iCx) 
G T If@)-fhl,,)l cp,,i(X). 
i=l 
For every fixed i, 1 ,< i6 N,, one has either x E supp (Pi,,, hence 
If@)-fkJ <4x, &Jr< (2'2-")", 
or x 6 supp (Pi,,, thus ~p,,~(x) = 0. Therefore, for 1 6 m 6 A4 we obtain 
I/Z, - S,II d 2a(1 -m). (1) 
Now we define the operators T, by 
m=M, 
l<m,<M-1, 
m = 0. 
Then (i) is obvious, and (1) gives (ii) and (iii). By Lemma l(iv), for 
O<m<M- 1 it holds 
T,(C”(X))~E,=span{cp,+,,,:i=l,..., N,+,}. 
We have dim E, = N, + , < N,(2 Pm -- 2), and due to (iii) of Lemma 1, 
an isometry from E,,, to lzmEm is defined by the mapping 
cp + (cp(%n+ ,,iHY31. I 
2. OPERATORS FROM HILBERT SPACE INTO C(X) 
In this section we want to estimate the Kolmogorov numbers of Z,S for 
arbitrary SE 9(H, C’(X)), where His any Hilbert space. Before doing this, 
let us recall the definition of the s-numbers we shall use. Given an operator 
TE .9( Y, Z) acting between Banach spaces Y and 2, the nth 
approximation number of T is defined as 
a,(T)=inf((IT-LII:LE5?(Y,Z),rank(l)<n}. 
The n th Kolmogorov number is given by 
d,(T)=inf{I/Q3Tl/:EcZ,dimE<n}, 
S-NUMBERS OF INTEGRALOPERATORS 59 
where Q$: Z + Z/E is the quotient map. Finally, the (dyadic) entropy 
numbers of T are defined by 
e,(T) = inf 
i 
E > 0: There exist z,, . . . . z*“-~ E Z withT(B,) E u (zi + &Bz) , 
I 1 
where B, and B, denote the closed unit balls of Y and Z, respectively. For 
properties of these quantities we refer to [12]. Starting from any of the 
quantities above, s = d, a, or e, we define for 0 <p < co 
~~‘,(Y,Z)=(T~~(Y,Z):supn”~s,(T)<co}. 
n 
Equipped with the quasi-norm 
L;)sc (T) = sup n%,(T), 
n 
the class &?fi forms a quasi-normed operator ideal (see [12] for the 
definition and properties of 2:: for arbitrary q, 0 < q < co). 
We need the following result taken from [3]. 
LEMMA 3. There is a constant c>O such that for all ntz N and 
SEaH, I”,) 
dk(S) < c&‘/*(1 + log(n/k))“* (IS(I, l<k<K 
The following is an immediate consequence of Lemma 3. 
LEMMA 4. For every 0 <p < 2 there is a constant c(p) > 0 such that for 
all n E N and SE 9( H, I”,) the estimate 
holds. 
LCd) (S) < c(p) n1’P-“2 llS[l 
P. 22 
Proof: By Lemma 3 we have 
L’“’ (S) = sup kl’Pd,(S) 
P. cx= 
l<!fi?I 
d c IIS\\ sup k”P- “2( 1 + log(n/k))“’ 
l<k<n 
<c(p) n”P- “2 llSl\ 
for appropriate c(p) > 0. 1 
Now we are in a position to prove the main result of the section. We 
recall that, for two sequences (a,) and (b,) of non-negative reals, 
a,, = O(b,) means that there is a constant c > 0 and an n, E N such that 
la,, d cb, for all n > n,. We write a,, IX b,, if a,, = O(b,) and b, = O(a,). 
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THEOREM 1. Let 0 < tl ,< 1, 0 < y < 00, and let X he a compact metric 
space with E,(X) = O(n ‘). Then ,for every SE Af(H, C?(X)) 
d,,(l,S: H-+C(X))=O(rz- ‘/2~-‘y). 
Proof Fix any NE N, any 6 > 0, and determine according to Lemma 2 
an A4 E N and operators T,,? E 3( P(X), C(X)), 0 ,< m 6 M, with properties 
(i)-(iv). We can assume M> N (otherwise, we simply add zero-operators, 
which of course preserves (i) - (iv)). Set c, = 2” + 1. Since F,(X) = O(n-?), 
there is a constant c2 > 0 (depending only on X), such that 
dim E,, ,< N,( 2 - ” ‘) < c2 2m,‘g. 
Let k, := [2”!‘] + 1. Since 
Z,S= f T,,,S, 
m=O 
the additivity of Kolmogorov numbers implies 
d~k.v-,(LS)G4c,v 
(111 m > 4::: m ) 
1 T S +d 1 T S +IIT,wSlI. (2) 
We estimate each of these three quantities separately. By property (ii), 
II T,SII 6 6 IISII. 
As a consequence of Lemmata 2 and 4, for each 0 <p < 2 and every 
0 < m < A4 - 1 we have the estimate 
L@’ (T S) < c(p)(r 2’+)“p- ‘1’ p,nc, m ’ 2 c,2-“2 IISII 
6 G(P) 2 
(l/p I,2 zy)m/y 
with some c3(p) >O. Now we exploit the fact [ 12, 6.2.51 that the quasi- 
norms Lfi are equivalent to r-norms (i.e., to quasi-norms whose rth 
powers saiisfy the triangle inequality), for appropriate 0 < r = r(p) < 1. For 
the estimate of the first summand of (2) we choose p in such a way that 
4 + cry < l/p. Thus we obtain 
N I 
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since l/p - i - cry > 0. Thus we arrive at 
In order to estimate the second summand of (2), we specify p so that 
t < l/p < 4 + ccy. Then we get, again with some r = r(p), the relations 
m = N 
M--I 
= Cl0 IISII’ 2- (l/Z+q llp)Nrig 
since now $ + cry - l/p > 0. Hence, 
and consequently we get 
d 2kw ,(Z,S)6c,, IlSll 2-(1’2+“7)N’7’+h \IS(I. 
Letting now 6 -+ 0 and observing that 2k, - 1 ,v 2Nly this finally yields the 
desired estimate 
3. INTEGRAL OPERATORS WITH HOLDER CONTINUOUS KERNELS 
In this section we apply the results of the preceding one to certain 
integral operators. First let us precisely describe the kernels we are going to 
‘investigate. 
If K E C(X x X) is a continuous function and p a finite Bore1 measure on 
X, then T,, denotes the integral operator defined by 
T&(x) = jx K(x, Y)fb’) 44y) for feL,(X,p), x6X. 
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We shall consider the kernel classes col,“(X, X), 0 < c( < 1, which consist of 
all K E C(Xx X) such that the norm 
IIKllcI.~ := max{ .s;,px If4x, y)l, sup I+, z) - K(Y, z)lMx, ~1’) 
3. r. v,: tx 
is finite. These classes were considered in [8], and they were, moreover, 
investigated under the additional assumption of positive definiteness in 
[ 111. In these papers the asymptotic eigenvalue behaviour of the respective 
integral operators was determined. 
In the sequel, to every compact operator S in a complex Banach space 
we shall assign the sequence (2,(S)) of its eigenvalues, counted according 
to their algebraic multiplicities and arranged in non-increasing modulus, 
In,(S)1 2 I&(S)1 > ... 20. If S has less than n non-zero eigenvalues, then 
we set 2,(S) = I,, + ,(S) = . ’ . = 0. A real- or complex-valued function 
KE C(Xx X) is called positive definite, if for all n E N, ci, . . . . 5, E @, 
x, , . . . . x, E X the inequality 
holds. 
Let us recall one result from [ 111, where supp p denotes the support of a 
finite Bore1 measure p on X, i.e., the smallest closed subset of X of full 
p-measure. 
LEMMA 5. Let 0 < c( Q 1, X a compact metric space, u a Jinite Bore1 
measure on X, and KE Cb,o(X, X) a positive definite kernel, Then, for the 
positive square root S of Tk.#, regarded as an operator in the Hilbert space 
L2(X, ,a), one even has, with X0 = supp p, 
SE aL2(x P), CX”(XO)). 
For convenient reference let us subsume some eigenvalue results of 
[8, 111 in the following lemma. 
LEMMA 6. If X is a compact metric space and 0 < c( d 1, 0 < y < co are 
real numbers, then the following assertions are equivalent: 
(i) E,(X) = O(n-?). 
(ii) For all complex-valued kernels K E C?‘(X, X) and all finite Bore1 
measures u on X, 
&(T,,,) = O(n -1’2Pzy). 
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(iii) For all complex-valued positive definite kernels KE C”‘“(X, X) and 
all finite Bore1 measures u on X, 
l,(T,,,)=O(n-‘-“‘). 
Now let us turn to the estimation of s-numbers of these integral 
operators, regarded as operators in C(X). We begin with Kolmogorov 
numbers. 
THEOREM 2. For a compact metric space X and reals 0 <a < 1, 
0 < y < cc the following assertions are equivalent: 
(i) E,(X) = O(nY). 
(ii) For all kernels KE Cavo(X, X) and all finite Bore1 measures p 
on X, 
d,V,c,,,: C(X) + C(X))= O(n-1i2-‘y). 
(iii) For all positive definite kernels K E Ca,‘(X, X) and all finite Bore1 
measures p on X, 
UL,,: C(X) -+ C(X)) = 0(n- l- %Y), 
Proof (i) j (ii). This implication is an immediate consequence of 
Theorem 1, since for finite p and KE C”,‘(X, X), T,,, E 9(L2(X, u), c(X)). 
(i) = (iii). Without loss of generality we can assume that supp p = X. 
Otherwise choose a dense subset {x1, x2, . ..} of X and let 
v=p+c,“=, 2-v,“; clearly supp v = X. Then T,, - T,,, factors, as 
operator in C(X), in an obvious way through the diagonal operator 
D~9(1,, I,), D(5,)=(2-“5,). By [12, 11.11.41, d,,(D)=2-“+I, and 
hence, for every p > 0, d,,( T,,,) = O(n -@) iff d,( TK,“) = O(n -@). So assume 
supp p = X, let S be the positive square root of TK,fl as operator in 
&(X, p), and let ZE Z(C(X), L2(X, p)) be the identity. By Lemma 5, 
SE 6p(.&(X, p), P’(X)), thus T,, = (Z,,,SZ)*. By Theorem 1, 
d,(Z,,,S) = O(n -“* - yLyi2), 
therefore the multiplicativity of Kolmogorov numbers yields 
d zn-,(T~,,,: C(X)-+ C(X))<d,(Z,S)* j(Z((2=O(n-1-“Y), 
which proves (iii). 
For the proof of the remaining implications we need the following well- 
known facts from [2, 51. 1 
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LEMMA 7. For every 0 < p < co, 
LEMMA 8. For every compact operator S in a complex Banach space one 
has 
Proof of Theorem 2. (ii) * (i) and (iii) * (i). The complex case is a 
direct consequence of Lemmata 6-8. The real case can be reduced to the 
complex one by the following observation: Each real-valued KE Calo(X, X) 
can be considered as a complex-valued function and therefore induces an 
operator Tg,, on the space of complex-valued functions C,(X), for which 
we have 
T&(f+ id = h,,f+ i&P g 
(f, g E C,(X)). A simple estimate gives 
d,K&: C,(X) --+WW$bW’,,,: C,(W+C,(X)). I 
Remark. Combining Lemmata 6, 7, and 8 with Theorem 2, it is obvious 
that the theorem remains valid if one replaces Kolmogorov numbers by 
entropy numbers. 
Now let us turn over to approximation numbers. In contrast to the case 
of Kolmogorov numbers, here the difficult part of the proof is the lower 
estimate. Since there remains a gap of logarithmic order between upper and 
lower estimate, we formulate the results in the following way (which suits 
the purposes of Section 4). 
THEOREM 3. Let 0 < cy 6 1, 0 < y < GO and let X he a compact metric 
space. Then the following assertions are equivalent: 
(i) ~,(X)=O(n~~+~)forall~>O. 
(ii) For all E > 0, all kernels KE C”,‘( X, A’), and all finite Bore1 
measures p on X, 
a,(TK,l,: C(X) --f C(X)) = O(n-“Y+i’). 
(iii) For all E > 0, all positive definite kernels K E C”,‘(X, A’), and all 
finite Bore1 measures p on X, 
a,,(T,,,: C(X)+C(X))=O(n-“2~“Yf”). 
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Before proving this let us recall a result due to Kolmogorov and 
Tihomirov [lo]; for a simple proof see [S]. 
LEMMA 9. Zf X is any compact metric space and 0 < CI < 1, then for all 
nEN 
a, + ,(Z, : CR(X) -+ C(X)) 6 E,(W. 
The absolutely 2-summing norm rcz( T) of an operator T E 2?( Y, Z) is the 
smallest constant c > 0 such that 
igl II TY,II 2dc2sup i ICY,, y*)12: y*Ey*, IIy*ll<l 
1x1 
for any finite family ( yi) s Y. For the following facts see [ 12, 17.341. 
LEMMA 10. (i) For every Hilbert space operator T one has 
n,(T) = (z, aAT)‘)“*. 
(ii) For every finite Bore1 measure p on a compact metric space X, 
n,(Z: C(X) + L,(X cl)) = IIZII. 
Proof of Theorem 3. (i) * (ii). As in the proof of Theorem 2, (i) * (ii), 
T K,P factors through the Holder embedding Z,. Thus, by Lemma 9, (i) 
implies (ii ). 
(i) * (iii). As in the proof of Theorem 2, (i) * (iii), we can assume 
that supp p = X. Then we again have the factorization 
T,,, = (~2,2W*~ 
where SE z(L2(X, p), C”‘(X)) and ZE z(C(X), L,(X, p)) is the identity. 
By Lemma 9 we can find operators L, E ~(C”‘(X), C(X)) with 
rank(L,) d n and 
IIZz,z - hII d Cl hl(JfP2 
for arbitrary given c, > 1. The additivity of approximation numbers yields 
a2n(ZZ%12S) Q aAWd2 - L,,) S) + a,+ l(ZLS). 
Since rank(ZL,,S) d rank(L,) d n, 
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Moreover, Z(Z,,, -L,) S is an operator in the Hilbert space L2(X, p), 
therefore Lemma 10 gives the estimate 
= 744zz,2 -u S) 
6 7c*(Z) II4qz - LII IISII 
6 c2 &&k-y’*. 
From these estimates we finally derive 
4TK,p: C(W + C(9) 
= %u~,*wI,,2 S) 4 
G %(Zz,2) II4 aznU~42W lIZI 
d c3 n “2i3,(X)‘, 
which shows that (i) implies (iii). 
For the proof of the inverse implications (ii) S= (i) and (iii) G= (i) we need 
some more preparations. Let 0, be the set of all n x n-matrices A = (sij) 
with entries sii = + 1 or - 1, and consider the probability measure P, on Q, 
with 
P,({A})=2-n2 for each A E 8,. 
The proofs of the following lemmata are based on random techniques. The 
first one may be found in [7]. 
LEMMA 11. There is a constant a > 0 such that for all n E N 
&,{A EQ,,: u,(A: I”, -+l&)>unfor 1 ,<k<un/logn}>t. 
The next lemma is taken from [ 11. 
LEMMA 12. There is a constant b > 0 such that for UN n E N 
P,(AEQ,: l/A: 1; -+l!jII <bn”2} >$. 
Combining both lemmata one can derive the following result. 
LEMMA 13. There is a constant c > 0 such that for all n E N there is a 
positive definite 2n x 2n-matrix B, such that all entries of B, are of absolute 
value d 1 and 
~,(B,:IZ,“+12,“)~cn’~~ for 1 6 k < cnllog n. 
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Proof. By Lemmata 11 and 12 there is an A, E Q, such that 
l~A~:l;-+I;~j<hn1’2, 
a,(A,: l!, -+ I”! )2 an for 1 <k 6 an/log n. 
Now let B,, be the block matrix 
( 
1, - A,*/(bn’,‘) 
- A,/(br~“~) ) 1, ’ 
where I,, is the n x n-unit matrix. By (3), we have for x1, x2 E I;, 
IRe(Anxly x2)1 6 I(A,xlT .+)I 6W2 llxlll IMI. 
(3) 
(4) 
Identifying 1:” with the direct sum (in the l,-sense) f;@ f; this implies for 
every x=x,@x2EI$ 
(4,x, xl = 11x1 II2 - ((An*xz, xi) + V,x,, ~2))l@n”~) + llx~l12 
= Ilx~l12-2 WA.x,,x2Mbn1’*)+ llx2112 
2 Ibl12-2 bill llx2ll + IIx2112 
>, 0. 
Hence B, is positive definite. On the other hand, for the approximation 
numbers of B, for 1 <k < an/log n, (4) yields 
a,(B,:IZ,“-t12,“)~ak((bn”‘)-‘A.:1”,~1”,) 
2 an/(bn’j2) 
= (a/b) n”‘. 
Finally, it follows from (3) that the entries of B,, have absolute value 
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We need two further results concerning the structure of metric compacta. 
For the proofs we refer to [S, Proof of Theorem 3 and Lemma I]. 
LEMMA 14. Let 0 < CI d 1, 0 < v < co and let X be a compact metric space 
such that E,(X) is not O(n-“). Then there is a sequence of natural numbers 
(n,), a sequence of positive reals (Ed), and a sequence (X,) of subsets of X 
such that 
6) &k<&k-,, 
(ii) E&n; > 22klx, 
(iii) X, is E&-distant and consists of nk points, 
(iv) d(x, y) =E~ whenever x E Xi, y E X& andj< k. 
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The second result summarizes the properties of certain functions on X 
which we shall use later. For x E X, E > 0, 0 < a 6 1 define $.t! by 
LEMMA 
$(“)(y) = [max( 1 - K’d(x JI) 0)]” X.6 t > (YEW. 
15. ZfO<&,< 1, then 
(i) 
(ii) 
(iii) 
(iv) 
0 6 ip 6 1 = l+P’(x) ‘1. c X,E 3 
It/($(y) = 0 whenever d(x, y) 2 E, 
ll~!“ll -I y,c C-GE > 
if (x1 2 ..., x,,} c X is an &-distant subset, then for every sequence 
(5 ;):= I of scalars 
Now we are able to complete the proof of Theorem 3. The ideas we shall 
use are quite similar to those in the proof of Theorem 3 in [8]. 
Proof of Theorem 3. (ii) =E- (i). We shall prove this by contradiction. 
So suppose that for some s>O, s,(X) is not O(n-?+&). Then we set 
v = y --E and determine (Q), (n,), and (X,) according to Lemma 14. Let 
X, = {x~,~: 1 < i < nk }. Next we apply Lemma 11 in order to find matrices 
A, = (a,(i, j)) E Q,,, such that for some a > 0 and all 1 <j< an,/log nk, 
a,(A,: 12 +Zz)>an,. 
We define the kernel K by 
and let ,u be the probability measure on X which assigns the mass 2 ~ kn; ’ 
(k = 1, 2, . ..) to each element of X,. By Lemma 15, KE c”*‘(X, X). To 
estimate the approximation numbers of TK+ from below, we introduce the 
following operators: R, E P’(Iz, C(X)) is defined by 
and Sk E Y(C(X), 12) is given by 
‘%f = (f txk,;)):i,. 
Observe that by Lemmata 14 and 15, the functions $$,!,cl,Z (k = 1, 2, . . . . 
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i = 1, . ..) nk) have disjoint support. It follows that (I&(1 = IIS,(I = 1, and a 
simple computation shows that the following diagram commutes: 
Ak Ink - 
Rk P 
Therefore for each 1 <j < an,/log nk, 
a,( TK&c: C(X) + C(X)) > 2 -2kn,‘&;aj(A,: 12 + lZ>) 
> 2-2kn-‘iYan / k k k 
= a2p2kc;. 
Choosing fi so that CIV < fl< cry and setting mk = [an,/log nk] we get 
sup nBh(TKJ 2 sup mta,,(T,,) 
ntN keN 
> cl sup nf(log nk)-’ &;2-2k 
ksN 
2 cl sup (nick)’ nf-“‘(log nk)pB 2-2k. 
keN 
By assumption, (n;&k)‘> 22k, and since CLV <p and nk + CO (as k + XI), we 
get 
This implies 
lim n,B-““(log nk)pB = + 00. 
k-x 
sup n%zJ T,,,) = + 00, 
nerm 
a contradiction to (ii). 
(iii) 3 (i). The previous proof carries over almost word by word. We 
just have to replace the A,‘s by B,‘s obtained from Lemma 13, to choose /I 
so that tlv + 4 </I < oly + t, and to make the obvious modifications of the 
computations. 1 
Remarks. 1. We have even shown a little more than stated in the 
theorem. Namely, our proof gives the implications (i) =z. (ii) and (i) * (iii) 
with E = 0. It remains open if the inverse implications can be improved in 
this way. 
2. Theorems l-3 provide upper bounds for the respective s-numbers 
of integral operators. Also, they assert that these bounds are sharp. 
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This, however, is obtained in a quite indirect way, by means of certain 
discretizations. The question arises to which extent there are concrete 
examples of integral operators exhibiting this worst behaviour. For the 
case of Theorem 2, consider the space of continuous 2n-periodic functions 
on the real line which we identify in the usual way with C(X), where X is 
the unit circle. Let p be the normalized Lebesgue measure on X and let for 
f~ C(X), Kfe C(Xx X) be the corresponding convolution kernel. Then 
the eigenvalues of the operator T,,, are the Fourier coefficients f(n) off 
(see, e.g., [13., 6.5.51). There exist functionsf, E Ca(X) (0 < M < 1) such that 
for all positive n, 
[ 17, V.4.21, and a function f, E C’(X) such that for n 3 2, 
lfSn)l = n 3’2(log n) 2 
(by integration, from [17, V.4.91). Since s,(X) x n-‘, the above together 
with Lemmas 7 and 8 implies that Theorem 2 is sharp. Clearly, the respec- 
tive convolution operators act continuously from L2(X, ,u) to C’(X), so 
they may serve as examples that Theorem 1 is sharp, as well. In the case of 
Theorem 3, the situation is more complicated. For X= [0, I] with ,U the 
Lebesgue measure, the following is contained in [7, Theorem 21: There 
exists a kernel KE C( [0, 11’) with continuous first partial derivatives such 
that a,(T,.,) is not O(n -‘) for any y > 1. Similar to our proof of 
Theorem 3, (ii) 3 (i), this kernel is composed from a sequence of matrix 
operators, each matrix chosen “at random” (compare our Lemma 11). It 
would be interesting to have “deterministic,” constructive examples. 
3. Throughout this paper we discussed polynomial, i.e., O(neY) 
decrease. The general problem which remains open may be formulated as 
follows: Given a compact metric space X, determine the asymptotic order 
of 
sup s,,( TK,~ : C(X) --) C(X)) 
II ;l’gjy, 1 
for s = a, d, and e. 
4. CONNECTIONS WITH THE DIMENSION OF X 
In conclusion, we want to point out some relations between 
entropy-and thus our results above-and dimension. Given a normal 
topological space A’, the covering dimension dim X is defined to be the 
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smallest natural k such that each finite open covering of X has a finite open 
refinement with the property that each point of X belongs to at most k + 1 
elements of this refinement [6, 7.11. For compact metric spaces, the cover- 
ing dimension coincides with the small and the large inductive dimension 
[6, 7.3.31. While dim X depends just on the topology of X, the following 
are metric notions. For a metric space X, the Hausdorff dimension dim, X 
is defined to be the infimum of all p >O such that the following quantity 
(the Hausdorff p-measure of X) is finite: 
lim inf 
6’0 
1 (rad U,)P: (U,);= , is an open covering 
1 
of X with rad U, 6 E for all a . 
It is known [9, VII.21 that 
dim Xd dim, X. 
Kolmogorov and Tihomirov [lo] introduced the lower and upper metric 
dimension as 
and 
dm X = lim+$f log N,( a)/log( l/e) - 
dm X= lim sup log N,(E)/lOg( l/E), 
6-0 
respectively. It is readily checked that 
dim,XdbX. 
Furthermore, it is clear from the definition that 
dm X= inf{v: E,(X) = O(nP”“)}. 
(5) 
Therefore, Theorems 2 and 3 immediately give the following charac- 
terization of the upper metric dimension. 
COROLLARY 1. Let X be a compact metric space and let 0 < a 6 1. Then 
dm X = inf{ v > 0: For each K E P”( X, X) 
and each finite Bore1 measure p on X, 
dn( TK,~: C(X) -+ C(X)) = O(nPri”-1’2)} 
= inf( v > 0: For each K E Ca,‘( X, X) 
and each finite Bore1 measure p on X, 
a,(T,,,: C(X) + C(X)) = O(n-r’Y)}. 
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Similar results can be formulated in terms of positive definite kernels K. 
In view of (5), Corollary 1 yields upper estimates for the Hausdorff dimen- 
sion. 
Let X be a metric space. An equivalent metric p on X is a metric which 
generates the same topology as the original metric d. By X, we denote the 
space X, equipped with the metric p. (Note that we have C(X,) = C(X).) A 
classical result of Pontrjagin and Schnirelman states that for a compact 
metric space X, 
dim X = inf{dm X, : p is an equivalent metric on X) 
(see [14, the second part of the proof]). Combining this with Theorems 2 
and 3, we get a characterization of the covering dimension of X. 
COROLLARY 2. Let X be a compact metric space and let 0 < c( < 1. Then 
dim X = inf( v > 0: There is an equivalent metric p on X such 
that for all K E c”, ‘(X,, X,) and allfinite 
Bore1 measures p on X, 
4Kyp: C(X) -+ C(X)) = O(n-“I”- l”)} 
= inf{ v > 0: There is an equivalent metric p on X such 
that for all K E P”( X, , X,) and all finite 
Bore1 measures p on X, 
a,(T,,,: C(X) + C(X)) = O(n-‘I”)}. 
Again, similar results can be formulated with the help of positive definite 
kernels. 
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