Abstract. This is a pedagogical exposition of the large deviation approach to sum rules pioneered by Gamboa, Nagel and Rouault. We'll explain how to use their ideas to recover the Szegő and KillipSimon Theorems. The primary audience is spectral theorists and people working on orthogonal polynomials who have limited familiarity with the theory of large deviations.
Introduction and Sum Rules
This note discusses a new approach to sum rules in the spectral theory of orthogonal polynomials on the unit circle (OPUC) and real line (OPRL). We are given a probability measure, dµ, on ∂D or R of the form: dµ(θ) = w(θ) dθ 2π +dµ s (OP UC); dµ(x) = w(x)dx+dµ s (OP RL) (1.1)
where dµ s is singular w.r.t dθ or dx. The recursion relations for OPUC are given for the monic OPs, {Φ n } with Verblunsky coefficients |α n | ≤ 1, and for OPRL and the orthonormal polynomials, {p n } ∞ n=0 , by xp n (x) = a n+1 p n+1 (x) + b n+1 p n (x) + a n p n−1 (x); p −1 ≡ 0 (1.3)
with Jacobi parameters b n ∈ R, a n ≥ 0. Verblunsky's Theorem (see [36, 39] ) says that there is a bijection V : ∞ n=0 D → {µ on ∂D | µ(∂D) = 1; support of µ is infinite} that maps the Verblunsky coefficients, {α n } ∞ n=0 , to a measure with those Verblunsky coefficients. Here D will denote the open unit disc in the complex plane, C, and we say the support is infinite if it is not a finite set of points. Similarly, for each n, there is a bijection, V n , of n−2 j=0 D ×∂D to probability measures on ∂D with exactly n points in their support (i.e. α j ∈ D, j = 0, . . . , n − 2; α n−1 ∈ ∂D.) Moreover, the maps are homeomorphisms if the α's are given the topology of pointwise convergence (product topology) and the measures the topology of vague convergence (i.e. weak topology as functionals on all continuous functions).
In some sense, it is natural to consider all measures at once and the corresponding set of possible Verblunsky coefficient sequences. On this larger set, the topology is no longer a product topology (which it can't be since it is a union of products but not a product itself). A Verblunsky coefficient sequence is a sequence α = {α n } N (α)−1 n=0 with N(α) ≤ ∞. If N(α) < ∞ the sequence has N(α) elements with the last one in ∂D and the others in D. The topology is metrizable and α (j) converges to α (∞) by the following rule: If N(α (∞) ) = ∞, then we require that N(α (j) ) → ∞ and α
for each fixed k as j → ∞. If N(α (∞) ) = N 0 < ∞, we require that α (j) k → α (∞) k for k = 0, . . . , N 0 − 1. In this topology the space of Verblunsky coefficients sequences is compact and V maps this space homeomorphically onto the space of all probability measures with the weak topology. This shows also that the topology on Verblunsky coefficients is metrizable.
Similarly, Favard's Theorem (see [39] ) says that there is a bijection, J : ∞ n=1 (R, (0, ∞)) with sup(|a n | + |b n |) < ∞ → {µ on R | µ(R) = 1, suppµ is infinite and bounded} that maps the Jacobi parameters {a n , b n } ∞ n=1 to the measure whose recursion parameters in (1.3) are the given Jacobi parameters. Again, there are bijections, J n , mapping {a j } n−1 j=1 ∪ {b j } n j=1 to n-point measures. The question of continuity is a little subtle. We note here that restricted to measures with support in [−R, R] and the corresponding set of a's and b's, the map is a homeomorphism when the measures are given the weak topology and the Jacobi parameters the topology described in the last paragraph (with α N −1 ∈ D replaced by a N = 0). We'll say more about the issue of topologies in (g) of Section 5.
We'll focus here on two of the simplest and most basic sum rules. One is the Szegő-Verblunsky sum rule for OPUC, basically Szegő's Theorem in the form written down by Verblunsky [43] (who was the first to prove the Theorem when dµ s = 0):
− log(1 − |α j | 2 ) = − log(w(θ)) dθ 2π (1.4)
Critical for applications to spectral theory, all terms in the sum are positive so one can prove and interpret this in all cases even when both sides are infinite. In particular, the fact that two sides are finite simultaneously implies that
[39] uses the term 'spectral theory gem' for a result like this where there is a strict equivalence between conditions on the spectral data (i.e. the measure) and conditions on the recursion coefficients. The other is the sum rule of Killip-Simon [26] for OPRL:
G(a n ) (1.6) where
F (E) = with the condition that Q(µ) = ∞ unless {x | w(x) = 0} = [−2, 2] (up to sets of Lebesgue measure zero). Again, all terms in (1.6) are positive. Moreover
where ess supp (dµ) is the support of dµ with isolated atoms removed.
There are many proofs of Szegő's Theorem and so of (1.4) (see Chapter 2 of [36] ) but until recently, essentially one proof of the Killip-Simon sum rule -the original proof of [26] or variants (e.g. [35] or [39] ). There is a simple analog of this proof for Szegő's Theorem (see [39, Section 2.7] ).
This proof starts by showing a so-called step-by-step sum rule. One then uses positivity of the terms and semi-continuity of the entropy (an idea appearing already in Verblunsky [43] ) to get the full sum rule. The step-by-step rules come from a Jensen formula (e.g. [41, Section 9.8]) for suitable functions on the disk. The value and derivatives at zero involve recursion coefficients and the integral over ∂D the measure side. By taking derivatives at 0 of a Poisson-Jensen formula, one actually gets an infinite set of step-by-step sum rules related to work of Case [8] in the Jacobi matrix situation. The sum rule involving the nth derivative is called C n by Killip-Simon. None of the C n sum rules have positive terms but Killip-Simon discovered that C 0 + 1 2 C 2 has positive terms and that yielded (1.6). For a long time, there was no explanation for why this turned out to be positive other than good luck. Work of Nazarov et al [33] (see Denissov-Kupin [13] for OPUC) shed some light on the positivity condition but it was still unclear why certain combinations of the Taylor coefficients involved are positive. Moreover, the functions involved in the sum rules (e.g., Q, F, and G of (1.7)-(1.9) above) seem to simply 'pop out' of these combinations and their significance was generally unclear.
Recently Gamboa, Nagel and Rouault [17] (henceforth GNR; they rely on an earlier work of two of those authors [20] and have further papers [18, 19] ) changed this situation. Using the theory of large deviations, they found a new proof of the Szegő-Verblunsky and KillipSimon sum rules. One punch line of their work is that the Szegő-Verblunsky sum rule follows from a large deviation principle for the spectral measures of the Circular Unitary Ensemble (CUE) of random matrix theory and that the Killip-Simon sum rule follows from a large deviation principle for the spectral measures of the Gaussian Orthogonal Ensemble (GOE). The paper [17] is written for experts in probability theory and is somewhat opaque to spectral theorists. This expository paper is intended to give spectral theorists and people working on orthogonal polynomials access to this work of importance to them. It may also be useful to probabilists who want to understand the context of the results.
Ignoring technical issues for now, a family of measures, {dP N } N on a space, X, is said to obey a large deviation principle (LDP) if the probability that x is near x 0 goes roughly as e −N I(x 0 ) as N → ∞. I(x) is called the rate function and is necessarily non-negative. Suppose now that {dP N } is a family of probability measures on the set of probability measures on ∂D. Then the bijection V drags these measures to a set of measures, dP N , on the set of possible Verblunsky coefficients (i.e. on
Since LDP is defined in terms of "nearby" and V is a homeomorphism, the dP N obey a LDP with rate function, I M (µ), if and only if the dP N obey a LDP with rate function I V (α) where
V (α) is the measure associated to α so (1.11) is precisely an equality of a function of the recursion coefficients and a function of its associated measure, i.e. a sum rule. Moreover, since a rate function is necessarily non-negative, both sides of (1.11) are positive, so this is a way of generating positive sum rules. This approach illuminates why the various quantities in the KillipSimon sum rule, that in their proof occur by ad hoc considerations, arise naturally. The √ 4 − x 2 /2π in their quasi-Szegő condition (i.e., in Q of (1.7)) is just the Wigner semi-circle density for GOE. The function G is just the large deviations rate function for averages of exponential random variables (see (2.9) below) and the function F is just the external potential for Coulomb interaction in an external quadratic field (see (d) of Section 5).
In Section 2, we present a quick overview of the theory of large deviations. In Section 3, we'll compute the measure side of the LDP that yields the Szegő-Verblunsky sum rule and in Section 4, the coefficient side. Section 5 describes both sides of the LDP that leads to the Killip-Simon sum rule and Section 6 has some remarks on further developments. The Appendix presents an inductive proof to a formula by Killip and Nenciu ([25] and Theorem 4.2 below) regarding the probability distribution of the Verblunsky coefficients of a Haar distributed unitary matrix.
We thank Peter Yuditskii for telling two of us (JB and BS) about [17] and Fritz Gesztesy for encouraging us to write a pedagogic note.
Large Deviations
Here we'll sketch some of the key ideas in the theory of large deviations. Two books on the subject are Deuschel-Stroock [14] and Dembo-Zeitouni [12] . As both books point out, there is not so much a theory as a collection of powerful tools. While the subject has roots going back to Laplace, the modern framework goes back to Varadhan, Donsker-Varadhan and Freidlin-Wentzel in the 1960's and 1970's.
Let {P N } ∞ N =1 be a sequence of probability measures on a Polish space, X (see Simon [40, Section 4.14] or Billingsley [6] for measure theory on Polish spaces). Let I be a non-negative function on X and {a N } 
We note that the rate function is uniquely determined by these conditions because lower semicontinuity implies that I(x 0 ) = lim B inf x∈B I(x) where the limit is over the directed set of all open (or over all closed) neighborhoods of x 0 , directed by inverse inclusion. A rate function is called good if for each positive α, {x | I(x) ≤ α} is compact (note that by the lower semicontinuity, this set is always closed). The following two elementary results, whose proofs we leave to the readers, will be useful.
obeys a LDP with speed a N and rate function, I, if and only if
does.
Remark. All that is needed is that lim N →∞
Then P N obeys a LDP with speed N and good rate function G.
Remark. The assumptions are overly strong but suffice for the applications we make below.
A basic result is: Theorem 2.3 (Cramér's Theorem). Given a real random variable, ξ, let Λ(λ) = log E(e λξ ) (2.3) be its cumulant generating function and
its Legendre transform. Let P N be the probability distribution for
are independent copies of ξ. Then P N obeys a LDP with speed N and good rate function I.
Remark. By Jensen's inequality, Λ is convex and, as a sup of linear functions, so is I(x). If Λ is everywhere finite, it is C 1 , I(x) = 0 wherē x = E(ξ) and I(x) > 0 for x =x. Thus this result amplifies the law of large numbers.
Sketch. We sketch the proof in case Λ(λ) < ∞ for all λ and the image of ξ is the whole real line; see [12] for the full result. Under these conditions, a bit of calculus and convex analysis shows that I(x) is non-negative, strictly convex, with I(x) = 0 wherex = E(ξ), and further that
(The key point in (2.5) is that a solution to the equation Λ ′ (λ x ) = x exists; it is mostly here that we use the assumptions that the image of ξ is R and that Dom(Λ) = R.)
To see the large deviations upper bound, we note first that the strict convexity of I(·) implies that the latter is strictly monotone increasing (resp. decreasing) on [x, ∞) (resp. (−∞,x])). It is therefore enough to prove the upper bound on intervals of the form (−∞, x] (with x <x) or [x, ∞) (with x >x). Considering the latter, we have, with λ ≥ 0,
where the independence of the X i 's was used in the last equality. Choosing λ = λ x completes the proof of the large deviations upper bound. To see the lower bound, it is enough to show that
To see the latter, introduce the probability distribution ν by setting dν/dP 1 (y) = e λxy−Λ(λx) . Then,
Since E ν (X 1 ) = x, the law of large numbers implies that for any δ > 0, the last integral in (2.7) converges to 1 as n → ∞. Taking the limits n → ∞ first and then δ → 0 completes the proof of the lower bound.
Example 2.4. Relevant to our considerations later is the average of exponential random variables. So let {X j } ∞ j=1 be independent, identically distributed random variables (iidrv) with density χ [0,∞) (x)e −x dx. The cumulant generating function is
is the (good) rate function. It is no coincidence as we'll see that the function of (1.9) is G(a) = ϕ(a 2 ). We summarize the combination of this calculation and Cramér's Theorem in the theorem below. The gamma distribution with parameters α, β (α, β > 0) is the measure given by
For exponential iidrv, n −1 n j=1 X j has distribution G n,n , so this example allows one to also read off a LDP for suitable gamma distributions.
Theorem 2.5. Let ℓ N be integers with
X j with X j iid exponential random variables obeys a LDP with speed N and rate function
Remark. This goes beyond the direct use of Cramér in two ways. Next, we discuss a result known as the contraction principle which allows one to pull a LDP over under continuous maps. For our basic situation, the maps are homeomorphisms so it is trivial that LDP's carry over but in two places below we'll need the following: 
Then the family of measures on Y defined by
obeys a LDP with speed a N and good rate function I (f ) .
Proof. A simple argument shows that I (f ) is a good rate function (see [12, Section 4 
so the LDP bounds for P N carry over to such bounds for P
The last topic that we want to consider in this section is the theory of projective limits of LDP's or at least a very special case -projective limits are indexed by directed sets; we'll only consider the case where the directed set is Z + . We have Polish spaces {X j } ∞ j=1 and X and continuous maps π j : X → X j and π j+1,j : X j+1 → X j all onto so that π j+1,j π j+1 = π j . We require that if π j (x) = π j (y) for x, y ∈ X and all j, then x = y. (In the abstract discussion, one just needs to be given X j and π j+1,j and can form X as the subset of ∞ j=1 X j of those x = (x j ) with π j+1,j (x j+1 ) = x j . One puts the product topology on X. In the cases of interest, X will be explicitly given but it agrees with this abstract construction.) For a measure P on X, define π * j (P), a measure on X j by π *
Here is a basic theorem due to Dawson-Gärtner [10] (see [12] for a proof):
be a family of measures on X. Suppose that for each j, {π * j (P N )} ∞ N =1 obeys a LDP with speed a N and good rate function, I j on X j . Let 
which shows that I j (π j (x)) is monotone in j so the sup in (2.16) is a limit.
which is a Polish space and π j (x) k = x k for k = 1, . . . , j. Theorem 2.7 says that to prove a LDP for X, we need only prove it for the finite dimensional R j .
Example 2.9 (M +,1 (∂D)). Let P be a measure on M +,1 (∂D), the probability measures on the unit circle. Given µ ∈ M +,1 (∂D) and j = 1, 2, . . . , let π j (µ) be the point in R 2 j with coordinates µ(I (j)
j where
Realizing R 2 j as a set of measures, we can think of
and so µ. Clearly as j → ∞, π j (µ) converges weakly to µ.
In this case
Thus, to get a LDP for M +,1 (∂D), we need only prove 2 j -dimensional LDPs.
Szegő's Theorem: Measure Side
We begin our presentation of the proof of Szegő's theorem using large deviations for CUE. CUE(n) is just another name for Haar measure on the unitary n × n matrices. Let {e j } n j=1 be the standard basis for C n . It is easy to see that for a.e. U, e 1 is a cyclic vector for U so that U and e 1 define a spectral measure
on ∂D, with precisely n pure points (aka atoms) λ j = e iθ j , j = 1, . . . , n. Letting {ϕ j } n j=1 be the orthonormal basis of eigenvectors of U, so that Uϕ j = λ j ϕ j , we have w j = | ϕ j , e 1 | 2 . Of course, since e 1 = 1,
Thus Haar measure induces a measure P n on n-point probability measures (which we can think of as a measure on all measures that happens to be supported on the n-point measures) which we also call CUE(n).
ForŨ an arbitrary unitary,ŨUŨ −1 has the same eigenvalues as U and ϕ j (Ũ UŨ −1 ), e 1 = Ũ ϕ j (U), e 1 . Since U →Ũ UŨ −1 leaves Haar measure invariant, we see that the distribution of the unit vector ( ϕ 1 (U), e 1 , ϕ 2 (U), e 1 , . . . , ϕ n (U), e 1 ) ∈ C n is invariant under unitary transformations, which implies it is the Euclidean measure restricted to the sphere. By using the fact that that
dθd(|z| 2 ) (which shows it is essential we work in C), it is not hard to show that the squares of the components of a complex n-vector uniformly distributed on the sphere are uniformly distributed on the simplex (3.2). Thus we get that the {w j } n j=1 are independent of the eigenvalues and have P n -distribution
The distribution of the eigenvalues is given by the Weyl integration formula which says that the distribution of the eigenvalues under Haar measure is 
With this in hand, we turn to the proof of the measure theory LD result:
Theorem 3.1. P n as a family of measures on the set of probability measure on ∂D obeys a LDP with speed n and good rate function
where w is given by (1.1)
Remarks. 1. If µ, ν are two probability measures, then
is called the relative entropy. Its negative is called the Kullback-Leibler (KL) divergence by statisticians. Both sign conventions are used for "the relative entropy". We follow much of the spectral theory literature which follows Killip-Simon [26] . Most of the probability literature uses the opposite sign! (3.7) is −S( dθ 2π | µ). That I is lower semicontinuous goes back to Verblunsky [43] . That the reverse Kullback-Leibler divergence is relevant to large deviations appears in Lynch-Sethuraman [32] and Ganesh-O'Connell [21] .
2. It is remarkable (though not unusual) that for each n, P n is supported on a set where the rate function (i.e. the Kullback-Leibler) divergence is infinite. This is since the approximating measures are discrete while the limiting one is absolutely continuous.
As a preliminary, one needs to look at what spectral theorists call the density of states, OP workers the density of zeroes and probabilists the empirical measure, namely
where λ j are the atoms of µ in (3.1). P n induces a distribution P (E) n on point measures of the form (3.9), essentially given by (3.4)/(3.5).
One has the following result of Ben Arous and Guionnet [4] (see also [3, Section 2.6]; these results discuss GUE, not CUE -the analog for CUE uses the same ideas and is even simpler):
obeys a LDP with speed n 2 and good rate function
Remark. In (3.10), z and w lie in the unit circle and |z − w| is a two dimensional distance. This is a 2D Coulomb energy. There is a close connection between this result and Johansson's proof [24] of the Strong Szegő Theorem.
We will not give a formal proof of Theorem 3.2 but instead indicate the basic intuition. For distinct λ i s,
If µ (E) is an n-point measure near µ and the λ have reasonable local spacing, the sum in (3.12) should be near the integral in (3.10) . This completes our description of the intuition behind the proof of Theorem 3.2.
The weights and eigenvalues are independent. We'll consider a fixed triangular array of eigenvalues {λ (n)
weakly. We distribute weights uniformly on the simplex and look at
This gives a distribution, P
n , on measures and we'll prove these measures obey a LDP with speed n and rate function I given by (3.7). A full analysis depends on proving for each ǫ > 0, j and k = 1, . . . , 2 j , the probability that
k given by (2.18)) goes to zero faster than exponentially in n. This is where Theorem 3.2 is used.
The proof will be to use projective limits with the maps of Example 2.9. We'll get a LDP for the projections using Example 2.4 and control the sup of the projected rate functions by a general continuity result. It is this last fact that will show singular parts of the measure only change the rate by their impact on the total weight of the a.c. part.
For each j = 1, . . . and k = 1, . . . , 2 j , let I (j) k be given by (2.18) and π j (µ) the measure in (2.19). Given {w ℓ } n ℓ=1 , letμ j n (w ℓ ) be the measure on ∂D with constant a.c. weight on each I (j)
Thus in terms of the objects given in (3.14) and (3.15), we have that
n be the measure on R 2 j using (3.15) but where now the w ℓ are replaced by iid exponential random variables, W ℓ . Thus, P (j) n is the probability measure for the R 2 j -valued random variable given by
Fix j and take n → ∞. By Theorem 2.5 and (3.13), P
n obeys a LDP with speed n and rate function at the point β ≡ {β ℓ }
Recall that given two probability measures µ and ν on the same space, their KL divergence, H(µ|ν), is given by the negative of (3.8). Write β ℓ = βs ℓ with β = 2 j q=1 β q so that s lies in a 2 j -simplex. Write µ s for the probability measure giving uniform weight s k to I (j) k and let ν be normalized Lebesgue measure on the circle (i.e. µ s for the s with equal components, 2 −j ). Then (3.16) can be rewritten:
Note this is the sum of a function of β only and a function of the s's only. This is a consequence of the fact that for independent exponential random variables,
. It makes the use of the contraction principle (which, in general, is already simple), extremely simple.
For fixed λ's, let P
. This is just the contraction of
n under the map G( β) ≡ β/β from R 2 j to the 2 j -simplex. By the contraction principle (Theorem 2.7) and
(as it must as the rate function, (2.12), when α = 1), we see that for each fixed j, P (j) n obeys a LDP with speed n and rate function H(ν|µ s ). Given the projection theorem (Theorem 2.7), the following completes the proof of Theorem 3.1: Proposition 3.3. Let µ be an arbitrary probability measure on ∂D and ν = dθ 2π
. Let π j (µ) be given by (2.19). Then
Remarks. 1. π j (ν) = ν for this ν. We write it this way because with a slight change in the proof, it holds for any ν (and µ). This extended version is needed for the Killip-Simon theorem and other cases where the limiting empirical measure is not unweighted Lebesgue measure. 2. By slightly expanding the argument, one sees that H(π j (ν)|π j (µ)) is monotone increasing in j.
3. It is worth repeating that this holds independently of the singular part of µ and is responsible for the fact that rate is the same for two µ's with identical a.c. parts independently of their singular parts.
Proof. By convexity of y → − log y and Jensen's inequality, for any positive function h and probability measure dη(y), we have that
Thus if dµ has the form (1.1) and W
, we have that
On the other hand, π j (µ) ≡ µ (j) is an absolutely continuous measure with weight
which by (3.19) implies that
so, in particular,
For the other direction, π j (µ) → µ weakly by an easy argument (the uniform closure of functions constant on the I (j) k for some j includes all continuous functions). By the lower semicontinuity of H jointly in the two variables (see [36, Theorem 2.3 .4] which proves that −H is jointly weakly upper semicontinuous)
Szegő's Theorem: Coefficient Side
In this section, our goal is to use the bijection V from Verblunsky coefficients to measures on ∂D to move the CUE measures P n from the measure side to measures P n on Verblunsky coefficients. We'll prove: Theorem 4.1. P n obeys a LDP with speed n and good rate functioñ
Remarks. 1. Since V is a homeomorphism, Theorem 3.1 implies that P n obeys a LDP. The point is that (4.1) expresses the rate on the α-side. In fact, we'll independently prove that P n obeys a LDP. In further applications, it is useful that we only have to prove a LDP on one side. 2. Of course, this result and (3.7) imply the Szegő-Verblunsky sum rule (1.4).
One part of the proof is an explicit formula for P n found by KillipNenciu [25] . For a proof, see Killip-Nenciu [25] , or the Appendix below.
Theorem 4.2. P n is supported on the n-point α's, i.e. α 0 , . . . , α n−2 ∈ D, α n−1 ∈ ∂D and given by
The density is thus 
The leading factor is polynomial in N, so unimportant for a N = N LDPs. Using Theorems 2.1 and 2.2, we see that π * j (P # N ) obeys a LDP at speed N and rate function The measures we are really interested in aren't on the product space X but on the space, Y , which is the union of D ∞ with finite sequences in D N −2 × ∂D with the topology described in Section 1. There is a natural map f : X → Y , that given α ∈ X maps to α if all α j ∈ D and drops the α k , k > j is α j if the first α ℓ ∈ ∂D. Then f is continuous and (P # N ) (f ) = P N , so Theorem 2.6 completes the proof of Theorem 4.1.
The Killip-Simon Theorem
The large deviation proof of the Killip-Simon Theorem is similar to the one in Sections 3 and 4 with some changes and additions which we briefly describe. (a) One uses GUE instead of CUE (GNR use GOE which differs from GUE by some factors of 2). Thus the measure on random n × n self-adjoint matrices has {Re M (n) ij } 1≤i≤j≤n and {Im M (n) ij } 1≤i<j≤n Gaussian iid with mean zero and E([M
so the empirical measure converges to the equilibrium measure in a quadratic external field, i.e. the minimizer for − log |x − y| dµ(x) dµ(y) + 2 x 2 dµ(x). It is well-known [3, Exercise 2.6.4] that the minimizer is the semicircle law , there is a contribution due to the location, λ 0 , of the eigenvalue (the impact of the weight is the same whether the point is in the bulk or outside it). By looking at the log of the part of (5.1) depending on λ 0 , one sees that the decrease in the eigenvalue density involves λ 0 interacting with n eigenvalues. The decrease is approximately exp(−nF (λ 0 )) where F is the potential in the quadratic external field in the equilibrium measure (this idea is due to Ben Arous et al. [5] j=1 are gamma distributed, essentially behaving like sums of exponential random variables and so we get the G(a j ) terms. Thus G occurs in the sum rule as the rate function for suitable gamma distributions. (g) There is an issue involving the equality of the two sides of the sum rule that we want to discuss, addressed in a related way in Gamboa-Rouault [20] . The natural setting for the LDP for measures is the space, X ′ , of all probability measures on R, and for Jacobi parameters the Polish space
∞ with finite sequences added to it. The issue is that the inverse Jacobi map isn't defined for all measures but only those with all moments finite and, in general, this inverse map is many-to-one in certain cases where the measure has unbounded support. Let X k be the set of measures supported in [−k − 2, k + 2] for k = 1, 2, . . . and Y k its image under the inverse Jacobi maps. Let
The rate functions are infinite on the complements of these sets. The Jacobi map is a well defined bijection of Y to X but in the relative topologies is not continuous nor is its inverse continuous! However, it is a homeomorphism restricted to each Y k . Moreover since the probabilities under P N (resp. P N )) of X k (resp. Y k ) go to one exponentially fast in n (with rate going to infinity with k), it is not hard to prove LDP's for the restrictions of these measures to X k and Y k renormalized (by dividing by the probabilities of X k and Y k ) with the same rate functions. Thus the fact that J is a homeomorphism of Y k to X k lets us conclude equalities of the two rate functions and so the sum rule.
Further Developments
Finally, we want to make a few comments about the strategy of the last three sections applied to other sum rules. We are aware of four papers on this approach. Gamboa, Nagel and Rouault have two preprints [18, 19] besides other results in their original paper [17] . And the authors of the current paper are preparing a work [7] using these methods in a wider context.
In [36, Section 2.8], Simon found a sum rule involving
on the measure side and made a conjecture concerning
where
where Z is a normalization factor to make dη into a probability measure. There developed a huge literature on these so called higher order sum rules for OPUC and OPRL including [13, 22, 28, 29, 30, 31, 33] . The key to understanding such sum rules (for OPUC) in the context of large deviations is to replace Haar measure, dP N , by
where V is a function on ∂D and {λ j } N j=1 are the eigenvalues. It is well known (see [3, Section 2.6] ) that when V is nice enough, we will get dη as the equilibrium measure if
In a forthcoming paper [7] , the current authors study this when dη is given by (6.2). In the cases we study, V (e iθ ) is a finite linear combination of cos(mθ). In terms of U, if e iθ j are the eigenvalues, n j=1 cos(mθ j ) = Re(Tr(U m )) which one can write in terms of Verblunsky coefficients using the CMV representation of U. We obtain a large deviations proof of the (1 − cos(θ)) sum rule of Simon and the gems of Simon-Zlatoš [42] . In addition, we prove a partial special case of a conjecture of Lukic [30] that replaces a wrong conjecture of Simon [36, Section 2.8], providing evidence for Lukic's conjecture. GNR have a paper [19] that discusses in some detail the case V (θ) = cos(θ) where the random matrix model has been studied by Gross-Witten [23] whose names GNR apply to the model. They note that formally the large deviations argument leads to a sum rule but for technical reasons, they aren't able to provide a proof. By using some results from the theory of OPUC, we do prove sum rules in this and the other cases.
In their original paper [17] , GNR introduce two new results they call magic sum rules by using large deviations on two matrix models. These models have free parameters and lead to families of sum rules. In these models the continuous spectrum is an interval [α, β]. There are three classes of sum rules where the KL divergence has H(ν|µ) with
with (σ, τ ), one of (1, 1), (−1, −1) or (−1, 1) (or (1, −1)). All these new sum rules lead to what one of us calls flawed gems because they have apriori conditions on the Jacobi parameters. This is because the sum rules only hold under these conditions (the restriction comes from the fact that the Jacobi parameters have to be expressible in terms of other more basic parameters of the underlying model and only certain Jacobi parameters can be expressed that way). The There has been considerable literature on proving analogs of the Killip-Simon theorem where [−2, 2] is replaced by a finite gap set e = e 1 ∪ · · · ∪ e n were the e j are disjoint intervals. In [9] , Damanik et al prove a Killip-Simon rule in the case that each e j has harmonic measure (i.e. measure in the equilibrium measure for e) 1/n. They first prove a Killip-Simon sum rule for [−2, 2] but with matrix valued measures and then use something they call the magic formula to get a gem for these special sets. In [18] , GNR use large deviations to get a new proof of the Killip-Simon sum rule on [−2, 2] with matrix valued measures and then plug that into the DKS magic formula machine to get a partially new proof of the DKS result for 1/n harmonic measure sets. It would be very interesting to obtain this result directly with large deviations without using the magic formula.
Recently Yuditskii [44] proved an analog of the Killip-Simon Theorem for any finite gap set, e. It would be very interesting to find a large deviations proof of his result.
There has been very little work on Killip-Simon type theorems for finite gap sets in OPUC. In [19] , GNR obtain a sum rule and gem for e = {e iθ | α ≤ θ ≤ 2π − α} for 0 < α < π. For real α, the Verblunsky side has the expected |α j −a| 2 form but for general α, it has the form |γ j − a| 2 where γ j is a non-local function of the α's. In particular, it is not clear if the finiteness of their Verblunsky side only depends on the behavior near j = ∞. At least for the real case, it would be interesting to get the sum rule via the Poisson-Jensen methods used in the original Killip-Simon proof [35] . It would also be interesting to understand the γ j 's in a more conventional setting.
Finally, we note that Killip-Simon [27] have proven a sum rule and gem for half-line Schrödinger operators when V ∈ L 2 ((0, ∞); dx). It would be very interesting to find a large deviation proof of this result.
In particular, what is the analog of random matrix models for the study of Schrödinger operators.
Appendix A.
We want to describe a proof of Theorem 4.2 that, because it is inductive, may be attractive to the reader. We note that if one uses the GGT proof of the critical lemma below and uses explicit iteration instead of induction, our proof translates into a variant of the original proof of [25] . We begin by writing U(n), the group of n × n unitary matrices, as a product of U(n − 1) and C n 1 , the set of unit vectors in C. Since topologically U(n) is not the product of U(n − 1) and S 2n−1 , the unit sphere in R 2n , this association cannot be continuous, but it will be measurable. Critically, Haar measure on U(n) will be a product measure of Haar measure on U(n − 1) and the rotation invariant measure on C n 1 . This idea goes back at least to Diaconis-Shahshahani [15] who discussed the relation of Haar measure on G to the natural product measure on H × G/H in general and illustrated this for the orthogonal group, O(n), using the Householder algorithm. The discussion below is just the U(n)-analog of their discussion of O(n). To be specific, let G be a compact group and H a closed subgroup of G. Let π : G → G/H be the canonical projection. Normalized Haar measure, µ G , induces a natural probability measure, µ G/H , on G/H via
and this measure is clearly invariant under the action of G on G/H. Let σ : G/H → G be a choice of representative from each coset, i.e. π(σ(x)) = x. Then Σ : G/H × H → G, defined by Σ(x, h) = σ(x)h, is a bijection. If one can choose σ to be continuous, then G will be homeomorphic to G/H × H under Σ and often such a homeomorphism doesn't exist, e.g. if G = U(n) and H = U(n−1), so we should avoid the assumption that σ is continuous. It is probably true that in general one can make a measurable choice. Since we'll find an explicit such choice below for the case of interest we shall simply suppose that σ is measurable.
Proposition A.1 (Diaconis-Shahshahani [15] ). Suppose σ is measurable. Then under the bijection Σ of G/H × H and G, the measure µ G/H ⊗ µ H goes to µ G .
Proof. Let U ∈ G, x ∈ G/H. Then π(Uσ(x)) = Ux so for some W U,x ∈ H, we have that
so UΣ(x, W ) = Σ(Ux, W U,x W ) which, given the invariance of µ G/H under the action of G and of µ H under left multiplication by elements of H, implies the image of the product measure is invariant under multiplication by U (by integrating first over W and then x).
Returning to U(n), fix a unit vector e 1 ∈ C n 1 (it may be helpful to think of e 1 as the first vector, δ 1 = (1, 0, . . . , 0), of the canonical basis of C n ). The map U → Ue 1 is a surjection of U(n) to C ⊥ . Thus the set of W ′ s is isomorphic to U(n − 1) and, if e 1 = δ 1 , is canonically equal to it. This shows that the quotient group U(n)/U(n − 1) of left cosets of U(n − 1) is exactly C n 1 . To realize U(n) as a product of U(n − 1) and C n 1 , we must pick, for each f ∈ C n 1 , an element σ(f ) ∈ U(n) so that σ(f )e 1 = f , i.e. σ(f ) is in the coset associated to f . By the above noted fact about topological products, we cannot make this choice continuous in f , but one can make it measurable, indeed continuous on C n 1 \ {C · e 1 }, as follows. Suppose f is not colinear with e 1 . Then e 1 , f span a two dimensional subspace H f . We can pick another vector e 2 ∈ H f orthonormal to e 1 specifying it uniquely by demanding that
We also define β ≡ f, e 1 (A. 4) so that β ∈ D and f =βe 1 + κe 2 (A.5)
Since f is a unit vector
There is an obvious unitary map on H f that takes e 1 to f , namely reflection, Θ(β), in the line along e 1 + f , which is clearly
To find its matrix form in the e 1 , e 2 basis, we note by (A.5), that its first column must be β κ since it takes e 1 to f . Its second column is then determined by orthonormality and the desire to have determinant -1 (i.e. a reflection). Thus
We define the Householder reflection, σ(f ), on C n to be Θ(β)
(where 1 k is the size k identity matrix). σ(f ) is given by (A.7), now as an operator on C n . This formula makes it clear that f → σ(f ) is continuous on C n \ {C · e 1 } and discontinuous at the points of C · e 1 . We define σ at λe 1 to be λ1. We thus have: The final assertion follows from Proposition A.1.
To link this to OPUC, assume that e 1 is cyclic for U and let dµ be the spectral measure associated to (U, e 1 ). By the spectral theorem, there is a unitary transformation V : C n → L 2 (∂D, dµ) such that V e 1 = 1 (the constant function) and (V UV −1 h)z = zh(z), so that (V Ue 1 )(z) = z. In terms of the orthogonal polynomials w.r.t. µ, this means that V e 1 = Φ 0 = 
Then e 1 is cyclic for U if and only if e 2 is cyclic for U ′ . If they are cyclic, the Verblunsky coefficients, {α j } n−1 j=0 for (U, e 1 ) and {β j } n−2 j=0 for (U ′ , e 2 ) are related by
Remark. The proof will rely on matrix realizations of multiplication by z on L 2 (∂D, dµ), the subject of [36, Chapter 4] . There are three such representations there. First the GGT matrix, G, which uses the orthonormal basis of C n (assuming µ is an n-point measure) obtained by applying Gram-Schmidt to 1, z, z 2 , . . . (i.e. the orthonormal polynomials). Second the CMV matrix, C, in the basis obtained by using Gram-Schmidt on 1, z, z −1 , z 2 , z −2 , . . . , and finally the alternate CMV matrix, C, obtained using the basis obtained by applying GramSchmidt to 1, z −1 , z, z −2 , z 2 , . . . . Below we'll give a proof exploiting C and C and afterwards indicate a proof using G. Another consequence of (A.21) is the proof of (A.12). For given U, U ′ , e 1 , e 2 as in the hypothesis, e 1 and e 2 are the first two elements in the CMV basis for (U, e 1 ). Extend e 1 , e 2 to the full CMV basis for (U, e 1 ) (call its elements {e 1 , e 2 , e 3 , . . . , e n }). In this basis, U = C(α 0 , α 1 , . . . , α n−1 ), so (A.11) and (A.21) imply that U ′ = 1 1 ⊕ C(α 0 , α 1 , . . . , α n−1 ). By the remark at the end of the previous paragraph and (A.21), {e 2 , e 3 , . . . , e n } is the alternate CMV basis for C and so, since C determines its α's, we conclude (A.12).
Remark. For GGT matrices, what Simon [38] calls the AGR factorization after Ammar, Gragg and Reichel [2] , implies that This can replace (A.21) in an alternate proof of the Lemma and this alternate proof is related to the argument in [25] . Moreover, Simon [38] has a version of the critical Lemma A.3 proven using the AGR factorization.
This also provides new insights into the difference between the GGT and CMV representations. For n even, define L j , j = 0, 2, . . . , n as for L with Θ 0 , . . . , Θ j−2 , Θ j+2 , . . . , Θ n−2 replaced by zero (only Θ j remains in the direct sum) and similarly for M j , j = −1, 1, . . . , n − 1 (where Θ −1 , Θ n−1 are 1 × 1 matrices. Thus we have that
Then the L's and M's are all Householder reflections and
. . M n−1 (A.24) with similar formulae if n is odd.
Proof of Theorem 4.2. Fix a vector e 1 ∈ C n 1 . For U picked according to Haar measure, e 1 is cyclic with probability one. Applying Proposition A.2, P n (α 0 , . . . , α n−1 ) is a product measure where α 0 = (e 1 , Ue 1 ) is distributed according to the distribution of z 1 if z is uniformly distributed on C n 1 which is exactly dκ n−2 (since n−1 π
(1 − |v 1 | 2 ) n−2 is the size of the "slice" {(v 2 , . . . , v n ) ∈ C n | |(v 2 , . . . , v n )| 2 = (1 − |v 1 |) 2 )}). The other factor is what Haar measure for U(n − 1) induces on the Verblunsky coefficients, β 0 , . . . , β n−2 , for σ(f ) −1 U. By Lemma A.3, the β's are given by (A.12), so the result follows by induction.
