Connections of the conjugate gradient (CG) method with other methods in computational mathematics are surveyed, including the connections with the conjugate direction method, the subspace optimization method and the quai-Newton method BFGS in numrical optimization, and the Lanczos method in numerical linear algebra. Two sequences of polynomials related to residual vectors and conjugate vectors are reviewed, where the residual polynomials are similar to orthogonal polynomials in the approximation theory and the roots of the polynomials reveal certain information of the coefficient matrix. The convergence rates of the steepest descent and CG are reconsidered in a viewpoint different from textbooks. The connection of infinite dimensional CG with finite dimensional preconditioned CG is also reviewed via numerical solution of an elliptic equation.
1. Introduction. The conjugate gradient method, proposed by Hestenes and Stiefel [1] , is an effective method for solving linear system
where A is symmetric positive definite. In the original paper [1] , it is shown that the iterates in CG possess neat properties and that CG has connections with certain mathematical objects, such as orthogonal polynomials and continued fractions. From then on, many aspects of CG were explored with a large number of literatures, including the convergence rate [8, 9, 10] , preconditioners [11, 12] , the related polynoials [7] and CG in Hilbert space [14] and so on. Also, there are many works on exploring connections between CG and other algorithms, such as the quasi-Newton method BFGS [2, 3] and Lanczos method [4] . Such connections are interesting to the authors and become the main motivation of this paper. The purpose of this paper is to provide a further reading material for CG in textbooks. In order to be a friendly further reading material for textbooks, the exposition of the paper is made as detailed and easy to understand as possible. Usually claims are derived starting from elementary calculations. Only basic calculas, basic numerical linear algebra and basic Hilbert space theory are required as preliminary. Proposition 2. 1 . At x k , if J(x) is marching along the direction d k , then optimal step size α k and the quantity of descent is
1)
where r k = b − Ax k is the residual at x k .
2.1.1. Connection with conjugate direction method. The CG method can be considered as a special case of conjugate direction method, just as mentioned in the original paper [1] . The first conjugate direction is taken as the steepest descent direction r 0 , i.e., p 0 = r 0 . Then
2)
At x 1 , instead of marching along the steepest descent direction r 1 , a direction p 1 conjugate to p 0 is constructed, based on the information at hand. That is
Then The resulting directions r 0 , r 1 , . . . , r k are orthoganal to each other, and p 0 , p 1 , . . . , p k are conjugate to each other. By the orthogonal conditions and the conjugate conditions, there are alternative formulas for α k and β k , (2.12)
Therefore an explicit expression of A −1 is resulted
(2.13) 2.1.2. Connection with subspace optimization. The CG method can be considered as a two-dimensional subspace minimization method for the objective function J(x), see for example [6] . At the beginning of subspace minimization, there is only one direction r 0 availabe. Therefore we proceed as (2.2)-(2.3) to obtain r 1 . Now consider minimizing J(x) in the two-dimensional affine subspace π 2 = x 1 + span{r 1 , r 0 }. In order to solve the subproblem, let x = x 1 + ξr 1 + ηr 0 and consider the function h(ξ, η) = J(x 1 + ξr 1 + ηr 0 ), where (ξ, η) ∈ R 2 . Forcing ∂h ∂ξ = 0 and ∂h ∂η = 0, gives
where the orthoganality r T 1 r 0 = 0 is used. From (2.14)-(2.15), there holds
(2.17)
It is easy to see thatp 1 = p 1 , the p 1 in the CG method.
Thusp T 1 Ar 0 = 0 as in the CG method. A little calculation shows that
where α 1 is the step size in the CG method. The minimizer of the subproblem is
From the above formula, it can be seen thatx 2 = x 2 and that x 2 is the minimizer of J(x) both in the two-dimensional affine subspace π 2 and in the direction p 1 . The next residual vector arises
which satisfies orthogonal conditions r T 2 r 1 = 0 and r T 2 p 1 = 0. Now there are two options for the new two-dimensional affine subspace for J(x) to be minimized, i.e., π 2 = x 1 + span{r 2 , r 1 } and π 2 = x 1 + span{r 2 , p 1 }. Which subspace should be chosen? In order to answer this question, consider a more general subproblem, i.e., at x k , to minimize J(x) in a two dimensional subspace span{u, v}, with orthogonal condition u T v = 0, min ξ,η J(x k + ξu + ηv).
(2.19)
By similar arguments as the case π 2 = x 1 + span{r 1 , r 0 }, the following proposition can be derived. Proposition 2.2. The minimizerx k+1 = x k +ξu +ηv of J(x k +ξu +ηv) is also the minimizer of J(x) at x k along the directionp
Applying Propositon 2.2 at x 2 , if π 2 = x 2 + span{r 2 , r 1 } is chosen, i.e., u = r 2 , v = r 1 , thenr 3 is orthogonal to r 2 and r 1 but not necessarily orthogonal to r 0 , andp 2 is conjugate to r 1 rather to p 1 . Hence, the works that we have done seems to be messed up.
If π 2 = x 2 + span{r 2 , p 1 } is chosen, i.e., u = r 2 , v = p 1 , thenr 3 is orthogonal to r 2 and p 1 , andp 2 is conjugate to p 1 . It can be verified that suchp 2 is also conjugate to p 0 and thereforẽ r 3 is orthogonal to r 0 . In fact, with u = r 2 , v = p 1
where p 2 , x 3 and r 3 are iterates of the CG method. Thereforep 2 is conjugate to p 0 andr 3 is orthogonal to r 0 . These resulting properties seem satifying, because they gurantee that we are making progress. Repeating this process, at x k , the subspace π 2 = x k + span{r k , p k−1 } is taken, which results inp
which are the same iterates as p k , x k+1 , r k+1 in the CG method (2.7)-(2.9).
Connection with BFGS.
BFGS is a special quasi-Newton method for minimizing a function h(x). Denote g k = ∇h(x k ), s k = x k+1 − x k , and y k = g k − g k+1 . Given the initial data x 0 , H 0 , the BFGS method reads
(2.28)
29)
When applied to the quadratic function J(x), with the same initial guess x 0 as the CG method, and with H 0 = I, BFGS will produce the same iterates as CG, maybe firstly discovered by Nazareth [2] . Noting that the residual r = b − Ax = −∇J(x), BFGS holdŝ
32)
Thusx 1 is identical to x 1 generated by the CG method, andp 0 identical to p 0 . In passing, r 1 is the same, with orthogonal condition r T 1 r 0 = 0. Note that s 0 = x 1 − x 0 = α 0p0 , y 0 = g 0 − g 1 = r 1 − r 0 = α 0 Ap 0 and s T 0 r 1 = 0. The next marching directionp 1 is computed aŝ
The above formula shows thatp 1 is identical to p 1 of the CG method. Therefore all the orthogonal conditions and conjugate conditions pass up to r 2 andp 1 . Furthermore,
Suppose that up to x k , the iterates and directions of BFGS and the CG method are the same, with s T k−1 r k = 0 and H k−1 r k = H k−2 r k = · · · = H 0 r k = r k . The next BFGS directionp k is computed aŝ
36)
where p k is the conjugate vector in the CG method. Thereforex k+1 = x k+1 will hold. Furthermore, similar to (2.35) it can be derived that H k r k+1 = H k−1 r k+1 = · · · = H 0 r k+1 = r k+1 . Hence the induction method applies. For more information on the connection of CG and quasi-Newton methods, see [3] .
From the viewpoint of linear algebra.
Recall the Lanczos process: given x 0 , com-
It is easy to see that v i and v j are orthogonal, if i j.
Then
Consider the projected equations
Solve T k z k = r 0 e 1 by the Cholesky method. Suppose the Cholesky decomposition of T k is
Note that although the columns of V k is accumulated with each increase in k, i.e., V k = [V k−1 , v k ], the components of such z k changes fully with each increase in k. The reason is that T k is not a lower triangular matrix. To overcome this difficulty, rearrange the factors in the expression ofx k ,x 
where δ i is the i-th element of the diagonal of D k . Proof. The claim for L k and D k is obvious since T k is accumulated with each increase in k. Now consider the claim forW k .
By the above relation,W k is accumulated with each increase in k. The argument for w k is similar. By Proposition 2.3,
Up to now, with the orthogonal conditions of v i , the conjugate conditions of p i and the iterates (2.47), it can be seen that the Lanczos + Cholesky method is quite similar to the CG method. The connection can be found in [5, 4] , and will be explored in detail in the following.
Suppose that the two methods start with the same initial guess
where α 0 is the first step size in the CG method. There holds
where p 0 and x 1 are the iterates in the CG method. In passing,r 1 = r 1 . Rewrite r 1 in terms of v 0 ,
Since τ 1 > 0 and v 1 is a unit vector, it must be that
where β 0 is the one in the CG method. Let the indices of the matrices L k and D k be labeled starting from 0. By the relation
and thus
Sincep 0 andp 1 are conjugate, by (2.48) and (2.53)
where p 1 and x 2 are the iterates in the CG method. Hence by the above equality,
where α 1 is the second step size in the CG method. By the relation
and thus by (2.59)ᾱ
From (2.58) and (2.61), there holdsᾱ 1p1 = α 1 p 1 , (2.62)
where x 2 are the iterates in the CG method. By induction, the connection can be established,
If the process terminates at k = n, then V n is an orthogonal matrix and therefore
On the other hand, since
is nothing but the square of the 2-norm of the relative residual.
3. Residual polynomials and conjugate polynomials. In the CG iteration process, there are two sequences of vectors {r k } and {p k }, i.e., those of residual vectors and conjugate vectors, with both r k and p k lying in the Krylov subspace K = span{r 0 , Ar 0 , . . . , A k−1 r 0 }. As is noted in the original paper [1] , checking the CG process, {r k } and {p k } are related to two sequences of polynomials {R k (λ)} and {P k (λ)} such that
In this sense, {R k (λ)} and {P k (λ)} will be called residual polynomials and conjugate polynomials respectively in this paper. Note that the degrees of R k (λ) and P k (λ) are both k. Although {r k } and {p k } are intertwined as
4)
They can be decoupled to obtain their own three-term reccurences as,
and have their own three-term reccurences as,
The properties of the polynomials {R k (λ)} and {P k (λ)} reveals certain information of the matrix A.
3.1. The roots of residual polynomials and conjugate polynomials. Recall the Lanczos process. Two sequences of polynomials {R k (λ)} and {P k (λ)} can also be defined such that
Due to the correspondences of v k , r k andp k , p k in (2.64) and (2.65),R k (λ) is a multiple of R k (λ), andP k (λ) a multiple of P k (λ). Therefore the roots of R k (λ) are the same as those of R k (λ), and the roots of P k (λ) the same as those ofP k (λ). The roots ofR k (λ) and those ofP k (λ) are closely related to the the relation
Note that v k =R k (A)v 0 , the above formula is rewritten further as
It turns out that the sequence of polynomialsR k (λ) satisfies the same reccurence relation,
. . .
which can be considered as derived from (3.12) by replacing A by λ and ignoring v 0 . In fact, by (2.39), there holds
Since v k =R k (A)v 0 , the above formula is converted to
Thus the polynomialsR k (λ) satisfy the reccurence
Putting them in matrix-vector format, (3.13) is resulted. From (3.13), it is easily seen that the rootsλ i ofR k (λ) is nothing but the eigenvalues of T k , that is,
The corresponding eigenvectors are formed by the function values ofR j atλ i , j = 0, . . . , k −1. Therefore,R k (λ) or R k (λ) is the characteristic polynomial of T k . If there is no roundoff error and the CG iteration process is terminated at step n, T n is an n × n matrix similar to A and R n (λ) is the characteristic polynomial of A. In this case, {R k (λ)} or {R k (λ)} are the Sturm sequence of T n . Furthermore, if v m or r m vanishes for some m < n,R m (λ) or R m (λ) has common factor with the characteristic polynomial of A. To see this, let ϕ i , i = 1, . . . , n, be the normalized eigenvectors of the symmetric positive definite matrix A and λ i the corresponding eigenvalues. Suppose that r 0 = ξ i 1 ϕ i 1 + · · · + ξ i l ϕ i l 0, with ξ i 1 0, . . . , ξ i l 0. Then
(3.17) Therefore R m (λ i 1 ) = 0, . . . , R m (λ i l ) = 0. If the corresponding eigenvalues λ i 1 , . . . , λ i l are distinct, then m = l. Because if m < l, then the polynomial R m (λ) of degree m < l will have more than m different roots, a contradiction. If m > l, then the dimension of span{r 0 , . . . , r m−1 } will not equal to the dimension of the Krylov subspace span{r 0 , . . . , A m−1 r 0 }, again a contradiction.
In this case of m = l, R m (λ) is a factor of the characteristic polynomial of A.
As for the roots of the conjugate polynomialsP k (λ), consider again the reccurence relation AV k = V k T k + τ k v k e T k in Lanczos process. Due to the relationW k = V k L −T k between p i and v i and the fact that
T k is similar to T k . By the relation v k = l k,k−1pk−1 +p k and the fact thatp k−1 / √ δ k−1 is the last column ofW k , (3.18) is rewritten as
whereT
and α k , β k are quantities in CG iteration. Proceed as the arguments for the roots ofR k (λ), it can be seen that the roots of the conjugate polynomial P k (λ) orP k (λ), are the eigenvalues of T k which is a modification ofT k , withT k similar to T k . For the roots of such sequences of polynomials of more general conjugate gradient method, see [7] .
3.2. Duality between residual polynomials and n-dimensional geometry. Recall that in the CG iteration process, the residual vectors are orthogonal with respect to the Euclidean inner product (·, ·), that is, (r i , r j ) = 0, i j. Since the residual polynomial R i (λ) is associated with r i , a natural question is that whether the polynomials R i (λ) are orthogonal in some sense? The answer is yes, provided in the original paper [1] .
In order to explain the idea, as above let ϕ i , i = 1, . . . , n be the normalized eigenvectors of the symmetric positive definite matrix A and λ i the corresponding eigenvalues. Suppose that x 0 is the initial iterate such that r 0 = ξ 1 ϕ 1 + . . . + ξ n ϕ n with all ξ i 0. In this setting, let us relate the inner product of r i , r j with the polynomials R i (λ), R j (λ) as follows,
The point is that whether (3.20) can be viewed as an inner product of the polynomials R i (λ), R j (λ). Define a step function m(λ) as follows, 
That is the polynomials R i (λ), R j (λ) are orthogonal with respect to this Riemann-Stieltjes integral. Note that r 0 , r 1 , . . . , r n−1 are orthogonal vectors of R n and thus are a basis. Also note that R 0 (λ), R 1 (λ), . . . , R n−1 (λ) are a basis of the polynomial space P n−1 . If the correspondence λ k ↔ A k r 0 is specified, then the n-dimensional space R n is isomorphic to the polynomial space P n−1 . In the original paper [1] , Hestenes and Stiefel called the polynomials R i (λ) orthogonal polynomials based on such orthogonality. As for the conjugate vectors and conjugate polynomials, there are similar relations,
Since the conjugate vectors p i satisfy (Ap i , p j ) = 0, the corresponding conjugate polynomials P i (λ) are orthogonal with respect to the weight function λ.
Convergence rate.
Since CG is closely related to the steepest descent method, the convergence rates of the two methods will be reviewed and compared. Note that given a vector b and a symmetric positive definite matrix A, the iterative sequence {x k } of the two methods are completely dertimined by the initial guess x 0 . As for two successive iterates, for the steepest descent, x k+1 is determined totally by x k ; for CG, x k+1 is determined by x k and the conjugate direction p k . Usually there are two kinds of measurements for convergence rate of an iterative method. One is the ratio of every two successive error norms,
which is usually adopted for the steepest descent, while the another is the total effect of the ratio in k steps,
which is usually used for CG. Let us call the former two-term ratio and the latter k-term ratio. Note that
Thus the A-norm of error satisfies
is marching along the direction d k , by (2.1) and the fact that x k −x * 2 A = r T k A −1 r k , the A-norms of successive errors satisfy
(4.5)
4.1. Convergence rate of steepest descent. In this case, d k = r k . Define
6)
A reasonable definition of the convergence factor for the steepest descent is
Note that by (4.4),
Therefore, in essence, the convergence factor of the steepest descent is a max-min problem
As is seen in (4.5), the inner optimization problem min has a solution and
(4.10) (4.9) is reduced to
Setting v = r k r k 2 , problem (4.11) is related to the following constrained optimization problem,
Since A is symmetric positive definite, using the spectral information of A, problem (4.12) is equivalent to
(4.13) Proof. It is easy to verify that
Thus
Moving terms to both sides gives
which is nothing but (4.15).
Proposition 4.2. Let 0 < λ 1 ≤ λ 2 ≤ . . . ≤ λ n be the eigenvalues of the symmetric positive definite matrix A. Then the maximum value of problem (4.14) is
Proof. Rewrite the product as
where t = (t 1 , . . . , t n ) T , and
Therefore (4.14) is reduced further to the following quadratic programming
where e = (1, . . . , 1) T . If n = 2, f (t 1 , t 2 ) = 1 + c 12 t 1 t 2 = 1 + c 12 t 1 (1 − t 1 ) and the maximum is attained when t 1 = t 2 = 1 2 . Consider the case n ≥ 3 in the sequel. Assume that 0 < λ 1 < λ 2 < . . . < λ n . Since λ i λ j , c i j > 0. Let (t 1 , . . . ,t n ) be a maximum point. It is to be shown thatt i = 0, i = 2, . . . , n − 1. By contradition, suppose that t 2 > 0. Construct a marching direction
20)
where η 1 = c 2n c 1n > 0 and η n = c 12 c 1n > 0. Sincet 2 > 0, t =t + αd will be a feasible point if α > 0 is sufficiently small. For this direction, there holds Cd > 0 component-wise. In fact,
By Lemma 4.1,
Therefore, for the first component
Similarly for the last component
For the i-th component, i = 3, . . . , n − 1, by Lemma 4.1 again,
>0.
Thus Cd > 0 component-wise. As a result, t T Cd ≥t 2 (c 12 η 1 + c 2n η n ) > 0. (4.21)
Along this direction d, if α > 0 is sufficiently small, t =t + αd is feasible and
which is a contradition to the assumption thatt is a maximum point. By similar arguments, it can be proved thatt i = 0, i = 3, . . . , n − 1. Therefore f (t) = 1 + c 1nt1tn . Analogue to the case n = 2, the maximum is reached whent 1 =t n = 1 2 , and the maximum is just
Converted to the original problem (4.12),t 1 =t n = 1 2 corresponds to
If there are repeated eigenvalues, suppose the distinct eigenvalues are listed asλ 1 < . . . < λ k . The t i 's can be separated into groups corresponding to distinct eigenvalues. For example, ifλ 1 = λ 1 = λ 2 <λ 2 = λ 3 = λ 4 < . . .. Then t 1 , t 2 can be combined together as a new variablẽ t 1 = t 1 + t 2 and t 3 , t 4 combined ast 2 = t 3 + t 4 . And the above argument applies.
By Proposition 4.2, the convergence factor of the steepest descent is
which is the same as the convergence factor derived by Chebyshev polynomial in textbook. In fact, in textbook, the following factorQ sd is taken as the convergence factor,
Note that for a function of two arguments S (α, x) ,
ThereforeQ sd is an upper bound of Q sd , i.e., Q sd ≤Q sd . It turns out that the minimum valuē Q sd is also λ n −λ 1 λ n +λ 1 , that is Q sd =Q sd . 4.2. Convergence rate of CG. For CG, the marching direction is the conjugate direction, i.e. d k = p k , and the successive error A-norms satisfy
(4.28)
Note that for CG, x k+1 is not determined by x k only. Rather, it is determined by both x k and p k , and the convergence factor depends on r k and p k . Therefore define
The convergence factor of two-term ratio for CG is defined as
By (4.28), the following quantity should be maximized,
(4.31)
By the properties of the iterates of CG, r T k p k = r T k r k , and (p k − r k ) T Ap k = 0. Therefore
Replacing r T k p k by r T k r k , gives
Note that the maximum value of Q cg (r k , p k ) may not exist, but (p k − r k ) T A(p k − r k ) may be arbitrarily small. So
In this sense the convergence factor Q cg of two-term ratio for CG is the same as Q sd for the steepest descent. At first glance, this convergence factor Q cg may seem too large for CG, because in textbook, the convergence estimate is
However, note that the quantity
should be considered as the average convergence factor of the k-term ratio, and indivisual two-term ratio may exceed this average convergence factor, as the numerical experiment shows, see Table 4 .1. Here the matrix A is randomly chosen. 'ratio-2' represents x k − x * A / x k−1 − x * A and 'ratio-k' represents k √ x k − x * A / x 0 − x * A . For more theories on the convergence rate of CG, see [8, 9, 10] . 
A natural question is that whether the CG method can be applied to the self-adjoint operator equation directly, before its discretization. The answer is yes, see [13, 14] . But the function spaces and operators involved should be chosen thoughtfully. Problem (5.1) is taken to demonstrate the idea of construction of the CG method in function space, and to illustrate the relationship between the finite dimensial CG and the infinite dimensional CG.
The above elliptic problem can be rewritten as an operator equation in certain sense
A u = f. (5.2) Recall that in the CG algorithm, operations such as Ax and A 2 x will be implicitly involved.
If the CG is generalized to the operator equation (5.6), analogously A u and A 2 u should be well defined. Therefore the domain space and the range space of A should be the same. If A is chosen as −∆ + c, and the domain space of A chosen as C 2 0 (Ω), A u is well defined but A 2 u may not be well defined. Furthermore, A u may not lie in C 2 0 (Ω). If the domain space of A is chosen as L 2 (Ω), A is not defined in the whole domain space.
In PDE community, problem (5.1) usually is understood in weak sense, that is, find u ∈ H 1 0 (Ω), such that
In this sense, problem (5.1) can be firstly considered as
where X = H 1 0 (Ω), with inner product
In order to generalize the CG method, the image of the operator L should be pulled back to the domain space X. Rietz isomorphism can do this job. Then, problem (5.1) is rewritten as the following operator equation
where R is the Rietz isomorphism R :
On the other point of view, the solution u of problem (5.3) can be considered as the minimizer of the following quadratic functional
and L u − f = 0 corresponds to J ′ (u) = 0, similar to that Ax − b = 0 corresponds to J ′ (u) = 0 in Section 2. Here J ′ (u) ∈ X * is the Fréchlet derivative of J (u). Consider the steepest descend direction of J at u. Note the steepest descend direction of a function or functional is the minus gradient of that function or functional. It is important to distinguish the two notions of Fréchlet derivative and gradient of a functional. For this example, the Fréchlet derivative of J at u is J ′ (u) ∈ X * and the gradient is ∇J (u) ∈ X. They are related by ∇J (u) = RJ ′ (u). In finite dimensional Euclidian space R n , ∇J(u) = (J ′ (u)) T , that is if R n is considered as a column vector space, the Fréchlet derivative of J at u is identified as a row vector, the gradient of J is a column vector and the Riesz isomorphism is the operation of transpose. After clarifying the setting and the notions, the CG method for L u − f = 0 in function space can be derived. Suppose that u 0 is an initial guess. The residual r 0 = f − L u 0 = −J ′ (u) ∈ X * . The first search direction is taken as the steepest descend direction p 0 = −∇J ′ (u 0 ) = Rr 0 ∈ X. Note that L u, p X * ,X = L p, u X * ,X . Minimizing J (u 0 + αp 0 ) with respect to α gives
In passing,
Note that r 1 ∈ X * . With r 1 and p 0 at hand, a direction p 1 conjugate to p 0 is constructed as
Repeating these steps, the CG method in function space is resulted
Another natural question arises. If (5.4) is discretized with discretized algebraic equations AU = F, and the finite dimensional CG is applied to AU = F, then is there any connection between the infinite dimensional CG iterates for (5.4) and the finite dimensional CG iterates for AU = F?
To be specific, consider the finite element discretization for (5.3): 15) or by short hand notation, 
17)
where f h is the projection of f in X * h . Therefore (5.15) can be rewritten as
18)
Here X h is a finite element subspace of X spaned by piece-wise linear basis functions ϕ 1 , . . . , ϕ n , with inner product inherited from X,
In the following, ·, · = ·, · X * h ,X h will denote the dual pair and (·, ·) X h will denote the inner product.
It is worthwhile to note that usually it is not (5.17) that is solved by CG, rather, it is the representation of (5.17) that is solved by CG. Such representation can be derived by choosing v h = ϕ j in (5.15), and is denoted as AU = F. Here U = (η 1 , . . . , η n ) T is the coefficients of the finite element basis functions ϕ i , the elements a i j of the matrix A and elments F i of F are a i j = Ω ∇ϕ j ∇ϕ i dx + c Ω ϕ j ϕ i dx, (5.20)
In the finite element method, usually A is formulated as A = K + cM, where K is the stiff matrix and M is the mass matrix. In this example, the matrix A is symmetric positive definite. Define Q 1 : R n → X h and Q 2 : X * h → R n as,
Note that Q 2 = Q * 1 is the Hilbert conjugate of Q 1 , i.e., r h , Q 1 U = Q * 1 r h , U R n = Q 2 r h , U R n , ∀U ∈ R n , r h ∈ X * h . (5.23)
In the language of mapping, with the base ϕ 1 , . . . , ϕ n , the representation of L h is A = Q 2 L h Q 1 = Q * 1 L h Q 1 , with Q 1 U = u h and Q 2 f h = F. That is the following diagram commutes. With the above preparation, We are ready to compare the CG iterates for both AU = F and L h u h = f h . In the following, the CG iterates for AU = F will be denoted as U k , r k , p k , α k , β k , the CG iterates for L h u h = f h will be denoted as u k h , r k h , p k h , α k , β k , and the representation of u k h , r k h , p k h as U k , r k , p k . The comparisons are sumerized in Table 5 .1. Taking a closer look at formulas for p k , α k , β k , we find that the representive CG iterates for L h u h = f h is a preconditioned conjugate gradient method (PCG) for AU = F with the preconditioner R, which is the discretized Riesz isomorphism. The CG for the discretized operator equation L h u h = f h can be viewed as an inexact CG in function space applied to the operator equation L u = f , just as the relationship between the finite dimensional Newton method and the infinite dimensional Newton method for nonlinear differential equations, see [15] . In this sense, any PCG for AU = F can be considered as an inexact infinite dimensional CG for the operator equation L u = f .
