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Abstract 
An adaptive inverse controller is proposed for the flight control of a generic hypersonic vehicle. Other than 
conventional adaptive inverse control which adopt NARX algorithm, the proposed controller only use the input data 
and the change of the states to identify the inverse of plant. The improvement can reduce the input and output of the 
adaptive inverse filter, and improve the real-time performance. To accelerate the convergence of the adaptive inverse 
filter, original EMRAN algorithm is improved. By allocate and combine the error variance matrices, the number of 
hidden neurons be updated in each training cycle can be determined according to the calculation capacity of the 
platform, and both the convergence speed and accuracy can be increased without losing of real-time performance. 
Simulation result under a typical flight condition is presented to demonstrate the improvement. 
© 2011 Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of [CEIS 2011] 
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1. Introduction
Hypersonic vehicles generally have aerodynamic characteristics that change rapidly with the flight
conditions due to the high speed beyond the Mach number of 5. Moreover, there are strong interactions 
between the aerodynamics, elastic airframe and propulsion system. Those make the dynamics of 
hypersonic vehicles highly nonlinear, coupled and partly unpredictable and make the system modeling 
and flight control extreme challenging[1-2]. Traditional linear control method such as gain schedule 
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become extremely hard to adopted for hypersonic vehicles[3].
As a key technology of developing hypersonic vehicles, nonlinear, adaptive and robust controller 
design was investigated quite intensively in recent years[1-5]. For example, Conventional and adaptive 
sliding mode and dynamic inversion approaches have been proposed in the literature. Shtessel 
investigated the application of sliding mode control in the ascent and reentry modes of X-33[4]. With a 
two-loop structure, the sliding mode controller provides robust, decoupled tracking of the reference 
profiles in normal and engine failure conditions. But the baseline controller has drawbacks of high control 
gains and chattering which increases the load of actuators. Doman employed control allocation included 
dynamic inversion approach for X-33[5], and online identification is adopted since both the baseline 
dynamic inversion controller and the control allocation strategy need accurate model of the plant. While 
Qian Wang synthesized robust flight control systems with nonlinear dynamic inversion structure to avoid 
the requirement of the accuracy plant model[6]. However, adaptive inverse[7] algorithm neither requires the 
plane model as accurate as dynamic inversion needs, nor requires additional observers like sliding mode 
method. Like dynamic inversion, adaptive inverse control is also based on the concept of forming an 
inverse system of the plant, but it doesn’t require a precise initial plant model in preflight controller 
design. Instead, the controller is trained online to approximate the accurate inversion of plant. In ref [8], 
architecture of an adaptive inverse controller is proposed. Other than conventional adaptive inverse filter 
of controller, the proposed one organizes input and output directly at each control period instead of 
Nonlinear AutoRegressive eXogenous input (NARX) algorithm adopted by conventional filters. It can 
decrease the input and output node of adaptive inverse filter markedly when to control a Multiple-Input 
Multiple-Output (MIMO) plant. And a Radial Basis Function (RBF) network which is updated by 
Extended Minimal Resource Allocation Network (EMRAN) algorithm was adopted as the adaptive 
inverse filter of the controller. But in the EMRAN algorithm, only one hidden neuron is updated in each 
training cycle which results in the low utilization rate of training data and slow convergence speed, and 
degrades the adaptive performance. In this paper, the original EMRAN algorithm is improved. By allocate 
and combine the error variance matrices of each hidden neuron, several hidden neurons can be updated in 
each training cycle. The improvement accelerates the training process and increases the training precision 
of RBF network. And the adaptive inverse controller which applies the improved algorithm can achieve 
higher control performance than that utilize original EMRAN algorithm. 
2. Improvement of EMRAN Algorithm 
In the adaptive inverse control algorithm, as a nonlinear adaptive nonlinear filter, a neural network 
should be capable of trained online rapidly with real-time data one by one. In this paper, we adopt RBF 
network as adaptive inverse filter since its global generalization ability and simple structure that avoids 
lengthy calculations[9]. Concern a RBF network with inputs 1 xnxn ( )x x x L and y outputs yn .
The hidden layer consists of N computing units 1 which connected to the output by weight 
vectors . Corresponding to the true output y , the output of the network can be formulated as 
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where 0a is the bias term, is a Gaussian function which is the response of the hidden neuron to 
the input .
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EMRAN is a rapid and accurate online training algorithm for RBF networks[10]. It is improved from 
MRAN algorithm which needs large computation and limits the real-time implementation. Other than 
adjusting each neuron in every loop in the MRAN algorithm, in the EMRAN algorithm, the hidden 
neuron which is closest to the current input data is adjusted with the Extended Kalman Filter (EKF) 
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algorithm. With no hidden neuron at the beginning, 5 steps should be executed to update a RBF network. 
Step 1. Check whether the current training data have new information for the network by three criteria 
2
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where irμ is the center of the hidden unit which is closest to the current training input ix , 1E , 2 and 3 are
thresholds to decide when to add a new hidden unit,  and are the training input and output 
respectively.
E E
ix iy
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Step 2. When all the criteria in Step 1 are satisfied, a new hidden unit is recruited, and corresponding 
parameters are associated as follows: 
1 1 1; ;N i N i N i irμ σ κ μ+ + += = = −a e x x                                                                                                (3) 
after this step, go to step5 to prune the network. 
Step 3. If not all the criteria in step 1 are satisfied, the corresponding parameters will be adjusted in 
step 4 and 5. First calculate the gradient matrix 
*
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where*  means that the parameters in the matrix are from the ‘winner neuron’ closest to the current input. 
Step 4. With the gradient matrix calculated in the step 4, the corresponding parameters can be updated 
by EKF. The Kalman gain matrix, error covariance matrix and corresponding parameters are updated by 
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where , i is the variance of the measurement noise, and is a scalar that determines 
the allowed random step in the direction of the gradient matrix. Then go to step 5 to prune the network. 
*[ , , ]Ti a μ σ=w R q
Step 5: consider the output of the hidden neuron thn
2 2exp( / ), 1 , 1nj nj n n yn N j nσ= − − = =O A x μ L L                                                                         (8) 
where matrix O denotes the outputs of the hidden layer and denotes the weight matrixA 1[ ]Na aL . And 
then the normalized output of each neuron 
1 2 3/ max{ , }nj nj j j jr = O O O OL                                                                                                        (9) 
is observed for w consecutive inputs. If the normalized output falls below a threshold for the
consecutive inputs, the corresponding neuron is pruned. 
N δ wN
In the EMRAN algorithm, only one hidden neuron is updated in every training cycle. It means that 
only one hidden neuron get new information from each training data, so the usage of training data are not 
sufficient, it slows down the convergence of the network especially when the network size is big. Besides, 
low calculation load might waste the calculation capability of platform. In this paper, the EMRAN 
algorithm is improved by updating more than one hidden neuron every loop. And how many hidden 
neurons are updated in every loop is determined by the calculation capability of the platform. In the 
improved algorithm, step 1, 2 and 5 is the same as the original algorithm. Step 3 is described as follows: 
Step 3: assume that hidden neurons are determined to be updated every loop, when a new training 
data are arrival, first calculates the distances between the input and each hidden neuron by  
N ′
1[ , , , , ], 1k N kμ μ μ= − − − =d x x xL L NL
N= L
.                                                                            (10) 
And then sort the distances to select the nearest hidden neurons from the input. So the parameter 
vector turned into 
N ′
*
1 1 1[ , , , , , , ] , 1
T T T T T
k k k kμ σ μ σ ′=w a aL                                                                                     (11) 
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And the gradient matrix can be formulated as: 
*
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Step 4: To assemble the current error covariance matrix flexible, an error covariance matrix is 
allocated to each hidden neuron. If one hidden neuron is selected to be updated, its error covariance 
matrix is also selected to assemble the error covariance matrix to update the network. With N hidden 
neurons selected in step 3, the error covariance matrix can be obtained as follows: 
′
*
1 1 2( , , , )i diag ′− =P P P L                                                                                                                       (13) 
The update functions are as same as original EMRAN algorithm, and finally, the error covariance 
matrix of selected hidden neurons should be modified according to the updated error covariance matrix. 
Relative to the original EMRAN algorithm, the improved algorithm can increase the usage of training 
data and accelerate the convergence. Fig.1 shows the different in accuracy and convergence during the 
training between two algorithms. From the evolution of the error of the network, we can obviously obtain 
that the improved algorithm can speed the convergence and increase the accuracy. 
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Fig.1 Network error difference between EMRAN algorithm and improved EMRAN 
3. Adaptive Inverse Controller Design and Simulation 
In Ref [8], an adaptive inverse controller for hypersonic vehicles based on EMRAN algorithm was 
proposed and validated with a generic hypersonic vehicle. In this paper, the basic architecture of the 
adaptive inverse controller (as shown in Fig.2) and the generic hypersonic vehicle is as same as in Ref [8].  
Fig.2 Block diagram of the adaptive inverse control system 
We use a simulation under a typical flight condition demonstrate the performance improvement of the 
adaptive inverse controller based on the improved EMRAN algorithm. The initial value is 0 40000 ,H m=
0 0 0 0 0 0 03600 / , 0, 0.09, 0, 3600 /V m s u m sψ ϕ θ α β= = = = = = = , the command input is 45000 ,cH m=
6000 / , 0c c cu m s ψ ϕ= = = . The command response is shown in Fig.3. For the airspeed, the controller 
with EMRAN algorithm can not achieve an accuracy performance as improved algorithm, and for the 
heading which changes rapidly, the dynamic characteristics are differential that the improved algorithm 
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achieves more smooth response. The simulation results indicate that under the control of adaptive inverse 
controller with improved EMRAN algorithm, the response of the generic hypersonic vehicle is more 
stable and smooth. 
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Fig.3 Command response of generic hypersonic vehicle under the control of controller with improved EMRAN and EMRAN 
4. Conclusion 
Based on the previous concept and work on an adaptive inverse controller for a generic hypersonic 
vehicle, EMRAN algorithm is improved and applies to the adaptive inverse filter of the controller. The 
improvement increases the usage of training data and accuracy of the RBF network, and accelerates the 
convergence. Simulation results indicated that the controller with the improved algorithm achieved more 
steadily and smooth performance relative to the controller with the original EMRAN algorithm. 
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