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Abstract
If f is a C-valued function with domain Sm, the symmetric group on {1, 2, . . . , m},
then the matrix function [f ](·), or df (·), is defined by [f ](A) =
∑
σ f (σ )
∏m
t=1 at,σ (t) for
all m × m complex matrices A = [aij ]. We consider the cone Kcm whose elements are the
Hermitian class functions f : Sm → C such that [f ](A)  0 for each A ∈Hm, whereHm
denotes the set of all m × m positive semi-definite Hermitian matrices. The extreme rays of
Kcm are fundamental to an understanding of the linear inequalities that result by restricting
the various [f ](·) to the sets Hm. In particular, the resolution of the permanent dominance
conjecture for immanants and certain related conjectures such as the conjectures of Lieb and
Soules will likely involve identification and analysis of these rays.
Barrett, Hall, and Loewy gave a complete list of the extreme rays of Kcm when m  4,
and have shown that Kc5 is not polyhedral. Given positive integers n and p such that n  p
and n + p = m, we let Kcn,p denote the subcone of Kcm consisting of all f ∈ Kcm such
that f is expressible as a linear combination of the irreducible characters of Sm associated
with partitions of the form (2i , 1m−2i ) where 0  i  n. We show that Kcn,p is an extreme
polyhedral subcone, or face, of Kcm , and give explicit formulas for each of its n + 1 extreme
rays. Thus, Kcm has non-trivial polyhedral faces for all m.
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1. Introduction and notation
Let Sn denote the symmetric group on In, where In = {1, 2, . . . , n}, and letMn
denote the set of all n × n complex matrices. If f : Sn → C, and f (σ−1) = f (σ )
for all σ ∈ Sn, then f is said to be Hermitian, and the matrix function [f ](·) defined
by
[f ](A) =
∑
σ∈Sn
f (σ )
n∏
t=1
at,σ (t) for all A = [aij ] ∈Mn (1.1)
is said to be a generalized (or Hermitian) matrix function. Generalized matrix func-
tions arise naturally from the subgroups of Sn; for if G is such a group and  is
a complex character of G, then  is Hermitian, so [](·) is a generalized matrix
function. Familiar generalized matrix functions are det(·), the determinant function,
and per(·), the permanent function; the former arises via  → [](·) provided that
G = Sn and  is , the signum function, while the latter arises if  is 1, the function
that is constantly 1 on Sn. We are concerned with the inequalities that arise by
restricting the functions [f ](·) to Hn, the set of all n × n positive semi-definite
Hermitian matrices. Familiar results of this sort are the inequalities of Lieb [8],
Fischer [3], and Schur [21]. Schur showed that if G is subgroup of Sn with identity
e, and  is a character of G, then [](A)  (e) det(A) for all A ∈Hn. Analogous
to Schur’s inequality is the Lieb permanent conjecture [8] which asserts that if G is
a subgroup of Sn, and  is a character of G, then [](A)  (e) per(A) for all A in
Hn.
Lieb’s conjecture is known to be true in certain cases [15,18,19], but most cases
are still unresolved. Recent efforts directed at Lieb’s conjecture, and conjectures
related to it, such as the Soule’s conjecture [16], have involved a search [1,2,11] for
extreme rays in appropriately defined cones. Because [·](·) is linear in its first place
the inequalities of Lieb, Fischer, and Schur, as well as the permanent dominance
conjecture, can each be rearranged so as to state that [f ](A)  0 for all A ∈Hm
and all f in some appropriate set of Hermitian functions. It is therefore natural to
consider the cone Km whose elements are the Hermitian functions f : Sm → C
such that [f ](·) is non-negative onHm, and the subcone, Kcm , of Km that contains
the class functions. The extreme rays of these cones are clearly important. The cones
Km were considered in [11,12] and many extreme rays were presented. In this paper
we focus upon Kcm .
Barrett et al. [1] showed that Kcm is polyhedral when m is 2, 3, or 4 and gave a
complete list of extreme rays in each case. In [2] these same authors demonstrated
that Kc5 is not polyhedral. The larger cones Km have been analyzed by Pate [11], who
showed that Km is not polyhedral if m  3. Instead of focusing upon Kcm when m is
small, we obtain extreme rays for Kcm for all values of m. Moreover, we show that
Kcm always has an extreme polyhedral face of dimension n + 1 where n = [m/2].
Our main results are Theorems 3 and 4. Four of the 7 extreme rays of Kc4 presented
in [1] are specializations of our more general results. Our rays are derived from
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special functions which, because of [4], have come to be known as ψ-functions. We
do not know a useful condition for determining whether or not a given ψ-function is
extreme. Nevertheless, as we demonstrate, some of them are, and some are not. This
provides additional evidence that the methods of Heyfron and the others before and
after Heyfron, such as Lieb [8], Neuberger [10], James and Liebeck [6], and Pate
[13–15,18] were, in a sense, the best possible.
If  is a non-empty finite subset of N, the set of all positive integers, then a
function from ×  to C is considered to be a matrix indexed by the elements
of  listed in the order inherited from N. By M() we mean the set of all such
matrices, and by H() we mean the set of all A ∈M() such that A is Her-
mitian and positive semi-definite. Thus, if In = {1, 2, . . . , n}, then Mn =M(In)
andHn =H(In). By S() we mean the symmetric group on , and by CS() we
mean the set of all functions from S() to C endowed with the natural addition and
scalar multiplication. Elements ofCS() are represented using formal sum notation;
thus, if f ∈ CS(), then f = ∑τ f (τ )τ , and if σ ∈ S(), then σf = ∑τ f (τ )στ ,
and f σ = ∑τ f (τ )τσ where both summations are over S(). By multiplying the
representations for elements f and g we obtain
fg =
∑
σ
∑
τ
f (σ )g(τ)στ =
∑
µ
(∑
τ
f (µτ−1)g(τ )
)
µ, (1.2)
which implies that (fg)(σ ) = ∑τ f (στ−1)g(τ ). By including this product with the
vector space operations on CS() we transform CS() into an algebra called a
group algebra. The group algebra corresponding to the case  = In is CS(In) which
we abbreviate to CSn. We define an inner product 〈·, ·〉 on CS() according to
〈f, g〉 = ∑τ f (τ )g(τ ), and an involution f → f ∗ such that f ∗(σ ) = f (σ−1) for
all σ ∈ S(). If f ∗ = f , then f is said to be Hermitian, and CS∗() denotes the set
of all Hermitian elements in CS(). The set of all class functions f : S() → C is
denoted by CSc(), or by CSn in case  = In. Observe that 〈fg, h〉 = 〈g, f ∗h〉 =
〈f, hg∗〉 for all f, g, h ∈ CS().
If f ∈ CS(), then [f ](·) is defined in accordance with (1.1), the difference being
that A ∈M() and summation is over S(); thus, [f ](A) = ∑τ∈S() f (τ )∏t∈
at,τ (t) for all A = [aij ] in M(). If f ∈ CS∗(), then [f ](·) is said to be a gener-
alized (or Hermitian) matrix function. By K() we mean the set of all f ∈ CS∗()
such that [f ](A)  0 for all A ∈H(), and by Kc() we mean the set of all
f ∈ K() such that σ−1f σ = f for all σ ∈ S(). As in the special case  = In,
both K() and Kc() are cones. The multiplicative identity element in CS() is
the function that is 1 at e, the identity element in S(), and zero elsewhere. We
shall call this function e. Observe that if f, g ∈ CS∗(), then 〈f, g〉 = 〈fg∗, e〉 =
〈g∗, f ∗〉 = 〈g, f 〉 = 〈f, g〉; so 〈f, g〉 is real. This implies that if f ∈ CS∗() and
A = [aij ] is in H(), then [f ](A) is real; for [f ](A) is the inner product of f
with the Hermitian element πA defined by πA(σ) = ∏t∈ aσ(t),t . If f and g are in
CS∗(), then we write f  g provided that [f ](A)  [g](A) for all A ∈H();
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thus K() = {f ∈ CS∗() : f  0}. That  is actually a partial order on CS∗()
follows from Lemma 1 which is a slight extension of a result originally obtained by
Wu [22].
Lemma 1. If f ∈ CS(), then [f ](A) = 0 for all A ∈H(), if and only if f (σ ) =
0 for all σ ∈ S().
2. Extreme rays for Kcm
If C is a cone and λ ∈ C, then λ is extreme in C, or is an extreme element of
C, if the set of non-negative multiples of λ comprises an extreme ray in C. We
obtain candidate extreme elements in Kc() from the extreme elements of K()
via projection. We therefore begin with a description of the K()-extreme elements
obtained previously in [12]. Let U = {u1, u2, . . . , un}, V = {v1, v2, . . . , vp}, and
assume that P = {U,V } is a non-trivial partition of , where  is a finite subset of
N. By SP we mean the set of all σ ∈ S() such that σ(U) = U and σ(V ) = V ,
and by κ we mean min{n, p}. Let γ0 = e and for each i such that 1  i  κ let
γi denote the product of the transpositions (u1, v1), (u2, v2), . . . , (ui, vi). If 0 
i  κ , then Ei (P), denotes the double coset SPγiSP. Lemma 6 of [12] says that
E0(P),E1(P), . . . ,Eκ(P) is a complete non-repetitive list of the double cosets of
SP in S(), and that if θi is any product of i disjoint transpositions each of which
interchanges an element of U with an element of V , then Ei (P) = SPγiSP =
SPθiSP; thus, the sets E0(P),E1(P), . . . ,Eκ(P) depend upon U and V , but do
not depend upon the involutions γi . In accordance with [12] we set
P = (−1)κ
∑
τ∈Eκ
(τ )τ, (2.1)
where Eκ abbreviates Eκ(P). The range ofP is contained in {−1, 0, 1}; moreover,
ifP is trivial, thenP is , the signum function on S(), and [](·) is det(·). The
following is Theorem 1 of [12].
Theorem 1. If P = {U,V } is a partition of , then P is extreme in K().
Analogous to the functionsP are the functions P defined by P = ∑σ∈Eκ σ .
Unfortunately, not all P are extreme in K(); for example, if P is trivial, then
P is the constant 1-function and [P](·) is per(·) which is not extreme if || > 1.
Nevertheless, according to Theorem 2 of [12] we have
Theorem 2. If P = {U,V } is a partition of , and ∣∣|U | − |V |∣∣  1, then P is
extreme in K().
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We require alternate expressions for P and P. If  ⊂ , then we let  =∑
τ∈S() (τ )τ and we let 1 =
∑
τ∈S() τ ; thus, (τ ) = (τ ) and 1(τ ) = 1 when
τ ∈ S(), and both (τ ) and 1(τ ) are 0 otherwise. IfP = {U,V } is a partition of
, then P denotes UV , and 1P denotes 1U1V . If n and p are positive integers and
0  t  min{n, p}, then t denotes (t !)2(n − t)!(p − t)!. The following is Lemma 7
of [12].
Lemma 2. Suppose P = {U,V } is a non-trivial set partition of , n = |U |, p =
|V |, and κ = min{n, p}. If θ is a product of κ disjoint transpositions each of which
interchanges an element of U with an element of V, then P = (κ)−1PθP and
P = (κ)−11Pθ1P.
Letting m denote ||, we define the map  : CS() → CSc() such that
(f ) = (1/m!)
∑
σ∈S()
σ−1f σ for all f ∈ CS().
According to [18, p. 311] we have 2 =  and 〈(f ), g〉 = 〈f,(g)〉 for all
f, g ∈ CS(); so  is the orthogonal projection on CS() with range CSc().
By m we mean  when  = Im. We have
Lemma 3. If  is a non-empty subset of N, then  maps K() onto Kc().
Proof. Let m denote ||. If σ ∈ S() and A = [aij ] ∈H(), then let σA denote
[bij ] where bij = aσ−1(i),σ−1(j) for each i, j ∈ . It is evident that σA is permutation
similar to A; so, σA ∈H() for all σ ∈ S() and A ∈H(). It is now routine
to check that (σ,A) → σA is a group action. We associate with each A ∈H()
an element πA ∈ K() defined by πA(τ) = ∏i∈ aτ(i),i for each τ ∈ S(). If σ ∈
S() and A ∈H(), then σπAσ−1 = πσA; hence, if f ∈ K(), then m![(f )]
(A) = m!〈(f ), πA〉 = ∑σ 〈σ−1f σ, πA〉 = ∑σ 〈f, σπAσ−1〉 = ∑σ 〈f, πσA〉 =∑
σ [f ](σA)  0 as required. That maps K() onto Kc() follows because
is the identity map on CSc(). 
Lemma 8 of [12] says that if P = {U,V } is a partition of , then both P and
P are in K(), therefore Lemma 3 implies the following.
Lemma 4. If P = {U,V } is a partition of , then both (P) and (P) are
in Kc().
If P = {U,V } is a partition of , then we let P = (P), so P ∈ Kc()
for all partitions P of . That P1 is the same as P2 when P1 = {U1, V1} and
P2 = {U2, V2} are partitions of  such that |U1| = |U2| and |V1| = |V2| is a routine
calculation which we omit. Henceforth we assume that U = In and V = In+p \ In,
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and refer to n,p instead of P. Since n,p = p,n, we routinely assume that n  p
to avoid duplication. A main result is
Theorem 3. If n and p are positive integers and m = n + p, then n,p is extreme
in Kcm .
Hand calculation of some the elements n,p is easy for small m. In particular,
we shall focus upon the case m = 4. A few definitions and an additional lemma are
required. By a partition of m we mean a non-increasing sequence (α1, α2, . . . , αr)
of positive integers such that
∑r
i=1 αi = m. By Pm we mean the set of all parti-
tions of m. It is well known that the there is a bijective correspondence between
the partitions of m and the conjugacy classes of Sm; in fact, if α ∈ Pm, then the
corresponding conjugacy class, which we denote byCα , is the set of all permutations
of Im whose cycle structures conform to α. For example, (4, 3, 2, 2, 1) is a parti-
tion of 12, and the corresponding conjugacy class in S12 is the set of all σ ∈ S12
such that the cycle decomposition of σ has one cycle of length 4, one cycle of
length 3, two cycles of length 2, and one fixed point. If f ∈ CSm and α ∈ Pm,
then we let W(f, α) denote
∑
σ∈Cα f (σ ), and we think of W(f, α) as the weight
of f in conjugacy class Cα . We shall need the following lemma whose proof we
omit.
Lemma 5. If f ∈ CSm, then m(f ) = ∑α∈Pm [W(f, α)/|Cα|]{∑σ∈Cα σ}.
For example, if m = 4, then among the various n,p we find 3 of the Kc4 -extreme
elements presented in [1]. Let α0 = (14), α1 = (2, 12), α2 = (22), α3 = (3, 1), and
α4 = (4). Then P4 = {α0, α1, α2, α3, α4}. For each integer i, 0  i  4, let i de-
note
∑
σ∈Cαi σ ; thus, 0 = e, 2 = (1 2)(3 4) + (1 3)(2 4) + (1 4)(2 3), and 3 is
the sum of the eight permutations with cycle structure (3, 1). If n = 0, then n,p is
0 − 1 + 2 + 3 − 4, so [n,p](·) = det(·) which is extreme in Kc4 because it
is extreme in the larger cone K4. If n = 1 and p = 3, then we can obtain n,p by
applying Lemma 5 to m(P) where U = {1} and V = {2, 3, 4}. In this case P
involves only the permutations in S4 that move 1; in fact, we have
P = [(1 2) + (1 3) + (1 4)] − 2 − [(1 2 3) + (1 3 2) + (1 2 4)
+ (1 4 2) + (1 3 4) + (1 4 3)] + 4. (2.2)
It is now easy to calculate 1,3; for, letting f = P, we have W(f, α0) = 0,
W(f, α1) = 3,W(f, α2) = −3,W(f, α3) = −6, andW(f, α4) = 6. Moreover, the
conjugacy classes listed in the order of their associated partitions have cardinalit-
ies 1, 6, 3, 8, and 6. Therefore, by Lemma 5, 1,3 is (21 − 42 − 33 + 44)/4
which is, up to positive scalar multiple, among the S4 extreme elements presented in
[1]. To calculate 2,2 we let U = {1, 2} and V = {3, 4} whereupon P becomes
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(1 3)(2 4) + (1 4)(2 3) − (1 3 2 4) − (1 4 2 3). Letting f = P we easily calculate
the various W(f, αi) obtaining that W(f, α0) = 0, W(f, α1) = 0, W(f, α2) = 2,
W(f, α3) = 0, andW(f, α4) = −2; thus, Lemma 5 implies that 2,2 is the known
extreme element (22 − 4)/3.
At present the analogue to Theorem 2 obtained by projecting the elements P,
where P = {U,V } and |U | ∈ {|V | − 1, |V |, |V | + 1}, into Kc() is not known to
be true unless ||  4. The extreme element 22 + 4 is(P) whenP = {U,V }
where U = {1, 2} and V = {3, 4}. Of the 3 remaining extreme elements of Kc4 ,
namely, 21 − 42 + 33 − 44, 21 − 42 + 53 + 44, and 1 + 33 + 34,
the first is obtainable using an unpublished construction similar to those presented
here, the second is expressible in terms of eigenvalues [1], and the last is apparently
not related to any constructions known to this author.
If  = {1, 2, 3, 4}, U = {1}, and V = {2, 3, 4}, then P is the sum of all σ ∈ S4
such that σ(1) /= 1, and 4(P) is 21 + 42 + 33 + 44. Whether or not this
particular P is extreme in K4 is unknown, but the corresponding element (P)
is certainly not extreme in Kc4 , for it is a non-negative linear combination of the K
c
4 -
elements 1 + 33 + 34, 22 + 4, 1, and 2. A proof that (P) is extreme
when |U | ∈ {|V | − 1, |V |, |V | + 1} would apparently require an understanding of
the matrices A ∈H() such that [(P)](A) = 0. At present there is nothing
known about these. Nevertheless, we propose
Conjecture 1. IfP = {U,V } is a partition of, and ∣∣|U | − |V |∣∣  1, then(P)
is extreme in Kc().
By a partition of m we shall mean a non-increasing sequence µ = (µ1, µ2, . . . ,
µq) of positive integers such that
∑q
j=1 µj = m; if we refer to µj where j > q,
then we mean 0. If α ∈ Pm, the set of all partitions of m, then α denotes the
corresponding irreducible character of Sm, and if 0 < n  p, and n + p = m, then
ζt denotes the partition (2t , 1m−2t ) for each t ∈ In ∪ {0}. We consider the subcone
Kcn,p of Kcm whose elements are the members of Kcm that are expressible as linear
combinations of the irreducible characters ζ0 , ζ1 , . . . , ζn . Given a cone C, we
say that a subcone C′ is a an extreme subcone, or face, of C if it is true that if
f ∈ C′ and f = g1 + g2, where g1 and g2 are in C, then g1, g2 ∈ C′. Extreme rays
are extreme subcones of dimension 1. With respect to the cones Kcn,p we have the
following
Theorem 4. If n and p are integers such that 0 < n  p, and m denotes n + p,
then Kcn,p is an extreme polyhedral subcone of Kcm .
The proofs of Theorems 3 and 4 are in the next section wherein we also show,
see Theorem 6, that the extreme rays of Kcn,p are the non-negative multiples of the
elements 0,m,1,m, . . . ,m−n,m. We also present, see Theorem 7, a finite set of
test matrices for Kcn,p.
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3. Proofs of Theorems 3 and 4; Other new results
We must show that n,p is extreme in Kcm . This requires certain facts from the
representation theory of the symmetric groups. The primary references are [5,9].
If α = (α1, α2, . . . , αr) and β = (β1, β2, . . . , βs) are in Pm, then, letting u denote
max{r, s}, we write α  β provided that ∑uj=1 αj = ∑uj=1 βj , and ∑ij=1 αj ∑i
j=1 βj for each i ∈ Iu−1. Of course is the familiar majorization ordering onPm.
If α ∈ Pm, then α is the associated irreducible character of Sm. The map α → α
from Pm to CScm is a bijection; moreover, if we let δ be the Kronecker δ-function
on Pm ×Pm, and restate the orthogonality relations for the irreducible characters
of Sm in terms of the inner product defined in Section 1 we obtain that
〈α, β〉 = m!δαβ for all α, β ∈ Pm. (3.1)
Since the dimension of CScm is obviously the cardinality of Pm, the relations (3.1)
immediately imply the well known fact, see [7, Corollary 15.4] or [20, Propos-
ition 1.10.2], that {α : α ∈ Pm} is an orthogonal basis for CScm . If f ∈ CScm ,
f = ∑β a(β)β , and a(α) /= 0, then we say that f depends upon α , or, equiva-
lently, that α is involved in f , As a first step in the proof of Theorem 3 we will
identify the partitions α such that α is involved in n,p.
If α = (α1, α2, . . . , αt ) ∈ Pm, then the node diagram Nα is the set of pairs
{(i, j) : 1  i  t; 1  j  αi} which we visualize as points in a Euclidean plane
with positive x-axis pointing downward. An α-tableau is a bijection µ :Nα → Im.
As is customary we think of an α-tableau as an array of identical boxes shaped like
Nα with boxes filled bijectively with the members of Im. Associated with each α-
tableau µ is the row partition {R1, R2, . . . , Rt } where Ri = {µ(i, j) : 1  j  αi}
for each i ∈ It ; that is, the elements of Ri are the integers appearing along the ith
row of µ. The column partition {C1, C2, . . . , Cα1} is defined analogously relative to
the columns of µ. The row group Rµ is SP whenP is the row partition of µ, and the
column group Cµ is SP when P is the column partition of µ. The row symmetrizer
rµ is
∑
σ∈Rµ σ , and the column anti-symmetrizer cµ is
∑
τ∈Cµ (τ )τ . The following
is a basic lemma involving tableau [5].
Lemma 6. Suppose that α, β ∈ Pm, µα is an α-tableau, and µβ is a β-tableau. If
α  β is not true, then some two elements of Im appear in the same row of µβ and
in the same column of µα . If α  β is not true, then rµβ cµα = cµα rµβ = 0.
Let P0 denote the trivial partition {Im} of Im, and for each integer t ∈ In let
Pt = {Ut , Vt } where Ut = It and Vt = Im \ It . We associate with Pt the parti-
tion ζt = (2t , 1m−2t ), and the tableau ωt defined such that ωt((i, 1)) = i for each
i ∈ Im−t and ωt((j, 2)) = m − t + j for each j ∈ It . In other words, the tableau ωt
has two columns of boxes the first having length m − t , and the second having length
t ; the boxes in the first column contain the integers from 1 to m − t in ascending
order with 1 in the uppermost box; the boxes in the second column contain the
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integers from m − t + 1 to m also listed in ascending order with m − t + 1 in the
uppermost box. We shall writet instead ofPt , and, since  = Im, we abbreviate
Im tom. Recall that2m = m, (m)∗ = m, and that the range ofm is CScm .
Consequently, m is the identity map on CScm , and m(α) = α for each α ∈
Pm. Thus, 〈t,m−t , α〉 = 〈m(t ), α〉 = 〈t ,m(α)〉 = 〈t , α〉; moreover, if
t,m−t = ∑β υ(β)β , then 〈t,m−t , α〉 = ∑β υ(β)〈β, α〉 = 〈α, α〉υ(α), since
〈β, α〉 is 0 unless β = α. Therefore we have
υ(α) = 〈t , α〉/〈α, α〉, (3.2)
from which we deduce that t,m−t depends upon α if and only if 〈t , α〉 /= 0. If
µ ∈ Yα , the set of all α-tableau, then because of [9, Theorem 1, p. 108] we have the
explicit formula
[1/ deg(α)]α = m(rµcµ) = [1/m!]
∑
σ∈Sm
σrµcµσ
−1. (3.3)
The map σ → σ ◦ µ is a bijection from Sm to Yα for each µ ∈ Yα . Moreover,
σrµσ
−1 = rσ◦µ and σcµσ−1 = cσ◦µ, so (3.3) implies that
α = [deg(α)/m!]
∑
σ∈Sm
rσ◦µcσ◦µ = [deg(α)/m!]
∑
µ∈Yα
rµcµ. (3.4)
Observe that cωt = Um−t Vm−t for each t ∈ Im; hence, if we let ηt denote (1, m −
t + 1)(2, m − t + 2) · · · (t, m), then Lemma 2 says that t = [1/t ]cωt ηt cωt . Thus,
letting k(α, t) = deg(α)/[tm!] and invoking (3.4) we obtain
〈t , α〉 = k(α, t)
∑
µ∈Yα
〈cωt ηt cωt , rµcµ〉 = k(α, t)
∑
µ∈Yα
〈ηtcωt , cωt rµcµ〉
(3.5)
for each α ∈ Pm. Consider cωt rµ in light of Lemma 6: since µ is an α-tableau
and ωt is a ζt -tableau, we have cωt rµ = 0 unless α  ζt . This and (3.5) imply that
〈t , α〉 = 0 unless α ∈ {ζ0, ζ1, ζ2, . . . , ζt }. Consequently, α is involved in t,m−t
only if α ∈ {ζ0, ζ1, ζ2, . . . , ζt }. We have shown
Lemma 7. Suppose n and p are integers such that 0 < n  p, and let m = n + p.
If t ∈ In, and 〈t , α〉 /= 0, then α is one of ζ0, ζ1, ζ2, . . . , ζt . If t ∈ In, and t,m−t
depends upon α, then α ∈ {ζ0, ζ1, ζ2, . . . , ζt }.
If α = (α1, α2, . . . , αt ) ∈ Pm, and µ ∈ Yα , then the permutation character ρα is
defined by
ρα =
(
m
α
)
m(rµ), (3.6)
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where
(
m
α
)
denotes the multinomial coefficient m!/[α1!α2! · · ·αt !]. That the elements
ρα are indeed characters of Sm is well-known, but easy to prove. We will outline the
proof. Fix µ ∈ Yα and consider the idempotent ηµ = [1/|Rµ|]rµ. For each σ ∈ Sm
define the map Tσ : CSm → CSm by Tσ (f ) = σf ηu. Clearly each Tσ is linear, and
Tσ ◦ Tτ = Tστ for all σ, τ ∈ Sm. Let I denote the left ideal CSmηµ and let T˜σ
denote the restriction of Tσ to I. Since ηµ is an idempotent, the range of Tσ is the
same as the range of T˜σ . In fact, each T˜σ is a linear isomorphism onI, and T˜e is the
identity map on I; so, σ → T˜σ is a representation of Sm. Since Tr(Tσ ) = Tr(T˜σ ),
the character ρα associated with σ → T˜σ satisfies ρα(τ) = Tr(Tτ ) for all τ ∈ Sm.
We may therefore determine ρα(σ ) from any convenient matrix representation for
Tσ . We choose the standard basis for CSm; that is, the basis associated with the
elements of Sm. A simple computation then reveals that ρα satisfies the identity
(3.6).
It is known [7, Theorem 14.17] that if f is a character of Sm, and we have
f = ∑α ν(α)α where ν(α) = [1/m!]〈f, α〉 for each α as above, then ν(α) is the
number of times that representation module associated with α appears as a direct
summand in the representation module associated with f . Thus, if f is a character
of Sm and α ∈ Sm, then ν(α) is a non-negative integer. We are interested in the
case f = ρβ for some β ∈ Pm; so, suppose α, β ∈ Pm and µ ∈ Yβ . Considering
the inner product 〈α, ρβ〉, we have
〈α, ρβ〉 =
(
m
β
)
〈α,m(rµ)〉 =
(
m
β
)
〈m(α), rµ〉
=
(
m
β
)
〈α, rµ〉 = [deg(α)/β!]
∑
ω∈Yα
〈rωcω, rµ〉,
by (3.4). But, 〈rωcω, rµ〉 = 〈rω, rµcω〉 and, by Lemma 6, we have cωrµ = rµcω = 0
when α  β is not true. This means that
∑
ω∈Yα 〈rωcω, rµ〉 = 0 if α  β is false,
from which we deduce that 〈α, ρβ〉 = 0 for all α ∈ Pm such that that α  β is
false. In other words, for α to be involved in ρβ we must have α  β. But, more
can be said. Young’s Rule, see [20, Theorem 2.11.2], implies that if α ∈ Pm, then
α appears in ρα exactly once. Therefore, we have
Lemma 8. If α, β ∈ Pm, then 〈α, ρβ〉 = 0 unless α  β. Moreover,
[1/m!]〈α, ρα〉 = 1 for each α ∈ Pm.
If i is a positive integer, then let Ji denote the i × i matrix each of whose entries
is 1, and if β = (β1, β2, . . . , βt ) is in Pm, then we let Jβ denote the element Jβ1 ⊕
Jβ2 ⊕ · · · ⊕ Jβt of Hm. Let µ be the β-tableau defined by µ(i, j) =
∑i−1
v=1 βv + j
for each (i, j) such that 1  i  t and 1  j  βi . Observe that if σ ∈ Sm,
then rµ(σ ) = ∏mt=1(Jβ)t,σ (t). Since 〈α, rµ〉 = 〈m(α), rµ〉 = 〈α,m(rµ)〉 =[
1/
(
m
β
)]〈α, ρβ〉, we have
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[α](Jβ) =
∑
σ
α(σ )
m∏
t=1
(Jβ)t,σ (t) =
∑
σ
α(σ )rµ(σ )
= 〈α, rµ〉 =
[
1
/(m
β
)]
〈α, ρβ〉; (3.7)
thus,
(
m
β
)[α](Jβ) = 〈α, ρβ〉 for all α, β ∈ Pm. Lemma 8 therefore implies that
[α](Jβ) = 0 unless α  β, and that [α](Jα) = α!. We have proven
Lemma 9. If α, β ∈ Pm, and α  β is false, then [α](Jβ) = 0. If α ∈ Pm, then
[α](Jα) = α!.
Lemma 10. Suppose g ∈ Kcm and let W be the set of all γ ∈ Pm such that 〈g, γ 〉 /=
0. If W is not empty, and β is a member of W that is maximal with respect to, then
[g](Jβ) > 0.
Proof. Let= {γ ∈Pm : γ  β} and let′ = Pm \ . If b(γ ) = 〈g, γ 〉/〈γ , γ 〉
for each γ ∈Pm, then
g =
∑
γ∈Pm
b(γ )γ =
∑
γ∈
b(γ )γ +
∑
γ∈′
b(γ )γ = b(β)β +
∑
γ∈′
b(γ )γ ,
since 〈g, γ 〉 = 0 if γ  β. If γ ∈ ′, then γ  β is false; so [γ ](Jβ) = 0 by Lemma
9. Since g ∈ Kcm and Jβ ∈Hm, we therefore have [g](Jβ) = b(β)[β ](Jβ)  0.
But, [β ](Jβ) > 0 by Lemma 9, and b(β) /= 0 because β ∈ W . This implies that
b(β) > 0; hence, [g](Jβ) > 0. 
Lemma 11. Suppose f, g ∈ Kcm and f  g. If α ∈ Pm and 〈f, γ 〉 = 0 when γ 
α is false, then 〈g, γ 〉 = 0 when γ  α is false.
Proof. Suppose there exists γ ∈ Pm such that γ  α is false and 〈g, γ 〉 /= 0. Let
W denote the set of all ω ∈ Pm such that 〈g, ω〉 /= 0, and let β be a maximal
member of W such that β  γ . Then β  α must be false; for if not, then γ  β 
α. Hypotheses imply that f = ∑ηα a(η)η where a(η) = 〈f, η〉/〈η, η〉; hence,
mindful of Lemma 9, we obtain [f ](Jβ) = ∑ηα a(η)[η](Jβ) = 0 since η  β is
false if η  α. But β is a maximal member of W ; so [g](Jβ) > 0 by Lemma 10. On
the other hand, Jβ ∈Hm and f  g so [f ](Jβ)  [g](Jβ); so, [g](Jβ)  0. This
contradiction completes the proof. 
Lemma 7 says that if t ∈ In and t,m−t depends upon α , then α ∈ {ζ0, ζ1,
ζ2, . . . , ζt }. In other words, if α ∈ Pm and α  ζt is false, then 〈t,m−t , α〉 = 0.
Lemma 11 then implies that if t,m−t  ξ , where ξ ∈ Kcm , and α  ζt is false,
then 〈ξ, α〉 = 0. Therefore, we have the following.
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Lemma 12. If t ∈ In, and ξ is a member of Kcm such that t,m−t  ξ, then ξ
depends upon α only if α ∈ {ζ0, ζ1, ζ2, . . . , ζt }.
Matrices of the form Jβ , where β ∈ Pm, are called J -matrices. If t ∈ In, then
by Lemma 7 we have t,m−t = ∑ti=0 aiζi where ai = 〈i , ζi 〉/〈ζi , ζi 〉 for each
i ∈ It ; hence, if α  ζt is false, then [t,m−t ](Jβ) = 0 by Lemma 9. In other words,
the matrix function [t,m−t ](·) is 0 when evaluated at any J -matrix Jβ where β /∈
{ζ0, ζ1, ζ2, . . . , ζt }. Actually, a somewhat stronger statement is true, but to prove this
stronger result we will need a preliminary lemma.
Lemma 13. Suppose t ∈ In, and each of v1, v2, . . . , vm is in Cm. If some one
of v1, v2, . . . , vt is orthogonal to each of vt+1, vt+2, . . . , vm, and B denotes the
m × m matrix whose columns are the vectors v1, v2, . . . , vm in natural order, then
[t ](Bt B¯) = 0.
Proof. Suppose j ∈ It and 〈vj , vq〉 = 0 for each q ∈ Im \ It . Since t (τ ) = 0 for
all τ /∈ Et , we have
[t ](Bt B¯) =
∑
σ∈Sm
t (σ )
m∏
i=1
〈vi, vσ(i)〉
=
∑
σ∈Et
t (σ )〈vj , vσ(j)〉
∏
i /=j
〈vi, vσ(i)〉. (3.8)
But j ∈ It , and each σ ∈ Et maps It into Im \ It ; thus each of the inner products
〈vj , vσ(j)〉 in the second of the above summations is 0. Therefore, [t ](Bt B¯) = 0.

Lemma 14. If t ∈ In, then [t,m−t ](Jβ) = 0 for all β ∈ Pm \ {ζt }, and
[t,m−t ](Jζt ) = 2t /
(
m
t
)
.
Proof. As mentioned previously, Lemmas 7 and 9 imply that [n,p](Jα) = 0 unless
α ∈ {ζ0, ζ1, ζ2, . . . , ζn}; thus, to complete the proof of the first part of the lemma we
need only show that [t,m−t ](Jζi ) = 0 for each i ∈ It−1 ∪ {0}. Of course Jζ0 is the
identity matrix and t,m−t (e) = 0; so we have [t,m−t ](Jζ0) = t,m−t (e) = 0. As-
sume that i ∈ It−1. Recall that we associate with ζi the tableau ωi with 1, 2, . . . , m −
i in the first column, and m − i + 1, m − i + 2, . . . , m in the second column. It
is easy to see that Jζi is Bt B¯ where B is the m × m matrix whose columns are
e1, e1, e2, e2, . . . , ei , ei , ei+1, ei+2, . . . , em−i in the order listed; moreover, B is real
so B¯ = B and Jζi = BtB. Recall that if σ ∈ Sm and A = [ast ] ∈Hm, then σA
denotes [aσ−1(s),σ−1(t)], also a member of Hm. The map A → σA is really just
a permutation similarity transformation; for if Pσ denotes the natural permutation
matrix associated with σ , that is, (Pσ )r,s = δ(s, σ (r)) for each r, s ∈ Im, then σA =
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PσAPσ−1 . LettingJi denote the member ofCSm defined byJi (θ) =
∏m
r=1(Jζi )r,θ(r)
we obtain
[t,m−t ](Jζi ) = 〈m(t ),Ji〉 = 〈t ,m(Ji )〉
= (1/m!)
∑
σ
〈t , σJiσ−1〉 = (1/m!)
∑
σ
[t ](σJζi )
= (1/m!)
∑
σ
[t ](σ−1Jζi ) = (1/m!)
∑
σ
[t ](P tσBt B¯Pσ )
= (1/m!)
∑
σ
[t ]((BPσ )t (BPσ )).
Thus, by letting Bσ denote BPσ , we obtain the simple formula
[t,m−t ](Jζi ) = (1/m!)
∑
σ
[t ]((Bσ )t (Bσ )).
Evidently Bσ is related to B via a column rearrangement. We claim that no matter
how the columns of B are rearranged, that is, no matter which σ ∈ Sm is chosen,
it will always be the case that some one of the following is true: (1) the first t
columns of Bσ are linearly dependent, (2) the last m − t columns of Bσ are linearly
dependent, (3) some one of the first t columns of Bσ is orthogonal to each of the
last m − t columns. Lemma 2 implies that that if α ∈ Sm and α maps It to It , then
we have αt = t α = (α)t ; that is, t is anti-symmetric in its first t and last
m − t positions. This immediately implies that [t ]((Bσ )tBσ ) = 0 if either (1) or
(2) holds. On the other hand, Lemma 13 says that [t ]((Bσ )tBσ ) = 0 when (3) is
true. Suppose σ ∈ Sm, and assume that both (1) and (2) are false. Since each of
e1, e2, . . . , ei appears exactly twice among the columns of B, each of e1, e2, . . . , ei
must appear once among the first t columns of Bσ and once among the last m − t
columns of Bσ . The remaining columns of Bσ are ei+1, ei+2, . . . , em−i each appear-
ing exactly once. Since i < t there must exist q ∈ Im−i \ Ii such that eq is one of the
first t columns of Bσ . But then eq cannot appear among the last m − t columns of
Bσ ; so eq must be orthogonal to each of the last m − t columns of Bσ which means
that (3) is satisfied. Therefore, if i < t , then [t ](BtσBσ ) = 0 for all σ ∈ Sm; so,
[t,m−t ](Jζi ) = 0 when i < t .
Consider the case i = t . As above Jζt is Bt B¯, or BtB, where B is the matrix
whose columns are e1, e1, e2, e2, . . . , et , et , et+1, et+2, . . . , em−t in the order listed.
Let Bσ denote BPσ as above. In order that [t ]((Bσ )tBσ ) not be 0 the first t columns
of Bσ must be e1, e2, . . . , et in some order, and each of e1, e2, . . . , et must appear
exactly once among the last m − t columns. The vectors et+1, et+2, . . . , em−t must
all be among the last m − t columns of Bσ . If Bσ has these properties, then we claim
that [t ]((Bσ )tBσ ) is 1. To prove this we require formula (1.4) of [12] which we
now present in its general form.
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Suppose A = [aij ] is inHm, and partition A into a 2 × 2 block matrix
A =
(
F G
G∗ H
)
,
where F ∈Ht and H ∈Hm−t . Choose a sequence z1, z2, . . . , zm of members of
Cm such that aij = 〈zi, zj 〉 for each i, j ∈ Im, where, in this case, 〈·, ·〉 is the standard
inner product on Cm. In other words, we choose z1, z2, . . . , zm such that A is the
Gram matrix Gr(z1, z2, . . . , zm) generated by z1, z2, . . . , zm. Then F = Gr(z1, z2,
. . . , zt ) and H = Gr(zt+1, zt+2, . . . , zm). We assume that z1, z2, . . . , zt are inde-
pendent, as is the case for the matrices (Bσ )tBσ that we wish to consider, and we
let {u1, u2, . . . , ut } be an orthonormal basis for the space spanned by z1, z2, . . . , zt .
Similarly, suppose zt+1, zt+2, . . . , zm are independent and let {v1, v2, . . . , vm−t } be
an orthonormal basis for the space spanned by zt+1, zt+2, . . . , zm. We now Let
X = [xij ] be the t × t matrix such that xij = 〈zi, uj 〉 for each i, j ∈ It ; let Y = [yij ]
be the (m − t) × (m − t) matrix such that yij = 〈zt+i , vj 〉 for each i, j ∈ Im−t ; and
let E = [eij ] be the t × (m − t) matrix such that eij = 〈ui, vj 〉 for each i ∈ It and
j ∈ Im−t . It is not difficult to see that we have the following matrix factorization:
A =
(
F G
G∗ H
)
=
(
X 0
0 Y
)(
Idn E
E∗ Idp
)(
X∗ 0
0 Y ∗
)
,
where Idq denotes the q × q identity matrix for each q ∈ N. Moreover, according to
Theorem 6 of [17] we have
[t ](A) = det(F ) det(H) det(EE∗). (3.9)
We will apply formula (3.9) to prove that [t ]((Bσ )tBσ ) is 1 when the first t
columns of Bσ are e1, e2, . . . , et in some order and the last m − t columns of Bσ are
e1, e2, . . . , em−t in some order. Partition (Bσ )tBσ in the above manner so that we
have
(Bσ )
tBσ =
(
F G
G∗ H
)
,
where F ∈Ht and H ∈Hm−t . No matter how we list the vectors e1, e2, . . . , et
they are still orthogonal, in fact orthonormal, so F is simply the identity matrix Idt ;
moreover, since H is the Gram matrix generated by e1, e2, . . . , em−t in some order
we must also have H = Idm−t . Note that G is a t × (m − t) matrix comprised of
inner products 〈eφ(i), eθ(j)〉 where φ and θ are appropriate permutations. Letting
E = G we therefore have the trivial factorization
(Bσ )
tBσ =
(
F G
G∗ H
)
=
(
Idt 0
0 Idm−t
)(
Idt E
E∗ Idp
)(
Idt 0
0 Idm−t
)
,
from which it immediately follows that [t ]((Bσ )t (Bσ )) = det(EE∗). But E is an
(0, 1)-matrix with orthogonal rows; so EE∗ is just the t × t identity matrix Idt .
Therefore, det(EE∗) = 1; so, [t ]((Bσ )t (Bσ )) = 1.
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The value of [t,m−t ](Jζt ) is then (1/m!) times the cardinality of the set of all
σ ∈ Sm such that the first t columns of Bσ are e1, e2, . . . , et is some order. We
can easily count such permutations σ . First we choose t spots from among the
last m − t to place the vectors e1, e2, . . . , et . This can be done in
(
m−t
t
)
different
ways. Next we place the vectors e1, e2, . . . , et in these spots and place the vectors
et+1, et+2, . . . , em−t in the remaining spots among the last m − t . Of course the
vectors e1, e2, . . . , et must also occupy the first t spots. We then permute these three
sets of vectors in all possible ways within the positions that they occupy. This can be
done in t !2(m − 2t)! different ways. Finally, we take account of the fact that each
of the vectors e1, e2, . . . , et appears twice; so these 2t vectors can be permuted
amongst themselves 2t different ways however they may be arranged otherwise.
The value of [t,m−t ](Jζt ) is then the product of these 3 numbers and 1/m!; that
is, [t,m−t ](Jζt ) =
(
m−t
t
)
(t !)2(m − 2t)!2t /m! = 2t /(m
t
)
. 
Lemma 15. Suppose n and p are integers such that 0 < n  p and let m denote
n + p. There exists a unique (n + 1) × (n + 1) real upper triangular matrix C =
[cij ] with positive diagonal, and a unique non-negative real (n + 1) × (n + 1) upper
triangular matrix D = [dij ] with positive diagonal such that if i and j are in In ∪
{0}, then
i,m−i =
i∑
t=0
cti
ζt and ζj =
j∑
t=0
dtjt,m−t .
Moreover, if t and j are in In ∪ {0} and 0  t  j, then dtj = 2−t
(
m
t
)[ζj ](Jζt ).
Proof. If 0  i  n, then by Lemma 7 there exist numbers c0i , c1i , . . . , cii such
that i,m−i = ∑it=0 ctiζt ; that these numbers are unique follows from the ortho-
gonality relations for irreducible characters. Let C = [cqr ] where we set cqr = 0
if q > r . Evaluating [i,m−i](·) at Jζi we obtain via Lemmas 9 and 14 that 0 <
[i,m−i](Jζi ) = cii[ζi ](Jζi ). But [ζi ](Jζi ) > 0 by Lemma 9; so cii > 0 for each i.
Thus, C is an upper triangular matrix with positive diagonal and i,m−i = ∑it=0
cti
ζt for each i as required. Let D = [dqr ] be the inverse of C. Then, by basic linear
algebra, D is an upper triangular matrix with positive diagonal, and we have ζj =∑j
t=0 dtjt,m−t for each j ∈ In ∪ {0}. To show that duj is non-negative when u < j
we evaluate [ζj ](·) at Jζu thereby obtaining [ζj ](Jζu) =
∑j
t=0 dtj [t,m−t ](Jζu) =
duj [u,m−u](Jζu) by Lemma 14. Substituting t for u, we obtain dtj = [ζj ](Jζt )/
[t,m−t ](Jζt ) = 2−t
(
m
t
)[ζj ](Jζt ) also by Lemma 14. But ζj ∈ Kcm and Jζt is posi-
tive semi-definite, so [ζj ](Jζt )  0. Therefore, dtj  0. 
Lemma 16. Suppose n and p are integers such that 0 < n  p, and let m denote
n + p. If f is expressible as a linear combination of the irreducible characters
ζ0 , ζ1 , . . . , ζn , then f = ∑nt=0 [2−t(mt )[f ](Jζt )]t,m−t .
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Proof. Let a0, a1, a2, . . . , an be real numbers such that f = ∑nj=0 ajζj , and let
D = [dqr ] be the upper triangular matrix from Lemma 15. Then, ζj = ∑jt=0 dtj
t,m−t for each j ∈ In ∪ {0}; so,
f =
n∑
j=0
j∑
t=0
dtj ajt,m−t =
n∑
t=0
{
n∑
j=t
dtj aj
}
t,m−t
=
n∑
t=0
{
n∑
j=t
aj2−t
(
m
t
)
[ζj ](Jζt )
}
t,m−t . (3.10)
But Lemma 9 says that [ζj ](Jζt ) = 0 when j < t ; thus, [f ](Jζt ) =
∑n
j=t aj [ζj ]
(Jζt ), so (3.10) implies that
f =
n∑
t=0
2−t
(
m
t
){ n∑
j=t
aj [ζj ](Jζt )
}
t,m−t
=
n∑
t=0
[
2−t
(
m
t
)
[f ](Jζt )
]
t,m−t ,
as required. 
Theorem 5. Suppose n and p are positive integers such that n  p and let m =
n + p. Then, there exists one and only one element f ∈ Kcm such that: (1) if α ∈ Pm,
and f depends upon α, then α  ζn, (2) if α /= ζn, then [f ](Jα) = 0, and (3)
[f ](Jζn) = 2n/
(
m
n
)
. The unique element f ∈ Kcm that satisfies (1)–(3) is n,p.
Proof. Lemma 7 specialized to the case t = n says that n,p depends upon α
only if α ∈ {ζ0, ζ1, . . . , ζn}; hence, n,p satisfies (1). That n,p satisfies both (2)
and (3) is guaranteed by Lemma 14. To complete the proof we must show that
n,p is the only element in Kcm that satisfies (1)–(3); so assume that f ∈ Kcm and
(1)–(3) are true with respect to f . Since f satisfies (1), Lemma 16 says that f =∑n
t=0
[
2−t
(
m
t
)[f ](Jζt )]t,m−t . But, [f ](Jζt ) = 0 when t /= n by (2) and [f ](Jζn) =
2n/
(
m
n
)
by (3); therefore, f = 2−n(m
n
)[f ](Jζn)n,p = n,p. 
We can now finish the proof of Theorem 3. Suppose n and p are positive in-
tegers and let m = n + p. Suppose there exist elements ξ1 and ξ2 in Kcm such that
n,p = ξ1 + ξ2. Fix q ∈ I2. Then, n,p  ξq , so according to Lemma 12, there
exist numbers w0, w1, w2, . . . , wn such that ξq = ∑nt=0 wtζt . But, we also have[n,p](Jζi )  [ξq ](Jζi )  0 for each i such that 0  i  n − 1, and [n,p](Jζi ) = 0
for each i ∈ In−1 ∪ {0} by Lemma 14; hence, [ξq ](Jζi ) = 0 for each i ∈ In−1 ∪ {0}.
The hypotheses of Lemma 16 are satisfied by ξq ; hence, if [ξq ](Jζn) is also 0, then
ξq = 0. If [ξq ](Jζn) /= 0, then we let k denote 2n/
[(
m
n
)[ξq ](Jζn)], and let ξˆq denote
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kξq ; then, ξˆq is an element of Kcm that satisfies (1)–(3) of Theorem 5, so ξˆq = n,p,
and ξq = k−1n,p. Since k−1 > 0, the proof of Theorem 3 is complete.
Recall that if 0 < n  p, then Kcn,p denotes that set of all f ∈ Kcm such that f is
expressible as a linear combination of the characters ζ0 , ζ1 , . . . , ζn . Clearly, Kcn,p
is a cone and Kcn,p ⊂ Kcm ; hence, by Theorem 3 each of the elementsn,p is extreme
in Kcn,p. But, there is more.
Theorem 6. Suppose n and p are integers such that 0 < n  p, and let m denote
n + p. If f ∈ CScm , then f is in Kcn,p if and only if there exist non-negative numbers
b0, b1, b2, . . . , bn such that f = ∑nt=0 btt,m−t . The cone Kcn,p is polyhedral, and
its extreme elements are, up to non-negative scalar multiple, precisely the elements
0,m,1,m−1,2,m−2, . . . ,n,m−n.
Proof. Suppose f ∈ Kcn,p. Then, [f ](A)  0 for all A ∈Hm; hence, in partic-
ular, we have [f ](Jζt )  0 for each integer t such that 0  t  n. But, Lemma
16 says that f = ∑nt=0 [2−t(mt )[f ](Jζt )]t,m−t ; hence, setting bt = 2−t(mt )[f ](Jζt )
we have bt  0 for each t ∈ In ∪ {0} and f = ∑nt=0 btt,m−t as required. Sup-
pose conversely that there exist non-negative numbers b1, b2, . . . , bn such that f =∑n
t=0 btt,m−t . Then, for each t ∈ In ∪ {0} we have t,m−t  0 and bt  0; hence,
f  0. That f is expressible as a linear combination of ζ0, ζ1 , . . . , ζn , then fol-
lows from Lemma 15. Therefore, f ∈ Kcn,p.
Since t,m−t is extreme in Kcm , it must also be extreme in Kcn,p. On the other
hand, if f ∈ Kcn,p and f =
∑n
t=0 btt,m−t , then f cannot be extreme if more than
one of the non-negative numbers b0, b1, b2, . . . , bn is non-zero. Therefore, each ex-
treme element of Kcn,p is a non-negative multiple of some one of the elementst,m−t
where 0  t  n. This completes the proof. 
Extending Theorem 6 to indicate that the matrices Jα , where α ∈ Pm, serve as a
set of test matrices for Kcn,p, and summarizing we obtain
Theorem 7. Suppose n and p are integers such that 0 < n  p, and let m denote
n + p. If f ∈ CScm , then the following are equivalent: (1) f ∈ Kcn,p, (2) there
exist non-negative numbers b0, b1, b2, . . . , bn such that f = ∑nt=0 btt,m−t , (3)
if α ∈ {ζ0, ζ1, ζ2, . . . , ζn}, then [f ](Jα)  0, and if α ∈ Pm \ {ζ0, ζ1, ζ2, . . . , ζn},
then [f ](Jα) = 0.
Proof. Theorem 6 says that (1) and (2) are equivalent. Suppose f ∈ Kcn,p, and
let b0, b1, b2, . . . , bn be numbers such that f = ∑nt=0 btζt . If α ∈ Pm \ {ζ0, ζ1, ζ2,
. . . , ζn}, and t ∈ In ∪ {0}, then α  ζt is false, so [ζt ](Jα) = 0 by Lemma 9. Eval-
uating [f ](·) at Jα , where α ∈ Pm \ {ζ0, ζ1, ζ2, . . . , ζn} we thus have [f ](Jα) =∑n
t=0 bt [ζt ](Jα) = 0. That [f ](Jα)  0 for each α in {ζ0, ζ1, ζ2, . . . , ζn} is imme-
diate because f ∈ Kcn,p. Therefore, (1) implies (3).
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Suppose f ∈ CScm and assume that (3) is true. Let a be the function fromPm toC
such that f = ∑µ a(µ)µ. Suppose there exists α ∈ Pm \ {ζ0, ζ1, ζ2, . . . , ζn} such
that a(α) /= 0, and let W denote the set of all elements γ ∈ Pm such that a(γ ) /= 0.
Let β be a member of W that satisfies β  α and is maximal with respect to .
By hypothesis [f ](Jβ) = 0. On the other hand, letting W ′ = W \ {β}, we have
[f ](Jβ) = a(β)[β ](Jβ) +
∑
µ∈W ′
a(µ)[µ](Jβ) = a(β)[β ](Jβ),
since µ  β is false for each µ ∈ W ′. But, a(β) /= 0 and [β ](Jβ) /= 0; hence, [f ]
(Jβ) /= 0. This contradiction implies that the element α mentioned above does not
exist. Therefore, f depends upon α only if α ∈ {ζ0, ζ1, ζ2, . . . , ζn}. We may now
invoke Lemma 16 to obtain that f = ∑nt=0 [2−t(mt )[f ](Jζt )]t,m−t . Sincet,m−t 
0, and [f ](Jζt )  0 for each t ∈ In ∪ {0} we have f  0. Since f  0 and f is
expressible as a linear combination of ζ0 , ζ1 , . . . , ζn , we have f ∈ Kcn,p; that is,
(3) implies (1). 
We can now prove Theorem 4. Suppose 0 < n  p and m = n + p. Let f ∈
Kcn,p, and suppose g1 and g2 are members of Kcm such that f = g1 + g2. Since
f = g1 + g2, we have f  gi  0 for each i ∈ I2; therefore, [f ](Jα)  [gi](Jα) 
0 for each i and all α ∈ Pm. If α ∈ Pm \ {ζ0, ζ1, ζ2, . . . , ζn}, then [f ](Jα) = 0 by
Theorem 7; therefore, [gi](Jα) = 0 for each i and all α ∈ Pm \ {ζ0, ζ1, ζ2, . . . , ζn}.
Since condition (3) of Theorem 7 is met by each of the gi , we deduce that gi ∈ Kcn,p
for each i ∈ I2. Since Kcn,p is polyhedral by Theorem 6, the proof of Theorem 4
is complete.
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