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Abstract
We investigate the factorization of entire solutions of the following algebraic differential equations:
bn(z)f
in(f ′)jn + bn−1(z)f in−1(f ′)jn−1 + · · · + b0(z)f i0(f ′)j0 = b(z),
where n ∈ N is a natural number, is  0, js  0, is + js > 0 (0  s  n) are the integers, and bi(z) ≡ 0
(0 i  n) are the polynomials. Moreover, the results enable us to provide new criteria/proofs of primeness
or pseudo-primeness for certain well-known classes of entire functions.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and main results
Let F(z) be a meromorphic function. If F(z) can be expressed as
F(z) = f (g(z))(= f ◦ g(z)),
where f is meromorphic and g is entire (g may be meromorphic when f is a rational), then we
call the above expression a factorization of F (or simply a factorization), and f and g are called
the left and right factors of F , respectively. If every factorization of F implies that either f or g
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factorization leads to the conclusion that f must be a bilinear form when g is transcendental (or
f is transcendental and g must be linear) then F is called left-prime (right-prime). When factors
are restricted to entire functions, it is called a factorization in entire sense. Under such a provision
a prime (pseudo-)function will be denoted as E-prime (E-pseudo-prime). We refer the reader to
[1,3] for an introduction to the factorization theory of meromorphic functions and to [4–7,9] for
some of its recent developments.
Here we will mainly investigate the factorization properties of the respective transcendental
entire solutions of the following two classes of algebraic differential equations:
bn(z)f
in(f ′)jn + bn−1(z)f in−1(f ′)jn−1 + · · · + b0(z)f i0(f ′)j0 = b(z), (1)
where n ∈ N is a natural number, is  0, js  0, is + js > 0 (0  s  n) are the integers, and
bi(z) ≡ 0 (0 i  n) are the polynomials and
an(z)f
(n) + an−1(z)f (n−1) + · · · + a0(z)f = a(z), (2)
where a(z), a0(z), . . . , an−1(z), an(z) ≡ 0 are the polynomials. As for the factorizations of the
transcendental entire solutions of Eqs. (2) and (1), the following two results are known.
Theorem A. [8] Any meromorphic solution of (2) is pseudo-prime.
Theorem B. [5] All transcendental entire solutions of (1) are pseudo-prime.
Let F(z) be a transcendental entire solution of (2) or (1), and F(z) = f (g(z)), then from
Theorems A and B, we conclude that f is a rational function or g is a polynomial. What else can
be said about f and g? In general, this is a difficult problem, and in this paper, we will discuss
some of the properties of f and g further under some additional conditions imposed to Eqs. (2)
and (1). In fact, we shall prove
Theorem 1. Suppose that Eq. (1) satisfies the following condition:
degbn(z) < degbn−1(z) < · · · < degb0(z).
If F(z) is a transcendental entire solution of (1), then one and only one of the following three
cases holds:
(1) F(z) is prime;
(2) F(z) has a left factor q(z) of the form q(z) = c(z − a)k + b, where c(= 0), a, b ∈ C,
k(= 0) ∈ Z;
(3) F(z) has a right polynomial factor p(z) such that degp(z) > 1 and
degp | (degbs + jt ) − (degbt + js) (3)
for some two integers s, t , 0 s = t  n.
Theorem 2. Suppose in Eq. (2) that the following condition:
degan(z) degan−1(z) · · · dega0(z)
is satisfied. If f (z) is a transcendental entire solution of (2) and f (z) = g(p(z)) for some non-
linear polynomial p(z), then either
degp | (degaj + i) − (degai + j)
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degp | (dega + i) − degai
for some 0 i  n.
Remark. The results above enable us to provide different if not simpler proofs of E-right-
primeness or E-left-primeness for certain special classes of functions. Particularly, it follows
immediately from Theorem 2 that the degree of any polynomial right factor of ez + z (the first
known example of a transcendental entire function which is prime) is at most equal to 2.
2. Some lemmas
In order to derive our results, we need the following lemmas.
Lemma 1. [1] Let F be a non-periodic transcendental entire function. Then F is prime if and
only if F is E-prime.
Lemma 2. [2] Let p(z1, z2, z3) be a polynomial in the three arguments z1, z2 and z3. Then any
meromorphic solution of the first-order algebraic differential equation
p(z,f,f ′) = 0
is of finite order of growth.
Lemma 3. [1] Let F be an entire function of finite order where the derivative F ′(z) has an infinite
number of zeros. Suppose for any complex number c, the following simultaneous equations:{
F(z) = c,
F ′(z) = 0
have only a finite number of solutions. Then F(z) is E-left-prime.
Lemma 4. [8] Let f1, f2, . . . , fn and g be entire functions and let h1, h2, . . . , hn be meromorphic
functions such that the inequality
n∑
j=1
T (r,hj )KT (r, g)
holds, with K a constant. Suppose that fj and hj (j = 1,2, . . . , n) satisfy
f1
(
g(z)
)
h1(z) + f2
(
g(z)
)
h2(z) + · · · + fn
(
g(z)
)
hn(z) ≡ 0.
Then there exist two sets of polynomials {pj } and {qj } (j = 1,2, . . . , n) not all identically zero
in either of the two sets such that
p1
(
g(z)
)
h1(z) + p2
(
g(z)
)
h2(z) + · · · + pn
(
g(z)
)
hn(z) ≡ 0
and
f1(z)q1(z) + f2(z)q2(z) + · · · + fn(z)qn(z) ≡ 0.
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Claim 1. The solution F(z) is a non-periodic transcendental entire function.
Suppose on the contrary that F(z) is a periodic function with period τ . Then it is easy to see
from the assumption on the coefficient polynomials bi(z) (0  i  n) that there exist positive
integers 0 < k0 < k1 < · · · < kn such that∣∣∣∣∣∣∣∣
bn(z + k0τ) bn−1(z + k0τ) · · · b0(z + k0τ)
bn(z + k1τ) bn−1(z + k1τ) · · · b0(z + k1τ)
· · · · · · . . . · · ·
bn(z + knτ) bn−1(z + knτ) · · · b0(z + knτ)
∣∣∣∣∣∣∣∣
= q(z) ≡ 0.
Now we consider the following system:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
bn(z + k0τ)f in(z)(f ′(z))jn + · · · + b0(z + k0τ)f i0(z)(f ′(z))j0 = b(z + k0τ),
bn(z + k1τ)f in(z)(f ′(z))jn + · · · + b0(z + k1τ)f i0(z)(f ′(z))j0 = b(z + k1τ),
...
bn(z + knτ)f in(z)(f ′(z))jn + · · · + b0(z + knτ)f i0(z)(f ′(z))j0 = b(z + knτ).
From the above arguments, we deduce that f in(z)(f ′(z))jn is a rational function, a contradiction.
Claim 2. If F ′(z) = 0 has infinitely many solutions, then either F(z) is a prime function or F(z)
has a right polynomial factor p(z) such that (3) holds.
First, it is trivial to verify that the following simultaneous equations:{
F(z) = c,
F ′(z) = 0
have only a finite number of solutions for any c ∈ C in view of the form of Eq. (1) and the
assumption of Theorem 1. Also from Lemma 2, we know that the order of F(z) is finite. So by
Lemma 3, we conclude that F(z) is E-left-prime. Now two cases left that need to be discussed.
Case 1. If F(z) is E-right-prime.
Then F(z) is E-prime. This, Claim 1 and Lemma 1 indicate that F(z) is prime.
Case 2. If F(z) is not E-right-prime.
Then F(z) can be factorized as F(z) = f (p(z)), where f is a transcendental entire function
and p(z) is a polynomial of degp  2. Hence we have
bn
[
f (p)
]in[f ′(p)p′]jn + bn−1[f (p)]in−1[f ′(p)p′]jn−1 + · · ·
+ b0
[
f (p)
]i0[f ′(p)p′]j0 − b(z) = 0.
This and Lemma 4 imply that there exist polynomials p1,p2, . . . , pn+1 such that
bnpn(p)(p
′)jn + bn−1pn−1(p)(p′)jn−1 + · · ·
+ b0p0(p)(p′)j0 − bn+1pn+1(p)(p′)jn+1 = 0,
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least one term, say, bnpn(p)(p′)jn ≡ 0. So, there must exist at least two positive integers s, t
(0 s = t  n + 1) such that
degbsps(p)(p′)js = degbtpt (p)(p′)jt ,
that is,
(degps + js − degpt − jt )degp = (degbt + js) − (degbs + jt ).
Therefore
degp | (degbt + js) − (degbs + jt ),
which is as assumed in Claim 2.
Claim 3. If F ′(z) = 0 has only finitely many solutions, then either F(z) has a left factor in the
form: c(z − a)k + b, where c(= 0), a, b ∈ C and k(= 0) ∈ Z, or F(z) has a right polynomial
factor p(z) such that (3) holds.
Since F ′(z) has only finitely many zeros, then there exist a non-zero polynomial p(z) and a
non-constant entire function α(z) such that F ′(z) = p(z)eα(z). Thus, without loss of generality,
we have
F(z) =
z∫
0
p(t)eα(t) dt. (4)
Suppose that F(z) can be factorized as F(z) = f (g(z)), then, according to Theorem B, we have
three cases to be considered:
(1) f is a rational function and g is a transcendental meromorphic function, or
(2) f is a polynomial and g is a transcendental entire function, or
(3) g(z) is a polynomial.
If (3) holds, then we can prove that
degg | (degbt + js) − (degbs + jt )
for some s, t (0 s = t  n + 1) by the method used in Case 2 of Claim 2. Now we deal with
the other two cases.
Case 1. If f has a pole w0, then g cannot take the value w0, hence g(z) = w0 + eu(z) for some
non-constant entire function u(z). Moreover, as g then is entire with a finite Picard value w0,
f cannot possess other poles than w0. Thus f (w) = Q1/(w − w0)k , where Q1(w) is a polyno-
mial with Q1(w0) = 0 and k  1 is a natural number. From this and Lemma 4, we obtain
F(z) = Q1
(
w0 + eu(z)
)
e−ku(z) =
z∫
0
p(t)eα(t) dt.
Therefore
Q′1
(
w0 + eu(z)
)
u′(z)e−(k−1)u(z) − kQ1
(
w0 + eu(z)
)
u′(z)e−ku(z) − p(z)eα(z) ≡ 0,
and hence Q1(w) ≡ c for some constant c(= 0). Thus F(z) has a left factor f (z) = c k .(z−w0)
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we assume that degf (w) 2. But from (4), we have
z∫
0
p(t)eα(t) dt = F(z) = f (g(z)).
Thus f ′(g(z))g′(z) = p(z)eα(z), which implies that f ′(w) = (w − w1)k−1 for some w1 ∈ C and
k = degf (w). Hence
f (w) = 1
k
(w − w1)k + c
for some c ∈ C, which is what we want to show. By combining Case 1 and Case 2, we see that
Claim 3 follows.
Now from Claims 2 and 3, Theorem 1 follows.
4. Proof of Theorem 2
Let f (z) be transcendental entire solution of Eq. (2), and let f (z) = g(p(z)) for some tran-
scendental entire function g(z) and a polynomial p(z). If degp = 1, then the theorem follows,
so in what follows, we assume that degp  2.
First we note that, for any n 1,
f (n) = (g(p))(n)
= g(n)(p)Un,n + g(n−1)(p)Un,n−1 + · · · + g′(p)Un,1
=
n∑
j=1
g(j)(p)Un,j ,
where Un,j is a differential polynomial of p for any 1 i  n, and hence, Un,j is a polynomial
in the argument z. Also, it is easy to check that
degUn,j = max{0, j degp − n} (5)
for any 1 j  n. Thus
degUn,n  degUn,n−1  · · · degUn,1.
Since
n∑
i=0
aif
(i) = a(z) and f (i) =
i∑
j=1
g(j)(p)Ui,j ,
we have
n∑
i=1
i∑
j=1
aig
(j)(p)Ui,j + a0g(p) − a(z) = 0.
Thus
n∑
g(j)(p)
n∑
aiUi,j + a0g(p) − a(z) = 0. (6)j=1 i=j
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degUj,j = j degp − j
max
{
0, j degp − (j + 1)}
= degUj+1,i
max{0, j degp − n}
= degUn,j .
This together with the assumption of Theorem 2 yield
deg
(
n∑
i=j
aiUi,j
)
= deg(ajUj,j ) = degaj + j degp − j. (7)
In view of (6) and Lemma 4, it follows that there exist polynomials q0, q1, . . . , qn+1 (not all of
them are identically zero) such that
n∑
j=1
qj (p)
n∑
i=j
aiUi,j + a0q0(p) + aqn+1(p) = 0. (8)
Combining (7) and (8), we can conclude that either there exist two integers s and t , 0 s = t  n
such that
degqs · deg p + (degas + s degp − s) = degqt · degp + (degat + t degp − t),
or there exists some integer s, 0 s  n, such that
degqs · degp + (degas + s degp − s) = degqn+1 · degp + dega.
Therefore
degp | (degat + s) − (degas + t),
or
degp | (dega + s) − degas
and Theorem 2 follows.
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