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 Cognitive Diagnostic Models (CDMs) are frequently used in the second language 
proficiency exams to analyze test takers’ strengths and weaknesses. This study retrofits a CDM 
known as the Fusion model onto a non-diagnostic test data from the reading comprehension test 
of the Test of Practical Chinese (C.TEST). It focuses on the construction and modification of the 
Q-matrix which specifies the relationship between test items and attributes needed to answer 
each item correctly. There are three stages in this study: (1) identifying reading attributes, (2) 
constructing the initial Q-matrix, and (3) modifying the initial Q-matrix. In the first stage, six 
reading attributes were identified based on literature review and 3 experts’ judgment. In the 
second stage, test items were carefully reviewed by three experts, and then the initial Q-matrix 
was created by them. In the third stage, item parameters and model fit statistics were evaluated to 
refine the Q-matrix. Four item parameters, r11.3, c2, c6, c27, were dropped from the Fusion model. 
Results suggest that the refined Q-matrix is well-defined, and it can be applied to the C.TEST 
reading test since it has a good model fit and is able to effectively distinguish item masters from 
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CHAPTER 1: INTRODUCTION 
For several decades, most studies focus on the development of high-stakes proficiency 
assessment aimed at placement, achievement, or aptitude. These assessments usually employ 
unidimensional score scales, which only provide a student a general overall score as compared to 
other students in a normative group. Not many researchers are trying to design or make 
improvements to low-stakes formative assessments (Alderson, 2010). Recently, there has been 
an increasing demand for formative assessment that can provide more detailed information about 
students’ abilities and then be used to guide teaching and learning. Cognitive diagnostic 
assessment (CDA) is intended to provide a more nuanced profile of an individual’s strengths and 
weaknesses.  
With proper cognitive diagnostic models (CDMs), CDA is able to yield rich 
multidimensional subscale information to guide instruction and learning (Rupp & Templin, 
2008). In the review of Rupp and Templin’s (2008), CDMs are defined as  
probabilistic, confirmatory multidimensional latent-variable models with a simple or 
complex loading structure. They are suitable for modeling observable categorical 
response variables and contain unobservable (i.e., latent) categorical predictor variables. 
The predictor variables are combined in compensatory and noncompensatory ways to 
generate latent classes. (P.226) 
 
Numerous CDMs have been proposed, and they can be classified into 18 categories 
(Rupp, Templin, & Henson, 2010). We can differentiate them by the scale type of the observed 
variables (e.g., item responses may be dichotomous or polytomous), the scale type of latent 
variables (e.g., attributes may be dichotomous or polytomous), and whether the latent attribute 
variables are compensatory or non-compensatory. Compensatory and non-compensatory are 
terms that describe the relationship of skills needed for answering items correctly. In 
compensatory CDMs, the lack of one skill can be compensated for by other skill if several skills 
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are required to have a correct response. In other words, examinees can still answer an item 
correctly even if they lack one of required skills. In contrast, in non-compensatory CDMs, 
examinees cannot solve an item successfully if they lack any one of the skills specified for the 
item; that is, a lack of a skill cannot be compensated.  
Currently, there are two approaches to carry out CDA studies. One is to apply a CDM 
into an existing large-scale, standardized test that was not designed for cognitive diagnostic 
purposes; the other is to create a test that is diagnostically designed, constructed, and scored from 
the initial phase. The first approach is also called retrofitting, which describes the process of 
adding a new feature to an older test system (i.e., the application of a CDM to an existing test 
that adopts traditional test theories). Many language empirical studies employed this retrofitting 
approach, especially in the field of second language (L2) reading proficiency tests, and they 
demonstrated desirable diagnostic functions (Jang, 2009; Gao & Rogers, 2011; Li & Suen, 
2013).   
The purpose of this study was to retrofit a CDM to the reading part of a C.TEST (Test of 
Practical Chinese). It focused on the process of constructing the Q-matrix for the C.TEST 
reading test. The C.TEST reading test is a Chinese proficiency test developed by Beijing 
Language and Culture University for non-native speaking Chinese learners. The following 
questions were addressed in this study: 
1. What are the L2 reading attributes involved in the reading test used in this study? 





CHAPTER 2: LITERATURE REVIEW 
2.1 CDM Retrofitting Process 
Diagnostic retrofitting can be understood as the application of a CDM to student response 
data from an existing test that was not originally constructed for diagnostic purposes (Gierl & 
Cui, 2008). Generally speaking, the whole retrofitting process can be divided into three stages: 
the construction of Q-matrix, the modification of Q-matrix, and the estimation of the attribute-
item probabilities and the attribute mastery profiles. Q-matrix is an item-by-attribute table that 
maps each test item to proper attributes (Tatsuoka, 1983). 
Buck et al. (1998) provided a detailed description of the construction of Q-matrix. 
Typically, there are four steps when we try to construct a Q-matrix. The first step is to identify 
attributes that are necessary to answer each item correctly. The second step is to construct a Q-
matrix. The third step is to conduct the diagnostic study with the chosen CDM and the initial Q-
matrix. The fourth step to modify the Q-matrix based on the results from step 3. Step 3 and step 
4 are repeated until a well-defined Q-matrix is achieved. 
2.2 Fusion Model 
 The chosen CDM in this study is the Fusion model, also known as the Reparameterized 
Unified Model (RUM, Hartz, 2002; Roussos, DiBello, & Stout, 2007). It is an IRT-like 
multidimensional model that expresses the stochastic relationship between item responses and 
underlying skills as follows:  
P(Xij = 1|𝜶j, 𝜃j) = 𝜋$∗Π'()* 𝑟$'
∗,)-./01230𝑃53(𝜃7), 
where Xij is the response of examinee j to item i (1 if correct; 0 if incorrect); and 𝑞$' specifies the 
requirement for mastery of skill k for item i (𝑞$'= 1 if skill k is required by item i; 𝑞$'= 0 
otherwise). The term 𝜶j refers to a vector of cognitive skill mastery for examinee j for skill k 
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specified by the Q-matrix (𝛼jk = 1 if examinee j has mastered skill k; 𝛼jk = 0 if examinee j has not 
mastered skill k); and 𝜃7 represents a residual ability parameter of potentially important skills 
unspecified in the Q-matrix in the range of -∞ to ∞. The term 𝜋$∗ is the probability that an 
examinee, having mastered all the attributes required for item i, correctly applies all the attributes 
to solve item i; it can be interpreted as the Q-matrix based item i difficulty. The term 𝑟$'∗ , which 
equals to P(Xij = 1|	𝛼jk = 0)/ P(Xij = 1|	𝛼jk = 1), is an indicator of the diagnostic capacity of item i 
for attribute k, ranging from 0 to 1. The more strongly the item requires mastery of skill k, the 
lower 𝑟$'∗  is. It is interpretable as item i discrimination parameter for attribute k. Lastly, ci is an 
indicator of the degree to which the item response function relies on skills other than those 
assigned by the Q-matrix; ranging from 0 to 3. The lower the ci, the more the item response 
function depends on the residual ability 𝜃7. It is referred to as the completeness index for item i.  
The term 𝑃53(𝜃7) refers to the Rasch Model with difficulty parameter -ci, which 
acknowledges the fact that the Q matrix does not contain all relevant cognitive attributes. When 
ci is 3, the item response function is practically uninfluenced by 𝜃7, because 𝑃53(𝜃7) will be very 
close to 1 for most values of 𝜃7. When ci is 0, varying values of 𝜃7 will dramatically influence the 
item response probability, even with 𝜶j fixed. 
Compared to DINA model and DINO model, Fusion model is more flexible since it can 
handle guessing parameters (unexpected correct responses) and slipping parameters (unexpected 
incorrect responses) at the attribute level and the item level. The non-compensatory DINA and 
compensatory DINO models have slip and guess parameters for each item only and have no such 
restrictions on attributes. Another advantage of Fusion model is that it allows for the 
incompleteness of the Q-matrix, since parameter ci in the Fusion model represents all the other 
attributes not specified in the Q-matrix. 
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2.3 The Construction of the Q-matrix 
 The Q-matrix is an item-by-attribute matrix that links each item with attributes that are 
essential to answer that item correctly. In the Q-matrix, 1 represents attribute k is needed for 
correctly responding item i, whereas 0 means that attribute k is not required. To answer an item 
correctly, one or more attributes may be needed. It is crucial to specify an appropriate Q-matrix 
before conducting the CDM study. Misspecification of Q-matrix may lead to a poor model-data 
fit. However, the Q-matrix is inclined to be misspecified since the construction of the Q-matrix is 
mostly based on subject judgment from content experts. To avoid such misspecification, multiple 
sources of evidence should be taken into consideration during the process of developing the Q-
matrix (Jang, 2009).  
Three approaches are commonly used to identify the item-by-attribute relationship. The 
first approach is to design a Q-matrix based on literature review. For example, many CDM 
studies are conducted using second language (L2) reading tests such as TOEFL (Test of English 
as a Foreign Language). Jang (2009) identified nine L2 reading attributes required for answering 
items correctly; Gao and Rogers identified eight L2 reading attributes. According to the results 
of the two studies, Li and Suen (2013) identified five L2 reading attributes for the reading 
comprehension section of the Michigan English Language Assessment Battery (MELAB), which 
is a similar L2 test for English competence. In addition, other L2 reading tests which assess 
languages other than English can also refer to those L2 studies, because the skills needed to 
acquire a language are basically the same. Furthermore, test developers of a large-scale 
standardized test usually provide a general, overall description of attributes or skills that this test 
is trying to assess; this information is also valuable for constructing the Q-matrix.  
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The second approach is to ask content experts for help. Based on their knowledge of the 
domain covered by a test, experts can easily and effectively identify the attributes needed for 
each item. However, experts’ abilities are much higher than test takers’, which means the 
cognitive process of solving test items may be quite different between the two groups. 
Examinees probably use more basic skills or different combination of skills to answer items. In 
response to such a concern, it is encouraged to include the test taker’s perspective of the whole 
test and the test items. This approach is called students’ think-aloud verbal protocols. During the 
think-aloud protocols, students are asked to report what they are thinking while they are taking 
the test and answering items. Usually the three approaches are combined together to identify 
attributes needed for solving each item and specify the Q-matrix for the whole test.  
One key step of the Q-matrix construction is the determination of the grain size of 
attributes. It is important because the grain size of attributes will affect the construct of the Q-
matrix and how each item is connected with its required attributes. However, it is hard to 
determine the number of attributes that should be kept in the Q-matrix. Too many attributes 
might complicate the CDM unnecessarily and thus weaken an item’s diagnostic power, while too 
few attributes cannot accurately represent test takers’ cognitive processes. Both the number of 
test items and the purpose of the intended examinee classifications have an influence on the grain 
size of attributes (Dibello, Stout & Roussos, 1995).  
Controversies still exist in the grain size of L2 reading attributes. Different L2 reading 
tests may attempt to assess different L2 reading abilities, which may be one of the reasons that 
different sets of attributes were identified. For instance, as mentioned above, Jang (2009) 
identified nine L2 reading attributes for the LanguEdge reading comprehension test; Gao and 
Rogers (2010) kept eight L2 reading attributes for the MELAB reading test. Sometimes, 
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however, one test can also produce different grain size of attributes. For example, five attributes 
were identified in Li and Suen’s (2013) study for the same test, the LanguEdge reading test, used 
in Gao and Roger’s study. Although the grain size of L2 reading attributes hasn’t been decided 
yet, the attributes identified in different studies have basically the same content. Vocabulary, 
comprehending text, summarizing, inferencing are commonly used reading attributes in various 
L2 reading studies. One of the purposes of this study was to find out (1) how many L2 reading 
attributes are needed to answer items correctly for the C.TEST reading test, and (2) what are 


















CHAPTER 3: METHODS 
3.1 Participants 
Three content experts were recruited to identify the reading attributes needed to answer 
each item correctly. The three experts were PhD students studying linguistics at UIUC. Their 
first languages are Chinese and have rich Chinese teaching experience (the average time of 
teaching is two years). Each of the test items was reviewed by them and the required attributes 
for each item were specified from a list of attributes provided with brief descriptions. The list of 
reading attributes was developed based on previous literature and experts’ opinions. The C.TEST 
data contained 857 examinees’ test performance and was used for the Fusion model analysis. 
The data was obtained from Beijing Language and Culture University, and the 857 examinees 
were non-citizens of China while studying Chinese as the Second language.  
3.2 Instruments 
3.2.1 The C.TEST 
 The Test of Practical Chinese (C.TEST) is a Chinese proficiency test developed by 
Beijing Language and Culture University for non-native speaking Chinese learners. It aims to 
test Chinese learners’ ability to use Chinese in social and daily life. The C.TEST used in this 
study was a reading comprehension test which included six passages along with 30 multiple-
choice items (5 items per passage). The test covered various topics, including business, culture, 
education, trade or other commonly used topic areas. The difficulty level of the C.TEST reading 
test used in this study belongs to advanced level, which is suitable for Chinese learners who can 
use Chinese to handle advanced communication tasks in Chinese. 
 Before using the C.TEST reading test, the 30 items were evaluated by checking item 
difficulty and item discrimination. Problematic items would be deleted to ensure the quality of 
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the whole test. In Classical Test Theory (CTT), item difficulty is the percentage of test takers 
who answered a test item correctly. Low item difficulty values indicate difficult items, while 
high values indicate easy items. Item discrimination indicates the degree to which success on an 
item relates to success on the whole test. It measures how well an item is able to discriminate 
masters from non-masters. Negative or zero values undermine the validity of the test. The 
discrimination index and point-biserial correlation were used in this study to examine the 30 
items’ discrimination. The discrimination index reports the difference between high scoring 
group and low scoring group on the proportions of answering an item correctly. Low 
discrimination values indicate bad items. Point-biserial correlation is the Pearson correlation 
between an examinee’s response to an item and his or her total score on the test. If the 
correlation value for an item is negative, it means that overall the most knowledgeable 
examinees are getting the item wrong and the least knowledgeable examinees are getting the 
item right. A negative discrimination index or point-biserial correlation may indicate that the 
item is measuring something other than what the rest of the test is measuring. More often, it is a 
sign that the item has been mis-keyed. 
3.2.2 Software 
 Arpeggio software (Hartz, Roussos, & Stout, 2002) was used in this study to analyze the 
reading test data. It uses a Bayesian estimation procedure with a Markov Chain Monte Carlo 
(MCMC) algorithm which provides an estimation of both item parameters and examinee 
parameters. To obtain stable parameter estimates from Fusion model analysis, MCMC 
convergence should be confirmed first. Two ways were adopted to evaluate MCMC 
convergence. One was to visually examine the time-series chain plots and density plots. If 
convergence occurred, chain plots should not show too much fluctuations, and density plots 
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should be roughly unimodal and bell-shaped. The other was to examine the values of the Gelman 
and Rubin 𝑅> (Gelman, Carlin, Stern & Rubin 1995). The Gelman and Rubin 𝑅> is the ratio of 
between-chain variance plus within-chain variance to within-chain variance; 𝑅> > 1.2 indicates 
nonconvergence. 
After several trails, a chain length of 30,000 and burn-in steps of 15,000 was found to be 
appropriate for the present study. Most of the parameters achieved excellent convergence. The 
time-series plots were smooth and stable, and 𝑅> values were smaller than 1.2. Only parameters 
pk4 (𝑅> = 3.781), pk5 (𝑅> = 1.593) and pk6 (𝑅> = 1.348) showed fluctuations indicating 
nonconvergence. The term pk, obtained from the Arpeggio software, is the probability of mastery 
for each attribute k. The overall convergence was acceptable.  
FUSIONStats and IMStats of Arpeggio software provided information to evaluate the fit 
of the model to the data. FUSIONStats was used to compare the difference between the observed 
statistics and the predicted statistics. A small difference between the two statistics indicates a 
good model fit to the data. In this study, I compared the difference between the predicted and 
observed examinees’ total scores, and the difference between predicted and observed p values 
(the proportion of examinees that correctly answer an item) across items. IMStats was used to 
compare the difference of test performance between item masters and item non-masters. 
3.3 Procedure 
3.3.1 Identifying Reading Attributes 
 In the first stage, literature was reviewed to identify reading attributes assessed by this 
test (Jang, 2009; Li & Suen, 2013; Ranjbaran & Alavi, 2017). First, I read passages in this 
reading test and answered each item carefully to have a better knowledge of the attributes 
required by the test. Based on the literature on reading attributes and my knowledge on the test, 
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seven reading attributes were identified, which included A1, determining word meaning from 
context; A2, determining word meaning out of context; A3, comprehending text-explicit 
information; A4, comprehending text-implicit information; A5, summarizing; A6, inferencing; 
and A7, applying background knowledge.  
 In the second stage, three content experts provided their views and revised the list of 
attributes. Attribute A4 (comprehending text-implicit information) was removed from the list for 
the reason that it overlapped with attribute A5 (summarizing) and attribute A6 (inferencing). The 
core and nature of attribute A4 is to summarize what you have read and make further inference. 
In addition, attribute A7 (applying background knowledge) was also removed from the list, 
because it is very similar to attribute A2 (determining word meaning out of context) and it’s 
often included in attribute A5 (inferencing). Experts suggested that attribute negation should be 
added into the list since some items in this test can be answered correctly by negating obvious 
wrong choices when items are difficult to answer, and test takers often use this attribute 
frequently in a test. After taking experts’ opinions into account, the final list of reading attributes 
is showed in Table 1. 
Table 1. The List of Reading Attributes 
L2 Reading Attributes 
A1 Determining word meaning from context 
A2 Determining word meaning out of context 





3.3.2 Constructing the Initial Q-matrix 
 After identifying necessary attributes for the test, three experts were asked to read 
passages and items carefully to specify attributes for each item. The process of constructing the 
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Q-matrix borrowed from the study of Li and Suen (2013). Before the experts started the rating 
task, a training session was held to help them became familiar with the task. During the training 
session, the C.TEST reading test was introduced to them. The basic concepts and main ideas of 
this study were also explained. After training, experts read passages and identified attributes 
needed for each item independently. After completing the rating of passages, they had a 
discussion about their results. When there were differences between their ratings, they reviewed 
those items again and discussed the differences in their Q-matrices until a common Q-matrix was 
created.  
3.3.3 Modifying the Q-matrix 
 Using Arpeggio, the Fusion model was applied to the C.TEST reading test data to modify 
the initial Q-matrix. The basis of modifying the Q-matrix was on the item parameters, πi*, rik*, 
and ci, obtained from Arpeggio. The modified Q-matrix was then used to conduct Fusion model 
analysis again.  
The πi* is the probability of answering an item i correctly for those examinees who have 
mastered all the attributes needed for item i. A πi* value below 0.6 indicates the item is overly 
difficult. There is a good chance that examinees who have mastered all the required attributes 
still cannot answer the item correctly. The rik* parameter is an inverse indicator of the diagnostic 
capacity of item i for attribute k. The higher rik* is, the less strongly attribute k is needed to 
master. A rik* value above 0.9 can be dropped from the Q-matrix since it indicates mastery of 
attribute k is not essential to answer item i correctly. The ci parameter indicates the degree to 
which item response function relies on attributes not specified in the Q-matrix. A high ci value, 
large than 2, indicates all the required attributes for solving item i are completely specified in the 




CHAPTER 4: RESULTS 
4.1 Item Analysis Based on CTT 
 Before applying the Fusion model to the test data, test items’ difficulties and 
discrimination power were evaluated. Results are presented in Table 2. The item difficulty values 
ranged from .100 (item 7) to .693 (item 11) for the 30 items. The mean item difficulty was .451, 
indicating the whole test had a reasonable difficulty level. Among the 30 items, however, items 7 
and16 were extremely difficult, because their difficulty values were less than .2. Those two items 
may need further examination. 
The point-biserial correlation and the item discrimination index were used to evaluate 
discrimination power. The point-biserial correlation of the 30 items ranged from -.039 (item 7) 
to .540 (item 24). The mean point-biserial correlation for the 30 items was .351. The item 
discrimination index ranged from -.018 (item 7) to .621 (item 24). The mean item discrimination 
index was .380. Among the 30 items, items 6, 7, 16, and 25 had very low discrimination values 
(point-biserial correlation and item discrimination index); they were all below .2. Among the 
four items, item 7 had negative discrimination values, -.039 for item point-biserial correlation 
and -.018 for item discrimination index, which indicates this item may be measuring something 
other than what the test intends to measure. For item 16, even though its discrimination values 
were not negative, its item point-biserial correlation value (.122) and item discrimination index 
value (.077) were the smallest positive values among all the test items, indicating it has a weak 
discrimination power. As can be seen in Table 2, items 7 and 16 were obvious problematic items 
not only in the item difficulty but also in the item discrimination. Therefore, items 7 and 16 were 




Table 2. Item Difficulty and Discrimination Based on CTT 
Item Item Difficulty Item Point-biserial Correlation Item Discrimination Index 
1 0.574 0.479 0.540 
2 0.383 0.275 0.281 
3 0.452 0.443 0.491 
4 0.530 0.411 0.470 
5 0.425 0.304 0.319 
6 0.469 0.121 0.105 
7 0.100 -0.039 -0.018 
8 0.505 0.403 0.470 
9 0.333 0.278 0.249 
10 0.555 0.470 0.540 
11 0.693 0.437 0.432 
12 0.265 0.335 0.337 
13 0.630 0.535 0.607 
14 0.358 0.327 0.347 
15 0.439 0.265 0.284 
16 0.142 0.122 0.077 
17 0.524 0.535 0.611 
18 0.406 0.419 0.460 
19 0.585 0.411 0.460 
20 0.403 0.220 0.235 
21 0.575 0.395 0.425 
22 0.559 0.518 0.607 
23 0.637 0.481 0.533 
24 0.560 0.540 0.621 
25 0.334 0.182 0.168 
26 0.489 0.471 0.533 
27 0.447 0.238 0.249 
28 0.285 0.309 0.298 
29 0.359 0.281 0.277 
30 0.511 0.371 0.404 
Mean 0.451 0.351 0.380 
 
4.2 The Initial Q-matrix 
The initial Q-matrix (28 items by 6 attributes) was constructed based on previous 
literature and the judgment of three content experts and is given in Table 3. In the Q-matrix, 
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rows correspond to items and columns correspond to attributes. A value of 1indicates that that 
particular attribute is needed to solve the item successfully; whereas, a value of 0 indicates that 
the attribute is not needed to answer that item correctly. For example, for item 1, both attribute 
A4 and attribute A5 were needed to have a correct response; other attributes, A1, A2, A3, and 
A6, were not required.  
Table 3. The Initial Q-matrix (without item 7 & item 16) 
  A1 A2 A3 A4 A5 A6 Total 
1 0 0 0 1 1 0 2 
2 0 0 0 1 1 0 2 
3 0 0 0 0 1 1 2 
4 0 0 1 0 1 1 3 
5 1 1 0 0 0 0 2 
6 0 0 0 1 0 0 1 
8 0 0 0 1 1 0 2 
9 0 0 1 0 0 0 1 
10 0 1 0 0 0 0 1 
11 0 0 1 1 0 0 2 
12 0 0 0 1 1 0 2 
13 0 0 1 0 0 0 1 
14 0 0 0 1 1 0 2 
15 1 1 0 0 0 0 2 
17 0 0 1 0 1 0 2 
18 0 0 1 0 1 0 2 
19 0 0 1 1 0 1 3 
20 1 1 0 0 0 0 2 
21 0 0 1 0 0 0 1 
22 0 0 0 0 1 0 1 
23 0 0 1 1 0 0 2 
24 0 0 1 1 0 0 2 
25 0 1 0 0 0 0 1 
26 0 0 1 0 0 1 2 
27 0 0 1 0 0 0 1 
28 0 0 1 1 1 0 3 
29 0 0 0 1 0 0 1 
30 0 1 0 0 0 0 1 




 From the Q-matrix in Table 3, we see that attributes A3, A4 and A5 are most needed for 
test takers to perform well on the C.TEST reading test. Among the 28 test items, 13 of them 
require test takers to master attribute A3 (comprehending and extracting text-explicit 
information); 12 of them require test takers to master attribute A4 (summarizing); 11 of them 
require test takers to master attribute 5 (inferencing). This is in accordance with results from 
other L2 reading studies; the three attributes are included in the list of required L2 reading 
attributes in most studies. This implies that the three reading attributes are the core and 
foundation to acquire a second language, especially for L2 reading. Based on this finding, we 
may encourage language learners to spend more time and energy on the acquisition of the three 
attributes (comprehending and extracting text-explicit information, summarizing, and 
inferencing). 
4.3 The Evaluation of Item Parameters 
 The initial Q-matrix was validated with the Fusion model through the evaluation of item 
parameter estimates. The results of item parameter estimates are presented in Table 4. As can be 
seen in the table, parameter r*3 of item 11 had a value greater than .9, which indicates attribute 
A3 lacks the diagnostic capacity for item 11. In other words, attributes A3 is not essential for 
item 11. As a result, experts were asked to review item 11 again to determine whether to retain 
attribute A3 for this item, and they supported the statistical evidence that A3 can be deleted. 
Thus, attribute A3 was removed from the Q-matrix.  
For the c parameters, there were three of them, c2, c6, and c27, with values large than 2, 
indicating the attributes required to answer items 2, 6, and 27 are completely specified by the Q-
matrix. Therefore, c2, c6, and c27 were removed from the Fusion model. Those item parameters 
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were removed one at a time. The refined Q-matrix is presented in Table 5. The shaded cell in the 
table means that this entry was deleted from the initial Q-matrix.  
 Table 4. Item Parameters Estimates for the Initial Q-matrix 
item 𝜋* r*1 r*2 r*3 r*4 r*5 r*6 c 
1 0.919    0.892 0.806  0.7 
2 0.58    0.722 0.632  2.238 
3 0.87     0.737 0.556 0.739 
4 0.85   0.879  0.769 0.601 1.394 
5 0.609 0.737 0.802     1.46 
6 0.518    0.87   2.295 
8 0.792    0.75 0.708  1.201 
9 0.441   0.591    1.558 
10 0.867  0.707     0.698 
11 0.935   0.904 0.866   1.137 
12 0.515    0.488 0.577  1.41 
13 0.964   0.842    0.644 
14 0.564    0.742 0.696  1.278 
15 0.6 0.77 0.682     1.904 
17 0.937   0.768  0.67  0.655 
18 0.675   0.519  0.682  1.291 
19 0.845   0.819 0.771  0.841 1.423 
20 0.526 0.824 0.739     1.811 
21 0.782   0.535    1.508 
22 0.909     0.785  0.615 
23 0.928   0.524    1.178 
24 0.959   0.563 0.815   0.776 
25 0.391  0.768     1.901 
26 0.841   0.528   0.79 0.872 
27 0.523   0.731    2.055 
28 0.489   0.542 0.7 0.718  1.796 
29 0.507    0.661   1.411 
30 0.683  0.547     1.497 
Note. 𝜋* = probability of correctly answering an item i for those who master all the required 
attributes for that item. r*1 = diagnostic information for attribute A1; r*2  = diagnostic 
information for attribute A2; r*3 = diagnostic information for attribute A3; r*4 = diagnostic 
information for attribute A4; r*5 = diagnostic information for attribute A5; r*6 = diagnostic 
information for attribute A6. c = an indicator of relying on cognitive attributes other than those 
specified in the Q- matrix. The blank cell represents that an item does not require an attribute 
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Table 5. The Refined Q-matrix  
  A1 A2 A3 A4 A5 A6 Total 
1 0 0 0 1 1 0 2 
2 0 0 0 1 1 0 2 
3 0 0 0 0 1 1 2 
4 0 0 1 0 1 1 3 
5 1 1 0 0 0 0 2 
6 0 0 0 1 0 0 1 
8 0 0 0 1 1 0 2 
9 0 0 1 0 0 0 1 
10 0 1 0 0 0 0 1 
11 0 0 0 1 0 0 1 
12 0 0 0 1 1 0 2 
13 0 0 1 0 0 0 1 
14 0 0 0 1 1 0 2 
15 1 1 0 0 0 0 2 
17 0 0 1 0 1 0 2 
18 0 0 1 0 1 0 2 
19 0 0 1 1 0 1 3 
20 1 1 0 0 0 0 2 
21 0 0 1 0 0 0 1 
22 0 0 0 0 1 0 1 
23 0 0 1 1 0 0 2 
24 0 0 1 1 0 0 2 
25 0 1 0 0 0 0 1 
26 0 0 1 0 0 1 2 
27 0 0 1 0 0 0 1 
28 0 0 1 1 1 0 3 
29 0 0 0 1 0 0 1 
30 0 1 0 0 0 0 1 
Total 3 6 12 12 11 4 48 
 
With the refined Q-matrix and the Fusion model, Arpeggio software was used again to 
produce new item parameter estimates for the refined Q-matrix (as shown in Table 6). The 
shaded cells indicate parameters that were dropped from the Fusion model with the initial Q-
matrix. The convergence of the Fusion model calibration using the refined Q-matrix was checked 
again. Still, convergence occurred for the majority of parameters. The time-series chain plots and 
density plots of the parameters did not show noticeable trends or fluctuations. Nearly all the 
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parameters met the Gelman and Rubin 𝑅> criteria; 𝑅> values were smaller than 1.2. Only 
parameters pk4 (𝑅> = 3.888), pk5 (𝑅> = 4.501) and pk6 (𝑅>  = 1.240) showed fluctuations indicating 
nonconvergence. The overall convergence was acceptable. 
Table 6. Item Parameter Estimates for the Refined Q-matrix 
item 𝜋* r*1 r*2 r*3 r*4 r*5 r*6 c 
1 0.918    0.875 0.806  0.713 
2 0.571    0.698 0.555   
3 0.865     0.762 0.561 0.664 
4 0.844   0.893  0.784 0.597 1.32 
5 0.593 0.736 0.8     1.464 
6 0.5    0.803    
8 0.784    0.717 0.701  1.265 
9 0.451   0.624    1.486 
10 0.866  0.7     0.705 
11 0.933    0.85   1.054 
12 0.497    0.493 0.577  1.382 
13 0.965   0.853    0.649 
14 0.553    0.745 0.711  1.264 
15 0.587 0.76 0.679     1.926 
17 0.94   0.765  0.649  0.718 
18 0.684   0.511  0.685  1.401 
19 0.838   0.808 0.738  0.833 1.503 
20 0.52 0.809 0.731     1.843 
21 0.793   0.557    1.522 
22 0.909     0.78  0.629 
23 0.933   0.529    1.246 
24 0.961   0.578 0.799   0.808 
25 0.39  0.77     1.926 
26 0.842   0.56   0.779 0.902 
27 0.516   0.624     
28 0.489   0.543 0.704 0.725  1.811 
29 0.494    0.66   1.444 
30 0.681  0.541     1.527 
Note. 𝜋* = probability of correctly answering an item i for those who master all the required 
attributes for that item. r*k = diagnostic information for attribute k. c = an indicator of relying on 
cognitive attributes other than those specified in the Q- matrix. The shaded cell indicates the 
entry was removed. 
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4.4. Analysis of Model Fit 
 Two approaches were adopted to assess the fit of Fusion model to the reading test data: 
(1) comparing the observed statistics to the predicted (estimated) statistics (i.e., item p value, and 
examinees’ total score), and (2) comparing the observed performance of item masters and item 
non-masters. Item masters are examinees that have mastered all the required attributes, and item 
non-masters are examinees that have not mastered at least one of the required attributes. Both the 
initial Q-matrix and the refined Q-matrix were analyzed about the degree of model-data fit, and 
they were compared with each other. Results are presented in Table 7.  
Table 7. Comparisons of Model Fit Using the Initial Q-matrix and the Refined Q-matrix 
Comparisons Statistics Initial Q-matrix Refined Q-matrix 
Item proportion correct (p value) MAD 0.008 0.009 
 RMSE 0.010 0.011 
 CORR 0.996 0.996 
Examinee total score MAD 1.277 1.277 
 RMSE 1.655 1.670 
 CORR 0.947 0.946 
Average proportion correct Masters  0.714 0.701 
 Non-masters 0.228 0.216 
  pdiff 0.485 0.485 
Note. MAD = Mean absolute difference between observed and estimated statistics; RMSE = root 
mean square error between observed and estimated statistics; CORR = correlation between 
observed and estimated statistics; pdiff = the average difference of proportion of correctly 
answering an item between item masters and item non-masters across items. 
First, the observed item p values were compared to the predicted item p values across the 
28 items in the reading test. A p value refers to the proportion of examinees who answer an item 
correctly. As shown in Table 7, the mean absolute difference (MAD) between the observed item 
p values and estimated item p values was extremely small no matter for the initial Q-matrix 
(0.008) or for the refined Q-matrix (0.009). The root mean square error (RMSE) was 0.010 and 
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0.011, respectively, for the initial Q-matrix and the refined Q-matrix. The correlation (CORR) 
between the observed item p values and estimated item p values was 0.996, close to 1 for the two 
Q-matrices. As can be seen in Figure 1, the line of the observed item p values almost overlapped 
with the line of the estimated item p values for both charts, indicating a small difference between 
them. All the above results support that the model fits well to the data. 
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Second, the observed examinee total scores were compared to the estimated examinee 
total scores. As shown in Table 7, the MAD is the same for both Q-matrices, 1.277, which means 
only a small difference existed between the observed examinee total scores and estimated 
examinee total scores. The RMSE was 1.655 for the initial Q-matrix, and 1.670 for the refined 
Q-matrix. The correlation between the observed and estimated total scores was 0.947 for the 
initial Q-matrix, and 0.946 for the refined Q-matrix. From Figure 2, we can see that the predicted 
total scores were strongly correlated with the observed total scores; the correlation was 0.947 for 
the initial Q-matrix, and 0.947 for the refined Q-matrix. Results suggest a good model fit. 
Third, the observed proportion of correctly corresponding to an item among item masters, 
?̂?(m), was compared to the proportion of correctly corresponding to an item among item non-
masters, ?̂?(nm) at the item level. An item master is an examinee who has mastered all the 
attributes required by the item, and an item non-master is an examinee who has not mastered at 
least one of the attributes required by the item. The average difference of item p values between 
the two groups was presented in Table 7 as pdiff. A larger pdiff value indicates a higher degree of 
model fit and the strong diagnostic power of the test. The average ?̂?(m) of the initial Q-matrix 
was 0.714, whereas the average phat(nm) was 0.714; pdiff = ?̂?(m) – ?̂?(nm) = 0.485, indicating 
that item masters had a much better performance than item non-masters. Similar results occurred 
with the refined Q-matrix; pdiff = 0.485. In addition, in Figure 3, both charts showed the 
substantial difference of proportion of correctly answering an item between item masters and 
item non-masters. Therefore, the above results imply a good model fit.  
In short, both the initial Q-matrix and the refined Q-matrix showed a high degree of 
model fit, and there was almost no difference between the two Q-matrices. Therefore, the refined 
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Q-matrix with fewer parameters should be chosen as the final Q-matrix, since a more 
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CHAPTER 5. DISCUSSION 
5.1 Overview of the Study  
To conclude, this study retrofitted a CDM, the Fusion model, to the C.TEST reading test 
which was not originally designed for diagnostic purposes. This study focused on the process of 
constructing and modifying the Q-matrix for the test. In general, it consists of three stages. In the 
first stage, 6 reading attributes were identified based on previous literature on second language 
reading and three experts’ judgments. The six reading attributes were (1)A1, determining word 
meaning from context; (2)A2, determining word meaning out of context; (3)A3, comprehending 
and extracting text-explicit information; (4)A4, summarizing; (5)A5, inferencing; and (6)A6, 
negation. During this stage, it is vital to have experienced content experts to be involved in 
identifying required attributes. A deeper understanding of L2 reading will help us build a more 
reliable Q-matrix.  
In the second stage, the initial Q-matrix for the reading test was constructed by experts. 
Before the construction of the Q-matrix, three experts were introduced to the major ideas and 
concepts of CDM and Q-matrix to help them better understand what they need to do in this 
study. In the third stage, the initial Q-matrix was refined based on statistical evidence and 
substantive knowledge (e.g., experts’ opinions). When substantial knowledge disagrees with 
statistical evidence, the former one should be respected more, rather than blindly following 
statistical results (Alderson, 2010). For example, in this study, attribute A3 was pointed out as a 
non-essential attribute for item 11 since its r*3 is larger than 0.9. Instead of deleting this 
parameter directly, content experts were asked to review this item again and they agreed with the 
statistical evidence. Hence, r*3 of item 11 was deleted from the initial Q-matrix. The model-data 
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fit was evaluated for the Q-matrix, and results suggested the model fits well to the reading test 
data, and most items can discriminate masters from non-masters.   
5.2 Limitations 
 There are several limitations in this study. First, the sample size of this study, 857 
examinees, is relatively small compared to other CDM empirical studies. The number of 
examinees in other similar studies is around 2,000. The test data of Li (2011) consisted of 2,019 
examinees’ responses to the MELAB test (Michigan English Language Assessment Battery). 
There were1986 students that took the reading comprehension test in Ranjbaran’s study (2017). 
The 2703 examinees’ test performance on LanguEdge Reading Comprehension test was used to 
construct and refine the Q-matrix (Jang, 2009). 
 Second, there may be better ways to construct the Q-matrix for the C.TEST reading test. 
Different experts may construct totally different Q-matrices. It is possible that more experienced 
content experts could construct a better Q-matrix because they have a deeper understanding of 
language tests. The three experts participating in this study were PhD students, who are relatively 
less experienced and knowledgeable than professors in the field of linguistics. Maybe 
experienced Chinese teachers, who teach Chinese as a second language, also could provide more 
valuable suggestions on the construct of Q-matrix for the C.TEST reading test.  
In addition, it is probably better to have Chinese learners get involved in the study to 
identify attributes needed for answering each item correctly. Sometimes experts’ views are quite 
different from test takers’ views. From the expert perspective, test items may seem much easier 
than test takers believe them to be, and hence some attributes needed may be overlooked by 
them. Therefore, students’ think-aloud protocols could be added in the stage of identifying 
attributes. During the think-aloud protocols, students would be asked to take the reading test and 
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verbalize their thinking process while they are trying to answer each item. In this way, attributes 
and strategies used to solve items would be recorded, which helps us have a more comprehensive 
and deeper understanding of student’s cognitive processes.  
5.3 Implications and Future Research 
As Jang (2009) argued, multiple sources of evidence should be collected to identify 
necessary attributes. An appropriate way to construct the Q-matrix is to include literature review, 
examinee think-aloud verbal protocols, and expert ratings together. Relying on a single source of 
evidence may decrease the effectiveness and accuracy of the Q-matrix. In addition, how to 
determine the grain size of attributes is another issue we should take care. More attributes 
identified for a test might compromise the modeling diagnostic capacity given the fixed number 
of test items. If we want to construct a test with a more fine-grained diagnostic information, we 
may need to include more test items (Li & Suen, 2013). 
Another implication is to consider the correlation and hierarchical relationships between 
identified attributes. Ideally, attributes identified should be independent from each other in the 
Fusion model; however, they are often correlated to some degree. Moreover, some researchers 
believe that hierarchical relationships might exist among reading attributes (Grabe, 2009). For 
instance, making inference could be seen as a higher-level reading attribute than word 
recognition (e.g., determining word meaning, and comprehending text-explicit information), 
because it requires examinees to possess various skills and resources at the same time. The 
prerequisite for test takers to make inference is that they have already understood the literal 
meaning of passages; apart from that, they also need to synthesize and analyze the information 
obtained from the texts. Sometimes, their background knowledge may also be applied to 
inference. This study did not investigate an attribute hierarchy, which may be another limitation.  
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Treating attributes as hierarchical seems attractive, however, is it necessary to apply this 
view into empirical studies? It is very challenging to take this approach in practice, especially for 
retrofitting studies, because it is not easy to identify hierarchical relationships between attributes 
(Gierl & Cui, 2008). The uncertainty of the grain size of reading attributes and the indeterminacy 
of the content of attributes make it more difficult to put it into practice. And, compared to the 
traditional retrofitting approach, it may not make a significant improvement for diagnosing 
students’ strengths and weaknesses. If an attribute hierarchy does make a great difference, what 
should we do with attributes hierarchy? Those questions could be the future empirical research 
directions.  
We may also explore the relationship between different Q-matrices for a same test. For 
example, in this study, six L2 reading attributes were identified, while only four reading 
attributes were identified for the same reading test in previous study (Chen, 2017). The four 
attributes were: (1) Selective Attention, (2) Semantic Comprehension, (3) Synthesizing and 
Organizing Information, and (4) Making Logic Inferences. They were identified by linguistics 
experts and test developers of the C.TEST. The two sets of reading attributes are different from 
each other not only in the grain size of attributes but also in the content of attributes. In fact, the 
Q-matrix built in Chen’s study was evaluated and compared to the two Q-matrices constructed in 
this study. It was found that the difference between them was very small. They all had a good 
model fit and most items had an appropriate discrimination power. It is interesting that the Q-
matrices for a same test differed with each other, while the diagnostic capacities were almost the 
same. One thing we could do in the future is to compare the Q-matrices in the two studies using 
different CDMs, like DINA and DINO models, to explore hidden relationships between them.  
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Additionally, a substantial number of empirical CDM studies have been conducted on the 
field of L2 reading test, with dichotomous-scored data. We may extend it to polytomous-scored 
test data, and in the field of L2 listening, writing, and speaking. Furthermore, more studies are 
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