Drops in joint Hilbert–Kunz multiplicities and projective equivalence  by Vraciu, Adela
Journal of Algebra 323 (2010) 2226–2242Contents lists available at ScienceDirect
Journal of Algebra
www.elsevier.com/locate/jalgebra
Drops in joint Hilbert–Kunz multiplicities and projective
equivalence
Adela Vraciu 1
Department of Mathematics, University of South Carolina, Columbia, SC 29205, United States
a r t i c l e i n f o a b s t r a c t
Article history:
Received 2 July 2009
Available online 26 February 2010
Communicated by Luchezar L. Avramov
MSC:
13A35
Keywords:
Tight closure
Hilbert–Kunz multiplicities
Projective equivalence
Given two m-primary ideals a and I in a Noetherian local or
graded ring, we introduce the level ideals of I with respect to a
as a measure of the asymptotic growth of the drop in the joint
Hilbert–Kunz multiplicity, eHK(at , I) − eHK(at , (I, x)). We study the
properties that must hold for two ideals a,b to determine the
same level ideals for all I , and we show that this is related to
projective equivalence.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let (R,m) be a Noetherian local or graded ring of positive characteristic p, and Krull dimension d.
When R is graded, we will assume that m is the unique maximal homogeneous ideal of R . Let a, I be
m-primary ideals in R . The joint Hilbert–Kunz multiplicity was deﬁned in [Vr] as follows:
Deﬁnition 1.1. The joint Hilbert–Kunz multiplicity of I with respect to a is
eHK(a; I) = lim
q→∞
1
qd
λ
(
R
aq I [q]
)
.
This is a generalization of both the classical Hilbert–Samuel multiplicity e(a), and the Hilbert–Kunz
multiplicity eHK(I). Namely, eHK(I) is obtained when a = R , and e(a)/d! is obtained when I = R .
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Convention 1.2. Let t  0 be a real number. We write atq for atq .
We obtain a family of multiplicities eHK(at , I) depending on a parameter t  0 by replacing aq in
the above deﬁnition by atq . When t = 0, a0 = R , and thus eHK(a0, I) = eHK(I).
These multiplicities can be used to determine membership in certain closure operations, similar to
the way in which Hilbert–Samuel multiplicity determines membership in integral closure [NR], and
Hilbert–Kunz multiplicity determines membership in tight closure [HH1].
Deﬁnition 1.3. We say that x ∈ at I∗ , the at-closure of I , if there exists c ∈ Ro such that cxqatq ⊆ atq I [q]
for all q = pe .
The at -closure was introduced in [Vr] under the name “a new version of a-tight closure”. It is a
modiﬁcation of the a-tight closure of Hara and Yoshida [HY]. Note that the usual tight closure I∗ is
obtained for t = 0.
The assumption that R admits test elements for the usual tight closure in the sense of the deﬁni-
tion below will be used several times throughout this paper.
Deﬁnition 1.4. We say that R has test elements for the usual tight closure if there exists c ∈ Ro such
that x ∈ I∗ ⇒ cx ∈ I for every ideal I ⊂ R .
This assumption holds for a large class of rings, including all reduced excellent local rings,
see [HH2].
The following membership criterion was also proved in [Vr]:
Proposition 1.5. Assume that R is analytically unramiﬁed and formally equidimensional, and has test elements
for the usual tight closure. Let a, I, J = (I, x) be m-primary ideals in R and let t  0. Then
x ∈ at I∗ ⇔ eHK
(
at; I)= eHK(at; J).
It is shown in [Vr] that the at -closure is a true closure, in the sense that a
t
(a
t
I∗)∗ = at I∗ , and the
at-closure gets larger when t increases: a
t
I∗ ⊆ at′ I∗ for t < t′ . Note that the usual tight closure I∗ is
obtained when t = 0.
Deﬁnition 1.6. The a∞-closure of I is
a∞ I∗ =
⋃
t0
at I∗.
It was shown in [Vr] that one can choose N  0 such that a∞ (a∞ I∗)∗ = aN (aN I∗)∗ = aN I∗ ⊆ a∞ I∗ ,
and thus it follows that a
∞
(a
∞
I∗)∗ = a∞ I∗ . We also know from [Vr] that a∞ I∗ ⊆ I if a contains a
non-zerodivisor and R has test elements for the usual tight closure.
The main object of study in this paper is the drop in joint Hilbert–Kunz multiplicities:
Deﬁnition 1.7. If J = (I, x), with x /∈ I , we call the difference eHK(at; I) − eHK(at; J ) the drop in joint
Hilbert–Kunz multiplicity. We denote this difference by D(at; I; x).
We think of this as a measure of the failure of x to be in a
t
I∗ . Since at I∗ ⊆ at′ I∗ for t < t′ , if
D(at; I; x) = 0 for some t , then D(at′ ; I; x) = 0 for all t′  t .
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out that this is bounded above by Ctd−1 (Proposition 2.6), where C > 0 is a constant. We use the
asymptotic behavior of D(at; I; x) to deﬁne the level ideals of I with respect to a (Deﬁnition 3.1).
Roughly speaking, x is in a high level ideal of I with respect to a if the asymptotic growth of D(at; I; x)
is bounded by a small power of t .
The main results of the paper are obtained for the case when a, I are monomial ideals in a poly-
nomial ring. In Theorem 5.3, we use the geometry of the Newton polyhedron of a in order to describe
an algorithm for computing the level ideals of I . Then we turn to the question of when two given
ideals a and b give rise to the same level ideals for all I . This turns out to be related to the no-
tion of projective equivalence. The main results connecting level ideals and projective equivalence are
Theorem 5.5 and Theorem 5.8.
2. Drops in joint Hilbert–Kunz multiplicities
We observe that when dealing with coeﬃcients in the exponent, whether we round up or round
down is not essential for the purpose of computing multiplicities.
Observation 2.1.
lim
q→∞
1
qd
λ
(
R
atq I [q]
)
= lim
q→∞
1
qd
λ
(
R
atq I [q]
)
.
In other words, the same multiplicity is obtained when using tq instead of tq.
Proof. We have
λ
(
R
atq−1 I [q]
)
 λ
(
R
atq I [q]
)
 λ
(
R
atq I [q]
)
,
and, for any f ∈ a ∩ Ro ,
λ
(
atq−1 I [q]
atq I [q]
)
 λ
(
atq I [q] : f
atq I [q]
)
= λ
(
R
atq I [q] + ( f )
)
,
which is a joint Hilbert–Kunz function over the (d − 1)-dimensional ring R/( f ), and therefore is
bounded by Cqd−1 for some constant C . 
We are going to use the following two observations in order to compute drops in joint Hilbert–
Kunz multiplicities:
Observation 2.2.We can compute D(at , I, x) as follows:
lim
q→∞
1
qd
λ
(
atq(I [q], xq)
atq I [q]
)
= lim
q→∞
1
qd
λ
(
atqxq
atq I [q] ∩ atqxq
)
= lim
q→∞
1
qd
λ
(
atq
atq ∩ (atq I [q] : xq)
)
.
Observation 2.3. We may replace atq by atq in the deﬁnition of eHK(at; I), and thus in the deﬁnition of
D(at; I; x) as well.
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Ro ∩ ad−1. Thus,
λ
(
atq I [q]
atq I [q]
)
 λ
(
atq I [q] : c
atq I [q]
)
= λ
(
R
atq I [q] + (c)
)
,
which is a joint Hilbert–Kunz function over the (d− 1)-dimensional ring R/(c). 
The results of this paper were originally motivated by the following question:
Question 2.4. Is D(at; I; x) a monotonous function of t?
In view of the fact that it is easier for x to be in a
t
I∗ when t gets larger, one might guess that
D(at; I; x) is a decreasing function. While we do not have a complete answer, Theorem 5.3 shows that
our original guess is often not true for t  0, and Observation 2.5 below shows that for t suﬃciently
small, the answer depends on the relationship between the ∗-spreads of I and (I, x).
Observation 2.5. (See Theorem 3.12(b) in [Vr].) Assume that R is excellent and analytically unramiﬁed. For t
suﬃciently small, we have
eHK
(
at; I)= eHK(I) + ∗(I)e(a)
d! t
d
where ∗(I) is the ∗-spread of I , i.e. the minimal number of generators of a minimal ∗-reduction of I (see [Ep]
for details).
It follows that D(at; I; x) is increasing if ∗(I) > ∗( J ), constant if ∗(I) = ∗( J ), and decreasing if ∗(I) <
∗( J ).
Note that all three of these situations are possible. If f1, . . . , fl ∈ I are such that I∗ = ( f1, . . . , fl)∗ and
l = ∗(I), we have ∗( J ) = ∗(I)+ 1 if f1, . . . , fl, x are ∗-independent, and ∗( J ) ∗(I) if there is an i such
that fi ∈ ( f1, . . . , f i−1, f i+1, . . . , fl, x)∗ .
We note that the following upper bound holds when t  0:
Proposition 2.6. There exists a constant C such that for t  0 we have
D
(
at; I; x) Ctd−1.
Proof. Let ν be a positive integer such that aν ⊆ I and note that for t  0 we have atq+νq =
(aν)[q]atq ⊆ I [q]atq ⊆ atq I [q] : xq . It follows that
D
(
at; I; x)= lim
q→∞
1
qd
λ
(
atq
atq ∩ atq I [q] : xq
)
 lim
q→∞
1
qd
λ
(
atq
atq+νq
)
.
Writing the Hilbert–Samuel function of a as
λ
(
R
an
)
= 1
d!e(a)n
d +
d∑
ein
d−i
i=1
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λ
(
atq
atq+νq
)
= 1
d!e(a)
(
(t + ν)d − td)qd + d∑
i=1
ei
(
(t + ν)d−i − td−i)qd−i,
which yields the desired conclusion. 
Note. The above proof also shows that aν ⊆ a∞ I∗ , where ν is as in the proof, because for x ∈ aν , we
have a c ∈ Ro such that cxq ∈ aνq and thus catq ⊆ atq I [q] : xq .
Corollary 2.7.We have
eHK
(
at, I
)= 1
d!e(a)t
d + O(td−1).
Proof. Note that
lim
q→∞
1
qd
λ
(
R
atq I [q]
)
= lim
q→∞
1
qd
λ
(
R
atq
)
+ lim
q→∞
1
qd
λ
(
atq
atq I [q]
)
and the result follows by taking x= 1 in Proposition 2.6. 
We also note the following connection between the a∞-closure and the integral closure:
Proposition 2.8. Assume that dim(R)  1, R has test elements for the usual tight closure, and a and I are
projectively equivalent, i.e. there exist positive integers k, l such that ak = Il . Then
a∞ I∗ = I.
Proof. Note that replacing a by any ak or by a does not change a
∞
I∗ . Thus, it is enough to prove the
case a = I . Let f ∈ I . Then there exists c ∈ Ro such that cf q ∈ Iq for all q = pe . For t  0, we have
Itq = I [q] I(t−1)q , and thus
cItq f q = Itq(cf q)⊆ I [q] I(t−1)q Iq = Itq I [q],
which shows that f ∈ It I∗ . 
We will further explore the connections between integral closure and the level ideals in Section 6.
3. Level ideals
Deﬁnition 3.1. Let a, I be m-primary ideals. We deﬁne the jth level ideal of I with respect to a as
Ia, j =
{
x ∈ R ∣∣ ∃C > 0 such that D(at; I; x) Ctd−1− j}.
Proposition 3.2. Ia, j is an ideal containing I , and (Ia, j)a, j = Ia, j . Thus, I → Ia, j is a closure operation.
Note that a
∞
I∗ ⊆ Ia,d ⊆ Ia,d−1 . . . ⊆ Ia,0 = R . We will see in Theorem 5.3 that a∞ I∗ = Ia,d holds if
a, I are monomial ideals in a polynomial ring. In other words, if D(at , I, x) is bounded by Ct−1, then
it is eventually zero. We suspect that in general, D(at , I, x) is eventually either increasing or constant.
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Lemma 3.3. Let I ⊆ J , a be m-primary ideals, x ∈ R. Then D(at; J ; x) D(at; I; x).
Proof. This follows immediately from Observation 2.2, since atq I [q] : xq ⊆ atq J [q] : xq . 
Now we prove Proposition 3.2.
Proof. To prove that Ia, j is an ideal, observe that x, y ∈ Ia, j implies
eHK
(
at; I)− eHK(at; (I, x, y))= D(at; I; x)+ D(at; (I, x); y)
 D
(
at; I; x)+ D(at; I; y)
 (C1 + C2)td−1− j,
where C1,C2 > 0 are constants.
To check that (Ia, j)a, j = Ia, j , let Ia, j = (I, g1, . . . , gm). Repeated application of Lemma 3.3 yields
eHK(at; I) − eHK(at; Ia, j) Ktd−1− j for some constant K .
Let y ∈ (Ia, j)a, j . We have
D
(
at; I; y) eHK(at; I)− eHK(at; (Ia, j, y))
= (eHK(at; I)− eHK(at; Ia, j))+ D(at; Ia, j; y)
 (K + C)td−1− j
for some constant C . 
Given two m-primary ideals a,b, we ask what is the relationship between a and b if they give rise
to the same level ideals, i.e. if Ia, j = Ib, j for all I and all 0  j  d? This question turns out to be
related to the notion of projective equivalence of ideals, introduced by Samuel in [Sa]. The following
equivalent characterization is given by Rees in [Re].
Deﬁnition 3.4. We say that two ideals a, b are projectively equivalent if there exist positive integers
k, l 1 such that ak = bl .
We note the following:
Proposition 3.5. Let a,b be m-primary projectively equivalent ideals. Then for all I and all 0 j  d, we have
Ia, j = Ib, j .
Proof. As atq ⊆ (a)tq ⊆ atq , it follows from the proof of Observation 2.3 that D(at; I; x) = D((a)t; I; x)
for every ideal a.
Assume ak = bl . For any x ∈ Ia, j we have D(at; I; x) Ctd−1− j . This implies
D
((
bl
)t; I; x)= D((bl)t; I; x)= D((ak)t; I; x)= D((ak)t; I; x) C(kt)d−1− j
for t  0, and thus D(bt; I; x) C(kt/l)d−1− j for t  0, which implies x ∈ Ib, j . 
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We begin this section by reviewing relevant facts about Rees valuations and Newton polyhedra of
monomial ideals. Our reference for this material is [HS], Chapter 10.
Rees introduced the Rees valuations associated to an ideal a not contained in any minimal prime.
These are valuations v1, . . . , vs : R → N ∪ {∞}, and such that for all n  0, we have x ∈ an ⇔ vi(x)
nvi(a) for all i = 1, . . . , s, where vi(a) denotes the minimum value of vi(a) for a ∈ a. If R is a domain,
then vi(a) = 0 ⇔ a = 0 for all i. The Rees valuations of an ideal a are unique up to equivalence of
valuations (i.e. replacing vi by a multiple αi vi). McAdam, Ratliff and Sally in [MRS] prove that two
ideals a,b are projectively equivalent if and only if they have the same Rees valuations, and the
vectors (v1(a), . . . , vs(a)), (v1(b), . . . , vs(b)) are proportional.
For the purpose of simplifying the notation, we will modify the deﬁnition of Rees valuations and
use the following convention:
Convention 4.1. If a is an ideal with Rees valuations v1, . . . , vs , we will replace vi by vi/vi(a). With
this convention,
x ∈ an ⇔ vi(x) n for all i = 1, . . . , s.
Also, the condition that a and b, with Rees valuations {v1, . . . , vs} and {w1, . . . ,ws′ } (respectively), are
projectively equivalent becomes s = s′ and vi = αwi for some constant α > 0, and for all i = 1, . . . , s
(after reordering).
This convention will be in effect throughout the rest of the paper.
We focus on monomial ideals in a polynomial ring R = k[x1, . . . , xd]. We will write Xa for xa11 · · · xadd
where a = (a1, . . . ,ad) ∈ Nd . When discussing Newton polyhedra, we will identify the monomial Xa
with the lattice point (a1, . . . ,ad). An inequality a  b between multi-indeces means ai  bi for all
i = 1, . . . ,d. Q+,R+ will denote the sets of non-negative rational and real numbers respectively. Re-
call that the Newton polyhedron of a monomial ideal a = (Xa1 , . . . ,Xan ) is the convex hull of the
exponents of monomials in a, i.e. it is the set
{
k= (k1, . . . ,kd) ∈ Rd
∣∣∣ k n∑
j=1
c ja j, c1, . . . , cd ∈ Q+,
n∑
j=1
c j = 1
}
.
The Rees valuations of the monomial ideal a can be read off from the equations of the bound-
ing hyperplanes of the Newton polyhedron of a, see [HS], Theorem 10.3.5. More precisely, if
b1x1 + · · · + bdxd = 1 is the equation of a bounding hyperplane of the Newton polyhedron, then
v(xk11 · · · xkdd ) = b1k1 + · · · + bdkd is one of the Rees valuations of a. We will often identify this with
the linear functional v((k1, . . . ,kd)) = b1k1 + · · · + bdkd . If v1, . . . , vs are the Rees valuations of the
monomial ideal a, then the Newton polyhedron of a can be characterized as the set
{
k ∈ Rd+
∣∣ vi(k) 1 ∀1 i  s}.
Our investigation of level ideals in the monomial case leads us to consider two weaker versions of
the notion of projective equivalence:
Deﬁnition 4.2. We say that two ideals a,b with Rees valuations {v1, . . . , vs} and {w1, . . . ,ws′ } respec-
tively are weakly projectively equivalent if their Rees valuations are proportional, i.e. s = s′ , and there
exist constants αi > 0 such that vi = αi wi for all i = 1, . . . , s.
Note that projective equivalence is obtained if all the αi ’s are the same in the above deﬁnition.
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equivalent, but not projectively equivalent. The Rees valuations of a are
v1
(
xk yl
)= 2
3
k + 1
3
l, v2
(
xk yl
)= 1
3
k + 2
3
l,
and the Rees valuations of b are 13 v1,
1
2 v2.
Observation 4.4. If a, b are weakly projectively equivalent, then there exist μ,ν ∈ Q such that an ⊆ bμn, and
bn ⊆ aνn for all n 0 (the rational numbers in the exponent are rounded down).
Proof. Let {v1, . . . , vs}, {w1, . . . ,ws} be the Rees valuations of a and b respectively, with wi = αi vi .
Let μ =min{αi | i = 1, . . . , s}, ν =min{1/αi | i = 1, . . . , s}.
Then x ∈ an ⇒ vi(x) n for all i = 1, . . . , s, and thus wi(x)μn for all i = 1, . . . , s, which implies
x ∈ bμn . 
While weak projective equivalence makes sense for arbitrary ideals, the notion of almost projective
equivalence (Deﬁnition 4.8) relies on the geometry of the Newton polyhedra of the two ideals, and as
such it only makes sense for monomial ideals in a polynomial ring.
Deﬁnition 4.5. Let a ⊂ k[x1, . . . , xd] be an m-primary monomial ideal with Rees valuations v1, . . . , vs .
By a facet of the Newton polyhedron of a we mean one of the sets
Fi =
{
k ∈ Rd+
∣∣ vi(k) = 1 and v j(k) 1 ∀1 j  s}
for 1 i  s, or
Hi =
{
k ∈ Rd+
∣∣ ki = 0 and v j(k) 1 ∀1 j  s}
for 1 i  d. A face of the Newton polyhedron is an intersection of facets. The dimension of a face is
the dimension of its aﬃne span.
Observation 4.6. Let F := Fi1 ∩ · · · ∩ Fiw ∩ H j1 ∩ · · · ∩ H jz a non-empty face of the Newton polyhedron
of a monomial ideal a. Then the dimension of F can be computed as follows: ﬁrst, extend the set of facets
Fi1 , . . . , Fiw , H j1 , . . . , H jz to a maximal one that has intersection equal to F . The dimension of F is d −
r, where r is the dimension of the subspace spanned by the linear functionals {vi1 , . . . , viw ,π j1 , . . . ,π jz }
in (Rd)∗ , where π j denotes the projection on the jth axis of coordinates.
Proof. Let V denote the aﬃne space deﬁned by the equations vi1 = · · · = viw = 1,π j1 = · · · = π jz = 0.
The dimension of V is d− r. We need to show that the intersection of V with the Newton polyhedron
of a also has dimension d− r.
The assumption that the set of facets intersecting at F is maximal implies that there exist points
P ∈ F where vi > 1 for all i /∈ {i1, . . . , iw}, and x j > 0 for all j /∈ { j1, . . . , jz} (a priori we only know
that for each i /∈ {i1, . . . , iw}, there exists a point Pi ∈ F with vi(P ) > 1, and for each j /∈ { j1, . . . , jz},
there exists P j ∈ F with x j(P ) > 0; a point P with the desired property can be obtained by taking
a linear combination of the P ′i s and P
′
j s as above, with positive coeﬃcients with sum equal to one).
Thus, there exists an open neighborhood of P in V which is contained in F , and this proves our
claim. 
We give an example to show that the formula in Observation 4.6 fails if the set of facets intersect-
ing at F is not maximal.
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along the planes
F1 : 2x+ 2y + z = 3, F2 : x+ 2y + 2z = 3, F3 : 2x+ y + 2z = 3,
F4 : x+ y + z = 2.
The intersection F1 ∩ F2 ∩ H2 consists of a single point (1,0,1). A maximal set of facets with this
intersection is F1 ∩ F2 ∩ F4 ∩ H2, where H2 = {y = 0}.
Deﬁnition 4.8. Let a,b ⊂ k[x1, . . . , xd] be m-primary weakly projectively equivalent monomial ideals.
Let F1, . . . , Fs, H1, . . . , Hd denote the facets of the Newton polyhedron of a, and F ′1, . . . , F ′s, H ′1, . . . , H ′d
denote the corresponding facets of the Newton polyhedron of b (so that Fi and F ′i lie on parallel
hyperplanes).
We say that a and b are almost projectively equivalent if for every 1  i1 < · · · < iw  s, 1  j1 <
j2 < · · · < jz  d, we have
Fi1 ∩ · · · ∩ Fiw ∩ H j1 ∩ · · · ∩ H jz = ∅ ⇔ F ′i1 ∩ · · · ∩ F ′iw ∩ H ′j1 ∩ · · · ∩ H ′jz = ∅,
and, if non-empty, the two intersections have the same dimension.
Note that we have the following implications:
Projectively equivalent ⇒ almost projectively equivalent ⇒ weakly projectively equivalent.
We also note that the two weaker notions coincide in dimension two.
Observation 4.9. Let a,b ⊂ k[x, y] be twomonomial ideals. If a and b are weakly projectively equivalent, then
they are almost projectively equivalent.
Proof. We order the faces of a Newton polyhedron in dimension two by their slopes m0 < · · · <
ms+1 (we are including the axes of coordinates in the list of faces, with slopes equal to zero and ∞
respectively). We claim that two faces have nonempty intersection if and only if they have consecutive
slopes (we are including the axes of coordinates in the list of faces, with slopes equal to zero and ∞).
Let P1(x1, y1), P2(x2, y2), P3(x3, y3) be three vertices of the Newton polyhedron, ordered such
that x1 > x2 > x3 and y1 < y2 < y3. We claim that
y3 − y2
x2 − x3 >
y2 − y1
x1 − x2 . (1)
Assuming the contrary, we will obtain a contradiction by writing
(
x2
y2
)
= r1
(
x1
y1
)
+ r2
(
x3
y3
)
,
with r1, r2 > 0 and r1 + r2  1. Indeed we have
r1 = x2 y3 − x3 y2
x1 y3 − x3 y1 , r2 =
x1 y2 − x2 y1
x1 y3 − x3 y1
and the claim follows.
Now assume that P1, P2, P3 are the vertices lying on two intersecting sides of the Newton poly-
hedron. We claim that the intersection point must be P2. Otherwise, the Newton polyhedron would
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that Eq. (1) shows that the point P2 lies on the same side of this line as zero.
We now see that the conclusion follows by labeling the vertices of the Newton polyhedron
P0, P1, . . . , Ps with coordinates x0 > x1 > · · · > xs = 0, 0 = y0 < y1 < · · · < ys . The faces of the New-
ton polyhedron lie along lines that join consecutive points on this list, and Eq. (1) shows that the
slopes of intersecting faces are consecutive in the list of slopes arranged in increasing order. 
We end this section with an example of two ideals in k[x, y, z] which are weakly projectively
equivalent, but not almost projectively equivalent.
The approach we take in writing down this example is to deﬁne the Newton polyhedron of an ideal
by means of giving the equations of the bounding planes. The generators of the ideal will correspond
to the vertices of the Newton polyhedron, but we will not compute the vertices explicitly. Note that
it is possible that the Newton polyhedra we write down will have vertices with rational coordinates;
if that is the case, one can replace the right-hand side of all the equations of the bounding planes by
an appropriate constant, resulting in all the coordinates of the vertices being multiplied by the same
constant.
Example 4.10. Let R = k[x, y, z]. Let a be the monomial ideal with Newton polyhedron bounded by
V1 : 2x+ 2y + z = 3, V2 : x+ 2y + 2z = 3, V3 : 2x+ y + 2z = 3,
V4 : x+ y + z = 2,
and let b be the monomial ideal with Newton polyhedron bounded by
V ′1 : 2x+ 2y + z = 10, V ′2 : x+ 2y + 2z = 12, V ′3 : 2x+ y + 2z = 12,
V ′4 : x+ y + z = 7.
Note that the faces are respectively parallel (thus a,b are weakly projectively equivalent), but the
correspondence does not preserve intersections, since F4 ∩ {x= 0} = {(0,1,1)}, but F ′4 ∩ {x= 0} = ∅.
5. Level ideals – the monomial case
In this section, a denotes an m-primary monomial ideal in R = k[x1, . . . , xd]. We shall identify
a monomial xu11 · · · xudd with a point P (u1, . . . ,ud) ∈ Rd , and we will refer to a valuation v on the
polynomial ring k[x1, . . . , xd] as a linear functional on Rd .
The following lemma is the main technical tool that allows us to relate the level ideals in the
monomial case to the geometry of the Newton polyhedron of the ideal a.
Lemma 5.1. Let {v1, . . . , vs} be the set of Rees valuations of amonomial ideal a, and let F1, . . . , Fs, H1, . . . , Hd
be the facets of the Newton polyhedron of a.
Let s w  1, d z 0, and ﬁx indeces 1 i1 < · · · < iw  s, 1 j1 < j2 < · · · < jz  d, and constants
c1, . . . , cw+z > 0. Consider the set
Ut,q =
{
(u) ∈ Nd ∣∣ vi(u) tq ∀ = 1, . . . , s, vil (u) < tq + clq ∀l = 1, . . . ,w, and
u jl  cw+lq ∀l = 1, . . . , z
}
.
(a) Ut,q is non-empty for all (equivalently, for inﬁnitely many) t,q  0 if and only if
F := Fi1 ∩ · · · ∩ Fiw ∩ H j1 ∩ · · · ∩ H jz = ∅. (2)
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that every u ∈ Ut,q for t  0 satisﬁes viw+1 (u) tq + c′q, or u jz+1  c′q respectively.
(c) If F is non-empty, and h = dim(F), then there exist constants C1,C2 > 0 such that for all t,q  0,
C1q
dth  |Ut,q| C2qdth.
Proof. (a) (⇒) Let ut,q ∈ Ut,q and consider ( ut,qtq ) ∈ Rd . Note that vi( ut,qtq )  1 for all i = 1, . . . , s,
vil (
ut,q
tq ) 1+ clt , and
u jl
tq 
cw+l
tq .
These points belong to a compact subset of Rd , since vi(u)  tq + ciq imposes bounds on the
values of each of the coordinates. We can select a convergent sequence consisting of such points. The
limit of such a sequence is a point on F .
(⇐) follows from (c).
(b) We consider the case when the additional facet is Fiw+1 . The argument for the case when it is
H jz+1 is the same. Let V be the aﬃne space deﬁned by the equations vi1 = · · · = viw = 1, u j1 = · · · =
u jz = 0. Let P denote the Newton polyhedron of a, and let P ′ = V ∩ P . Note that P ′ is a bounded
convex polytope. The assumption means that the maximum value of viw+1 on P ′ is equal to one.
Let  = (i1 , . . . iw ,  j1 , . . . ,  jz ) ∈ R+w+z , and consider the aﬃne space V deﬁned by the equa-
tions vi1 = 1 + i1 , . . . , viw = 1 + iw ,u j1 =  j1 , . . . ,u jz =  jz . The intersection P ′ = V ∩ P is also
a bounded convex polytope, and the coordinates of the vertices of P ′ are linear functions of  (for
small values of ). Since the maximum value of viw+1 on P ′ is reached at one of the vertices, it is
therefore a linear function of  . As noted before, the value of this linear function when  = 0 is equal
to one, and thus there exists a constant A such that this function is bounded by 1+ A||, where ||
denotes the maximum of {i1 , . . . ,  jz }.
Note that if u ∈ Ut,q , then utq ∈ P ′ , with il = cl/t for l ∈ {1, . . . ,w},  jl = cw+l/t for l ∈ {1, . . . , z},
and the conclusion follows.
(c) By part b, we can assume that {i1, . . . , iw , j1, . . . , jz} is a maximal set of indeces that gives rise
to intersection equal to F . Relabel such that {i1, . . . , iw} = {1, . . . ,w}, { j1, . . . , jz} = {1, . . . , z}. Let r
be the dimension of the vector subspace S spanned by the linear functionals {v1, . . . vw ,π1, . . . ,πz}
in (Rd)∗ , where π j denotes projection on the jth coordinate. Then h = d − r. After relabel-
ing, we may assume that {π1, . . . ,πz, v1, . . . , vr−z} is a basis for S . We may extend to a basis
{π1, . . . ,πz, v1, . . . , vr−z,πr+1, . . . ,πd} of (Rd)∗ .
Therefore, each choice of values for
v1, . . . , vr−z,u1, . . . ,uz,ur+1, . . . ,ud,
gives rise to unique values for uz+1, . . . ,ur .
In order for a point P (u1, . . . ,ud) with integer coordinates to be in Ut,q , there are at most cciq
possible choices for each vi with i = 1, . . . , r − z (where c is the common denominator of the rational
coeﬃcients appearing in the vi ’s), and cw+kq possible choices for each uk (k = 1, . . . , z), and at most
aktq possible choices for uk (k = r + 1, . . . ,d), where ak is a constant (this is seen from the fact that
v1(P ) tq + c1q ⇒ uk  tq+c1qv1k ). This proves the second inequality.
In order to prove the ﬁrst inequality, we will construct C1qdth points that satisfy the required
inequalities. Fixing a point p0 = (u10, . . . ,ud0) ∈ F , and ﬁx δ > 0 such that vi(p0) δ, u j0  δ for all
i > w , j > z.
Let P0tq = (tqu10, . . . , tqud0), and P ′tq = (u1, . . . ,ud), where P ′tq is constructed as follows:
For k = 1, . . . , z, we allow uk to take on arbitrary (integer) values between 0 and bq (where b 
min(cw+k; k = 1, . . . , z) is an appropriately chosen constant); for k = r + 1, . . . ,d, we allow uk to
take on arbitrary (integer) values between tquk0 and tquk0 + tq (with  > 0 an appropriately chosen
constant), and (uz+1, . . . ,ur) is the unique set of values obtained when each vi with i = 1, . . . , r− z is
allowed to take on arbitrary values between tq+ b′q and tq+ ciq (where b′ < min{ci; i = 1, . . . ,w} is
an appropriately chosen constant). We claim that we can choose  > 0, b,b′ as above such that each
of the resulting uz+1, . . . ,ur is non-negative, and we have vi(P ′tq) tq for all i = 1, . . . , s.
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and vi = tq for i = 1, . . . , r − z. Since each of uz+1, . . . ,ud can be viewed as a linear functions of
u1, . . . ,uz,ur+1, . . . ,ud, v1, . . . , vr−z , it follows that there exists a constant D such that for each k ∈
{z + 1, . . . , r}, we have
|uk − tquk0| D
∑
j /∈{z+1,...,r}
|u j − tqu j0| + D
r−z∑
i=1
∣∣vi − vi(P0tq)∣∣ Aq + Btq,
where A, B are non-negative constants (the last inequality follows from the choices we made
for u1, . . . ,uz,ur+1, . . . ,ud, v1, . . . , vr−z). When t  A/(B), we obtain |uk − tquk0|  (A + B)tq.
Since uk0  δ, choosing   δ/(A + B) ensures that uk  0. In order to ensure that each uk is
an integer, note that the coeﬃcients in the linear combination that expresses uk in terms of
u1, . . . ,uz,ur+1, . . . ,ud, v1, . . . , vr−z are rational numbers; let Q be the common denominator of
these coeﬃcients. We restrict the choices for u1, . . . ,uz,ur+1, . . . ,ud, v1, . . . , vr−z to integer multi-
ples of Q (in addition to the restrictions speciﬁed above).
For i ∈ {w + 1, . . . , s}, note that since vi is a linear combination of u1, . . . ,ud , we have
∣∣vi(P ′tq)− vi(P0tq)∣∣ D ′
d∑
j=1
|u j − tqu j0| A′tq,
where D ′, A′ are positive constants. Since vi(P0tq) = tqvi(p0)  δtq, we can ensure that vi(P ′tq)  tq
by choosing   δ/A′ .
Now consider i ∈ {r − z + 1, . . . ,w}, so that vi can be written as a linear combination
vi = c1v1 + · · · cr−zvr−z + c′1u1 + · · · + c′zuz.
The assumption that F is non-empty implies that c1 + · · · + cr−z = 1. If all of c′1, . . . , c′z are non-
negative, we have vi(P ′tq) tq, and we are done. Otherwise, we choose the constants b,b′ such that
b −∑c′l<0 c′lb′ , and thus we can ensure that vi(P ′tq) tq holds for all i. 
Deﬁnition 5.2. Let a, I = ( f1, . . . , fn) ⊂ k[x1, . . . , xd] be monomial m-primary ideals, and let f be a
monomial. Let F1, . . . , Fs, H1, . . . , Hd be the facets of the Newton polyhedron of a. We say that a
combination of facets {Fi1 , . . . , Fiw , H j1 , . . . , H jz } is admissible for (I, f ) if for every k ∈ {1, . . . ,n},
there exists an i ∈ {i1, . . . , iw} such that vi( fk) > vi( f ), or there exists a j ∈ { j1, . . . , jz} such that the
exponent of x j in fk is strictly greater than the exponent of x j in f .
The following result shows how to compute the level ideals in the monomial case, using geometric
information coming from the Newton polyhedron of a.
Theorem5.3. Let I = ( f1, . . . , fn),a ⊂ k[x1, . . . , xd] bemonomialm-primary ideals, and let f ∈ k[x1, . . . , xd]
be a monomial. Let h be the largest possible dimension of a non-empty intersection F of an admissible combi-
nation of facets for (I, f ). If no such non-empty intersection exists, we take h = −1. Then f ∈ Ia,d−1−h\Ia,d−h.
Moreover, f ∈ a∞ I∗ if and only if h = −1, so that Ia,d = a∞ I∗ .
Proof. Write f i = XNi , f = XN . Observation 2.2 combined with Observation 2.3 show that
D
(
at, I, f
)= lim
q→∞
1
qd
λ
(
atq
tq tq [q] q
)
.a ∩ (a I : f )
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tq
atq∩(atq I [q]: f q) is equal to the number of monomials X
u such that vi(Xu)  tq for all
i = 1, . . . , s, and such that Xu belongs to the complement of the set
(D1 ∩ V11 ∩ · · · ∩ V1s) ∪ · · · ∪ (Dn ∩ Vn1 ∩ · · · ∩ Vns),
where
Dk: u+ qN Nkq, Vki : vi
(
Xu
)
 tq + q(vi( fk) − vi( f )).
The condition that Xu ∈ Dk ∩ Vk1 ∩ · · · ∩ Vks means that Xu f q is divisible by f qk , and when we write
Xu f q = bf qk , the coeﬃcient b ∈ atq . We write V for the set of monomials Xu ∈ atq . Thus, we want to
count the monomials in
V ∩ (D1 ∪ V11 ∪ · · · ∪ V1s) ∩ · · · ∩ (Dn ∪ Vn1 ∪ · · · ∪ Vns)
=
⋃
[V ∩ V1i1 ∩ · · · ∩ Vnin ],
where the union is taken over all choices of 0 i1, . . . , in  s, making the convention that Vk0 = Dk .
For each set of the form [V ∩ V1i1 ∩ · · · ∩ Vnin ], we let k1, . . . ,kz be the indeces for which ik = 0,
and we let j1, . . . , jz be chosen such that u jl  (Nkl jl − N jl )q for l ∈ {1, . . . , z}. Relabel so that the
values of ik that are not equal to zero are {i1, . . . , iw}. Note that the inequalities required for Xu
to belong to this intersection imply that {Fi1 , . . . , Fiw , H j1 , . . . , H jz } is an admissible collection of
facets for (I, f ), and the set [V ∩ V1i1 ∩ · · · ∩ Vnin ] is of the form Ut,q as in Lemma 5.1 (with cl =
vil ( fl) − vil ( f ) for l ∈ {1, . . . ,w}, and cw+l = Nkl jl − N jl for l ∈ {1, . . . , z}). Also note that in order for
the intersection to be non-empty we must have w  1, since otherwise all of H1, . . . , Hd would have
to be part of the admissible collection (due to the fact that I is m-primary). The conclusion follows
from Lemma 5.1. 
Now we turn to the question of when two monomial ideals a and b determine the same level
ideals.
Lemma 5.4. Let v0, v1, . . . , vs be monomial valuations such that v0 is not proportional to any one of
v1, . . . , vs. Then we can choose f1 = xN11 , . . . , fd = xNdd , f = xk11 · · · xkdd /∈ I = ( f1, . . . , fd) such that
(1) v0( f j) > v0( f ) for all j ∈ {1, . . . ,d}, and
(2) for each i  1 there exists j ∈ {1, . . . ,d} such that vi( f j) vi( f ).
Proof. Let
v0
(
xk11 · · · xkdd
)= a1k1 + · · · + adkd,
vi
(
xk11 · · · xkdd
)= bi1k1 + · · · + bidkd.
For any choice of (k1, . . . ,kd), choosing
N j =
⌊
a1
a j
k1 + · · · + a j−1
a j
k j−1 + k j + a j+1
a j
k j+1 + · · · + ad
a j
kd
⌋
+ 1
ensures that v0( f j) > v0( f ) is satisﬁed. Note that N j > k j for all j, so f /∈ ( f1, . . . , fd).
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N1, . . . ,Nd chosen as above). In order to prove this, we will see that for each i ∈ {1, . . . , s}, there
exists j ∈ {1, . . . ,d} such that
bi1
bij
k1 + · · · + bij−1
bij
k j−1 + bij+1
bij
k j+1 + · · · + bid
bi j
kd
 a1
a j
k1 + · · · + a j−1
a j
k j−1 + a j+1
a j
k j+1 + · · · + ad
a j
kd. (3)
Fix j1 ∈ {1, . . . ,d} smallest such that there exists j = j1 with
bij
bi j1
= a j
a j1
and ﬁx j2 to be the smallest such j. If
bij2
bij1
>
a j2
a j1
, then (3) holds for j = j1. If the opposite inequality
is true, then (3) holds for j = j2. 
Theorem 5.5. Let a,b ⊂ k[x1, . . . , xd] be monomial m-primary ideals. The following are equivalent:
(a) a and b are weakly projectively equivalent.
(b) Ia,1 = Ib,1 for every monomial m-primary ideal I .
(c) Ia,1 = Ib,1 for every I = (xN11 , . . . , xNdd ).
Proof. Let {v1, . . . , vs}, {v ′1, . . . , v ′s′ } be the sets of Rees valuations of a and b respectively.
Theorem 5.3 shows that f /∈ Ia,1 if and only if there exists an i ∈ {1, . . . , s} such that vi( f j) > vi( f )
for all j = 1, . . . ,n, where I = ( f1, . . . , fn) (so that we can take h = d− 1 in Theorem 5.3). This proves
(a) ⇒ (b).
(b) ⇒ (c) is obvious. To prove (c) ⇒ (a), assume by contradiction that v1 is not proportional to any
one of v ′1, . . . , v ′s′ . Then Lemma 5.4 shows that we can choose I = (xN11 , . . . , xNdd ), and f = xk11 · · · xkdd
such that f ∈ Ib,1\Ia,1. 
Lemma 5.6. Let a,b ⊂ k[x1, . . . , xd] be weakly projectively equivalent monomial m-primary ideals. Assume
that Ia,d = Ib,d for every monomial m-primary ideal I .
Let F1, . . . , Fs, H1, . . . , Hd denote the facets of the Newton polyhedron of a, and let F ′1, . . . , F ′s, H ′1, . . . , H ′d
denote the corresponding facets of the Newton polyhedron of b.
Fix indeces i1, . . . , iw ∈ {1, . . . , s}, j1, . . . , jz ∈ {1, . . . ,d}. Then F := Fi1 ∩ · · · ∩ Fiw ∩ H j1 . . . H jd is
non-empty if and only if F ′ := F ′i1 ∩ · · · ∩ F ′iw ∩ H ′j1 . . . H ′jd is non-empty.
Proof. Assume that F is empty. We will construct a point P (with integer coordinates) inside the
Newton polyhedron of a such that the set of facets Fi1 , . . . , Fiw , H j1 , . . . , H jz is an admissible set for
(a, f ), where f is the monomial corresponding to the point P . We have f ∈ a = aa,d . By assumption,
we must also have f ∈ ab,d . Theorem 5.3 shows that f ∈ Ib,d means that there does not exist any
non-empty intersection of a set of facets of the Newton polyhedron of b which is admissible for
(I, f ). On the other hand, the assumption that a and b are weakly projectively equivalent implies that
F ′i1 , . . . , F
′
iw
, H ′j1 , . . . , H
′
jz
is an admissible set of facets of the Newton polyhedron of b for (a, f ). Thus,
F ′ must be empty.
In order to construct the point P we proceed as follows:
We may assume without loss of generality that any intersection of fewer facets from among
Fi1 , . . . , Fiw , H j1 , . . . , H jz is non-empty. Choose points P1 ∈ Fi1 , P2 ∈ Fi2 ∩ · · · ∩ Fiw ∩ H j1 . . . ∩ H jz
with rational coordinates. Moreover, choose P2 such that vi1 (P2) is minimal among all vi1 (Q ) for
points Q ∈ Fi2 ∩ · · · ∩ Fiw ∩ H j1 . . . ∩ H jz . Let P = r1P1 + r2P2, with r1, r2 > 0 rational numbers
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if Q 1, . . . , Qn denote the points corresponding to the generators f1, . . . , fn of a, we want to choose
r1 small enough so that vi(P ) < vi(Qk) for all Qk /∈ Fi , when i ∈ {i1, . . . , iw}, and π j(P ) < π j(Qk) for
all points Qk /∈ H j , when j ∈ { j1, . . . , jz}.
The construction ensures that P belongs to the Newton polyhedron of a. Now we check that
{Fi1 , . . . , Fiw , H j1 , . . . , H jz } is an admissible set for (a, f ). If Qk ∈ Fi2 ∩ · · · ∩ Fiw ∩ H j1 . . . ∩ H jz , we
have vi1 (Qk) > 1 = vi1 (P1), and vi1 (Qk)  vi1 (P2) by the choice of P2. Thus, vi1 (Qk) > r1vi1 (P1) +
r2vi1 (P2) = vi1 (P ). If Qk /∈ Fi2 ∩ · · · ∩ Fiw ∩ H j1 . . . ∩ H jz , there exists either an i ∈ {i2, . . . , iw} such
that vi(Qk) > 1, or a j ∈ { j1, . . . , jz} such that π j(Qk) > 0. Since the point P is chosen suﬃciently
close to P2, this will ensure that we have vi(Qk) > vi(P ), or π j(Qk) > π j(P ).
Note that the construction of the point P as described above yields a point with rational coordi-
nates. In order to obtain a point with integer coordinates, replace the ideal a by a suitable power aM
(with the effect of replacing all the points Q of the Newton polyhedron by points MQ ). Replacing a
by aM preserves all the assumptions. 
Lemma 5.7. Let a ⊂ k[x1, . . . , xd] be a monomial m-primary ideal. Let F = Fi1 ∩ · · · ∩ Fiw ∩ H j1 ∩ · · · ∩ H jz
be a non-empty intersection of facets of the Newton polyhedron of a, and let f be a monomial corresponding
to a point on F . Let I = ( f1, . . . , fn) be a monomial ideal with generators corresponding to the vertices of the
Newton polyhedron of a that do not belong to F . If F has a vertex on one of the x j-axis, add a high power of
the variable x j to the generators of I (in order to make I m-primary).
Then f ∈ Ia,d−h−1\Ia,d−h, where h = dim(F).
Proof. According to Theorem 5.3, we need to check that dim(F) is the largest value of the dimension
of an intersection of admissible facets for (I, f ).
We claim that if F ′ = Fi′1 ∩ · · · ∩ Fi′w′ ∩ H j′1 ∩ · · · ∩ H j′z′ is an intersection of admissible facets for
(I, f ), then we must have F ′ ⊆ F . Assuming the contrary, there exists an fk among the generators
of I such that the corresponding point belongs to F ′ . This implies that vi′l ( fk) = 1 vi′l ( f ) for all l =
1, . . . ,w ′ , and the exponent of x j′l in fk is zero for all l = 1, . . . , z′ , which contradicts the assumption
that F ′ is an intersection of admissible facets for (I, f ).
Conversely, one can select a collection of admissible facets from among Fi1 , . . . , Fiw , H j1 , . . . , H jz
(and thus with intersection containing F ). To see this, note that for each k there exists an i ∈
{i1, . . . , iw} such that vi( fk) > 1 = vi( f ), or there exists a j ∈ { j1, . . . , jz} such that the exponent
of x j in fk is positive, and thus greater than the exponent of x j in f . 
Theorem 5.8. Let a,b ⊂ k[x1, . . . , xd] be monomial m-primary ideals. The following are equivalent:
(a) a and b are almost projectively equivalent.
(b) Ia,u = Ib,u for every monomial m-primary ideal I and every u = 1, . . . ,d.
Proof. (a) ⇒ (b) follows from Theorem 5.3.
We prove (b) ⇒ (a). We know that a and b are weakly projectively equivalent from Theorem 5.5.
Lemma 5.6 shows that if F := Fi1 ∩ · · · ∩ Fiw ∩ H j1 ∩ · · · ∩ H jz is a non-empty intersection of facets of
the Newton polyhedron of a, then the intersection of the corresponding facets F ′ := F ′i1 ∩ · · · ∩ F ′iw ∩
H ′j1 ∩ · · · ∩ H ′jz of the Newton polyhedron of b is also non-empty.
It remains to be seen that F and F ′ have the same dimension. Let h = dim(F). Construct the
ideal I and the monomial f as in Lemma 5.7. We have seen in the proof of Lemma 5.7 that one can
select an admissible collection of facets for (I, f ) from among
Fi1 , . . . , Fiw , H j1 , . . . , H jz .
The fact that the valuations vi and v ′i are proportional for all i implies that the corresponding facets
of b will also form an admissible collection for (I, f ), and the intersection of these facets con-
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that dim(F ′) h. The opposite inequality is obtained by reversing the roles of a and b. 
6. Level ideals versus integral closure
We investigate the relationship between the integral closure I and the level ideals Ia, j . Proposi-
tion 2.8 shows that if a is projectively equivalent to I , then Ia,d ⊇ a∞ I∗ = I . We use our characteriza-
tion of level ideals in the monomial case (Theorem 5.3) to investigate whether a similar relationship
holds when a is not projectively equivalent to I . We are able to show a weaker form of the relation-
ship, namely I ⊆ Ia,1. More precisely, we have the following:
Proposition 6.1. Let I ⊂ k[x1, . . . , xd] be an m-primary monomial ideal. Then
I =
⋂
a
Ia,1
where a runs through all monomial m-primary ideals.
Proof. Let f ∈ I , and let a ⊂ k[x1, . . . , xd] be an m-primary monomial ideal. Let I = ( f1, . . . , fn), and
let v1, . . . , vs be the Rees valuations of a. By the valuative criterion for integral closure, we know
that for each 1  i  s, there exists 1  k  n such that vi( f )  vi( fk). Thus, there is no admissible
collection of facets consisting of a single facet, and thus h  d − 2. By Theorem 5.3, this is equivalent
to f ∈ Ia,1.
For the reverse inclusion, consider f ∈⋂ Ia,1. We wish to show that f ∈ I . Fix a monomial val-
uation v with v(xi) = ai ∈ Q+ . We wish to show that there exists k such that v( f ) v( fk). We can
replace v by a monomial valuation proportional to v , such that ci = 1/ai are integers, and consider
the ideal a = (xc11 , . . . , xcdd ), for which v is the unique Rees valuation. Theorem 5.3 shows that f ∈ Ia,1
is equivalent to h d−2; in other words, we cannot have v( fk) > v( f ) for all 1 k n, which is our
desired conclusion. 
In the case when a and I are projectively equivalent, the following result shows that all the level
ideals Ia, j with j  1 coincide, and they also coincide with the integral closure.
Proposition 6.2. Let a, I ⊂ k[x1, . . . , xd] be monomialm-primary ideals, and let f ∈ k[x1, . . . , xd] be a mono-
mial. Assume that a and I are projectively equivalent. Then f ∈ Ia,1 ⇔ f ∈ a∞ I∗ = I .
Proof. We only need to prove (⇒). Let v1, . . . , vs be the Rees valuations of a. By Theorem 5.3, f ∈ Ia,1
means that for each 1  i  s we have vi( f )  vi(I). Since v1, . . . , vs are respectively proportional
to the Rees valuations of I , this means that f ∈ I = a∞ I∗ , where the last equality is by Proposi-
tion 2.8. 
By analogy with Proposition 6.1, we also consider the intersection of all Ia,d , when a runs through
all m-primary monomial ideals.
Proposition 6.3. Let I ⊂ k[x1, . . . , xd] be an m-primary monomial ideal. Then
I =
⋂
a
Ia,d,
where a runs through all m-primary monomial ideals.
2242 A. Vraciu / Journal of Algebra 323 (2010) 2226–2242Proof. Fix a monomial f = xk11 · · · xkdd /∈ I , and let I = ( f1, . . . , fn), f i = xNi11 · · · xNidd .
Choose a such that it has a single Rees valuation v , with v(xi) = ci , where c1  c2, . . . , cd . We
want c1 to be suﬃciently large compared to c2, . . . , cd to ensure that Ni1 > k1 implies v( f i) > v( f )
for all 1 i  n.
We check that f /∈ Ia,d . For each i with Ni1  k1, there exists a j = 1 such that Nij > k j . Therefore
one can select an admissible collection from among the facets H2, . . . , Hd, F (F is the unique facet of
the Newton polyhedron of a that does not lie along a hyperplane of coordinates). The intersection of
these facets is non-empty, thus it has dimension h 0, which means that f /∈ Ia,d . 
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