Correcting software bugs automatically is challenging because the process poses many uncertainties. As the size and complexity of software increases, manually correcting software bugs becomes very difficult. Hence, automatic software repair has become increasingly essential. Genetic programming (GP) is a method for addressing this problem, as research has applied it to find ways to repair faulty programs in recent years. Nevertheless, most of the variants generated by GP are not precise in detecting repair solutions. In this paper, we propose a fault-based genetic-like programming approach that heuristically searches all possible variants as they increase with the number of modifications. Our method is able to find the best repairs for programs with fewer faults, faster than genetic programming. However, the cost is that heuristically searching for suitable repairs is time-consuming. Hence, we have also optimized our approach to speed up performance. In this study, our approach was used to repair faulty C programs, and the results were compared with those generated by genetic programming. The results show that our approach better detected faulty programs in up to 18000 lines of code when the number of program faults was less than two.
Introduction
Technology is developing at an amazing speed, and software packages are increasing in size. The effort required to test and debug programs is growing considerably [1] . Although many analyses of automatic software testing have been conducted [2] , programmers still need to exert a great deal of effort to manually fix bugs. The automatic correction of software bugs will help us cut costs during the manufacturing process and speed up the release of software. Therefore, the demand for automatic software repair is becoming increasingly important. Although many analyses of automatic software repair have been done, this technology is not yet mature. Further improvements remain called for.
Genetic programming (GP) is suitable for automatically fixing bugs. The applications of GP to automatically repair software is based on software evolution [3] [4] . It optimizes a population of computer programs by using the machine learning technique and performing a given computational task. During automatic software correction, it evolves the faulty program several times to produce candidate programs that might fix the faulty program and then repairs the program. Even so, when genetic programming is used to repair a faulty program, it produces too many modifications to programs that have few faults. The number of modifications should relate to the number of faults; this is better than randomly generating numbers of modifications to repair faults.
As a result, in this paper we propose fault-based genetic-like programming to enhance performance for programs with few faults. Our approach changes the processes of genetic programming to automatically reconstruct the program itself and then repair the faulty program increased by the number of modifications. We implemented our approach and compared it with genetic programming [5] [6] using some benchmarks.
However, our approach of heuristically searching and testing all possible changed variants could make the algorithm tedious and time-consuming. Therefore, to make our algorithm more efficient, we integrated fault localization to reduce redundant variables and replace the heuristic mutation mechanism with a new mechanism that is called cross mutation when the number of iterations is greater than two. We also applied sampling mechanisms before the variants were generated to handle larger target programs.
The experimental results show that the performance of our approach is better than traditional genetic programming when a program has only one fault to be repaired. We also discovered that genetic programming is inefficient for repairing programs that have more faults. On the other hand, the target programs can be repaired more easily using the proposed approach.
The rest of this paper is organized as follows. In Section 2, we discuss the background of the automatic fixing of software bugs including automatic software repair, genetic programming, and its detailed processes. In Section 3, we illustrate the operations of our approach. Section 4 outlines the experimental results and discusses them. Finally, Section 5 presents our overall conclusions and suggestions for future work.
Related Work
Automatic software repair is a newly generated area of research in the past decade. In this section, we introduce an overview of what kinds of techniques are brought into this area. Furthermore, we describe the genetic programming approach and the way it is used to fix software bugs.
Automatic Software Repair
Automatic software repair is an important research field today. The idea was first proposed a few years ago [7] [8] [9] [10] [11] . Studies in the field have modified buggy programs using the evolutionary technique so that a software's faults can be fixed through reconstruction from the original program [12] [13] . Based on this assumption, we automatically changed part of the code in the target program, and then tested the changed program until we found the best solution. In 2006, Weimer proposed an algorithm for constructing patches using a finite state machine structure [14] . Afterward, Arcuri brought up the idea of using genetic programming to achieve automatic software repair [1, 15] . He modeled the search space for possible modifications as a search problem [16] [17] and discussed it. Weimer applied the idea of genetic programming to a real case [18] [19] [20] . This approach was the first to repair off-the-shelf legacy C programs using genetic programming. Nevertheless, the search space for possible modification is very large when using genetic programming.
Other studies had been proposed in this field. For example, Perkins proposed a tool named ClearView, a system used to automatically detect and correct errors in deployed software systems [21] . It uses a set of monitors to detect failures and learns the program's behavior during execution. When a failure is detected, candidate patches are generated and tested to find the repair. The approach has been successfully applied to Firefox established by a Red Team evaluation. However, the overhead is high and errors must be detected by monitors. Furthermore, Demsky and Elkarablieh tried to dynamically repair the data structure. The former dynamically detected violations of data structure consistency constraints and repaired them in order to execute the program normally [22] . The latter developed an automatic framework called Juzi, which reacts to violations by performing a systematic search based on symbolic execution to restore the data structure when it violates its constraints [23] [24] .
Currently, repair can be divided into search-based repair and semantics-based repair. The former technic uses the following steps: (1) generate repair candidate, (2) search for repair, (3) validate the repair candidate, and (4) repeat above steps until finding the repair. The tools with this technic include GenProg [25] , PAR [26] , and SPR [27] . The latter technic uses different heuristic methods like symbolic execution and constraint solving in order to analyze the program and find the repair. The tools with this technic include Angelix [28] , SemFix [29] , Nopol [30] , and DirecFix [29] .
Genetic Programming
Genetic programming (GP) is a method to solve complex computer problems by evolving computer programs [5, 8, 9, [32] [33] . It uses a population composed of individuals in each generation. Every individual is a possible candidate solution. A function called fitness measures the fitness of each individual. Individuals with greater fitness have a higher chance of being selected for the next generation. The process continues until it finds the individual with the greatest fitness, and then it terminates; the individual with the highest fitness is the final solution. Otherwise, the process will iterate until it reaches the maximum number of generations, which is set by the user. Next, we are going to specify the following detailed processes for software repair using genetic programming: program representation, mutation, and fitness function.
Program Representation
To represent a program, the codes of a real program are translated into program statements. The statements are logged with a unique number by inserting a fprintf function call after the program block. Using this translation, the complexity of a program can be reduced and the program's characteristics are easy to analyze. The structure after translation is called an abstract syntax tree (AST) [30] , which is used to represent an individual in genetic programming. Moreover, the execution path can also be represented by the structure, which becomes a series of numbers such as {6;5;3;4;5;3;4}. Thus, we can repair the faulty program by changing the permutations and combinations of an abstract syntax tree. Since visits to the execution path by negative test cases can be logged, the mutation operator can focus on mutating the statements, which are visited by these negative test cases. The statements visited by positive test cases are not candidates for repair. Each kind of statement is assigned a weight (~ 0-1) to let mutation operators know whether or not to mutate the statement. Statements with higher weights are more likely to be mutated. This method of using weight to represent the likelihood of statement mutation is an easy-to-implement fault localization [35] [36] . Debroy proposed combining mutation testing and fault localization to automatically fix faults [37] . He used Tarantula's fault localizer 35 to evaluate the importance of each statement and used traditional mutation testing to mutate the program.
Genetic Operator
Genetic operators are operations used to make variations to the original individual and produce new variants to be candidates for the solution. In automatic software repair, there are two different genetic operators: mutation and crossover. Mutation changes parts of program statements by applying numerical mutation operators to produce new variants. Crossover is applied to two individuals by combining randomly chosen parts from the parent individuals to generate two new variants. In Weimer's approach, the mutation operator includes three kinds of operators: insertion, deletion, and swap. The insertion takes some statements from the original individual and places them after one of the statements. In the case of deletion, it makes one of the statements into a blank block. In the end, the swap exchanges two statements to create new variants. Crossover randomly selects a cutoff point, which is one of the program statements and switches all statements after the cutoff point. For example, there are two individuals A = [a1, a2, a3, a4, a5] and B = [b1, b2, b3, b4, b5]. In addition, the cutoff point is 2. After doing a crossover with these two individuals, the children A' = [a1, a2, b3, b4, b5] and B'= [b1, b2, a3, a4, a5] are produced.
Fitness Function
The task of a fitness function is to measure which individual is the solution to a problem. Fitness can be measured in many ways such as by time, difference, and length; however, correctness is the most adaptive for software repair. To evaluate it, the candidate programs, which are mutated by genetic operators, are compiled into executable programs. Then, there are numbers of test cases, each of which has a correct output. If some of the execution results of a candidate program are different from the corresponding outputs, then its fitness will decrease. The candidate program that generates all correct outputs will have max fitness and will be the solution for the faulty program. However, the cost of evaluating a program's fitness is very high when we select too many test cases. On the other hand, if the number of test cases is too small, the precision of the program's fitness measure will be imperfect. In Fast's approach [38] , he points out this issue and tries to enhance the fitness function.
Fault-based Genetic-Like Programming
In this section, we propose a fault-based genetic-like programming method for enhancing the performance of the traditional genetic programming; we also show some simple examples to illustrate how our approach works in real cases [39] . After that, we explain three optimization methods for reducing redundant processes.
Motivation
Traditional genetic programming is a powerful method for automatic software repair. However, there is concern that the programs often have few faults. In other words, there is little difference between the fixed program and the original program. Genetic programming randomly chooses numbers of states and mutates them; this means that there are plenty of differences between the mutated program and the original program. Therefore, we propose a novel genetic-like programming method to enhance traditional genetic programming.
This approach is a fault-based approach used to find the best repair for the target program. It generates a new population whose individuals have only small differences from the original. In this new population, some individuals might pass all of the test cases. These individuals are the best solutions. Yet, this kind of individual might not be found. In that case, it proceeds to the next step. More changes in the population are added bit by bit. Finally, one or more individuals that satisfy all of the test cases for the target program are found. Figure 1 is the algorithm for fault-based genetic-like programming for automatic software repair. Lines 1-2 sample the possible mutation and generate a new mutated population of the first iteration. Line 4 records the variable, total_modification, to control the incoming loop. Lines 4-15 are the main loop that searches for the adequate repair. During each iteration, we employ two queues (lines 5-6) to cache variants for the next step. One of the queues stores those variants that pass the most test cases, while another one stores the remaining variants, except for those that fail to pass any test cases. Then, we take a simple random sampling from the larger queue (line 9) and use these queues to apply cross mutation to the selected variants of each queue (line 10). This procedure generates a new population for the next modification. The algorithm will terminate when one of the two following conditions is satisfied. First, a variant passes all test cases. Second, the variable total_modification reaches the variable max_modification (line 15). The solution repair for the original program is found when the first situation is reached. Otherwise, the repair approach has failed. 3) Generate the initial population using the result derived in step 2. 4) Check the fitness of every variant in the new generated population. If there is a variant whose fitness is larger or equal to the max fitness, then return the variant and terminate. 5) Produce two lists and sample them to generate a new population for the next iteration. 6) Use the queues derived from step 5 and produce a new population for the next iteration.
The Fault-based Genetic-Like Programming
The most conspicuous difference between genetic programming and fault-based genetic-like programming is that faultbased genetic-like programming employs a variable called total_modification. This variable holds the information for the whole process about how many parts have been modified. Moreover, the mutation function will no longer collect numbers of statements in the original individual that is being mutated. Instead of changing many statements, this approach mutates only one statement in the original individual to make sure that the needed modification is the minimum. To achieve this goal, we replace the mechanism that randomly selects states and a mutation operator in an individual with a heuristic method for finding and testing all possible states and mutation operators. This approach gradually increases the total Best_fix ← {〈P , f〉∈ Popul | f = best_sofar} 6:
Better_fix ← {〈P , f〉∈ Popul | f > 0} 7:
Popul ← ∅ 8:
For all p ∈ best_fix do 9:
For all q ∈ Simple_sample(better_fix,threshold) do 10:
c ← cross_mutation(p , q) 11:
Popul ← Popul ∪ {c} 12:
End for 13:
End for 14: Total_modification++ 15: Until ∃〈V , fV〉∈ Popul. fV = max_fitness || max_modification ≦ Total_modification 16: Return V changed states until we find the best solution for the target program. With sufficient time and memory space, this approach will certainly find the solution. In the following sections, we will discuss implementation and optimization. 
Initial Mutation
The mutation algorithm used to heuristically search all minimum mutations is shown in Figure 3 . Input P is an abstract syntax tree for the target program and a series of numbers that represents statements visited by negative test cases. The output is a population that contains numbers of variants whose structure is also AST.
We used two statements in this algorithm. Statement i is the statement visited by negative test cases, and statement j is the statement in target program P, which represents all statements. Popul is a list whose element is a mutated variant; there are three mutation operators in the nested loop including swap, insertion, and deletion. The swapping interchanges are stmti and stmtj. The insertion transforms stmti into a block statement, which contains stmti followed by stmtj. The deletion then transforms stmti into an empty block. Ultimately, all of the variants are put in the Popul list and returned.
However, it is difficult to find the best repairs when the program is too large or the number of faulty states is too great. Hence, we implemented some optimizations to reduce the search space and ensure that the algorithm finishes its work in time and maintains a good success rate for repairing faulty programs.
The optimizations were incorporated to reduce search space: cross mutation and sampling. We will introduce them in the following sections and discuss related experiments in Section 4. 
Reducing the Search Space of the Initial Mutation
In fault-based genetic-like programming, there are the three mutation operators of deletion, swap, and insertion. If a faulty program contains m states and the faulty test case invites n states (n≤m), then we have to test a total of 3mn variants in the initial mutation stage. In other words, if there is a faulty program containing 1000 states and the faulty test case invites 500 statements, then we have to test 1500000 variants to find out whether we have the best repair solution or not. Therefore, the number of variants is too large to handle. In this case, we must reduce the search space of the initial mutation to make sure that the proposed approach could work on larger programs as well.
First of all, we were concerned about how we could avoid testing the variants that cannot possibly repair the target program. Here, we applied the concept of fault localization [9] [10] . We review the variants produced by each mutation operator and estimate the probability that they could repair the target program in the above example. It is not difficult to see that the deletion mutation only has to test n variants; this is because it only has to delete one of the statements that have been invited by faulty test cases. If one of the other statements was deleted, then some of the positive test cases may fail. Furthermore, in order to reduce the search space for swap and insertion, we record the statements invited by positive test cases. We do not want to alter these statements because of the possibility that some positive test cases would fail. On the contrary, some statements are only invited by negative test cases; it is highly possible that these statements have bugs, and we must change them to be tested. A Venn diagram to illustrate the above discussion is presented below. The diagram involves two sets, negative test cases and positive test cases.
The black circle, the negative test case set, represents all states invited by bad test cases. The grey circle, the positive test case set, represents all states invited by good test cases. The region excluding negative test cases and positive test cases include states that have not been invited by negative test cases or positive test cases. The diagram includes the labels a, b, c, and d, which represent every region in the diagram. In the initial mutation mechanism (see Figure 4) , we have to select not only statement i, but also statement j. Therefore, the search space is the cardinality of the product of the two sets. Figure 5 shows them with every kind of mutation operator. The insertion inserts every statement of the original program after a faulty statement, and the swap swaps the statements that are not invited by positive test cases. Finally, only the faulty statements are deleted.
To implement this optimization, we use a list to store the statements that are used by swap. In the case of the deletion, we execute it on the first loop. Finally, insertion does not need to make any changes. The algorithm used after refinement is shown in Figure 6 . In the worst case, if the number of states of bad test cases is almost equal to the number of total states and the number of states of good test cases is equal to zero, then it is conservatively estimated that the reduction rate is 33%, and that proportion of individuals is precluded from the fault localization mechanism. 
Cross Mutation
After the reduction of the initial mutation, the fault-based genetic-like programming approach progresses to the second modification. There is a problem here. If the number of individuals that have been generated in the first modification is n and we mutate all of these individuals using the mechanism of initial mutation (see section 3.3), then the search space will become n2n2. It is extremely difficult to test all of them in a permissible time. Therefore, when the number of modification is two or more, optimizing the mutation strategy will be a new problem. At first, we separate out the variants with the highest fitness from the population produced by the previous iteration. Most of variants in the population have low fitness or cannot be executed. If these variants can be eliminated from the population, then there is a great possibility that the time spent compiling and testing mutated programs could be reduced. However, it still takes too much time to execute the mutation process because the mutation of the screened population is still an arduous task. Therefore, our next goal is to further reduce the number of variants in the screened population.
Here, we replace the mutation mechanism with a proposed mechanism called cross mutation. The basic idea of this mechanism is to use the results generated in the previous iteration, log the modifications of the previous iterations, and use these modifications to produce a new population to be evaluated. To implement this mechanism, two queues called best_fix and better_fix are recorded. They are shown in Figure 7 . The best_fix queue contains the individuals that hold the highest fitness so far; the better_fix queue contains the individuals that hold non-zero fitness. The variants that hold low fitness indicate that the mutated program may not be executed successfully in test cases; however, these individuals may fix bugs, so we have to take them into consideration through placement into the better_fix queue. We also add a variable called last_modify to every individual in order to record the last modification in a previous iteration. The default value of this variable is 0, which indicates that there are no modifications in the individual. Every element in best_fix has to perform cross mutations with every element in better_fix. Figure 7 shows how this works. When an element in best_fix is executing a cross mutation with an element in better_fix, this process checks the value of last_modify. Then, the last modification of the individual in better_fix can be reproduced by the previous individual in best_fix. Hence, the newly generated population will contain two kinds of modifications from cross mutations between best_fix and better_fix. With this optimization, we can save much time usually spent compiling and testing redundant repairs when the rate of variants that hold low fitness is high. The exact experimental results relating to the mechanism will be shown and discussed in Section 4. 
Stratified Random Sampling
The optimizations in the preceding two sections significantly improved efficiency by reducing and avoiding redundant executions. However, the search space is still a huge burden when the target program is large. For this reason, we use random sampling to make the execution finish in time. Using this method, the number of searching individuals could be kept below a threshold T that enables larger programs to be fixed. First, we use simple random sampling to sample the original population. In addition, we calculate the total number of mutated individuals and use it to divide the threshold. Then, we can derive a random sample factor (P(s)), which is shown below.
P(s) = T / the total number of mutated individuals (1)
In the cross mutation, the total number of mutated individuals is derived from the length of best_fix multiplied by the length of better_fix. Instead of sampling the total mutated population, we sampled these two lists respectively to reduce the cost of random sampling. On the other hand, there is additional concern in the initial mutation. Because the number of each mutation operator in the initial mutation is different, simple random sampling has a drawback that the number of individuals generated by the same kind of mutation operator is not balanced. Hence, we replace it with the stratified random sampling method that calculates the random factor P(t), which will sample variants with the same kind of mutation operator to balance the number of each kind of variant. The equation for deriving the random factor is shown in Figure 8 . 
Experimental Results and Discussion

Environment Setup
We took the open source benchmarks obtained from [32] [33] . Every benchmark had known defects. We seeded more bugs into these benchmarks to create more negative test cases, which would cause different kinds of defects. The programs are listed in Table 1 . The target program indicates the name of each benchmark program, and minimal repair represents the minimal number of modifications required to repair a program. In the last column, we specify which kinds of defects the faulty programs have. Some programs that had two minimal repairs could cause more than one defect, but in some cases, there may be only one defect.
In order to prevent the repairing procedure from spending too much time in execution and to maintain the success rate, a proper number of test cases (~5-10) needs to be set in each benchmark. Moreover, we assume that the importance of positive and negative test cases is equal, so the same weight of each kind of test case should be set. Furthermore, the threshold = 450; this is not too large to generate a population in order to prevent the memory from being exhausted when sizable benchmarks are handled. Also, in order to avoid redundant execution, the max_modification was set to two. We performed 20 trials. Each of them contained a unique random seed, execution time, success rate, and other produced variant information. This data was recorded. All of them were compared with the results of the original genetic programming, which was set to good path factor = 0.01, mutation chance = 0.06, max generation = 10, and population size = 40. Table 2 shows the experimental results of the 20 trials compared with genetic programming for execution time and success rates. The results showed that there was a great enhancement in most benchmarks using the proposed approach. Figure 9 shows that our success rate is higher than genetic programming in every benchmark with one minimal repair. On the other hand, we discussed the results from the viewpoint of execution time and found that most of the benchmarks, such as gcd1, svr-look1, ultrix-look1, and deroff1, showed a large reduction using the proposed approach. We also found that genetic K: total kinds of mutation operators P(t) of deletion = T / K / total number of individuals with deletion operators P(t) of swap = T / K / total number of individuals with swap operators P(t) of insertion = T / K / total number of individuals with insertion operators programming was not good at finding the best repair when the number of minimal repairs was two and that the proposed approach was still able to correct these bugs. Figure 9 . Success rate of the proposed approach and genetic programming Table 3 shows the average number of modifications of each kind of mutation operator in each successful run. These results show that the proposed approach uses fewer modifications than genetic programming; this means that the proposed approach could save effort by minimizing changes. In addition, we found that our approach rarely used the deletion operator, as opposed to the result for genetic programming.
Performance Analysis
The gcd1 and zunebug1 programs are both small. The former is a program used to find the greatest common divisor of two numbers. It has a total of 11 statements, 7 of which are visited by negative test cases. The latter is a program used to calculate years by inputting days; it has a total of 17 statements, 7 of which are visited by negative test cases. The execution time of the zunebug benchmarks was larger than that of the other benchmarks because a total of 22 test cases were tested. According to the table, the success rate for the genetic programming is not good enough to find the best repair (15% and 20%). By contrast, because the proposed approach uses a heuristic mechanism to find all possible repairs, we can easily find the best repair in small programs whose search space is not too large. Consequently, not only was the success rate promoted, but the execution time was also reduced for these benchmarks.
The benchmarks svr-look1, ultrix-look1, and deroff1 can all be fixed with a high success rate and short execution time using these two approaches. However, we found that there were many versions of these final repairs; this means that there were many ways to repair these programs, and we were able to easily find the repairs that passed all of the test cases. Therefore, for the purpose of reducing the number of versions of final repairs, we reduced these three benchmarks so that they would have fewer statements while all of the test cases still passed. Then, we found that the performance was still good in the reduced svr-look1 and ultrix-look1. Nevertheless, in the reduced deroff1, which was called deroff1-r, the success rate had a significant decrement in the genetic programming. However, the success rate produced by the proposed approach remained the same. This indicates that our approach has a better ability to repair a program with a small number of possible solutions. The benchmark flex had a total of 3636 statements; 224 of them were visited by negative test cases. It was a large faulty program, so we did not implement the two minimal repairs version. It came as no surprise that the success rate was lower than that of the other benchmarks. When the program was fixed by genetic programming, only 10% of the trials could be successfully fixed. In the proposed approach, 50% of the trails were still able to find the best repair, which is obviously better than genetic programming. However, there is also a problem; some failed trails encountered an exhausted memory problem. If the problem could be solved, then the success rate would be higher. We plan to solve this problem in future work.
In gcd2, zunebug2, and deroff2, there were two statements that needed to be fixed while the number of negative test cases was greater than one. In the experiment, the genetic programming was not able to find the best repairs in 20 trails; this shows that its ability to fix faulty programs is not very good when the number of minimal repairs is two. Using the proposed approach, we were still able to find the best repair and maintain a high success rate. However, because the higher number of minimal repairs makes the search space larger, execution times become much longer.
Finally, in svr-look2 and ultrix-look2, although the proposed approach had a higher success rate, the execution time was worse than that of genetic programming. We checked the modification and the testing shell and found that the output of the positive and negative test cases was zero. The only thing that could change a negative test case into a positive one was letting the infinite loop terminate. Because genetic programming randomly chooses the number of statements to mutate, if we try to fix the benchmark using genetic programming, many repairs will not be good repairs; this removes entire infinite loops, which causes the functionality of the target program to decrease. On the other hand, the proposed approach modifies a program from less to more, so that a repair that removes an entire loop is nearly impossible to generate. Therefore, despite the longer execution time, the quality of the repairs produced by the proposed approach is better.
Other Discussion of Space Reduction and Sampling Mechanisms
The performance results in the previous section show that our approach has a greatly enhanced success rate and execution time. For the proposed approach, we want to discuss and analyze the speeding up of the reduction mechanisms.
Reduction Analysis
In this section, we discuss how much our optimizations enhanced the method. We implemented the optimizations in the proposed approach at the initial mutation and the cross mutation; this discussion is also divided into two parts in the analysis. In the initial mutation stage, we implement a mutation operator reduction and a fault localization reduction to reduce the total number of possible mutated variants. Here, we will discuss changes in the number of variants in this stage.
In Table 4 , we count the number of mutated variants in each optimization stage for every benchmark. It should be noted that the reduction rate indicates what percentage of mutated variants is reduced through fault localization and mutation operator reduction. Table 4 . The number of variables with each mechanism in the initial mutation Target program Total number of states Total number of variables Mutation reduction Fault localization Sampling  Gcd1  11  210  140  11  11  Gcd2  11  210  140  56  56  Zunebug1  17  480  320  156  156  Zunebug2  17  768  512  260  260  Svr-look1  103  12240  8160  140  140  Svr-look2  104  17304  11536  568  454  U-look1  103  12240  8160  138  138  U-look2  104  17304  11536  568 The first four benchmarks are small programs in which the total number of variants does not exceed 1000. Using our reduction mechanism, the total number of possible variables could be easily reduced to less than the threshold. Therefore, we are able to speed up the execution time by reducing the redundant variables and still find the best repairs in the initial mutation stage. In svr-look1 and ultrix-look1, the number of total variables is not small anymore. However, it is fortunate that the number is still less than the threshold after reduction; therefore, we do not need to sample the variables, and all of them could also be tested.
In the rest of the benchmarks, the number of variables could not be reduced to a number small enough for us to handle. Therefore, we need to sample these variables despite the fact that some of the variables could not be tested. Figure 10 shows the rate of possible variants with each reduction mechanism and benchmark. Before sampling, nearly 75 percent of variables could be reduced in these large benchmarks; this shows that our optimizations greatly reduced the search space for both speeding up the execution in small benchmarks and increasing the success rate in large benchmarks. In Figure 11 , we calculate the average reduction rate of all of the benchmarks in Table 4 . This figure concludes the discussion that most of the redundant variants that never become the best repair are reduced by our optimizations in every benchmark. Only 14 percent of all variables are possible candidates for the best repair, and an average of 10 percent of total variables can be sampled and tested.
In the cross-mutation stage, we compare the total number of variables by using heuristic mutation and cross mutation to specify the enhancement of cross mutation. Heuristic mutation is the mechanism that we used from the beginning to mutate the population generated in previous iterations and take all of the variables that passed the most test cases to produce all possible variables. We select the benchmarks with two minimal repairs because we could find the best repair for other benchmarks before executing the cross mutation. Table 5 shows a comparison of the experimental results of these mechanisms. It is clear that cross mutation is better than heuristic mutation for these five benchmarks; the reduction rate grows with program size. In other words, as the target program gets larger, the cross mutations can reduce more redundant variables. 
Sampling Analysis
Here, we discuss which sampling mechanism is best for the proposed approach. In Table 6 , we calculate the average variables of each mutation operator and also show the success rate and execution time for the five benchmarks that require sampling. Simple random sampling gives an equal probability for each mutation operator, which could unbalance the ratio of each kind of mutation operator. Stratified random sampling could avoid this. As a result, the execution time for stratified random sampling is shorter than simple random sampling in deroff1. In svr-look2 and ultrix-look2, more swap mutations are sampled, which increases the success rate rise slightly. Finally, the success rates of the other two programs are unstable because they are both large and include two kinds of faults. In addition, the solution repair does not require deletion mutation, and this makes the effect of stratified random sampling unimpressive in these programs. 
Conclusions and Future Work
As the cost of software debugging increases, so does the demand for automatic software corrections. Genetic programming is a great approach for generating suitable fixes. Nevertheless, programs usually have few flaws. When a program evolves, genetic programming changes many parts of the original code, and this produces many redundant variants that lead to decreases in efficiency and accuracy. In this paper, we presented a fault-based genetic-like programming approach to fix software bugs. This approach turns a program code into numbers of statements and evolves the original program bit by bit until the solution variant is found. Furthermore, we also implemented some optimizations to enhance performance when searching possible variants. We used our approach to automatically fix bugs in 11 programs containing 2715 lines of code with 1 to 2 faults on average. The results show that our method performed better in small programs and had a higher success rate in larger programs compared to genetic programming. Moreover, some experiments were also conducted to test our optimizations. According to the experiments, we reduced the search space by an average of 86% in the initial_mutation stage and 51% in the cross_mutation stage. This approach is bound to find the solution when the program size is not too large. However, we added the element of sampling to our approach for large programs, which may lead to failed repairs. Consequently, we plan to increase the number of faults in these benchmarks and find more benchmarks with larger program sizes. Additionally, we plan to analyze the sampling mechanisms in order to find the best one for enhancing our approach.
