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A UNIFIED FRAMEWORK FOR ROBUST MODELLING OF
FINANCIAL MARKETS IN DISCRETE TIME
JAN OB LO´J AND JOHANNES WIESEL
Abstract. We unify and establish equivalence between pathwise and quasi-
sure approaches to robust modelling of financial markets in discrete time. In
particular, we prove a Fundamental Theorem of Asset Pricing and a Super-
hedging Theorem which encompass the formulations of [BN15] and [BFH+16].
Furthermore we explain how to extend an M-quasi-sure superhedging duality
result on a set Ω to a pathwise duality without changing the superhedging
price.
1. Introduction
Mathematical models of financial markets are of great significance in economics and
finance and have played a key role in the theory of pricing and hedging derivatives
and managing risk. Classical models, going back to [Sam65] and [BS73] in con-
tinuous time, prescribe a fixed probability measure P to describe the dynamics of
asset price dynamics. They led to a powerful theory of complete financial markets
and, since then, this popular theme has undergone a myriad of variations including,
amongst others, local and stochastic volatility models. In the more recent past,
inspired by the financial crisis and theoretical developments going back to [Kni21],
new modelling approaches emerged which aim to address the issue of model un-
certainty. These can be broadly divided into two streams based respectively on
so-called quasi-sure and pathwise approaches.
The quasi-sure approach introduces a set of priors P representing possible market
scenarios. These can be very different and P can typically contain measures which
are mutually singular. This presents formidable mathematical challenges and led
to the theory of quasi-sure stochastic (see e.g. [Pen04, DM06]). In discrete time,
this idea was introduced in [BN15], which we call the quasi-sure formulation in the
rest of this paper. By varying the set of probability measures P between the “ex-
treme” cases of one fixed probability measure, P = {P}, and that of considering all
probability measures, P = P(X), this formulation allows for widely different spec-
ifications of market dynamics. The quasi-sure approach has been employed to in-
troduce model uncertainty in a multitude of related problems, see e.g. [BZ15, BZ16].
The pathwise approach introduces Knightian uncertainty into market modelling by
describing the set of market scenarios in absence of a probability measure or any
similar relative weighting of such scenarios. In discrete time the suitable theory
was obtained in [BFH+16], based on earlier developments in [BFM17, BFM16].
The methodology builds on the notion of prediction sets introduced in [M+03] and
used in continuous time in [HO18]. The particular case of including all scenarios is
often referred to as the model-independent framework and was pioneered in [DH07]
and [ABPS13]. From here, further model specification is carried out by including
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additional assumptions, which represent the different agents’ beliefs. In this manner
paths deemed impossible by all agents are eliminated. The remaining set of paths
is then called the prediction set, which can be utilised to quantify the changes of
model outputs due to changes in modelling assumptions (see Figure 1).
Quasisure ap-
proach: Add
probability measures
to arrive at P
Model-specific approach: Fixed P
Model-independent framework
This paper
Pathwise robust
approach: Start with
general Polish space
X, rule out impossible
paths to get ⌦
Figure 1. Different approaches to modelling financial markets
Both quasi-sure and pathwise approaches were successful in developing suitable
notions of arbitrage and extending the core results from the classical setting to
their more general context. In particular, in both approaches, it is possible to
establish a Fundamental Theorem of Asset pricing of the form
No Arbitrage⇔ Existence of martingale measures Q
and a Superhedging Theorem of the form
sup
Q
EQ[g] = inf{x | x is price of a superhedging strategy of g}.
Our main contribution is to unify these two approaches to model uncertainty. We
show that, under mild technical assumptions the pathwise and quasi-sure Funda-
mental Theorems of Asset Pricing and Superhedging Dualities can actually be in-
ferred from one another and are thus equivalent. Our statement follow the following
meta-structure:
Metatheorem 1.1. Suppose we are in the quasi-sure setting with a given set of
priors P. Then, there exists a suitable selection of scenarios Ω such that the path-
wise result for Ω implies the quasi-sure result for P.
Conversely, suppose we are given a selection of scenarios Ω. Then, there is a set of
priors P such that the quasi-sure result for P implies the pathwise result for Ω.
Establishing such equivalence allows us to gain significant additional insights into
the core objects in both approaches. We comment on different notions of arbitrage
in both approaches and their relations. We also investigate in detail the notion of
pathwise superhedging. As noted in [BFM17], the pathwise superhedging duality
does not hold for general claims g when superhedging on a general set Ω is required.
Instead, one has to consider hedging on a smaller “efficient” set Ω∗ (defined as the
largest set which supported by martingale measures and contained in Ω) to retain
the pricing-hedging duality. We clarify when this is necessary and when one can
extend the superhedging duality from Ω∗ to Ω. Intuitively, since there are arbitrage
opportunities on Ω \ Ω∗, a natural idea is to try and superhedge the claim g on
Ω \ Ω∗ without any additional cost by buying an arbitrage strategy. We provide a
number of counterexamples why this trading strategy is not feasible in general and
show this is linked to measurability constraints on arbitrage strategies, which were
also encountered in [BFM16]. We then show that the above-mentioned intuition is
only true for uniformly continuous g under certain regularity conditions on Ω.
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The rest of the paper is organised as follows. First, in Section 2, we introduce the
general setup in which we work and discuss different notions of (robust) arbitrage.
In Section 3 we give our version of robust Fundamental Theorem of Asset Pricing
which unifies the quasi-sure and pathwise perspectives. Then, in Section 4, we state
a robust Superhedging Theorem 4.1. Section 5 is concerned with the extension of
the superhedging duality from Ω∗ to Ω without additional cost, while we give the
proofs of Theorems 3.1 and 3.3 in Section 6. We prove Theorem 4.1 in Section 7.
2. Setup and robust notions of arbitrage
We use notation similar to [BN15] and work in their setting, so we only recall
the main objects of interest here and refer to [BN15] and [BS78][Chapter 7] for
technical details. Let T ∈ N and X1 be a Polish space. We define for t ∈ {1, . . . T}
the Cartesian product Xt = X
t
1, with the convention that X0 is a singleton. We
denote by P(X) the set of Borel probability measures on X and define the function
projt : X → X1 which projects ω ∈ X to the t-th coordinate, i.e. projt(ω) = ωt.
Next we specify the financial market. Let d ∈ N, F an arbitrary filtration and let
St = (S
1
t , . . . , S
d
t ) : Xt → Rd be Borel-measurable for all t ∈ {0, . . . , T}. The level
sets for t ∈ {0, . . . , T} and ω ∈ Xt are denoted by
Σωt = {ω˜ ∈ X | S0:t(ω) = S0:t(ω˜)},
where S0:t := (S0, . . . St). The trading strategies H(F) are defined as the set of
F-predictable Rd-valued processes. All trading is frictionless. Given H ∈ H(F), we
denote
H ◦ St =
t∑
u=1
Hu∆Su
with H ◦ ST representing the cashflow at time t from trading using H. We let Φ
denote the vector of payoffs of the statically traded assets and consider the setting
when Φ = {φ1, . . . , φk} is finite and each φ ∈ Φ is Borel-measurable. When there
are no statically traded assets we write Φ = 0. These assets, which we think of as
options, can only be bought at time zero (without loss of generality at zero cost)
and are held until maturity T , so that trading strategies are given by h ∈ Rk and
generate payoff h · Φ = ∑kj=1 hjφj at time T. We call a pair (h,H) ∈ Rk ×H(F) a
semistatic trading strategy.
Finally, we denote by F = (FSt )t=0,...,T the natural filtration generated by S and let
FUt be the universal completion of FSt , t = 0, . . . , T . Furthermore we write (X,FU )
for (XT ,FUT ) and often consider (Xt,FUt ) as a subspace of (X,FU ).
Within this setup, the literature on robust pricing and hedging adopts two ap-
proaches to model an agent’s beliefs. One stream is scenario-based and proceeds
by specifying a prediction set Ω ⊆ X, which describes the possible price trajecto-
ries. The other stream proceeds by specifying a (typically non-dominated) set of
probability measures P ⊆ P(X), which determines the set of negligible outcomes.
We refer to the latter as the quasi-sure approach, while the former is usually called
the pathwise approach. In both cases, the model specification may depend on the
agent’s market information as well as on her specific modelling assumptions. Chang-
ing the sets Ω or P can be seen as a natural way to interpolate between different
beliefs. One of the principal aims of this paper is to show that both model ap-
proaches are equivalent in terms of corresponding FTAPs and Superhedging prices.
In order to aggregate trading strategies on different level sets Σωt in a measurable
way, we always assume in this paper that Ω is analytic and P has the following
structure:
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Definition 2.1. A set P ⊆ P(X) is said to satisfy the Analytic Product Structure
condition (APS), if
P = {P0 ⊗ · · · ⊗ PT−1 | Pt is FUt -measurable selector of Pt},
where the sets Pt(ω) ⊆ P(X1) are nonempty, convex and
graph(Pt) = {(ω,P) | ω ∈ Xt, P ∈ Pt(ω)}
is analytic.
This structure proves useful to establish a Dynamic Programming Principle and
essentially paste together One-Step results in order to establish their Multistep
counterparts.
In order to formulate a Fundamental Theorem of Asset pricing we give the following
definition of martingale measures: For a set Ω and a filtration F we define
MfΩ,Φ(F) = {Q ∈ Pf (X) | S is an F-martingale under Q, Q(Ω) = 1,
EQ[φj ] = 0 ∀j = 1, . . . k},
where Pf (X) denotes the finitely supported Borel probability measures on (X,B(X)).
In general we interpret the above sub- and super-scripts as restrictions on the set of
measuresM(F). When we drop some of them it is to indicate that these conditions
are not imposed, e.g., MΩ(F) denotes all F-martingale measures supported on Ω.
Furthermore let
Ω∗Φ = {ω ∈ Ω | ∃Q ∈MfΩ,Φ s.t. Q(ω) > 0} =
⋃
Q∈MfΩ,Φ(FS)
supp(Q)
with the same convention regarding sub- and super-scripts as above. We also define
FM = (FMt )t∈{0,...,T}, where FMt =
⋂
Q∈MΩ(FS)
FSt ∨NQ(FST ),
where NQ(FST ) := {N ⊆ A ∈ FST | Q(A) = 0} and FMt is the power set of Ω if
MΩ(FS) = ∅.
Remark 2.2. Note that FS ⊆ FU ⊆ FM holds. All these filtrations generate the
same martingale measures on Ω calibrated to Φ, which we denote by MΩ,Φ.
Given a set of measures P we define
Q := {Q ∈ P(X) | S is a FU -martingale under Q, ∃P ∈ P s.t. Q P,
EQ[φj ] = 0 ∀j = 1, . . . k},
which is the natural counterpart to the case P = {P}.
The most important underlying concept of Financial Mathematics is the absence of
arbitrage. We now define different notions of robust arbitrage:
Definition 2.3. Fix a filtration F, a set P, a set S of subsets of X and a set Ω.
• An Arbitrage de la Classe S is a strategy (h,H) ∈ Rk × H(F) such that
h · Φ + H ◦ ST ≥ 0 on Ω and {ω ∈ Ω | h · Φ + H ◦ ST > 0} contains an
element of S.
• A One-Point Arbitrage is a strategy (h,H) ∈ Rk ×H(F) such that h · Φ +
H ◦ ST ≥ 0 on Ω with strict inequality for some ω ∈ Ω.
• A Strong Arbitrage is a strategy (h,H) ∈ Rk×H(F) such that h·Φ+H◦ST >
0 on Ω.
• A P-quasi-sure Arbitrage is a strategy (h,H) ∈ Rk × H(FU ) such that
h ·Φ +H ◦ST ≥ 0 P-q.s. and P(h ·Φ +H ◦ST > 0) > 0 for some P ∈ P.
If P = {P} a P-quasi-sure Arbitrage is called a P-arbitrage.
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Remark 2.4. One-Point Arbitrages, Strong Arbitrages and P-q.s Arbitrages can be
seen as special cases of Arbitrages de la Classe S.
The notion of Arbitrage de la Classe S was first defined in [BFM16] in a pathwise set-
ting, see in particular the pathwise Fundamental Theorem of Asset pricing [BFM16,
Theorem 2, p.3, Section 4]. The corresponding notion NA(P) was introduced in the
quasi-sure setting of [BN15], where they prove a quasi-sure Fundamental Theorem
of Asset pricing.
3. Robust Fundemental Theorem of Asset Pricing
A first Fundamental Theorem of Asset Pricing characterises absence of arbitrage
in terms of existence of martingale (pricing) measures. In the classical discrete-
time setting, this refers to the P-arbitrage. However, in a robust setting, there are
many possible notions of arbitrage one can consider. If we adopt a strong notion of
arbitrage, its absence should be equivalent to a weak statement, e.g. Q 6= ∅. This
is often done in the pathwise literature, see [BFH+16], and is considered, e.g., in
Corollary 3.2 below. If we adopt a weak notion of arbitrage, its absence should be
equivalent to a strong statement, e.g., for all P ∈ P there exists Q ∈ Q such that
P Q. This route is most often taken in the quasi-sure literature, see [BN15], and
is considered in Theorem 3.3. As noted above, the Arbitrage de la Classe S allows
to consider many notions of arbitrage at once. We now give our main result, which
establishes a pathwise and probabilistic characterisation of the absence of Arbitrage
de la Classe S. We then deduce from it, versions of robust FTAP when considering
Strong Arbitrage or NA(P).
Theorem 3.1. Assume that P satisfies (APS) and S ⊆ B(X) is such that
∃{Cn}n∈N ⊆ S such that ∀C ∈ S ∃{nk}k∈N ⊆ N with Cnk ↑ C (k →∞).(3.1)
Then there exists a set ΩS ∈ FU such that P(ΩS) = 1 for all P ∈ P and a filtration
F˜ with FS ⊆ F˜ ⊆ FM, such that the following are equivalent:
(1) For all C ∈ S with C ⊆ ΩS there exists Q ∈ Q such that Q(C) > 0.
(2) For all C ∈ S with C ⊆ ΩS there exists P ∈ P with P((ΩS)∗Φ ∩ C) > 0.
(3) For all C ∈ S with C ⊆ ΩS there exists Q ∈MΩS ,Φ such that Q(C) > 0.
(4) {C ∈ FU | C ⊆ ΩS \ (ΩS)∗Φ} ∩ S = ∅.
(5) There is no Arbitrage de la Classe S in Rk ×H(F˜) on ΩS .
Conversely, for an analytic set Ω there exists a set PΩ satisfying (APS), such that
(1)-(5) are equivalent.
Note that (3.1) can be shown to be true for S = {C ⊆ X | C open} using separability
of X.
In Theorem 3.1, the set ΩS can be explicitly constructed as the quasi-sure support
of Pt ◦ ∆(St+1)−1. The main difficulty in the proof is then to show existence
of martingale measures Q ∈ Q. Modulo measurable selection arguments, this is
achieved by finding an element P ∈ Pt(ω) such that zero is in the relative interior
of the support of P ◦ ∆(St+1)−1. One can then use results from [Rok08] to find
a martingale measure Q ∼ P. Note that this argument fundamentally relies on
the analytic product structure and convexity of Pt. Condition (3.1) ensures the
compatibility of the set S and the measures P. Indeed, to conclude (5) ⇒ (1), we
need to show that for every C ∈ S we can find P ∈ P such that P((ΩS)∗Φ ∩C) > 0.
This existence is not given in general: Take for example a collection P having
densities and S a set of points on X. No matter how ΩS is defined, by definition of
Q there is no Q ∈ Q such that Q(C) > 0 for any C ∈ S.
The equivalence of (3), (4), (5) follows directly from [BFH+16]. Furthermore, given
an analytic set Ω, one can trivially define PΩ as the finitely supported probability
measures on Ω. Using analyticity of Ω, (APS) of PΩ follows.
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We now deduce two important robust FTAPs. First, setting S = {Ω} in our main
theorem above, we obtain a multi-prior version of the familiar Dalang-Morton-
Willinger theorem.
Corollary 3.2. For P satisfying (APS) there exists a set Ω ∈ FU such that P(Ω) =
1 for all P ∈ P and a filtration F˜ with FS ⊆ F˜ ⊆ FM, such that the following are
equivalent:
(1) Q 6= ∅.
(2) P(Ω∗Φ) > 0 for some P ∈ P.
(3) MΩ,Φ 6= ∅.
(4) Ω∗Φ 6= ∅.
(5) There is no Strong Arbitrage in Rk ×H(F˜) on Ω.
Conversely, for an analytic set Ω there exists a set PΩ satisfying (APS), such that
(1)-(5) are equivalent.
Second, we strengthen the results of Theorem 3.1 for the case of NA(P). Indeed,
using the fact that P satisfies (APS), it is possible to select Q ∈ Q for each P ∈ P
such that P Q. Necessarily the support of each P is then concentrated on Ω∗Φ:
Theorem 3.3. Let P be a set of probability measures satisfying (APS). Then there
exists an analytic set of scenarios ΩP with P(ΩP) = 1 for all P ∈ P, such that the
following are equivalent:
(1) P((ΩP)∗Φ) = 1 for all P ∈ P.
(2) For all P ∈ P there exists Q ∈ Q such that P Q.
(3) NA(P) holds.
Conversely, if Ω is an analytic set, then there exists a set PΩ of probability mea-
sures satisfying (APS) with P(Ω) = 1 for all P ∈ PΩ such that the following are
equivalent:
(1) Ω = Ω∗Φ.
(2) For all P ∈ PΩ there exists Q ∈ Q such that P Q.
(3) NA(PΩ) holds.
Our proof of this theorem does not rely on the proof of (3) ⇒ (2) given in [BN15].
Instead we give pathwise arguments. In particular, given P ∈ P such that P((ΩP)\
(ΩP)∗Φ) > 0 we explicitly construct a quasi-sure Arbitrage strategy using the Uni-
versal Arbitrage Aggregator of [BFH+16].
4. Comparison of Pathwise and Quasi-sure Superhedging Theorem
In this section we compare pathwise and quasi-sure superhedging prices. Let us
first set up some notation: For a set Ω ⊆ X we denote the pathwise superhedging
price on Ω∗Φ by
piΩ∗Φ(g) := inf{x ∈ R | ∃(H,h) ∈ H(FU )×Rk s. t. x+ h · Φ + (H ◦ ST ) ≥ g on Ω∗Φ}
and denote the P-q.s. superhedging price by
piP(g) := inf{x ∈ R | ∃(H,h) ∈ H(FU )×Rk s. t. x+ h · Φ + (H ◦ ST ) ≥ g P-q.s.}.
Take an analytic set Ω such that for all P ∈ P we have P(Ω∗Φ) = 1. Using the
Superhedging Theorems of [BN15] and [BFH+16] it is obvious, that the following
relationship holds:
sup
Q∈MΩ,Φ
EQ[g˜] = piΩ∗Φ(g) ≥ piP(g) = sup
Q∈Q
EQ[g].
The above inequality is strict in general. An easy way to see this is to take d =
T = S0 = 1, Φ = 0, g(S1) = 1{S1=0} and P = {λ|[0,2]/2}, where λ|[0,2] denotes the
Lebesgue measure on [0, 2]. Then (ΩP)∗ = [0, 2] and the pathwise superhedging
price is equal to 1/2, while the quasi-sure superhedging price is equal to zero. In
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fact, to link the super-hedging and pathwise formulations, we have to choose a
specific set ΩPg which depends on g. We determine this set Ω
P
g by reducing to
superhedging under a fixed measure Pˆ as stated in the following theorem:
Theorem 4.1. Let P be a set of probability measures satisfying (APS). Let NA(P)
hold and let g : X → R be upper semianalytic. Then there exists a measure Pˆ =
Pˆ0 ⊗ · · · ⊗ PˆT−1, an FU -measurable function g such that g = g P-q.s. and an
FU -measurable set ΩPg such that P(ΩPg ) = 1 for all P ∈ P and the quantities piP(g)
and pi(ΩPg )∗Φ
(g) coincide. Furthermore duality holds:
piP(g) = piPˆ(g) = pi(ΩPg )∗Φ
(g) = sup
Q∈M
ΩP,Φ
EQ[g] = sup
Q∈Q
EQ[g].
Conversely, let Ω be an analytic subset of X with Ω∗Φ 6= ∅ and let g : X → R be
upper semianalytic. For any set P ⊆ P(X), which satisfies (APS) and has the same
polar sets as MfΩ,Φ, we have
sup
Q∈MfΩ,Φ
EQ[g] = piΩ∗Φ(g) = pi
P(g) = sup
Q∈Q
EQ[g].
Remark 4.2. The idea of reducing a non-dominated optimization problem to a
dominated one can also be applied to the case of robust quantile-based hedging
discussed in [BW15]. They essentially look at the problem
V (x, F ) = sup
ψ:X→[0,1] F-measurable
inf
P∈P
EP[ψ]
subject to sup
Q∈Q
EQ[Fψ] ≤ x
for a Borel-measurable function F : Ω→ R with supP∈P∪Q EP[F ] <∞. There exist
sequences (ψn)n∈N, (P0n)n∈N and (Q
k
n)n,k∈N such that | infP∈P EP[ψn]−V (x, F )| ≤
1/n, | infP∈P EP[ψn]−EP0n [ψn]| ≤ 1/n and supk∈N EQkn [Fψn] = supQ∈Q EQ[Fψn] ≤
x for all n ∈ N. In particular for all n, k ∈ N there exist Pkn ∈ P such that
Qkn  Pkn. Set
P¯ =
∞∑
n=1
∞∑
k=2
1
2n
(
1
2k
Pk−1n +
1
2
P0n
)
.
Then
V (x, F ) ≤ EP0n [ψn] + 2/n ≤ sup
ψ:X→[0,1] F-measurable, supQP¯, Q∈M EQ[Fψ]≤x
inf
Z∈Z
EP¯[Zψ] + 3/n
≤ V (x, F ) + 3/n,
where
Z =
{
Z =
dP
dP¯
∣∣∣∣ P ∈ conv({P0n | n ∈ N})} .
Thus it is sufficient to solve the problem
V (x, F ) = sup
ψ:X→[0,1] F-measurable
inf
Z∈Z
EP¯[Zψ]
subject to sup
G∈G
EP¯[GFψ] ≤ x,
where
G =
{
G =
dQ
dP¯
∣∣∣∣ Q P¯, Q ∈M} .
This can be solved using the generalized Neyman-Pearson lemma, see e.g. [LSY13,
Theorem 2.3, p.843] showing that
V (x, F ) = inf
a≥0
{
xa+ inf
Z×G
EP¯[(Z − aGF )+]
}
,
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and existence of an optimiser in the P¯-a.s. closure of G and Z. In particular
V (x, F ) ≤ inf
a≥0
{
xa+ inf
P˜∈P¯, P∈P, Q∈Q
EP˜
[(
dP
dP˜
− adQ
dP˜
F
)+]}
≤ inf
a≥0
{
xa+ inf
Z×G
EP¯[(Z − aGF )+]
}
= V (x, F ).
5. Extension of Pathwise Superhedging from Ω∗ to Ω
In the preceding sections we have shown that quasi-sure and pathwise superhedging
are essentially equivalent. In applications, P-q.s. superhedging might be difficult
to interpret and it is easier to work on a prediction set Ω. Usually the quantity of
interest is then the superhedging price on Ω and not on Ω∗. Thus we would like to
find sufficient conditions, under which the superhedge can be extended to Ω without
any additional cost. The intuition is that on Ω\Ω∗ we should be able to superhedge
g using an arbitrage strategy. Unfortunately we run into problems regarding mea-
surability of these arbitrage strategies, which means, that this intuition only works
in special cases. To gain a deeper understanding of these issues, let us first look at
some counterexamples:
Example 5.1 (Ω∗ = ∅ introduces duality gap). Let d = 1, T = 1 and (Ω,F) =
(R+ \ {0},B(R+ \ {0})). We set S0 = 2 and S1(ω) = 2 + ω. Then Ω∗ = ∅ and
trivially
inf{x ∈ R | ∃H ∈ Rd such that x+H ◦ ST ≥ 1 on Ω∗} = −∞,
inf{x ∈ R | ∃H ∈ Rd such that x+H ◦ ST ≥ 1 on Ω} = 1.
Example 5.2 (d = 2: ∆S(Ω ∩ Σωt ) non-closed introduces duality gap). Let d = 2,
T = 1 and Ω = (2,∞)× [0,∞)∪ {2}× [0, 7] and F = B(Ω). We set S0 = (2, 2) and
S1(ω) = ω. We realise Ω
∗ = {2} × [0, 7]. Furthermore we introduce the claim
g(S1, S2) = ∆S211{∆S21≤5} + 5(∆S
2
1 − 4)1{∆S21>5}.
Superhedging the claim g on Ω∗ introduces the constraint H = (·, 1) with super-
hedging cost 0. Furthermore for S11 > 0,∆S
2
1 > 5 we find
H1∆S
1
1 + ∆S
2
1 ≥ 5(∆S21 − 4)
which means
H1 ≥ 4∆S
2
1 − 20
∆S11
,
which is clearly impossible for ∆S11 arbitrarily close to 0. Even if we look at Ω =
(2 + ε,∞) × [0,∞) ∪ {2} × [0, 7] for some positive ε, then taking ∆S21 arbitrarily
large still leads to a contradiction.
Example 5.3 (d = 2: In general there is no attainment on ∆S(Ω ∩ Σωt ) even for
Lipschitz g). Let d = 2, T = 1 and Ω = {(x, y) ∈ R2 | x ∈ [2,∞), 0 ≤ y ≤ 7 +√x}
and F = B(Ω). We set S0 = (2, 2) and S1(ω) = ω. We want to superhedge the
same option g as in Example 5.2 and thus have to satisfy
H1∆S
1
1 + ∆S
2
1 ≥ 5(∆S21 − 4) for all ∆S11 > 0,∆S11 ≥ 5.
Choosing ∆S11 = 1/n and ∆S
2
1 = 5 + 1/
√
n we find
H1 ≥ n
(
20 +
5√
n
− 20− 1√
n
)
= n
4√
n
→∞
for n→∞.
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Figure 2. Example 5.2
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∆S1t+1
∆S2t+1
g(∆St+1)
Legend:
Aωt
∆St+1(Σ
ω
t+1 ∩ Ω)
Lin(∆St+1((Σ
ω
t+1 ∩ Ω)∗))
Figure 3. Example 5.2
∆S1t+1
∆S2t+1
∆S3t+1
Legend:
R+ \Q
Q ∩ [1/2,∞)
Q ∩ [0, 1/2)
Figure 4. Example 5.4
Example 5.4 (d ≥ 3 introduces duality gap). Let d = 3, T = 1 and (Ω,F) =
(R+,B(R+)). We set (S10 , S20 , S30) = (2, 2, 2) and
S11(ω) =
 2 if ω ∈ R+ \Q,2.5− ω if ω ∈ Q ∩ [1/2,∞),
4 if ω ∈ Q ∩ [0, 1/2),
S21(ω) =
 ω if ω ∈ R+ \Q,0 if ω ∈ Q ∩ [1/2,∞),
2 if ω ∈ Q ∩ [0, 1/2),
S31(ω) =
 2 if ω ∈ R+ \Q,2 if ω ∈ Q ∩ [1/2,∞),
2 + ω if ω ∈ Q ∩ [0, 1/2).
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Then Ω∗ = R+ \ Q and the standard separators are given by ξ1 = (0, 0, 1) and
ξ2 = (−1, 0, 0). Next we define g(ω) = g ◦ S(ω) via
g(S1, S2, S3) =
{
(∆S21 + |∆S11 |+ |∆S31 |)− if ∆S21 ≤ 0,
(∆S21 − |∆S11 | − |∆S31 |)+ if ∆S21 > 0,
We note that for ∆S11 = ∆S
3
1 = 0 we have g(S) = ∆S
2
1 . So in particular to hedge
g on Ω∗ we need to have pi(g) = 0 and H = (·, 1, ·). Furthermore to hedge on
Q ∩ [1/2,∞) the hedging strategy H has to satisfy
−2 +H1∆S11 ≥ 0 if ∆S1 ≤ −2,
so H1 ≤ −1. Lastly hedging g on Q ∩ [0, 1/2) gives the constraint
2H1 +H3∆S31 ≥ 0.
Letting ∆S31 → 0 this gives a contradiction.
In conclusion, the extension of the duality result only holds under particular assump-
tions. The proof of this result uses the Dynamic Programming Principle established
in [BFH+16] and uniform continuity of the superhedging price combined with sim-
ple estimates.
Let us asumme Φ = 0 from now on. Furthermore we assume that g(ω) = g(S0:T (ω))
and ω 7→ St(ω) is continuous. This is satisfied if St is the coordinate mapping. To
show uniform continuity in the Dynamic Programming principle, we state the first
assumption, namely that the level sets of Ω are continuous in the following way:
Assumption 5.5. For all t ∈ {0, . . . T − 1} and all ε > 0 there exists δ > 0 such
that for all ω, ω˜ ∈ Ω with maxs=0,...,t |Ss(ω)− Ss(ω˜)| < δ and for all v ∈ (Σωt ∩Ω)∗
there exists v˜ ∈ (Σω˜t ∩ Ω)∗ such that |S(v)t+1 − S(v˜)t+1| < ε.
The following lemma follows directly from the definition of uniform continuity.
Lemma 5.6. Let g : Rd → R be uniformly continuous and ε > 0. Then there exists
δ > 0 such that
g(x) ≤ ε+ g(0) + |x|
δ/ε
.
Let gˆ be the concave envelope of g. If x ∈ ri(dom(gˆ)) then the set {h ∈ Rd | 2ε +
gˆ(0) + hTx ≥ g(x)} contains an element which is bounded by ε/δ.
Proof. From the definition of uniform continuity there exists δ > 0 such that
g(x)− g(0) ≤ |g(x)− g(0)| ≤ ε
for |x| ≤ δ. Define
fe(x) = min{k ∈ N | |x| ≤ kδ}.
Then fe(x) ≤ |x|/δ + 1 and
g(x) ≤ fe(x)ε+ g(0) ≤ |x|
δ/ε
+ ε+ g(0).
Note that the superdifferential of gˆ, where gˆ denotes concave envelope of g, at point
x ∈ ri(dom(gˆ)) is not empty. Also for |x| small enough
gˆ(x)− gˆ(0)− 2ε
|x| ≤
g(x)− g(0)− ε
|x| ≤
ε
δ
.

Next we define the pathwise superhedging prices pˆit.
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Definition 5.7. For Borel-measurable g : X → R the pathwise superhedging prices
on Ω are given by
pˆiT (g)(ω) := g(ω),
pˆit(g)(ω) := inf{x ∈ R | ∃H ∈ Rd s. t. x+H∆St+1(v) ≥ pˆit+1(g)(v) for all v ∈ (Σωt ∩ Ω)∗}.
Remark 5.8. Note the difference to the pathwise superhedging prices on Ω∗ of
[BFH+16] given by
piT (g)(ω) = g(ω),
pit(g)(ω) = inf{x ∈ R | ∃H ∈ Rd s. t. x+H∆St+1(v) ≥ pit+1(g)(v) for all v ∈ Σωt ∩ Ω∗}.
In particular pit(ω) ≤ pˆit(ω) for all ω ∈ Ω, where equality holds for ω ∈ Ω∗.
We now prove uniform continuity of pˆit(g) under Assumption 5.5 for uniformly
continuous g. Clearly this continuity need not be given if Assumption 5.5 is not
satisfied.
Theorem 5.9. Let pit(g) <∞ for all t ∈ {0, . . . , T −1}. We assume (Σωt ∩Ω)∗ 6= ∅
for all ω ∈ Ω and take g : X → R be uniformly continuous, i.e. for all ε > 0 there
exists δ > 0 such that if maxs=0,...,T |Ss(ω)− Ss(ω˜)| < δ for any ω, ω˜ ∈ X we have
|g(ω)− g(ω˜)| ≤ ε. Under Assumption 5.5 also pˆit(g)(ω) is uniformly continuous for
t = 0, . . . , T − 1.
Proof. We prove the claim by induction and take ω, ω˜ ∈ Ω such that (Σωt ∩Ω)∗, (Σω˜t ∩
Ω)∗ 6= ∅. Since the infimum pˆit(g)(ω) is attained we can find H ∈ Rd such that
pˆit(g)(ω) +H∆St+1(v) ≥ pˆit+1(g)(v) for all v ∈ (Σωt ∩ Ω)∗.(5.1)
Fix now ε > 0. By uniform continuity of pˆit+1(g) there exists δ > 0 such that if
maxs=0,...,t+1 |Ss(v) − Ss(v˜)| < δ then |pˆit+1(g)(v) − pˆit+1(g)(v˜)| < ε. By Lemma
5.6 we see that by adding 2ε on the right hand side of (5.1) we can without loss
of generality assume that |H| ≤ ε/δ. By Assumption 5.5 there exists δ˜ > 0 such
that for all ω, ω˜ ∈ Ω with maxs=0,...,t |S(ω)s − S(ω˜)s| < δ˜ and for all v ∈ (Σωt ∩Ω)∗
there exists v˜ ∈ (Σω˜t ∩ Ω)∗ such that |S(v)t+1 − S(v˜)t+1| < δ. Thus we consider
now ω, ω˜ ∈ Ω such that maxs=0,...,t+1 |S(ω)s − S(ω˜)s| < min(δ˜, δ). In particular for
v ∈ (Σωt ∩ Ω)∗ and v˜ as above we find
2ε+ pˆit(g)(ω˜) +H∆St+1(v) ≥ 2ε+ pˆit(g)(ω˜) +H∆St+1(v˜)− 2|H|δ ≥ pˆit+1(g)(v˜)− 2ε
≥ pˆit+1(g)(v)− 3ε.
We conclude
pˆit(g)(ω) ≤ pˆit(g)(ω˜) + 5ε,
which proves the claim. 
As we have seen in Example 5.2 things go wrong if using the Arbitrage Aggregator
ξt,Σωt ∩Ω is not sufficient to superhedge g outside of Ω
∗. We formalise this idea by
the following definition of the points in Σωt ∩Ω, for which the Arbitrage Aggregator
could be ineffective for superhedging:
Definition 5.10. We denote by proj∆St+1((Σωt ∩Ω)∗)(∆St+1(v)) the orthogonal pro-
jection of ∆St+1(v) onto the linear subspace spanned by ∆St+1((Σ
ω
t ∩Ω)∗) and de-
fine the setAωt as the collection of all v ∈ Σωt ∩Ω, for which proj∆St+1((Σωt ∩Ω)∗)(∆St+1(v))
is not an element of ∆St+1((Σ
ω
t ∩ Ω)∗).
Assumption 5.11. We assume (Σωt ∩Ω)∗ 6= ∅ for all ω ∈ Ω and t ∈ {0, . . . , T −1}
and for each level set the following is true: Aωt is bounded and if a sequence of
points (vn) ⊆ Aωt converges to a point v ∈ span(∆St+1((Σωt ∩Ω)∗)), then necessarily
v ∈ ∆St+1((Σωt ∩ Ω)∗).
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Note that in Example 5.4 one can clearly choose ∆S(Ω∩Σωt ) closed by adding addi-
tional points. For clarity we have refrained from doing this here. We conclude that
Assumption 5.11 is not sufficient for d ≥ 3 and we have to add a last assumption,
which guarantees measurability of the corresponding Universal Arbitrage Aggrega-
tor:
Assumption 5.12. For all ω ∈ Ω and t ∈ {0, . . . T − 1} we have ξt+1,Ω∩Σωt = H∗t ,
where H∗ is the Universal Arbitrage Aggregator of [BFH+16] for the set Σωt ∩ Ω.
Theorem 5.13. Under Assumptions 5.5, 5.11 and 5.12 the Superhedging Duality
of [BFH+16] extends from Ω∗ to Ω, i.e. for all uniformly continuous g : X → R
and analytic Ω ⊆ X we have
sup
Q∈MfΩ
EQ(g) = inf{x ∈ R | ∃H ∈ H(FU ) such that x+H ◦ ST ≥ g on Ω∗}
= inf{x ∈ R | ∃H ∈ H(FU ) such that x+H ◦ ST ≥ g on Ω}
Proof. As before, we prove the claim by backward induction over t = 0, . . . , T − 1.
Let us now fix ω ∈ Ω. We assume (Σωt ∩Ω)∗ 6= ∅ and (Σωt ∩Ω)\(Σωt ∩Ω)∗ 6= ∅, other-
wise the claim is trivial. We first look at the case, where proj∆St+1((Σωt ∩Ω)∗)(∆St+1(v))
is an element of ∆St+1((Σ
ω
t+1 ∩ Ω)∗), i.e. there exists v′ ∈ (Σωt ∩ Ω)∗ such that
proj∆St+1((Σωt ∩Ω)∗)(∆St+1(v)) = ∆St+1(v
′) . Note that by Assumption 5.12 the
standard separator ξt+1,Ω∩Σωt is orthogonal to span(∆St+1((Σ
ω
t ∩ Ω)∗)). By defini-
tion of the superhedging price on Ω there exists an FUt -measurable strategy Ht+1
such that
pˆit(g)(v
′) +Ht+1(v′)∆St+1(v′) ≥ pˆit+1(g)(v′) for all v′ ∈ (Σωt ∩ Ω)∗,
where we can assume without loss of generality that Ht+1(v
′) ∈ span(∆St+1((Σωt ∩
Ω)∗)). Now we fix v ∈ Σωt ∩Ω and v′ the corresponding orthogonal projection. Let
ε > 0. As pˆit+1(g) is uniformly continuous, we can use Lemma 5.6 to find δ > 0
such that
ε+ pˆit+1(g)(v
′) +
St+1(v)− St+1(v′)
δ/ε
ξt+1,Σωt ∩Ω(v)) ≥ pˆit+1(g)(v),
where δ is chosen such that for all w, w˜ ∈ Σωt ∩Ω we have |pˆit+1(g)(w)− pˆit+1(w˜)| ≤ ε
whenever |St+1(w)−St+1(w˜))| < δ. In this case ∆St+1(v)−∆St+1(v′) is orthogonal
to Ht+1(v
′) and
ε+ pˆit(g)(v) +
(
Ht+1(v
′) +
ξt+1,Σωt ∩Ω(v)
δ/ε
)
(∆St+1(v
′) + ∆St+1(v)−∆St+1(v′))
≥ ε+ pˆit+1(g)(v′) + St+1(v)− St+1(v
′)
δ/ε
ξt+1,Σωt ∩Ω(v) ≥ pˆit+1(g)(v),
Next we use the assumption that Aωt is bounded and has no points of convergence
in span(∆St+1((Σ
ω
t ∩ Ω)∗)) outside the set ∆St+1((Σωt ∩ Ω)∗). In particular the
continuous functions pˆit+1(g) and Ht+1∆St+1 are bounded on A
ω
t . There exists
δ > 0 such that for all v ∈ ∆St+1((Σωt ∩Ω)∗), v˜ ∈ Aωt with |v − v˜| < δ we still have
ε+ pˆit(g)(v˜) +Ht+1(v˜)∆St+1(v˜) ≥ pˆit+1(g)(v˜).
By assumption there exists δ˜ > 0 such that dist(v˜, span(∆St+1((Σ
ω
t ∩Ω)∗))) > δ˜ for
all v˜ ∈ Aωt with dist(v˜,∆St+1((Σωt ∩Ω)∗)) > δ. Define pˆimax = supv∈Aωt pˆit+1(g)(v) <∞ and C = infv∈Aωt Ht+1(v)∆St+1(v) + pˆit(g)(v˜) > −∞. Now we note that
ε+ pˆit(g)(v˜) +Ht+1(v˜)∆St+1(v˜) +
|pˆimax|+ |C|
δ˜
∆St+1(v˜)ξt+1,Σωt ∩Ω(v)) ≥ pˆit+1(g)(v˜)
for all v˜ ∈ Aωt . This concludes the proof. 
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6. Proof of Theorems 3.1 and 3.3
We start with the following observation:
Proposition 6.1. Let Ω be analytic. Then the FTAP in [BN15] implies:
There are no One-point arbitrages on Ω with respect to H(FU )⇔ Ω = Ω∗Φ
Proof. Set Pˆ = Pf (Ω). By the FTAP of [BN15] we only need to show that Pˆt(ω) =
Pf (projt+1(Ω ∩ Σωt )) has analytic graph: We therefore fix n ∈ N and consider the
Borel measurable function
Σ : (Xt+1)
n → (Xt+1)n ×
(
Rd+
)(t+1)n
(ω1, . . . ωn) 7→ (ω1, . . . , ωn, S0:t(ω1), . . . , S0:t(ωn))
and note that the image
Σ(proj0:t+1(Ω)× · · · × proj0:t+1(Ω))
is analytic, since Ω is analytic and the image of an analytic set under a Borel
measurable map as well as the Cartesian product of analytic sets is analytic (see
[BS78, Prop. 7.38 & 7.40, p. 165]). Next we consider the continuous function
F : (Xt+1)
n × (Rd+)(t+1) → (Xt+1)n × (Rd+)(t+1)n
(ω1, . . . ωn, x) 7→ (ω1, . . . , ωn, x, . . . , x).
Note that
F
(
(Xt+1)
n × (Rd+)(t+1)) ∩ Σ(proj0:t(Ω)× · · · × proj0:t(Ω))
is analytic and so the set
An := {(ω1, . . . ωt, ω˜1, . . . , ω˜n) | (ω1, . . . , ωt) ∈ proj0:t(Ω),
ω˜i ∈ projt+1(Ω ∩ Σωt ), i = 1, . . . , n}
is also analytic. Let ∆n ⊆ Rn denote the simplex. Since the functions
G : An ×∆n → proj0:t(Ω)× P(Xn)×∆n
(ω1, . . . ωt, ω˜1, . . . ω˜n, λ1, . . . , λn) 7→ (ω1, . . . ωt, δω˜1 , . . . , δω˜n , λ1, . . . , λn)
and
H : proj0:t(Ω)× P(Xn)×∆n → proj0:t(Ω)× P(X1)
(ω1, . . . ωt, δω˜1 , . . . , δω˜n , λ1, . . . , λn) 7→
(
ω1, . . . , ωt,
n∑
i=1
δω˜iλi
)
are continuous, it follows that graph
(
Pˆt
)
=
⋃
n∈NH(G(An ×∆n)) is analytic.
Take now ω ∈ Ω and P ∈ Pf (Ω) such that P({ω}) > 0. By the FTAP of [BN15]
there exists Q ∈ M such that Q  P˜ for some P˜ ∈ Pf (Ω), EQ[φj ] = 0 for all
j = 1, . . . , k and P Q. In particular Q ∈MfΩ and Q({ω}) > 0.
Lastly assume that Ω = Ω∗Φ and fix P ∈ Pˆ such that supp(P) = {ω1, . . . , ωn} for
some n ∈ N. We can find Q1, . . . ,Qn ∈MfΩ such that Qi({ωi}) > 0 for i = 1, . . . , n.
Then Q := 1/n
∑n
i=1Qi ∈MfΩ,Φ and Q({ωi}) > 0 for i = 1, . . . , n, i.e. P Q. 
We now give a complete proof of the quasi-sure FTAP in [BN15] using results from
[BFH+16]. We first look at the case Φ = 0 and start with an auxiliary lemma:
Lemma 6.2. Let t ∈ {1, . . . , T} and Ω ⊆ Xt be analytic. Then the conditional
standard separator of [BFH+16] denoted by ξt,Ω is FUt−1-measurable.
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Proof. We shortly recall arguments from [BFH+16][proof of Lemma 3.1, p.11]: De-
fine the multifunction
ψt,Ω : ω ∈ X  {∆St(ω˜) | ω˜ ∈ Σωt−1 ∩ Ω} ⊆ Rd.
Then ψt,Ω is an FUt−1-measurable multifunction. Indeed, for O ⊆ Rd open we have
{ω ∈ X | ψt,Ω(ω) ∩O 6= ∅} = S−10:t−1(S0:t−1((∆St)−1(O) ∩ Ω)).
As ∆St is Borel measurable (∆St)
−1(O) ∈ FSt . Also as intersections, projections
and preimages of analytic sets are analytic (see [BS78, Prop. 7.35 & Prop. 7.40]), we
find that {ω ∈ X | ψt,Ω(ω)∩O 6= ∅} is analytic and in particular FUt−1-measurable.
Let Sd be the unit sphere in Rd, then by preservation of measurability also the
multifunction
ψ∗t,Ω(ω) := {H ∈ Sd | H · y ≥ 0 for all y ∈ ψt,Ω(ω)}
is FUt−1-measurable and closed-valued. Let {ξnt,Ω}n∈N be its FUt−1-measurable Cas-
taing representation. The conditional standard separator is then defined as
ξt,Ω =
∞∑
n=1
1
2n
ξnt,Ω.

Remark 6.3. We recall that this separator has the property that it aggregates all
one-dimensional One-point Arbitrages on Σωt−1 ∩ Ω in the sense that
{ω ∈ X | ξ(ω) ·∆St(ω) > 0} ⊆ {ω ∈ X | ξt,Ω(ω) ·∆St(ω) > 0}
for every measurable selector ξ of ψ∗t,Ω.
Proposition 6.4. Assume Φ = 0. Let P be a set of probability measures as in
Section 2. Then there exists an analytic set of scenarios ΩP with P(ΩP) = 1 for
all P ∈ P, such that the following are equivalent:
(1) P((ΩP)∗) = 1 for all P ∈ P.
(2) For all P ∈ P there exists Q ∈ Q such that P Q.
(3) NA(P) holds.
In particular conditions (1)-(3) imply that there exists a filtration F˜ with FS ⊆ F˜ ⊆
FM such that there is no Strong Arbitrage in H(F˜) on ΩP.
Remark 6.5. By the FTAP of [BFH+16] there exists an H(F˜) and thus H(FM )-
measurable arbitrage aggregator H∗, so in particular if P(ΩP \ (ΩP)∗) > 0 for some
P ∈ P, then H∗ is an H(F˜)-measurable P-q.s arbitrage. In general the inclusion
F˜ ⊆ FU does not hold.
Proof. We define for ω ∈ Xt−1
χ˜FSt−1(ω) =
⋂
{A ⊆ Rd closed | P(∆St(ω, ·) ∈ A) = 1 ∀ P ∈ Pt−1(ω)}.
Then χ˜FSt−1 is closed valued and P(∆St(ω, ·) ∈ χ˜FSt−1(ω)) = 1 for all P ∈ Pt−1(ω)
and all ω ∈ Xt−1. Evidently
χ˜FSt−1(ω) = {x ∈ R
d | ∀ε > 0 P(∆St(ω, ·) ∈ B(x, ε)) > 0 for some P ∈ Pt−1(ω)}
=
⋃
P∈Pt−1(ω)
supp(P ◦∆St(ω, ·)−1).
Also it follows from [BN15, Lemma 4.3, page 840], that χ˜FSt−1 is analytically mea-
surable. We quickly repeat their argument: Let us define
l : Xt−1 × P(X1)→ P(Rd) l(ω,P) = P ◦∆St(ω, ·)−1.
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Then l is Borel measurable. Next we consider
R : Xt−1  P(Rd) R(ω) := l(ω,Pt−1(ω)) = {P ◦∆St(ω, ·)−1 | P ∈ Pt−1(ω)}.
Since its graph is analytic, it follows that for O ⊆ Rd open
{ω ∈ Xt−1 | χ˜FSt−1(ω) ∩O 6= ∅} = {ω ∈ Xt−1 | R(O) > 0 for some R ∈ R(ω)}
= projXt−1{(ω,R) ∈ graph(R) | R(O) > 0}
is analytic as R 7→ R(O) is Borel.
We also note that for ε > 0 the function x 7→ R(Bε(x)) is continuous, so (x,R) 7→
R(Bε(x)) is Borel and
graph(χ˜FSt−1) = {(ω, x) ∈ (Xt−1 ×R
d) | x ∈ χ˜FSt−1(ω)}
=
⋂
ε∈Q+
projXt−1×Rd
({(ω,R, x) ∈ (graph(R)×Rd) | R(Bε(x)) > 0})
is analytic. Now we define
U = {ω ∈ Xt | ∆St(ω) ∈ χ˜FSt−1(ω)}.
Then
U = projXt(graph(∆St) ∩ graph(χ˜FSt−1))
is analytic and by Fubini’s theorem P(U) = 1 holds for all P ∈ P. We now set
ΩP =
T⋂
t=1
{ω ∈ Xt | ∆St(ω) ∈ χ˜FSt−1(ω)},
which is again analytic and P(ΩP) = 1 for all P ∈ P.
Now we note that the existence of F˜ as well as (1) ⇒ No Strong Arbitrage in
H(F˜) on ΩP follow from [BFH+16, Theorem 2.3, p.7]. We show (2) ⇒ (1): There
exists Q ∈ Q, i.e. for some P ∈ P we have Q  P, which means Q(ΩP) = 1,
so MΩP 6= ∅ and again from [BFH+16, Theorem 2.3, p.7] it follows that there is
No Strong Arbitrage in H(F˜) on ΩP and (ΩP)∗ 6= ∅. If there exists P ∈ P such
that P(ΩP \ (ΩP)∗) > 0 then by [BFH+16, Lemma 4.2, p.19] P is not absolutely
continuous with respect to any Q ∈ Q, a contradiction.
If (2) holds NA(P) follows immediately by a contradiction argument, so we next
show (3)⇒ (1). Let us thus assume that there exists Pˆ ∈ P such that Pˆ (ΩP \ (ΩP)∗) >
0. We want to find H ∈ H(FU ) and P˜ ∈ P such that H ◦ ST ≥ 0 P-q.s and
P˜(H ◦ ST > 0) > 0.
We take t = T − 1 and assume that
Pˆ
({ω ∈ proj0:T−1(ΩP) | there is a One-point Arbitrage on ΣωT−1 ∩ ΩP}) > 0.
Let us now fix ω ∈ {proj0:T−1(ΩP) | there is a One-point Arbitrage on ΣωT−1∩ΩP}.
Denote by ξT,ΩP the FUT−1-measurable standard separator of Lemma 6.2. Now we
define for each P ∈ PT−1(ω) the push-forward of P as
P∆ST (ω,·)(A) = P(∆ST (ω, ·) ∈ A),
where A ∈ B(Rd). We note that by definition
P∆ST (ω,·)
(
χ˜FST−1(ω)
)
= 1
holds for all P ∈ PT−1(ω). With a slight abuse of notation we recall the set
B1(ω) := {ω′ ∈ projT (ΣωT−1 ∩ ΩP) | ξT,ΩP(ω) ·∆ST (ω, ω′) > 0}
from [BFH+16, proof of Lemma 3.1, p.12] and note that for all P ∈ PT−1(ω)
P
({ω′ ∈ projT (ΣωT−1 ∩ ΩP) | ξT,ΩP(ω) ·∆ST (ω, ω′) > 0}) = P∆ST (ω,·)({x ∈ Rd | ξT,ΩP(ω) · x > 0})
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follows. Clearly the set {x ∈ Rd | ξT,ΩP(ω) ·x > 0} is open in Rd, thus by definition
of χ˜FST−1(ω) there is a P˜ ∈ PT−1(ω) such that
P˜∆ST (ω,·)({x ∈ Rd | ξT,ΩP(ω) · x > 0}) > 0
or there are no One-point Arbitrages on ΣωT−1∩ΩP. To finish the proof of (3)⇒ (1)
we need to select P˜ in a measurable way and this follows by standard arguments:
Define the correspondence Ψ : Rd ×XT−1  P(X1) by
Ψ(H,ω) = {P ∈ PT−1(ω) | EP[H ·∆ST (ω, ·)]+ > 0}.
This function has analytic graph by arguments in [Nut14, proof of Lemma 3.4, p.11],
so we can employ the Jankov-von-Neumann theorem (cf. [BS78, Proposition 7.49,
page 182]) to find a universally measurable kernel
P′T−1 : R
d ×XT−1 → P(X1)
such that P′T−1(H,ω) ∈ PT−1(ω) for all (H,ω) ∈ Rd × XT−1 and PT−1(H,ω) ∈
Ψ(H,ω) on {Ψ(H,ω) 6= ∅}. Then also the kernel
ω 7→ P˜T−1(ω) := P′T−1(ξT,ΩP(ω), ω)
is universally measurable. Defining P˜ := Pˆ|XT−1 ⊗ P˜T−1, which is the product
measure formed from the restriction of Pˆ to XT−1 and P˜T−1 gives P˜(ξT,ΩP ·∆ST >
0) > 0. This proves (3)⇒ (1) by backward induction.
Lastly we show (1) ⇒ (2): Let us assume P((ΩP)∗) = 1 for all P ∈ P. Note that
by the arguments given in the proof of (3)⇒ (1) this means that
T⋃
t=1
{proj0:t−1(ΩP) | there is a One-point Arbitrage on Σωt−1 ∩ ΩP}
is a P-polar set, so in particular 0 ∈ ri(χ˜FSt−1(ω)) for all t = 1, . . . , T and P-
q.e. ω ∈ X. Here ri(χ˜FSt−1(ω)) denotes the relative interior of the convex hull of
χ˜FSt−1(ω). Let Pˆ ∈ P be fixed. We define for an arbitrary P ∈ P and ω ∈ Xt−1 the
support of Pt−1(ω) ◦∆S−1t (ω, ·) conditioned on FSt−1 as
χPFSt−1(ω) = {x ∈ R
d | Pt−1(ω)(∆St(ω, ·) ∈ Bε(x)) > 0 for all ε > 0}.
Using selection arguments which are explained below, we can now inductively find
measurable selectors P(0,1), . . . ,P(0,d),P(1,1), . . . ,P(T−1,d) such that
P(t,1)(ω), . . . ,P(t,d)(ω) ∈ Pt(ω)
and P(0,1), . . . ,P(T−1,d) fulfil the following property: Define
P˜t(ω) =
1
d+ 1
(
Pˆt(ω) +
d∑
i=1
P(t,i)(ω)
)
inductively for t = 0, . . . , T − 1 and P˜0⊗ · · · ⊗ P˜t−1-almost every ω ∈ Xt. Then for
P˜ = P˜0 ⊗ · · · ⊗ P˜T−1 we have
0 ∈ ri
(
χP˜FSt−1
)
P˜-a.s. for all 1 ≤ t ≤ T,
where ri
(
χP˜FSt−1
)
denotes the relative interior of the convex hull of χP˜FSt−1
.
We note that since Pt(ω) is convex, we have P˜t(ω) ∈ Pt(ω) for P˜0 ⊗ · · · ⊗ P˜t−1-
almost every ω ∈ Xt and by definition Pˆ  P˜ holds. Now it follows from [Rok08,
Theorem 1, page 1], that there exists a martingale measure Q equivalent to P˜. The
fact that P˜ ∈ P implies Q ∈ Q, which shows the claim.
We now present the measurable selection argument via induction: We fix t ∈
{2, . . . , T} and assume that we have already found measurable selectors up to time
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t − 2. Note that for all ω ∈ proj0:t−1((ΩP)∗) we conclude 0 ∈ ri(∆St(ω,Σωt−1 ∩
(ΩP)∗)) by definition of (ΩP)∗, which implies by [BR69, Theorem D, p.1] that
there exist P1, . . . ,Pd ∈ Pt−1(ω), which might not be pairwise distinct, s.t.
0 ∈ ri
(
supp
(
Pˆt−1(ω) + P1 + · · ·+ Pd
d+ 1
◦∆St(ω, ·)−1
))
.
Note that ω 7→ Pˆt−1(ω) is universally measurable, thus by [BS78, Lemma 7.28, p.
174], we can find a Borel measurable kernel ω 7→ P¯t−1(ω) such that
Pˆt−1 = P¯t−1 P˜0 ⊗ · · · ⊗ P˜t−2-a.s.
We define the correspondence ρ : Xt−1 × P(X1)d  Rd by
ρ : (ω,P1, . . . ,Pd) = supp
(
P¯t−1(ω) + P1 + · · ·+ Pd
d+ 1
◦∆St(ω, ·)−1
)
.
Note that for O ⊆ Rd open we have
{(ω,P1, . . . ,Pd) | ρ(ω,P1, . . . ,Pd) ∩O 6= ∅} = {(ω,P1, . . . ,Pd) | P¯t(ω) ◦∆St(ω, ·)−1(O) > 0}
∪
d⋃
i=1
{(ω,P1, . . . ,Pd) | Pi ◦∆St(ω, ·)−1(O) > 0}.
Since P 7→ P(O) is Borel measurable and ω 7→ P¯t−1(ω) ◦ ∆St(ω, ·)−1(O) is a
composition of Borel measurable functions, we conclude that ρ is weakly measurable.
Let us denote by Sd the unit sphere in Rd. By preservation of measurability (cf.
[RW09, Exercise 14.12, page 653]) it follows that the correspondence Ψ : Xt−1 ×
P(X1)d  Rd
Ψ(ω,P1, . . . ,Pd) = {H ∈ Sd | H · y ≥ 0 for all y ∈ ρ(ω,P1, . . . ,Pd)}
is weakly measurable. Then also the correspondence Ψ˜ : Xt−1 × P(X1)d  Rd
Ψ˜(ω,P1, . . . ,Pd) = {H ∈ Sd | H · y ≤ 0 for all y ∈ ρ(ω)} ∩Ψ(ω,P1, . . . ,Pd)
is weakly measurable. Let V be a countable base of Rd. The set
{(ω,P1, . . . ,Pd) | Ψ˜(ω,P1, . . . ,Pd) = Ψ(ω,P1, . . . ,Pd)}
=
⋂
O:O∈V
({(ω,P1, . . . ,Pd) | Ψ ∩O 6= ∅} ∩ {(ω,P1, . . . ,Pd) | Ψ˜ ∩O 6= ∅}
∪ {(ω,P1, . . . ,Pd) | Ψ ∩O = ∅} ∩ {(ω,P1, . . . ,Pd) | Ψ˜ ∩O = ∅})
is Borel measurable. Note that for an arbitrary convex set C ⊆ Rd the relationship
0 ∈ ri(C)⇔ (∀ H ∈ Sd s.t. H · x ≥ 0 ∀x ∈ C ⇒ H · x = 0 ∀x ∈ C)
holds. Let
A := {(ω,P1, . . . ,Pd) | 0 ∈ ri (ρ(ω,P1, . . .Pd)) , Pi ∈ Pt−1(ω) for i = 1, . . . , d}.
Then from the above arguments and the analyticity of the graph of Pt−1 it fol-
lows that A is analytic. We can now employ the Jankov-von-Neumann theorem
(cf. [BS78], Proposition 7.49, page 182) to find universally measurable kernels
P(t−1,i) : projXt−1(A) → P(X1) such that {(ω,P(t−1,1)(ω), . . . ,P(t−1,d)(ω)) | ω ∈
projXt−1(A)} ⊆ A for all i = 1, . . . , d. This concludes the proof of (1)⇒ (2). 
Remark 6.6. We hope that by constructing an explicit arbitrage strategy in the
proof of (3)⇒ (1) we can clarify [BFM16], Theorem 4.23, pp. 45-50 (in particular
the proof of [BFM16][Lemma 7.4]) by following a similar (but much simpler) rea-
soning in the case P = {P}. Introducing a measurable separator ξ it is obvious
that jz on page [BFM16, p.47] can always be chosen equal to 1. Also the resulting
strategy HP is actually universally measurable.
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To treat the case Φ 6= 0 we recall the following notion from [BFH+16]:
Definition 6.7 ([BFH+16], Def. 3.11, page 14). A pathspace partition scheme
R(α∗, H∗) of Ω is a collection of trading strategies H1, ...,Hβ ∈ H(FU ), α1, . . . , αβ ∈
Rk and arbitrage aggregators H˜0, . . . , H˜β for some 1 ≤ β ≤ k such that
(1) the vectors αi, 1 ≤ i ≤ β are linearly independent,
(2) for any i ≤ β
αi · Φ +Hi ◦ ST ≥ 0 on A∗i−1,
where A0 = Ω, Ai := {αi · Φ +Hi ◦ ST = 0} ∩A∗i−1,
(3) for any i = 0, . . . , β, H˜i is an Arbitrage Aggregator for Ai,
(4) if β < k, then either Aβ = ∅ or for any α ∈ Rk linearly independent from
α1, . . . , αβ there does not exist H such that
α · Φ + (H ◦ ST ) ≥ 0 on A∗β .
Definition 6.8 ([BFH+16], Def. 3.12, page 15). A pathspace partition scheme
R(α∗, H∗) is successful if A∗β 6= ∅.
We quote the following results:
Lemma 6.9 ([BFH+16], Lemma 3.16, page 16). For any R(α∗, H∗), A∗i = Ω∗{αj ·Φ | j≤i}.
Moreover, if R(α∗, H∗) is successful, then A∗β = Ω∗Φ.
Lemma 6.10 ([BFH+16], Proof of Theorem 2.3, page 18). A pathspace partition
scheme R(α∗, H∗) is successful if and only if Ω∗Φ 6= ∅.
We now complete the proof of Theorem 3.3 for the case Φ 6= 0:
Corollary 6.11. Let P be a set of probability measures as in Section 2. Then there
exists an analytic set of scenarios ΩP with P(ΩP) = 1 for all P ∈ P, such that the
following are equivalent:
(1) P((ΩP)∗Φ) = 1 for all P ∈ P.
(2) For all P ∈ P there exists Q ∈ Q such that P Q.
(3) NA(P) holds.
In particular conditions (1)-(3) imply that there is a filtration F˜ with FS ⊆ F˜ ⊆ FM ,
such that is no Strong Arbitrage in Rk ×H(F˜) on ΩP.
Proof. The existence of ΩP and (1)⇒ No Strong Arbitrage in Rk ×H(F˜) on ΩP,
(2) ⇒ (3) follow exactly as before. We now argue that (1) ⇒ (2) holds in the
spirit of [BN15, Theorem 5.1, p. 850], by induction over the number e of options
available for static trading. In particular we can assume without loss of generality
that there exists a random variable ϕ ≥ 1 such that |φj | ≤ ϕ and consider the set
Qϕ = {Q ∈ Q | EQ[ϕ] <∞} in order to avoid integrability issues. So let us assume
there are e ≥ 0 traded options φ1, . . . , φe, for which (1)⇒ (2) holds. We introduce
an additional option g = φe+1 and assume P
(
(ΩP)∗{φ1,...,φe+1}
)
= 1 for all P ∈ P.
Then clearly P
(
(ΩP)∗{φ1,...,φe}
)
= 1 for all P ∈ P and by the induction hypothesis
there is no arbitrage in the market with options {φ1, . . . , φe} available for static
trading. Let P ∈ P. Then as in [BN15, Theorem 5.1] we can use convexity of Qϕ
and Theorem 4.1 to find a measure Q ∈ Qϕ, such that P Q, so (2) holds.
Lastly it remains to show (3) ⇒ (1). Let us thus assume there exists Pˆ ∈ P such
that Pˆ(ΩP \ (ΩP)∗Φ) > 0. We want to find (h,H) ∈ Rk ×H(FU ) and P˜ ∈ P such
that h ·Φ +H ◦ST ≥ 0 P-q.s and P˜(h ·Φ +H ◦ST > 0) > 0. We use the properties
of a pathspace partition scheme R(α∗, H∗) recalled above. We define
m = min(k ∈ {0, . . . , β} | P˜(Ak \A∗k) > 0 for some P˜ ∈ P)
m˜ = min(k ∈ {1, . . . , β} | P˜(A∗k−1 \Ak) > 0 for some P˜ ∈ P),
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where A0 = Ω
P. If m˜ ≤ m then we select the strategy (αm˜, Hm˜) ∈ Rk × H(FU )
which satisfies Hm˜ ◦ ST + αm˜ · Φ ≥ 0 on A∗m˜−1. We note that P(A∗m˜−1) = 1 for all
P ∈ P by definition of m, m˜ and {Hm˜ ◦ ST + αm˜ · Φ > 0} = A∗m˜−1 \ Am˜, so that
P˜(Hm˜ ◦ ST + αm˜ · Φ > 0) > 0 for some P˜ ∈ P. If m˜ > m, then P(Am) = 1 for
all P ∈ P, P˜(Am \ A∗m) > 0 for some P˜ ∈ P, so we can argue as in the proof of
Proposition 6.4 (3) ⇒ (1) using a standard separator and measurable selection of
a measure in P. This concludes the proof. 
Proof of Theorem 3.3. The first part of the statement follows from Corollary 6.11,
while the second part follows from Proposition 6.1. 
proof of Theorem 3.1. We recall the analytic set ΩP from the proof of Theorem 3.3
and the sets {Cn}n∈N from (3.1). Now we define
B =
⋃
n∈N
{Cn ∈ S | P((ΩP)∗Φ ∩ Cn) = 0 for all P ∈ P} ∈ B(X).
By the approximative property (3.1) of {Cn} we clearly have
B =
⋃
{C ∈ S | P((ΩP)∗Φ ∩ C) = 0 for all P ∈ P}.
Now we set
ΩS := ΩP \ ((ΩP)∗Φ ∩B) ∈ FU .
Clearly P(ΩS) = 1 for all P ∈ P and
(ΩS)∗Φ = [Ω
P ∩ ((ΩP)∗Φ)c ∪ ΩP ∩Bc]∗Φ = (ΩP \B)∗Φ
is analytic. The implications (3) ⇔ (4) ⇔ (5) are shown in [BFM16], while (1) ⇒
(2) ⇒ (3) follow directly from the definition. Thus we only need to show (5) ⇒
(1). We first assume that Φ = 0 and fix C ∈ S such that C ⊆ ΩS . No Arbitrage de
la Classe S on ΩS implies that (ΩS)∗ ∩ C 6= ∅. From the definition of ΩS we thus
conclude that P((ΩP)∗ ∩ C) > 0 for some P ∈ P. As (ΩS)∗ = (ΩP)∗ P-q.s, then
also P((ΩS)∗ ∩ C) > 0. Using a construction similar to the proof of Proposition
6.4, we can find a measure P˜ ∈ P such that P˜(C) > 0 and 0 is in the interior of
the conditional support of P˜(·|(ΩS)∗). By [Rok08, Theorem 1], we conclude that
there exists a martingale measure Q ∈ Q equivalent to P˜(·|(ΩS)∗), in particular
Q(C) > 0. The case Φ 6= 0 can then be treated by induction over the statically
traded options as in Corollary 6.11, as (ΩS)∗ is analytic. 
7. Proof of Theorem 4.1
We first show that the quasi-sure superhedging theorem of [BN15] implies the second
part of Theorem 4.1.
Proposition 7.1. Let Ω be an analytic subset of X and Ω∗Φ 6= ∅. Let the set P
satisfying (APS) and the same polar sets asMfΩ,Φ. Then also Q has the same polar
sets as MfΩ,Φ and for an upper semianalytic function g : X → R we have
sup
Q∈MfΩ,Φ
EQ[g] = piΩ∗Φ(g) = pi
P(g) = sup
Q∈Q
EQ[g].(7.1)
Proof. That Q and MfΩ,Φ have the same polar sets follows by the definition of Ω∗Φ
and [BFH+16, Lemma 4.2]. We now show (7.1): Consider
PΩ = Pf (Ω∗Φ).
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Note that there is noMfΩ,Φ-q.s. arbitrage iff there is no PΩ-q.s arbitrage. First we
show that Ω∗Φ is analytic if Ω is analytic. Recall the set PZ,Φ from Lemma 5.4 of
[BFM17], page 13 defined by
PZ,Φ =
{
P ∈ Pf (X) | ∃Q ∈MfX,Φ such that
dQ
dP
=
c(P)
1 + Z
}
,
where Z = maxi=1,...,d maxt=0,...,T S
i
t and c(P) = (EP[1 + Z]−1)−1. [BFM17] show
that the set
{(ω,P) | ω ∈ X∗, P ∈ Pω}
is analytic, where Pω = {P ∈ PZ,Φ | P({ω}) > 0}. Note that
{(ω,P) | ω ∈ X∗, P ∈ Pω} ∩ (Ω× Pf (Ω))
is analytic and the projection of the above set to the first coordinate is exactly Ω∗Φ,
which shows that Ω∗Φ is analytic. We note ω 7→ PΩt (ω) = Pf (projt+1(Σωt ∩ Ω∗Φ))
has analytic graph by exactly the same argument as in the proof of Proposition
6.1 replacing Ω by Ω∗Φ. The result now follows from the Superhedging Theorem of
[BN15] and the definition of MfΩ,Φ. 
We now show that the classical P-a.s. One-Step superhedging duality can be de-
duced by means of pathwise reasoning:
Lemma 7.2. Let t ∈ {0, . . . , T − 1} and g : Xt+1 → R be FUt+1-measurable.
Let P ∈ P(X1) and fix ω ∈ Xt such that NA(P) holds for the One-Period model
(St(ω), St+1(ω, ·)). Then
sup
Q∼P, Q∈MX1
EQ[g(ω, ·)] = inf{x ∈ R | ∃H ∈ Rd s.t. x+H∆St+1(ω, ·) ≥ g(ω, ·) P-a.s.}.
Proof. As g is FUt+1-measurable by [BS78, Lemma 7.27, p.173] there exists a Borel-
measurable function g˜ : (Rd)t+1 → R such that g(ω) = g˜(S0:t+1(ω)) for P-a.e.
ω ∈ Xt+1. Assume first that St+1 7→ g˜(S0:t(ω), St+1) is continuous. Define χP =
supp(P ◦∆St+1(ω, ·)−1). Then as NA(P) holds χP = (χP)∗ and thus by [BFH+16,
Theorem 2.4]
sup
Q∼P, Q∈MX1
EQ[g(ω, ·)] ≤ inf{x ∈ R | ∃H ∈ Rd s.t. x+H∆St+1(ω, ·) ≥ g(ω, ·) P-a.s.}
= inf{x ∈ R | ∃H ∈ Rd s.t. x+H∆St+1(ω, ·) ≥ g˜(S0:t(ω), ·) on χP}
= sup
Q∈Mf
χP
EQ[g˜(S0:t(ω), ·)]
≤ sup
Q∼P◦∆St+1(ω,·)−1, Q∈MRd
EQ[g˜(S0:t(ω), ·)]
= sup
Q∼P, Q∈MX1
EQ[g(ω, ·)].
If St+1 7→ g˜(S0:t(ω), St+1) is Borel-measurable, then by Lusin’s theorem (see [Coh13,
Theorem 7.4.3, p.227]) there exists a sequence of compact sets Kn such that P ◦
∆St+1(ω, ·)−1(Kcn) ≤ 1/n and g˜(S0:t(ω), ·)|Kn is continuous. By the above argu-
ment
inf{x ∈ R | ∃H ∈ Rd s.t. x+H∆St+1(ω, ·) ≥ g˜(S0:t(ω), ·) on Kn}(7.2)
= sup
Q∼P◦∆St+1(ω,·)−1 Q∈MKn
EQ[g(ω, ·)]
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holds for n ∈ N large enough. The claim now follows by taking suprema in n ∈ N
on both sides of (7.2):
inf{x ∈ R | ∃H ∈ Rd s.t. x+H∆St+1(ω, ·) ≥ g(ω, ·) P-a.s.}
= sup
n∈N
inf{x ∈ R | ∃H ∈ Rd s.t. x+H∆St+1(ω, ·) ≥ g˜(S0:t(ω), ·) on Kn}
= sup
n∈N
sup
Q∼P◦∆St+1(ω,·)−1 Q∈MKn
EQ[g˜(S0:t(ω), ·)]
≤ sup
Q∼P◦∆St+1(ω,·)−1 Q∈MRd
EQ[g˜(S0:t(ω), ·)]
≤ inf{x ∈ R | ∃H ∈ Rd s.t. x+H∆St+1(ω, ·) ≥ g(ω, ·) P-a.s.}.

Using this One-step duality result under fixed P and (APS) of P we now prove the
first part of Theorem 4.1, which is restated in the following proposition:
Proposition 7.3. Let NA(P) hold and let g : X → R be upper semianalytic. Then
there exists a measure Pˆ = Pˆ0⊗· · ·⊗ PˆT−1, an FU -measurable function g such that
g = g P-q.s. and an FU -measurable set ΩPg such that P(ΩPg ) = 1 for all P ∈ P
such that
piP(g) = piPˆ(g) = pi(ΩPg )∗Φ
(g) = sup
Q∈M
ΩP,Φ
EQ[g] = sup
Q∈Q
EQ[g].
Proof. We note that by NA(P) and Theorem 3.3 the difference ΩP \ (ΩP)∗Φ is P-
polar. We first take Φ = 0. Recall the definition of the One-step functionals given
in [Lemma 4.10, p. 846][BN15]
ET (g)(ω) = g(ω)
Et(g)(ω) = sup
Q∈Qt(ω)
EQ[Et+1(g)(ω, ·)], t = 0, . . . , T − 1.
By (APS) and upper semianalyticity of g, every Et(g) is upper semianalytic. We
show recursively for every t = 0, . . . , T − 1 that there exists a measure P ∈ P(X1)
such that NA(P) holds and
sup
Q∈Qt(ω)
EQ[Et+1(g)(ω, ·)] = sup
Q∼P, Q∈MX1
EQ[Et+1(g)(ω, ·)]
for P-q.e. ω ∈ Xt.
Note that by measurable selection arguments the properties NA(P) and P(ΩP) = 1
for all P ∈ P imply NA(Pt(ω)) and P(projt+1(ΩP ∩Σωt )) = 1 for all P ∈ Pt(ω) for
P-q.e. ω ∈ Xt. We now fix t ∈ {0, . . . , T − 1} and ω ∈ Xt such that NA(Pt(ω))
and P(projt+1(Ω
P ∩ Σωt )) = 1 for all P ∈ Pt(ω) holds. Note that there exists a
sequence (Pn)n∈N such that Pn ∈ Pt(ω) for all n ∈ N and
sup
QPn, Q∈MX1
EQ[Et+1(g)(ω, ·)] ↑ sup
Q∈Qt(ω)
EQ[Et+1(g)(ω, ·)] (n→∞).
We see from the proof of Proposition 6.4 in Section 6 that given NA(Pt(ω)) for a
fixed P ∈ P, we can always find P˜ ∈ Pt(ω) such that P  P˜ and NA(P˜) holds.
Thus we can assume without loss of generality that NA(Pn) holds for all n ∈ N.
Define Pˆn :=
∑n
k=1 2
−k/(1−2−n)Pk ∈ Pt(ω) as well as Pˆt(ω) :=
∑∞
k=1 2
−kPk and
note that NA(Pˆn) as well as NA(Pˆt(ω)) hold for all n ∈ N. Furthermore
Et(g)(ω) = sup
n∈N
sup
QPn, Q∈MX1
EQ[Et+1(g)(ω, ·)] ≤ sup
n∈N
sup
Q∼Pˆn, Q∈MX1
EQ[Et+1(g)(ω, ·)]
= sup
Q∼Pˆt(ω), Q∈MX1
EQ[Et+1(g)(ω, ·)]
= inf{x ∈ R | ∃H ∈ Rd s.t. x+H∆St+1(ω, ·) ≥ Et+1(g)(ω, ·)) Pˆt(ω)-a.s.},
ROBUST MODELLING OF FINANCIAL MARKETS 23
where the last equality follows from Lemma 7.2. Define
pi
Pˆt(ω)
t (g) = inf{x ∈ R | ∃H ∈ Rd s.t. x+H∆St+1(ω, ·) ≥ Et+1(g)(ω, ·)) Pˆt(ω)-a.s.}
piPt(ω)(g) = inf{x ∈ R | ∃H ∈ Rd s.t. x+H∆St+1(ω, ·) ≥ Et+1(g)(ω, ·)) Pt(ω)-q.s.}.
Clearly piPˆt(ω)(g) ≤ piPt(ω)(g). Now assume towards a contradiction that the in-
equality is strict and set ε := piPt(ω)(g)− piPˆt(ω)(g) > 0. Furthermore note that for
a sequence of compact sets (Kn)n∈N such that Kn ↑ Rd we have
piPˆt(ω)|Kn (g) := inf{x ∈ R | ∃H ∈ Rd s.t. x+H∆St+1 ≥ Et+1(g) Pˆt(ω)(·|∆St+1(ω, ·) ∈ Kn)-a.s.}
↑ piPˆt(ω)(g) (n→∞),
piPt(ω)|Kn (g) := inf{x ∈ R | ∃H ∈ Rd s.t. x+H∆St+1 ≥ Et+1(g) Pt(ω)|Kn -q.s.}
↑ piPt(ω)(g) (n→∞),
where
Pt(ω)|Kn := {P(·|∆St+1(ω, ·) ∈ Kn) | P ∈ Pt(ω), P(∆St+1(ω, ·) ∈ Kn) > 0}.
Choose n ∈ N large enough, such that piPt(ω)|Kn (g)− piPˆt(ω)|Kn (g) > 3ε/4. Denote
by HKn the closed set of H ∈ Rd such that
piPˆt(ω)|Kn (g) + ε/2 +H∆St+1(ω, ·) ≥ Et+1(g)(ω, ·)) Pˆt(ω)(·|∆St+1(ω, ·) ∈ Kn)-a.s.
Then for every H ∈ HKn there exists PHn ∈ Pt(ω) such that
PHn ({piPˆt(ω)|Kn (g) + ε/2 +H∆St+1(ω, ·) < Et+1(g)(ω, ·))} ∩ {∆St+1(ω, ·) ∈ Kn}) > 0.
Note that there exists a countable sequence (Hkn)k∈N, which is dense in HKn . In
particular for every H ∈ Rd such that
piPˆt(ω)|Kn (g) + ε/4 +H∆St+1(ω, ·) ≥ Et+1(g)(ω, ·)) Pˆt(ω)(·|∆St+1(ω, ·) ∈ Kn)-a.s.
there exists k ∈ N such that
piPˆt(ω)|Kn (g) + ε/2 +Hkn∆St+1(ω, ·) ≥ Et+1(g)(ω, ·)) Pˆt(ω)(·|∆St+1(ω, ·) ∈ Kn)-a.s.
Set now Pn =
∑∞
k=1 2
−kPH
k
n
n ∈ P(X1) and note that for all n ∈ N large enough
pi
1
2 (Pˆt(ω)+P
n)|Kn (g)− piPˆt(ω)|Kn (g) ≥ ε/4.
Taking Kn ↑ Rd we have in particular
Et(g)(ω) = sup
Q∼Pˆt(ω), Q∈MX1
EQ[g] < lim
n→∞ sup
Q∼ 12 (Pˆt(ω)+Pn)|Kn , Q∈MX1
EQ[g] ≤ Et(g)(ω),
a contradiction. Thus
Et(g)(ω) = sup
Q∈Qt(ω)
EQ[Et+1(g)(ω, ·))] = sup
Q∼Pˆt(ω), Q∈MX1
EQ[Et+1(g)(ω, ·)]
As 0 ∈ ri(supp((Pˆt(ω))) a natural universally measurable candidate for a superhedg-
ing strategy ω 7→ Ht+1(ω) is the right derivative limε∈Q, ε↓0(Eεeit (g)(ω)−Et(g)(ω))/ε
where Eεeit (g)(ω) is the superhedging price for the Borel-measurable stock (St+εei),
i = 1, . . . , d′ ≤ d instead of St. This is a pointwise limit of differences of upper sem-
inanalytic functions and thus universally measurable. For ω ∈ Xt such that this
quantity does not exist, we set Ht+1(ω) = 0. Furthermore in order to show that
the map ω 7→ Pˆt(ω) can be chosen to be universally measurable we first note that
in [BN15, Lemma 4.8, p.843] the set
{(Q,P) ∈ P(projt+1(Σωt ))× P(projt+1(Σωt )) |
EQ[∆St+1(ω, ·)] = 0, P ∈ Pt(ω), Q P}
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is analytic. Thus we can apply the Jankov-von-Neumann selection theorem (see
[BS78, Proposition 7.50, p.184]) to find 1/n-optimisers (Qnt (ω),P
n
t (ω)) for Et(g)(ω)
and the claim follows. The case Φ 6= 0 can be handled by induction as in Corollary
6.11.
In conclusion we have found a strategy (H,h) ∈ H(FU )×Rk such that
sup
Q∈Q
EQ[g] + h · Φ + (H ◦ ST ) ≥ g P-q.s.
We now define
ΩPg = Ω
P ∩
{
ω ∈ X | sup
Q∈Q
EQ[g] + h · Φ(ω) + (H ◦ ST )(ω) ≥ g(ω)
}
∈ FU
and
g =
{
g on ΩPg ,
−∞ otherwise.
This concludes the proof. 
Remark 7.4. In general, g is not uniquely determined as there does not exist a
maximal null set of the probability measure Pˆ.
Remark 7.5. By NA(P) Proposition 7.3 implies for g = 0
0 = inf{x ∈ R | ∃(H,h) ∈ H(FU )×Rk such that x+ h · Φ + (H ◦ ST ) ≥ 0 P-q.s.}
= inf
g˜∈E0
inf{x ∈ R | ∃(H,h) ∈ H(FU )×Rk such that x+ h · Φ + (H ◦ ST ) ≥ g˜ on {g˜ = 0}∗}
= inf
g˜∈E0
sup
Q∈M{g˜=0},Φ
EQ[g˜] ≤ 0,
where we define
E0 = {g˜ : X → (−∞, 0] FU -measurable | g˜ = 0 P-q.s.}.
In particular for every g˜ ∈ E0 there exists Q ∈ MX,Φ such that EQ[g˜] = 0. A
similar result was obtained by [BRS17] in a more general setup. Aggregating the
martingale measures corresponding to all g˜ (and thus to all P-polar sets) to achieve
a result comparable to [BN15] in a setup without using (APS) of P remains an open
problem.
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