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The understanding of molecular structure and function is at the very heart of the chemical
and molecular sciences. Experiments that allow for the creation of structurally pure samples
and the investigation of their molecular dynamics and chemical function have developed
tremendously over the last few decades, although “there’s plenty of room at the bottom” for
better control as well as further applications.
Here, we describe the use of inhomogeneous electric fields for the manipulation of neutral
molecules in the gas-phase, i. e., for the separation of complex molecules according to size,
structural isomer, and quantum state. For these complex molecules, all quantum states are
strong-field seeking, requiring dynamic fields for their confinement. Current applications of
these controlled samples are summarised and interesting future applications discussed.
Keywords: molecular structure; controlled molecules; quantum-state selection;
conformer selection; alignment and orientation; molecular dynamics; reaction dynamics
and kinetics; structure-function relationship; chirality; enantiomer separation
1. Introduction
Structure defines function. This structure-function relationship is a fundamental con-
cept in the molecular sciences. Chemistry textbooks define structure through atomic
coordinates and bond orders, using representations such as ball-and-stick models or
Lewis formulas. In biology sometimes further abstractions are made, although often
as additional information to the nuclear geometry: the protein data bank (PDB), for
instance, typically contains coordinates of all atoms plus information on folding mo-
tifs. At the same time, we realise that it is the electrons that form and break bonds
and that define the chemistry. Therefore, aren’t it the electronic wavefunctions, or
the electron density, which define structure, and, thus function?
More generally, first we have to ask ourselves: Do molecules, in general, have a
well-defined structure? The answer to this question strongly depends on the actual
definitions of a “molecule” and a “structure”, that is, on the scientific background,
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or community, and the experiment performed. In this work, we are concerned with
isolated molecules in the gas-phase. The geometric structures considered in chem-
istry and biology can typically be measured using spectroscopic techniques [1–5] or
diffractive-imaging methods [6, 7]. We recognize that these structures depend, for
instance, on the electronic state of the molecule, but still this can be disentangled
spectroscopically even for large molecules [8]. Electronic structure can be experimen-
tally observed through the (multipole) moments of the charge distribution, such as
precise determinations of dipole moment vectors or polarizability tensors, possibly
for individual electronic states [9, 10], but also coherent x-ray diffractive imaging
measures, conceptionally, electron density.
Here, we set out to take a more specific approach to “molecular structure”, which
is based on interaction properties of the molecular species, for instance, with electro-
magnetic fields – including these provided by other particles. Following this concept,
para and ortho hydrogen (H2) are separate species, as they exhibit very different mag-
netic properties and they, as isolated species, do not interconvert on typical experi-
mental timescales. Equivalently, the structural isomers of molecules in the gas-phase
typically have to be considered different molecular species, including the configu-
rations of chiral molecules (enantiomers) or, at least in many cases, the rotational
isomers of complex molecules (conformers). Chemical functionality is, for instance,
intricately linked to this 3D geometric arrangement of molecules in space. This del-
icate structure-function relationship is especially evident in many biological systems
and determines, e. g., protein folding and synthesis [11], the conformations of sugars
in enzyme catalysis [12], or reactive pathways and intermediates [13]. Biology went
to the extreme of homochirality and organisms use only a single configuration of all
molecules involved in life [14, 15], which is a most-important structure-function rela-
tionship that still awaits a conclusive explanation. We point out that this concept of
molecular structure is simply a description of the fact that, in quantum mechanics,
the structure of a molecule is given by the square of the wavefunction, its proba-
bility density. In order to follow a reductionist, bottom-up description of molecular
structure and function, we need to study and understand the physical and chemical
properties of these individual species, how they interconvert, and how they specif-
ically interact with their environment. This requires new experimental approaches
and techniques for the preparation and investigation of the probed samples, some of
which are detailed and discussed in this review.
When we prepare these molecules, or simply order them from the chemicals suppli-
ers, we get containers containing various “molecules”, or structures, all for the price of
one. A gas bottle of hydrogen contains both, para and ortho H2, and for glycine and
tryptophan and many other complex molecules we get multiple conformers in that
one bottle [16, 17]. This is due to the fact that the interconversion between struc-
tural isomers is rapid under the typical preparation and storage conditions, e. g., room
temperature. Under such conditions, these species, i. e., structural isomers, are simply
well connected volumes of structural phase space of these “molecules”. The molecules
rapidly explore the whole phase-space volume, i. e., they change their conformation,
that is, they change their “text-book structure”.
In molecular beam experiments we produce samples of cold, isolated molecules
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using supersonic expansions [18, 19], where the molecules are coexpanded into high
vacuum seeded in a high-pressure rare gas. In these beams the molecules are well
isolated and the rare remaining collision events are very cold, i. e., have a very small
energy impact [20]. The molecules still interact with the surrounding black-body
radiation, but the typical timescales of the corresponding state-changing interactions
are on the order of seconds [21, 22], which is much longer than the few-millisecond
durations of the experiments.
1.1. Manipulating molecular species with external fields
The isolated molecules in these beams can be manipulated with external fields: Using
electric fields, they can be deflected, focused, and accelerated or decelerated [22–25],
they can be trapped in space [25, 26], and they can be aligned or oriented, i. e.,
fixed in space with respect to the directions of their dipole moments or polarizability
tensors [27–30]. These methods date back to the description of polar molecules in
inhomogeneous electric fields [31] and Otto Stern’s groundbreaking deflection exper-
iments of atoms in magnetic fields [32] and of molecules in electric fields [33]; the
latter already being performed in Stern’s institute for physical chemistry in Ham-
burg – with the original building nowadays being the historic home to our physics
department. From these times, magnetic and electric fields were used interchange-
ably, as appropriate. Deceleration with time-varying magnetic fields has also been
demonstrated during the last decade [34, 35].
Almost a century ago, Stern’s group had not only deflected molecules with elec-
tric fields and measured the electric dipole moment of potassium iodide [33]. Otto
Stern also realized that there was a different regime, namely the deflection of small
molecules at low temperatures, which should allow the spatial separation of quan-
tum states [36]. Rabi developed this into the molecular beam resonance method [37].
Later, multipole focusers where used as quantum-state-specific lenses for molecules in
so-called low-field-seeking states [38, 39], used in very-high-resolution spectroscopy,
for instance, of ammonia [40], and to experimentally implement the MASER [41].
Similar experiments with decelerated beams of ammonia increased the achievable
resolution further [42]. Many of these methods were used to study the properties
of separated individual molecular species, if “only” because they created samples of
molecules in a single (internal) quantum state.
The rapid and extreme cooling provided by supersonic expansions of seeded molec-
ular beams, down below 1 K [18, 43], resulting in only few quantum states populated
for polyatomic molecules, allowed to extend these techniques. More recently, over
the last fifteen years, the field of ultracold molecules and cold chemistry propelled
molecular physics and physical chemistry into new regimes, extensively described in
a special issue on “Ultracold Molecules” in Chemical Reviews [44]. These reviews
describe wonderful experiments and avenues into ultracold physics and chemistry,
including practically fully controlled quantum-state specific reactions. However, the
discussion is focused on small molecules and the issues of molecular species, such as
structural isomers, is left out. This is likely due to the fact that the control of complex
molecules is less advanced.
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The manipulation of complex molecules with electric fields is hampered by the
fact that their quantum states are all strong-field seeking under practically useful
conditions. This is not of severe influence for deflection experiments, which this review
focuses on. However, it makes focusing [45–49] and deceleration [50–54] cumbersome,
at least. Previous overviews of such experiments are given elsewhere [22, 24, 25, 55].
Alternatively, microwave [56] and optical [57–59] ac fields were used to manipulate
the motion of neutral molecules. Similarly, connected by the seminal work of Arthur
Ashkin [60], very large, tens-of-nanometer- to micrometer-size “molecules” can be
manipulated using radiation pressure or photophoresis in vacuo [61–64].
1.2. Detecting molecular species
Starting from the gas-phase-spectroscopic characterization of a second conformer of
glycine [16] and the observation of multiple conformers of tryptophan even in cold su-
personic expansions [65], detailed spectroscopic characterizations of these molecular
species have been performed [66, 67, and references therein]. Many of these stud-
ies provide partial structural information or allow to benchmark quantum-chemistry
calculations, which in turn provide structures of individual species. Moreover, these
high-resolution spectroscopies allow to distinguish different species by their distinct
resonance frequencies.
Alternative approaches to the investigation of the structure and dynamics of
molecules are diffractive imaging techniques. Traditionally, x-ray crystallography and
gas-phase electron diffraction (GED) have successfully derived structures, including
those of DNA [68] and fullerene [69], respectively. Time-resolved approaches promise
to allow the recording of so-called “molecular movies” of molecules in action [6, 70–
72]. However, these techniques are not molecular species selective and, therefore,
purified samples need to be provided [6, 55]. Moreover, in order to increase the ob-
tainable information, samples of molecules fixed in space are highly beneficial and
proof-of-principle experiments have been performed [73, 74].
Molecular-frame photoelectron angular distributions (MFPADs) [75] provide an al-
ternative approach to image electronic structure. Direct photoelectrons from strong-
field ionization image the electron density of the highest occupied molecular orbitals,
including clear pictures of their symmetries [76–80]. Interference due to rescattering
electrons results in more intricate photoelectron angular distributions, which can be
considered as laser-induced electron diffraction when the wavelength of the return-
ing electron is short [81, 82]. Alternatively, the photons generated by the coherent
recombination of the accelerated electron with the ion core can be analyzed in high-
harmonic-generation spectroscopy [83, 84]. Single-photon ionization can also provide
a holographic electron diffraction approach to the measurements of molecular struc-
ture [85], which is applicable to complex molecules when they are strongly aligned or
oriented [86, 87].
1.3. Chemistry of molecular species
The observation, understanding, and, eventually, control of quantum-state specificity
of chemical reactions has been the holy grail of chemistry for a century, and it has
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repeatedly been approached by different communities. Important milestones were the
state-to-state reactive scattering experiments starting about fifty years ago [88], the
investigation of so-called half-collisions of molecular clusters [89], and the shaped-
laser-pulses coherent-control approaches [90, 91]. Successful experiments were always
limited to small molecular systems, largely due to the failure to control large molecules
well enough. This is combined with the difficulties to appropriately theoretically de-
scribe or model the chemistry, which is even worse for poorly defined initial condi-
tions. Nevertheless, extremely detailed insight into chemical reactions was obtained
from state-specific, cold collision studies [92, 93] as well as from ultrafast imaging
experiments [7, 94].
In the remainder of this manuscript, we describe an approach to control molecules
that opens new avenues for studies of the intrinsic molecular structure and dynamics
of complex molecules, with the ultimate goal to develop a detailed and deep un-
derstanding of molecular function and the structure-function relationship. We give
an account of the electric deflection method for the spatial separation of molecular
species and quantum states and we outline the applicability of the produced con-
trolled samples to further our understanding of these individual chemical species. In
section 2 we describe the basic concepts of dc-electric-field based techniques for the
manipulation of the motion and selection of individual species of neutral molecules.
In section 3, we highlight selected applications in physical chemistry, and in section 4
we propose further experiments that are enabled by the current technology.
2. Background
By exploiting the Stark effect, strong electric fields provide a handle on neutral
molecules, allowing for the manipulation of their motion. Here, we describe the physics
of the interaction of neutral molecules with dc electric fields. Since this interaction is
quantum-state specific, it allows, for instance, to spatially separate molecular beams
according to quantum state. Appropriately applied, this results in the spatial sepa-
ration of molecular species.
Generally these techniques are applicable to all molecules, due to the invariably non-
zero polarizabilities, but for non-polar molecules the interaction strength with electric
fields is typically small. Therefore, we restrict our discussion to polar molecules and
to the electric-dipole-moment interaction with the electric field. Moreover, while we
point out alternative techniques, we will focus our discussion on electric-field tech-
niques and the simplest electric manipulation device, the electric deflector.
2.1. Stark effect primer
A polar molecule has a so-called permanent electric dipole moment, i. e., the centers
of positive and negative electric charges are separated, in a well-defined way, in the
molecular frame. This dipole’s interaction with an external electric field, which re-
sults in energy shifts and wavefunction hybridization, is called the Stark effect. The
resulting energy shift is given by
W = −~µ · ~ = −µ  〈cos θ〉 = −µeff  (1)
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θ
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Figure 1. Electric field ~, electric dipole moment ~µ, and angle θ between them, depicted for the
OCS molecule.
with the dipole moment ~µ (absolute value µ), the electric field ~ (absolute value
), and the angle θ between the two directions, as shown in Figure 1. The angular
probability distribution and, therefore, the expectation value 〈cos θ〉 is defined by the
molecule’s rotational wavefunction [95]. The resulting effective dipole moment along
the electric field axis is the space-fixed dipole moment µeff = µ 〈cos θ〉 of the molecule.
Since 〈cos θ〉 is a property of the quantum state, µeff is as well.
For a molecule in field-free space the different projections M of the angular mo-
mentum onto the laboratory axis are degenerate. The angular probability density is
spherical, i. e., 〈cos θ〉 = 0 and the molecule’s space-fixed dipole moment vanishes. The
Stark effect lifts this degeneracy and mixes the wavefunctions, resulting in 〈cos θ〉 6= 0.
Furthermore, the energy of the system depends on the electric field strength . There-
fore, the molecule will experience a force in an inhomogeneous electric field: depending
on the sign of 〈cos θ〉 it will be attracted towards regions of weaker or stronger electric
field. Thus, providing appropriately shaped inhomogeneous electric fields enables the
manipulation of the motion of molecules in space.
Theoretically, we separate the electronic and nuclear degrees of freedom through the
Born-Oppenheimer approximation and the Eckart conditions [95]. For rigid closed-
shell molecules in moderately strong electric fields, we can then describe the Stark
interaction solely in the rotational degrees of freedom of the molecule. The rotational
wavefunctions couple the molecular and laboratory frames, e. g., the (molecular-
frame-fixed) dipole moment ~µ and the (laboratory-frame-fixed) effective dipole mo-
ment µeff. For a polar molecule, this is described by an Hamiltonian H
H = Hrot +HStark (2)
where Hrot is the field-free rotor Hamiltonian and HStark represents the Stark inter-
action [95, 96]:
HStark = −~µ · ~ = −
∑
g=x,y,z
φZg µg (3)
where x, y, z represent a molecule-fixed coordinate system, µg represents the dipole
moment components along the molecule-fixed axes x, y, z, and φZg are the direction
cosines of the molecular axes with reference to the space-fixed X, Y, Z-axes, with
Z being oriented along the electric-field direction. Corresponding matrix elements
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Figure 2. Stark energies W (left plots) and effective dipole moments µeff (right plots) of (a) the
linear-top molecule OCS and (b) the asymmetric-top molecule indole (C8NH7) for the M = 0
(black), M = 1 (blue), and M = 2 (red) levels of all J˜ = 0–2 states. All data were calculated
using CMIstark [96]. See text for details.
to numerically set up the Hamiltonian matrix are given elsewhere [96]. Higher-order
effects, e. g., the polarizability, can mostly be neglected in the case of polar molecules,
although they can become relevant in very strong fields. For instance, the dipole
moment (µ = 4.5152 D [97]) of benzonitrile’s ground state leads to an energy shift
of ∼300 GHz at 200 kV/cm, but the corresponding effect due to the polarizability of
the, very similar, non-polar molecule benzene is only 50 MHz [10], i. e., almost four
orders of magnitude smaller.
The energy levels of the molecule in the field, i. e., the Stark energies, are obtained
by setting up the Hamiltonian matrix in the Wang-symmetrized symmetric-top ba-
sis and subsequent numerical matrix diagonalization for a number of electric field
strengths. If the Hamiltonian matrix is appropriately block diagonalized exploiting
the full symmetry of the problem, adiabatic Stark energy curves can simply be derived
by interpolation between the appropriate calculated energies [96]. These calculations,
including the appropriate symmetrization, are described in detail in reference 96,
which also provides a user-friendly program to perform such numerical calculations
for typical molecules. More analytical descriptions of the basic principles are given, for
instance, in reference 52. The resulting Stark energy curves, depicting the quantum-
state energies as a function of electric field strengths, are shown in Figure 2 for the
linear molecule OCS and the asymmetric-top molecule indole. While onlyM remains
a good quantum number in a static laboratory frame electric field, we generally add
labels J˜ or J˜K˜a,K˜c for the linear top OCS and the asymmetric top indole, respectively,
to depict the adiabatically corresponding field-free states in order to uniquely identify
the molecular quantum states, this is detailed in reference 96. Moreover, we also plot
the effective dipole moment functions for the same quantum states in Figure 2, which
are defined as
µeff() = −∂W
∂
(4)
From Figure 2 a it is obvious that the Stark energies W can decrease or increase
as a function of electric field strength  and, correspondingly, the effective dipole
moments µeff() can be positive or negative. Thus, depending on the quantum state,
the molecules orient or anti-orient their dipole moments with respect to the electric
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field and molecules in these states are attracted to regions of stronger or weaker
electric field, respectively. We call these states strong-field-seeking and weak-field-
seeking states, which are traditionally abbreviated as “hfs” and “lfs”, respectively.1
As the field strength increases, so does the number of coupled J states with a
significant contribution to the formed pendular states, eventually turning all low-
energy states into hfs states, i. e., they start to behave like classical dipoles. Generally,
the field strength at which this occurs is smaller for larger molecules, with larger
moments of inertia (smaller rotational constants) and for higher-energy states, but
it depends on the exact energies and coupling strengths. Moreover, avoided crossings
can lead to quasi-chaotic behavior and have to be taken into account [96, 98].
The plots for OCS and indole in Figure 2 show qualitatively distinct behaviour for
the plotted, and practically achievable, range of electric field strengths, highlighting
the differences mentioned above. For OCS all rotational states are well separated,
although the |JM〉 = |1, 0〉 state shows a turnaround from lfs to hfs state at about
83 kV/cm, which is due to the initially dominant coupling to the |0, 0〉 state getting
overwhelmed by the coupling to the |2, 0〉 (and higher) states. Nevertheless, for these
experimentally achievable field strengths the typically populated states partly show
hfs and partly lfs behaviour. To the contrary, for indole these effects all occur at much
smaller field strengths and under practically relevant field strengths, 50–150 kV/cm,
all states are hfs. This is due to the significantly smaller rotational constants and
the much larger number of states “per J” of the asymmetric top compared to the
linear top OCS. Together, these effects result in a much larger density of states,
correspondingly stronger Stark mixing, and, thus, the fact that all states become hfs
in relatively weak fields, i. e.,  < 25 kV/cm, already.
2.2. Molecules in inhomogeneous electric fields
The field-strength dependence of the Stark energy, coupled with the principle of min-
imum energy, allows the manipulation of the motion of molecules using appropriately
shaped inhomogeneous electric fields. The force ~F exerted on the molecule is
~F = −~∇W = µeff() · ~∇ (5)
This force is exploited in the electric deflector to disperse a molecular beam according
to the molecules’ effective dipole moments µeff, i. e., according to quantum state. An
ideal electric deflection field would exert a strong and constant force in one direction,
while the force in the perpendicular direction would be zero. According to Maxwell’s
equations, this is not possible for hfs molecules, but one can practically approximate
this case using so-called two-wire fields [99].
States with different µeff experience different deflection forces in the field, thus,
traveling through the field they acquire different transverse velocities according to
their dipole moment to mass ratio. Furthermore, since structural isomers of com-
plex molecules and even molecular clusters of different sizes can have distinct dipole
moments, and hence dipole moment to mass ratios, these species are transversely sep-
1These abbreviations are used due to the originally, traditionally, used terms “high-field seeking”
(hfs) and “low-field seeking” (lfs) quantum states.
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Figure 3. Two possible deflector electrode geometries: a) conventional (traditional) and b) wedge
high-voltage-electrode arrangements and resulting deflection fields. The colour map indicates the
magnitude of the electric field in the gap between deflector electrodes. The blue and grey areas
represents the shapes of deflector electrodes, i. e., the geometric boundaries of the deflection field.
The geometry on the left corresponds to the deflector and field depicted in Figure 6 and it is the
geometry used in most experimental setups [99, 100, 103–107].
arated. More specifically, the species with the largest dipole moment to mass ratio
is deflected the most and can cleanly be separated from all other components of the
molecular beam [100]. This can be generalized to the most polar structural isomer of
a complex molecule, which is deflected the most of all existing conformers and can
easily be purified (see subsection 3.1).
To create inhomogeneous electric fields that provide the best forces for the ma-
nipulation of the transverse motion, a number of electric field geometries have been
devised. An analysis of the electrostatic potential Φ and deflection and focusing fields
~ = −~∇Φ can be performed in terms of a multipole expansion [52, 101, 102]. Using
that formalism in two dimensions (X, Y ), Φ is expressed as [102]:
Φ(X, Y ) = Φ0
[ ∞∑
n=1
an
n
(
r
r0
)n
sin(nθ) +
∞∑
n=1
bn
n
(
r
r0
)n
cos(nθ)
]
(6)
using the usual cylindrical coordinates r =
√
(X2 + Y 2) and θ = arctan(Y/X). an
and bn are the multipole expansion coefficients and r0 and θ0 are scaling factors that
characterize the size of the electrode structure and the applied voltages, respectively.
Figure 3 shows two typical deflection fields, which are created by setting either all
bn = 0 and |a1|  |a2|  |a3| > 0, an = 0 ∀ n > 3 or, alternatively, all an = 0 and
|b1|  |b2|  |b3| > 0, bn = 0 ∀ n > 3. Both configurations correspond to two-wire
fields [99]. They exhibit large gradients along one axis and are nearly homogeneous
along the perpendicular axis. Although the resulting potentials and electric fields
for the two deflector geometries are different, the magnitude of the electric field and
forces at the region suitable for the molecular beam deflection are the same.
Following reference 102, the electrostatic potential and the resulting electric field
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norm for the field in Figure 3 (a) can be written as
Φ(X, Y ) = Φ0
(
a1
Y
r0
+ a2
Y 2 −X2
2r20
+ a3
Y 3 − 3Y X2
3r30
)
(7)
(X, Y ) =
√(
∂Φ
∂X
)2
+
(
∂Φ
∂Y
)2
(8)
Throughout the region r < r0, we can expand the force resulting from (7) as
FX(X, Y ) = µeff0
[((
a2
a1
)2
− 2a3
a1
)
X
r20
−
((
a2
a1
)3
− 4a2
a1
a3
a1
)
XY
r30
+ · · ·
]
(9)
FY (X, Y ) = µeff0
[
a2
a1
1
r0
+ 2
a3
a1
Y
r20
−
(
1
2
(
a2
a1
)3
− 2a2
a1
a3
a1
)
X2
r30
+ · · ·
]
(10)
where 0 = (Φ0/r0)
√
a21 + b
2
1. To obtain fields that are close to the ideal case de-
scribed above, coefficients should be chosen such that the first term in (10) is the
only significantly contributing term, while all higher-order terms, and terms in (9)
should vanish. The first term in (10), the desired term, scales as a2/a1 while the other
undesired terms scale as a3/a1 or as the second or third power of a2/a1. We can make
these undesired terms arbitrary small by choosing a3 = 0 and a2/a1  1, but only at
the expense of the strength of the deflection force. However, in practice one cannot
afford to choose a2/a1 much smaller than 1/5 [102]. The dominant undesired term in
this case is the first term of Equation 9. This term can be canceled with an appro-
priate choice of a3, but this introduces other unwanted terms. Overall, for molecules
in hfs states, deflection fields can provide focusing in one transverse direction, but
not in both directions [52]. For example, for the deflector geometry shown in Fig-
ure 3 (a), where the value of a3 is positive, molecules in hfs states are focused in the
X direction, but they are slightly defocused in the Y direction [102]. When the value
of a3 is negative, such as the deflector geometry shown in Figure 3 (b), molecules
in hfs states are focused (defocused) along the Y -axis (X-axis) instead. Typical de-
flectors used in actual experimental setups [99, 100, 106, 107] have geometries that
correspond approximately to a1 = 0.5, a2 = 0.49, a3 = 0.42. However, the analytical
model does not describe the electric field well away from the axis (r 6= 0), and in
practice numerically generated electric fields are used to model the experiments [100].
While focusing of hfs molecules cannot be achieved using static electric fields,
alternating-gradient, so-called strong focusing, can be applied for the dynamic fo-
cusing of neutral molecules in hfs states [45, 47, 52]. Advanced concepts allow even
for the deceleration of these molecules [45, 50, 51, 53, 54]. While these techniques are
directly relevant for the topic discussed in this review, a detailed account is beyond the
scope of this article. Extensive treatments can be found in the literature [45, 48, 52]
and their use as strong-focusing storage rings has been proposed [102, 108]. Since such
a storage ring could, possibly simultaneously, confine molecules in hfs and lfs states,
they would offer interesting options for collision studies. However, these techniques
for molecules in hfs states have not been explored much in actual applications, most
likely due to their significant experimental complexity [49, 52, 53, 109]. Nevertheless,
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in the following discussions of the applications of controlled molecules, we will point
out results from strong-focusing manipulation where available.
2.3. State selection by deflection
Following this discussion, we can exploit the quantum-state-specific Stark effect of
molecules in inhomogeneous electric fields to spatially separate molecules according to
quantum state. For a given, e. g., static, electric field with an approximately spatially
constant electric field gradient, such as the two-wire fields described in subsection 2.2,
the force exerted on a molecule is proportional to the effective dipole moment (at
the given field strength). Therefore, the deflection depends monotonically on the
effective dipole moment. For a beam of molecules, which enter the deflection field all
with similar speeds, this deflection field acts as a prism that disperses the molecules
in the beam according to µeff, i. e., according to quantum state. Already proposed
by Otto Stern in 1926 [36] for beams of small molecules at low temperatures, this
technique allows the spatial separation of individual quantum states. It is also directly
applicable to larger molecules, as shown here, as it always disperses the molecular
beam accordingly. However, in order to create useful isolated samples, with a small
subset of specific quantum states, it is of utmost importance to work with initially cold
beams. These can be created, with temperatures in the moving frame reaching below
1 K, in high-pressure supersonic expansions [18, 43]. It avoids issues with non-rigidity,
e. g., internal motions of the molecules [98, 110]. Correspondingly, different structural
isomers are frozen and separable, as described in subsection 3.1. Moreover, the lowest-
energy rotational states are the states with the smallest angular momentum, making
them most suitable for orientation experiments, i. e., they have the largest effective
dipole moments µeff, and thus the strongest Stark interaction. Therefore, they show
the strongest response to the electric field. Since the deflection method is purely
selecting molecules from the original distribution, the original number of molecules in
these states, which is increased by lowering the temperature, determines the number
of molecules available for an experiment with state-selected samples.
In the following, we show the results of Monte Carlo trajectory simulations of OCS
molecules in a molecular beam to demonstrate state selection using electrostatic de-
flection fields. We also provide the source code of a prototype trajectory simulation
program, with more details given in the supplementary information. In these simu-
lations, we employ the deflection field geometry shown in Figure 3 (a), with a 15 cm
long deflector, a gap between the deflector electrodes of 1.4 mm, and a radius of the
rod and trough of 3.0 mm and 3.2 mm, respectively [100]. An aperture, typically a
conical skimmer, is placed about 3 cm before the deflector with an orifice diameter
smaller than the gap between the electrodes, e. g., 1 mm. The simulations take into
account these geometric boundaries of the setup. When the molecular beam is paral-
lel to the deflector, the mean velocities along the transverse, X and Y , axes are zero
and the corresponding velocity spreads of a supersonically expanded skimmed beam
are typically within a few m/s [111]. The pulsed valve is typically located some ten
centimeter before the deflector. The acceleration force acting on a molecule at posi-
tion (X, Y, Z) is calculated as the product of the gradient of the deflector electric field
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Figure 4. OCS deflection simulations of undeflected beam profile (black dash line) and with a
deflection voltage of 20 kV (black solid line) at 1K. Single state deflection profiles: J = 0 (red),
J = 1 (green) and J = 2 (blue). See text for more details.
~∇(X, Y, Z) and the effective dipole moment µeff(), which is a function of the electric
field strength (X, Y, Z), see (5). For typical experimental conditions and a molecular
dipole moment of a few Debye, this results in a transverse velocity component of a
few m/s. This results in a deflection amplitude on the order of 1 mm after a successive
free-flight distance of 20 cm. The full deflection profiles, i. e., the density distribution
at some position along the beam, are calculated for individual quantum states and
these profiles are added according to their populations in the incoming beam, includ-
ing the Boltzmann distribution, degeneracies, and nuclear-spin-statistical weights.
Figure 4 shows the simulated deflection profiles for a beam of OCS with an initial
speed of 1900 m/s, corresponding to a seeded helium expansion. The dashed black line
depicts the overall profile for the undeflected beam, without any field applied, which
has an identical shape for all states. Here, the gap between the deflector electrodes de-
fines the shape and the width of the undeflected beam profile. The coloured lines are
the deflection profiles of the individual rotational states J = 0, 1, 2, summing up all
M , for an applied deflection voltage of 20 kV. The solid black line gives the weighted
sum of these states for a rotational temperature of 1K. The deflection profiles of in-
dividual rotational quantum states exhibit different shapes and deflection amplitudes
due to the distinct µeff of theirM levels. Particularly, the rotational ground state |0, 0〉
has the largest µeff and, therefore, experiences the largest spatial deflection. These
experimental conditions allow the production of single-quantum-state samples, e. g.,
around the deflection coordinate Y = 1.8 mm, only the J = 0 state is present in the
deflected molecular beam. Similarly, almost pure J = 2 state samples can be obtained
below Y = −1.2 mm and the deflection downwards, to lower Y , is reminiscent of the
lfs nature of the |2, 0〉 state at the field strengths in the deflector. Better separation
could be achieved using a smaller skimmer before the deflector to provide narrower
distributions for individual states. An experimental demonstration of the production
of individual quantum states is described in subsection 3.3.
For the propagation of molecules in inhomogeneous (or time-varying) electric fields
one has to carefully consider the adiabaticity of the process [112, 113], i. e., the as-
sumption that molecules stay in a single well-defined adiabatic quantum state. When
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the rate of change of the electric field, amplitude or direction, become too fast, non-
adiabatic transitions will occur and alter the populations and the deflection profiles.
Generally, when starting with a cold sample this will result in a warming of the
beam, on average reducing the deflection amplitude [98]. Moreover, the complicated
and dense hyperfine structure underlying the rotational-states results in complicated
“partial adiabaticities”, which is due to the fact that different hyperfine levels of two
rotational states might exhibit adiabatic, partially adiabatic (mesobatic), or diabatic
behaviour [114, 115]. In the case of OCS, discussed here, this is not relevant as it does
not have nuclear spin and thus no hyperfine splittings, and in the relevant electric
field strengths the rotational states are well separated. Therefore, these molecules tra-
verse through the experiment adiabatically. For prototypical large molecules, such as
indole and 3-aminophenol (see subsection 3.1), these effects seem to be small enough
to be negligible for our electric deflection experiments. In subsection 4.3 we propose
some experiments to further investigate this behaviour.
We point out that the deflector, discussed here, is the simplest device in a whole
series. More control can be achieved using the alternating-gradient focuser [47] and
decelerator [45, 50, 52] – yielding the complete line of devices equivalent to the ben-
der, focuser, and LINAC for charged particles, respectively. While some applications
of the more complicated – theoretically and experimentally – dynamic-focusing de-
vices are discussed in section 3, so far the deflector has made the largest impact in the
manipulation of molecules in hfs states, mostly for its simplicity that allows to com-
bine it with advanced further techniques. Moreover, the deflector has the advantage
that it fully separates the manipulated molecules from the original beam. However,
for higher selectivity advanced techniques need to be employed, c. f. subsection 4.4,
but under these conditions dynamic focusing devices will become competitive again.
A detailed discussion of these effects is beyond the scope of this paper.
The resolving power of the deflector is, as such, not well defined. Its resolution de-
pends, for instance, on the speed of the molecules in the beam, on the size and shape
of the deflector, and on the probed interaction volume, the latter being comparable
to the slit of an optical spectrometer. Moreover, the achievable purity is a direct trade
off with the corresponding density. The purity can also be adjusted by simply chang-
ing a skimmer-orifice size before or after the deflector. Under realistic experimental
conditions, such as in the experiments described in this review, the resolution of the
deflector is comparable to that of the 1-m-long dynamic focuser, for which a detailed
investigation of the µ/m resolution has been carried out [48, 116].
We can estimate the experimentally achievable separation of species from the vari-
ous studies carried out with the electrostatic deflector, which are summarised in sec-
tion 3. Most of these experiments employed a 15 cm-long 1.5-mm-opening deflector,
with typical field strengths on the order of 100 kV/cm. The interaction takes place
around 20 cm behind the deflector. We note that at larger distances the achieved
purity will be greater, albeit at the expense of density. The separation of individual
quantum states of triatomic molecules with dipole moments on the order of 1–2 D,
such as OCS [117, 118] or H2O [119], is feasible for differences in µeff on the order of
0.1 D, which are then spatially separated by 0.1− 0.5 mm. This is fully sufficient to
address individual states with a focused laser beam. While it is even harder to pro-
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vide general rules for the separation of structural isomers or clusters, we can estimate
from the results presented in 3 that for molecules in the m = 100–200 u range, cooled
to ∼1 K, a dipole difference of 1 D is sufficient to spatially separate them by around
1 mm [110, 120, 121]. In principle, this separation can be further increased through
the use of slower molecular beams, e. g., heavier backing gases, or by sacrificing target
density and moving further into the tail of the deflected molecular beam distribution.
The density of molecules in the deflected beam depends on the density and velocity
spread of the original molecular beam and the mechanical transmissions of skim-
mers and the deflector. The transmission through the deflector is only limited by its
geometric size and thus only depends on the collimation and the size of the initial
molecular beam, and the deflection amplitude of molecules. For the experimental se-
tups generally used in our work, the transmission of the deflector itself is typically
over 90 %, due to the application of tightly collimated molecular beams. However,
when applying voltages, the spatial dispersion of molecules may significantly modify
the transmission. This effect can even be used to deplete certain species from the
interaction region altogether [119, 121]. In practice, using helium or neon buffer gas,
and with a total distance of 80–120 cm between the molecular beam valve and the
interaction region of the experiment, we achieve number densities in the deflected
beam of 108–109 cm−3 [119, 120, 122].
Nevertheless, while quantitative predictions are a priori very difficult, we provide
all tools to predict the details for any given candidate system: Our code for the
calculation of Stark energy curves of linear, symmetric, and asymmetric top molecules
is freely available [96], and a script to simulate trajectories of molecules through an
electrostatic deflector is attached to this manuscript.
3. Applications
3.1. Conformer selection: Investigating the structure-function relationship
In order to develop a detailed understanding of the structure-function relationship,
quantitative gas-phase experiments, such as measurements of absolute cross-sections
or reaction rates, are essential. This requires the production of pure samples of in-
dividual conformers, that is, the ability to separate molecular species with distinct
structures, c. f. section 1. For charged systems this has been demonstrated using ion-
mobility schemes [123–126] or spectroscopic methods such as selective ionisation of
neutral precursors [127, 128]. While the former is not applicable to neutral molecules,
several spectroscopic schemes have been used for the production of conformerically
pure (or enriched) samples of neutral molecules in the gas-phase, e. g., stimulated-
emission pumping [129] or IR-induced population transfer [130]. However, these spec-
troscopic methods are not generally applicable for the separation of arbitrary neutral
conformers and, furthermore, do not spatially separate these. Thus, they do not allow
non-species-specific investigations, such as strong-field ionisation or diffractive imag-
ing. These shortcomings are addressed by the separation techniques using strong
inhomogeneous electric fields. The first demonstration of conformer separation by
strong fields used alternating gradient focusers, through which, for a given ac fre-
quency, only molecules with selected m/µeff ratios have stable trajectories [47, 48].
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Figure 5. Separation of structural isomers of 3-aminophenol (3AP) with the electrostatic deflector.
a) Due to its larger µeff the cis isomer experiences a larger deflection and pure samples can be
obtained in a Neon beam at deflection voltages of 5 kV. b) Higher voltages, of 10 kV, can be used to
remove all cis population from the molecular beam, leaving a pure trans sample. The insets show
the fractional population ∆ of trans-3AP in the beams; see text for details.
This approach is, however, technologically extremely challenging. The switching of
large voltages (tens of kV) at kHz repetition rates is demanding, and the necessary
(multiple meter) long quadrupole electrodes are extremely sensitive to mechanical
misalignment [52, 109, 131]. An experimentally much simpler device is the electro-
static deflector, which can be designed to produce a simple two-wire field, as outlined
in subsection 2.2 [99]. It is generally applicable to all neutral molecules, including
hfs states and even very large systems, and, similar to alternating-gradient systems,
spatially separates species on the basis ofm/µeff ratio, but provides no radial focusing.
The selection of different conformers in the deflector is based on their differing
dipole moments due to a different arrangement of the functional groups in space. This
has been demonstrated for several small aromatic systems exhibiting two conform-
ers [120, 121, 132]. An example of the achieved separations and resulting conformeric
purities is shown in Figure 5 for the separation of cis- and trans-3-aminophenol
(3AP) [120]. Here, pure samples of both conformers can be produced and the species
of interest selected via the applied deflector voltage. Using a Neon expansion, 5 kV is
sufficient to separate the more polar cis conformer from the rest of the beam and ob-
tain isolated samples, Figure 5 a. The obtained pure sample contains only the lowest
energy quantum-states, as these experience the largest deflection in the electric field,
c. f. subsection 2.1. In order to also produce pure samples of the less polar conformer,
in this case trans 3AP, the voltage applied to the deflector is increased further to
10 kV. At these voltages the cis isomer is deflected so much the it does not reach
the interaction region anymore, Figure 5 b. A sample containing only the lowest ro-
tational quantum-state of trans is now produced in the region of Y = 1.4 mm. A
similar conformer separation and production of rotationally cold samples has also
been demonstrated for 3-fluorophenol recently [121]. This method is generally appli-
cable to systems with two populated conformers that differ in their dipole moment.
The produced pure and cold samples, which for smaller molecules can even be sin-
gle quantum-states as shown in subsection 3.3, are beneficial in a variety of further
experiments, such as molecular alignment and orientation control [30, 100, 118, 133].
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Figure 6. Conformer-selected chemistry investigated through reactive collisions between trans and
cis 3-aminophenol with laser-cooled Ca+ ions in a Coulomb crystal. (a) Experimental setup combin-
ing the electrostatic deflector with the quadrupole ion trap containing the Coulomb crystal. Tilting
of the molecular beam relative to the trap allows to select the conformer incident on the crystal.
(b) Measured second-order rate constant as a function of deflection coordinate. Shown as dashed
lines are the relative intensities for each conformer at that position. Reproduced from reference 122.
Reprinted with permission from AAAS.
Recently, the conformer separation with static electric fields has been used to study
conformer resolved reactions in scattering experiments of conformationally selected
neutral molecules with trapped cold atomic ions [122, 134]. Specifically, conformer-
selected molecular beams of cis- and trans-3-aminophenol were collided with a sta-
tionary target of laser-cooled Ca+ ions and the reaction rate measured for both
conformers, this experimental setup is shown in Figure 6 a. By measuring the rate
constants at different points in the deflected molecular beam, shown in Figure 6 b, the
conformer-specific rate constants were extracted and the cis conformer found to have
a rate constant approximately twice that of the trans species. Measurement of the
number densities in the molecular beam furthermore allowed the extraction of abso-
lute values for the second order rate constant for each conformer. These findings were
explained with conformer-specific differences in the long range interaction potential
of the molecule and ion, stemming from the conformation-dependent electrostatic
properties of the molecules. This experiment nicely demonstrates the fact that these
conformers exhibit distinct chemical properties, i. e., are separate molecular species
as outlined in section 1.
This proof-of-principle experiment shows the detailed level of quantitative informa-
tion to be gained from conformer-resolved gas-phase experiments, and several exten-
sions to this setup are currently being planned or implemented. The production of
molecular Coulomb crystals [135], sympathetically-cooled from collisions with laser-
cooled atoms, opens up possibilities for the study of ion-molecule reactions, with the
possibility to extract absolute densities and rate constants for individual conformer
reactions. These experiments can add further selectivity by employing narrowband
resonant ionisation schemes for the production of ions, yielding rotational and vibra-
tional state specificity for the ionic reaction partner [136].
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Figure 7. Deflection profiles from the co-expansion of indole and water, leading to the formation
of indole(H2O)n clusters. The dashed line shows the field-free molecular beam profile. Dotted lines
indicate measured signal at the mass channels corresponding to singly charged bare indole (black)
and indole(H2O) (red). Solid lines show the molecular beam density, corrected for fragmentation of
the indole(H2O) cluster. At vertical positions in the range ∼1.4–1.8 mm a pure indole(H2O) cluster
beam is obtained.
3.2. Cluster selection: From gas-phase to bulk chemistry
There is substantial interest in the study of molecular cluster systems, which could
bridge the gap between the gas-phase, where highly detailed investigations of the
intrinsic molecular properties are feasible, and the condensed phase, where the ma-
jority of chemistry occurs. Furthermore, clusters allow to sequentially and systemati-
cally add solvent molecules to the molecular species of interest. This aids approaches
to unravel the effects of solvation, for instance, on electronic structure. Significant
literature is available on the study of ionic clusters, where size-selection is trivial
using mass-spectroscopic techniques [137, 138]. This is not the case for neutral clus-
ter experiments, where experimenters have so far primarily relied on the spectro-
scopic identification of formed clusters, and only few experimental techniques can
physically separate clusters, such as scattering from a secondary Helium beam [139–
141]. The application of the alternating-gradient focuser to the separation of cluster
systems has recently been demonstrated in a proof-of-principle experiment. Here,
benzonitrile-argon clusters could be separated partially from benzonitrile due to the
different masses, but nearly identical dipole moments, of the complexes [142]. Use
of the simple electrostatic deflector offers a widely applicable method of producing
pure clusters beams. It relies on different cluster stoichiometries possessing differing
dipole moments and/or different masses, too, allowing their separation according to
the m/µeff ratio. In molecular beam experiments this enables the separation of small
clusters from remaining monomers or other cluster stoichiometries in the beam. Fur-
thermore, this method is in principle also sensitive to the geometric structure of the
cluster through the dipole moment dependence and should enable the separation of
different structural cluster isomers, e. g., the different geometries of the water hex-
amer [5].
While it is not a priori clear if the deflection technique is applicable to larger,
floppy molecular systems such as clusters, containing such high densities of states
and correspondingly complex Stark energy curves with multiple avoided and real
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crossings, its applicability to small cluster systems has recently been demonstrated
in the study of indole(H2O)n clusters [110]. Here, indole and water were co-expanded
in a helium-seeded molecular beam, leading to the formation of a cluster soup, con-
taining the respective monomers and different clusters of the type indole(H2O)n. The
produced beam was directed into a 15 cm long deflector with field strengths on the
order 120 kV/cm. Spatial profiles were recorded species-selectively for indole and
water monomers as well as the indole(H2O) clusters using resonance-enhanced multi-
photon ionization (REMPI) [110]. While in the absence of a deflection field all species
are spatially overlapped, application of strong fields broadens the observed distribu-
tions, due to the different µeff of occupied rotational states. The indole(H2O) cluster
possess the largest dipole moment (µ = 4.4 D) [143] and is deflected significantly
more than indole (µ = 1.96 D). Similarly, water molecules (µ = 1.86 D) and higher
order clusters such as indole(H2O)2 (µ = 2.63 D) are deflected significantly less [110].
Figure 7 shows an updated experiment of the cluster separation with a colder beam
than in the original experiment. Here, strong-field ionization mass-spectrometry was
used in a high-repetition-rate experiment [106]. This leads to the production of a pure
indole(H2O) sample, at spatial positions 1.4 < Y < 1.8 mm. The spatial dispersion
of rotational quantum states furthermore means that at the edge of the deflected
profile only the lowest ∼ 290 rotational quantum states of indole(H2O) are present,
compared to ∼4600 states in the original beam [110]. An electrostatic deflector, there-
fore, not only produces a pure cluster beam, but also yields lower effective rotational
temperatures than can be obtained from supersonic expansion alone.
3.3. Separation of individual quantum states
The production of single quantum states samples is a routine technique for low-field-
seeking (lfs) states in small molecules, first developed in the 1950s [39, 144] and relying
on multipole focusers and static fields to guide and select lfs quantum states [25, 145–
147]. These were crucial for the development of the first MASER [38, 41], and later on
in the first inelastic and reactive state-specific scattering experiments [148–150]. The
inability to create a field maximum in free space, however, restricts these method-
ologies to lfs states, and, therefore, cannot produce isolated ground state samples of
larger molecules, for which all low-lying quantum states are hfs. The Stark deflection
technique presented here does allow the separation of hfs quantum-states through
the quantum-state dependence of the effective dipole moment µeff. It does, however,
not provide guiding or focusing of the selected molecules, meaning that devices are
typically restricted to shorter lengths to ensure sufficient densities in the interaction
region. Dynamic field techniques, such as alternating-gradient focusers [49], have
demonstrated the ability to provide guiding for state-selected hfs states, albeit at
the expense of experimental simplicity, making it extremely challenging to incorpo-
rate these devices into existing experimental setups. To achieve a full separation of
quantum-states with the Stark deflector, the difference in µeff for neighbouring states
must be sufficiently large to separate them. This is the case for small molecules with
correspondingly large rotational constants and rotational energy level separation.
Specifically, single-quantum states of OCS [117, 118] and water [119] have been pro-
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Figure 8. Quantum-state separation of OCS. (a) Molecular beam intensity profiles (data points) and
simulations for individual quantum states (dashed lines) and for a convolution at 0.4 K rotational
temperature (solid line). (b) Non-adiabatic alignment dynamics for OCS, as characterised by the
time-dependent degree of alignment 〈cos2 θ2D〉, for the direct beam (blue) or the deflected beam at
1.5 mm (red). Reproduced from reference 117 with permission of The Royal Society of Chemistry.
duced in the gas-phase. As electrostatic deflection does not change the population of
quantum-states in the molecular beam, but rather disperses it, a large initial popu-
lation of the lowest quantum states, i. e., a low rotational temperature, is crucial to
these experiments.
The first demonstration of single-quantum states produced with the electrostatic
deflector was for OCS molecules [117]. OCS was produced via supersonic expansion
in a pulsed valve, producing a molecular beam in the electronic and vibrational
ground state (X1Σ+
∣∣0000〉) and with a rotational temperature < 1 K. The beam is
then dispersed by a 15 cm long electrostatic deflector, leading to a spatial separation
of rotational quantum states due to their different effective dipole moments. This
is shown in Figure 8 a, along with corresponding trajectory simulations indicating
the contributions of different quantum states and the overall ensemble temperature,
introduced in subsection 2.3 [96]. This experiment did not employ quantum-state
resolved detection, but the separation of quantum states could directly be inferred
from comparison to theory as well as a variant of rotational-coherence spectroscopy.
The comparison with the trajectory simulations indicate that at the position Y =
1.5 mm at least 85% of molecules are in the absolute ground state |00〉. An impulsive-
alignment experiment shows clear quarter-revival features for the deflected beam,
Figure 8 b, which are the direct result of an ensemble of defined parity. Comparison of
the phase and amplitude of the revivals with quantum-dynamics calculations indicate
a purity of 92% of the |00〉 state in the deflected beam [117].
The production of single-quantum-state samples of large molecules in hfs states
has also been demonstrated using alternating-gradient focusing [49]. These setups
allow one to tune the transmitted µeff /m range by changing the electrode switching
frequency and voltages. This allowed the production of pure absolute ground state
samples of benzonitrile and a µ/∆µ resolution ∼ 20 is achieved [49]. The application
of the deflector for the production of single-quantum-state samples of small asym-
metric top molecules was recently demonstrated with the first full separation of the
nuclear spin states, para and ortho, of water [119]. Here, the two absolute ground
states of the nuclear-spin isomers could be spatially separated and pure samples of
either obtained. These isomers differ only in the relative orientation of the hydrogen
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Figure 9. Separation of the nuclear-spin isomers of water with the electrostatic deflector. On the left
are spatial profiles measured using REMPI (data points) and the corresponding simulations (solid
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shown for a Neon expansion at (a) 0 kV and (b) 15 kV, and for Argon at 15 kV (c). Corresponding
REPMI spectra are shown in d-f, recorded at the position marked by the grey lines in the spatial
profile.
nuclear spins, leading to a symmetric (para) and an antisymmetric (ortho) spin wave-
function. The symmetrization postulate of quantum mechanics requires the overall
molecular wavefunction to be antisymmetric, and, therefore, the nuclear spin states
reside in different rotational states. A cold water beam was produced in a supersonic
expansion, leading to rotational temperatures < 7 K, but nuclear-spin populations
that are frozen at the room-temperature limit of 1:3 para- to ortho-water. The ab-
solute ground states |JKaKc〉 of these two species are |000〉 for para- and |101〉 for
ortho-water, respectively. In the presence of an electric field theM degeneracy will be
lifted, splitting the ortho-water state intoM = 0 andM = ±1 components, with dis-
tinctive µeff. These three populated states can all be separated with the electrostatic
deflector, as shown in Figure 9 [119]. The |1011〉 has the largest µeff and, therefore,
undergoes the largest deflection; this can be separated from all other quantum-states,
Figure 9 b and e. To produce pure para-water the deflection is increased through the
use of a heavier backing gas and, therefore, slower molecular beam, which increases
the interaction time with the electric field. This deflects all |1011〉 population out of
the interaction region and produces a pure |000〉 sample, Figure 9 c and f. A sample
of |1010〉 can be accessed with this configuration at the undeflected beam position,
as all other quantum states have been deflected away. These separated nuclear-spin
isomers of water could allow significant applications in astrophysics and -chemistry
as well as novel NMR imaging techniques. Furthermore, it highlights the general ap-
plicability of the deflector to access the absolute ground state of neutral molecules,
due to its sensitivity to hfs species. Moreover, it adds further support for the concept
of molecular structure and species brought forward in section 1.
September 5, 2018 International Reviews in Physical Chemistry irpc
International Reviews in Physical Chemistry 21
0 2 4 6 8 10 12
0.5
0.6
0.7
0.8
0.9
1.0
deflection
no deflection
2D
YAG intensity (1011 W/cm2) 
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AIP Publishing LLC.
3.4. Cold molecular samples through rotational-state dispersion
The selection of a single rotational quantum state of a molecule gets increasingly
harder as the molecular structure gets larger and, therefore, the density of states
increases. However, the electrostatic deflection technique, nonetheless, leads to a dis-
persion of the rotational states by their effective dipole moment, equivalent to the
dispersion of white light by a prism. As the lower rotational states have larger µeff,
Figure 2, these are deflected the most, leading to a spatially dispersed rotational
state distribution. This is not an active cooling process as the population distribu-
tion among the rotational states remains unchanged, but rather allows the probing
of a lower effective rotational temperature by excluding high J states from the probe
volume. Therefore, this technique will reduce the number density available and re-
quires a high initial population of the lowest rotational states, necessitating a cold
initial molecular beam.
One important application for these internally-ultra-cold samples are molecular
alignment and orientation experiments [151]. Especially in the regime of long-pulse
“adiabatic” alignment [29, 106, 118], these experiments benefit from the lower-J state
distribution in the deflected part of the molecular beam and a higher degree of align-
ment can be reached, as shown in Figure 10 [30, 100]. This has been demonstrated for
several small aromatic molecules [30, 77, 152] and, furthermore, has been extended
to kilohertz repetition rates [106]. When combined with the single-quantum-state se-
lection achieved for OCS, this allows for the observation and exploitation of specific
quantum-mechanical effects. For example, Raman-type couplings during the switch-
on of a strong laser field lead to the creation of a pendular-state wavepacket, forming
a strongly driven quantum-pendulum, observable through the degree of molecular
alignment [118]. A similar effect of coherent superposition of states within strong
fields can be utilized to achieve field-free orientation of molecules, as the coherent
superposition persists, and, therefore, revives, even after the laser pulse has been
turned off [133].
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3.5. Imaging experiments using novel light sources
The advance of new coherent x-ray light sources providing ultrashort pulses, such as
free-electron lasers and high-harmonic generation techniques, offer the opportunity to
record nuclear dynamics at the ultrashort timescales at which atomic motion occurs,
allowing the recording of molecular movies. Such sources are, however, highly reliant
on the controlled and reproducible delivery of samples into the interaction region. For
x-ray diffraction techniques on isolated molecules, it is furthermore highly desirable
to control the spatial alignment and orientation of molecules. A further complication
when studying gas-phase species with ionizing radiation is the typically low number
density of molecules, especially when compared to the carrier gas of the molecular
expansion, which is on the order of 104 as dense.
Several of these experimental difficulties can be addressed using the electrostatic
deflection technique. As outlined above, the dispersion of rotational quantum-states
allows the production of colder ensembles of molecules, which can be used to achieve
unprecedented degrees of alignment. Furthermore, as the monoatomic carrier gas
passes through the deflector unaffected, the molecules of interest are actually sepa-
rated from the stream of backing gas, potentially significantly reducing the back-
ground signal observed in X-ray experiments, such as single molecule diffractive
imaging [74] or photoelectron diffraction in aligned molecules following core-shell
excitation with x-ray pulses [87, 153]. Finally, as these x-ray experiments are inher-
ently non species-selective, a pure sample in the interaction region is required. Using
the electrostatic species separation, this is now feasible for large complex molecules
containing several conformers, and even weakly-bound cluster systems.
A recent proof-of-principle experiment has demonstrated this approach with the
first x-ray-diffraction measurement from aligned gas-phase molecules using a free-
electron laser [74, 154]. These experiments can provide direct access to structural
information. 2,5-diiodobenzonitrile molecules were supersonically expanded into vac-
uum and subsequently dispersed by the electrostatic deflector to select a colder sam-
ple. These molecules were adiabatically aligned with a nanosecond laser pulse and
irradiated with bright x-ray pulses from the Linac Coherent Light Source, whose di-
rect scattering was recorded. A typical experimental setup is shown in Figure 11 a.
The alignment laser and x-ray pulses are combined using a holey mirror and prop-
agate collinearly, crossing the state-selected molecular beam at right angles. The
interaction takes place within a velocity-map imaging spectrometer, where ion imag-
ing is utilized to quantify the degree of alignment of the target molecules. Scattered
x-rays are recorded on a pnCCD detector, with a central gap to let the main beams
pass through. Recorded and simulated difference diffraction patterns of aligned and
randomly oriented molecules are shown in Figure 11 b, along with the corresponding
angular distribution histograms. In this proof-of-principle experiment the dominant
scatterer are the heavy iodine atoms, and the recorded diffraction images allowed the
authors to infer the iodine-iodine distance in 2,5-diiodobenzonitrile, in good agree-
ment with literature and simulated values. These results demonstrate the feasibility of
measuring structural information from diffraction images of single molecules, aligned
in the gas-phase. The very strong degree of alignment is essential in experiments
aimed at extracting molecular frame 3D structural data, and it is the electrostatic
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Figure 11. X-ray diffraction from aligned molecules. (a) Experimental setup with high-pressure
valve and electrostatic deflector for the production of ultracold molecular samples. The interac-
tion takes place inside a VMI spectrometer to monitor the degree of alignment using ion imag-
ing. X-ray diffraction patters are recorded on a pnCCD detector. (b) Simulated and experimental
difference diffraction patterns and angular histograms for diffraction of 2 keV photons from 2,5-
diiodobenzonitrile. Reprinted with permission from reference 74. Copyright 2014 by the American
Physical Society.
deflection technique that provides the necessary ultracold molecular samples for this.
4. Outlook
4.1. Separation of very large molecules
A variety of new and exciting applications can be envisioned for the electrostatic de-
flector. The separation of conformers and quantum states holds in general. In practice,
it allows the separation of molecular species that differ sufficiently with respect to
their effective dipole moments in strong electric fields. The influence of very strong
electric fields on both the orientation of the dipole as well as structural changes have
been investigated theoretically for large molecules such as polyalanines [155] or the
enzyme lysozyme [156]. Our simulations show that the molecular dipole moment be-
comes oriented in static electric fields for field strengths on the order of 100 kV/cm.
Structural transformations that distort the molecular structure only appear at sig-
nificantly higher field strengths [155, 156] and these effects do not play a significant
role for the experimental conditions in the deflector. Thus, the dispersion of beams
of such molecules is feasible and will allow for a, at least partial, separation of differ-
ent species. Especially for the helical structures of peptides, in which all amino-acid
dipoles are parallel, a very strong deflection and the separation from other folding
motifs can be expected.
4.2. Separating the enantiomers of chiral molecules
Preparing molecules in a certain quantum state could be beneficial for precision
experiments to test fundamental physics. The CPT theorem states that the laws of
physics are invariant under the simultaneous transformations of charge conjugation
(C), parity transformation (P), and time reversal (T). Although CPT is conserved,
parity (P) might not be conserved in processes involving the weak force [157, 158].
This leads to parity-violation effects, e. g., between the two enantiomers of chiral
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molecules [159, 160].
The potential energy surface of a chiral molecule shows two minima separated by a
barrier. These minima may be associated with the left ‘L’ and right ‘R’ enantiomers.
When the interconversion barrier is high, the right and left state can be, to a good
approximation, considered as energy eigenstates. These eigenstates are degenerate
within quantum mechanics in the absence of the weak force. In the presence of the
weak force however, a small parity violation energy difference is expected between the
ground states and excited states of the enantiomers. Therefore, right- and left-handed
molecules are not exact mirror images of each other. The energy differences of enan-
tiomers is predicted in the femtojoule to picojoule per mole range [161]. This small dif-
ference is the reason why parity violation effects in chiral molecules have so far never
been observed experimentally. The energy differences between two enantiomers might
be accessible in high-resolution laser- or microwave-spectroscopy [159, 162, 163]. In
order to study parity violation effects in molecules it would be highly beneficial to
study both enantiomers individually in order to determine the differences in the
energy eigenstates. The electrostatic deflector might provide a useful tool in order
to separate both enantiomers, online, for future high precision experiments as well
as for further investigations of their individual properties, including chemical reac-
tions [122].
For such an experiment, one could, for instance, start with two enantiomers of a
molecule in the absolute ground state. This would be achieved, for a molecule such as
CHBrClF, with the smallest rotational constant on the order of 1 GHz, at a rotational
temperature of about 10 mK or using an appropriate state-selection experiment (see,
e. g., subsection 3.3). Starting from both enantiomers in their ground state, one could,
using resonant microwaves, prepare one of the enantiomers in a rotationally excited
state before it enters the deflector, while the second enantiomer stays in its ground
state. The two enantiomers will then be deflected differently due to the different
space-fixed dipole moments µeff of the two states. The method to excite only one
enantiomer is conceptionally similar to the enantiomer-specific detection of chiral
molecules by microwave spectroscopy [164].
Asymmetric top molecules have three inequivalent principal axes of inertia, a, b, c,
with rotational constants A, B, and C, which describe the rotational energy lev-
els. The corresponding magnitudes of the dipole moment components, |µa|, |µb|, |µc|,
determine the strengths of transition between the rotational energy levels of such
a molecule, while the sign of µa · µb · µc is directly connected to its chirality. For
simplicity, both enantiomers are assumed to be in their absolute ground state |g〉
initially. The two enantiomers are exposed to a resonant pi/2 pulse with polarization,
for instance, along the a axis, i. e., corresponding to an a-type transition. This creates
a superposition state, |1〉 = 1/√2 |g〉 + 1/√2 |ea〉, between the ground |g〉 and some
excited state |ea〉 as indicated in Figure 12 a by the red quarter circle and arrow.
A second pi/2 laser pulse with a polarization perpendicular to a, e. g., b, which is
resonant to a b-type transition, mixes in components of a second excited state |ec〉
with complex phases proportional to µb (purple and blue lines). The phase between
the applied a-type transition that mixes |g〉 and |ea〉 and the b-type transition that
mixes |ea〉 and |ec〉, has to be ideally chosen such that the new state |2〉 is given by
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Figure 12. Illustration of the excitation scheme to transfer one enantiomer to the excited state.
a) Bloch-sphere of the two-level system consisting of the states |g〉 and |ea〉. The pi/2 pulse of
the corresponding a-type transition, that transforms both enantiomers to the pure state |1〉 =
1/
√
2 |g〉 + 1/√2 |ea〉, is indicated by the red quarter circle. b) Bloch-sphere of the two-level
system consisting of the states |1〉 and |ec〉. The pi/2 pulse of the corresponding b-type transitions
is indicated by the blue quarter circle for enantiomer 1 and the purple quarter circle for enantiomer
2. The phase between the applied a- and b-type transitions has to be such, that the resulting state
|2〉 = 1/√2 |g〉 + 1/√2 |ec〉 has no contribution from |ea〉. c) Bloch-sphere of the two-level
system consisting of the states |g〉 and |ec〉. The pi/2 pulse of the corresponding c-type transition,
that transfers the system from the state |2〉 to the excited state |ec〉 for enantiomer 1 and to the
ground state |g〉 for enantiomer 2, is indicated by the green quarter circles. d) Level diagram of the
involved states and transitions.
|2〉 = (1/√2 |g〉 + 1/√2 |ea〉) − (1/
√
2 |ea〉 − 1/
√
2 |ec〉) = 1/
√
2 |g〉 + 1/√2 |ec〉. The
resulting state |2〉 has no contribution from |ea〉 and the two pulses have now created
a superposition of the two states |g〉 and |ec〉 oscillating along the c axis, which is
perpendicular to a and b. The complex Rabi frequency, describing an electric dipole
transition between rotational states of a molecule, has opposite sign for the two
enantiomers [165]. Therefore, the oscillation along the c axis has a phase shift of pi
for the two enantiomers (blue quarter circle for the first and purple quarter circles
for the second enantiomer in Figure 12 b). Adding a third c-polarized pi/2 pulse
connecting |g〉 and |ec〉, with a controlled phase relative to the first two pulses, it is
possible to transfer the population of one enantiomer to the excited state and the
population of the second enantiomer back to the ground state. This is indicated in
Figure 12 c by green quarter circles and arrows. Finally, when traversing an electric
deflector, the two enantiomers in the molecular beam will be spatially dispersed by the
electrostatic deflector due to the different effective dipole moments of the two states
they reside in. Enantiomeric pure samples are obtained by making use of skimmers
properly positioned in the molecular beam and are thus available for applications,
e. g., precision-spectroscopy experiments.
4.3. Nonadiabatic effects
The complex energy level structure of molecules in external fields provides a serious
challenge for their theoretical description [98, 100, 166–169]. Especially for the general
case of an asymmetric top a high density of states and low symmetry of the system [96]
leads to many adiabatically avoided crossings. Studies of the nonadiabaticity in the
network of dense crossings is a challenging but intriguing problem. The investigation
of the resulting nonadiabatic dynamics in the interaction of a molecule with a strong
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electric field might be accessible through the electric deflector. In its inhomogeneous
strong electric field the molecules are exploring the energy landscape of their pendu-
lar states. The passing speed of the system at an avoided crossing, and, therefore, its
adiabaticity is dependent on the rate of change of the electric field strength. By con-
trolling the rate of change of the applied voltages for a defined electrode geometry, it
is possible to control the speed of passing through the avoided crossings. This can be
achieved through high-voltage switching using experimentally well-defined rise and
fall times. Moreover, the deflector can be used as a quantum state detector. In a first
experiment the quantum state properties and populations in the molecular beam are
characterized with the electric deflector. In a second experiment the molecules are
exposed to a time-dependent electric field before they enter the deflector. The rise
time of the electric field is chosen such that the molecules pass an avoided crossing
non-adiabatically. The fall time of the electric field should ideally be slow enough to
recross it adiabatically. Such a switching procedure ensures that the molecules only
traverse the avoided crossing non-adiabatically once. The modified quantum-state
distribution is again characterized by the electric deflector. Multiple field gradients
can be explored to increase the obtained amount of information on the avoided cross-
ing. Comparison with the quantum-state distribution without switching the electric
field yields the population transfer distribution through the avoided crossing and al-
lows to unravel the physics of non adiabatic behaviour at individual and connected
avoided crossings. For typical avoided crossings a rise time of the electric field on the
order of 1018 V/(ms) (e. g., 1000 kV/cm in 100 ps) is required in order to become
impulsive. This is about three orders of magnitude faster than possible with current
technology, but the necessary technologies might become available in the future.
4.4. Cyclic deflectors
The quantum state resolution behind a deflecting device can be increased by changing
the shape of the electrodes [102], extending it or by using several deflectors behind
each other. Increasing the length of a single straight deflector will eventually result
in the molecules crashing into its electrodes [120]. Alternatively a curved deflector
electrode could be used. Assuming a favorable deflection of 3 mm after a 15 cm long
deflector this would result in a radius of approximately 4 m for such a device, allowing
for very strong quantum-state discrimination. We point out that the molecules are
not actually trapped, since they are in hfs states and, therefore, are always attracted
by the electrodes of the deflector. This has the consequence that such a setup is not
a storage ring. Nevertheless, the molecules will traverse the device for a significant
amount of time on metastable trajectories. For typical beam conditions as described
in section 3, we estimate a number density of 104/cm3 in a very pure single-quantum-
state sample after one round trip in such a device.
4.5. Merged-beam reactive scattering
Extending the ion-molecule reactions described in subsection 3.1, applications for
crossed- and merged-beam reactive-scattering experiments with large molecules are
envisioned, similar to current experiments with atoms and small molecules [170–
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172]. Using curved deflector electrodes (see subsection 4.4), two velocity-matched
beams of polar molecules can be merged in virtually any, lfs or hfs, single or small
set of quantum states. Due to the low relative velocities, and the correspondingly
small number of partial waves contributing to the reaction, possible scattering reso-
nances [171, 173, 174] may become visible even in the reactions of complex molecules.
In addition a movable skimmer behind the deflector could serve as a selector for
molecules in specific quantum states. This results in a molecular beam of selected
molecular species in selected quantum-states, which can be exploited for reactive
scattering experiments. Furthermore, a deflector in the outgoing beam could even
disperse and analyse the product states and species distributions. Moreover, as de-
scribed in subsection 3.4, the deflector can be used to create strongly aligned and
oriented samples, which allow for the investigation of steric effects in these chemical
reactions [175, 176].
4.6. Matrix deposition experiments
As a further application, one could envision to exploit the deflector for the deposi-
tion of selected nuclear-spin isomers, structural isomers, enantiomers, or even specific
molecular clusters in a cryogenic rare gas matrix [177, 178]. Due to the extended ob-
servation periods and the low temperatures in these matrices, such low-temperature
storage would allow for precision molecular spectroscopy as well as the investigation
of slow dynamic processes, similar to studies of nuclear-spin relaxation, for instance,
of water [179, 180]. These experiments could be extended to investigations of struc-
tural isomerisation reactions or the bond-breaking and forming in specific clusters,
providing novel insight into these basic yet complex chemical transformations.
5. Conclusions
Inhomogeneous electric fields provide means to control the motion of even complex
molecules. Modern technologies and insight into these approaches, such as extreme
supersonic expansions, strong, possibly switched, electric fields and a detailed quan-
titative understanding of the interaction of molecules with these strong fields has en-
abled the realisation of novel control experiments. Exploiting appropriately shaped
and timed fields, these approaches allow for the separation of molecules based on
their effective dipole moment, i. e., their internal state and, therefore, the creation
of gas-phase samples of molecules in selected quantum states, isomers, and cluster
sizes. We have described experiments that have purified beams of individual quantum
states, isomers, and sizes, as well as a number of first applications of these well-defined
samples in chemical reaction studies, further control experiments, and for ultrafast
molecular imaging. In order to facilitate the application of the electric deflector in
further laboratories and experiments, we provide an educational script to simulate
the trajectories of molecules through an electric deflector apparatus. Further appli-
cations have been detailed, which we consider feasible with the current state of the
art. They range from improved selectivity and the selection of considerably larger
and more complex molecules, over studies of fundamental effects and symmetries, to
opportunities for disentangling the chemical reaction kinetics and dynamics of large
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and complex molecules.
Overall, the development of a detailed, microscopic, reductionist understanding
of the structure-function relationship in the molecular sciences relies on the ability
to produce clean samples of pure “molecules”, in the gas phase. Pushing these ex-
periments into new regimes relies on further technological advances. Especially for
the far-reaching goal of controlling very large biological “molecules”, like proteins or
viruses, novel concepts to control these particles are required [63, 64]. Major advances
in the field of time and structure resolving imaging methods [6] will also be neces-
sary. We believe that the experiments described in this paper are an important step
forward, but at the same time we realise that “there is plenty of room at the top” to
bridge small-molecule physical chemistry with large-scale chemistry and (structural)
biology.
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