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Resumo—Em tarefas de classificação de dados, existem limita-
ções que podem prejudicar o desempenho de alguns algoritmos
tradicionais de Aprendizado de Máquina, como, por exemplo,
o desbalanceamento das amostras das classes de um conjunto
de dados. Para mitigar tal problema, algumas alternativas têm
sido alvos de pesquisas nos últimos anos, tal como o desenvol-
vimento de técnicas para o balanceamento artificial de dados,
a modificação de algoritmos para que possam lidar com dados
desbalanceados e a proposta de novos algoritmos para tal. Uma
tarefa de classificação que tem ganhado importância nos últimos
anos é a de classificação hierárquica, em que as classes são
organizadas em hierarquias, normalmente na forma de árvore ou
DAG (Direct Acyclic Graph). Nessa tarefa, é comum a presença
de desbalanceamento entre as classes em níveis diferentes e
em um mesmo nível da hierarquia. O tratamento de dados
desbalanceados em classificação hierárquica é uma tarefa pouco
explorada. Este artigo tem por objetivo investigar as limitações
das abordagens existentes e alternativas para minimizar os efeitos
de dados desbalanceados em problemas de classificação hierár-
quica. Os experimentos realizados mostram que é necessário levar
em consideração as características das classes hierárquicas para
a aplicação (ou não) de técnicas para tratar problemas dados
desbalanceados em classificação hierárquica.
I. INTRODUÇÃO
Tarefas de classificação podem ser encontrados em pratica-
mente todas as área do conhecimento humano. Na medicina,
por exemplo, essa tarefa é comumente utilizada para predizer
se um tumor é benigno ou maligno. Na área de processamento
de texto, problemas de classificação permitem categorizar
textos como da área de finanças, previsão de tempo, esportes,
cultura, etc. Na área financeira, pode-se utilizar tarefas de
classificação para definir certas transações de cartões de crédito
como legítimas ou fraudulentas. A atividade de classificação
é de grande importância para a atividade humana e o desen-
volvimento de sistemas computacionais que permitam realizar
essas tarefas de forma automática pode ser uma contribuição
valiosa para a realização eficiente dessa atividade.
Normalmente, os problemas descritos na literatura são de
classificação plana. Neles, cada exemplo pertence a uma classe
de um conjunto finito de classes, não considerando assim
relacionamentos hierárquicos. No entanto, existem problemas
em que classes são estruturadas em árvores ou grafos acíclicos,
como representa a Figura 1. Problemas com tais características
são chamados de problemas de classificação hierárquica.
Diversos trabalhos com taxonomias preestabelecidas po-
dem ser encontrados na literatura. As principais áreas de apli-
Figura 1: Estruturas hierárquicas: árvores e grafos acíclicos
cação de classificação hierárquica são: categorização de texto
[22]; predição de função de proteína [1; 8; 9]; classificação de
gênero musical [5; 2].
Dependendo da abordagem utilizada para enfrentar um
problema hierárquico, é possível se deparar com dados desba-
lanceados. Um conjunto de dados é dito desbalanceado quando
nele existe uma clara desproporção entre número de exemplos
de uma ou mais classe em relação às demais classes. Pode-
se observar, por exemplo, em um caso de estudo de uma
determinada doença rara em uma população, que o número de
pessoas portadoras da doença é muito menor do que o número
de não portadores, ou seja, a proporção de exemplos entre
as classes varia significativamente. Alguns exemplos de casos
reais são as detecções de fraudes em chamadas telefônicas
[12] e transações realizadas com cartões de crédito [24], nas
quais o número de operações legítimas é muito maior do que
o de fraudulentas. Outros exemplos de classes desbalanceadas
podem ser encontrados na literatura: reconhecimento de as-
sinaturas [23], diagnóstico médico [26; 4; 19; 21; 18], entre
outros.
Em situações dessa natureza, os algoritmos de aprendizado
de máquina tradicionais não têm conseguido obter classifica-
dores satisfatórios, porque apesar dos exemplos das classes
majoritárias (de maior proporção) serem classificados correta-
mente com grande frequência, normalmente os exemplos das
classes minoritárias (de menor proporção) não são classificados
corretamente. Ou seja, é dito que as classes majoritárias são
favorecidas enquanto as classes minoritárias possuem baixa
taxa de reconhecimento [6]. Em grande parte das vezes, são
estas as classes de maior interesse. Assim, o custo envolvendo
erros de classificação da classe minoritária é normalmente
maior do que os da classe majoritária.
O principal objetivo deste trabalho é minimizar os efeitos
de presença de dados desbalanceados em problemas de classifi-
cação hierárquica. Para que este objetivo geral fosse alcançado,
o problema de classificação hierárquica foi decomposto em
subproblemas binários e técnicas para dados desbalanceados
foram aplicadas em cada um deles. Com os experimentos,
nós mostramos que a aplicação descriteriosa de técnicas pode
atrapalhar a indução adequada de um modelo de classificação.
Todavia, considerando algumas características das bases gera-
das, é possível melhorar o desempenho preditivo dos modelos.
O restante desse artigo está organizado da seguinte forma.
A Seção II apresenta os trabalhos relacionados encontrados no
tema de classificação hierárquica, mostrando as abordagens de
exploração da hierarquia utilizadas, e as técnicas para dados
desbalanceados aplicadas neste artigo. A Seção III apresenta a
avaliação experimental adotada, com motivação, descrição dos
conjuntos de dados, configurações dos experimentos, resulta-
dos obtidos e discussões sobre esses resultados. Na Seção IV
são apresentadas as conclusões deste trabalho.
II. TRABALHOS RELACIONADOS
A. Classificação Hierárquica
De acordo com [13] e [25], existem três critérios de um
método de classificação hierárquica. O primeiro é com relação
a estrutura, que pode ser árvore ou DAG. A diferença entre
elas é o fato de nós de DAG serem passíveis de possuir mais
de um nó pai. Outro critério é com relação a profundidade
na hierarquia em que ocorrerá a classificação. Um método
pode sempre classificar novos exemplos como nós folhas,
conhecidos como MLNP (mandatory leaf-node prediction -
predição de nó folha obrigatório), ou classificar novos exem-
plos em qualquer outro nó da estrutura e em qualquer nível,
conhecidos como não MLNP. O terceiro critério é de como
a estrutura hierárquica é explorada. Este critério pode ser
dividido em três diferentes tipos: classificadores planos (flat),
desconsiderando a relação entre as classes; classificadores
locais; e classificadores globais (big-bang), os quais um único
classificador lida com a hierarquia inteira. Neste trabalho, a
abordagem utilizada foi a de classificadores locais.
Classificadores locais consideram informações provenien-
tes da hierarquia, porém com uma perspectiva local. Existem
diversas formas na literatura de abordar essa perspectiva. Elas
podem ser divididas em três categorias: classificadores locais
por nó; classificadores locais por nó-pai; e classificadores
locais por nível. Neste trabalho, a abordagem utilizada foi
classificadores locais por nó, por permitirem a decomposição
do problema hierárquico em problemas binários.
A abordagem de utilizar classificadores locais por nó são
os é a utilizada na literatura [20]. Nessa abordagem, para
cada nó da estrutura hierárquica, exceto a raiz, treina-se um
classificador binário. As divisões da base de dados entre os
conjuntos positivos e negativos de cada classificador pode
variar. Assim, pode-se separar em diferentes políticas cada
forma diferente de divisão. [10] e [11] definem seis abordagens
diferentes que são exclusiva, menos exclusiva, menos inclu-
siva, inclusiva, irmãos e irmãos exclusivos. Neste trabalho, a
abordagem utilizada foi a política de irmãos, por obter melhor
desempenho preditivo, por utilizar menos exemplos e por obter
conjuntos mais balanceados.
A divisão de "irmãos"considera como positivos os exem-
plos da classe em questão e seus descendentes e como negati-
vos os exemplos das classes irmãs (classes filhas do mesmo nó
pai) com seus descendentes. Considere a Figura 2, nela está
representada a divisão de exemplos para o modelo da classe
1.2 da hierarquia ilustrada, sendo os exemplos positivos das
classes 1.2, 1.2.1 e 1.2.2 enquanto os negativos são os das
classes 1.1, 1.1.1 e 1.1.2.
Figura 2: Divisões de exemplos em exploração local por nó
em abordagem por irmãos
B. Técnicas para dados desbalanceados
Existem duas principais abordagens para lidar com proble-
mas de classificação com distribuições de classes desbalance-
adas: pré-processamento do conjunto a fim de torná-lo mais
balanceado; criação de algoritmos de classificação capazes de
lidar com o desbalanceamento. Neste trabalho, foi utilizada a
abordagem de pré-processamento.
Técnicas de pré-processamento podem ser separadas em
duas abordagens: subamostragem e sobreamostragem. Suba-
mostragem remove elementos da classe majoritária e sobre-
amostragem inclui elementos na classe minoritária. Ambas
abordagens podem ser utilizadas de forma aleatória ou infor-
mativa. A seguir, são apresentadas as técnicas da literatura
utilizadas neste trabalho.
1) Subamostragem aleatória: Na subamostragem aleatória,
exemplos da classe majoritária são removidos aleatoriamente
até que se atinja o nível de balanceamento desejado
2) Sobreamostragem aleatória: Na sobreamostragem alea-
tória, exemplos da classe minoritária são replicados aleatoria-
mente até que se atinja o nível de balanceamento desejado.
3) SMOTE: SMOTE (Synthetic Minority Oversampling Te-
chnique - Técnica de sobreamostragem minoritária sintética)
[7] é uma técnica de sobreamostragem que cria exemplos arti-
ficiais por interpolação. Para cada iteração, SMOTE seleciona
aleatoriamente um exemplo x na classe minoritária e procura
pelos k vizinhos mais próximos de x. SMOTE então seleciona
aleatoriamente um dos vizinhos, z, e cria um novo exemplo
que é a combinação de x e z. Este passo é repetido até que
se atinja o nível de balanceamento desejado.
4) ADASYN: ADASYN (Adaptive Synthetic Sampling Ap-
proach for Imbalanced Learning) [14] é uma abordagem de
SMOTE adaptativo. Seu objetivo é ponderar a quantidade de
exemplos artificiais gerados através da dificuldade de classifi-
cação de cada exemplo da classe minoritária. Este objetivo
é atingido, primeiramente, calculando-se a quantidade total
de exemplos minoritários a serem gerados. Essa quantidade
é distribuída entre os exemplos minoritários de acordo com
a dificuldade de se classificar corretamente cada exemplo
minoritário. A dificuldade é calculada através da proporção de
exemplos majoritários pertencente ao conjunto de k vizinhos
mais próximos de cada exemplo minoritário. Assim, para
os exemplos mais difíceis de se classificar (com o maior
número de exemplos majoritários próximos), são criados mais
exemplos artificiais.
5) CBO: CBO (Cluster-Based Oversampling - sobrea-
mostragem baseada em agrupamento) [16] é uma técnica
de sobreamostragem que considera desbalanceamento inter e
intraclasse. Desbalanceamento intraclasse ocorre quando há
desproporção relacionada aos exemplos dos subgrupos que
formam uma classe.
Esta técnica utiliza inicialmente um procedimento de agru-
pamento dos exemplos pertencentes a classe majoritária e dos
exemplos da classe minoritária separadamente; este passo gera
dois conjuntos de grupos, um para cada classe.
Em seguida, CBO aplica sobreamostragem aleatória para
todos os grupos pertencentes a classe majoritária, com exceção
do maior conjunto. No final desta etapa, cada grupo da classe
majoritária possuem o mesmo número de exemplos do maior
conjunto. Então, é aplicada a sobreamostragem em todos os
grupos da classe minoritária, tal que (1) a quantidade de exem-
plos na classe minoritária seja igual a quantidade de exemplos
na classe majoritária depois da sobreamostragem e (2) cada
grupo da classe minoritária possua a mesma quantidade de
exemplos.
6) OSS: OSS (One-sided Selection - seleção unilateral) [17]
é uma técnica de subamostragem que mantém apenas os exem-
plos mais representativos da classe majoritária. Para selecionar
os exemplos, primeiro OSS escolhe aleatoriamente um exemplo
x da classe majoritária. Então, usando os exemplos da classe
minoritária e x como conjunto de treinamento, OSS utiliza
o algoritmo KNN, com k = 1, para classificar os exemplos
restantes da classe majoritária. Os exemplos classificados cor-
retamente são então excluídos da classe majoritária por serem
considerados redundantes. Assim, depois da subamostragem,
a classe majoritária será composta apenas pelos exemplos
incorretamente classificados e x.
Finalmente, OSS utiliza técnicas de limpeza de dados para
remover exemplos de borda e ruidosos, como Tomek Links
[27].
7) ClusterOSS: ClusterOSS (OSS com agrupamento) [3] é
uma adaptação da técnica OSS. OSS e ClusterOSS tem duas
principais diferenças. A primeira diferença é que ClusterOSS
pode iniciar o processo de subamostragem através de mais de
uma instância. Essa característica dá uma vantagem ao Cluste-
rOSS de não ser dependente de apenas um exemplo escolhido.
A segunda diferença é que a seleção dos exemplos não é
feita de forma aleatória, e sim de forma informativa. Primeiro,
o conjunto majoritário é agrupado através de uma técnica
de agrupamento. Em seguida, são selecionados os exemplos
mais próximos dos centróides dos subgrupos formados. Dessa
forma, o efeito de subamostragem é melhorado, uma vez que
o processamento ocorrerá em diferentes regiões do espaço de
atributos.
III. AVALIAÇÕES EXPERIMENTAIS
A. Motivação
O objetivo deste trabalho é investigar a aplicação de
técnicas capazes de lidar com dados desbalanceados em tarefas
de classificação hierárquica. Para isso, a tarefa de classificação
hierárquica foi dividida em sub-tarefas de classificação binária,
por meio de uma exploração local por nó, utilizando a divisão
por irmãos.
A divisão por irmãos considera que os exemplos positivos
são aqueles cuja classe mais específica é a classe de interesse
e os exemplos das classes que descendem dessa classe. Os
exemplos negativos são aqueles das classes irmãs e de suas
classes descendentes. A Figura 3 mostra a divisão de exemplos
positivos e negativos das classes 1, 1.2 e 1.2.2 utilizando a
divisão por irmãos.
É possível observar que, nessa abordagem, as sub-tarefas
de classificação binária associadas às classes de nível mais
baixo tendem a ser menos desbalanceados do que em outras
divisões, como a menos inclusiva. Todavia, o problema de
desbalanceamento ainda existe na divisão por irmãos, mesmo
ela apresentando um equilíbrio de classes maior do que as
demais divisões. A Figura 3a apresenta o desbalanceamento
no primeiro nível, no qual existem mais classes positivas e em
maior profundidade. A Figura 3b apresenta um desbalancea-
mento no número de classes, apesar de não possuírem pro-
fundidades diferentes. A Figura 3c, apesar de não apresentar
desbalanceamento no número de classes, pode apresentar no
número de exemplos. Assim, este experimento objetiva utilizar
técnicas de pré-processamento para dados desbalanceados a
fim de melhorar o desempenho preditivo obtido na divisão por
irmãos.
A seguir, é apresentada uma avaliação experimental das
técnicas sobremostragem aleatória, subamostragem aleatória,
SMOTE combinado com subamostragem aleatória, CBO, OSS,
ClusterOSS combinado com sobreamostragem aleatória e
ADASYN em tarefas de classificação hierárquica. O objetivo
desse experimento é verificar se a aplicação de técnicas de pré-
processamento provê um melhor desempenho preditivo nessas
tarefas. Foi utilizada exploração local por nó com divisão por
irmãos e foram utilizados dois conjuntos de dados biológicos,
que serão descritos a seguir. Observou-se que, a aplicação
descriteriosa de técnicas de pré-processamento pode prejudicar
o desempenho preditivo, contudo quando se consideram alguns
critérios para a aplicação, pode-se obter melhor desemepnho
preditivo.
B. Conjuntos de dados
Nos experimentos foram utilizados dois conjuntos de da-
dos biológicos com classes hierarquicamente estruturadas. O
conjunto GPCR, que contém dados da família de proteínas
G-Protein-Coupled Receptor, e ao conjunto EC, que contém
dados de enzimas classificadas de acordo com a nomenclatura
definida em Enzyme Comission[15].
Os modelos gerados a partir desses conjuntos de dados
têm o objetivo de predizer classes funcionais de uma proteína.
(a) (b) (c)
Figura 3: Exploração local por nó com divisão por irmãos em três níveis
Tabela I: Características da base GPCR
Característica Valor Proporção entre exemplos (1:)# atributos 74
# exemplos 7077 Mínima Média Máxima
# classes no nível 1 12 2.008 71.116 207.147
# classes no nível 2 52 1.010 38.2114 470.700
# classes no nível 3 77 1 27.386 203.500
# classes no nível 4 39 1 2.647 16.083
Essa tarefa possibilita a inferência de funções de proteínas.
Esses modelos são de grande utilidade na biologia, uma vez
que proteínas pertencentes a mesma classe funcional possuem
a mesma função ou funções similares ou estão envolvidas em
processos biológicos relacionados.
1) GPCR - G-Protein-Coupled Receptor: Proteínas da fa-
mília GPCR são importantes para estudos na área médica
devido a sua influência em reações químicas no interior das cé-
lulas. As classes nessa hierarquia são dispostas em uma estru-
tura de árvore de cinco níveis. Foram considerados apenas os
primeiros quatro níveis, excluindo o quinto nível da estrutura,
uma vez que apenas esses quatro níveis apresentam número
de exemplos suficiente para o treinamento dos algoritmos de
classificação utilizados.
O conjunto de dados GPCR possui originalmente 75 atri-
butos e 7077 exemplos. Ele esta distribuído em 12/52/79/49
classes para os níveis 1, 2, 3 e 4, respectivamente. É importante
observar que o número de classes no quarto nível é menor,
indicando que muitos ramos da hierarquia possuem nós folha
no terceiro nível. Classes com menos de cinco exemplos foram
unidas com sua classe pai. Nós que não possuem irmãos
também foram unidos com a classe pai. Os atributos com
valores constantes foram removidos. Assim, o conjunto pré-
processado adquiriu a seguinte configuração: 74 atributos;
7077 exemplos; e 12/52/77/39 classes por nível, do nível 1
ao nível 4. As características da base GPCR estão descritas na
Tabela I.
2) Enzimas: Enzimas são um conjunto de proteínas que
têm a função de acelerar processos químicos dentro da célula.
Enzimas são importantes catalisadores e cada enzima é espe-
cífica para algum tipo de reação. A codificação EC produz
códigos de classes funcionais de enzimas e sua hierarquia é
estruturada em uma árvore de quatro níveis.
O conjunto de dados EC possui originalmente 709 atri-
butos e 13995 exemplos. Esse conjunto possui 6/45/105/234
Tabela II: Características da base EC
Característica Valor Proporção entre exemplos (1:)# atributos 415
# exemplos 7872 Mínima Média Máxima
# classes no nível 1 2 1.439 1.439 1.439
# classes no nível 2 21 2.789 103.400 330.143
# classes no nível 3 55 1.463 16.233 82.500
# classes no nível 4 98 1.028 18.262 170.900
classes para os níveis 1, 2, 3 e 4, respectivamente. Devido
ao elevado custo computacional decorrente do grande número
de subtarefas de classificação binária para as quais um classi-
ficador deve ser induzido, foram consideradas neste trabalho
apenas as classes 1 e 3 (e seus descendentes), por possuírem
maior representatividade e chegarem a níveis mais baixos
na hierarquia. Classes com menos de cinco exemplos foram
unidas com sua classe pai. Nós que não possuem irmãos,
também foram unidos com a classe pai. Os atributos com
valores constantes foram removidos. Assim, o conjunto pré-
processado adquiriu a seguinte configuração: 415 atributos;
7872 exemplos; e 2/21/55/98 classes por nível, do nível 1 ao
nível 4. As características da base EC estão descritas na Tabela
II.
C. Medidas de Avaliação
As medidas de desempenho utilizadas nos experimentos
foram Precisão, Revocação e F-measure, tradicionalmente
utilizadas em classificação plana, que foram aplicadas em
cada nível da hierarquia; e as medidas hierárquicas Precisão
Hierárquica, Revocação Hierárquica e F-measure Hierárquico.
As medidas Precisão, Revocação, F-measure, Precisão Hie-
rárquica, Revocação Hierárquica e F-measure Hierárquico são
representadas, respectivamente, pelas equações 1, 2, 3, 4, 5
e 6. Nelas, TP significa verdadeiro positivo, FP significa
falso positivo e FN significa falso negativo; β é um valor
real positivo utilizado para dar mais peso a uma das medidas.
Quando β é igual a 1, as duas medidas têm o mesmo peso;
Pi é um conjunto que contém a classe predita e todos os
ancestrais do exemplo i e Ti é um conjunto que contém o
rótulo verdadeiro e todos os ancestrais do exemplo i.
Pre =
TP
TP + FP
(1)
(a) base GPCR (b) base EC
Figura 4: F1 para os 4 níveis da hierarquia das bases utilizando árvores de decisão
Rev =
TP
TP + FN
(2)
F = (1 + β2)
Pre ·Rev
β2 · Pre+Rev (3)
hP =
|Pi ∩ Ti|
|Pi| (4)
hR =
|Pi ∩ Ti|
|Ti| (5)
hF = (1 + β2)
hP · hR
β2 · hP + hR (6)
D. Configurações
A técnica ClusterOSS foi implementada utilizando a
algoritmok-médias de agrupamento de dados. Para definir
o número de grupos, foi utilizada a média de silhueta do
conjunto de treinamento. Para o k-médias, foi utilizada a
distância Euclidiana como medida de proximidade e 10 como
número máximo de iterações. Para obter a média de silhu-
eta, foi considerada a distância Euclidiana como medida de
proximidade. Para o CBO, a mesma estratégia foi utilizada.
Sobreamostragem aleatória e subamostragem aleatória fazem
com que o conjunto de dados fique com proporção final de
1:1 para o número de exemplos em cada classe. A técnica
SMOTE foi combinada com subamostragem aleatória, como
sugerido por seus autores. O SMOTE altera a distribuição do
conjunto de treinamento promovendo um aumento de 200% no
número de exemplos no conjunto minoritário e subamostragem
do conjunto majoritário, de forma que, ao final do processo, a
classe minoritária representa 75% da classe majoritária. Dois
algoritmos de classificação diferentes foram aplicados para
cada conjunto processado, sendo eles o algoritmo rpart, como
árvore de decisão, e SVM. Eles foram escolhidos por serem
duas das abordagens mais tradicionais em AM.
A abordagem de exploração da hierarquia foi realizada
por meio da divisão por irmãos. Para evitar inconsistência na
etapa de classificação, foi utilizada a abordagem top-down,
classificando inicialmente entre as classes do primeiro nível,
e utilizando apenas as subárvores de interesse para classificar
exemplos nos demais níveis. Foi utilizado threshold = 0.4
para a abordagem top-down. Foi realizada validação cruzada
estratificada com 5 folds, que foi executada 10 vezes.
E. Resultados e Discussões
As técnicas para dados desbalanceados foram aplicadas em
todos os conjuntos binários gerados. A Figura 4 apresenta os
resultados obtidos para o conjunto de dados EC utilizando o
algoritmo de indução de árvores de decisão para cada nível
com a medida flat F-measure que é uma combinação de Preci-
são e Revocação. Os desempenhos com SVM como algoritmo
de classificação apresentaram comportamento semelhante. É
possível observar que o desempenho preditivo diminui para
todas as técnicas, conforme pode ser observado nos níveis
mais profundos da hierarquia. Em todos os níveis, pode ser
observado que a utilização dessas técnicas pode melhorar ou
até mesmo piorar o desempenho preditivo nas medidas de
avaliação. De um modo geral, o conjunto de dados sem pré-
processamento apresentou melhor desempenho preditivo.
As medidas Precisão Hierárquica, Revocação Hierárquica
e F-measure Hierárquico foram calculadas separadamente para
cada classe. Foi utilizada a média das medidas por classe, a
fim de considerar o desbalanceamento na avaliação. A Figura 5
apresenta o desempenho na medida F1 nas bases GPCR e EC
com árvore de decisão. É possível observar que a aplicação
(a) base GPCR (b) base EC
Figura 5: F1 hierárquico para as bases utilizando árvores de decisão
de técnicas de pré-processamento em todas as classes, sem
utilização de algum critério para decidir quando ou não aplicar,
levaram a indução de modelos com pior desempenho preditivo,
quando comparado com o uso dos dados originais.
Observando detalhadamente o desempenho preditivo nas
classes de forma separada, notou-se que a utilização do con-
junto de dados sem pré-processamento mostrou-se vantajosa
em algumas das sub-tarefas de classificação para a medida F-
measure Hierárquica. Os modelos de mais da metade das clas-
ses mostraram melhor desempenho quando pré-processadas
por alguma técnica. Para entender melhor tal comportamento,
foram geradas árvores a partir dos resultados obtidos por
classe. Foi gerada uma árvore para cada medida de avalia-
ção. As características utilizadas foram informações sobre o
conjunto de dados associado a cada classe da hierarquia. Ana-
lisando todas essas árvores geradas para as duas bases e os dois
algoritmos de classificação, observou-se um padrão de cenários
favoráveis à aplicação de técnicas de pré-processamento. A
Tabela III apresenta um resumo destes cenários.
Tabela III: Critérios para a aplicação de técnicas de pré-
processamento para dados desbalanceados em classificação
hierárquica
Melhor Desempenho
Característica Sempré-processamento
Com
pré-processamento
Muitos exemplos minoritários 3
Poucos exemplos minoritários 3
Muitos exemplos majoritários 3
Poucos exemplos majoritários 3
Classe de interesse é majoritária 3
Classe de interesse é minoritária 3
Muitos irmãos por nó 3
Grande número de exemplos 3
Classes com quantidade considerável de exemplos minori-
tários, quando aplicado técnicas, podem ser descaracterizadas
e prejudicadas no processo de indução do modelo. Em contra
ponto, se a base possui um número elevado de exemplos
majoritários, a utilização de técnicas mostra melhor desempe-
nho. Quando a classe de interesse é majoritária, a abordagem
sem pré-processamento é a mais indicada por não prejudicar
a classificação dos exemplos de interesse. Em classes com
muitos irmãos, a abordagem sem pré-processamento foi su-
perior possivelmente por existir grande possibilidade da classe
majoritária ser composta por diversos subconceitos(referentes
a cada um dos irmãos) e eles estarem mais balanceados com
a classe minoritária. O número de exemplos, nos cenários
abordados, geralmente está relacionado a representatividade.
Quanto maior o número de exemplos, mais conciso é o
conjunto e existe menos necessidade de utilizar técnicas.
Além disso, conjuntos grandes têm menos possibilidade de
possuírem classes raras.
Caso esses critérios fossem conhecidos antes do processo
de indução dos modelos, eles poderiam ser utilizados para
decidir em quais casos seria aplicada alguma técnica de pré-
processamento para dados desbalanceados. Essa abordagem
que aplica o pré-processamento em alguns casos e em outros
não, será chamada neste texto de híbrida. A Figura 6 apresenta
o desempenho preditivo caso os critérios tivessem sido con-
siderados para a abordagem híbrida. Observa-se uma melhora
significativa no desempenho com a abordagem híbrida.
Analisando os resultados obtidos, observou-se que a
medida revocação hierárquica para a abordagem sem-pré-
processamento é sempre inferior do que a medida precisão
hierárquica. Considere a medida Precisão Hierárquica, hP =
|Pi∩Ti|
|Pi| , ela é menor quando a predição é mais específica do
que o rótulo verdadeiro. O oposto acontece com a Revocação,
hR = |Pi∩Ti||Ti| , que é menor quando o rótulo verdadeiro é mais
específico do que a predição. Assim, pode-se concluir que a
utilização de técnicas de pré-processamento faz com que a
(a) base GPCR (b) base EC
Figura 6: Gráfico comparativo da abordagem sem Pré-processamento e Híbrida para as bases com árvore de decisão
classificação se torne mais específica, ou seja, desça mais na
hierarquia, comparada a classificação sem pré-processamento.
IV. CONCLUSÃO E TRABALHOS FUTUROS
Os experimentos realizados mostram que aplicar técnicas
sem um critério atrapalha a indução de modelos adequados
para problemas de classificação hierárquica utilizando abor-
dagem local por nó com divisão por irmãos. Experimentos
preliminares apontam comportamento semelhante utilizando a
abordagem menos inclusiva. Em todos os cenários, pratica-
mente todas as técnicas apresentaram desempenho inferior em
todas as medidas de avaliação quando aplicadas em todos os
conjuntos no processo de classificação. Contudo, é possível
melhorar o desempenho de classificação utilizando técnicas
de pré-processamento para alguns subconjuntos escolhidos por
meio de alguns critérios.
Os resultados com a abordagem híbrida mostraram que a
utilização de técnicas de dados desbalanceados pode melhorar
o desempenho de algoritmos de classificação em problemas
hierárquicos, desde que sejam consideradas as características
adequadas dos subconjuntos gerados. A abordagem sem pré-
processamento apresenta menor desempenho na medida revo-
cação, por não se aprofundar na hierarquia durante a classi-
ficação. As técnicas de pré-processamento, quando utilizadas
criteriosamente, podem fazer com que o modelo hierárquico
seja capaz fazer classificações mais específicas, melhorando
assim o desempenho nas medidas revocação e F1.
Como trabalhos futuros, consideramos: utilizar outras ca-
racterísticas, como medidas de complexidade e separabilidade
da base, para avaliação de classes mais propícias a utilização de
técnicas de pré-processamento; implementar um meta-aprendiz
capaz de decidir, para cada classe da hierarquia, cenários
favoráveis à aplicação de técnicas para dados desbalanceados
dependendo de suas características.
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