Previous neuroimaging studies in the visual domain have shown that neurons along the perceptual processing pathway retain the physical properties of written words, faces, and objects. The aim of this study was to reveal the existence of similar neuronal properties within the human auditory cortex. Brain activity was measured using functional magnetic resonance imaging during a repetition priming paradigm, with words and pseudowords heard in an acoustically degraded format. Both the amplitude and peak latency of the hemodynamic response (HR) were assessed to determine the nature of the neuronal signature of spoken word priming. A statistically significant stimulus type by repetition interaction was found in various bilateral auditory cortical areas, demonstrating either HR suppression and enhancement for repeated spoken words and pseudowords, respectively, or word-specific repetition suppression without any significant effects for pseudowords. Repetition latency shift only occurred with word-specific repetition suppression in the right middle/posterior superior temporal sulcus. In this region, both repetition suppression and latency shift were related to behavioral priming. Our findings highlight for the first time the existence of long-term spoken word memory traces within the human auditory cortex. The timescale of auditory information integration and the neuronal mechanisms underlying priming both appear to differ according to the level of representations coded by neurons. Repetition may "sharpen" word-nonspecific representations coding short temporal variations, whereas a complex interaction between the activation strength and temporal integration of neuronal activity may occur in neuronal populations coding word-specific representations within longer temporal windows.
Introduction
Even in considerably degraded perceptual situations, the human brain can efficiently recognize words, faces, sounds and objects. To achieve a coherent percept, the brain is thought to draw on cortical memory systems located in perceptual processing areas that encode the physical properties of stimuli but not their meaning (Tulving and Schacter, 1990) .
Neuroimaging studies using the long-term repetition priming paradigm have supported this idea with regard to the visual system, showing that some neuronal populations along the visual processing pathway are sensitive to the repetition of both familiar and unfamiliar materials (Henson, 2000; Thiel et al., 2002; Fiebach et al., 2005) . Repetition of familiar material usually entails a decrease in neuronal activity, referred to as repetition suppression, which may rely on a sharpened representation composed of neurons that code only key stimulus features (Desimone, 1996; Wiggs and Martin, 1998; Grill-Spector et al., 2006) . Repetition suppression has been found in various visual areas (for review, see Schacter et al., 2004) coding written words (Schott et al., 2006) , faces (Eger et al., 2005) , objects (Vuilleumier et al., 2002) or line drawings (Lebreton et al., 2001) . Repetition of unfamiliar material, however, sometimes leads to an increase in cortical activity (Schacter et al., 1995a; Habeck et al., 2006) , referred to as repetition enhancement, which may reflect the formation of new cell assemblies (Henson, 2000; Fiebach et al., 2005) .
Concerning auditory repetition priming, neuroimaging studies have previously failed to confirm the involvement of the auditory cortex (Badgaiyan et al., 1999 (Badgaiyan et al., , 2001 Carlesimo et al., 2004; Orfanidou et al., 2006 ) (for neuropsychological evidence, see also Swick et al., 2004) . However, a large body of behavioral evidence suggests that this phenomenon is indeed mediated by perceptual representations (Schacter and Church, 1992; Church and Schacter, 1994) , i.e., by the auditory cortex. The tasks used in previous neuroimaging studies may have minimized the extent to which perceptual information is processed. Moreover, these studies assessed repetition-related changes in terms of the mean neuronal firing rate, rather than temporal neuronal firing. This dimension, which is likely to be related to the latency of the hemodynamic response (HR) , measured by functional magnetic resonance imaging (fMRI) may, however, play an important role in repetition priming, as proposed by the facilitation/accumulation models (Henson and Rugg, 2003; Grill-Spector et al., 2006; James et al., 2006) . Accordingly, this study sought to assess the existence of neuronal populations coding the physical properties of spoken words in the auditory cortex and to enhance our understanding of the neuronal mechanisms underlying auditory repetition priming. Brain activity was measured using fMRI while subjects performed a lexical decision task on primed and unprimed words and pseudowords, heard in an acoustically degraded format to optimize the recruitment of these hypothetical perceptual representations (Luce and Lyons, 1998) . Moreover, we analyzed both the amplitude and latency of the HR to determine the nature of the neuronal signature of spoken word priming.
Materials and Methods
Participants. Eighteen right-handed French men aged 20 -29 years old (mean, 25.1; SD, 2.2) were paid to take part in the study. They had no reported history of neurological, medical, speech or hearing disorders, had had at least 14 years of schooling and presented normal MRI structural images. The project was approved by the regional ethics committee and all subjects gave their written consent.
Stimuli. The material consisted of six lists, each containing 40 words or 40 pseudowords. Word lists were paired according to frequency, concreteness, gender, phonological point of unity, consonantal structure (e.g., CVCCV), and number of phonemes, syllables, and phonological neighbors. The pseudoword lists were created and matched to the word lists according to the number of syllables and phonemes, and the consonantal structure. Particular care was taken to ensure that none of these pseudowords sounded like real words. Two additional lists of words and pseudowords were also created for the training phases (see below). All of the items, spoken by a female voice, were deliberately degraded for the functional session using Adobe (San Jose, CA) Audition audio processing software by applying a Butterworth third-order low-pass filter with a frequency cutoff point of 1000 Hz (Fig.  1b) . The filter let through all of the frequencies between 0 and 1000 Hz in their original intensity. However, the frequencies between ϳ1000 and 5500 Hz were reduced by between 0 and 45 dB in an exponential curve (0 dB for 1000 Hz and the frequencies just above and 45 dB for the frequencies bordering on 5500 Hz). Twenty consonantal sounds used during the phonemic study phase (see below) were also recorded.
Procedure. The repetition priming task (Fig. 1a,b) was composed of two distinct phases, each preceded by a training phase and separated by a 45 min interval during which acquisition of structural images was performed. During the first phase (study phase), occurring outside the MRI scanner, subjects performed the phonemic processing of 120 word primes and 120 pseudowords primes. The subjects were required to indicate via a keyboard whether or not the item contained the consonantal sound that was presented to them after a 500 ms interval. This task sought to induce and encourage the processing of the perceptual information of the speech items through consonant detection. Twenty consonantal sounds were chosen: /b/, /d/, /f/, /g/, /gz/, /j/, /k/, /ks/, /l/, /m/, /n/, /p/, /r/, /s/, /t/, /v/, /w/, /z/, /ʃ/, and/ /. Positive (consonantal sound present in the item) and negative responses (not present) were counterbalanced across items and subjects and, as far as possible, positive responses were placed equally often at the beginning, middle and end of the items. A distracter task, which consisted in counting backwards in threes for 2 min and was intended to prevent maintenance or elaboration of the primed items, was performed by subjects immediately after this first phase. The real objectives of the study were not disclosed to the subjects, who were simply told that they were taking part in a study of auditory perception.
The second phase (test phase) was performed during fMRI acquisition and was divided into three functional sessions. Each session featured 40 primed and unprimed words and pseudowords, leading to a total of 160 stimuli per session. Subjects performed a low-pass-filtered lexical decision task, in which they had to indicate as fast as possible using their right-hand whether or not the items they had heard corresponded to a word belonging to the French language. Subjects were also instructed to close their eyes to better focus on the task. For each trial, the items started without any cue and subjects' reaction times (RTs) were measured from the onset of the stimuli. Note that all item lists matched in term of mean stimulus duration avoiding any confusion with RT priming effects. Among the various possible combinations of the six lists of words and pseudowords, 18 were selected in a pseudorandom way, so that (1) the primed and unprimed status of the lists and (2) the functional session in which the lists were used were counterbalanced across the subjects. Fur- Figure 1 . a, Repetition priming paradigm comprising (1) a study phase where 120 spoken word and pseudoword primes were presented outside the scanner during a phonemic processing task and (2) a test phase consisting of a low-pass-filtered lexical decision task on primed and unprimed spoken words and pseudowords during brain activity recording. The graphemic translation of the stimulus examples provided in the figure is as follows: calvaire, tourniquet, deuvul, rignazi. b, Spectral view of normal (study phase) and low-pass-filtered (test phase) items (x ϭ time, y ϭ frequency; colors indicate energy).
thermore, this counterbalancing was performed so that comparisons between primed and unprimed conditions for individual subjects never involved the same item lists. All trial conditions (word primed , word unprimed , pseudoword primed , pseudoword unprimed ) were presented according to an efficient stochastic design (Friston et al., 1999) and the optimal order for detecting differences between primed and unprimed items was computed using a genetic algorithm (Wager and Nichols, 2003) . The interstimulus interval varied between 3400 and 4200 ms (mean, 3800 ms; 1.9 TRs) (see below), ensuring that the HR was sampled approximately every 200 ms over the trials. Items were presented using E-Prime software (Psychology Software Tools, Pittsburgh, PA) implemented within the IFIS System Manager (Invivo, Orlando, FL), controlling stimulus delivery by synchronizing each trial with a series of transistortransistor logic pulses produced during imaging acquisition. Items were delivered via an electrodynamic audio system (MR Confon, Magdeburg, Germany) ensuring an attenuation of scanner noise up to 45 dB.
Image acquisition. All images were acquired using the Philips (Eindhoven, The Netherlands) 3T system. Blood oxygen level-dependent (BOLD) images were collected using a T2*-weighted fast field echo echoplanar imaging sequence [64 ϫ 64 ϫ 31; 3.5 ϫ 3.5 ϫ 3.5 mm 3 ; field of view (FOV), 224 mm; echo time (TE), 35 ms; flip angle, 80°, repetition time (TR), 2000 ms]. The slices were acquired in an interleaved ascending direction. The 936 functional volumes were collected during three functional sessions of 312 volumes each, where the first six volumes were discarded to allow for equilibration effects. T1-weighted structural images were also acquired (256 ϫ 256 ϫ 180; 1 ϫ 1 ϫ 1 mm 3 ; TE, 4.6 ms; flip angle, 20; FOV, 256; TR, 20 ms).
fMRI data processing. Data were analyzed using statistical parametric mapping software (SPM5; Wellcome Department of Cognitive Neurology, Institute of Neurology, London, England). During preprocessing, images were first corrected for slice acquisition temporal delay, before being spatially realigned to correct for movement. Images were then normalized using parameter derived from the normalization of individual gray-matter T1 images to the T1 template of the Montreal Neurological Institute (MNI), and spatially smoothed using an 8 mm full-width at half-maximum Gaussian kernel.
In the initial analysis, the resulting preprocessed time series were highpass filtered in each voxel to 1/128 Hz and globally normalized with scaling option. A general linear model was applied to each participant by creating a ␦ function with stimulus onset for each condition of interest (word primed , word unprimed , pseudoword primed , pseudoword unprimed ) plus an additional condition for incorrect responses that was then convolved with the canonical hemodynamic response function (HRF) and its time and dispersion derivatives (Friston et al., 1998) . Covariates of no interest included the six realignment parameters to account for motion artifacts. Regressor parameters were then estimated including a correction for the temporal autocorrelation across volumes according to an AR(1) process . Linear combinations of the canonical HRF (activation maps) and time-derivative estimated parameters were then computed for each condition of interest. Individual activation maps of the main network involved in the task were also computed against the implicit baseline (i.e., constant term of the model) by combining together the HRF canonical parameters corresponding to each condition of interest. Latency maps corresponded to the derivative/canonical ratio for each voxel and condition of interest, which was transformed using a sigmoidal function (for details of the method, see Henson et al., 2002) . These latency maps expressed the difference in seconds between the HR and canonical HRF time to peak.
In the second-level analysis, with subjects treated as a random effect, we primarily entered individual main effects of the task into a onesample t test thresholded at a p Ͻ 0.001 false discovery rate (FDR) (Genovese et al., 2002) , corrected for multiple comparisons, to identify the main network involved in the task. Note that this threshold was preferred because it was a reasonable compromise between the presence of many type I errors inherent to a more permissive FDR correction for such large network and an overly conservative threshold provided by the familywise error rate correction. All subsequent analyses were conducted within this network. This procedure allowed us to exclude regions showing a negative "deactivation" BOLD response during group analysis and to focus latency analyses on regions providing a reasonable match with the canonical HRF .
Individual activation and latency maps for each condition of interest were entered into two separate factorial ANOVAs implemented in SPM, which used pooled error and correction for nonsphericity to create t statistics. These t maps were then thresholded at p Ͻ 0.05 after FDR correction for multiple comparisons (cluster extent thresholded at k ϭ 5 voxels). When no voxels survived this correction, a p Ͻ 0.001 uncorrected threshold was also applied.
For the ANOVA on activation maps implemented in SPM, main effects of item type (words Ϫ pseudowords; pseudowords Ϫ words) and repetition (primed Ϫ unprimed; unprimed Ϫ primed) were computed, as well as stimulus type by repetition interaction effects [(words primed Ϫ words unprimed ) Ϫ (pseudowords primed Ϫ pseudowords unprimed ); (pseudowords primed Ϫ pseudowords unprimed ) Ϫ (words primed Ϫ words unprimed )]. Within the regions of interest (ROIs) showing significant interaction, the amplitude of the HR was averaged across voxels defined by each SPM cluster for each subject and condition on the basis of the estimated parameters of the canonical HRF, and entered into an ROIbased ANOVA to assess the effect of repetition for each item type. Furthermore, to assess whether repetition in interacting regions also affects latency of the HR, the mean HR latency was also extracted in the same regions and entered into an ROI-based ANOVA. Last, these mean HR amplitude and latency differences computed by subtracting unprimed items from primed ones were entered into four independent ROI-based multiple-regression analyses as predictors of the behavioral priming score variance corresponding to the word priming RT, pseudoword priming RT, word priming accuracy score, or pseudoword priming accuracy score. These behavioral priming scores were computed by subtracting RTs or accuracy scores (proportion of correct responses) of unprimed items from those of primed items.
For the ANOVA performed on the latency maps in SPM, only the main effect of repetition and the interaction effects were computed. As for the activation analysis, both HR amplitude and latency were averaged across voxels corresponding to each SPM cluster that showed significant interaction and entered into ROI-based ANOVAs to assess the impact of repetition. Figure 2 illustrates the organization of these voxel-based and ROI-based second-level analyses.
Results

Behavioral results
Behavioral results are summarized in Figure 3 . ANOVAs on RTs and accuracy scores were conducted using stimulus type (word vs pseudoword) and repetition (primed vs unprimed) as repeated measures. Results showed a significant main effect of stimulus type for both RTs and accuracy (acc) scores (RT, F (1,17) ϭ 34.8, p ϭ 0.00002; acc, F (1,17) ϭ 49.2, p ϭ 0.00002), a main effect of repetition only for RTs (RT, F (1,17) ϭ 6.02, p ϭ 0.025; acc, F (1,17) ϭ 3.2), and a significant interaction effect for both RTs and accuracy scores (RT, F (1,17) ϭ 8.5, p ϭ 0.01; acc, F (1,17) ϭ 10.55, p ϭ 0.004). For both RTs and accuracy scores, a significant repetition effect (RT, F (1,17) ϭ 11.58, p ϭ 0.003; acc, F (1,17) ϭ 11.96, p ϭ 0.003) was found for words primed relative to words unprimed , but not for pseudowords (RT, F (1, 17) ϭ 0.44; acc, F (1,17) ϭ 0.49).
fMRI results
Main network involved in the task
Regardless of type or repetition, the presentation of stimuli activated a large network ( p Ͻ 0.001 FDR corrected for multiple comparisons), which extended mainly bilaterally, to the middle and superior temporal regions, dorsal and posterior frontal lobes, and cerebellum, but also to the left inferior parietal regions, putamen, pallidum, and thalamus (supplemental Table S1 , available at www.jneurosci.org as supplemental material). All subsequent analyses were restricted to this network (see Materials and Methods) reported in Figure 4 .
ANOVA on activation maps
Main effects of item type and repetition. Increased activity for words relative to pseudowords was found in the left inferior frontal gyrus (extending to the insula and superior temporal pole), the left posterior middle temporal gyrus (MTG), the left inferior precentral gyrus (extending to the inferior frontal gyrus), and the left pallidum and putamen (supplemental Table S2 , available at www.jneurosci.org as supplemental material). Increased activity for pseudowords relative to words was found in the postcentral gyrus (extending to the precentral and inferior parietal gyri), the right cerebellum, the right middle cingulate gyrus (extending to the supplementary motor area), the bilateral superior temporal gyrus (STG), and the left rolandic operculum (extending to the postcentral gyrus) (supplemental Table S2 , available at www. jneurosci.org as supplemental material). There were no main effects of repetition in any direction, either with the p Ͻ 0.05 FDR-corrected or the p Ͻ 0.001 uncorrected thresholds.
Stimulus type by repetition interactions. No brain regions showed significant effects for the [(words primed Ϫ words unprimed ) Ϫ (pseudowords primed Ϫ pseudowords unprimed )] contrast, either with the corrected or the uncorrected threshold. For the reverse contrast [(words unprimed Ϫ words primed ) Ϫ (pseudowords unprimed Ϫ pseudowords primed )], however, a significant effect was found in the left planum temporale [PT; extending to the posterior superior temporal sulcus (STS) and posterior MTG], the left precentral gyrus (extending to the inferior frontal gyrus), the right Heschl's gyrus (HG; extending to the STG), the left cerebellum, the right anterior STG (extending to temporal superior pole), the right middle/ posterior STS, the left temporal superior pole, and the right middle STS. Note that the peak coordinates of the left PT fell within the probability maps described by Westbury et al. (1999) . Detailed anatomical and statistical information is set out in Table 1 and functional displays are provided in Figure 5 , a and b.
ROI-based ANOVAs on the mean amplitude of activity were then performed within this set of areas. Note that the cluster found in the left temporal regions (x ϭ Ϫ60, y ϭ Ϫ36, z ϭ 10) ( Table 1) was divided into two distinct ROI covering 90% of the main cluster: the left PT extending to the posterior STS and the left posterior MTG. Statistically significant word repetition suppression and pseudoword repetition enhancement were found in the left PT extending to the posterior STS (words, F (1,17) ϭ 12.44, p ϭ 0.002; pseudowords, F (1,17) ϭ 6.98, p ϭ 0.017), the right HG extending to the STG (words, F (1,17) ϭ 7.43, p ϭ 0.014; pseudowords, F (1,17) ϭ 5.54, p ϭ 0.03), the left cerebellum (words, F (1,17) ϭ 3.62, p ϭ 0.074; pseudowords, F (1,17) ϭ 5.69, p ϭ 0.029), and the left precentral gyrus extending to the inferior frontal gyrus (words, F (1,17) ϭ 22.83, p ϭ 0.0002; pseudowords, F (1,17) ϭ 6.52, p ϭ 0.02). Statistically significant word-specific repetition suppression without any repetition effect on pseudowords was found in the right middle/posterior STS (F (1,17) ϭ 13.6; p ϭ 0.006), right anterior STG (F (1,17) ϭ 16.87; p ϭ 0.0007), right middle STS (F (1,17) ϭ 9.13; p ϭ 0.008), left posterior MTG (F (1,17) ϭ 10.46; p ϭ 0.005), and left temporal superior pole (F (1,17) ϭ 6.42; p ϭ 0.021). For all of the ROI-based analyses described here, p values were not corrected for multiple comparisons because of the subtlety of changes associated with repetition priming, which may be overlooked using thresholds that are too conservative.
ROI-based ANOVAs on mean HR latency revealed an earlier HR peak for words primed relative to words unprimed in the right middle/posterior STS (F (1,17) ϭ 5.45; p ϭ 0.032) and left posterior MTG (F (1,17) ϭ 6.82; p ϭ 0.018). A delayed HR peak was found for pseudowords primed relative to pseudowords unprimed in the right anterior STG (F (1,17) ϭ 4.9; p ϭ 0.04).
ROI-based multiple-regression analyses showed statistically significant relationships between word priming RT and (1) wordspecific repetition suppression in the right middle/posterior STS (␤ ϭ 0.51; R 2 ϭ 35.6%; F (1,15) ϭ 8.28; p ϭ 0.01) (Fig. 5a ) and (2) the repetition latency shift in the right middle/posterior STS (␤ ϭ Ϫ0.42; R 2 ϭ 27.3%; F (1,15) ϭ 6.64; p ϭ 0.03) (Fig. 5a ) and the left precentral gyrus, extending to the inferior frontal gyrus (␤ ϭ Ϫ0.55; R 2 ϭ 28.8%; F (1,15) ϭ 6.05; p ϭ 0.026). No significant relationships were found in any other regression analysis (i.e., with pseudoword priming RT, word priming accuracy score or pseudoword priming accuracy score as dependent variables). Figure 5 , a and b, illustrates the main findings of these ROI-based ANOVAs and multiple-regression analyses within the temporal regions.
ANOVA on latency maps Main effects of repetition.
No regions showed a significant earlier HR peak for primed relative to unprimed items, but a delayed HR peak of primed relative to unprimed items was observed in the left anterior STG, extending to the left rolandic operculum at p Ͻ 0.001 uncorrected (x ϭ Ϫ50, y ϭ Ϫ6, z ϭ 0; cluster extent ϭ 16; T max ϭ 3.65; p uncorrected ϭ 0.0003), although it did not survive the FDR-corrected threshold.
Stimulus type by repetition interactions. No brain regions showed significant effects for the [(words primed Ϫ words unprimed ) Ϫ (pseudowords primed Ϫ pseudowords unprimed )] contrast, using either the corrected or the uncorrected threshold. For the reverse contrast [(words unprimed Ϫ words primed ) Ϫ (pseudowords unprimed Ϫ pseudowords primed )], however, a significant effect was found in the right middle/posterior STG (Fig. 5c) at p Ͻ 0.001 uncorrected (x ϭ 62, y ϭ Ϫ32, z ϭ 10; cluster extent ϭ 29; T max ϭ 4.11; p uncorrected ϭ 0.00007), but no voxels survived the FDR correction.
ROI-based ANOVA on mean HR latency revealed an earlier HR peak in this region for words primed relative to words unprimed (F (1,17) ϭ 11.22; p ϭ 0.0038) and a delayed HR peak for pseudowords primed relative to pseudowords unprimed (F (1,17) ϭ 7.93; p ϭ 0.012). No significant differences were found with regard to the mean amplitude of activity for either item type. Note that we were able to confirm that this region did not overlap with interacting regions in the activation analysis by excluding these regions in a complementary analysis. A functional display of the stimulus type by repetition interaction found in the latency analysis is provided in Figure 5c , together with the ROI-based ANOVA results.
Discussion
We used fMRI and repetition priming to explore how the human auditory cortex may code the physical properties of spoken words. We found stimulus type by repetition interactions in various regions of the auditory cortex, characterized either by a suppressed or enhanced HR for repeated spoken words and pseudowords respectively or by word-specific repetition suppression (Fig. 5a,b) . Word-specific repetition suppression was associated with a repetition latency shift in the right middle/posterior STS, and these two neuronal priming indexes were related to behavioral priming (Fig. 5a ). Last, a stimulus type by repetition interaction in terms of HR latency was also found in the right associative auditory cortex (Fig. 5c) . These results suggest the existence of two levels of perceptual representations, one nonspecific, the other specific to pre-existing spoken words. Distinct neuronal mechanisms would appear to support repetition priming according to the level of representation coded by neurons. Word-nonspecific and -specific representations Significant effects of repetition for both words and pseudowords (repetition suppression and enhancement, respectively) were found in two regions of the ventral speech processing pathway (Hickok and Poeppel, 2007) , in the right HG extending to the middle STG and in the left PT extending to the posterior STS, suggesting that these regions extract and store physical properties common to both item types. Zatorre et al. (2002) have suggested that the left and right auditory cortices differentially process temporal and spectral auditory information. The left PT is involved in the phonetic analysis of fast formant transitions (Jäncke et al., 2002) , whereas the right middle STG regions tend to process spectral variations (Zatorre and Belin, 2001 ). The PT has been assumed to act as a computational hub (Griffiths and Warren, 2002) , where spectrotemporal "templates" are extracted before contacting abstract or "normalized" phonological representations in the later stages of the ventral auditory stream, such as the left posterior STS (Binder et al., 2000) . This region may act as an interface between perception and long-term lexical representation of words (Wise et al., 2001) , which have been extensively documented as being mediated by the left posterior MTG (Hickok and Poeppel, 2007) . Accordingly, we recorded enhanced activity for words relative to pseudowords and word-specific repetition suppression in this region.
Word-specific repetition suppression was also observed in the right anterior STG, which has been linked to talker representations that are independent of the linguistic content (Belin et al., 2004) . The formation of spoken word representations specific to a particular voice may rely on a link between word form and talker representation (Schacter et al., 1995b (Schacter et al., , 2004 , preferentially mediated by the right hemisphere (Gonzalez and McLennan, 2007) . Repetition suppression in right voice-selective areas may occur with regard to this tight coupling with word-specific regions of the right STS.
Interestingly, in one of these regions (the right middle/posterior STS), we found that HR latency was linked to the word priming RT score and peaked earlier for primed than for unprimed words. This suggests that spoken word priming at least pertains to earlier or shorter neuronal responses in this region. Our finding shows that the size or earliness of the temporal window in which auditory information is integrated may be an important functional property of right middle/posterior STS neurons. This would make sense, given that auditory information over longer timescales, such as syllables, is needed to distinguish between words and pseudowords and may be the word ecological code (Grossberg et al., 1997; Sumner and Samuel, 2007) . In line with this idea, the right hemisphere integrates auditory information over longer timescales than the left hemisphere (Boemio et al., 2005; Giraud et al., 2007) , probably matching with syllabic variations (Luo and Poeppel, 2007) . A similar hypothesis in the visual domain suggests that word recognition relies on the neuronal coding of increasingly large fragments according to a hierarchical progression within the ventral stream (Dehaene et al., 2005) , precluding the activation of neuronal units coding sets of letters close to whole words (Vinckier et al., 2007) .
Furthermore, our results showed that repetition suppression in this right middle/posterior STS was specific to words and correlated with word priming RTs. These findings suggest that spoken word representations are engraved in this part of the auditory cortex by repeated exposure throughout the individual's lifetime. The existence of language-specific memory traces has been proposed previously, but concerned shorter phonetic variations (Näätänen et al., 2001) . Our findings also raise the question of the neuronal selectivity to spoken words, an issue still under debate (Cohen and Dehaene, 2004; Price et al., 2005) that cannot be address here. The involvement of a region close to ours in environmental sound priming (Bergerbest et al., 2004) suggests that the functional specialization shared by the various neuronal populations composing this part of the auditory cortex is related to the nature of the process involved, i.e., the encoding of auditory information over long timescales.
Neuronal mechanisms of long-term priming
We showed that perceptual memory traces of spoken words engage various auditory neuronal populations. As discussed above, these distinct neuronal populations appear to process different levels of a word's physical structure, according to their functional properties. It would be interesting to determine whether the same neuronal priming mechanisms are involved in these distinct levels of representation. Regarding word-nonspecific regions (i.e., those showing both word repetition suppression and pseudoword repetition enhancement), none demonstrated a repetition latency shift, which is inconsistent with the facilitation/ accumulation model (Henson and Rugg, 2003; James and Gauthier, 2006) . It should, however, be noted that repetition latency shifts have been observed in other regions, attesting to the sensitivity of our design to potential shifts in the onset or duration of neural firing related to repetition. One possible alternative, the sharpening model (Desimone, 1996; Wiggs and Martin, 1998) , was proposed with regard to repetition suppression but does not specify the nature of the neuronal mechanisms involved in repetition enhancement for pseudowords. Repetition enhancement suggests that single presentations of pseudowords are sufficient to form new cell assemblies (Henson, 2000; Fiebach et al., 2005) that might only be reactivated by primed and not unprimed pseudowords (Henson, 2000 (Henson, , 2003 . The neuronal mechanisms by which these new representations are engaged, however, are not yet fully understood. On the one hand, the neuronal encoding of pseudowords may represent key features only. Repetition suppression may arise because neurons coding key features trigger the widespread inhibition of other neurons coding non-key fea- Note that mean latency differences (repetition latency shift) were computed by subtracting unprimed from primed latency maps for each item type. Consequently, negative latency differences in the graph correspond to an earlier HR peak for the primed words.
tures via lateral connections, resulting in a decrease in the fMRI signal pooled over millions of neurons. However, neurons encoding key stimulus features may be more strongly reactivated by repetition (Fize et al., 2000; Grill-Spector et al., 2006) . Repetition enhancement would then occur only if those neurons were engaged during the encoding and reactivation of pseudoword representations. However, the formation of new cell assemblies for unfamiliar stimuli may become increasingly elaborate and exhaustive through repeated exposure. Interestingly, consistent with this postulate, a delayed HR without repetition enhancement was found in our study for primed vs unprimed pseudowords in the right middle/posterior and anterior STG. This result may reflect additional neuronal processing during the formation of new representations for pseudowords. Regarding word-specific regions, the sharpening model, as originally proposed, is insufficient to account for repetition latency shift associated with repetition suppression. However, the co-occurrence of smaller amplitudes and earlier HR peaks prevented us of from ascertaining whether repetition entails briefer neuronal activity, in accordance with the facilitation/accumulation model (Henson and Rugg, 2003; James and Gauthier, 2006) , or an earlier decrease in neuronal activity . Just such reduction of both the activation strength and the onset of neuronal activity with repetition priming was observed by Noguchi et al. (2004) , although their demonstration was based on a short-term neural adaptation paradigm. Interpreting our findings in the light of this alternative approach, lower and earlier HR with priming could be an inherent consequence of the process, leading to sharpened representations within the neuronal populations coding high-level representations specific to words: the time taken to reach a sufficient level of inhibition of noncritical neurons by neurons coding key features could be accelerated because of previous exposure (Grill-Spector et al., 2006) .
Summary
Using the long-term repetition priming paradigm, we have, for the first time, demonstrated the existence of long-term memory traces coding physical properties of spoken words within the human auditory cortex, paralleling previous results in the visual domain. Auditory word structure appears to be encoded at distinct perceptual levels, either nonspecific or specific to preexisting word representations. Latency analyses of the HR suggest that the auditory integration timescale and the neuronal mechanisms of priming differ according to these distinct perceptual levels. A classic sharpening model may prevail in auditory regions processing auditory information common to words and pseudowords over short timescales. However, a more integrated model based on a complex interaction between the activation strength and temporal integration of neuronal activity may apply to neuronal populations coding word-specific information within longer temporal windows.
