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Abstract
We characterize polynomials p having leading terms over C2 in a generalized sense. As
applications, we study a quasi-invariant subspace [p] generated by p in the Fock space, and
show that a quasi-invariant subspace M is similar to [p] if and only if M = [q] for some
polynomial q having the same leading term as p. These are generalizations of Guo and Hou’s
work.
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1. Introduction
Let C = C(C2) be the set of polynomials and Hol(C2) be the space of entire functions
on C2. We denote L2a(C2) by the Hilbert space of functions f ∈ Hol(C2) satisfying
‖f ‖2 =
∫
C2
|f (z,w)|2e− |z|
2+|w|2
2 dA/(2)2,
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where dA denotes the Lebesgue measure on C2. It is easy to see that ‖znwm‖2 =
2n+mn!m!, {znwm/‖znwm‖}n,m is the orthonormal basis of L2a(C2), and C is dense in
L2a(C
2). The space L2a(C2) is called the Fock space or the Segal–Bargmann space. The
Fock space has arrested much attention because of the closed relationship between the
operator theory on it and the Weyl quantization [1]. Toeplitz operators on the Fock
space were studied in [12–14], and these works have some connection with this work.
In [11], Guo and Zheng showed that if M is a non-zero closed subspace of L2a(C2),
then there are no non-constant multipliers of M, that is, if M ⊂ M and  ∈ Hol(C2)
then  is constant. So, in the Fock space we cannot consider “invariant subspaces”
for the multiplication operators Tz and Tw. As an appropriate substitution, Guo and
Zheng deﬁned “quasi-invariant subspaces”. Let M be a closed subspace of L2a(C2). M
is called quasi-invariant if pM ∩ L2a(C2) ⊂ M for each polynomial p. They proved
that for each ﬁnite codimensional ideal I of the polynomial ring C, the closure of I is
quasi-invariant. In [9], Guo proved that if p ∈ C is homogeneous, then [p] = pC is
quasi-invariant. As Douglas and Paulsen [6] and Guo [7–9], it is natural to classify all
quasi-invariant subspaces in a reasonable sense.
Let M1 and M2 be quasi-invariant subspaces of L2a(C2). A bounded linear operator
T : M1 → M2 is called a quasi-module map if T (pf ) = pT (f ) whenever pf ∈
M1, p ∈ C, and f ∈ M1. We say that M1 and M2 are similar if there exists an
invertible quasi-module map T : M1 → M2 such that T −1 : M2 → M1 is a quasi-
module map. Also we say that M1 and M2 are quasi-similar if there exist quasi-module
maps T1 : M1 → M2 and T2 : M2 → M1 with dense range. In the case of the
one-dimensional Fock space, Chen et al. [3] showed that [p] is quasi-invariant and
determined the similarity orbit of [p] for every p ∈ C. In the multi-dimensional case,
Guo [9] determined the similarity orbit of [zn]. It is open to determine the similarity
orbit of [p]. For the Fock space, see also [2,4,16–18].
Let p ∈ C and p(z,w) = ∑d(p)i=0 pi(z,w) the homogeneous expansion of p, where
d(p) denotes the homogeneous degree of p. We note pd(p) = 0. When
pd(p)(z, w) = an,mznwm and p(z,w) =
∑
in,jm
ai,j z
iwj ,
Guo and Hou [10] said that p has a leading term znwm. And they showed that if p
has a leading term znwm, then [p] is quasi-invariant, and a quasi-invariant subspace
M is similar to [p] if and only if M = [q] for some q ∈ C having the same leading
term as p. In the deﬁnition due to Guo and Hou, the set of polynomials having leading
terms znwm is a fairly restricted class. So in this paper, we generalize the concept of
“leading terms” replacing an,mznwm by a general homogeneous polynomial.
Let P be a homogeneous polynomial. We can write P as
P(z,w) = awl0
k∏
j=1
(z− jw)lj , (1.1)
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where a, j ∈ C, i = j for i = j . We note d(P ) =∑kj=0 lj . Associate with P, let
A = {j ; 1jk}
and we deﬁne domains by
A,r =
k⋃
j=1
{(z, w) ∈ C2; |z− jw| < r},
for every r > 0. Let q be another polynomial with d(q)d(P ). If q has the following
form:
q(z,w) =
∑
l′j  lj ;j=0,1,2,···,k
a(l′0,···,l′k)w
l′0
k∏
j=1
(z− jw)l
′
j ,
q is said to be dominated by P, and we write as q  P . If p is a polynomial and
p  pd(p), we say that p has a leading term pd(p). Generally some polynomials may
not have leading terms. But the set of polynomials having leading terms is a fairly big
class in C. In this paper, we study polynomials having leading terms and prove the
same type of assertions given by Guo and Hou in [10].
In Section 2, under the condition l0 = 0 in (1.1), we characterize q ∈ C satisfying
q  P .
Even if pd(p) = P and l0 = 0, p may vanish in C2 \A,r for every r > 0. In Section
3, we characterize polynomials p satisfying |p| > 0 on C2 \ A,r for some r > 0.
Let CA be the set of homogeneous polynomials q such that
q(z,w) = awi0
k∏
j=1
(z− jw)ij , a = 0.
In Section 4, we prove that p has a leading term pd(p) in CA if and only if |p| > 0
on C2 \ A,r for some r > 0.
In Section 5, we study functions f, g ∈ Hol(C2) satisfying |f |K|g| on C2 \A,r
for some K, r > 0.
In Section 6, we study the case l0 = 0 in (1.1) using unitary transformations.
So far we studied function theoretic properties of polynomials having leading terms.
Applying them, we study quasi-invariant subspaces in the Fock space. In Section 7, we
show that if p ∈ C has a leading term pd(p), then [p] is quasi-invariant, and in Section
8, we prove that a quasi-invariant subspace M is similar to [p] if and only if M = [q]
for some q ∈ C having the same leading term as p.
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2. Dominated polynomials
Let Ch = Ch(C2) be the sets of homogeneous polynomials on C2. Let p ∈ Ch. If we
set  = z/w,w = 0, then p has the form as
p(z,w) = wd(p)p(, 1) = awd(p)
k∏
j=1
(− j )lj = awl0
k∏
j=1
(z− jw)lj ,
where a, j ∈ C, i = j for i = j , lj ∈ Z+, and d(p) = ∑kj=0 lj . By this fact,
for s, t ∈ Z+ with s + t = d(p), there exist p1, p2 ∈ Ch such that p = p1p2 ∈ Ch,
d(p1) = s, and d(p2) = t . Let q ∈ C with d(q)d(p). If q has the following form:
q(z,w) =
∑
l′j  lj ;j=0,1,2,···,k
a(l′0,···,l′k)w
l′0
k∏
j=1
(z− jw)l
′
j ,
q is said to be dominated by p, and write as q  p. In this section, we characterize q
satisfying q  p under the condition l0 = 0. For each integer m, let m+ = max{m, 0}.
The following is the main theorem in this section.
Theorem 1. Let {j }kj=1 ⊂ C be such that i = j for i = j . Let p ∈ Ch be such that
p(z,w) =∏kj=1(z− jw)lj and lj1 for ever 1jk. Let q ∈ C and q =∑d(q)i=0 qi
be the homogeneous expansion of q with d(qi) = i if qi = 0. Then q  p if and only
if d(q)d(p) and
qd(p)−i = q ′
k∏
j=1
(z− jw)(lj−i)+
for every i with 0 i < max
1 jk
lj and q ′ ∈ Ch.
To prove our theorem, we need some lemmas. It is not difﬁcult to prove the following.
Lemma 2. Let p1, p2 ∈ Ch and q1, q2 ∈ C.
(i) If q1  p1 and q2  p1, then q1 + q2  p1.
(ii) If q1  p1 and q2  p2, then q1q2  p1p2.
(iii) If q1  p1 and p1  p2, then q1  p2 and q1 + p2  p2.
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Lemma 3. Let {j }kj=1 ⊂ C be such that i = j for i = j . Let p ∈ Ch be such that
p(z,w) =∏kj=1(z− jw)lj and lj1 for every 1jk. If q ∈ C and d(q)d(p)−
max
1 jk
lj , then q  p.
Proof. If k = 1, then our assertion is trivial, so that we assume that k2. Also
we may assume that l1 l2 · · ·  lk1. We prove our assertion by induction on l1.
Suppose that l1 = 1, that is, p(z,w) = (z− 1w) · · · (z− kw). Let q ∈ C be such that
0d(q)d(p)−1 = k−1. Let q =∑d(q)i=0 qi be the homogeneous expansion of q with
d(qi) = i if qi = 0. Then for each i with id(q)k−1, if we write  = z/w,w = 0,
then d(qi(, 1)) i and
qi(z, w)
p(z,w)
= w
iqi(, 1)
wk(− 1) · · · (− k)
= qi(, 1)
w(z− 1w) · · · (z− k−i−1w)(− k−i ) · · · (− k)
= 1
w
∏k−i−1
j=1 (z− jw)
k∑
j=k−i
aj
− j , aj ∈ C
= 1∏k−i−1
j=1 (z− jw)
k∑
j=k−i
aj
z− jw ,
where the third equality follows from d
(
(−k−i ) · · · (−k)
) = i+1 and d(qi(, 1))
 i. Hence it is not difﬁcult to see that qi  p for every id(q). Therefore by Lemma
2(i), we get q  p.
Suppose that our assertion is true for l1 = t1. We shall prove that our assertion is
also true for l1 = t + 1. Suppose that
p(z,w) = (z− 1w)t+1
k∏
j=2
(z− jw)lj
and t + 1 l2 · · ·  lk1. Let q ∈ C be such that
d(q)d(p)− (t + 1) =
k∑
j=2
lj . (2.1)
First, assume that t + 1 > l2. Let
p1(z, w) = (z− 1w)t
k∏
j=2
(z− jw)lj .
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Then d(q)d(p)− (t +1) = d(p1)− t . Hence by our assumption of induction, we get
q  p1. By Lemma 2(iii), we get q  p.
Next, assume that t + 1 = l2. If t + 1 = lk , let s = k, and if not, let s be a positive
integer such that s2 and t + 1 = ls > ls+1. Let
p2(z, w) =

 s∏
j=1
(z− jw)t

 k∏
j=s+1
(z− jw)lj
and p3(z, w) =∏sj=1(z− jw). Then p = p2p3,
d(p2)− t = (s − 1)t +
k∑
j=s+1
lj =
k∑
j=2
lj − (s − 1),
and d(p3) − 1 = s − 1. Let q = ∑d(q)i=0 qi be the homogeneous expansion of q with
d(qi) = i if qi = 0. By (2.1), we can factor each qi such that qi = q ′iq ′′i , where
q ′i , q ′′i ∈ Ch with
d(q ′i )

 k∑
j=2
lj

− (s − 1) = d(p2)− t
and d(q ′′i )s−1 = d(p3)−1. By our assumption of induction, q ′i  p2 and q ′′i  p3.
By Lemma 2(ii), qi = q ′iq ′′i  p2p3 = p for every i with 0 id(q). Thus we get
q  p. This completes the proof. 
Lemma 4. Let {j }kj=1 ⊂ C be such that i = j for i = j . Let p ∈ Ch be such that
p(z,w) = ∏kj=1(z − jw)lj and lj1 for every 1jk. Let i0 be an integer with
0 i0 < max
1 jk
lj . Let q ∈ Ch with d(q) = d(p)− i0. Then q  p if and only if
q = q ′
k∏
j=1
(z− jw)(lj−i0)+
for some q ′ ∈ Ch.
Proof. We may assume that l1 l2 · · ·  lk1. Note that l1 = max
1 jk
lj . Suppose
that
q = q ′(z− 1w)l1−i0
k∏
j=2
(z− jw)(lj−i0)+ .
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If lk − i01, let m = k, and if not, let m be a positive integer such that lm − i01 >
lm+1 − i0. Write q as q = q ′∏mj=1(z − jw)l′j , where l′j = (lj − i0)+ = lj − i0 for
1jm. Then l1 − i0 = l′1 l′2 · · ·  l′m1 and
d(q ′) = d(q)−
m∑
j=1
l′j = d(p)− i0 −
m∑
j=1
(lj − i0) =

 k∑
j=m+1
lj

+ i0(m− 1).
Let
p1 =

 m∏
j=1
(z− jw)i0

 k∏
j=m+1
(z− jw)lj
and p2 =∏mj=1(z− jw)l′j . Then p = p1p2, q = q ′p2, i0 lm+1 · · ·  lk , and
d(p1)− i0 =
k∑
j=m+1
lj + i0(m− 1).
By Lemma 3, we get q ′  p1. By Lemma 2(ii), we get q = q ′p2  p1p2 = p.
Next, suppose that q  p. We can write q as
q =
∑
∑
j nj=d(p)−i0;nj  lj
a(n1,...,nk)
k∏
j=1
(z− jw)nj ,
where a(n1,...,nk) ∈ C. If lk − i01, let m = k, and if not, let m be a positive integer
such that lm − i01 > lm+1 − i0. Then
q =

 m∏
j=1
(z− jw)lj−i0

 ∑∑
j nj=d(p)−i0;nj  lj
a(n1,...,nk)
×

 m∏
j=1
(z− jw)nj−lj+i0

 k∏
j=m+1
(z− jw)nj .
We have
k∑
j=1
nj = d(p)− i0 =

 k∑
j=1
lj

− i0.
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Since nj lj for every j, we have that nj lj − i0 for every j with 1jm. Hence
q = q ′∏mj=1(z− jw)lj−i0 for some q ′ ∈ Ch. This is just the desired form of q. 
Combining Lemmas 3 and 4, we can get Theorem 1.
3. Zeros of polynomials in two variables
Let A = {j }kj=1 ⊂ C be such that i = j for i = j . For r > 0, let
j ,r = (j ,r) = {(z, w) ∈ C2; |z− jw| < r} (3.1)
and
A,r = (A,r) =
k⋃
j=1
j ,r . (3.2)
In this section, we prove the following.
Theorem 5. Let A = {j }kj=1 ⊂ C be such that i = j for i = j . Let p ∈ C be
such that d(p)1 and pd(p) =∏kj=1(z− jw)lj . Then |p| > 0 on C2 \A,r for some
r > 0 if and only if there exists r ′ > 0 such that
lim sup
|w|→∞
sup
z∈D1
(j ,r
′)(w)
|p(z,w)|
|w|d(p)−lj <∞
for every 1jk.
To prove our theorem, we need some lemmas. For each ﬁxed w, |w| > 1, let
D1j ,r (w) = D1(j ,r)(w) = {z ∈ C; |z− jw| < r},
D2j ,r (w) = D2(j ,r)(w) = { ∈ C; |− j | < r/|w|},
D3j ,r (w) = D3(j ,r)(w) = {z ∈ C; |z− jw| < r|w|},
and
D4j ,r = D4(j ,r) = { ∈ C; |− j | < r}.
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Then D1j ,r (w) ⊂ D3j ,r (w) and the mappings
D1j ,r (w)  z →  = z/w ∈ D2j ,r (w), (3.3)
D3j ,r (w)  z →  = z/w ∈ D4j ,r (3.4)
are one to one and onto. It is not difﬁcult to show the following.
Lemma 6. Let A = {j }kj=1 ⊂ C be such that i = j for i = j and r > 0. Then we
have the following.
(i) For a large w, D1i ,r (w) ∩D1j ,r (w) = ∅ for i = j .
(ii) If |i − j | > r0 > 0, then for a large w, D1j ,r (w) ⊂ D3j ,r0(w) and D1i ,r (w) ∩
D3j ,r0(w) = ∅.
(iii) If  ∈ C \ A, then for a large w, (w,w) ∈ C2 \ A,r .
(iv) (z, w) ∈ A,r if and only if z ∈⋃kj=1D1j ,r (w).
Proof. (i) and (iv) are trivial.
(ii) Let z ∈ D1j ,r (w). Then |z−jw| < r . Let w ∈ C be such that r/r0 < |w|. Then
|z− jw| < r < r0|w|, so that z ∈ D3j ,r0(w).
Next, suppose that z ∈ D1i ,r (w) ∩D3j ,r0(w). Then |z − iw| < r and |z − jw| <
r0|w|. Put  = z/w, then
r0 > |− j | |i − j | − |− i | > |i − j | − r|w| .
Hence
r
|i − j | − r0 > |w|.
(iii) Let {wn}n be a sequence in C such that (wn,wn) ∈ A,r for every n and
|wn| → ∞. We may assume that {(wn,wn)}n ⊂ aj ,r for some j. Then |wn−jwn| <
r . Hence − j = 0. This is a contradiction. 
Lemma 7. Let A = {j }kj=1 ⊂ C be such that i = j for i = j . Let p ∈ C be such
that pd(p) = ∏kj=1(z − jw)lj . Let r0 > 0 be such that 2r0 < min
i =j |i − j |. Then for
each j with 1jk, we have the following.
(i) For a large w, the function p(w,w)/wd(p) in  has lj -zeros in D4j ,r0 counting
multiplicities.
(ii) For a large w, the function p(z,w) in z has lj -zeros in D3j ,r0(w) counting multi-
plicities.
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Proof. Let p =∑d(p)i=0 pi be the homogeneous expansion of p with d(pi) = i if pi = 0.
We set  = z/w,w = 0. Then
p(z,w) = p(w,w) =
d(p)∑
i=0
wipi(, 1).
(i) By our assumption on r0, D4i ,r0 ∩D4j ,r0 = ∅ for i = j . We have
p(w,w)
wd(p)
= pd(p)(, 1)+
d(p)−1∑
i=0
pi(, 1)
wd(p)−i
.
Then
d(p)−1∑
i=0
pi(, 1)
wd(p)−i
→ 0 uniformly on D4j ,r0
as |w| → ∞. Hence
p(w,w)
wd(p)
→ pd(p)(, 1) uniformly on D4j ,r0
as |w| → ∞. Since pd(p)(, 1) has lj -zeros in D4j ,r0 , by Hurwitz’s theorem the function
p(w,w)/wd(p) in  has lj -zeros in D4j ,r0 for a large w.
(ii) follows from (i) and (3.4). 
Proposition 8. Let A = {j }kj=1 ⊂ C be such that i = j for i = j . Let p ∈ C
be such that pd(p) = ∏kj=1(z − jw)lj . Then for each j with 1jk, we have the
following.
(i) If |p| > 0 on C2 \ A,r for some r > 0, then for a large w the function p(z,w)
in z has lj -zeros in D1j ,r (w) counting multiplicities for every 1jk.
Conversely, for r > 0 and a large w, the function p(z,w) in z has lj -zeros in
D1j ,r (w) counting multiplicities for every 1jk, then there exists r1 > 0 such
that |p| > 0 on C2 \ A,r1 .
(ii) If |p| > 0 on C2 \A,r for some r > 0, then for a large w the function p(w,w)
in  has lj -zeros in D2j ,r (w) counting multiplicities for every 1jk.
Conversely, for r > 0 and a large w, the function p(w,w) in  has lj -zeros in
D2j ,r (w) counting multiplicities for every 1jk, then there exists r1 > 0 such
that |p| > 0 on C2 \ A,r1 .
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Proof. (i) Suppose that |p| > 0 on C2 \A,r . Let r0 > 0 be such that 2r0 < min
i =j |i−
j |. For a ﬁxed w ∈ C, the function p(z,w) in z has ∑kj=1 lj = d(p)-zeros. By
Lemma 7(ii), for a large w, the function p(z,w) in z has lj -zeros in D3j ,r0(w) counting
multiplicities. We have
Z(p) ⊂ A,r =
k⋃
j=1
j ,r
and
j ,r =
⋃
w∈C
{(z, w) ∈ C2; z ∈ D1j ,r (w)}.
Hence the zeros of the function p(z,w) in z are contained in
⋃k
j=1D1j ,r (w). By
Lemma 6(ii), for a large w, D1j ,r (w) ⊂ D3j ,r0(w) and D1i ,r (w) ∩ D3j ,r0(w) = ∅ for
i = j . Then p(z,w) in z has no zeros in D3j ,r0(w) \ D1j ,r (w). Hence p(z,w) in z
has lj -zeros in D3j ,r0(w) ∩D1j ,r (w) = D1j ,r (w).
Suppose that for a large w, p(z,w) in z has lj -zeros in D1j ,r (w). For a ﬁxed w, the
function p(z,w) in z has
∑k
j=1 lj = d(p)-zeros in C. Since D1i ,r (w) ∩D1j ,r (w) = ∅
for a large w and i = j , by our assumption, p(z,w) has no zeros in {(z, w) ∈
C2 \ A,r ; |w| > R} for some large R > 0. Suppose that there exists a sequence
{(zn, wn)}n ∈ C2 such that p(zn,wn) = 0, |wn|R for every n, and |zn| → ∞. Put
n = wn/zn. Then we have
0 = p(zn,wn)
z
d(p)
n
= p(zn, zn)
z
d(p)
n
= pd(p)(1, n)+
d(p)−1∑
i=0
pi(1, n)
z
d(p)−i
n
.
Since
∑d(p)−1
i=0
pi(1,n)
z
d(p)−i
n
→ 0 as n → ∞, we have 1 = pd(p)(1, 0) = 0. This is a
contradiction. Therefore there exists a large R′ > 0 such that
{(z, w) ∈ C2;p(z,w) = 0, |w|R} ⊂ {(z, w) ∈ C2; |z|R′, |w|R}.
Since
{(z, w) ∈ C2; |z|R′, |w|R} ⊂ A,r1
for a large r1 with rr1, p has no zeros in C2 \ A,r1 .
(ii) follows from (i) and (3.3). 
For R > 0, let BR = {(z, w) ∈ C2; |z|2 + |w|2 < R2}.
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Lemma 9. Let A = {j }kj=1 ⊂ C be such that i = j for i = j . Let p ∈ C be such
that pd(p)(z, w) = ∏k−1j=1(z − jw)lj and lj1 for every 1jk − 1. Then we have
the following.
(i) lim sup
|w|→∞
sup
z∈D1
(k ,r)
(w)
|p(z,w)|
|w|d(p) <∞.
(ii) |p| > 0 on k,r \ BR for some r, R > 0.
Proof. (i) Write  = z/w,w = 0. Then
sup
z∈D1
(k ,r)
(w)
|p(z,w)|
|w|d(p) = sup∈D2
(k ,r)
(w)
∣∣∣∣∣∣pd(p)(, 1)+
d(p)−1∑
i=0
pi(, 1)
wd(p)−i
∣∣∣∣∣∣ .
If (w) ∈ D2k,r (w), then |(w)− k| < r/|w|, so that (w)→ k as |w| → ∞. Hence
lim sup
|w|→∞
sup
z∈D1
(k ,r)
(w)
|p(z,w)|
|w|d(p) = |pd(p)(k, 1)| <∞.
(ii) Also we have
lim sup
|w|→∞
inf
z∈D1
(k ,r)
(w)
|p(z,w)|
|w|d(p) = |pd(p)(k, 1)| = 0.
Then for a large w, p(z,w) in z has no zeros in D1k,r (w). Hence p has no zeros in⋃{D1k,r (w); |w| > R1} for some large R1 > 0. By Lemma 6(iv), |p| > 0 on k,r \BR
for some R > 0.
Proof of Theorem 5. By Lemma 9, we may assume that lj1 for every 1jk.
Suppose that |p| > 0 on C2 \ A,r . By Proposition 8(ii), for a large w there exists a
sequence {j,m(w)}j,m in C such that
p(w,w)
wd(p)
=
k∏
j=1
lj∏
m=1
(− j,m(w))
and
|j,m(w)− j | < r/|w| for 1m lj , 1jk, (3.5)
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where j,m(w) depends on w. Put  = z/w, then
p(z,w) =
k∏
j=1
lj∏
m=1
(z− j,m(w)w). (3.6)
Let z ∈ D1j ,r (w), that is, |z− jw| < r . Then by (3.5),
|z− j,m(w)w| |z− jw| + |j − j,m(w)||w| < 2r.
Thus
sup
z∈D1
(j ,r)
(w)
lj∏
m=1
|z− j,m(w)w| < (2r)lj . (3.7)
For i with i = j and z ∈ D1j ,r (w), we have
|z− i,m(w)w|  |z− jw| + |j − i ||w| + |i − i,m(w)||w|
< 2r + L|w|,
where L = max
i,j
|i − j |. Hence there exists a constant c > 0 such that |z−i,m(w)w| <
c|w| for every z ∈ D1j ,r (w), a large w, and i = j . Therefore
lim sup
|w|→∞
sup
z∈D1
(j ,r)
(w)
∏
i:i =j
|z− i,m(w)w|(c|w|)d(p)−lj . (3.8)
By (3.6)–(3.8), we get
lim sup
|w|→∞
sup
z∈D1
(j ,r)
(w)
|p(z,w)|
|w|d(p)−lj <∞.
To prove the converse, suppose that there exists r ′ > 0 such that
lim sup
|w|→∞
sup
z∈D1
(j ,r
′)(w)
|p(z,w)|
|w|d(p)−lj <∞ (3.9)
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for every j, 1jk. For each w ∈ C, there exists a sequence {m(w)}1md(p) ⊂ C
such that
p(w,w)
wd(p)
=
d(p)∏
m=1
(− m(w)). (3.10)
Let r0 > 0 be such that 2r0 < min
i =j |i − j |. Then by Lemma 7(i), for a large w,
p(w,w)/wd(p) in  has lj -zeros in D4j ,r0 for every 1jk. To prove that |p| > 0
on C2\A,r1 for some r1 > 0, suppose not. By Proposition 8(ii), there exist a sequence
{wn}n ⊂ C with r/r0 |wn| → ∞, j0 with 1j0k, and a sequence of positive
numbers {n}n with rn and n →∞, such that the number of zeros of p(wn,wn)
in D2j0 ,n(wn) counting multiplicities is strictly less than lj0 . We may further assume
that
m(wn) ∈ D4j0 ,r0 for 1m lj0 (3.11)
and |m(wn) − j0 | |m+1(wn) − j0 | for 1m lj0 − 1. Then we have lj0 (wn) /∈
D2j0 ,n
(wn), that is,
|lj0 (wn)− j0 |
n
|wn| . (3.12)
Let z ∈ D1j0 ,r (wn), that is, |z− j0wn| < r , and let lj0 < id(p). By (3.12),
|z− lj0 (wn)wn| |j0 − lj0 (wn)||wn| − |z− j0wn| > n − r. (3.13)
By (3.11), i (wn) /∈ D4j0 ,r0 , so that |i (wn)− j0 |r0. Hence
|z− i (wn)wn| |j0 − i (wn)||wn| − |z− j0wn|r0|wn| − r.
Therefore
inf
z∈D1
(j0 ,r)
(wn)
d(p)∏
i=lj0+1
|z− i (wn)wn|(r0|wn| − r)d(p)−lj0 . (3.14)
We note that  ∈ D2j0 ,r (wn) if and only if | − j0 | < r/|wn|. Since r/r0 |wn|,
r/|wn|r0. Then D2j0 ,r (wn) ⊂ D
4
j0 ,r0
(wn). Let Dm,R be the closed disk with center
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m(wn) and radius R > 0 with R2lj0 < (r/|wn|)2. Moreover, we may assume that
r
2|wn|
√
lj0
< R <
r
|wn|
√
lj0
.
Then there exists 1 ∈ D2j0 ,r (wn) such that
r
2|wn|
√
lj0
< R < |1 − m(wn)|
for every m, 1m lj0 − 1. This shows that
sup
∈D2
(j0 ,r)
(wn)
lj0∏
m=1
|− m(wn)|
(
r
2|wn|
√
lj0 − 1
)lj0
. (3.15)
Hence we have
sup
z∈D1
(j0 ,r)
(wn)
lj0−1∏
m=1
|z− m(wn)wn| = |wn|lj0−1 sup
∈D2
(j0 ,r)
(wn)
lj0∏
m=1
|− m(wn)|
 |wn|lj0
(
r
2|wn|
√
lj0
)lj0−1
=
(
r
2
√
lj0 − 1
)lj0
.
Therefore we get
sup
z∈D1
(j0 ,r)
(wn)
|p(z,wn)|
|wn|d(p)−lj0
=
sup
z∈D1
(j0 ,r)
(wn)
d(p)∏
m=1
|z− m(wn)wn|
|wn|d(p)−lj0
by (3.11)

(r/2
√
lj0)
lj0−1(n − r)(r0|wn| − r)d(p)−lj0
|wn|d(p)−lj0
by (3.13), (3.14), and (3.15)
=
(
r
2
√
lj0
)lj0−1
(n − r)
(
r0 − r|wn|
)d(p)−lj0
.
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Consequently we have
lim sup
|wn|→∞
sup
z∈D1
(j0 ,r)
(wn)
|p(z,wn)|
|wn|d(p)−lj0
= ∞.
This contradicts (3.9). This completes the proof. 
Remark 10. By the proof, if pd(p) =∏kj=1(z−jw)lj and |p| > 0 on C2 \A,r , then
lim sup
|w|→∞
sup
z∈D1
(j ,r)
(w)
|p(z,w)|
|w|d(p)−lj <∞.
If r1 > r , then C2 \ A,r1 ⊂ C2 \ A,r , so that |p| > 0 on C2 \ A,r1 . Hence
lim sup
|w|→∞
sup
z∈D1
(j ,r1)
(w)
|p(z,w)|
|w|d(p)−lj <∞.
If r2 < r , then D1j ,r2(w) ⊂ D1j ,r (w), so that
lim sup
|w|→∞
sup
z∈D1
(j ,r2)
(w)
|p(z,w)|
|w|d(p)−lj <∞.
Hence if |p| > 0 on C2 \ A,r for some r > 0, then
lim sup
|w|→∞
sup
z∈D1
(j ,r)
(w)
|p(z,w)|
|w|d(p)−lj <∞.
for every r > 0.
4. Leading terms
Let p ∈ C. If p  pd(p) holds, we say that p has a leading term pd(p). Let
A = {j }kj=1 ⊂ C be such that i = j for i = j . Recall that CA is the set of p ∈ Ch
such that p(z,w) = a∏kj=1(z − jw)lj , a = 0. The following is the main theorem in
this section.
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Theorem 11. Let A = {j }kj=1 ⊂ C be such that i = j for i = j . Further we
assume that j = 0 for every j. Let p ∈ C be such that d(p)1. Then the following
conditions are equivalent.
(i) p has a leading term pd(p) such that pd(p) ∈ CA.
(ii) There exist c1, c2 > 0 such that c1 < |p/pd(p)| < c2 on C2 \A,r for some r > 0.
(iii) |p| > 0 on C2 \ A,r for some r > 0.
Proof. (i) ⇒ (ii) Suppose that p has a leading term pd(p) ∈ CA and we may assume
that pd(p)(z, w) =∏kj=1(z− jw)lj . Then
p(z,w) =
k∏
j=1
(z− jw)lj +
∑
a(t1,...,tk)
k∏
j=1
(z− jw)tj ; 0 tj lj ,
k∑
j=1
tj <
k∑
j=1
lj

.
Hence
p(z,w)∏k
j=1(z− jw)lj
= 1+
∑
a(t1,...,tk)
k∏
j=1
(z− jw)tj−lj .
Since tj < lj for some j, it is not difﬁcult to see that (ii) holds.
(ii) ⇒ (iii) is obvious.
(iii) ⇒ (i) Suppose that
|p| > 0 on C2 \ A,r (4.1)
for some r > 0. Let p =∑d(p)i=0 pi be the homogeneous expansion of p with d(pi) = i
if pi = 0. Since d(p)1, the zero set Z(p) is an unbounded connected set in C2. By
(3.1), (3.2), and (4.1), Z(p) ⊂⋃kj=1j ,r . Put  = z/w,w = 0. Then
p(z,w) =
d(p)∑
i=0
wipi(, 1). (4.2)
First, we shall prove that
pd(p) ∈ CA. (4.3)
To prove this, let
E = {j ; 1jk, Z(p) ∩ j ,r is unbounded}.
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Then E = ∅. For each j ∈ E, there exists a sequence {(zn, wn)}n in j ,r such that
p(zn,wn) = 0 and |zn| + |wn| → ∞ as n → ∞. Since |zn − jwn| < r , we have
|wn| → ∞. Let n = zn/wn. By (4.2),
0 = p(zn,wn) =
d(p)∑
i=0
winpi(n, 1),
so that
pd(p)(n, 1) = −
d(p)−1∑
i=0
pi(n, 1)
w
d(p)−i
n
. (4.4)
Since |zn − jwn| < r , |n − j | < r/|wn|. Thus n → j as n→∞. Letting n→∞
in (4.4), we get
pd(p)(j , 1) = 0 for every j ∈ E. (4.5)
Now suppose that pd(p)(, 1) = 0 for some  ∈ C with  /∈ A. Let R > 0 be such
that max{|1|, |2|, . . . , |k|, ||} < R. Then as functions in ,
pd(p)(, 1)+
d(p)−1∑
i=0
pi(, 1)
wd(p)−i
converges to pd(p)(, 1) uniformly on {|| < R} as |w| → ∞. By Hurwitz’s theo-
rem (see [5, p.152]), for a large w, there exists (w) ∈ C, depends on w, such that
|(w)| < R,
pd(p)((w), 1)+
d(p)−1∑
i=0
pi((w), 1)
wd(p)−i
= 0, (4.6)
and
(w)→  as |w| → ∞. (4.7)
Put z(w) = w(w). By (4.2) and (4.6),
p(z(w),w)=
d(p)∑
i=0
wipi((w), 1)
=wd(p)

pd(p)((w), 1)+ d(p)−1∑
i=0
pi((w), 1)
wd(p)−i


= 0.
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Thus (z(w),w) ∈ Z(p), so that (w(w),w) ∈ Z(p). Hence by (4.1), (w(w),w) ∈
j (w),r for some j (w) depends on w. This implies that |w(w) − j (w)w| < r , so
that |(w)− j (w)| < r/|w|. Therefore by (4.7), we get  ∈ A. As a consequence, we
may write pd(p)(, 1) as pd(p)(, 1) = a∏kj=1( − j )lj , where ∑kj=1 ljd(p). Set
l =∑kj=1 lj . By (4.5), l = 0, and we have
pd(p)(z, w) = wd(p)pd(p)(, 1) = awd(p)−l
k∏
j=1
(z− jw)lj .
Note that j = 0 for every 1jk. Putting  = w/z, z = 0, and similarly we get
pd(p)(z, w) = a′zd(p)−l′
k∏
j=1
(z/j − w)l
′
j .
As a result, we get d(p) = l and (4.3). We may write pd(p) as
pd(p)(z, w) = a
k∏
j=1
(z− jw)lj .
Next, we shall prove that p has a leading term pd(p). By (4.1) and Remark 10, we
have
lim sup
|w|→∞
sup
z∈D1
(j ,r)
(w)
|p(z,w)|
|w|d(p)−lj <∞ (4.8)
for every r > 0 and 1jk.
Let us ﬁx j. For each i with d(p)− lj + 1 id(p), let
pi(z,w) = (z− jw)i gi(z, w), gi ∈ C, (4.9)
where gi(j , 1) = 0. Then
pi(z,w) = wd(p)−lj (z− jw)lj−d(p)+i (− j )i−lj+d(p)−igi(, 1). (4.10)
We shall prove that
i − lj + d(p)− i0 for every i with d(p)− lj + 1 id(p). (4.11)
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Since D2j ,r (w) = { ∈ C; |− j | < r/|w|}, we have
|gi(j , 1)|/2 |gi(, 1)|2|gi(j , 1)| for every  ∈ D2j ,r (w) (4.12)
for a large w. If d(p)− lj + 1 id(p), then
sup
z∈D1
(j ,r)
(w)
|pi(z,w)|
|w|d(p)−lj  r
lj−d(p)+i sup
∈D2
(j ,r)
(w)
|− j |i−lj+d(p)−i |gi(, 1)|
by (4.10)
 rlj−d(p)+i (r/|w|)i−lj+d(p)−i2|gi(j , 1)|
by (4.12)
= 2ri |w|−i+lj−d(p)+i |gi(j , 1)|.
Hence
lim sup
|w|→∞
sup
z∈D1
(j ,r)
(w)
|pi(z,w)|
|w|d(p)−lj <∞ if i − lj + d(p)− i0. (4.13)
If 0 id(p)− lj , then
sup
z∈D1
(j ,r)
(w)
|pi(z,w)|
|w|d(p)−lj =
sup
∈D2
(j ,r)
(w)
|pi(, 1)|
|w|d(p)−lj−i .
Hence
lim sup
|w|→∞
sup
z∈D1
(j ,r)
(w)
|pi(z,w)|
|w|d(p)−lj <∞ if 0 id(p)− lj . (4.14)
To prove (4.11), suppose not. Let
{i1, i2, · · · , i	} = {i; i − lj + d(p)− i < 0, d(p)− lj + 1 id(p)}, (4.15)
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where i1 < i2 < · · · < i	. Then by (4.8), (4.13), and (4.14), we have
lim sup
|w|→∞
sup
z∈D1
(j ,r)
(w)
∣∣∣∣∣∣
	∑
s=1
pis (z, w)
∣∣∣∣∣∣
|w|d(p)−lj <∞ (4.16)
for every r > 0. Let
k0 = min
1 s	
is − lj + d(p)− is < 0
and
{s1, s2, · · · , s
} = {s; k0 = is − lj + d(p)− is},
where s1 < s2 < · · · < s
. Then we have
sup
z∈D1
(j ,r)
(w)
∣∣∣∣∣∣
	∑
s=1
pis (z, w)
∣∣∣∣∣∣
|w|d(p)−lj

sup
z∈D1
(j ,r)
(w)
|pis
 (z, w)|
|w|d(p)−lj −
sup
z∈D1
(j ,r)
(w)
	∑
s=1,s =s

|pis (z, w)|
|w|d(p)−lj
= sup
z∈D1
(j ,r)
(w)
|w|is
−d(p)+lj−is
 |z− jw|is
 |gis
 (, 1)|
−
	∑
s=1,s =s

sup
z∈D1
(j ,r)
(w)
|w|is−d(p)+lj−is |z− jw|is |gis (, 1)|
by (4.9)
 1
2
r
is
 |gis
 (j , 1)||w|is
−d(p)+lj−is

−2
	∑
s=1,s =s

ris |gis (j , 1)||w|is−d(p)+lj−is by (4.12)
=

1
2
r
is
 |gis
 (j , 1)| − 2

−1∑
=1
r
is |gis (j , 1)|

 |w|−k0 − F(|w|, r), say.
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Then 0 d|w|(F (|w|, r)) < k0 for every r > 0. Since gi(j , 1) = 0 for every i and
is < is
 for every  with 1
− 1, there exists r0 > 0 such that
1
2
r
is

0 |gis
 (j , 1)| − 2

−1∑
=1
r
is
0 |gis (j , 1)| = 0.
Therefore we get
lim sup
|w|→∞
sup
z∈D1
(j ,r0)
(w)
∣∣∣∣∣∣
	∑
s=1
pis (z, w)
∣∣∣∣∣∣
|w|d(p)−lj = ∞.
This contradicts (4.16). Thus we get (4.11).
By (4.11), for every j with 1jk we have i lj − (d(p) − i) for every i with
d(p) − lj + 1 id(p). Let 0 l < max
1 jk
lj and i = d(p) − l. If lj − l > 0, then
i = d(p)− ld(p)− lj + 1 and d(p)−l = i lj − l > 0. Hence by (4.9), pd(p)−l has
a factor (z− jw)lj−l . Therefore
pd(p)−l = p′d(p)−l
k∏
j=1
(z− jw)(lj−l)+
for every l with 0 l < max
1 jk
lj . By Theorem 1, we get p  pd(p). This completes
the proof. 
5. Partial order in Hol(C2)
Let A = {j }kj=1 ⊂ C be such that i = j for i = j . For f, g ∈ Hol(C2), we write
fAg if |f |M|g| on C2 \ A,r for some M, r > 0. Then Hol(C2) is a partially
ordered set with A. First we prove the following theorem.
Theorem 12. Let A = {j }kj=1 ⊂ C be such that i = j for i = j . Let p, q ∈ C(C2)
be such that p, q do not have common factor. Then qAp if and only if pd(p) ∈ CA,
p  pd(p), and q  pd(p).
To prove our theorem, we need some lemmas. In [3], Chen et al. proved the following.
Lemma 13. Let f, g ∈ Hol(C). Then |f (z)|M|g(z)| on {|z| > r} for some r,M > 0
if and only if there exist p, g ∈ C(C) with d(q)d(p) such that f/g = q/p.
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In [8], Guo proved the following.
Lemma 14. Let f (z,w) be in the Nevanlinna class on the polydisk D2. Suppose that
the slice function f(z,w)(	) = f (	z, 	w) is rational in 	 for almost all (z, w) ∈ T2.
Then f is a rational function.
Lemma 15. Let f = q/p be a rational function, where p and q have no common
factor. If f is analytic in  ⊂ C2, then Z(p) ∩  = ∅.
Proof of Theorem 12. Suppose that pd(p) ∈ CA, p  pd(p), and q  pd(p). By
Theorem 11 there exist c1, c2 > 0 such that c1 |p/d(p)|c2 on C2 \A,r1 for some
r1 > 0. Since q  pd(p), there exists M > 0 such that |q/d(p)|M on C2 \ A,r2
for some r2 > 0. Let r = max{r1, r2}. Then
|q|
|p| =
|q|
|d(p)|
|d(p)|
|p| 
M
c1
on C2 \ A,r .
Thus we get qAp.
To prove the converse, suppose that qAp. Then there exists M > 0 such that
|q/p|M on C2 \ A,r
for some r > 0. By [15], q/p is analytic in C2 \ A,r . By Lemma 15, Z(p) ⊂ A,r ,
that is, |p| > 0 on C2 \ A,r . By Theorem 11, p  pd(p) and pd(p) ∈ CA. Without
loss of generality, we may assume that pd(p)(z, w) =∏kj=1(z− j )lj . We also have
|q/pd(p)|M ′ on C2 \ A,r (5.1)
for some M ′ <∞.
To prove d(q)d(p), suppose that d(q) > d(p). Then
|q(z,w)|
|pd(p)(z, w)|
|w|d(q)|qd(q)(, 1)| −∑d(q)−1i=0 |w|i |qi(, 1)|
|w|d(p)|pd(p)(, 1)| , (5.2)
where  = z/w,w = 0. Let 0 ∈ C be such that pd(p)(0, 1) = 0 and qd(q)(0, 1) = 0.
By Lemma 6(iii), (0w,w) ∈ C2 \A,r for a large w. Since d(q) > d(p), by (5.2) we
have
sup
(z,w)∈C2\A,r
|q(z,w)|
|pd(p)(z, w)| = ∞.
This contradicts (5.1), so that d(q)d(p).
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We shall prove that qd(q) = cpd(p), c ∈ C, whenever d(q) = d(p). For  /∈ A,
(w,w) ∈ C2 \ A,r for a large w. Hence by (5.1),
|∑d(p)i=0 wipi(, 1)|
|wd(p)pd(p)(, 1)| M
′
for a large w. Letting |w| → ∞, we have
|qd(q)(, 1)|
|pd(p)(, 1)|M
′ for  /∈ A. (5.3)
Since degpd(p)(, 1) = d(p) = d(q)deg qd(q)(, 1), by (5.3) we get qd(q)(, 1) =
cpd(p)(, 1). Therefore qd(q)(z, w) = cpd(p)(z, w). So, we may assume that
∣∣∣∣ qqd(q)
∣∣∣∣ M ′ on C2 \ A,r . (5.4)
To prove that q  pd(p), this is equivalent to q  qd(q), suppose not. By Theorem
11, there exists j, 1jk, and we may assume that j = 1, such that
lim sup
|w|→∞
sup
z∈D1
(1,r)
(w)
|q(z,w)|
|w|d(q)−l1 = ∞.
Then there exists a sequence {wn}n in C such that |wn| → ∞ and
lim|wn|→∞
sup
z∈D1
(1,r)
(wn)
|q(z,wn)|
|wn|d(q)−l1 = ∞.
Moreover, there exists zn ∈ D11,r (wn) such that
lim|wn|→∞
|q(zn,wn)|
|wn|d(q)−l1 = ∞. (5.5)
Since zn ∈ D11,r (wn), we have (zn, wn) ∈ C2\A,r for a large n, and |zn−1wn| = r .
Then n → 1. Put n = zn/wn. We get
|q(zn,wn)|
|qd(q)(zn, wn)| =
|q(zn,wn)|
|acwd(q)n (n − 1)l1 · · · (n − k)lk |
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= 1|ac|
|q(zn,wn)|
|wn|d(q)−l1 |zn − 1wn|l1∏kj=2 |n − j |lj
= 1|ac|rl1∏kj=2 |n − j |lj
|q(zn,wn)|
|wn|d(q)−l1 .
Hence
lim sup
n→∞
|q(zn,wn)|
|qd(q)(zn, wn)| =
1
|ac|rl1∏kj=2 |n − j |lj lim supn→∞
|q(zn,wn)|
|wn|d(q)−l1
=∞ by (5.5).
This contradicts (5.4). Thus we get q  pd(p). 
The following is the main theorem in this section.
Theorem 16. Let A = {j }kj=1 ⊂ C be such that i = j for i = j . Let f, g ∈
Hol(C2). Then fAg if and only if there exist p, q ∈ C such that f/g = q/p,
pd(p) ∈ CA, p  pd(p), and q  pd(p).
Proof. Suppose that f/g = q/p, pd(p) ∈ CA, p  pd(p), and q  pd(p). By Theorem
12, qAp, that is, |q/p|M on C2 \ A,r for some M, r > 0. Thus we get fAg.
Suppose that fAg. We follow the argument in the proof of Theorem 2.5 in [10].
We have |f/g|M1 on C2 \ A,r1 for some M1, r1 > 0. Let (z0, w0) ∈ C2 be such
that g(z0, w0) = 0. There exists r0 > 0 such that g(z,w) has no zeros in {(z, w) ∈
C2; |z− z0|2r0, |w − w0|2r0}. Let
F(z,w) = f (r0z+ z0, r0w + w0)
g(r0z+ z0, r0w + w0) .
Then F is analytic on the closed bidisk D2, so that F is in the Nevanlinna class. Let
(z, w) ∈ T2 be such that
|	|
r1 + max
1 jk
|z0 − jw0|
r0 min
1 jk
|z− jw| .
Then |	|r0|z− jw|r1 + |z0 − jw0|, and
|r0	z+ z0 − j (r0	w + w0)| = |r0	(z− jw)+ z0 − jw0|
 |r0	(z− jw)| − |z0 − jw0|
 r1
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for every 1jk. Hence (r0	z+ z0, r0	w+w0) ∈ C2 \A,r1 . Therefore |F(z,w)(	)| =
|F(	z, 	w)|M. By Lemma 13, there exist polynomials h1(	), h2(	) such that
F(z,w)(	) = h1(	)/h2(	). Since the set of (z, w) ∈ T2 satisfying that z− jw = 0 for
every 1jk, is a measure zero set with respect to the Lebesgue measure on T2,
by Lemma 14, F is a rational function. Hence there exist p0, q0 ∈ C without common
factor such that
f (r0z+ z0, r0w + w0)
g(r0z+ z0, r0w + w0) = F(z,w) =
q0(z, w)
p0(z, w)
.
Therefore there exist p, q ∈ C without common factor such that f/g = q/p. Since
fAg, qAp. By Theorem 12, we have pd(p) ∈ CA, p  pd(p), and q  pd(p). 
6. Unitary transformations
In Sections 2–5, we studied the case l0 = 0 in (1.1) In this section, we study the
case l0 = 0. Let A = {j }kj=1 ⊂ C be such that i = j for i = j . Let C˜A be the set
of p ∈ Ch such that p(z,w) = awl0 ∏kj=1(z− jw)lj , a ∈ C and
˜A,r = ˜(A,r) = {(z, w) ∈ C2; |w| < r} ∪ A,r
for r > 0. For each  ∈ C with  = 0, let
A =
{
j − 
1+ ¯j
}k
j=1
and
A˜ =
{
1
¯
,
j − 
1+ ¯j
}k
j=1
.
For  ∈ C, let
(
z
w
)
= U
(
u
v
)
= 1√
1+ ||2
(
1 
−¯ 1
)(
u
v
)
.
Then U is a unitary transformation on C2. If p ∈ C, then p ◦ U is a polynomial in
variables u and v. It is not difﬁcult to show the following.
Lemma 17. (i) U−1 = U−.
(ii) d(p) = d(p ◦ U) for p ∈ C.
(iii) Let p ∈ Ch and q ∈ C. If q  p, then q ◦ U  p ◦ U.
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(iv) Let p ∈ C. Then p has a leading term pd(p) if and only if p ◦U has a leading
term (p ◦ U)d(p).
(v) If  = 0, then
U−1 ({(z, w); |w| < r}) = ( 1
¯ ,
r
√
1+||2
||
).
(vi) If ¯ = −1, then
U−1 (,r ) = ( −
1+¯ ,
r
√
1+||2
|1+¯|
).
(vii) If ¯j = −1 for every 1jk, then p ∈ CA if and only if p ◦ U ∈ CA , and
p ∈ C˜A if and only if p ◦ U ∈ CA˜ .
(viii) C
A˜
◦ U− = C˜A.
Applying Lemma 17, we give generalizations of results proved in the previous sec-
tions. The following is a generalization of Theorem 1.
Theorem 18. Let p ∈ C˜A be such that p(z,w) = wl0 ∏kj=1(z − jw)lj . Let q ∈ C
and q =∑d(q)i=0 qi be the homogeneous expansion of q with d(qi) = i if qi = 0. Then
q  p if and only if d(q)d(p) and
qd(p)−i = q ′w(l0−i)+
k∏
j=1
(z− jw)(lj−i)+
for every i with 0 i < max
0 jk
lj and q ′ ∈ Ch.
Proof. If l0 = 0, then our assertion is the same as Theorem 1. So, we assume that
l01. Suppose that q  p. Let  ∈ C be such that  = 0 and ¯j = −1 for every
1jk. Note that ∑d(q)i=0 qi ◦U is the homogeneous expansion of q ◦U. By Lemma
17, p ◦ U ∈ CA˜ and q ◦ U  p ◦ U. By Theorem 1, d(q ◦ U)d(p ◦ U) and
qd(p)−i ◦ U(u, v) = q ′(u, v)
(
u− 1
¯
v
)(l0−i)+ k∏
j=1
(
u− j − 
1+ ¯j v
)(lj−i)+
for every i with 0 i < max
0 jk
lj and q ′ ∈ Ch. Hence
qd(p)−i (z, w)= (qd(p)−i ◦ U) ◦ U−1 (z, w)
= q ′′(z, w)w(l0−i)+
k∏
j=1
(z− jw)(lj−i)+
for every i with 0 i < max
0 jk
lj and q ′′ ∈ Ch. Our argument is reversable. 
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Corollary 19. Let p ∈ C˜A be such that p(z,w) = wl0 ∏kj=1(z− jw)lj and lj1 for
every 0jk. Then p1  p for every p1 ∈ C with d(p1) < d(p).
Corollary 20. Let p ∈ C˜A be such that p(z,w) = wl0 ∏kj=1(z− jw)lj . Then p1  p
for every p1 ∈ C with deg p1 < deg p − max
0 jk
lj .
The following theorem shows the most easy way to check whether q  p or not.
Theorem 21. Let p ∈ C˜A be such that p(z,w) = wl0 ∏kj=1(z− jw)lj and let q ∈ C.
Then q  p if and only if d(q)d(p) and the following three conditions hold.
(i) dz(q)d(p)− l0.
(ii) If j0 = 0 for some j0, 1j0k, then dw(q)d(p)− lj0 .
(iii) Suppose that m = 0, 1mk. Then dv(q ◦ Um)d(p)− lm.
Proof. Suppose that q  p and lj1 for every 0jk. Then by Theorem 18
qd(p)−i = q ′(z, w)wl0−i
k∏
j=1
(z− jw)(lj−i)+
for every 0 i < l0. Then dz(qd(p)−i )d(p) − i − (l0 − i) = d(p) − l0. This shows
that dz(q)d(p)− l0. Similarly, we get (ii).
(iii) We have q ◦ Um  p ◦ Um and
(p ◦ Um)(u, v)= a
(
u− 1
¯m
v
)l0 k∏
j=1
(
u− j − m
1+ ¯mj v
)lj
= a
(
u− 1
¯m
v
)l0
ulm
∏
j :j =m
(
u− j − m
1+ ¯mj v
)lj
.
Then by (ii), dv(q ◦ Um)d(p ◦ Um)− lm = d(p)− lm.
To show the converse, if dz(q)d(p)−l0 for 0 i < l0, we have dz(qd(p)−i )d(p)−
l0. Hence qd(p)−i = wd(p)−i−(d(p)−l0)q ′ for some q ′ ∈ C. Then qd(p)−i = wl0−iq ′.
Similarly if 0 i < lj and dv(q ◦ Uj )d(p) − lj , then ulj−i is a factor of (q ◦
Uj )d(p)−i . This implies that (z− jw)lj−i is a factor of qd(p)−i . Hence
qd(p)−i = q ′′w(l0−i)+
k∏
j=1
(z− jw)(lj−i)+
for 0 i < max
0 jk
lj and q ′′ ∈ Ch. By Theorem 18, we get q  p. 
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The following is a generalization of Theorem 5.
Theorem 22. Let p ∈ C˜A be such that d(p)1 and pd(p)(z, w) = wl0 ∏kj=1(z−jw)lj .
Then |p| > 0 on C2 \ ˜A,r for some r > 0 if and only if there exists r > 0 such that
lim sup
|w|→∞
sup
z∈D1
(j ,r)
(w)
|p(z,w)|
|w|d(p)−lj <∞
for every 1jk, and
lim sup
|z|→∞
sup
|w|<r
|p(z,w)|
|z|d(p)−l0 <∞.
Proof. Let  ∈ C be such that  = 0 and ¯j = −1 for every 1jk. Then |p| > 0
on C2 \ ˜A,r if and only if |p ◦ U| > 0 on C2 \ U−1 (˜A,r ). By Lemma 17,
U−1 (˜A,r ) = ( 1
¯ ,
r
√
1+||2
||
) ∪ k⋃
j=1
( j−
1+¯j ,
r
√
1+||2
|1+¯j |
) ⊂ 
A˜,R
,
where
R = max
{
r
√
1+ ||2
|| ,
r
√
1+ ||2
|1+ ¯j | ; 1jk
}
.
Hence |p| > 0 on C2 \ ˜A,r if and only if |p ◦ U| > 0 on C2 \ A˜,R . By Theorem
5, |p| > 0 on C2 \ ˜A,r if and only if there exists r1 > 0 such that
lim sup
|v|→∞
sup
u∈D1( j−
1+¯j ,r1
)(v)|(p ◦ U)(u, v)|
|v|d(p)−lj <∞ (6.1)
for every 1jk, and
lim sup
|v|→∞
sup
u∈D1(
1
¯ ,r1
)(v)|(p ◦ U)(u, v)|
|v|d(p)−l0 <∞. (6.2)
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Since
(
u
v
)
= T −1
(
z
w
)
= 1√
1+ ||2
(
z− w
¯z+ w
)
,
u ∈ D1( j−
1+¯j ,r1
)(v) (6.3)
if and only if
√
1+ ||2|z− jw|
|1+ ¯j | < r1.
Hence condition “|v| → ∞” is replaced by “|w| → ∞”, condition (6.3) is replaced by
z ∈ D1(
j ,
r1|1+¯j |√
1+||2
)(w).
In this case,
z = jw + r1|1+ ¯j |√
1+ ||2 , || < 1,
hence
|v| = 1√
1+ ||2 |¯z+ w| =
1√
1+ ||2
∣∣∣∣∣(¯j + 1)w + ¯r1|1+ ¯j |√1+ ||2 
∣∣∣∣∣ ,
so that there exist c1, c2 > 0 such that c1|w| |v|c2|w| for sufﬁciently large |w|.
Thus condition (6.1) is replaced by
lim sup
|w|→∞
sup
z∈D1(
j ,
r1|1+¯j |√
1+||2
)(w)|p(z,w)|
|w|d(p)−lj <∞. (6.4)
Also we have
u ∈ D11
¯ ,r1
(v) if and only if
√
1+ ||2
|| |w| < r1.
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Hence condition “|v| → ∞” is replaced by “|z| → ∞”, condition “u ∈ D11/¯,r1(v)” is
replaced by “|w| < r1||/
√
1+ ||2”, and condition (6.2) is replaced by
lim sup
|z|→∞
sup
|w|< r1||√
1+||2
|p(z,w)|
|z|d(p)−l0 <∞. (6.5)
Let
r2 = min
{
r1||√
1+ ||2 ,
r1|1+ ¯j |√
1+ ||2 ; 1jk
}
.
Then r2 > 0,
lim sup
|w|→∞
sup
z∈D1
(j ,r2)
(w)
|p(z,w)|
|w|d(p)−lj <∞ (6.6)
for 1jk, and
lim sup
|z|→∞
sup
|w|<r2
|p(z,w)|
|z|d(p)−l0 <∞. (6.7)
If (6.6) and (6.7) hold for some r2 > 0, then (6.4) and (6.5) hold for a small r1 > 0,
so that (6.1) and (6.2) hold. Thus we get our assertion. 
The following is a generalization of Theorem 11 and [10, Proposition 2.4].
Theorem 23. Let p ∈ C be such that d(p)1. Then the following conditions are
equivalent.
(i) p has a leading term pd(p) such that pd(p) ∈ C˜A.
(ii) There exist c1, c2 > 0 such that c1 < |p/pd(p)| < c2 on C2 \ ˜A,r for some r > 0.
(iii) |p| > 0 on C2 \ ˜A,r for some r > 0.
Proof. (ii) ⇒ (iii) is trivial.
(iii) ⇒ (i) Let  ∈ C be such that  = 0,  = j , and ¯j = −1 for every 1jk.
Then 0 /∈ A˜. As the proof of Theorem 22, |p| > 0 on C2 \ ˜A,r for some r > 0 if
and only if |p ◦ U| > 0 on C2 \ A˜,R for some R > 0. Since 0 /∈ A˜, by Theorem
11, |p| > 0 on C2 \ ˜A,r for some r > 0 if and only if p ◦ U has a leading term
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(p◦U)d(p) such that (p◦U)d(p) ∈ CA˜ . By Lemma 17, the last condition is equivalent
to that p = (p ◦ U) ◦ U−1 has a leading term pd(p) = (p ◦ U)d(p) ◦ U−1 such that
pd(p) = (p ◦ U)d(p) ◦ U−1 ⊂ CA˜ ◦ U−1 = CA˜ ◦ U− = C˜A.
Thus we get (i).
(i) ⇒ (ii) is the same as the proof of (i) ⇒ (ii) of Theorem 11. 
For f, g ∈ Hol(C2), we write f
A˜
g if |f |M|g| on C2 \ ˜A,r for some M, r > 0.
The following is a generalization of Theorem 12.
Theorem 24. Let p, q ∈ C be such that p, q do not have common factor. Then q
A˜
p
if and only if pd(p) ∈ C˜A, p  pd(p), and q  pd(p).
Proof. Let  ∈ C be such that  = 0 and ¯j = −1 for every j, 1jk. Then qA˜p
if and only if q ◦ UA˜p ◦ U. By Theorem 12, qA˜p if and only if (p ◦ U)d(p) ∈C
A˜
, p◦U  (p◦U)d(p), and q◦U  (p◦U)d(p). The last conditions are equivalent
to that
pd(p) = (p ◦ U)d(p) ◦ U−1 ∈ CA˜ ◦ T U−1 = C˜A,
p = (p ◦ U) ◦ U−1  (p ◦ U)d(p) ◦ U−1 = pd(p),
and q = (q ◦ U) ◦ U−1  pd(p). 
The following is a generalization of Theorem 16 and [10, Theorem 2.5].
Theorem 25. Let f, g ∈ Hol(C2). Then f
A˜
g if and only if there exist p, q ∈ C such
that f/g = q/p, pd(p) ∈ C˜A, p  pd(p), and q  pd(p).
Proof. Let  ∈ C be such that  = 0 and ¯j = −1 for every 1jk. Then fA˜g
if and only if f ◦UA˜g ◦U. By Theorem 16, f ◦UA˜g ◦U if and only if there
exist p, q ∈ C such that f ◦U/g ◦U = q/p, pd(p) ∈ CA˜ , p  pd(p), and q  pd(p).
The last conditions are equivalent to that f/g = q ◦U−1 /p ◦U−1 , (p ◦U−1 )d(p) ∈ C˜A,
p ◦ U−1  (p ◦ U−1 )d(p), and q ◦ U−1  (p ◦ U−1 )d(p). 
Combine with Theorems 22 and 23, we have the following.
Corollary 26. Let p ∈ C be such that d(p)1. Then the following conditions are
equivalent.
(i) p has a leading term pd(p) such that pd(p) ∈ C˜A.
(ii) |p| > 0 on C2 \ ˜A,r for some r > 0.
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(iii) pd(p) ∈ C˜A and there exist c1, c2 > 0 such that c1 |p/pd(p)|c2 on C2 \ ˜A,r
for some r > 0.
(iv) pd(p) = awl0(z− 1w)l1(z− 2w)l2 · · · (z− kw)lk , a = 0, and there exists r > 0
such that
lim sup
|w|→∞
sup
z∈D1
(j ,r)
(w)
|p(z,w)|
|w|d(p)−lj <∞
for every 1jk, and
lim sup
|z|→∞
sup
|w|<r
|p(z,w)|
|z|d(p)−l0 <∞.
7. Quasi-invariant subspaces
Let p ∈ C. If p  pd(p) holds, we say that p has a leading term pd(p). It is not
known whether [p] = pC is quasi-invariant for every p ∈ C. It is known that if p ∈ Ch,
then [p] is quasi-invariant, see [2, Proposition 5.5.1]. In Theorem 4.4 of [10], Guo and
Hou proved that if p ∈ C has a leading term zmwn, then [p] is quasi-invariant. The
following is the main theorem in this section.
Theorem 27. Let p ∈ C be having a leading term pd(p). Then we have the following.
(i) [p]/p = [pd(p)]/pd(p).
(ii) [p] is quasi-invariant.
(iii) [p] = {pf ∈ L2a(C2); f ∈ Hol(C2)} = {pf ∈ L2a(C2); f ∈ L2a(C2)}.
Recall that ,r = {(z, w) ∈ C2; |z − w| < r} for  ∈ C and r > 0. Then
0,r = {(z, w); |z| < r}. For R0, let
0,r,R = (0,r,R) = {(z, w) ∈ C2; |z| < r, |w|R}.
Note that 0,r,0 = 0,r . For a subset  of C2, let
‖f ‖2 =
∫

|f (z,w)|2e− |z|
2+|w|2
2 dA(z,w)/(2)2.
As the proof of Theorem 3.1 in [10], we have the following.
Lemma 28. Let r1, r2, r3 > 0 and r1 < r2. Then there exists a constant C > 0, depends
on r1, r2, and r3, such that ‖f ‖0,r2 C‖f ‖((0,r2,r3)\(0,r1,r3)) for every f ∈ Hol(C2).
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Proof. Let  = (0,r2,r3) \ (0,r1,r3). First, we shall prove that there exists a constant
C1 > 0, depends on r1, r2 such that
C1‖f ‖(0,r1,r3)‖f ‖2. (7.1)
Let f (z,w) =∑∞m,n=0 am,nzmwn. Then
‖f ‖2(0,r1,r3) =
∞∑
m,n=0
|am,n|2
∫ r1
0
t2m+11 e
− t
2
1
2 dt1
∫ ∞
r3
t2n+12 e
− t
2
2
2 dt2
and
‖f ‖2 =
∞∑
m,n=0
|am,n|2
∫ r2
r1
t2m+11 e
− t
2
1
2 dt1
∫ ∞
r3
t2n+12 e
− t
2
2
2 dt2

∞∑
m,n=0
|am,n|2r2m+11
∫ r2
r1
e−
t21
2 dt1
∫ ∞
r3
t2n+12 e
− t
2
2
2 dt2

∫ r2
r1
e−
t21
2 dt1∫ r1
0 e
− t
2
1
2 dt1
∞∑
m,n=0
|am,n|2
∫ r1
0
t2m+11 e
− t
2
1
2 dt1
∫ ∞
r3
t2n+12 e
− t
2
2
2 dt2
 C1‖f ‖2(0,r1,r3) ,
where
C1 =
∫ r2
r1
e−
t21
2 dt1∫ r1
0 e
− t
2
1
2 dt1
.
By (7.1), we have
‖f ‖2(0,r2,r3) = ‖f ‖
2
(0,r1,r3)
+ ‖f ‖2(1+ (1/C1))‖f ‖2 = C2‖f ‖2, (7.2)
where C2 = 1+ (1/C1).
Next, we prove that there exists a constant C3 > 0, depends on r3, such that
‖f ‖20,r2 C3‖f ‖
2
(0,r2,r3)
. (7.3)
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We have
‖f ‖20.r2 =
∞∑
m,n=0
|am,n|2
∫ r2
0
t2m+11 e
− t
2
1
2 dt1
∫ ∞
0
t2n+12 e
− t
2
2
2 dt2
and
‖f ‖2(0,r2,r3) =
∞∑
m,n=0
|am,n|2
∫ r2
0
t2m+11 e
− t
2
1
2 dt1
∫ ∞
r3
t2n+12 e
− t
2
2
2 dt2.
Let
C3 = 1+
∫ r3
0 e
− t
2
2
2 dt2∫∞
r3
e−
t22
2 dt2
.
Then
∫∞
0 t
2n+1
2 e
− t
2
2
2 dt2∫∞
r3
t2n+12 e−
t22
2 dt2
= 1+
∫ r3
0 t
2n+1
2 e
− t
2
2
2 dt2∫∞
r3
t2n+12 e−
t22
2 dt2
 1+ r
2n+1
3
∫ r3
0 e
− t
2
2
2 dt2
r2n+13
∫∞
r3
e−
t22
2 dt2
= C3.
Hence ‖f ‖20,r2 C3‖f ‖
2
(0,r2,r3)
. Thus we get (7.3).
By (7.2) and (7.3), we get our assertion. 
Recall that U,  ∈ C, are unitary transformations of C2;
(
z
w
)
= U
(
u
v
)
= 1√
1+ ||2
(
1 
−¯ 1
)(
u
v
)
.
It is easy to see the following.
Lemma 29. (i) ‖f ‖ = ‖f ◦U‖U−1a  = ‖f ◦U−1 ‖Ua for  ⊂ C2 and f ∈ Hol(C2).(ii) Ua(,r ) = (0,r/√1+||2).
(iii) (0, r√
1+||2 ,t
) ⊂ U(,r \ Bt), where Bt = {(z, w); |z|2 + |w|2 < t}.
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Lemma 30. For  ∈ C, r2 > r1 > 0, and t > 0, there exists a constant C > 0, depends
on r1, r2, and t, such that ‖f ‖,r2 C‖f ‖(,r2\(,r1∪Bt )) for every f ∈ Hol(C2).
Proof. By Lemmas 28 and 29, we have
‖f ‖,r2 = ‖f ◦ U−1 ‖U(,r2 )
= ‖f ◦ U−1 ‖(
0, r2√
1+||2
)
 C1‖f ◦ U−1 ‖((
0, r2√
1+||2
,t
)\(
0, r1√
1+||2
,t
))
= C1‖f ‖U−1
(
(
0, r2√
1+||2
,t
)\(
0, r1√
1+||2
,t
))
 C1‖f ‖((,r2)\((,r1)∪Bt )).
Recall that A = {j }kj=1 ⊂ C, i = j for i = j , and
A,r =
k⋃
j=1
j ,r and ˜A,r = {(z, w); |w| < r} ∪ A,r
for r > 0. The following lemma is not difﬁcult to prove. 
Lemma 31. For  ∈ C and r1 > r > 0, there exists a large t > 0 such that (i ,r1 \
(i ,r ∪Bt))∩(j ,r1 \(j ,r ∪Bt)) = ∅ for i = j and j ,r1 \(j ,r ∪Bt) ⊂ C2 \A,r
for every 1jk.
Proposition 32. Let A = {j }kj=1 ⊂ C be such that i = j for i = j . Then for each
r > 0, there exists a constant C > 0, depends on r, such that C‖f ‖‖f ‖C2\A,r for
every f ∈ Hol(C2).
Proof. Let r1 be such that r < r1 < ∞. By Lemma 31, there exists t > 0 such that
{j ,r1 \ (j ,r \ Bt)}kj=1 is a family of disjoint subsets and j ,r1 \ (j ,r \ Bt) ⊂
C2 \ A,r . Then
‖f ‖2
C2\A,r 
k∑
j=1
‖f ‖2(j ,r1\(j ,r∪Bt ))
 C
k∑
j=1
‖f ‖2j ,r1 by Lemma 30
 C‖f ‖2A,r1
 C‖f ‖2A,r .
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Hence
‖f ‖2 = ‖f ‖2A,r + ‖f ‖2C2\A,r 
(
1+ 1
C
)
‖f ‖2
C2\A,r .
Thus we get our assertion. 
Corollary 33. Let A = {j }kj=1 ⊂ C be such that i = j for i = j . Then for each
r > 0, there exists a constant C > 0, depends on r, such that C‖f ‖‖f ‖
C2\˜A,r ‖f ‖
for every f ∈ Hol(C2).
Proof. Let  ∈ C be such that  = 0 and ¯j = −1 for every 1jk. By Proposition
32, there exists C > 0 such that
C‖f ◦ U‖‖f ◦ U‖C2\
A˜,r
.
By Lemmas 17 and 28,
C‖f ‖ = C‖f ◦ U‖‖f ◦ U‖C2\
A˜,r
‖f ‖
C2\˜A,r . 
The following is a generalization of [10, Theorem 3.1].
Corollary 34. Let f, g ∈ Hol(C2). If f
A˜
g and g ∈ L2a(C2), then f ∈ L2a(C2).
Proof. By our assumption, there exist M, r > 0 such that |f |M|g| on C2 \ A,r .
Then by Corollary 33,
C
∫
C2
|f (z,w)|2e− |z|
2+|w|2
2 dA/(2)2 
∫
C2\˜A,r
|f (z,w)|2e− |z|
2+|w|2
2 dA/(2)2
 M2
∫
C2\˜A,r
|g(z,w)|2e− |z|
2+|w|2
2 dA/(2)2
 M2‖g‖2
< ∞. 
Proof of Theorem 27. (i) Let
pd(p)(z, w) = awl0(z− 1w)l1 · · · (z− kw)lk , a = 0,
where i = j for i = j . Then pd(p) ∈ C˜A, where A = {j }kj=1. By Theorem 23, there
exist C1, C2 > 0 such that
C1 <
∣∣∣∣ ppd(p)
∣∣∣∣ < C2 on C2 \ ˜A,r
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for some r > 0. By Corollary 33, there exists C3 > 0 such that
C3‖f ‖‖f ‖C2\˜A,r ‖f ‖
for every f ∈ Hol(C2). Hence there exist C4, C5 > 0 such that
C4‖fp‖‖fpd(p)‖C5‖fp‖ (7.4)
for every f ∈ Hol(C2). Now it is not difﬁcult to see that [p]/p = [pd(p)]/pd(p).
(ii) Let f ∈ [p] and q ∈ C. Suppose that qf ∈ L2a(C2). By (i), there exists h ∈
[pd(p)] such that f = (ph)/pd(p). Then (pqh)/pd(p) ∈ L2a(C2). By Theorem 23,
‖qh‖
C2\˜A,r < ∞. By Corollary 33, qh ∈ L2a(C2). Since pd(p) is a homogeneous
polynomial, qh ∈ [pd(p)]. Thus
qf = p
pd(p)
∈ p
pd(p)
[pd(p)] = [p].
(iii) Let f ∈ Hol(C2) be such that pf ∈ L2a(C2). By (1), pd(p)f ∈ L2a(C2). Since
f
A˜
pd(p)f , by Corollary 34 we get f ∈ L2a(C2). Thus we get
{pf ∈ L2a(C2); f ∈ Hol(C2)} = {pf ∈ L2a(C2); f ∈ L2a(C2)}.
We have
[p] = p
pd(p)
[pd(p)] by (i)
= {pf ;pd(p)f ∈ L2a(C2), f ∈ Hol(C2)} by Lemma 31
= {pf ∈ L2a(C2); f ∈ Hol(C2)} by (7.4).
Thus we get (iii). 
By Corollary 19 and Theorem 27, we have the following.
Corollary 35. Let p ∈ C. If pd(p) = aw(z−1w) · · · (z−kw) and i = j for i = j ,
then [p] is quasi-invariant.
Corollary 36. Let p ∈ C be having a leading term pd(p). Then there exists a similar
module map T from [pd(p)] onto [p] such that Tf = (pf )/pd(p) for f ∈ [pd(p)].
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8. Quasi-similarity
Let M1 and M2 be quasi-invariant subspaces of L2a(C2). Recall that a bounded
linear operator T : M1 → M2 is called a quasi-module map if T (qf ) = qTf for
every f ∈ M1 and q ∈ C with qf ∈ M1. We say that M1 and M2 are similar if there
exists an invertible quasi-module map T : M1 → M2 such that T −1 : M2 → M1 is a
quasi-module map. If there are quasi-module maps T1 : M1 → M2 and T2 : M2 → M1
with dense ranges, M1 and M2 are called quasi-similar. If p ∈ C is a polynomial with
the leading term pd(p), then by Corollary 36 [p] and [pd(p)] are similar. The following
is the main theorem in this section and a generalization of [10, Theorem 4.7].
Theorem 37. Let M be a quasi-invariant subspace of L2a(C2). Let p ∈ Ch be a ho-
mogeneous polynomial. Then [p] and M are quasi-similar if and only if M = [q] for
some q ∈ C having the leading term p.
To prove this, we need some lemmas. The following is proved by Guo and Hou [10,
Lemma 4.6].
Lemma 38. Let M1,M2 be quasi-invariant subspaces of L2a(C2). Let T be a quasi-
module map from M1 to M2. Suppose that p ∈ C ∩M1 and p = 0. Let q = Tp. Then
q is a polynomial, dz(q)dz(p), and dw(q)dw(p).
The following is proved by Guo [9, Proposition 2.3].
Lemma 39. Let M1,M2 be quasi-invariant subspaces of L2a(C2). Let T : M1 → M2
be a quasi-module map. Suppose that p ∈ C ∩M1 and p = 0. Let q = Tp. Then q is
a polynomial and d(q)d(p).
The following lemma is obvious. To clear our argument, we give here.
Lemma 40. Let p ∈ Ch and q ∈ C. Then q has a leading term ap, a ∈ C, a = 0, if
and only if d(q) = d(p) and q  p.
For  ∈ C, let
(
z
w
)
= U
(
u
v
)
= 1√
1+ ||2
(
1 
−¯ 1
)(
u
v
)
,
and we use the same notations as in Section 6. Let M1,M2 be quasi-invariant subspaces
of L2a(C2) and
Mi ◦ U =
{
f ◦ U
(
u
v
)
; f ∈ Mi
}
.
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Then it is not difﬁcult to see that Mi ◦ U is quasi-invariant in variables u and v. Let
CU be the unitary operator from Mi onto Mi ◦ U deﬁned by
(CUf )
(
u
v
)
= f ◦ U
(
u
v
)
.
Let T : M1 → M2 be a quasi-module map. Then we have a map
M1 ◦ U  g(u, v)→ CUT C−1U ∈ M2 ◦ U.
It is also not difﬁcult to see that CUT C
−1
U
is a quasi-module map.
Proof of Theorem 37. If there exists q ∈ C with the leading term p such that M = [q],
then by Corollary 36 [p] and M are quasi-similar.
We may assume that
p(z,w) = wl0
k∏
j=1
(z− jw)lj , (8.1)
where i = j for i = j and 1 = 0. Let T : [p] → M be a quasi-module map. Let
q = Tp. By Lemma 39, d(q)d(p). Also there exists a quasi-module map T ′ : M →
[p], and d(p)d(T ′q)d(q). Thus we get d(p) = d(q).
To prove our assertion, it is sufﬁcient to prove that q has a leading term ap for some
a ∈ C, a = 0. So, by Lemma 40, it is sufﬁcient to prove q  p. By Theorem 21, it
is sufﬁcient to prove that
(i) dz(q)d(p)− l0.
(ii) dw(q)d(p)d(p)− l1.
(iii) dv(q ◦ Um)d(p)− lm, 2mk.
By Lemma 38 and (8.1), dz(q)dz(p) = d(p)− l0 and
dw(q)dw(p) = l0 + l2 + · · · lk = d(p)− l1.
Thus we get (i) and (ii).
For 2mk, we have
(CUmT C
−1
Um
)(p ◦ Um)
(
u
v
)
= (q ◦ Um)
(
u
v
)
.
And by the proof of Theorem 21,
(p ◦ Um)
(
u
v
)
=
(
u− 1
¯m
v
)l0
ulm
∏
j :j =m
(
u− j − m
1+ ¯mj v
)lj
.
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By Lemma 38, we have dv(q ◦Um)dv(p ◦Um) = d(p)− lm. Thus we get (iii). This
completes the proof. 
Corollary 41. Let M be a quasi-invariant subspace, and let p ∈ C be having a leading
term pd(p). Then the following conditions are equivalent.
(i) M is similar to [p].
(ii) M is quasi-similar to [p].
(iii) M = [q] for some q ∈ C having a leading term pd(p).
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