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Abstract
In this paper we discuss the structure of the factors of a QR- and a URV -factorization of a diagonal-plus
-semiseparable matrix. The Q-factor of a QR-factorization has the diagonal-plus-semiseparable structure. The
UT- and V -factor of a URV -factorization are semiseparable lower Hessenberg orthogonal matrices. The strictly
upper triangular part of the R-factor of a QR- and of a URV -factorization is the strictly upper triangular part
of a rank-2 matrix. This latter fact provides a tool to construct a fast QR-solver and a fast URV -solver for
linear systems of the form (D + S)x = b.
c© 2003 Elsevier B.V. All rights reserved.
Keywords: QR-factorization; URV -factorization; Diagonal-plus-semiseparable matrix; Linear system
 The research of E. Van Camp and M. Van Barel was supported by the Research Council K.U. Leuven, project OT/00/16
(SLAP: Structured Linear Algebra Package), by the Fund for ScientiAc Research–Flanders (Belgium), projects G.0078.01
(SMA: Structured Matrices and their Applications), G.0176.02 (ANCILA: Asymptotic Analysis of the Convergence
behavior of Iterative methods in numerical Linear Algebra), and G.0184.02 (CORFU: Constructive study of Orthogonal
Functions), and by the Belgian Programme on Interuniversity Poles of Attraction, initiated by the Belgian State, Prime
Minister’s OEce for Science, Technology and Culture, project IUAP V-22 (Dynamical Systems and Control: Computation,
IdentiAcation & Modelling). The scientiAc responsibility rests with the authors. The research of N. Mastronardi was partially
supported by MIUR, Grant number 2002014121.
∗ Corresponding author.
E-mail addresses: ellen.vancamp@cs.kuleuven.ac.be (E. Van Camp), nicola.mastronardi@cs.kuleuven.ac.be
(N. Mastronardi), marc.vanbarel@cs.kuleuven.ac.be (M. Van Barel).
0377-0427/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2003.09.040
732 E. Van Camp et al. / Journal of Computational and Applied Mathematics 164–165 (2004) 731–747
1. Introduction
In this paper we consider two fast and stable algorithms for solving linear systems (D+ S)x = b
involving diagonal-plus-semiseparable matrices. Exploiting the structure of such matrices, algorithms
with O(n) computational complexity can be developed, where n is the size of the considered prob-
lems.
The algorithms we propose are divided into two steps, sharing the Arst one. The Arst step trans-
forms the initial linear system into an equivalent one with upper Hessenberg coeEcient matrix H˜D+S
by means of n−1 Givens rotations. Instead of applying directly the n−1 Givens rotations to both the
right- and the left-hand side of the linear system, we explicitly construct the matrix product G˜2; :::; n of
the latter Givens rotations. We show that G˜2; :::; n can be written as the product of a diagonal matrix
DM and a lower Hessenberg matrix G2; :::; n which upper triangular part is the upper triangular part
of a rank-1 matrix. Moreover, the upper Hessenberg matrix H˜D+S can be factorized as the product
of DM and an upper Hessenberg matrix HD+S which upper triangular part is the upper triangular
part of a rank-2 matrix. Hence, it turns out that D + S = G−12; :::; nHD+S . This factorization allows to
further speed-up the algorithm. When HD+S is computed, the aim of the second step of both the
algorithms is to reduce the matrix HD+S into an upper triangular one, by means of Givens rotations.
This can be accomplished either applying n− 1 Givens rotations to the left (Arst algorithm), obtain-
ing a QR-factorization of D+ S, or applying n− 1 Givens rotations to the right (second algorithm),
obtaining a URV -factorization of D + S.
Due to the particular structure of the matrices involved in both factorizations, we show that the
computational complexity of the corresponding system solvers is O(n). Furthermore, the Q-factor of
the QR-factorization of D + S is still a diagonal-plus-semiseparable matrix.
Very recently, some fast algorithms for the QR- and URV -factorization of diagonal-plus-
semiseparable matrices, based on [8] which itself is included in a more extended work [2], have
been proposed by several authors [1,3–6]. In particular, a more general class of structured matrices,
has been analyzed in [2,5]. Diagonal-plus-semiseparable matrices can be considered as a simpliAca-
tion of this more general class. The reason why this subclass itself is important, is because every
symmetric matrix can be reduced to a similar semiseparable one by orthogonal similarity transfor-
mations (cf. [7]) instead of to a tridiagonal one. Hence the QR-algorithm of a semiseparable matrix
can be used to calculate the eigenvalues of the original matrix. The basis of this QR-algorithm is
the QR-factorization of a diagonal-plus-semiseparable matrix, which is studied in this paper.
When we apply the QR-algorithm, a sequence of similar semiseparable matrices is constructed
which converges to a block-diagonal matrix. Hence problems with numerical stability can occur
(cf. [7]). Therefore, we also look at the QR- and URV -factorization when an alternative deAnition and
representation for diagonal-plus-semiseparable matrices are used, in order to preserve the numerical
stability.
The basic idea of the backward stable algorithm proposed in [1], and further extended in [6], is to
annihilate, at each step of the algorithm, all the entries in the last row, with the exception of that one
in the last column of the matrix, by means of orthogonal transformations. Hence, the last unknown
can be computed, since the equation made by the last row involves only this unknown. Then the
size of the problem is reduced by one, neglecting the last row and column of the matrix and the
corresponding entry of the right-hand side. The latter algorithm can be shown to be equivalent to
Arst factorize the initial diagonal-plus-semiseparable matrix into a URV -decomposition, where UT
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and V are semiseparable lower Hessenberg orthogonal and R is upper triangular, and then solving
the three derived linear systems. The URV -solver we propose gains a bit of eEciency exploiting the
particular structure of G˜2; :::; n.
The paper is organized as follows. In Section 2 we deAne a diagonal-plus-semiseparable matrix.
Sections 3 and 4 focus on the speciAc structure of the factors of a QR- and a URV -factorization re-
spectively. In Section 5 we construct a fast QR- and a fast URV -solver for diagonal-plus-semiseparable
linear systems. Section 6 is about the computational complexity of the two solvers proposed in the
previous section and Section 7 shows some numerical experiments. In Section 8 we have a look at
the QR- and URV -solver when another deAnition and representation for diagonal-plus-semiseparable
matrices are used. Section 9 contains the conclusions.
2. Preliminaries
Denition 1. A semiseparable matrix S of semiseparability rank 1 is a matrix formed by the
strictly upper triangular part of a rank-1 matrix and the lower triangular part of another rank-1
matrix. More precisely, let u= [u1; u2; : : : ; un]T, v= [v1; v2; : : : ; vn]T with vn = 0; p= [p1; p2; : : : ; pn]T
and q= [q1; q2; : : : ; qn]T, then
S = tril(vuT; 0) + triu(pqT; 1):
The vectors u; v; p and q are called the generating vectors of S. With tril(A; s) we denote the lower
triangular portion of A by setting all its entries above the sth diagonal equal to zero (s=0 is the main
diagonal, s¿ 0 is above the main diagonal and s¡ 0 is below the main diagonal). Analogously,
triu(A; s) is formed by the upper triangular portion of A where all entries below the sth diagonal are
set to zero.
Remark. If vn would be zero, the last row of S would be zero and this trivial case for solving linear
systems as we will do in part 5, we exclude.
Denition 2. A diagonal-plus-semiseparable matrix then is the sum of a diagonal matrix and a
semiseparable one. Let us denote the diagonal-plus-semiseparable matrix throughout this paper in
the following way:
D + S =


d1 0
d2
. . .
0 dn

+


u1v1 p1q2 p1q3 : : : p1qn
u1v2 u2v2 p2q3 : : : p2qn
...
...
...
. . .
...
u1vn u2vn u3vn : : : unvn


Remark. In [1,5] diagonal-plus-semiseparable matrices are deAned with zeros on the main diagonal
of the semiseparable matrix. Given a diagonal-plus-semiseparable matrix in this form, it can always
be transformed into a diagonal-plus-semiseparable one as in our deAnition. Therefore we only need
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to adapt the diagonal of the diagonal matrix by subtracting uivi of di for i = 1; : : : ; n and this costs
2n Oops.
3. A QR-factorization
In this section, we prove that the R-factor and the Q-factor of a QR-factorization of a diagonal-plus-
semiseparable matrix have some special structure, namely:
Theorem 1. The strictly upper triangular part of the R-factor of a QR-factorization of a diagonal-
plus-semiseparable matrix is the strictly upper triangular part of a rank-2 matrix. The Q-factor is
again a diagonal-plus-semiseparable matrix. More precisely, it is the product of a lower Hessenberg
matrix, which lower triangular part is the lower triangular part of a rank-1 matrix, and an upper
Hessenberg matrix, which upper triangular part is the upper triangular part of another rank-1
matrix.
The proof of this theorem is constructive and consists of two steps.
Starting from a diagonal-plus-semiseparable matrix D + S the Arst step is to reduce the semisep-
arable matrix S to an upper triangular matrix S˜ by n − 1 (with n the dimension of the matrix
S) Givens rotations G˜i. After applying the same n − 1 Givens rotations on the rows of D, the
diagonal matrix is transformed into an upper Hessenberg one D˜. At this point we show that the
upper triangular matrix S˜ is the upper triangular part of a rank-2 matrix and that the upper triangu-
lar part of the upper Hessenberg matrix D˜ comes from a rank-1 matrix which has one generating
vector in common with the rank-2 matrix. Hence the sum of D˜ and S˜ is an upper Hessenberg
matrix H˜D+S = D˜ + S˜. Its upper triangular part is the upper triangular part of a rank-2 matrix
(cf. Proposition 2).
The next step is to apply another n − 1 Givens rotations Gˆi on H˜D+S in order to delete the
subdiagonal. These last Givens rotations do not change the rank of the strictly upper triangular part
(cf. Proposition 3) and so the Anal matrix, which is the R-factor of the QR-factorization of the
matrix D + S, will have a strictly upper triangular part of some rank-2 matrix.
The structure of the Q-factor is a consequence of the fact that this Q-factor is the product of
the 2n − 2 Givens rotations G˜i and Gˆi. The product of the n − 1 Givens rotations G˜i is an upper
Hessenberg matrix whose upper triangular part is the upper triangular part of a rank-1 matrix (cf.
Proposition 2) and the product of the n−1 Givens rotations Gˆi is a lower Hessenberg matrix whose
lower triangular part is the lower triangular part of another rank-1 matrix (cf. Proposition 3).
Before working out our proposed strategy, we introduce some notation which we use throughout
this paper: i = v2i + · · ·+ v2n for i = 1; : : : ; n.
3.1. The @rst step
3.1.1. The semiseparable matrix
First we apply n − 1 Givens rotations G˜i on the semiseparable matrix S from bottom to top. In
order to annihilate the Arst element of the last row, we apply a Givens rotation on the rows n and
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n− 1 of the form
G˜n = In−2 ⊕


vn−1√
n−1
vn√
n−1
−vn√
n−1
vn−1√
n−1

 :
Because of the structure of a semiseparable matrix also the other elements of the last row, except
the last element, become zero. In fact, the last two elements of each column, diQerent from the
last column, are of the form uivn−1 and uivn and the Givens rotation G˜n is built in such a way
that it turns the vector (vn−1; vn)T into the vector (
√
n−1; 0)T so the whole last row, except the last
element, is annihilated.
Analogously we annihilate the i − 1 Arst elements of the ith row by the Givens rotation
G˜i = Ii−2 ⊕


vi−1√
i−1
√
i√
i−1
−√i√
i−1
vi−1√
i−1

⊕ In−i:
After these group of Givens rotations the matrix S is transformed into an upper triangular matrix
S˜ which, by straightforward calculation, can be written as the upper triangular part of the rank-2
matrix


1√
1
v1√
2
√
1
v2√
3
√
2
...
vn−2√
n−1
√
n−2
vn−1√
n−1vn




u11
(v1p1)q2 + u22
...(
j−1∑
l=1
vlpl
)
qj + ujj
...(
n−1∑
l=1
vlpl
)
qn + unn


T
+


0√
1
−1p1√
2
√
1
−v1p1v2 − 2p2√
3
√
2
...
−(∑i−2l=1 vlpl)vi−1 − i−1pi−1√
i
√
i−1
...
−(∑n−2l=1 vlpl)vn−1 − n−1pn−1√
n−1vn




q1
q2
...
qn


T
:
3.1.2. The diagonal matrix
Of course we also need to apply the same n−1 Givens rotations G˜i to the diagonal matrix of the
original D + S. Straightforward calculation shows that D is transformed into an upper Hessenberg
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matrix D˜ with upper triangular part the upper triangular part of a rank-1 matrix, namely

1√
1
v1√
2
√
1
v2√
3
√
2
...
vn−1√
n−1vn


( d1v1 d2v2 : : : dnvn )
and subdiagonal s˜= [ −d12√2√1 ;
−d23√
3
√
2
; : : : ; −dn−1n√n−1vn ].
3.1.3. The original matrix D + S
The n − 1 Givens rotations from bottom to top change the original matrix D + S into the sum
H˜D+S of an upper Hessenberg matrix D˜ and an upper triangular one S˜. When we have a closer look
at the matrices D˜ and S˜, we remark that the upper triangular part of S˜ and of D˜ have one of the
generating vectors in common. Hence:
Proposition 2. The n − 1 Givens rotations from bottom to top change the original matrix D + S
into an upper Hessenberg matrix H˜D+S with an upper triangular part which is the upper triangular
part of the rank-2 matrix T˜=


1√
1
v1√
2
√
1
v2√
3
√
2
...
vn−2√
n−1
√
n−2
vn−1√
n−1vn




u11 + d1v1
(v1p1)q2 + u22 + d2v2
...(
j−1∑
l=1
vlpl
)
qj + ujj + djvj
...(
n−1∑
l=1
vlpl
)
qn + unn + dnvn


T
+


0√
1
−1p1√
2
√
1
−v1p1v2 − 2p2√
3
√
2
...
−(∑i−2l=1 vlpl)vi−1 − i−1pi−1√
i
√
i−1
...
−(∑n−2l=1 vlpl)vn−1 − n−1pn−1√
n−1vn




q1
q2
...
qn


T
and subdiagonal s˜= [ −d12√2√1 ;
−d23√
3
√
2
; : : : ; −dn−1n√n−1vn ].
E. Van Camp et al. / Journal of Computational and Applied Mathematics 164–165 (2004) 731–747 737
The product G˜2; :::; n = G˜2G˜3 : : : G˜n of the n − 1 Givens rotations is an upper Hessenberg matrix
of the following form:
G˜2; :::; n =


v1√
1
v2√
1
v3√
1
: : :
vn−2√
1
vn−1√
1
vn√
1
− 2√
2
√
1
v1v2√
2
√
1
v1v3√
2
√
1
: : :
v1vn−2√
2
√
1
v1vn−1√
2
√
1
v1vn√
2
√
1
− 3√
3
√
2
v2v3√
3
√
2
: : :
v2vn−2√
3
√
2
v2vn−1√
3
√
2
v2vn√
3
√
2
. . .
...
...
− n−1√
n−1
√
n−2
vn−2vn−1√
n−1
√
n−2
vn−2vn√
n−1
√
n−2
− n√
n−1vn
vn−1vn√
n−1vn


:
Note that the upper triangular part of G˜2; :::; n is the upper triangular part of a rank-1 matrix.
3.2. The second step
Next we need to annihilate the subdiagonal of H˜D+S in order to get a complete upper triangular
matrix. Therefore we apply another n−1 Givens rotations Gˆi but now from top to bottom. (Remark
that we Arst applied Givens rotations G˜i on the semiseparable matrix and on the diagonal one
separately and now on the sum of them!)
When we apply Gˆ1 to H˜D+S , it is suEcient to apply it only on the Arst element of the subdiagonal
s˜ and on the two generating column vectors of the rank-2 matrix T˜ . So, except for the Arst diagonal
element, the upper triangular part of Gˆ1H˜D+S is still the upper triangular part of a rank-2 matrix.
The other Givens rotations Gˆi are also applied to an element of the subdiagonal s˜ and on the two
column vectors of the modiAed rank-2 matrix. They all annihilate an element of the subdiagonal and
create a modiAed upper triangular part which is still the upper triangular part of a rank-2 matrix
except for the Arst i elements on the diagonal.
This justiAes the next proposition:
Proposition 3. The (n− 1) Givens rotations Gˆi from top to bottom change the upper Hessenberg
matrix H˜D+S into an upper triangular matrix which strictly upper triangular part is the strictly
upper triangular part of a rank-2 matrix. The product Gˆ1; :::; n−1 = Gˆn−1 : : : Gˆ2Gˆ1 of the n−1 Givens
rotations is a lower Hessenberg matrix whose lower triangular part is the lower triangular part
of a rank-1 matrix.
The latter is straightforward because the product Gˆ1; :::; n−1 is built by Givens rotations applied on
the rows and from top to bottom.
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3.3. Proof of Theorem 1
Every Givens rotation is an orthogonal matrix and the product of orthogonal matrices is again an
orthogonal matrix. Hence Propositions 2 and 3 give us a way to construct a QR-factorization of a
diagonal-plus-semiseparable matrix and show that the strictly upper triangular part of the R-factor is
the strictly upper triangular part of a rank-2 matrix.
Because G˜2; :::; n is an upper Hessenberg matrix whose upper triangular part is the upper trian-
gular part of a rank-1 matrix, and Gˆ1; :::; n−1 is a lower Hessenberg matrix whose lower triangular
part is the lower triangular part of another rank-1 matrix, their product Q = Gˆ1; :::; n−1G˜2; :::; n has the
diagonal-plus-semiseparable structure. The latter is very easy to see if you look at G˜2; :::; n as the
sum of an uppertriangular matrix and a subdiagonal matrix and at Gˆ1; :::; n−1 as the sum of a lower
triangular matrix and a supdiagonal one. The product of the sup- and subdiagonal leads to a diagonal
matrix and the rest of the product to a semiseparable matrix of semiseparability rank 1.
4. A URV -factorization
In this section, we prove that the R-, U - and V -factor of a URV -factorization of a diagonal-plus-
semiseparable matrix have a special structure as well, namely:
Theorem 2. The strictly upper triangular part of the R-factor of a URV-factorization of a diagonal-
plus-semiseparable matrix is the strictly upper triangular part of a rank-2 matrix. The orthogonal
matrix U is equal to G˜2; :::; n. The orthogonal matrix V is lower Hessenberg and its lower triangular
part is the lower triangular part of a rank-1 matrix.
The proof of this theorem again consists of two steps.
The Arst step is the same as for the QR-factorization, so by means of the same n − 1 Givens
rotations G˜i the diagonal-plus-semiseparable matrix D + S is transformed into an upper Hessenberg
matrix H˜D+S with subdiagonal s˜ and which upper triangular part is the upper triangular part of the
rank-2 matrix T˜ (cf. Proposition 2).
In the next step we want to annihilate the subdiagonal, but instead of doing this by means of n−1
Givens rotations on the rows of the upper Hessenberg matrix H˜D+S (as for the QR-factorization), we
now apply n− 1 Givens rotations Hi on the columns of H˜D+S , starting from the last column up to
the Arst one. In this way we create a URV -factorization. The product G˜2; :::; n is equal to the U -factor,
so the structure of the U -factor is already known (cf. Proposition 2), and the product H1; :::; n−1 of
the Givens rotations Hi forms the V -factor.
When we apply H1 to H˜D+S , it is suEcient to apply it only on the last element of the subdiagonal
s˜ and on the two generating row vectors of the rank-2 matrix T˜ . So, except for the last diagonal
element, the upper triangular part of (H˜D+S)H1 is still the upper triangular part of a rank-2 matrix
because only the generating row vectors change.
The other Givens rotations Hi are also applied to an element of the subdiagonal s˜ and on the two
row vectors of the modiAed rank-2 matrix. They all annihilate an element of the subdiagonal and
create a modiAed upper triangular part which is still the upper triangular part of a rank-2 matrix
except for the last i elements on the diagonal.
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This justiAes the next proposition:
Proposition 5. The (n − 1) Givens rotations Hi applied from the last column to the @rst, change
the upper Hessenberg matrix H˜D+S into an upper triangular matrix which strictly upper triangular
part is the strictly upper triangular part of a rank-2 matrix. The product H1; :::; n−1 of Hi, and
hence the V-factor of a URV-factorization, is lower Hessenberg and its lower triangular part is
the lower triangular part of a rank-1 matrix.
The latter is straightforward because the product H1; :::; n−1 is built by Givens rotations applied on
the columns, starting from the last ones.
5. Construction of two fast algorithms for solving linear diagonal-plus-semiseparable systems
The aim is to solve a linear system of the form (D + S)x = b. The previous sections give us a
tool to solve such systems in O(n) Oops with n equal to the dimension of (D+ S). To this end we
use the QR-factorization of Section 3 and the URV -factorization of Section 4 of D + S to get an
upper triangular system and then the fact that the strictly upper triangular part comes from a rank-2
matrix in both cases. We give two algorithms.
5.1. Construction of a fast QR-solver
First we apply the n−1 Givens rotations G˜i of Section 3.1 on the left-hand side (D+S)x and on
the right-hand side b in order to get the upper triangular part of a rank-2 matrix T˜ and some extra
subdiagonal s˜.
In order to reduce the computational complexity, we have a closer look at Proposition 2, more
precisely at the two rank-1 matrices of T˜ , the subdiagonal s˜ and the product G˜2; :::; n of the Givens
rotations G˜i. Hence we notice that they all have the same denominators. These denominators can
be put outside by means of a diagonal matrix DM which we deAne in the following way:
DM = diag([1=
√
1; 1=
√
2
√
1; : : : ; 1=
√
n−1vn]).
Hence the product G˜2; :::; n is written as follows: G˜2; :::; n = DMG2; :::; n with
G2; :::; n :=


v1 v2 v3 : : : vn−2 vn−1 vn
−2 v1v2 v1v3 : : : v1vn−2 v1vn−1 v1vn
−3 v2v3 : : : v2vn−2 v2vn−1 v2vn
. . .
...
...
−n−1 vn−2vn−1 vn−2vn
−n vn−1vn


;
the rank-2 matrix T˜ = DMT with
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T :=


1
v1
v2
...
vn−1




u11 + d1v1
(v1p1)q2 + u22 + d2v2
...
j−1∑
l=1
vlplqj + ujj + djvj
: : :(
n−1∑
l=1
vlpl
)
qn + unn + dnvn


T
+


0
−1p1
−v1p1v2 − 2p2
...
−
(
i−2∑
l=1
vlpl
)
vi−1 − i−1pi−1
...
−
(
n−2∑
l=1
vlpl
)
vn−1 − n−1pn−1




q1
q2
...
qn


T
and the subdiagonal s˜ such that diag(s˜;−1) = DMdiag(s;−1) with
s := [− d12;−d23; : : : ;−dn−1n]:
Here diag(a;−1) denotes a matrix with a on the subdiagonal and all zeros elsewhere.
This implies that the upper Hessenberg matrix H˜D+S can be written as the product of DM and
another upper Hessenberg matrix HD+S =triu(T )+diag(s;−1), where T still is a rank-2 matrix, and
that the original matrix D + S can be factorized as D + S = G−12; :::; nHD+S . Hence the linear system
(D + S)x = b is equivalent with HD+Sx = G2; :::; nb.
In the next step the last n − 1 Givens rotations Gˆi are applied to the right- and left-hand side
such that the subdiagonal of HD+S is annihilated and only the transformed upper triangular matrix R
remains. (Remark that the matrix R is not the R-factor of the QR-decomposition of D + S because
we have dropped the denominators.)
The last step is to solve the system Rx = bˆ where the strictly upper triangular part of the upper
triangular matrix R comes from a rank-2 matrix. This system can be solved starting from bottom to
top in O(n) Oops (cf. [5]). For the sake of completeness we mention the following Proposition:
Proposition 6. An upper triangular linear system Ax = b where the strictly upper triangular part
of A is the upper triangular part of a rank-r matrix with r independent of the dimension n of A,
can be solved using (4r + 1)n− 5r Bops.
Proof. Because the strictly upper triangular part of A comes from a rank-r matrix, it can be written
as triu(An×n; 1) = triu(Bn×rCr×n; 1). Hence the ith equation is of the form:
Ai; ixi +
n∑
k=i+1
Bi; :C:; kxk = bi
where Bi; : is the Matlab-style notation for the ith row of B and C:; k denotes the kth column of C.
This implies that
xi =
bi − Bi; :
∑n
k=i+1 C:; kxk
Ai; i
:
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Now we apply backward substitution, which is the standard way to solve an upper triangular system,
and rewrite the sum in the formula for xi as C:; i+1xi+1 +
∑n
k=i+2 C:; kxk . Hence the calculation of xi
can be done in 4r + 1 Oops because
∑n
k=i+2 C:; kxk is already calculated in order to And xi+1.
5.2. Construction of a fast URV -solver
As for the QR-solver, we Arst apply the n− 1 Givens rotations G˜i of Section 3.1 on the left-hand
side (D + S)x and on the right-hand side b. Also here we reduce the computational complexity by
neglecting the matrix DM and just looking at HD+S and G2; :::; nb.
In the next step the subdiagonal of HD+S is annihilated. Because the left-hand side is of the form
HD+Sx, we can not just apply the n − 1 Givens rotations Hi to HD+S in order to transform it into
an upper triangular matrix R, but we also have to apply their inverse to the unknown x. Denote
(H1 : : : Hn−1)Tx by y. (Remark that the matrix R is not the R-factor of the URV -decomposition of
D + S because we have neglected the denominators.)
The following step is to solve the system Ry = bˆ where the strictly upper triangular part of the
upper triangular matrix R comes from a rank-2 matrix. This system can be solved starting from
bottom to top in O(n) Oops because of Proposition 6.
Solving x = (H1 : : : Hn−1)y is the last step of this algorithm.
5.3. The algorithms
Next we give the two algorithms.
QR-solver.
As input we give the diagonal of the matrix D, the four generating vectors u; v; p and q of S and
the vector b. The output is the solution of the linear system (D + S)x = b.
I. Transform D+S by means of n−1 Givens rotations G˜i into an upper Hessenberg matrix HD+S
which is built by a rank-2 matrix T = %&T + 'qT and a subdiagonal s. (Remark that we neglect
the matrix DM in both cases.)
A. compute the elements of the vectors  and (:
• i = v2i + · · ·+ v2n,
• (i =√i
B. construct the generating vectors %; & and ' of the rank-2 matrix T = %&T + 'qT:
• %= [1; v1; v2; : : : ; vn−1]T
• &i = (
∑i−1
l=1 vlpl)qi + uii + divi
• '1 = 0
'i = (−
∑i−2
l=1 vlpl)vi−1 − i−1pi−1
C. construct the elements of the subdiagonal s:
si =−dii+1
D. apply the product G2; :::; n to the right-hand side b:
• b˜i = (
∑n
l=i vlbl)vi−1 − ibi−1
• b˜1 =
∑n
l=1 vlbl
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II. Transform the upper Hessenberg matrix HD+S = triu(T ) + diag(s;−1) into an upper triangular
matrix by means of n− 1 Givens rotations Gˆi to the left and store the new diagonal elements
in a vector r:
Gˆi =Givens(%i&i + 'iqi; si)
• apply Gˆi on %,
• apply Gˆi on ',
• apply Gˆi on the right-hand side b˜.
Remark that it is suEcient to apply the Givens rotations only on the vectors % and ' because
T = %&T + 'qT.
III. Solve the upper triangular linear system by backward substitution and the way proposed in the
proof of Proposition 6.
URV -solver.
As input we give again the diagonal of the matrix D, the four generating vectors u; v; p and q of
S and the vector b. The output is the solution of the linear system (D + S)x = b.
I. Equivalent to step I. of the QR-solver.
II. Transform the upper Hessenberg matrix HD+S = triu(T ) + diag(s;−1) into an upper triangular
matrix by means of n− 1 Givens rotations Hi to the right and store the new diagonal elements
in a vector r:
Hi =Givens(%i&i + 'iqi; si)
• apply Hi on &,
• apply Hi on q.
Remark that it is suEcient to apply the Givens rotations only on the vectors & and q because
T = %&T + 'qT.
III. Solve the upper triangular linear system by backward substitution and the way proposed in the
proof of Proposition 6. Remark that this solution is y instead of x because we did not apply
the inverse of the Givens rotations Hi to x yet.
IV. Solve x = (H1 : : : Hn−1)y:
• apply Hi on y.
6. Complexity
With an n-dimensional matrix D+ S, the QR-solver and the URV -solver both only need 54n− 44
Oops and n − 1 square roots. The quantity of memory places needed is 13n + 9 for the QR-solver
and 15n+9 for the URV -solver. The QR-solver proposed in [2] uses 58n Oops and the URV -solver
of [1] 57n Oops, so in both cases our constructed algorithms are a little bit faster.
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Fig. 1. Number of Flops used by the QR-solver, the URV -solver and the QR by MATLAB.
7. Numerical results
The numerical tests were performed on a Linux-pc, running MATLAB-5.3. 1
For the QR-solver, the URV -solver and the QR-solution generated by MATLAB, we calculated
the number of Oops by means of the MATLAB-command FLOPS. Fig. 1 shows that our QR-
and URV -solver indeed have linear complexity and that their amount of Oops is comparable. Even
for very low dimensions, the algorithms proposed in this article are faster than the QR-solver of
MATLAB.
The second test shows that the two solvers we propose in this article are backward stable for
the problems we solve. We built diagonal-plus-semiseparable matrices having condition number
10i ; i=1; 2; : : : ; 16 and for each condition number matrices of dimension 2j; j=1; 2; : : : ; 17. For these
272 test matrices we calculated the relative residuals ‖b˜ − b‖=‖b‖ with b the exact right-hand side
of the linear system we want to solve and b˜ equals Ax˜ where x˜ are the solutions we calculated with
our QR-, respectively URV -solver. As shown in the histograms of Fig. 2, all the relative residuals
are of the order of 10−15.
8. A more general class of diagonal-plus-semiseparable matrices
The deAnition (DeAnition 2) we gave for a diagonal-plus-semiseparable matrix is theoretically
very useful and many algorithms for diagonal-plus-semiseparable matrices are written in terms of
the generating vectors d; u; v; p and q. When the components of these generating vectors are given
with high relative precision, the elements of the diagonal-plus-semiseparable matrix they generate,
are also reconstructed with high relative precision.
1 MATLAB is a trademark of the MathWorks, Inc.
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Fig. 2. Histograms of the relative residuals for the QR- and the URV -solver.
If we start from a semiseparable matrix, however, and apply the QR-algorithm, for example,
to calculate the eigenvectors, a sequence of similar semiseparable matrices is constructed which
converges to a block-diagonal matrix. Hence a loss of numerical stability can occur. For example,
suppose we have the following 5× 5 semiseparable matrix:
Example 1.

1:2738 2:8264 · 10−1 3:8483 · 10−1 7:4397 · 10−3 5:1648 · 10−11
−5:7004 · 10−1 2:2236 8:6760 · 10−3 1:6773 · 10−4 1:1644 · 10−12
1:2664 · 10−1 −4:9398 · 10−1 2:5026 6:2603 · 10−4 4:3461 · 10−11
−1:6459 · 10−4 6:4202 · 10−4 −3:2527 · 10−3 1:0000 · 102 4:5647 · 10−17
1:5753 · 10−12 −1:5858 · 10−13 1:5679 · 10−12 4:8030 · 10−8 1:0000 · 105


:
Representing the lower triangular part of this matrix with the generators u and v gives us the
following vectors:
u= ( 1:5753 · 10−12 −1:5858 · 10−13 1:5679 · 10−12 4:8030 · 10−8 1:0000 · 105 )T;
v= ( 8:0861 · 1011 −3:6187 · 1011 8:0391 · 1010 −1:0448 · 108 1:0000 )T:
Because the Arst element of u is of order 10−12 and is constructed by summations of elements
of order 1, we can expect that this element has a precision of only 4 signiAcant decimal digits left.
Using this number to reconstruct the elements within the matrix only give these elements with a
limited number of exact digits.
Hence a more stable way of representing diagonal-plus-semiseparable matrices is needed. For
a diagonal-plus-semiseparable matrix D + S of dimension n, this new representation consists of
E. Van Camp et al. / Journal of Computational and Applied Mathematics 164–165 (2004) 731–747 745
a diagonal d = [d1; : : : ; dn] to construct the diagonal matrix D, a sequence of Givens rotations
Gl = [Gl1; : : : ; G
l
n−1] and a vector dl = [dl1; : : : ; dln] to construct the lower triangular part of the
semiseparable matrix S, and another sequence of Givens rotations Gu = [Gu1 ; : : : ; G
u
n−2] and a vector
du = [du1; : : : ; d
u
n−1] for the strictly upper triangular part of the semiseparable matrix S. An important
remark is that this way of representing diagonal-plus-semiseparable matrices is as cheap as the
representation with generating vectors in memory use.
The following Agures denote how the lower triangular part of the semiseparable matrix S can be
constructed. The elements denoted by  form already a semiseparable part. Initially one starts on
the Arst 2 rows of the matrix. The element dl1 is placed in the upper left position, then a Givens
transformation Gl1 is applied, and Anally to complete the Arst step element d
l
2 is added in position
(2; 1). Only the Arst two columns and rows are shown here.(
dl1 0
0 0
)
→ Gl1
(
dl1 0
0 0
)
+
(
0 0
0 dl2
)
→
(
 0
 dl2
)
:
The second step consists of applying the Givens transformation Gl2 on the second and the third row,
furthermore dl3 is added in position (3; 3). Here only the Arst three columns are shown and the
second and third row. This leads to:(
 dl2 0
0 0 0
)
→ Gl2
(
 dl2 0
0 0 0
)
+
(
0 0 0
0 0 dl3
)
→
(
  0
  dl3
)
:
This process can be repeated by applying the Givens transformation Gl3 on the third and the fourth
row of the matrix, and afterwards adding the diagonal element dl4. After applying all the n − 1
Givens transformations Gl and adding all the diagonal elements dl, the lower triangular part of a
semiseparable matrix is constructed.
The construction of the strictly upper triangular part of the semiseparable matrix S is similar:
apply the same n− 2 steps on du and Gu as for the lower triangular part, but with multiplying by
Gui
T to the right at the ith step instead of to the left.
At last the diagonal matrix D=diag(d) is added and hence the diagonal-plus-semiseparable matrix
D + S is constructed.
Suppose the Givens and vector representation of a diagonal-plus-semiseparable matrix D + S is
known. When denoting the Givens transformations as
Gli =
(
cli −sli
sli c
l
i
)
and Gui =
(
cui −sui
sui c
u
i
)
:
The elements D + S(i; j) are calculated in the following way:
D + S(i; j) = cli s
l
i−1s
l
i−2 · · · sljdlj for j¡ i¡n;
D + S(i; j) = cuj s
u
j−1s
u
j−2 · · · sui dui for i¡ j¡n;
D + S(n; i) = sli s
l
i−1s
l
i−2 · · · sljdlj for j¡ i = n;
D + S(i; n) = suj s
u
j−1s
u
j−2 · · · sui dui for i¡ j = n;
D + S(i; i) = clid
l
i + d(i) for i = j6 n:
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The elements of the semiseparable matrix can therefore be calculated in a stable way.
Looking back at Example 1,
Example 2 (Example 1 continued): The Givens-vector representation of the matrix in Example 1 is
the following: (In the Arst row of Gl the elements cl1; : : : ; c
l
4 are stored and in the second row the
elements sl1; : : : ; s
l
4. Similar for G
u.)
Gl =
(
9:0903 · 10−1 9:7620 · 10−1 9:9999 · 10−1 1:0000
−4:1672 · 10−1 −2:1686 · 10−1 −1:2997 · 10−3 4:8030 · 10−10
)
;
dl =
(
1:4012 2:2778 2:5026 1:0000 · 102 1:0000 · 105 ) ;
Gu =
(
5:9187 · 10−1 9:9981 · 10−1 1:0000 · 10−1
8:0603 · 10−1 1:9329 · 10−2 6:9423 · 10−8
)
;
du =
(
4:7753 · 10−1 8:67764 · 10−3 6:2603 · 10−4 4:5647 · 10−7 ) :
All the elements of the semiseparable matrix can be reconstructed now with high relative precision.
The class of matrices that can be built with this new representation is even larger than the class of
diagonal-plus-semiseparable matrices deAned in DeAnition 2. More precisely, this new representation
can represent all diagonal-plus-semiseparable matrices deAned as follows:
Denition 3. A matrix D + S is called a diagonal-plus-semiseparable matrix of semiseparability
rank 1 if all sub-matrices which can be taken out of the strictly lower, respectively strictly upper
triangular part, of the matrix D + S have rank 6 1 and there exists at least one sub-matrix having
exact rank 1.
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Fig. 3. Histograms of the relative residuals for the QR- and the URV -solver with new representation.
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It can be shown that this larger class of diagonal-plus-semiseparable matrices as deAned in Def-
inition 3 is the pointwise closure of the class of diagonal-plus-semiseparable matrices according to
DeAnition 2.
For more details about this new representation, see [7].
For the QR- and URV -solver presented in this paper, we also made a non-trivial implementa-
tion for this new representation. The computational complexity is still linear and, as the numerical
experiments applied on the same test matrices as we used for the representation with generat-
ing vectors show, the backward stability is preserved (see Fig. 3). The software is available at
www.cs.kuleuven.ac.be/∼marc.
9. Conclusions
By exploiting the speciAc structure of the factors of a QR-and a URV -factorization of diagonal-
plus-semiseparable matrices, we constructed two fast and backward stable solvers for diagonal-plus-
semiseparable linear systems, deAned by DeAnition 2 as well as for the more general class deAned
by DeAnition 3.
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