Basic Definitions
Each x ∈ R has a continued fraction representation given by
where a 0 ∈ Z and a i ∈ N for all i ≥ 1.
We now define some operations on R that will be frequently used in our discussion.
Definition 1 ( · and · ). We define the floor function · : R −→ Z to be x → z, where z is the greatest integer less than or equal to x. The fractional part of x is given by the function · : R −→ R defined by x → x − x . As x = [0; a 1 , a 2 , . . . ], we will focus on x ∈ [0, 1). That is to say, we will be taking a 0 = 0 in what follows and suppress the writing of a 0 = 0 so that by [a 1 , a 2 , . . . ] we mean [0; a 1 , a 2 , . . . ].
The Continued Fraction Algorithm
Define T : (0, 1) → (0, 1) by T x = 1 x . T is called the Gauss map. The following shift property for T will be crucial in our analysis. Put x 0 = x ∈ R and write:
. . . . . .
This gives us a coding of (0, 1) by the shift space on a countable alphabet. Under this coding, the intervals 1 n + 1 , 1 n correspond to the time-0 partition in X = N N when x ∈ [0, 1) is coded by [a 1 , a 2 , a 3 , . . . ] ∈ N N : 1 n + 1 , 1 n = {x ∈ (0, 1) : a 1 (x) = n}.
Example. x= √ 2/2 ∈ [0, 1) has coding [1, 2, 2, 2, 2, . . . ].
A Recurrence Relation
Put p n q n = [a 1 , a 2 , a 3 , . . . , a n ].
In slightly misleading terminology, p n q n = [a 1 , a 2 , a 3 , . . . , a n ] is called the n'th convergent and a n is called the n'th partial quotient. Setting p −1 q −1 = 1 0 and p 0 q 0 = 0 1 , we obtain p n+1 q n+1 = p n−1 + a n+1 p n q n−1 + a n+1 q n , for all n ≥ 0, which we may write in the form p n−1 p n q n−1 q n = 1 0 0 1 0 1 1 a 1 0 1 1 a 2 . . . 0 1 1 a n , that is p n p n+1 q n q n+1 = p n−1 p n q n−1 q n 0 1 1 a n+1 .
Now, suppose that x = [a 1 , a 2 , . . . ]. Then it can be shown that
for some θ n ∈ [0, 1], and
for all n.
The Gauss Measure on [0, 1)
It turns out that T preserves the Gauss measure given in the following definition.
Definition 3 (Gauss measure). The Gauss measure G on [0, 1) is given by
It is clear that this is a measure and that G has the same null sets as Lebesgue measure, so that a statement holding almost everywhere with respect to Gauss measure also holds m-.a.e., where m is Lebesgue measure. It is also easy to see that
for all measurable sets A. Proof. Fix t > 0. We show that GT −1 [0, t] = G[0, t], and this yields the result. It is easy to verify that
In a letter to Laplace, Gauss stated essentially that the iterates of Lebesgue measure under T converge to G in that m(T −n I) −→ G(I) for every interval I. Kuzmin, Lévy, and Wirsing showed that that the convergence is exponentially fast:
for all I and n, with γ 0.303663. Better understanding of this phenomenon may involve the Riemann Hypothesis.
Ergodicity of T with Respect to Gauss Measure
Definition 5 (The relation ). For expressions u and v, u v means that there are positive constants c 1 and c 2 such that c 1 v ≤ u ≤ c 2 v. Definition 6. For [a 1 , a 2 , . . . , a n ] define the interval
Note that the intervals I n [a 1 , . . . , a n ] have lengths that shrink uniformly to 0, since m(I n ) ≤ c/2 n .
Theorem 7.
T is ergodic with respect to the Gauss measure G.
Proof. The key fact that we will use is that
for all B ∈ B.
Let us fix n and a 1 , . . . , a n . Then,
To establish the claim, we check it first for n = 1:
since p −1 = 1, p 0 = 0, q −1 = 0, q 0 = 1 and p n+1 = a n p n + p n−1 with q n+1 = a n q n + q n−1 . Now, let us consider the n + 1 case, assuming the induction hypothesis. We have 1
. By induction, the above is equal to
This establishes the claim.
Next, we compute
.
1, and so for every A ∈ B we have
Because m and G are comparable measures, we have now established that
for every A ∈ B. Now suppose T −1 A = A and G(A) > 0. We have that
for every n. Since the I n generate, we have
for every B ∈ B. Now take B = A c . Then G(B) 0, so G(B) = 0 and A is thus a set of full measure with respect to Gauss measure. This establishes G-ergodicity of T .
f -Expansions
Recall that we have established that the Gauss map T x = Often one can find an invariant measure for f that is absolutely continuous with repsect to m and analyze the resulting dynamical system.
Average Size of the Entries in a Typical Continued Fraction
We consider now estimates of the growth rates of a n (and q n in the next section) for typical x. First, note that
Thus, a 1 is finite almost everywhere but not integrable with respect to either the Gauss measure or Lebesgue measure. Hence, from a slight converse of the Ergodic Theorem, we obtain
In particular, for each k, {x : |a n (x)| ≤ k for all n} is a null set. Typical points x have many large a n (x)'s. Now we estimate the average exponential growth rate of a n (x). Let
almost everywhere as m → ∞.
Average Rate of Growth of the Denominators
12 log 2 a.e.; that is,
almost everywhere as n → ∞.
Proof. We begin with the following calculations:
, where we have used the fact that 1 + 1 4
. We claim that
a.e. as n → ∞. The relationship
for all n ≥ 0 and x ∈ [0, 1] can be easily verified using a "semi-strong induction" in the sense that the n − 1 and n − 2 cases are assumed in the induction hypothesis to establish the n case. To establish the claim, we proceed as follows:
But, a 2 , a 3 , a 4 , . . . ], we have T n−j x = [a n−j , a n−j+1 , . . . , a n , . . . ] ∈ I j [a n−j , . . . , a n−1 ].
As m(I j ) 1 2 j , we have
We now show that x − p n (x) q n (x) and x p n (x)/q n (x) − 1 are both small,
uniformly in x. To that end, if 0 ≤ u ≤ 1 and v u − 1 < ε, then applying the Mean Value Theorem yields
Hence, if
then we have
Since p n−1 q n − p n q n−1 = (−1) n , the above expression becomes
Noting that a n+1 ≤ 1/t < a n+1 + 1, we obtain
Using the recurrence relations in the denominator of the above expression yields 1
Finally, the facts
for every n ≥ 2 establish that
An important consequence is the determination of the speed with which the continued fraction convergents approximate their target point.
6 log 2 almost everywhere.
Proof. Note that
But log(q n+1 + q n ) ∈ (log(2q n ), log(2q n+1 )), and the result follows.
Corollary 11. The entropy of the Gauss map
with the Gauss measure is π 2 6 log 2 .
Proof. The basic intervals I a 1 ...an = {x : a 1 (x) = a 1 , . . . , a n (x) = a n } generate the σ-algebra of Lebesgue measurable sets. The countable time-0 partition α = {I 1 , I 2 , . . . } (with I n = {a n = n}) forms a countable generator for T :
Therefore, the entropy with respect to the Gauss measure is h G (T ) = h G (α, T ), the entropy with respect to the time-0 partition α. By the Shannon-McMillan-Breiman Theorem, almost everywhere, where α n (x) = I a 1 (x)...an(x) is the cell of the partition α n = α ∨ T −1 α ∨ · · · ∨ T −n+1 α to which x belongs. From the above,
Finally, since G m, it follows that
6 log 2 a.e.
The Farey Tree
John Farey [1] was a surveyor, geologist and amateur astronomer, among other things. He occasionally found the time to write articles in the Philosophical Magazine. John Farey discovered the so-called Farey tree and Farey series in 1816 during Napoleonic times. These ideas were in reality first suggested by C. Haros circa 1802. However, Cauchy was apparently not aware of the work of Haros and attributed the tree to Farey, and this mistake has been repeated ever since.
The Farey tree can be constructed as follows, reminiscent of the construction of Pascal's Triangle.
( (4) No row is defined until the preceding row is defined. That is, the n'th row depends only upon the columns defined by the entries in rows 1 through n − 1. (5) Each entry defining a column has numerator (resp. denominator) the sum of the numerators (resp. denominators) of the fractions which define the column to the immediate left and immediate right of the present entry. (6) If the present entry is in the leftmost column (and hence there is no fraction to its left), the entry is determined by summing the numerators (resp. denominators) of the fraction to its immediate right and the fraction 0 1 . (7) If the present entry is in the rightmost column (and hence there is no fraction to its right), the entry is determined by summing the numerators (resp. denominators) of the fraction to its immediate left and the fraction Remarkably, every rational number in (0, 1) appears exactly one time in this array. Every real number in (0, 1) corresponds to a unique finite or infinite path on the Farey tree.
Example. In Figure 1 , the entry , since the entry to the immediate left was 4 7 and the entry to the immediate right was 3 5 . Note that one of the summands was not in the row immediately previous to are Farey neighbors whose mediant is Let us now recall our earlier matrix product for continued fractions. We have p n = a n p n−1 + p n−2 and q n = a n q n−1 + q n−2 with p −1 = q 0 = 1 and q −1 = p 0 = 0. This gives rise to the matrix formula Recall the recurrence p n = a n p n−1 + p n−2 and q n = a n q n−1 + q n−2 with p −1 = q 0 = 1 and q −1 = p 0 = 0. Now we have Example (Farey fraction convergents). As before, let
We then have n = 1, j = 1 : Thus, the first few Farey fractions for x are: where these fractions are those computed from the above list, followed by the OCF approximant for each n. Successive entries are Farey neighbors, as can be seen by descending to each of these entries in the Farey tree (see Figure 1 ).
The n'th OCF, p n /q n , is the best rational approximation to x whose denominator is no greater than q n . The n'th Farey approximant s n /t n is the best one-sided rational approximation to x among the set of all rational numbers s/t with t ≤ t n . This means that there are no s/t closer to, and on the same side of, x than s n /t n with t ≤ t n (although there might be an OCF convergent that is closer to x on the other side). When we arrive at j = a n , we hit a new OCF convergent, on the current side of x, closer than the previous OCF convergent. These approximations can be visualized in terms of integer lattice points in the plane that are closer, in terms of the vertical distance, to the line of irrational slope x through the origin than others nearer the origin: see Figure 2 .
Sinai [8] provides an explanation of OCF and Farey convergents in terms of rotations of the circle through an angle 2πx, or addition by x mod 1 (for x = [a 1 , a 2 , . . . ] irrational). Let I 0 denote the arc from 1 to e 2πix on the unit circle, or alternatively the subinterval [0, x] of [0, 1]. Since a 1 = 1/x , we have a 1 x ≤ 1 < (a 1 + 1)x, so that we can lay off exactly a 1 arcs (intervals) of length 2πx (or x) before slopping over the initial point 1 (end): see Figure 3 . Observe now that Consequently, if kl(
Thus (in a kind of renormalization) when we begin at the right endpoint x of I 0 , we can lay off exactly a 2 intervals of length l(I 1 ) before slopping over the other end of I 0 : see Figure 4 . The approximation 0 ≈ x − a 2 l(I 1 ) = x − a 2 (1 − a 1 x) is equivalent to the OCF approximation x ≈ a 2 /(1 + a 1 a 2 ) = 1/(a 1 + 1/a 2 ). The extra division points which approximate 0, before switching sides, correspond to the Farey approximations to x.
Dynamics of Farey and Continued Fraction Expansions
Recall that we start with p −1 = q 0 = 1, q −1 = p 0 = 0, and 
Label the edges of the Farey tree leaving each vertex by A and B as shown in Figure 5 , with B on the edge toward the vertex with larger denominator. The partial products of the above matrix product, with the initial B suppressed, determine paths on the Farey tree. We agree that for rational x, the path will terminate with A ∞ . As we descend on a path in the Farey tree (Figure 1 ), each decision we make in our descent will correspond to application of A or B. See Figure 5 . The Gauss map T shifts the continued fraction expansion. What is the significance of shifting along the A, B labeling of the entire Farey path?
T corresponds to the shift to just after the next B. The shift on {A, B} N , called the Farey shift, corresponds to a certain map U :
We define U as follows:
The Farey tree sets up the correspondence
, 1] then a 1 = 1 and x ∼ BA a 2 −1 B . . . , i.e., for x ∈ [ 1 2
, 1] the first Farey label of x is B. So, the Gauss map T -our "shift past the next B"-corresponds to the first return map U * to [ 1 2 , 1] of U . Gauss measure dG determines the infinite U -invariant measure dx/log 2 x: we view ([0, 1], U ) as a tower over ([
* , which corresponds to the shift to the next B in labeled Farey expansions, is analytically conjugate via
, 1] to T =Gauss map on [0, 1] shift past the next B in the labeled Farey tree path. The dynamical viewpoint leads to results about the growth rates of Farey as well as OCF denominators. Recall that a 1 + a 2 + · · · + a n n −→ ∞ a.e. dG and that log q n n −→ π 2 12 log 2 a.e. dG.
A more precise result due to Khintchine and Lévy is a 1 + a 2 + · · · + a n n log n −→ 1 log 2 in measure.
Diamond and Vaaler showed that if the largest a k among {a 1 , . . . , a n } is set to 0, then a 1 + a 2 + · · · + a n n log n −→ 1 log 2 a.e. dG.
If the n'th Farey approximant of x is s n /t n , then it is a result of Lagarias that log t n n ∼ π 2 12 log n in measure.
Since Ω = {A, B} N has many natural finite shift-invariant measures, these will carry over to U -invariant measures on the interval [0, 1]. For example, consider the Bernoulli measure B( 
and (for a known constant c)
Similar results hold for Markov measures.
Continued fractions and geodesic flows
One might guess a connection of continued fraction dynamics with the modular group, geodesic flow in hyperbolic space, etc., from the following observations: 
and Every complete surface of constant negative curvature is isometric to a quotient of the upper half plane H, with its hyperbolic metric
, by a discrete subgroup of isometries. The quotient of H by the modular group Γ is called the modular surface; it can be pictured as a sphere with one point removed, dragged to ∞. Geodesics in H are semicircles orthogonal to the real axis and vertical lines. The connection between the Gauss map (shift on continued fraction expansions) and the geodesic flow on H/Γ has been examined by E. Artin and, more recently, C. Series. Series constructs the Farey tessellation F of H: the geodesic triangle τ with vertices at 0, 1, and ∞ and all of its images under Γ. See Figure  8 . The real endpoints of the semicircles are exactly the pairs of Farey neighbors. The basic triangle τ is formed from the fundamental region Ω for J as follows. The half of Ω in the left half plane is translated one unit to the right and adjoined to the right half, obtaining a region R. Letting
we obtain τ = R ∪ M R ∪ M 2 R. Theorem 18. The Gauss map (shift on continued fraction expansions) is almost topologically conjugate (up to a countable set) to the Poincaré map of the geodesic flow on H/Γ for the Poincaré section S.
The geometrical interpretation allows Series to display Gauss measure on [0, 1] as the natural dynamical measure coming from the invariant hyperbolic measure for the geodesic flow on H. Ergodicity and other dynamical properties of the Gauss map T are also consequences. 
