Non-linear aggregation strategies have recently been proposed in response to the problem of how to combine, in a non-linear way, estimators of the regression function (see for instance Biau et al (2016)), classification rules (see Cholaquidis et al (2016)), among others. Although there are several linear strategies to aggregate density estimators, most of them are hard to compute (even in moderate dimensions). Our approach aims to overcome this problem by estimating the density at a point x using not just sample points close to x but in a neighborhood of the (estimated) level set f (x). We show, both theoretically and through a simulation study, that the mean squared error of our proposal is smaller than that of the aggregated densities. A Central Limit Theorem is also proven.
Introduction
Density estimation is still an important and active area of research that has many statistical applications, particularly in supervised and unsupervised learning, see for instance the recent book by Chacón and Duong (2018) . Although this is a well-studied subject, when the data belongs to high or even moderate dimensions, such as R 2 or R 4 , this becomes a difficult problem due to the well-known curse of dimensionality. This is also the case for nonparametric regression. For this last problem, Biau et al (2016) propose a non-linear aggregation method that is very close in spirit to our approach. In Cholaquidis et al (2016) , the authors propose a similar idea for classification. To tackle this problem, we introduce a new non-linear aggregation method that is well designed for moderate dimensions. Our approach is based on two main ideas:
1) The first idea is to compute the estimator of f at the point x using an estimator of a -neighborhood of the level set, i.e, {y : |f (y) − f (x)| ≤ } ≡ B * ( , x), instead of a neighborhood of the point x, see the right-hand panel of Figure 1 and also see Figure 2 . Roughly speaking, under the unrealistic case where B * ( , x) is known, the estimator that we propose behaves as if the data were in one dimension. In general B * ( , x) is unknown, consequently a loss of efficiency will appear, which is related to the estimation of the -neighborhood.
2) The second idea is to perform a nonlinear aggregation method to combine several estimators. This will improve the behavior when, for instance, the underlying true density f is not unimodal and the concentration of mass varies significantly within its support, see Figure  1 .
Similar ideas have previously been considered for density estimation and non-parametric regression. With respect to 1), a related approach can be found in Fraiman et al (1997) , where it is assumed that the density has a particular shape given by the composition of a univariate density with a depth. The particular case of ellipsoidal density has also been considered in Stute and Werner (1991) . In our setup, no particular structure is required to the multivariate density. Starting from the seminal work by Breiman (1996) , many linear aggregation methods have been developed, see for instance Lecué (2006) ; Rigollet and Tsybakov (2007) ; Bourel and Ghattas (2013) ; Bellec (2017) and the references therein.
Figure 2: 0.02-neighbourhood of a level set for a mixture of three bivariate Gaussian distributions, the first with mean (0, 0) and covariance matrix Σ = diag(1, 1), the second with mean (1, 1) and covariance matrix Σ = diag(1/2, 1/2), the last with mean (1, −1) and covariance matrix Σ = diag(1, 1), f (x) = 0.05
The rest of this paper is organised as follows. In Section 2, we introduce the notation and main definitions used through the manuscript. In Section 3, we define a nonlinear aggregation estimatorf agg that is based on a family of density estimators f 1 , . . . , f M , which requires perfect match of the sets {y : |f j (y) − f j (x)| ≤ } for j = 1, . . . , M , see (1). It can also be relaxed to a partial matching because it will be defined later. In Subsection 3.3, we prove that the aggregated strategy is asymptotically optimal in the sense that it behaves as well as the best density estimator within the family. In Subsection 3.4 we prove consistency in L 2 , under mild regularity conditions on f . A Central Limit Theorem is proven in Subsection 3.5 for the case M = 1. Lastly, in Section 4 we perform some simulations in dimensions 2 and 4, which illustrate the good performance of our approach.
Notation
Let us consider R d endowed with the d-dimensional Lebesgue measure µ. For r > 0, B(x, r) denotes the open ball of radii r > 0, and ω d = µ(B(0, 1)). Given A ⊂ R d , we will denote by B(A, ) the parallel set of radius of A, that is B(A, ) = {y ∈ R d : d(y, A) < } where d(y, A) = inf a∈A y − a , and · denotes the Euclidean norm. Given a kernel function K :
, where I A stands for the indicator function of the set A. We will denote K h (x) = K(x/h) and B * ( , x) = {y : |f (x) − f (y)| < }.
The combined estimator
Throughout this manuscript, we will assume that f is a density, bounded from above, such that f (X) ∈ L 2 . Let D n = {X 1 , . . . , X n } be iid random vectors with the same distribution f as X. We split D n into two disjoint subsets, namely
For > 0, we define the combined neighborhood of radius , B( , x), of a given point x to be
Let us consider the estimator of P X (B( , x)), given by
Lastly, the aggregated density estimator is defined aŝ
A smoothed approach
Instead of the indicator function used in (2), we can use a one dimensional kernel K. Define,Ñ
where K fulfils,
Then the alternative aggregated estimator is defined as,
An alternative approach
Let > 0 and 0 ≤ η < 1, define the η-neighborhood of radius , B η ( , x), of a given point x to be
Observe that the for η = 0 we get B η ( , x) = B( , x). We define the η-density estimator,f agg,η (x) as in (4) replacing B( , x) with B η ( , x). Regarding (6) we can definẽ
Optimality
The following proposition (which is the analogous for our setup of Proposition 2.1 in Biau et al (2016) ), states that the combined estimator behaves as well as the best density estimator, except for the second term, which will be proven to converge to 0 (see Theorem 1).
Proposition 1 With the notation introduced previously
where X is independent of D n and T (f k (X)) = E(f (X)|f k (X)).
Remark 1 It is easy to see that Proposition 1 holds forf agg (X). Now we will state two Lemmas (whose proofs are given in the Appendix), the first proves that the theoretical estimator T (f k (X)) converges in L 2 to f (X), as k → ∞. The second proves that under point-wise consistency of the density estimators, for all > 0, with probability one µ(B( , x)) → µ(B * ( , x)) as k → ∞ for almost all x. To do this, let us introduce the following condition, K1 A random variable X with distribution P X and density f fulfils K1, if P(f (X) = a) = 0 for all a ∈ R.
Lemma 2 Let X be random variable with distribution P X whose density f is continuous. Let D k = {X 1 , . . . , X k } be an iid sample of X and f 1 , . . . , f M be continuous density estimators (built from
• B * ( , x) is compact, and B( , x) is compact a.s.
and
Consistency
Because the first term in the right-hand side of (8) does not depend on l and converges to 0 if at least one of the density estimators is mean square error consistent, to prove the consistency (taking limit first in l and second in ) for the aggregated estimator, we only need to prove that the second term in the right-hand side of (8) converges to 0 in mean square error. This is done in the following Theorem, under mild regularity restrictions on P X , as well as point-wise convergence for the density estimators and uniform equicontinuity. Recall that a sequence of functions {g k } k is said to be uniformly equicontinuous if for all > 0 there exists δ = δ( ) such that for all k,
All of the proofs of this section are given in the Appendix.
Assumptions
We will consider the following set of assumptions H1 The density estimators f 1 , . . . , f M based on a sample D k fulfils H1 if with probability one, the sequences {f 1 } k , . . . , {f M } k are uniformly equicontinuous and the δ = δ( ) of the uniform equicontinuity is bounded from below by δ 0 ( ) > 0.
H2 The density estimators
Theorem 1 Let us assume K1, H1 and H2. We assume also that, for all
Theorem 2 Under the hypotheses of Theorem 1. If K is a kernel function, bounded from above by c 2 < ∞, that fulfils (5), then
Remark 2 1) Corollary 1 Einmahl and Mason (2005) proves that if f is uniformly continuous (with some regularity conditions on the kernel K), then the multidimensional kernel density estimator converges almost surely, uniformly, by choosing a suitable bandwidth. It is easy to see that this entails the required uniform equicontinuity on the estimators.
2) Following the same ideas used to prove Theorem 1, it can be proven that
If the density f is bounded from below by a positive constant, we have the following direct corollary.
Corollary 1 Under the hypotheses of Theorem 1, if in addition the density f fulfils that there exists C and A such that 0
A central limit theorem
The following theorem states that a central limit theorem forf agg (x) holds, when the limit is taken first as k → ∞ and second as l → ∞.
is compact, and B( , x) is compact a.s. for all < 0 .
•
We have,
Remark 3 The previous theorem depends on the calculus of µ(B * ( , x)), which is in general unknown. However, in some cases it can be estimated, by means of a Monte-Carlo method, using a uniformly consistent estimator f n of f and a sample of uniformly distributed random variables on a box containing the set B * ( , x).
For the special case of spherical densities (i.e., f (x) = h( x 2 ) for some h : R → R), the limit of µ(B * ( , x))/ can easily be derived, as is proven in the following proposition.
Proposition 2 Let f be a spherical density such that h is strictly decreasing and h is continuous on a neighbourhood containing x 2 , then, for all x such that f (x) > 0, and ∇f (x) > 0,
where Γ is Euler's gamma function.
Models used for the simulations
First, we performed a simulation study to assess, in terms of the mean square error, the proposed aggregation strategy. Second, we evaluate the departure from normality in Theorem 3. Five different distributions were considered:
1 Beta, with density
2 Normal, with mean 0 and variance Σ = diag(σ
To build the estimatorf agg we considered five kernel-based density estimators f k,γ 1 , . . . , f k,γ 5 computed with different bandwidth γ 1 , . . . , γ 5 . The bandwidths were chosen as follows: first we compute the leave-one-out cross validation bandwidth hcv based on a sample of size k. This value is kept fixed along the replicates. Then, we fix γ 1 = 0.9 × hcv, γ 2 = 0.95 × hcv, γ 3 = hcv, γ 4 = 1.05 × hcv and γ 5 = 1.1 × hcv. We choose k = l = 2000 for d = 2 and k = l = 4000 for d = 4. Let us denote hcvu the leave-one-out cross validation bandwidth based on the whole sample. The parameter l was selected as follows: first, we compute the five kernel-based density estimators f k+l,h 1 , . . . , f k+l,h 5 based on the whole sample D k ∪ E l , with bandwidthh 1 = 0.9×hcvu,h 2 = 0.95×hcvu,h 3 = hcvu,h 4 = 1.05×hcvu andh 5 = 1.1×hcvu, we then compute the average of them; i.e, f (x) = (f k+l,h 1 + . . . + f k+l,h 5 )/5.
Finally, l is the value that minimize f agg − f 2 (where · 2 denotes the L 2 norm). The measures µ(B( l , x)) are computed by Monte-Carlo method using 20000 and 40000 uniformly distributed random variables in dimensions 2 and 4, respectively. Two different kernels where considered: the Epanechnikov kernel (denoted by E), and the Gaussian kernel (denoted by G). The whole procedure is repeated 100 times. We report f agg − f 2 , estimated from a test sample, uniformly distributed over a rectangle in R 2 , or R 4 . Figure 3 shows the level sets for the density of model 4 (left panel) and model 5 (right panel). The results in tables 1 to 4 show that except for some results in Table  1 , the best performance is obtained by the aggregated estimator. Moreover, Table 1 also shows that in 5 over 8 models, this is also the case.
To illustrate Theorem 3, we have considered a bi-variate normal distribution with variance Σ = Id and mean (0, 0). We fixed the point x as (1/2, 1/2) for the normal distribution. The measure µ(B * ( , x)) is computed exactly from the density, in this case f (1/2, 1/2) = 0.1239 and for = 0.005, µ(B * ( , x)) = 0.5088. We have chosen l = 1000, k = 6000, computed µ(B * ( , x))l(f agg (x) − f (x)) and repeated 1000 times. The estimatorf agg was built using f k,hcv (with Gaussian kernel). The density of the N (0, f (x)) was estimated using a kernel density estimator, with a univariate Gaussian kernel with bandwidth 0.15. The result is shown in Figure 4 and the summary is given in 2 in dimension 2 and 4000 uniformly distributed points on [0, 5] 4 in dimension 4. 2) The aggregated estimator behaves better than all of the density estimators used for the aggregation.
3) We performed a small simulation study, which shows that in all cases the aggregation outperforms the kernel rules built with the sample D k . In addition, in most of them, it outperforms the kernel rules built with the whole sample D n . 4) Our simulations suggest that the second term in (8) is negligible with respect to the first term, but we were not able to prove this point theoretically.
5) The aggregation method is quite sensitive to the choice of the parameter ; however, because it is shown in the tables, our recipe seems to work well. 
Conditionally to f k (X) and D n ,f agg (X) is constant, then
2 , where the minimum is taken over the functions g such that g(f k (X)) ∈ L 2 , (8) follows. Proof of Theorem 1 First let us bound the second term in (8),
If we denote
Conditionally to f k (X) and D k , the random variable l j=1 I B( ,X) (X k+j ) is binomial with probability P[X k+1 ∈ B( , X)|f k (X), D k ]. Then
Since {f 1 } k , . . . , {f M } k are uniformly equicontinuous, for all > 0 there exists δ = δ( ) > 0 such that for all m = 1, . . . , M , and all k, |f m (x) − f m (y)| < if x − y < δ. By hypothesis we can assume that δ > δ 0 = δ 0 ( ). Then, B(x, δ 0 ) ⊂ B( , x), from where it follows,
Regarding I 2 , observe that,
To prove this lim →0 lim l→∞ I 2 = 0, by Lemma 1, it is enough to show that
Because f is bounded due to the dominated convergence theorem, it is enough to prove that
Let x such that for all m = 1, . . . , M , f m (x) → f (x). For such x there exists 0 = 0 (x) such that for all < 0 , the sets B( , x) are compact a.s, and B * ( , x) is compact, then by Lemma 2 µ(B( , x)) → µ(B * ( , x)) a.s. By using again the dominated convergence theorem, we obtain that, with probability one,
Lastly, (12) follows from the fact that for all > 0 and for all t ∈ B * ( , X),
Proof of Lemma 1
By Lemma 1.3 in Alonso and Brambila-Paz (1998) , it is enough to prove that the sequence of σ-algebras {σ(f i (X))} i , P-approaches σ(f (X)); i.e., for all B ∈ σ(f (X)) there exists
Because the sequence of sets {B i (1/r) c ∩ B ∩ H i ( 1 )} r is increasing as r increase,
Because the sequence of sets {B i (1/r) ∩ B c ∩ H i ( 1 )} decreases as r → ∞,
Because P(f (X) = a) = 0 = P(f (X) = b), for all δ > 0 there exists
By (14) and (13) for all δ > 0,
Proof of Lemma 2
Let us fix x such that µ[B * ( + δ, x) \ B * ( − δ, x)] → 0 as δ → 0, and f m (x) → f (x) for all m. First we will prove that, for all δ > 0, with probability one, for k large enough B( , x) ⊂ B * ( + δ, x). Since f and f m are uniformly continuous on B( , x) we can take Q = {q 1 , . . . , q s } ⊂ B( , x) such that for all y ∈ B( , x) there exists q = q(y) ∈ Q such that |f (y)−f (q)| < δ/3. Let y ∈ B( , x) and q = q(y) ∈ Q such that |f (y) − f (q)| < δ/3. Then,
Let k large enough such that for all q ∈ Q, |f (q) − f m (q)| < δ/3, and
Now let us prove that for all δ > 0 such that − 3δ > 0, B * ( − δ, x) ⊂ B( , x) a.s, as k → ∞. Proceeding as before, let us consider
Let k be large enough such that for all q ∈ Q |f (q ) − f m (q )| < δ/3, and |f m (x) − f (x)| < δ/3. Because q ∈ B * ( − δ, x), |f (x) − f (q )| < − δ, from where it follows that y ∈ B( , x). Lastly µ[B * ( + δ, x) \ B * ( − δ, x)] → 0 implies (9). To prove (10) let γ > 0 and κ small enough such that P X (B * ( + γ, x)) − P X (B * ( − γ, x)) < κ, for that δ, with probability one, we can take k large enough such that, P X (B * ( −γ, x)) ≤ P X (B( , x)) ≤ P X (B * ( +γ, x)).
Because f and K are bounded, due to dominated convergence theorem, it is enough to prove that
. (15) Indeed, by using again dominated convergence theorem, together with Lemma 2, we obtain that,
Meanwhile,
Lastly, (15) follows from (5) and the fact that for all t ∈ B * ( , X) |f (t) − f (X)| ≤ .
Proof of Theorem 3
First, let us prove that
By Lemma 2 we get that for all fixed l,
Lastly, from
it follows (16). Let us write
Since f (x) > 0 then µ(B * ( , x)) < ∞ for small enough. From (17) and (18) together with (19) and l 2 → 0, it follows that lim l lim k I 2 = 0 a.s.
Let us denote Y 1 , . . . , Y l the random sample in E l (i.e X i+k = Y i for i = 1, . . . , l). From (4) together with (17) and (18),
a.s.
Let us denote
We will use the following version of the central limit theorem for triangular arrays.
Theorem (Lindeberg.) Let Z l1 , . . . , Z ll independent r.v. such that for all r = 1, . . . , l, E(Z lr ) = m lr and Var(Z lr ) = σ
Let us consider = l → 0, define for j = 1, . . . , l,
From µ{y : f (x) = f (y)} = 0 we get P X (B * ( , x)) → 0 as → 0, and then using (19) it follows,
To prove (20)
Since f is bounded and µ(B * ( , x))l → ∞ it follows that µ(B * ( , x))V l → ∞. Then, with probability one, for l large enough, I |I B * ( ,x) (Y j )−P X (B * ( ,x))|≥αµ(B * ( ,x))V l = 0 and then it follows (20). Now from (21), as l → ∞, µ(B * ( , x)) lP X (B * ( , x))(1 − P X (B * ( , x)))
µ(B * ( , x)) P X (B * ( , x))(1 − P X (B * ( , x))) lµ(B * ( , x)) f * (x)− P X (B * ( , x)) µ(B * ( , x)) 
Proof of Proposition 2
Let us denote L(λ) = {y : f (y) > λ} the λ level set of f , since f is spherical for all x ∈ int(S) being S the support of f , ∇f (x) = 2h ( x 2 )x and then, using that h is a continuous function on a neighbourhood containing x 2 , for small enough, ∇f (x) is a continuous function on B * ( , x). Since f (x) > 0 B * ( , x) is bounded and then f is Lipschitz on B * ( , x) for small enough. By Theorem 3.1 in Federer (1959) we can write,
where H 
Since h is decreasing we get that B * ( , x) = {y : |h( y 2 ) − h( x 2 )| < } decreases (to ∂L(f (x))) as decreases. From the continuity of h at x 2 it follows that M = sup z∈B * ( ,x) ∇f (z) = 2 sup z∈B * ( ,x) h ( z 2 ) z → 2h ( x 2 ) x as l → ∞. Analogously, m → 2h ( x 2 ) x . Lastly, from the continuity of H d−1 (∂L(θ)) and (24) 
