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Referat
In dieser Arbeit wird ein Verfahren entwickelt (Infrared Transition Moment Orientational
Analysis, IR-TMOA) um die dreidimensionale Ordnung auf molekularer Ebene in infrarot-
durchla¨ssigen Systemen zu quantifizieren. Es beruht auf der Messung zahlreicher
Infrarotspektren, die unter systematisch variierender Polarisation des einfallenden Lichts
und Ausrichtung der Probe relativ zur optischen Achse aufgenommen werden. So
wird ein repra¨sentativer Ausschnitt des dreidimensionalen Absorptionsellipsoids gemessen.
Die Tensordarstellung dieses Ellipsoids ist a¨quivalent zum quadratischen Mittel der
Verteilungsfunktion der Orientierung der U¨bergangsmomente, was wiederum dem
Ordnungsparameter entspricht. Von zentraler Bedeutung ist ebenfalls, dass die Ordnung
(und Orientierung) spezifisch fu¨r verschiedene molekulare Untereinheiten angegeben werden
kann, da im mittleren Infrarot die U¨bergangsdipolmomente definierten, lokalen Schwingungen
zugeordnet sind.
Im zweiten Teil der Arbeit wird IR-TMOA angewendet um die molekulare Ordnung
von verschiedenen amorphen und kristallinen Untereinheiten in teil-kristallinen Polymeren
(Polycaprolacton, PCL und Polyethylen, PE) zu bestimmen. So kann der Einfluss der
Grenzfla¨chen und der geometrischen Einschra¨nkungen in PCL-Filmen auf Substraten in seiner
Temperaturabha¨ngigkeit charakterisiert werden. Ebenso wird erstmalig in freitragenden PCL-
Filmen in durch mechanische Streckung plastisch deformierten Bereichen die stark biaxiale
molekulare Ordnung quantifiziert. In industriell produzierten PE-Filmen, die unter dem
Einfluss von a¨ußerer mechanischer Spannung kristallisieren, wird die biaxiale Ordnung und
Orientierung vollsta¨ndig charakterisiert und in Abha¨ngigkeit der Pra¨parationsbedingungen
analysiert. Des weiteren wird die Ordnung in einem System aus zwei Phasen untersucht: einer
ferroelektrischen Polymermatrix mit mikrometer-großen Flu¨ssigkristalleinschlu¨ssen (Polymer
Dispersed Liquid Crystals). Dies erlaubt es, den Einfluss eines a¨ußeren elektrischen Feldes
und des remanenten Feldes der Matrix auf die Flu¨ssigkristalle zu quantifizieren.
Durch IR-TMOA wird fu¨r alle Systeme, die infrarot aktive Vibrationen aufweisen,
eine dreidimensionale molekulare Beschreibung der Orientierung und Ordnung ermo¨glicht.
Dies stellt wiederum einen unverzichtbaren Beitrag zum Versta¨ndnis der unterliegenden
strukturbildenden Prozesse dar und deren Beitrag zur resultierenden makroskopischen
Struktur.
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1. Introduction
Molecular order on macro- or mesoscopic length-scales is observed in a huge variety of
biologic, organic or inorganic systems. The most prominent examples are crystals consisting
of atoms, small molecules or sub-chains of polymers. Such structures may extend over several
centimetres even without providing special conditions during growth. Apart from these
systems, Liquid Crystals (LCs) also exhibit a similar order in their numerous sub-phases.
Interestingly, such macroscopic anisotropy can also be observed in the amorphous phase of
polymers. Here, usually the alignment is stabilized by another component. For example
in spider-silk the hydrogen bonding network and/or the outer skin of the fibre prevent the
pre-ordered chains to collapse.[1–4] On the other hand, in films of semi-crystalline polymers
the internal and external constraints meaning the order of the crystallites and the outer
shape help to conserve the macroscopic anisotropy of the amorphous phase.[5] Similarly,
other multi or single component systems exhibit macroscopic order like Liquid Crystalline
Elastomers,[6] Polymer Dispersed Liquid Crystals and many more. Despite the huge variety
of systems, there is always an intrinsic anisotropic property needed to produce macroscopic
anisotropy by coupling to its surrounding: like an anisotropic unit cell in crystals,[7] or the
anisotropic crystal-growth in polymer crystallites,[5, 8, 9] the shape of a LC-mesogen,[10,
11] the anisotropic polar coupling in a ferroelectric material, or even external or internal
constraints imprinted during the production process as in natural or synthetic fibres and
films.[5, 12, 13]
The physical properties influenced by molecular order are as diverse as the systems, which
exhibit such order. One may find variations of the optical transmission and birefringence.[8,
14] Electrical properties like the piezoelectric coefficient or charge carrier mobility are af-
fected.[15, 16] Furthermore, mechanical properties become anisotropic in ordered systems as
well.[6] There is also an impact on more complicated characteristics like durability or barrier
properties (diffusion of gases), when it comes to packaging applications or usage for pipes.[5,
9] Therefore, a detailed characterization of the macroscopic molecular order is needed to
understand the physical properties of ordered materials and tailor them for application.
In this thesis the theoretical background (including possible approximations) is derived to
measure a three-dimensional molecular order parameter tensor by Infrared (IR)-spectroscopy.
This tensor is a three-dimensional extension of Herrmann’s orientation function.1.1 In contrast
to the one-dimensional orientation function,1.2 the order parameter tensor comprises the
degree of alignment1.3 along the three principal orientation directions together with the
1.1essentially meaning the quadratically averaged orientation distribution
1.2as commonly used in the field of LCs
1.3or equivalently order
1
List of symbols
respective directions. In other words order and orientation are characterized simultaneously.
Furthermore, based on the specificity of the IR spectral region, we quantify order specifically
for the different molecular moieties,1.4 e.g. crystalline and amorphous sub-chains in polymers
or different moieties of a macromolecule.
Great emphasis is placed on a model free derivation of the order parameter tensor. This is
achieved by varying the electric field1.5 of the incident IR-radiation in all three dimensions with
respect to the sample. In particular, the sample is inclined systematically to the optical axis,
while polarization dependent IR-spectra are recorded. Consequently, no special symmetry or
alignment of the orientation distribution with respect to the sample needs to be assumed,
enabling one to trace the response of the molecular orientation distribution to a wide range of
experiments.[17] The underlying experimental procedures and analysis routines are discussed
in conjunction with the theoretical background and the resulting method is termed Infrared
Transition Moment Orientational Analysis (IR-TMOA).
This work is focussed on micrometre-thick films of polymeric systems. But IR-TMOA has
also been applied successfully to determine the order parameter tensor of organic molecules in
inorganic host matrices,[10, 18], as well as thin supported films of organic semiconductors[19]
and can be extended to any IR-translucent film, that has IR-active vibrational absorptions
(e.g. centimetre thick films of Liquid Crystalline Elastomers [17]).
1.4This is in sharp contrast to the field of LCs, where only the order of the mesogens is of interest.
1.5linearly polarized
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2. Orientation and order
2.1. The nematic order parameter
Conventionally, the concept of order and isotropy is linked to the appearance of Liquid Crystal
(LC) phases, which were discovered at the end of 19th century.[20–22] These substances consist
of molecules with an anisotropic shape or intermolecular interaction, and therefore, tend to
order in a certain manner, when thermal fluctuations or free volume decrease.[6, chap. 2]
This ordering may extend over macroscopic length-scales (up to cm-range). The resulting LC
phases differ from the crystalline state by exhibiting limited or even no long-range positional
order,i.e. they can diffuse freely in at least one spatial direction.2.1
The archetype and most simple example of such order is the nematic phase in stiff, rod-
like molecules, that tend to align in parallel. No positional order and a free diffusion in
all three spatial directions is found in that phase, only a certain degree of orientational order
(fig. 2.1b).[6] Other phases exist, which exhibit some positional aside of an orientational order.
These include several smectic phases (fig. 2.1(c)) amongst others.[6, 23]
a) b) c)
Fig. 2.1.: isotropic- (a), nematic- (b), and smectic-A-phase (c) of rodlike LC-molecules; The
orientation of the i’th molecule is denoted n̂i and the mean orientation n̂. The angle between n̂
and n̂i is θi.
The degree of orientational order of N molecules is measured by the nematic order para-
meter (S), and the mean orientation by the director (n̂).[6] These two quantities hold three
independent parameters: two describe the orientation of n̂ and one (S) quantifies the degree
of alignment with n̂. This is sufficient to describe the second moment of the orientation
2.1if not immobilized due to other constraints e.g. covalent linkage in LC-polymers[23] or spatial confinement
3
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distribution for an ideal nematic system (being uniaxial and centrally symmetric).
n̂ = B
N∑
i=1
n̂i (2.1a)
S =
1
N
N∑
i=1
1
2
(
3 cos2 θi − 1
)
(2.1b)
where B is a normalization constant such that |n̂| = 1, n̂i is the (normalized) orientation of
the i’th molecule and θi the angle between n̂ and n̂i (cf. fig. 2.1). For rod-like molecules it is
impossible to distinguish between n̂i and −n̂i, and hence, n̂i is chosen such that n̂i · n̂j ≥ 0 for
all molecules. Even in an isotropic phase a director, n̂, according to eq. 2.1a can be defined,
but any choice leads to an order parameter of S = 0 (fig. 2.1a). If all molecules are aligned
with the director, one finds S = 1; and if all are perpendicular to n̂: S = −1/2. This order
parameter S is the expansion coefficient of the second Legendre Polynomial of cos θ.
2.2. Generalization of the order parameter
2.2.1. Definition
Anisotropic molecules can have more than one special direction (e.g. cuboid shaped, or
flattened cylinders,. . . also cf. fig. 2.2) and even spherical molecules could have two different
head groups (e.g. a polar and a non-polar one). So complicated superstructures may form,
that exhibit more than one preferential direction of orientation. And hence, a uniaxial
description as in eqs. 2.1 is not sufficient. The second moment of a biaxial distribution
(e.g. two molecules aligned in ẑ-direction, one in ŷ and none in x̂, cf. fig. 2.2b, c) would
already need two directors: one for the direction of major and one for the direction of minor
orientation. Furthermore, two order parameters are needed describing the corresponding
alignment. This results in five independent parameters: two for the major orientation direction
(e.g. in spherical coordinates), one for the minor orientation direction2.2 and the two order
parameters. This scenario can be captured by a generalization of eq. 2.1b.
Let us assume an arbitrary molecule (as in fig. 2.2a and b) and quantify the orientation of
its head-group, a, by the second moment of its orientation distribution.
s = B
N∑
i=1
 a
2
i,x ai,xai,y ai,xai,z
ai,yai,x a
2
i,y ai,yai,z
ai,zai,x ai,zai,y a
2
i,z
 (2.2a)
ai,x, ai,y and ai,z are the respective components of ai in x̂, ŷ and ẑ direction. i refers to
the i’th of the N molecules. B is a constant such that tr (s) = 1. This s, containing
five independent quantities and an arbitrary normalization constant, already describes the
second moment of the orientation distribution completely. Unfortunately, s is neither handy
2.2 One angle is sufficient, as the minor orientation direction is perpendicular to the major direction.
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a) b)
c)
Fig. 2.2.: a) Definition of directions (a, b, c) in a molecular reference frame; A molecule may exhibit
moieties that are neither geometrically independent of each other (as they are covalently linked for
instance) nor do they need to have a fixed relative orientation (due to intra-molecular flexibility). b)
Molecules may exhibit an arbitrary orientation distribution within the sample (box). a, b and c can
have different orientation distributions as well. The sample coordinate system is given on the lower
left side (x̂, ŷ, ẑ). c) Similarly a polymer may exhibit a certain non-spherical conformation, and hence,
there is preferred direction of the Kuhn-segments (black lines, their direction is given by a||). Such
preferential orientation impacts on the orientation of sidegroups (grey lines, direction: a⊥), if the
relative orientation of a⊥ and a|| is fixed. Sample and sample coordinate system are indicated as in
b).
nor intuitive. But as it is symmetric and real, it can be diagonalized, what leads to three
orthogonal eigenvectors (s′1, s′2, s′3) and three eigenvalues: s′1, s′2, s′3.[24] The orientation of
any three-dimensional object (including our set of eigenvectors) can be described by rotations
around three Euler angles, which add up to a rotation matrix, R, being the transpose of the
needed diagonalization matrix (cf. sec. 3.1.2, 3.4.2 and eq. 3.52).[24–26]
s = R
 s
′
1 0 0
0 s′2 0
0 0 s′3
RT (2.2b)
= Rs′RT (2.2c)
(2.2d)
A three-dimensional molecular order parameter, the order parameter tensor, is defined by
S =
1
2
(
3s′ − 1) (2.2e)
As tr (s’) = 1, S is traceless and Sj,j = max
i=1,2,3
[Si,i] agrees with S in eq. 2.1b. For a uniaxial
case we find Sk,k = Sl,l = −1/2Sj,j = −1/2 max[Si,i].
The discussion of the previous section holds for the order parameter of any molecular
moiety2.3. The order of polymers can therefore be quantified by the order parameter of their
Kuhn-segments (fig. 2.2c) or their sidegroups, if they exhibit a fixed orientation with respect
2.3a sub-molecular unit
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to the main-chain (MC). But of course, the sidegroups may also be studied on their own
(e.g.in liquid crystalline elastomers). The Kuhn-length is twice as large as the persistence
length and is in the range of at least 1 nm even for very flexible polymers.[23, chap. 4,
tab. 3.3] Therefore, care has to be taken when extracting an order parameter from spatially
extended vibrations, as phonons, vibrations in nano-crystals, or skeletal vibrations of large
molecules and polymers, where the same Transition Moment (TM) may arise from different
conformations of a flexible unit (cf. sec. 3.1.2). The timescale of vibrational absorptions is
in the range of 10−13–10−14 s.[27–30] That is much faster than the (slow) β- or γ-relaxations
in the accessible temperature range.[31] Hence, TMs are considered to arise from a fixed
conformation.2.4
2.2.2. Representation of the order parameter
Whatever description of eq. 2.2 is chosen to quantify order, the information content stays the
same: either s with its five independent elements, s′ or S each with two independent elements
in conjunction with three Euler-angles or three eigenvectors. Throughout this manuscript
the elements of S, the order parameter matrix will be discussed together with the mean
orientation directions (the eigenvectors) as they are common and intuitive. On the other
hand, rotation matrices based on Euler-angles are used for the mathematical descriptions and
the implementation of the fitting routine, as they are more practical.
Other definitions than the aforementioned were given in the literature for the quantification
of the second moment of the orientation distribution, especially the ones by White and Spruiell,
and by Stein must be mentioned here.[32, 33] But these are equivalent definitions to eq. 2.2,
as all describe the second moment2.5 of any orientation distribution.
2.2.3. Implications of molecular geometry
From fig. 2.2 it is evident, that it is not possible to determine the order parameter of
b (termed Sb) based on the knowledge of the order parameter of a (called Sa), even if
a ⊥ b holds generally. This is exemplified by the following: Assuming Sa3,3 = 1 and hence
Sa1,1 = S
a
2,2 = −1/2 leads to Sb3,3 = −1/2, but for the other two directions nothing can be
inferred: −1/2 ≤ Sbj,j ≤ 1 (with j = 1 or 2). Nevertheless some relations can be derived if Sa
(or s′a) is known and a ⊥ b holds.
s′bi ≤
∑
j
(
1− δi,j
)
s′aj = 1− s′ai (2.3a)
Sbi,i ≤
∑
j
(
1− δi,j
)
Saj,j +
1
2
= −Sai,i +
1
2
(2.3b)
2.4Based on the theoretical work of Oxtoby and others, interactions and energy transfer of spatially and
energetically close vibrations must be taken into account. Hence, the mentioned “fixed conformation”
refers to the conformation of all contributing oscillations.[28]
2.5meaning the quadratic average of the orientation distribution
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where δi,j is the Kronecker-delta. In case one has three pairwise perpendicular vectors a, b
and c one finds[34, 35]
0 = Sai,i + S
b
i,i + S
c
i,i for i ∈ [x, y, z] (2.3c)
If the angle between two vectors is 6= 90◦, eqs. 2.3 do not hold (c in fig. 2.2a) and
relations between order parameters of different origin depend on the details of the orientation
distribution.
2.2.4. Relation between two- and three-dimensional order parameters
Often only parts of the matrix s from eq. 2.2a are measured2.6 and consequently only two-
dimensional order parameters2.7 (e.g. Sxz) can be deduced. Here equations are given to deduce
Sii (i ∈ [x, y, z]) from order parameters measured in two orthogonal planes: here the x̂-ẑ- and
ŷ-ẑ-plane. Both planes must contain two of the principal orientation directions, in other words
all s′i’s must be parallel to one of x̂, ŷand ẑ, (fig. 2.2, cf. sec. 3.6). For both two-dimensional
order parameters, Siz, rotational symmetry with respect to the ẑ-axis is assumed.
Siz =
2Aizz − 2Aizi
Aizz + 2A
iz
i
(2.4)
Aizz is the quadratic average of the ẑ-components of a (eq. 2.2a) performed in the i-ẑ-plane.
2.8
Due to the measurement’s details often Axzi 6= Ayzi . We determine the mean values of
orientation (Ai, i ∈ [x, y, z]), quadratically averaged over the full three-dimensional space.
Az,iz =
2Siz + 1
3
for i ∈ [x, y] (2.5a)
Az = 2
[
A−1z,xz +A
−1
z,yz
]−1
(2.5b)
Ai = Az
1− Siz
2Siz + 1
for i ∈ [x, y] (2.5c)
This finally leads to the order parameter tensor in a diagonal representation (cf. eq. 2.2).
Sii =
3Ai − 1
2
for i ∈ [x, y, z] (2.5d)
The procedure works for any combination of two two-dimensional order parameters, but
relies on the fact that perfectly perpendicular planes are measured, both containing two of
the principal absorption directions.
2.6e.g. by cutting pieces in pairwise perpendicular directions[36–38] or by measuring only parts of the pole
distribution function as in sec. 5.1.2
2.7Two-dimensional, IR-based order parameters are commonly used and discussed in the literature, e.g. [11,
12, 39, 40].
2.8In a polarization dependent Infrared-experiment, performed within the i-ẑ-plane, Aizz corresponds to the
absorbance values for a polarization along ẑ, and Aizi refers to direction i.
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2.2.5. Figures of merit
The properties of the generalized order parameter, as defined by the matrix S: the order
parameter tensor (eq. 2.2), are summarized as:
• The order parmater tensor, S, is a symmetric 3 × 3 matrix holding six different,
independent elements, which describe the second moment of the orientation distribution
completely:[6]
– One is defined by tr (S) = 0
– Three describe the orientation of the orientation distribution (two for the main
orientation direction and one for a minor orientation direction)
– The last two describe the alignment with the major and minor orientation direction:
This corresponds to the nematic order parameter and a quantification of biaxiality.
• No assumptions are required for the underlying symmetry of the orientation distribution.
• In the context of this dissertation, a molecular order parameter tensor is given for
different structural units within a molecular system: e.g. amorphous or crystalline sub-
chains of polymers and their sub-units, or different moieties of a macromolecule.
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3.1. Theory of vibrational absorption
3.1.1. Quantum mechanical origin of vibrational absorption
The application of Fermi’s golden rule [41, 42] leads to the Einstein coefficient, Bnm, for
the transition from the initial Υm to the final state Υn of a given molecular system under
the influence of incident light.[43, sec. 1.3] Bmn describes the probability per unit time of a
transition Υm → Υn induced by an external photon.
Bmn =
1
2pi~2ν¯2c20
∣∣∣∣∣∣∣
〈
Υn
∣∣∣∣∣∣
∑
j
qj
mj
exp
(
ik · rj
)
Ê · pˆ
j
∣∣∣∣∣∣Υm
〉∣∣∣∣∣∣∣
2
f(ν¯) (3.1)
where qj , mj rj and pˆj refer to the charge, mass, position and momentum operator of the j-th
particle. k denotes the wavevector, Ê the normalized electric field and ν¯ the wavenumber of
the incident light, while c0 is the speed of light in vacuum. The factor f(ν¯) originates from
the characteristic transition time, τa, between the n-th and m-th energy eigenstates Υn and
Υm and describes the wavenumber dependence of the absorption process.[43, sec. 1.3]
f(ν¯) ∝ 1
τa
sin2
[
pi(ν¯c − ν¯)c0τa
]
pi2(ν¯c − ν¯)2c20
(3.2)
ν¯c is defined by the difference of the energy eigenvalues of Υn and Υm: ν¯c =
En−Em
hc . In a real
experiment the intensity of the external illuminating light will be essentially constant in the
wavenumber region, where f(ν¯) is different from zero. So after integration over the frequency
range an absorption probability is found that is constant in time, as long as the ground
state (Υm) depletion is negligible.[43] Furthermore, it follows from eq. 3.2 that only radiation
with a wavenumber of approximately ν¯c is absorbed. Expanding the exp (. . .) in eq. 3.1 and
keeping only the first (non-constant) term yields the electric dipole approximation. This
is equivalent to a constant electric and magnetic field within the volume of molecule-light
interaction meaning that the size of the molecule, dmol, is much smaller than the wavelength
λ = ν¯−1.[43] For Infrared (IR) radiation dmol  λ can be assumed without doubt. Using this
assumption and the dipole length formulation:
∑
j
qj
mj
pˆ
j
= 2piiν¯c0
∑
j qjrj , we can rewrite
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eq. 3.1:[43]
Bmn =
2pi
~2
∣∣∣∣∣∣∣Ê ·
〈
Υn
∣∣∣∣∣∣
∑
j
qjrj
∣∣∣∣∣∣Υm
〉∣∣∣∣∣∣∣
2
(3.3)
Here the Υ’s contain electronic and nuclear contributions, which are split by the usage of the
Born-Oppenheimer approximation into an electronic- and a vibrational-part (Ψ), respectively.
Dropping the former3.1 the Einstein coefficient can be related with the quantum mechanical
absorption coefficient αQM of a vibrational transition at a certain wavenumber ν¯:
αQM(ν¯) = hν¯ρNBmn
g(ν¯)
c0
(3.4a)
=
4pi2ν¯
~
ρN
∣∣∣∣∣∣∣Ê ·
〈
Ψn
∣∣∣∣∣∣
∑
j
qjrj
∣∣∣∣∣∣Ψm
〉∣∣∣∣∣∣∣
2
g(ν¯)
c0
(3.4b)
where ρN denotes the number density of the absorbing units and g(ν¯)/c0 describes the spectral
shape of the absorption process.[43] The latter is normalized:
∫∞
0 g(ν¯)dν¯ = 1, meaning that an
expression for the oscillator strength can be derived from eq. 3.4 by simply dropping g(ν¯) and
ρN . This absorption coefficient, αQM, depends only on the given Ψ’s and ρN , and therefore
varies with temperature solely due to ρN assuming that Ψ is temperature independent.
3.2 A
more detailed treatment of this matter can be found in the book by Michl and Thulstrup.[43]
There are several different definitions of the oscillator strength, all being proportional to each
other. Throughout this thesis only absorbance, A, or integrated absorbance, Aint, of a certain
band are used, which are proportional to the oscillator strength as well.
A(ν¯) = − log10
I(ν¯)
I0(ν¯)
(3.5a)
Aint = −
∫
dν¯A(ν¯) (3.5b)
(3.5c)
where I0 and I are the intensities before and after passing through the sample.
The Morse potential
The wavefunctions, Ψn, discussed in the previous section correspond to bound states in an
interatomic potential and cannot be determined analytically for larger molecules, even when
neglecting the electronic contributions and assuming a simplified potential energy landscape.
But for a diatomic molecule explicit solutions for Ψm and their energy eigenvalues Em can
3.1This implies that the electronic wavefunctions remain unchanged by the change of the vibrational state.
3.2In an experimental setup, where the samples thickness, d, is not tightly fixed, the number of molecules
per area, being ρNd, does not change with temperature. Therefore, the apparent (measured) absorbance,
A ∝ αQMd, also appears constant although ρN and αQM may change.
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Fig. 3.1.: Morse-potential depending on interatomic distance r in units of r0 (potential minimum)
calculated for D = 4 eV, r0 = 1.22 A˚ and a = 2.2 × 1010 m; These parameters are taken from
the original publication of Morse modelling an average C=O stretching vibration.[44] The inset
shows a magnification of the potential with the energy-eigenvalues (Em, horizontal dashed lines,
numbered consecutively) and its corresponding wavefunctions, Ψm, being arbitrarily rescaled and
shifted vertically, such that their baseline agrees with Em.[45] The vertical dashed line indicates r0.
Note that the equilibrium distances (〈rm〉), indicated by circles, depend on m and are generally larger
than r0. UM is modelled based on eq. 3.6 for a carboxyl stretching vibration, ν(C=O), with following
parameters: a = 1.22 A˚
−1
, D = 63000 cm-1, ν¯c = 1740 cm
-1
be given for certain model potentials U(r), where r is the interatomic distance. One of the
simple and commonly used potentials is the Morse-potential: UM (fig. 3.1).[44, 45]
UM(r) = D
(
1− exp [−ar′])2 −D (3.6a)
r′ = r − r0 (3.6b)
where D is the depth of the potential, r0 the position of the minimum of UM, and a is a
parameter describing the shape of the potential. Expressions for Ψm are lengthy and not
instructive and are therefore not given here, the interested reader is referred to the work of
Lima and Hornos.[45] The expectation value, 〈rm〉 =
〈
ΨM |r|Ψm
〉
, of r, being the equilibrium
distance of the two atoms, depends on m and is generally larger than r0. This is a consequence
of the anharmonicity of UM (fig. 3.2). It is common practice and well justified to approximate
the region around the potential minimum of UM with a harmonic potential, Uha.[43, 46]
Especially for the ground and first excited states, meaning m = 0 . . . 2, the agreement of the
two potentials and hence their energy-eigenstates, Ψm, is reasonable. Deviations of the models
from each other increase for smaller D (more shallow) and larger m (cf. fig. 3.2). Due to its
simplicity and hence extensibility nearly all theoretical approaches to simulate or calculate
IR-spectra are based on the harmonic approximation (fig. 3.2).[47–51]
Naturally, there are as well important disadvantages when using a harmonic and thus
symmetric potential: (i) The expectation value 〈rm〉 is independent of m, meaning that the
molecule does not expand or dissociate upon excitation of vibrational states (fig. 3.2). (ii)
Only transitions between neighbouring states are allowed and hence no overtones (Near-
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Fig. 3.2.: Morse-potential (UM, solid line) and its harmonic approximation (Uha, dashed) around the
minimum; Energy-eigenstates (Ψm, numbered consecutively m =1–3) are shown for both potentials.
The Ψm’s are shifted vertically such that their baselines match their energy-eigenvalues. Expectation
values of r are indicated as open and filled circles respectively for Uha and UM. The vertical dashed
line is a guide for the eye, also cf. fig. 3.1 for details about the shown potential.
Infrared (NIR)-spectra) can be calculated. (iii) Non-linear effects like Fermi-resonance or
combination bands do not appear theoretically.[46]
Based on the knowledge of the energy-eigenstates, Em, it is possible to calculate occupation
numbers depending on temperature, T , of the respective states using Bose-Einstein statistics.
fBE(Em, T ) = N
1
exp
[
Em−Ξ0
kBT
]
+ 1
(3.7)
where fBE(Em, T ) is the probability to find the vibrational state m occupied at a temperature
T . Ξ0 < 0 is the chemical potential.[52]N is a normalization constant, such that
∑
m
fBE(Em) =
1. One finds the ratio of fBE(E1, T ) and fBE(E0, T ) to be
fBE(E1, T )
fBE(E0, T )
=
exp
[
E0−Ξ0
kBT
]
+ 1
exp
[
E1−Ξ0
kBT
]
+ 1
(3.8a)
=
exp
[
E0−Ξ0
kBT
]
+ 1
exp
[
E0+hc0ν¯c−Ξ0
kBT
]
+ 1
≤ 4
3
exp
[
E0−Ξ0
kBT
]
exp
[
hc0ν¯c
kBT
]
exp
[
E0−Ξ0
kBT
] (3.8b)
≤ 4
3
exp
[
−hc0ν¯c
kBT
]
(3.8c)
where E1 − E0 = hcν¯c & hc(700 cm-1) = 86 meV is the vibrational energy in the Mid-
Infrared (MIR) region. Eq. 3.8b holds as the exponential term exp
[
E0−Ξ0
kBT
]
is always ≥ 1.[52]
In the temperature range where organic molecules do not disintegrate (. 600 K), the
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above ratio of occupation numbers is therefore strongly temperature dependent for small
wavenumbers (ν¯c < 2000 cm
-1), but does not exceed 1.5 % for larger ν¯c’s. Assuming eq. 3.4
to be temperature independent3.3 one can estimate the changes in the temperature dependent
absorption coefficient, α(T ), of a certain band (at ν¯c) when heating from T to T
′ > T based
on eq. 3.7. Using the notation fBE(T,m) = fm,T we find eq. 3.10 for the transition from the
ground to the first excited state (fig. 3.3).3.4
α(T ) ∝ αQMf0,T (1− f1,T ) (3.9)
α(T ′)
α(T )
=
f0,T ′(1− f1,T ′)
f0,T (1− f1,T ) (3.10)
It turns out that the absorption coefficient starts to decrease stronger (cf. eq. 3.8) when the
thermal energy overcomes the difference of the vibrational energies being hc0ν¯c. Naturally,
this happens for different vibrations at different temperatures (as ν¯c differs). The total drop
of the absorption coefficient within ∆T = 600 K is in the range of 1–10 %. Furthermore, it
becomes obvious from eq. 3.8 and fig. 3.3 that the occupation of the second excited vibrational
state (E2) is negligible in the considered temperature range.
For a temperature independent inter-atomic potential, shifts (∆ν¯c) of the vibrational
absorption (or similarly bond expansion) must happen in discrete steps as the energy levels,
En, are discrete: either one observes the transition between the levels 0→ 1 or 1→ 2. It holds∣∣∣[(E1 − E0)− (E2 − E1)] /hc∣∣∣ & 15 cm-1. So at higher temperatures a bimodal band with the
mentioned separation would be clearly recognisably in the Fourier Transform Infrared (FTIR)-
spectra. This is not the case in any of temperature dependent measurements, indicating that
the occupation of the first excited vibrational state is small. In case of an anharmonic potential
coupled modes must be considered, the bimodality is smeared out and may look like a change
in the temperature dependence of the spectral position at a temperature T∆E , where the
thermal energy matches the difference of the energy-eigenvalues.
T∆E = hc0ν¯c/kB (3.11)
The impact on the apparent integrated absorbance of the absorption band is less easy to
grasp, as the temperature dependence of the oscillator strength of both transitions, from E0
to E1 and from E1 to E2, comes into play here.
Bond expansion based on classical mechanics: In the quantum mechanical description
of the inter-atomic bonding no continuous bond-expansion can be calculated, because of the
temperature independent potentials (eq. 3.6) and discrete energy levels. But in large condense
phase systems, neighbouring molecules alter the potential and shift and broaden these levels
depending on the inter-molecular distance i.e. density. The continuous decrease of density with
3.3This holds rigorously for molecules of unchanged conformation, density and inter- and intra-molecular
interactions upon changes in temperature.
3.4Samples are not cooled below the boiling point of liquid nitrogen (77 K), what is still a high temperature in
the sense of Quantum Mechanics.[52, sec. 62]
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Fig. 3.3.: a) Lines represent the probability to find the state Ψ0 occupied: fBE(E0, T ) and dots the
probability to find state Ψ1 unoccupied: 1 − fBE(E1, T ), cf. 3.7. b) shows the corresponding relative
absorption coefficient as obtained from eq. 3.10. The different line-types refer to different stretching
modes, modelled by eq. 3.6. Parameters (see below) are taken from the work of Morse, and modified
slightly such that they match experimental values.[44] ν(C-O): a = 1.93 A˚
−1
, D = 38300 cm-1,
ν¯c = 1170 cm
-1; ν(C=O): a = 1.22 A˚
−1
, D = 63000 cm-1, ν¯c = 1740 cm
-1; ν(C-H): a = 1.94 A˚
−1
,
D = 34750 cm-1, ν¯c = 2970 cm
-1
increasing temperature leads to a continuous bond expansion and shift of the spectral position.
These two effects are approximated here based on classical mechanics. The wavenumber, ν¯c,
of an oscillation in a potential U can be determined from the curvature (second derivative)
of U at the equilibrium position of an oscillating mass m. Using eq. 3.6 the radius r′ can be
determined depending on the energy, E.
r′ = −1
a
log
[
1−
√
E
D
− 1
]
(3.12)
ν¯c =
1
2pic0
√
1
m
d2U
dr′2
∣∣∣∣
r′
(3.13)
Here the energy depending on temperature, T , is approximated by Ec = U(r0) + kBT in a
completely classical description, but also Esc = U(〈r0〉) +kBT or EQM = E0 +kBT have some
justification (quantities are defined in the preceding paragraphs). Such an approximation
leads to a relative frequency shift and a relative bond expansion for a temperature step from
T1 ≈ 100 K to T2 = 200 K, and Morse-potential as given for ν(C=O) in fig. 3.3.
ν¯c(T2)− ν¯c(T1)
ν¯c(0 K) (T2 − T1) ∼ −1× 10
−4 K−1 (3.14a)
r′(T2)− r′(T1)
r0 (T2 − T1) ∼ 5× 10
−5 K−1 (3.14b)
Similar values of the spectral shift are obtained upon replacing D with D + kBT .
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Fig. 3.4.: Classical approximation of relative bond expansion (r/r0, open symbols in a) and relative
frequency shift (ν¯c(T )/ν¯c(0 K), filled symbols, in b) depending on temperature; The different symbols
refer to the different approximations of E(T ): Ec (circles), Esc (diamonds) and EQM (triangles). The
slopes of the wavenumber-charts are similar at higher temperature (> 100 K), which is also true for
the slope of r/r0 (cf. eq. 3.14).
3.1.2. Infrared absorption of approximately harmonic vibrations
Normal coordinates of harmonic vibrations
In the previous section the absorption coefficient α(ν¯) was derived (cf. eq. 3.4) depending on
the matrix element 〈Ψn|
∑
j qjrj |Ψm〉. The vectors, rj , of the atoms, j, are now transformed
into a set of normal coordinates, Q
k
, for harmonic vibrations. This allows to approximate the
atomic displacements, that appears upon the excitation of a molecular vibration (from Ψm to
Ψn). For simple stretching vibrations (e.g. of diatomic molecules) these Qk are equal to the
direction of the matrix element (which is a vector in the given notation).
The introduction of normal coordinates Qi is based on the approximation, that the molecule
is an accumulation of N point masses mj bound to each other by a harmonic potential with
a force constant fij between atom i and j. The kinetic energy Ekin of a single molecule can
be expressed in Cartesian coordinates (xj , yj , zj being the displacement from the equilibrium
position of the j-th atom). [53, sec. 2.1]
Ekin =
1
2
N∑
j=1
mj
(dxj
dtj
)2
+
(
dyj
dtj
)2
+
(
dzj
dtj
)2
=
1
2
3N∑
i=1
q˙i (3.15)
with q1 =
√
m1x1, q2 =
√
m1y1, q3 =
√
m1z3 and q4 =
√
m2x2 and q5 =
√
m2y2 and so
on being mass weighted coordinates. The potential energy for small displacements from the
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equilibrium position3.5 in a harmonic potential is expressed as follows.[53]
Epot =
1
2
3N∑
i,j=1
f ′i,jqiqj (3.16)
where f ′ij is the rescaled force constant. This in conjunction with eq. 3.15 leads to 3N equations
of motions according to the Lagrangian formalism[25, sec. 2.4].
0 = q¨j +
3N∑
i=1
f ′ijqi (3.17)
This set of differential equations generally can be diagonalized by a linear coordinate trans-
formation, leading to the normal coordinates:
Qk =
3N∑
i=1
aiqi (3.18)
The system 3.17 can be solved afterwards for each k using the ansatz Qk(t) = exp (−iωkt),
which leads to the 3N − 6 non-trivial, independent solutions3.6 called normal modes in the
following.[53]
It is important to note that these normal modes represent independent motions along the
respective coordinate Qk. Hence, the quantum mechanical energy eigenstates, Ψ
k
j (as used in
eqs. 3.1–3.4), and the different energy eigenvalues Ej can be calculated separately for each
mode k.
Transition Moment
The Transition Moment (TM) of the k-th normal mode, µ
k
, is a key quantity of IR spectro-
scopy. It is a vector that describes the variation of polarization and wavefunctions, when an
inter-atomic vibration is excited. µ
k
is derived for approximately harmonic vibrations along
the normal coordinate Qk from the expectation value given in eq. 3.4.
µ
k
=
〈
Ψkn
∣∣∣∣∣∣
∑
j
qjrj
∣∣∣∣∣∣Ψkm
〉
(3.19)
=
〈
Ψkn
∣∣∣∣∣∣
(
p
)
Qk=0
+Qk
(
∂p
∂Qk
)
Qk=0
+
1
2
Q2k
(
∂2p
∂Q2k
)
Qk=0
+ . . .
∣∣∣∣∣∣Ψkm
〉
(3.20)
where the sum in eq. 3.19 is identified with the overall dipole moment p of the molecule
and further expanded into a Taylor series with respect to Qk at the equilibrium position in
eq. 3.20. The first term in this eq.,
〈
Ψkn|(p)0|Ψkm
〉
, is only of importance if n = m, due to the
3.5Exemplary calculations are given in sec. 3.1.1 and lead to displacements smaller than about 1 A˚ (10 % of
the equilibrium distance) (cf. fig. 3.2).
3.6or 3N − 5 non-trivial solutions in case of linear molecules
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orthogonality of the wavefunctions Ψkn’s. Therefore, it only contributes to rotational but not
to vibrational absorptions. The second term is the TM of the k-th normal coordinate and is
usually written as [43, 53, 54]:
µ
k
=
(
∂p
∂Qk
)
Qk=0
〈
Ψkn |Qk|Ψkm
〉
(3.21)
As in FTIR spectroscopy the illuminating intensity is low, and the available thermal energy in
all experiments described in this thesis is at ambient temperature at least a factor of 4 lower
than En − Em = hc0ν¯c (fig. 3.3 (cf. sec. 3.1.1), no significant occupation of states other than
the ground state (m = 0) is considered. Hence, the direction of the k-th TM, µ
k,norm
, can be
approximated by the difference of the molecules’ dipole moment in the two respective states:
µ
k,norm
∝ p(m = 0)− p(n = 1)∣∣∣p(m = 0)− p(n = 1)∣∣∣ (3.22)
The amplitude of the TM, being proportional to the square root of the oscillator strength,
can then be approximated by the magnitude of the difference of p (eq. 3.22) and the orbital
overlap:
〈
Ψkn|Qk|Ψkm
〉
(eq. 3.21).
Polarization dependent absorption of molecular ensembles
Based on eq. 3.21 and 3.4 the integrated absorbance, A, originating from a certain TM can be
calculated depending on the direction of the electric field, E, and in particular it’s direction,
Ê.
A ∝
(
Ê · µ
)2
As the wavelength is much larger than the characteristic length-scales of the absorbing entities,
the absorbance is determined by the ensemble average of all illuminated molecules (denoted
as 〈. . .〉).
A ∝
〈(
Ê · µ
)2〉
This expression can then be rewritten to separate the Cartesian components of the electric
field vector (Êx,y,z) from the orientational distribution of the TMs. The second moment of
that distribution is hereby recorded by the matrix µ.[43]
A ∝
∑
i,j=x,y,z
ÊiÊj
〈
µiµj
〉
∝
(
Ê
T · µ · Ê
)
(3.23)
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with Ê
T
being the transposition of Ê and the elements of µ are defined as
µi,j =
〈
µiµj
〉
(3.24)
So one can determine the absorbance of a certain band from the distribution of the TMs
that absorb at that frequency and the direction of the electric field in the sample. In other
words: µ has to be linearly superimposed to the imaginary part of the refractive index tensor
n. From definition 3.24 it is self-evident that µ is a symmetric matrix and can hence be
diagonalized to µ′ (cf. sec. 2.2 & 3.4.2 and eq. 3.52). Furthermore, eq. 3.24 is analogous
to the definition of the three-dimensional order parameter (eq. 2.2) and one can therefore
determine S of the specific TM under study.
S =
1
2
[
3Bµ′ − 1] (3.25)
B is a normalization constant such that tr (µ’) = 1.
3.1.3. Spectral features of a damped harmonic oscillator
A vibrational absorption is usually treated as if caused by a damped harmonic oscillator (cf.
first sections in 3.1.2, [26, 46]). As the refractive index, n(ω), is a holomorphic function, the
Kramers-Kronig relations hold, meaning that we can calculate the real from the imaginary
part of n, if it is known in the complete spectral region.[26] For NV oscillators per volume of
mass m and charge q with a vibrational frequency of ω0 and a damping constant γ one finds
for n2 at a frequency ω:[26, 55]
n2 = 1 +
NVq
2
0m
(
ω20 − ω2 + iγω
) + n′∞ (3.26)
what can be separated in a real and imaginary part: n = n′ − in′′. n′′ closely resembles a
Lorentzian for ω ≈ ω0 (cf. fig. 3.5, eq. 3.27). The contribution of other absorption processes
at ω  ω0 is summed up by n′∞ ∈ R, which becomes zero in case n′′ = 0 for all ω  ω0.
1.47
1.5
1.53
1.56
R
e
(n
)
850 875 900 925 950
-0.04
-0.02
0
0.02
0.04
-I
m
(n
)
wavenumber [cm
-1
]
← Re(n)
Im(n) →
Fig. 3.5.: Real and imaginary part (circles) of the refractive index, n calculated using eq. 3.26 with
an n′∞ = 1.5; The imaginary part has been fitted with a Lorentzian (solid line, eq. 3.27). The dotted
line represent the imaginary part of n of a Gaussian absorption line (eq. 3.28). The corresponding real
part (dashed) is calculated according to the work of Bruzzoni et al..[56]
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Bandshapes
In a FTIR spectrum of an ideal condensed phase sample, absorption lines can be described
by a Lorentzian (eq. 3.27), closely resembling an absorption line of a damped harmonic
oscillator (eq. 3.26 and fig. 3.5). But in a real sample several mechanisms (e.g. inhomogeneous
broadening, dephasing, vibrational energy transfer) influence this shape.[27, 46, 57, 58]. In
a disordered (amorphous) system a distribution of local environments exists, that leads to a
band of vibrational frequencies for the same mode and hence further broadening. A random
distribution of environments and frequencies results in a Gaussian line-shape (eq. 3.28).
Therefore, IR absorption bands are often modelled as Pseudo-Voigt functions (eq. 3.29) being
actually the sum of a Gaussian and a Lorentzian profile (a ∈ [0, 1]).[46]
L (ν¯) =
AL
2pi
wFWHM
(ν¯ − ν¯c)2 + w2FWHM/4
(3.27)
G (ν¯) = AG
√
ln 16
w2FWHMpi
exp
(
−(ν¯ − ν¯c)
2
w2FWHM
ln 16
)
(3.28)
V (ν¯) = aG (ν¯) + (1− a)L (ν¯) (3.29)
3.2. Fourier Transform Infrared Spectroscopy
All vibrational spectra measured and analysed in the course of this work, were collected with a
FTIR spectrometer: Bio-Rad-FTS-6000, which consist basically only of 3 parts: a Michelson
interferometer, a single channel detector and computer performing the Fourier transformation
of the measured signal into the frequency domain. This section explains the apparatus and
the relevant mathematics.
3.2.1. Michelson interferometer
A Michelson interferometer is a two beam interferometer with a fixed mirror, a movable
mirror and a beam splitter as basic components (cf. fig. 3.6). Ideally a single perfectly
collimated beam is split into two beams of identical intensity and polarization by a beam
splitter. These two beams travel different distances (L1 and L2), according to the position
of the movable mirror, before they recombine (interfere) at the beam splitter. The intensity
after interference (I ′) depends on the intensity entering the interferometer (I), time (t), the
optical path difference or optical retardation (δ) and on the wavenumber (ν¯)[46, 54].
δ = 2n(L2 − L1) (3.30)
I ′(δ, ν¯, t) =
1
2
I(ν¯)
(
cos (2picν¯t+ δ) + cos (2picν¯t)
)2
(3.31)
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IR-Source
Mirror 1
Mirror 2
to sample
Laser
detector
632.8 nm
Beam
splitter
Fig. 3.6.: Scheme of the Michelson interferometer, Source and optical path are shown in light grey,
whereas the beam splitter is depicted in dark grey. The two arms generating the interference are
labelled according to their optical path length L1 and L2. Arrows illustrate the optical path to the
sample. The laser beam, used for detection of the path difference is shown as dotted line.
where c is the speed of light and n the refractive index of the medium. The detector averages
the signal over many periods in time3.7 and all wavenumbers present in the beam. Therefore,
it recognizes an intensity ID
ID(δ) =
1
2
∞∫
−∞
I(ν¯)
(
1 + cos (2piν¯δ)
)
dν¯ (3.32)
Disregarding the prefactor 1/2 and all terms independent of δ, which can be easily subtracted
from the detector signal, one ends up with
I(δ) =
∞∫
−∞
I(ν¯) cos (2piν¯δ) dν¯ (3.33)
This is exactly the Fourier cosine transformation of I(ν¯) (apart from a factor of 2pi), and
henc,e one can use the inverse Fourier cosine transformation of I(δ) to extract the initial
intensity spectrum I(ν¯)[24, p. 747].
I(ν¯) =
∞∫
−∞
I(δ) cos (2piν¯δ) dδ (3.34)
Therefore, a single monochromatic wave of wavenumber ν¯c would result in I(δ) = cos (2piν¯cδ).
And hence, an ideal FTIR-spectrometer would return I(ν¯) = δDirac(ν¯c), where δDirac is Dirac’s
3.7More accurately, the light from the source is not coherent, and therefore all possible phases enter the detector
simultaneously. Mathematically this is the same as the discussed time average.
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delta function. This spectrum, i.e. the spectrum produced by a monochromatic wave, is called
lineshape.
Of course it is not possible to measure I(δ) for retardations δ ∈ [−∞,∞] and a dδ → 0, as
implied by equation 3.34. In reality the interferogram is sampled at discrete points and within
a finite range |δ| ≤ δmax. Both facts have important consequences (cf. sec. 3.2.3 & 3.2.4).
1. The maximal distance between two sampling points depends on the largest wavenumber
present in the spectrum (ν¯max):
dδ <
1
2
(ν¯max)
−1 (3.35)
Otherwise, artefacts will appear in I(ν¯). This is commonly referred to as Shannon’s
or Nyquist’s sampling theorem [59]. Sampling at positions of destructive interference
of the H-Ne-laser (≈ 633 nm), used for position detection of the mirror, results in
ν¯max ≈ 7900 cm-1[46, sec. 2.3].3.8
2. The maximum retardation theoretically limits the spectral resolution to
∆ν¯ ≥ aδ−1max (3.36)
where a varies between 1/2 and 0.73 depending on the criterion used to define the
resolution [46]. The underlying mathematics are discussed in the following.
3.2.2. Apodization
Theoretically, the finite retardation can be introduced to equation 3.34 by multiplying a
boxcar function to the integrand.
I(ν¯) =
∞∫
−∞
I(δ)cos (2piν¯δ)rect(δ) dδ (3.37)
rect(δ) =
1 if |δ| ≤ δmax0 otherwise
This intensity profile is usually called Instrument Line Shape (ILS), as it represents the
inherent line shape of the spectrometer. It leads to a minimal half width in I(ν¯) but produces
large side lobes as depicted in fig. 3.7. Hence, one usually adds another function, called
apodization function D(δ), to eq. 3.37. Two common functions: “Gauss” (eq. 3.38) and
3.8It is possible to sample the interferogram twice per laser wavelength, to achieve higher resolution.
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“Norton and Beer medium (NB-med)” (eq. 3.39) are given below.[60, 61]
DGauss = exp
{
− (2δ/δmax)2} (3.38)
DNB =
4∑
n=0
an
{
1− (δ/δmax)2}n (3.39)
where a0 ≈ 0.15, a1 ≈ −0.14, a2 ≈ 0.98 and a3 = a4 = 0
The choice of an apodization function is to some extent arbitrary. Throughout this whole
1 0.5 0.5 1
0.5
0
a)
2 1 0 1 2
0
0.2
0.4
0.6
b)
Fig. 3.7.: The left side depicts Rectangular (solid), NB-med (dotted) and Gauss (dashed) apodization
functions with an abscissa normalized by δmax. The right side shows the corresponding lineshapes with
ν¯ − ν¯c normalized by 1/δmax.
work the NB-med function is used, because the corresponding line shape has a medium Full
Width at Half Maximum (FWHM), being 1.4 times wider than the one of the ILS, and a
strongly reduced magnitude of the first side minium at ν¯ ± ν¯c = 0.99δ−1max, being about 1.4 %
of the maximum value of the ILS (cf. fig. 3.7).[60, 61] These features make the NB-med
apodization function recommendable for quantitative analysis.[46, sec. 2.4]
Taking into account all previous considerations one ends up with the following expression
for the intensity:
I(ν¯) =
∞∫
−∞
I(δ)rect(δ)DNB exp {−i2piν¯δ} dδ (3.40a)
= |I(ν¯)| exp{iΘ(ν¯)} (3.40b)
Eq. 3.34 predicts a symmetric interferogram or equivalently a vanishing phase factor Θ(ν¯) in
eq. 3.40b, but one usually observes asymmetric interferograms. This is a well known problem
in FTIR-spectroscopy, and can be accounted for by determination of Θ(ν¯) in an initialization
measurement [46, sec. 2.5].
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3.2.3. Spectral Resolution
The spectral resolution required in an experiment depends on the following issues:
1. Width of absorption bands: Naturally, a spectrum should be measured with a resolution
much smaller than the width, wFWHM, of all bands to be analysed. A further decrease of
∆ν¯ beyond that does not change the spectral shape or oscillator strength significantly,
but reduces the Signal to Noise Ratio (SNR) (cf. it. 3).[46] For condensed amorphous
organic samples usually wFWHM & 10 cm-1 holds.
∆ν¯  wFWHM (3.41)
2. Apodization function: An appropriate apodization function has to be be chosen de-
pending on the spectral distance and width of two neighbouring bands and whether
quantitative results concerning the oscillator strength are needed. As it can be seen
in fig. 3.7 and eq. 3.40, distortions of the spectrum are introduced by apodization. If
one considers the maximum spectral resolution due to apodization, ∆ν¯apo, to be the
distance between the maximum and the first minimum of the corresponding lineshape,
we find for the NB-med function [60]:
∆ν¯apo ≥ 0.99δ−1max (3.42)
3. Desired SNR: According to eq. 3.36 the maximum retardation and, therefore, the time
needed for a single scan of constant mirror velocity is proportional to ∆ν¯−1. Hence,
the achievable Root Mean Square (RMS) SNR (or equivalently the average SNR) in a
certain time depends on the resolution[62, section 3.2.6] and of course on the number of
accumulations, Nmeas[46, chap. 7]
SNRRMS ∝
√
Nmeas∆ν¯ (3.43)
4. Self apodization: The light source in an FTIR-spectrometer is a heated element of finite
size and not a point source. Therefore, the beam travelling through the interferometer
is not perfectly collimated. This limits the maximum optical retardation, because
rays at the edge undergo a different optical path than the ones in the centre of the
beam. This effect increases with increasing wavenumber and can be minimized by a
better collimation, but that always reduces the intensity and therefore the SNR. In
the spectrometer used throughout this work the best achievable resolution due to self
apodization is:
∆ν¯self apo ≥ ν¯
2000
(3.44)
Referring to item 3, the resolution should be chosen as low as possible, to achieve a good
SNR. The spectrometer used throughout this work uses a maximum retardation depending
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on the nominal resolution, ∆ν¯nom, of δmax = 0.9/∆ν¯nom. That is safely above the theoretical
limit of eq. 3.36. Combining this with eq. 3.41–3.44 we find the real spectral resolution at a
frequency of ν¯c:
∆ν¯real = max
{
0.9∆ν¯nom,
ν¯c
2000
}
(3.45)
For ∆ν¯nom = 1 cm
-1 this corresponds to 0.9, 1 and 2 cm-1 at 1000, 2000 and 4000 cm-1,
respectively.
3.2.4. Fourier- and Grating-spectrometers
Nowadays in the MIR-range nearly exclusively FTIR-spectrometer are used instead of grating
spectrometers. This results from major advantages of interferometric devices in this spectral
region.
1. Multiplex (Fellgett’s) advantage: In a FTIR-spectrometer all M spectral positions,
that shall be analysed, are measured simultaneously, whereas a grating spectrometer of
identical optical throughput and efficiency needs M steps to measure the same spectrum.
Therefore, the SNR is enhanced by a factor of
√
M in a FTIR machine. This argument
only holds for detectors with a constant noise power (detector noise). In case the noise
is proportional to the square root of the power measured by the detector (called shot
noise), Fellgett’s advantage is completely compensated.
2. Throughput (Jacquinot’s) advantage: This advantage relies on the fact that a mono-
chromator needs an entrance and an exit slit reducing the intensity significantly. This
decreases the SNR by a factor of about 100 for a resolution of 2 cm-1 at ν¯ = 2000 cm-1.
The factor is proportional to ν¯2/∆ν¯2, and decreases with the use of an optimized grating
for a certain wavelength [46].
3. Stability of calibration: Another advantage of Fourier spectroscopy originates from the
fact that the abscissa (frequency scale) of the spectrum is determined by the internal
laser interferogram. Hence, especially for long measurements a much higher stability
is achieved compared to grating spectrometers, where mechanical drifts may shift the
frequency scale with time.
In conclusion especially when measuring in the MIR frequency range there are good reasons
to use Fourier spectroscopy, as the noise is usually not dominated by shot noise and the
spectral resolution needs to be rather small (. 8 cm-1) compared to the overall spectral range
(& 103 cm-1). On the other hand the number of sampling points for Fourier Transform (FT)
techniques increases with the highest frequency present in the spectrum (eq. 3.35), what is
not the case for dispersive spectromters. This and the effect of self-apodization (cf. it. 4)
are limitations of FTIR spectroscopy in the high frequency region (Ultraviolet (UV) and
higher). Furthermore, one should bare in mind that a FTIR spectrometer is a technically
highly demanding device, that relies on a large number of components and a very variation of
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the length of the interferometer arms, what needs to be controlled with highest precision.
This is to a much lesser extent the case for a grating spectrometer, where furthermore
less complicated mathematical procedures are utilized, which may mask technical problems.
Therefore, simplicity has to considered as an advantage of grating spectrometers.
3.3. Analysis of FTIR-data
3.3.1. Background subtraction — Incident intensity
As can be seen from the previous sections, the spectrometer measures the intensity, I(ν¯),
transmitted through the sample depending on the wavenumber, ν¯. The used light source is
a silicon carbide globar being a thermal source of about 500 K. Consequently, the intensity
of the radiation before passing through the sample, I0(ν¯), is neither monochromatic nor does
it exhibit a constant intensity for all wavenumbers. Furthermore, a photodiode or photocon-
ductivity3.9 sensor is used to detect the intensity at a certain interferometer displacements (cf.
eq. 3.33). Both are Mecrury Cadmium Telluride (MCT)-semiconductors with a wavenumber
dependent sensitivity. To compensate these effects and extract only the features of the sample,
one uses transmittance, T , and (derived from that) absorbance, A, which is proportional to
the absorption coefficient (cf. eq. 3.4 and eq. 3.5).
T (ν¯) =
I(ν¯)
I0(ν¯)
(3.46)
A(ν¯) = − log10
[
I(ν¯)
I0(ν¯)
]
(3.47)
Generally background spectra, I0(ν¯), are measured before and after the actual sample to
ensure the stability of the spectrometer and correct for variations of CO2 and H2O partial
pressure. This is done by removing the sample from the optical path and measure I under
the same conditions as if the sample would be there. This includes apertures, polarizers and
all other optical elements as well as the settings concerning the Fourier-transformation (cf.
sec. 3.2.1–3.2.3). Care must be taken not to saturate the detector as now more light reaches
it, and therefore, its linear response may be disturbed.3.10 Usually this can be recognized
by a significant intensity below the cutoff frequency of the detector.3.11[46] In such a case an
intensity filter without any spectral features can be inserted into the optical path (usually a
metal grid, that reflects some of the light independent of its wavenumber).
When measuring samples of low mechanical stability, such as liquids or thin films, support-
ing substrates and possibly a covering slide are inserted into the spectrometer together with
the actual sample. In these cases it becomes challenging to extract the spectral features of
3.9This sensor consists of a single undoped semiconducting material, that generates mobile charge carriers only
when illuminated.
3.10The amount of charge carriers in the detector is limited. And as soon as the reservoir of charge carriers in
the valence band of the semiconductor is significantly reduced, a further increase of incident photons does
not lead to a proportional increase of charge carriers in the conduction band. Furthermore, midgap states
may contribute to the free charge carrier density.[63]
3.11This cutoff frequency corresponds to the bandgap of the semiconductor.
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the sample: A measurement of the substrate alone returns the optical properties of its bulk
material and of two air-substrate interfaces; whereas a measurement of substrate and sample
reveals features of the substrates and the samples’ bulk material as well as of a substrate-air-
interface, a substrate-sample- and a sample-air-interface. This may lead to differences in the
interference pattern, baseline height and even the height and shape of the absorption bands
(cf. secs. on coherence & supported films in 3.4.2, and fig. 3.12 & 3.13).3.12[46] Therefore, it
is advantageous to use substrates and cover-slides exhibiting a similar refractive index as the
sample, as the influence of the their interfaces with the sample is reduced. Of course, the SNR
of the transmittance- or absorbance-spectrum depend on the SNR of the sample- and of the
background-spectrum. To minimize that effect it is good practice to measure the background
with an at least four times higher SNR (cf. sec. 3.2.3 and 3.2.4).
3.3.2. Smoothing of noisy data and interference correction
There is a variety of reasons, why data can be noisy: e.g. fast measurement of kinetic processes,
strong scattering or reflections, small sample sizeetc. In such cases the spectra are smoothed
with a Savitzky-Golay-filter, which approximates each point, A(ν¯), with the best fit to a
polynomial of order dP in a given wavenumber range. In this work usually filters with dP = 3
are used extending over about 7–11 cm-1. This method of data smoothing is particularly
useful for FTIR-spectroscopy as the spectral shape is well preserved.[64]
The substrates and windows used for the supported-film measurements (cf. sec. 5.1.1) or
substrate supported measurements (cf. sec. 5.1.1) have a thickness of about 0.3–1 mm, and
therefore exhibit an interference period of about 2–4 cm-1 (cf. eq. 3.71 and sec. 3.4.2). This
is perfectly accounted for by using a filter of the aforementioned characteristics (fig. 3.8).
Weak interference with periods ∆ν¯+ ≈ 100 cm-1 (eq. 3.71) as for Poly-Ethylene samples
(sec. 5.3, fig. 4.13) can be assumed to be sinusoidal in a small wavenumber region and linearly
superimposed to the absorbance spectrum of the sample.[46, chap. 11] Therefore, it can be
removed from the spectra3.13 by subtraction of a suitable sinusoidal function fi:
fi = b sin(2pi
ν¯
∆ν¯+
− δ0) (3.48)
where b and δ0 are the amplitude and phase-offset of fi. This type of interference correction
is common practice, but must be done with extreme care, as both b and ∆ν¯+ depend on ν¯.
Furthermore, in the range of an absorption band one finds variations of the refractive index,
which influence the shape of the interference pattern.
3.12If the refractive index of the substrate is higher than that of the sample, the reflectance, R (eq. 3.68), is
reduced for wavenumbers slightly below an absorption band of the sample, whereas light of slightly higher
wavenumbers suffers from an increased reflection (cf. fig. 3.5). Such effects cannot be compensated by a
background measurement.
3.13in a limited spectral region, usually smaller than 300 cm-1
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3.3.3. Numerical determination of the absorbance of an absorption band from
absorbance-spectra
Based on eqs. 3.4, 3.5 and 3.68 the apparent absorption, A(ν¯), contains contributions from
reflections at the two interfaces (R) and absorption in the bulk sample (also cf. eq. 3.70). For
a sample without multiple reflections one finds
A = −2 log10R(ν¯)− log10 exp
[−α(ν¯)d]− log10 I0(ν¯) + log10 I0(ν¯)
A = −2 log10R(ν¯) + α(ν¯)d log10 e (3.49)
where α is the absorption coefficient of the sample and d its thickness.
In case there are more than two identical interfaces that cause reflections, the first term
of eq. 3.49 needs to be modified, but still the effects of reflection can be subtracted from the
absorbance-spectra A(ν¯).3.14 A similar discussion also holds for of an absorbing or scattering
substrate (absorption coefficient: αsu(ν¯) and thickness: dsu), where a term αsu(ν¯)dsu log10 e
would need to be added to eq. 3.49. Changes in the illuminated area, Aill, are also linear in
the intensity: I ∝ Aill and hence are considered in eq. 3.49 by adding another term. This is
the strength of the concept of absorbance: It enables one to simply subtract or add optical
“processes” (e.g. absorption or reflection) linearly if there is no “coupling” or interrelation
between them.
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Fig. 3.8.: Spectra (black and green solid lines) before (top) and after subtraction (bottom) of linear,
tangential baselines (black dashed lines); The black lines refer to smoothed data (Savitzky-Golay-filter
of dP = 3 over 9 cm
-1), the original spectrum is depicted in green. The spectra are fitted with a sum
(red lines) of Gaussian functions (blue curves). It is also possible to extract the absorbance from the
height (blue vertical lines) of the baseline-corrected peaks, if they are non-overlapping. The vertical
dashed lines depict the baseline-points xl and xr, from which the tangential baseline is defined.
One concludes from the previous paragraphs, that in case of negligible interference (cf.
secs. dicussing refraction and coherence in 3.4.2) the vibrational absorption of a certain
quantum-mechanical transition can be extracted from the absorbance-spectrum by subtraction
of a suitable baseline as exemplified in fig. 3.8 (cf. also fig. 3.5, eq. 3.4). This implies that the
3.14One must be aware that this is only valid in case of weak absorption due to the sample.
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first term in eq. 3.49 does not change within the region of baseline-subtraction being the case
only for weak absorption of sample and substrate. If the absorption band is not well isolated, a
baseline may be defined for an isolated group of absorption bands. After baseline-subtraction
it can be modelled as a sum of vibrational bands showing no interrelation with each other
(fig. 3.8).
In summary, constructing a reasonable baseline is a complicated problem and several
methods have been proposed to solve it.[46, 65, 66] None of these approaches can account
for all the effects apparent in FTIR-spectra of multi-component-systems.3.15 Here a linear,
tangential one is used which is “in contact” with the absorbance-spectrum at xl and xr
(fig. 3.8).[46] After such a baseline-subtraction, model peak-functions (Lorentz-, Gauss- or
Voigt-profiles: eqs. 3.27–3.29) are fitted to the spectra in the corrected region (ν¯ ∈ [xl, xr]).
This directly reveals the integrated absorbance, Aint, which can be converted into the height
of the bands, when their shape is known.
Consistent determination of the absorbance of an absorption band for a set of
absorbance-spectra
When spectra of the same sample for different relative orientations of the electric field and
the sample shall be analysed, it is inevitable to determine the absorbance of a certain band
in a consistent fashion for all spectra (cf. sec. 3.4). This is done by subtracting a linear
baseline, A0,i(ν¯), individually from each spectrum, Ai(ν¯), (i = 1 . . . N , cf. also fig. 3.8). By
that one obtains N tuples of baseline-points [xl,i, xr,i], one for each spectrum i. From these,
the tuple [xl,k, xr,k] is chosen, that leads to the smallest amount of negative values after
subtraction. Mathematically this corresponds to the tuple, that results in the smallest value
for the following expression:3.16
N∑
i=1
xr,j∑
ν¯=xl,j

∣∣Ai(ν¯)−A0,i(ν¯)∣∣ if Ai(ν¯)−A0,i(ν¯) < 0
0 otherwise
(3.50)
In particular, all possible baselines (indexed j in eq. 3.50) are subtracted from all spectra
(labelled i), what leads to N2 baseline-corrected spectra. Afterwards the negative contribu-
tions are added for each spectrum (sum runs over all wavenumbers ν¯ ∈ [xl,j , xr,j ]) leading
to N2 scalar values (for each baseline tuple j and each spectrum i). These contributions are
then added again (sum runs over i ∈ [1 . . . N ]), what leads to N scalar values from which
the smallest is chosen. The corresponding tuple of baseline-points ([xl,k, xr,k]) is then used to
subtract baselines: For each spectrum, i, the straight line connecting the points Ai(xl,k) and
Ai(xr,k) is subtracted.
The integrated absorbance, Aint(j), can be obtained for each spectrum j by fitting as
3.15Here any sample is regarded as a multi-component-system, as there are always non-ideal interfaces of the
sample with the surrounding medium (air). Furthermore, organic samples always exhibit a certain degree
of heterogeneity (from the synthesis) or due to biological diversity.
3.16Ideally, negative values should not appear at all, meaning Ai(ν¯)−A0,i(ν¯) > 0 for all ν¯ and i.
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described in sec. 3.3.3 (cf. fig. 3.8). Naturally, fitting needs to be done consistently as well.
Here the spectral position, ν¯c, and the width, wFWHM, of all absorption bands in the region of
subtraction are fixed to ensure comparability between the different spectra.3.17 The values for
ν¯c and wFWHM are chosen to be the error weighted average of the resulting parameters of an
initial “free” fit of all (baseline-corrected) spectra. From the shape of the absorption bands
the absorbance (height), A(j), can be calculated (cf. sec. 3.1.3, fig. 3.8).
Fitting the data with fixed spectral positions and widths implies, that there is only a
single underlying TMs. This assumption may be violated in case there are anisotropically
distributed chemical bonds (like surface attached groups). Luckily, such things are usually
recognised by shift in the spectral position meaning an additional band appearing at a certain
polarization.[67] So that one can judge directly from the fitting, whether additional TMs need
to be considered. Free surfaces charges e.g. on metallic surfaces may as well amplify (enhance)
the absorption coefficient (or the oscillator strength) in an anisotropic fashion.[53, 67, 68] But
the presence of conductive materials is detected easily in transmission spectra, as free charges
absorb light very efficiently.[26, 55]
3.4. Infrared Transition Moment Orientational Analysis
Infrared Transition Moment Orientational Analysis (IR-TMOA) is a novel spectroscopic
technique developed to determine the molecular order parameter tensor3.18 specifically for the
moieties in the sample. The method relies on the variation of IR-absorption spectra depending
on the linear polarization of the incident electric field and the inclination of the sample with
respect to the optical axis (cf. fig. 3.9). The result is expressed as the order parameter matrix,
S, bearing five independent quantities: three determining the orientation of the distribution
in the laboratory reference frame and two describing the width of the distribution, i.e. the
degree of alignment or the order (cf. sec. 2.2, eq. 2.2 & 3.25). A comparison of methods to
determine molecular order can be found in sec. 3.6
Polarizer
IR-beam 
(parallel)
Tilting device
(Step motor)
Sample
Fig. 3.9.: Photograph and schematic drawing of the setup for IR-TMOA; Tilting by θ0 is indicated
by the red arrows, the IR beam by the thick grey arrows. The polarizer and the polarization angle, Φ,
are depicted in green. The sample is shown as the grey area in the centre of the tilting device. The
polarizer is not part of the photograph.
3.17In case absorption bands are modelled as Voigt-lines (eq. 3.29), the Gaussian and Lorentzian contributions
are fixed as well.
3.18This is equal to the second moment of the three-dimensional orientation distribution cf. sec. 2.2.
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3.4.1. Instrumentation and technical details
The device is controlled by two step motors: one for tilting the sample and one for rotation
of the polarizer (fig. 3.9). The sample holder is placed in the optical path of an UMA-500
microscope (Bio-Rad), after removal of the upper and lower objectives to achieve an essentially
collimated (parallel) beam. Such a collimated beam is advantageous compared to a focussed
one, because:
• One does not need to calculate the transmittance, T , for all effective inclination angles,
θeff = θ + ΘNA, where ΘNA varies continuously between the negative and positive half
opening angle of the objective (cf. fig. 3.13).3.19
• There is just a single plane of incidence. A focussed beam comprises beams of wavevectors
varying in all three spatial directions (cf. fig. 3.13).
• If an aperture is placed directly on top of the sample, the same area is illuminated for
all inclination angles, θ0, even if the axis of tilt-rotation is not perfectly aligned within
the sample plane. In case of a focussed beam and a sample positioned not perfectly
at the axis of tilt-rotation, the measurement region moves laterally with respect to the
sample.
• By subtraction of the background lateral inhomogeneities of the beam profile cancel
out. To model a laterally inhomogeneous intensity in a focussed beam requires an
exactly mapped beam profile (intensity depending on position) and detailed knowledge
concerning the imaging characteristics of the objective.
The only, but important, disadvantage upon removing the focussing units from the microscope
is reduction in overall intensity by more than a factor of 3–5 depending on the sample size.
Therefore, samples are needed for IR-TMOA, that exhibit lateral homogeneity in the cm-
range. Of course, this maybe compensated by a source of higher intensity (cf. discussion on
beam diameter).
All light that does not pass through the sample has to be cut out. This is achieved by
inserting a rectangular aperture between polarizer and sample.3.20 This aperture limits the
divergence of the beam (cf. above discussion). Furthermore, the sample should be mounted
to the tilting device such that the axis of rotation (tilting) is in the sample plane, as already
evident from item 3. Otherwise the illuminated area shifts laterally upon tilting. Generally
a horizontal shift of the beam is found due to the refraction of the sample, and therefore, an
aperture in contact with the sample is advantageous.
3.19For the objectives used here ΘNA ∈ [−45◦, 45◦].
3.20Usually one aperture is mounted to the sample holder directly in contact with the sample. A second much
larger aperture is situated at the baseplate of the tilting-device to cut off any light bypassing the sample
holder fig. 3.9.
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Data acquisition and treatment
For IR-TMOA the polarization, Φ, of the incident electric field and the inclination, θ0, of the
sample with respect to the optical axis are varied systematically (cf. fig. 3.9 and 3.20). For
each combination of θ0 and Φ an IR-transmission spectrum is recorded: usually these add up
to about N = 50–150 spectra per measurement. To analyse the orientation distribution of
a certain molecular moiety, the absorbance of its corresponding TM needs to be extracted
depending on θ0 and Φ. To do so the spectra are baseline-corrected fitted as described in
the section covering band-shapes (3.1.3) and the determination of baselines and integrated
absorbance (3.3.3). Finally, modelling that A(θ0, Φ) with eq. 3.79 reveals the absorption
coefficient tensor µ or equivalently the order parameter tensor (cf. sec. 3.1.2 & 2.2 and
eq. 3.24).
3.4.2. Theoretical background
Propagation of light in anisotropic media
Optically anisotropic media are characterized by a refractive index tensor, n, with at least
one non-degenerate eigenvalue. Here the case of an arbitrarily oriented, biaxial n will be
discussed.
n = R ·
 n1 0 00 n2 0
0 0 n3
 ·RT (3.51)
with R being a rotation matrix composed out of three independent rotations, Mi (γi), with
respect to the different coordinate axes (i =
[
x̂, ŷ, ẑ
]
) by an angle γi.[25] These angles are so
the called Euler-angles (cf. sec. 2.2, eq. 2.2e)
R = Mx ·Mz ·My (3.52a)
=
 1 0 00 cos γx sin γx
0 − sin γx cos γx
 ·
 cos γz sin γz 0− sin γz cos γz 0
0 0 1
 ·
 cos γy 0 − sin γy0 1 0
sin γy 0 cos γy

(3.52b)
The refractive index tensor, n, is related to  by
 = n2 (3.53)
One of the most important implication of Maxwell’s equations in combination with the
constitutive or material equations (eq. 3.55) is that electromagnetic radiation can propagate
in any medium (including vacuum).[26] The electric- (E) and magnetic field (H) vectors obey
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the wave equation for each Cartesian component:
0 = ∇2E − µmag · 
∂2E
∂t2
(3.54a)
0 = ∇2H − µmag · 
∂2H
∂t2
(3.54b)
where ∇ is the nabla-operator. The matrices  and µmag are the dielectric- and permeability-
tensor, respectively. These second rank tensors describe the effect of E and H on any matter
by relating them to the electric displacement, D, and the magnetic induction, B.
D =  · E (3.55a)
B = µmag ·H (3.55b)
In the following only the implications on E of eq. 3.54, 3.55 and Maxwell’s equations will
be discussed as H and E are linearly dependent on each other. Furthermore, all materials
studied in this work are non-magnetic for frequencies within the IR spectral range.[43]
µmag ≈ 1µ0 (3.56)
|H| ∼ |E|/100Ω (3.57)
where µ0 is the permebility of the vacuum and 1 is the unity matrix. Possible solutions of
eq. 3.54 are plane waves propagating in space (coordinate: r) in the direction of the wavevector,
k, with an angular frequency of ω:
E(r, t) = E0 exp
[−i (k · r − ωt)] (3.58)
Using this ansatz for E and eq. 3.56 we find based on Maxwell’s equation for ∇× E:
H =
1
cµ0
k̂ × E (3.59)
With this, eq. 3.54 can be rewritten.[26, chap. 9]
0 = k × (k × E) + ω2µ0 · E (3.60a)
0 =

 −k
2
y − k2z kxky kxkz
kxky −k2z − k2x kykz
kzkx kykz −k2x − k2y
+ ω2µ0

︸ ︷︷ ︸
A
·E (3.60b)
This equation has only a non-trivial solution if the determinant (Det [. . .]) of matrixA vanishes
meaning that one can determine kz in dependence of kx, ky and the material constant .
Det [A] = 0 (3.60c)
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In general there are four complex solutions for kz (indexed by j = 1 . . . 4) two propagating
forwards, k1/2,z, with a positive real and a negative imaginary part and two backwards, k3/4,z,
exhibiting the inverted signs. An effective refractive index, nj , for each of the kj,z’s can be
defined.[69]∣∣∣∣∣kjnj
∣∣∣∣∣ = 2piλ0 (3.61a)
kj,z =
2pi
λ0
nj cos θj (3.61b)
The Ej can as well be obtained from eq. 3.60a after substituting kz;j back into A.[26, chap. 9]
Using det(Aj) = 0 one finds for the electric field polarizations within the medium:
Êj = Nj Re
 A22A33 −A
2
23
A23A13 −A12A33
A12A23 −A13A22
 (3.62)
where Nj is a normalization constant such that Re
(
Êj
)
· Re
(
Êj
)
= 1. These fields are
called eigenpolarizations (of the wavevectors) in the following. For an arbitrarily oriented
sample (complex non-diagonal ) all of the kj,z’s have different real and imaginary amplitudes.
Hence, none of the corresponding solutions for E needs to point into the same direction or
be perpendicular to each other. Only for propagation along one of the optical axes or for
vanishing anisotropy, we find 1 = |Êj · Êj+2| and 0 = Êj · Êj+1, but Dj · Dj+1 = 0 holds
independent of k.
Finally, some relations valid for electric fields, Ej = EjÊj , of plane waves, j, in any non-
magnetic and non-conductive medium can be given (cf. eq. 3.61 and 3.58):
Re
(
E(z)
)2
= Re
(
E(z = 0)
)2
exp
[
4piν¯ Im
(
kj,z
)
z
]
(3.63)
αj
cos θj
= 4piν¯ Im
(
nj
)
(3.64)
where αj denotes the absorption coefficient (cf. eq. 3.4), Im
(
kj,z
)
< 0 and
∣∣∣Ê∣∣∣ = 1. It can
be seen from eq. 3.63 that the planes of constant amplitude propagate in z-direction and the
planes of constant phase along ŷ sin θj + ẑ cos θj (cf. eq. 3.58).[69, chap. 7] Eq. 3.64 differs
from the standard definition of α by the factor cos−1 θj ,[46, chap. 1] which appears due to the
tilted geometry of the setup (cf. fig. 3.9 and fig. 3.10).3.21
Refraction and reflection in anisotropic media
Electromagnetic waves as described by eq. 3.58 fulfil the following relations at the boundary
from one non-magnetic and non-conductive medium3.22 to another (geometry depicted in
3.21θ may become complex in case the refractive index is complex. This is a different way of describing the
problem, which is identical in the limit of weak absorption.[69]
3.22for frequencies in the IR-spectral range
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fig. 3.10).[26, 69]
Fig. 3.10.: Scheme of the optical paths due to reflection and refraction
k0,y = kj,y =
2pi
λ0
n0 sin θ0 (3.65a)
k2i = n
2
i
2pi
λ20
(3.65b)
k′p,y = k
′
s,y = k0,y
k′p,z = k
′
s,z = −k0,z
E0,y + E
′
p =
∑
j=1...4
Ej,y (3.65c)
E0,x + E
′
s =
∑
j=1...4
Ej,x (3.65d)
B0,y +B
′
s =
∑
j=1...4
Bj,y
H0,y +H
′
p =
∑
j=1...4
Hj,y (3.65e)
Explicit solutions for the various k’s, E’s and H’s can be deduced for an arbitrary n based on
eqs. 3.60, 3.59 & 3.65. Hence, also exact reflection and transmission coefficients can be defined
[26, chap. 9.6]. But as these expressions are lengthy and neither instructive nor used in the
following, they are not given here. Instead an approximation is derived tailored for IR-TMOA
on weakly absorbing and weakly anisotropic media as defined by eq. 3.77 (cf. sec. 3.4.2 and
fig. 3.16).
The basic features of the reflected and transmitted waves are discussed for an optically
anisotropic layer embedded in an isotropic environment. Definitions of the quantities are
given in fig. 3.10. Items 1–3 only hold in case the refractive index n exhibits off-diagonal
elements. This means that at least two of the eigenvectors of n are not aligned with the
sample coordinate system being x̂ =s, ŷ, ẑ (fig. 3.10). Item 4 even holds for a diagonal n as
long as n has at least two differing eigenvalues.[26, 69]
1. The reflected wave of a p-polarized incident beam (E0 = Ep ⊥ x̂) exhibits some
s-polarized components (and analogously for E′p). This is quantified by the “cross”
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reflection coefficient (cf. fig. 3.16).
rsp =
∣∣E′s∣∣∣∣∣Ep∣∣∣ 6= 0 for E0 = Ep (3.66a)
2. The eigenpolarizations within the medium are neither s nor p (cf. fig. 3.16).
E1 · x̂ 6= 0 E2 · x̂ 6= 0 E1 · (ŷ + ẑ) 6= 0 E2 · (ŷ + ẑ) 6= 0 (3.66b)
3. Similarly, the (net) transmitted electric field of incident p-polarized radiation exhibits
some s-polarized components.
(E1 + E2) · x̂ 6= 0 for Es = 0 (3.66c)
4. The propagation directions of the eigenpolarizations (k1 and k2) differ even in case of
vanishing absorbance. In particular, n is an anisotropic, real 3× 3 matrix with at least
two differing eigenvalues. Here R is an arbitrary rotation matrix as defined in eq. 3.52,
1 the unity matrix, and C is a real constant
k1 6= k2 for n 6= CR1RT (3.66d)
5. Transmission coefficients for a single interface can still be defined, but one must bear
in mind that they cannot be treated separately from each other. These coefficients are
defined here only for E1, but E2 (defined analogously) must be considered as well in
any application.
t1,s =
|E1|
|Es|
(3.66e)
t1,p =
|E1|∣∣∣Ep∣∣∣ (3.66f)
Reflection and refraction in lossless and isotropic media
For the propagation from medium 0 (n0) to medium 1 (n), both being isotropic (n = 1n) the
reflection coefficients, r, of E are determined by Fresnel’s formulas, which follow from eq. 3.65.
For s- and p-polarization, referring respectively to Ex and Eyŷ +Ez ẑ in the nomenclature of
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fig. 3.10, one finds:[26, chap. 9.7]
rp =
kzn
2
0 − k0,zn2
kzn20 + k0,zn
2
(3.67a)
rs =
k0,z − kz
k0,z + kz
(3.67b)
tp =
2k0,zn0n
kzn20 + k0,zn
2
(3.67c)
ts =
2k0,z
k0,z + kz
(3.67d)
Note that quantities in medium 1 (the layer) are not indexed. In a lossless medium the
Poynting-vector, which is the energy flow, can be decomposed into an incident and a reflected
component.[26, chap. 3] And as there is no energy loss at the boundary (an infinitely thin
slab), the sum of transmitted intensity (It)) and reflected intensity (I
′
0(z = 0)) is constant,
meaning that the sum of the intensity-reflection (R) and intensity-transmission coefficients is
always 1 for a single interface:
It = I
(
z = 0 + lim
→0

)
(3.68a)
= TI0 (3.68b)
I ′0 = RI0 (3.68c)
T =
It
I0
(3.68d)
R =
I ′0
I0
(3.68e)
1 = R+ T (3.68f)
Here the intensity-reflection- and -transmission-coefficients are given for s- or p-polarization
based on eq. 3.67:
R = |r|2 (3.68g)
T = |t|2 Re (kz)
Re
(
k0,z
) (3.68h)
It becomes apparent that the transmission coefficient t of the electric field is not equal to the
square root of the intensity-ratio, which is related to the Poynting-vector being a function of
the refractive index.[26] Therefore, it is important to use the right coefficients when deriving
relations for the transmission through layered systems.[26, 70]
The directions of propagation in medium 1 or similarly the wavevectors, k, can be determ-
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ined by eq. 3.65a and 3.65b, which is actually Snell’s law.
sin θ =
n0 sin θ0
n
(3.69a)
k = k0,yŷ + 2piν¯ cos θẑ (3.69b)
k = k0,yŷ +
√
n2 − n20 sin2 θ0ẑ (3.69c)
Where θ0 and θ are the angles of incidence in the medium 0 (incident, indexed ‘0’) and medium
1 (no index). Note that eq. 3.69c is also valid in anisotropic and lossy media (but there n may
depend on the electric field and θ0). A graphical representation of the quantities can be found
in fig. 3.10. These wavevectors can be decomposed into components kz and ky and used for
eqs. 3.67 & 3.68.
Multiple reflections in an isotropic layer
For a dielectric slab with ideal parallel interfaces (cf. fig. 3.11) interference can appear. This
originates from the superposition of waves having travelled ones (A) or multiple times trough
the sample (e.g. B), each time suffering reflection losses at the interfaces as described by the
reflection coefficients r0 = r(z = 0) and rd = r(z = d). After travelling three times through
Fig. 3.11.: Beam travelling once (A) and twice (B) through the medium.
the medium (beam B in fig. 3.11) the respective intensity, IB, is weakened due to reflection
3.23
IB = IAr
2
0r
2
d (3.70)
Summing up further reflected waves (infinitely many) leads to the famous Airy-formulas
predicting complete destructive and constructive interference for certain combination of
wavelength thickness and inclination angle.[26, chap. 4.2] For n0 = 1 and n = 1.5 an s-
polarized beam B exhibits an intensity of IB ≈ 0.031IA for an inclination angle θ0 = 60◦. That
sets the upper limit for IB, as rs > rp (cf. eq. 3.67 and fig. 3.16) and in the all experiments
reported in this thesis it is θ0 ≤ 60◦. Furthermore, none of the samples listed in tab. 3.1
3.23In a symmetric geometry (same interfaces at z = 0 and z = d) the reflection coefficients r0 and rd have the
same magnitude (cf. eq. 3.67).
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exhibits really plane or polished surfaces, so reflectivity (R in eq. 3.68) is reduced further.
Imperfect surfaces, scattering effects, non-specific absorption and thickness-inhomogeneities
limit the intensity and coherence of the multiply reflected beams, and therefore, the influences
of interference. Experimentally a difference in the apparent absorption, ∆A . 0.2, between
wavenumbers of constructive, ν¯+, and destructive interference, ν¯−, is found at most (cf.
fig. 4.13). Theoretically one would expect ∆A = A (ν¯−) − A (ν¯+) = ∞, as A (ν¯−) = ∞ (cf.
fig. 3.12). Frequencies of constructive and destructive interference ν¯+/− are given by
ν¯+ (N) =
N cos θ
2nd
ν¯− (N) =
2N + 1
2nd
cos θ
∆ν¯+ = ν¯+ (N)− ν¯+ (N + 1)
=
cos θ
2nd
(3.71)
where N ∈ N and ∆ν¯+ is the spectral distance of two wavenumbers of constructive interference
(interference period). Therefore, we find for the thickest sample studied here: ∆ν¯+ & 100 cm-1
(fig. 4.13), what is still well above the usual width of a vibrational absorption band of
& 10 cm-1. This enables one to correct for interference by subtraction of a baseline,3.24 at
least for isolated absorption bands (cf. fig. 4.13, sec. 3.3.3).
Interference and coherence
It can be seen from the discussion of the previous section that interference, meaning coherent
superposition of electromagnetic waves, is a serious issue when analysing transmission spectra
of samples with parallel surfaces. Luckily, the coherence length, lc, is limited when a
black body radiator is used as light source, as lc is inversely proportional to the spectral
bandwidth, Dν¯.[26, 70] Therefore, a film of thickness d > lc ≈ (2pinDν¯)−1 should not show
any interference. lc for a white light source of temperature TK has also been estimated by
Donges to be approximately 3.6/TK mmK.[71] In both cases lc is in the order of 0.1–1 µm.
Hence, the intensities of multiply reflected waves should be summed up without consideration
of phase effects as long as:[70]
lc < d (3.72)
3.24independently in different spectral regions
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Fig. 3.12.: a) Complex refractive index, n, of a damped harmonic oscillator with ν¯c = 900 cm
-1;
Real (black solid line, left ordinate) and imaginary part (black dashed line, right ordinate) are shown
together with the fit of Im (n) as a Lorentzian profile (red solid line).
b) shows the Transmission coefficients T depending on ν¯ for a slab of 28 µm thickness and the given
n (cf. panel a)). Magenta diamonds refer to an inclination angle θ0 = 0
◦ and arbitrary polarization.
Red and blue symbols respectively correspond to s and p polarizations for θ0 = 60
◦. In c) the
corresponding absorbance, A, is shown as solid lines (right ordinate). The expected diverging A at
wavenumbers of destructive interference is not seen here, because the charts are obtained by numerical
calculations. The dashed charts (left ordinate) show the absorbance, one obtains using only Beer’s law
(no interfaces/interference): A (ν¯) = 4piν¯ Im (n) d. The vertical dashed line is a guide for the eye.
This treatment leads to an intensity transmission-, T , and an intensity reflection coefficient,
R of the whole film:
Tfilm =
|t0|2 |td|2 exp
[
2 Im (kz) d
]
1−R0Rd exp
[
4 Im (kz) d
] (3.73a)
=
(1−R0)(1−Rd) exp
[
2 Im (kz) d
]
1−R0Rd exp
[
4 Im (kz) d
]
Rfilm = R0 +
|t0|2Rd |td|2 exp
[
4 Im (kz) d
]
1−R0Rd exp
[
4 Im (kz) d
] (3.73b)
where R0 and Rd are the intensity reflection coefficients
3.25 at the first and second interface
(cf. eq. 3.67 & 3.68), d is the thickness of the layer. kz exhibits a negative imaginary part and
can be determined from eq. 3.69c. Furthermore, for n′′  n′ the absorption coefficient, α as
3.25for s- or p-polarization
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defined in eqs. 3.4 & 3.64, can be related to kz.
−α d
cos θ
= 2 Im (kz) d (3.74)
Consideration of phase effects leads to a similar expression for T , only the reflection
coefficients, R, in eq. 3.73a have to be replaced by r2 (as given in eq. 3.67); and Im (kz)
by −ikz (as obtained from eqs. 3.60 or 3.65).[26, 70] Fig. 3.13 exemplifies these differences
for n = 1.5 − 0.001i and d = 50 µm. Eqs. 3.73 only hold in case the surrounding media are
identical, otherwise a refractive index correction according to eq. 3.68h needs to be applied.
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Fig. 3.13.: Intensity transmission coefficient, T , depending on the inclination angle, θ0 as defined in
fig. 3.11; In a) the phase of the electric field is considered (eq. 3.67 & 3.68), while in b) it is omitted
(eq. 3.73). Solid and dashed lines refer to s- and p-polarized light. Black lines correspond to T
calculated for a non-collimated beam of opening angle ΘNA = 10
◦. Blue and red lines respectively
refer to T from eq. 3.73a and eq. 3.79 (both with ΘNA = 0). The disagreement of the latter two for
s-polarizations and large ΘNA is caused by multiple reflections not considered in eq. 3.79 and decreases
for increasing absorbance. Since reflection is much weaker in case of p-polarized light, the mentioned
disagreement is much weaker as well and therefore barely visible. The following values are used for
the calculation: refractive index: n = 1.5− 0.001i and thickness: d = 50 µm.
Supported films on a substrate
Often, thin films need to be supported by a substrate, either due to a lack of mechanical
stability (very thin or liquid samples) or to study the impact of the surface on the films. In
such cases IR-TMOA can be performed as well. But of course an additional interface has to
be considered, in case substrate and sample differ in their refractive index3.26(cf. fig. 3.14).
Here we will only deal with very thick substrates (ds), meaning thicker than the coherence
length (lc) of the incident radiation (eq. 3.72: lc / 1 µm 1 mm ≈ ds). In case the sample-
film is also a thick film, the overall transmittance can be obtained by modifying eq. 3.73a.
Assuming the first layer to be the substrate and the second to be the sample we essentially add
the film onto the substrate.[70] The term |t0|2 in eq. 3.73a describes the ratio of the electric
3.26BaF2 has a refractive index of about 1.44 in the IR-spectral region, what is close to refractive indices of
common polymers. So the influence of the additional interface is small.
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Fig. 3.14.: Sketch of the optical path of an electromagnetic wave passing through a substrate
supported film; The substrate is displayed in light grey, whereas the sample is depicted in darker
colour. Beams reflected once are indicated in grey. Multiply reflected (and subsequently transmitted)
beams are omitted for simplicity. The thickness of the substrate is not too scale (it is much thicker
than the sample film).
fields at both sides of the substrate-air-interface. We need to replace it with the transmittance
of the film (T ′film) defined by eq. 3.73a itself. Similarly, R0 in the denominator must be replaced
with the reflectance (R′film). We use t0 and R0 as defined from eqs. 3.67–3.68 for the original
air-sample-interface; and t′d as well as R
′
d for the (new) sample-substrate-interface.
T ′film =
|t0|2
∣∣t′d∣∣2 exp [−αd/ cos θ]
1−R0R′d exp
[−2αd/ cos θ] (3.75a)
R′film = R0 +
|t0|2R′d
∣∣t′d∣∣2 exp [−2αd/ cos θ]
1−R0R′d exp
[−2αd/ cos θ] (3.75b)
These two are substituted back into eq. 3.73a to give the total transmittance of the layered
system
Ttot =
T ′film
∣∣ts,a∣∣2 exp [−αsds/ cos θs]
1−R′filmRs,a exp
[−2αsds/ cos θs] (3.75c)
where absorption coefficient and thickness of the substrate are given by αs and ds, respect-
ively.[70] The corresponding quantities of the sample-film are denoted α and d (cf. eq. 3.74).
Rs,a and ts,a describe the reflection- and transmission coefficients at the substrate-air-interface,
again according to eqs. 3.67–3.68. A correction of the transmittance in the sense of eq. 3.68h
is not necessary in eq. 3.75, as the surrounding media are the same, and therefore, corrections
in T ′film and
∣∣ts,a∣∣2 cancel out.
Furthermore, slightly roughened surfaces with characteristic structures much smaller than
2 µm can be regarded as if coated with an anti-reflective layer. This is because, one can
consider the mixture of air and rough substrate as a laterally homogeneous layer with an
intermediate refractive index according to effective medium models.[70, 72] Therefore, such
imperfect surfaces reduce the influence of multiply reflected beams. Generally, the effect of
incoherent substrate reflections decreases with the refractive index contrast of substrate, film
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and air (an example with a substrate refractive index of ns = 3.4 is shown in fig. 3.15).
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Fig. 3.15.: Transmission coefficient through a supported film according to the model described in
eq. 3.79 and item 2, where all multiple reflections are disregarded (red and green charts). The model
discussed in sec. 3.4.2 according to eq. 3.75c includes the incoherent superposition of multiple reflections
(blue and black lines). Solid and dashed lines respectively refer to s- and p-polarization. Panel a)
depicts the transmission-coefficient T through the multi-layer structure for two different cases: either
a refractive indices of the sample of na = 1.5− i0.5 and a thickness of da = 2 µm (cyan and magenta),
or for nb = 1.5 − i0.025 and db = 50 µm (blue and red). The refractive index of the substrate is the
one of silicon ns = 3.4, its thickness is ds = 1 mm.
In b) the deviation of these two models is evaluated in terms of the difference in their apparent
absorbance values (∆ log10[T ]), where cyan and blue curves respectively refer to the cases labelled a
and b. As exemplified here, these differences depend on the optical details of the whole system, but
do not significantly exceed the shown values in all tested combinations. Cf. also fig. 3.13 for coherent
transmission.
Based on that discussion and the one of the previous subsection, we will neglect the
contribution of interfering, multiply reflected beams to the transmitted intensity for the
mathematical description of IR-TMOA for free-standing as well as substrate-supported
films.
Assumption of small anisotropy and weak absorbance
Materials studied with IR-TMOA in this work are synthetic, organic films of moderate
thickness (10–40 µm) exhibiting absolute absorbance values of A ∼ 1–2 in the MIR-region.
Based on eq. 3.5 and 3.61 we find an upper limit for max
[
Im
(
nx, ny, nz
)]
of ∼ 0.1.3.27
Therefore, a dispersion correction is not necessary in the analysis of the absorption bands (cf.
fig. 3.5).[73] The anisotropy of Re (n) in the IR or Visible (VIS) spectral region is reported
in tab. 3.1 for the different systems under study and is generally smaller than 0.05, even
when facing anisotropic absorption coefficients (tab. 3.1). Only the difference of the ordinary
(no) and and extraordinary (ne) indices of refraction of the Liquid Crystals (LCs) exceed this
value. But here the maximal net anisotropy of refractive index, ∆n, depends on the order
3.27Only for the C=O stretching vibration of Poly-ε-caprolactone a larger n′′ is found (sec. 4.2.5).
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sample nmax nmin ν¯/(10
3 cm-1) ref.
LDPE 1.51 IR [74, 75]
LDPE-amorph. 1.52 18.3 [76]
HDPE 1.54 IR [74, 75]
HDPE-cryst. 1.58 1.52 18.3 [76]
HDPE-amorph. 1.433 18.3 [76]
PE 1.5 5.8 [77]
PE 1.514 0.45 [77]
P(VDF-TrFE)∗ 1.415 1.41 17 [78]
6CB 1.685 1.5328 15.8 [79]
5CB 1.717 1.528 15.8 [79, 80]
5CB† 1.671 1.514 1.5 [80]
SiO 1.41 3 [77]
SiO 1.24 1.6 [77]
SiO 1.1 1.44 [77]
Tab. 3.1.: Maximum, nmax, and minimum, nmin, value of the refractive index at wavenumber ν¯ for
the given samples as taken from the references shown. ∗ refers to a copolymer of 75 mol% PTrFE
and 25 mol% PVDF. †: n is extrapolated from 15800 cm-1 to 1500 cm-1; such extrapolation has been
found reasonable by Li et al..[81]
parameter S (given here for a nematic or uniaxial system).[9]
∆n = |no − ne|S (3.76)
Hence, if the order parameter, as defined by eq. 2.2e: S = max [S1, S2, S3] in a biaxial sample,
is smaller than 0.2, one still finds ∆n < 0.05 for |ne − no| < 0.2. Therefore, eq. 3.77 is fulfilled
for all samples analysed throughout this work.3.27
|nmax − nmin|  Re (nmin) (3.77)
Hence the directions of propagation (cf. eq. 3.69) as well as the reflection and transmission
coefficients (cf. eq. 3.67) can be approximated based on lossless and isotropic media (cf.
fig. 3.16 & 3.17).
The different polarization directions (eigenpolarizations Êj) on the other hand are obtained
from the polarization dependent absorption of molecular ensembles (cf. next section and
fig. 3.19).
Determination of the eigenpolarizations and absorption coefficients from the matrix of
the Transition Moments
Based on the knowledge of the wavevectors, k, within a weakly birefringent and nearly lossless
medium, one can determine the absorption coefficient from the matrix µ (eq. 3.24). To do
so, the wavevector k = |k|
(
ẑ cos θ + ŷ sin θ
)
is rotated into z-direction. This corresponds to
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Fig. 3.16.: Analytical (symbols) and approximated (lines) reflection (|r|, a) and transmission
coefficients (|t|, b) of electric fields passing a single interface from air to an anisotropic medium; The
refractive tensor used in this example is defined by [n1, n2, n3] = [1.45− 0.25i, 1.55− 0.85, 1.5− 0.5i]
(eq. 3.51) and
[
γx, γz, γy
]
= [0◦,−30◦, 30◦] (eq. 3.52). a) filled squares and triangles represent rss and
rpp, respectively, whereas hollow squares and triangles refer to rsp and rps (all deduced analytically from
eqs. 3.60, 3.65 & 3.66a). s- (solid line) and p-reflection coefficients (dashed) are based on Fresnel’s
equations for a lossless isotropic medium (eq. 3.67), and are therefore symmetric and do not show
“cross” reflection coefficients (rsp = rps = 0, dotted). b) Transmission coefficients t1s (filled squares,
solid line), t1p (filled triangles, dashed line), t2s (empty squares, dash-dotted line) and t2s (empty
triangles, dotted line) as defined in eqs. 3.66e–f.
a rotation of the TM-matrix, µ, by Mx (−θ) (cf. eq. 3.52, 3.24 and fig. 3.18).
µ′ = Mx (−θ) · µ ·MxT (−θ) (3.78a)
The two eigenvectors Λ′j of the upper left 2 × 2 sub-matrix µ′{1,2}, {1,2} can be treated as
the eigenpolarizations, Êj , of k after a rotation back into the original reference frame and
normalization.
Λj = Mx (θ) ·
 Λ
′
j,x
Λ′j,y
0
 (3.78b)
Êj = Λj/|Λj | (3.78c)
The corresponding eigenvalues of the two eigenpolarizations are the absorption coefficients,
α1/2, as defined in eq. 3.64. Note that eigenvectors and eigenvalues of a two-dimensional real,
symmetric square matrix can always be calculated by standard numerical algorithms. These
eigenvectors and eigenvalues are exemplified in fig. 3.18.
Calculation of the apparent integrated absorbance for a given inclination and
polarization angle
Based on the assumptions of the previous sections a simplified propagation scheme can be
drawn (fig. 3.20). It is based on the quantities given in tab. 3.2. The detailed procedure of
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Fig. 3.17.: Direction of propagation, θ, within the sample as shown in fig. 3.10;
Left y-axis: θ is determined from eq. 3.60 for the two eigenpolarizations (filled and hollow circles)
representing the true solution and approximated by eq. 3.69 (thin solid line in between the symbols).
The right y-axis depicts the difference of the approximation and the true solution. The thick solid line
refers to the filled symbols and the dashed line to the hollow circles. The refractive index tensor is the
same as in fig. 3.16 and also filled and hollow symbols refer to the same eigenpolarizations.
the fit-function is given in eqs. 3.79. But please note that these are to be understood as a list
of sequential allocations and not as a system of mathematical equations. In square brackets
the needed external parameters are given.
1. Free-standing films
Propagation direction and wavevector [Calculations depend on θ0 and n.]
θ = arcsin
[
sin θ0
n
]
(3.79a)
k̂ = ŷ sin θ + ẑ cos θ (3.79b)
k/k0 = ŷ sin θ0 + ẑ
√
n2 − sin2 θ0 (3.79c)
2. Transmission at first interface (z = 0): The reflected light is lost independently of
absorption, and is therefore removed from the measured spectra by baseline-correction
(cf. sec. 3.3.3 & subsections). This is accounted for by normalization of E in 3.79e.
[Calculations depend on θ0, Φ and n.]
E = tsx̂ cosΦ+ tp sinΦ
(
ŷ cos θ + ẑ sin θ
)
(3.79d)
E =
E
|E| (3.79e)
Substrate supported films
This item can also be interpreted as propagation through a substrate before penetrating
the sample film (cf. sec. 3.4.2 and fig. 3.14). The wavevectors and reflection- and
transmission-coefficients then need to be calculated for the substrate’s refractive index.
The mathematical description basically stays the same, as multiple reflections are
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b)a)
Fig. 3.18.: a & b) Beam with wavevector k and electric field E (exhibiting an angle of Φ with the
x̂-axis) propagates through the sample (grey shaded). The planes of polarization are perpendicular to
k and are indicated by dashed ellipsoids. The inclination angle (θ0) is defined by the optical axis (ẑ
′,
dashed) and the surface normal (ẑ, dashed). Quantities outside of the sample are indexed with 0. The
propagation direction within the sample is determined by the angle θ between the sample’s surface
normal ẑ (dashed line) and the wavevector k within the sample. b) Depending on this direction and
the polarization (E) within the medium, a two-dimensional cross section (A2D, light grey ellipsoid) of
the three-dimensional ellipsoid of absorption (A3D as determined from µ in eq. 3.23 and 3.24, dark
grey) is measured by variation of the polarization angle, Φ (cf. secs. on anisotropy, propagation and the
electric field in 3.4.2). In general, the main axes of A3D do neither coincide with the sample coordinate
system (x̂, ŷ, ẑ), nor with the main axes of the cross section A2D, which are approximated as parallel
to Ê1 and Ê2 (small arrows). The electric field, E, of the IR-radiation is split into the components Ê1
and Ê2, which propagate independently from each other. (Cf. fig. 3.21)
disregarded. Hence, for a supported film, normalization (eq. 3.79d & 3.79e) is performed
twice: for the air-substrate and the substrate-sample interface. This results in a different
Ê, but all following calculations remain unchanged. (Cf. also item 5 for the inverted
geometry.)
3. Transmission in spectral regions, where there is no absorption: The electric field is
weakened only due to reflection (E0,out) at the second interface (z = d, fig. 3.20),
as effects at the first interface are already accounted for by eq. 3.79e. This effect is
removed from the measured spectra by baseline-correction (cf. sections covering the
determination of absorbance from spectra by baseline-correction in 3.3.3), what is again
accounted for by renormalization in eq. 3.79j, for which the reference is calculated here.
[Calculations depend on θ0, Φ and n.]
E0,out = x̂ {tsE · x̂}+ ŷ
{
tpE · ŷ
}
+ ẑ
{
tpE · ẑ
}
(3.79f)
4. Free-standing films
Absorption of the two eigenpolarizations: Ê1,2 and α1,2 are determined by eq. 3.78a–3.78
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Fig. 3.19.: Real (left y-axis, circles) and imaginary part of kz (right y-axis, triangles) within the
sample as calculated from eq. 3.60; The approximation of Re (kz) is based on eq. 3.69 (left y-axis, solid
line), whereas Im (kz) is approximated by eqs. 3.78 and 3.64 (right y-axis, dashed line). The data of
the two different eigenpolarizations are depicted as hollow and filled symbols.
from µ and k̂. [Calculations depend on µ and d.]
E1,2 = Ê1,2
{
Ê1,2 · E
}
(3.79g)
E = E1 exp
[
− α1d
2 cos θ
]
+ E2 exp
[
− α2d
2 cos θ
]
(3.79h)
5. Transmission at the second interface (z = d) [Calculations depend on θ0 and n.]
Eout = x̂ {tsE · x̂ x̂}+ ŷ
{
tpE · ŷ
}
+ ẑ
{
tpE · ẑ
}
(3.79i)
Eout =
Eout∣∣∣E0,out∣∣∣ (3.79j)
Substrate supported films
For substrate supported films in an inverted geometry, where the sample is penetrated
by the radiation before the substrate (cf. sec. 3.4.2 and fig. 3.14), normalization is
performed for the air-sample interface (eq. 3.79d & 3.79e). E0,out is calculated for the
sample-substrate interface analogously to eq. 3.79f and afterwards (another time) for
the partial reflection at the substrate air interface:
E˜0,out = x̂
{
tsE0,out · x̂
}
+ ŷ
{
tpE0,out · ŷ
}
+ ẑ
{
tpE0,out · ẑ
}
(3.79k)
The field E˜
′
0,out is then used instead of E0,out for eq. 3.79j. Conceptually, this does not
make a difference to item 2.
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Symbol Description
θ0 inclination angle as set by the tilting device (this is the equivalent to the angle
of incidence), equivalent to a sample rotation with respect to x̂ (mathematically
positive)
θ angle of incidence within the sample
k0 2piν¯, absolute value of the wavevector in air
k0 wavevector in the surrounding medium, k0 = 2piν¯n0[ŷ sin θ0 + ẑ cos θ0]
k wavevector within the sample
k̂ direction of propagation (normalized wavevector within the sample k̂ = k/|k|)
ts/p interface transmission coefficients as defined in eq. 3.67
Φ polarization angle: measured between x̂ and E0 (mathematically positive)
E0 incident electric field, E0 = x̂ cosΦ + ŷ sinΦ; we use here |E0| = 1, as the
calculation of A relies on the ratio E2out/E
2
0 (eq. 3.79l).
Ej eigenpolarization j in the sample, in the direction Êj with j = 1, 2
E total electric field within the sample, E = E1 + E2
Eout electric field leaving the sample and reaching the detector
E0,out electric field propagating through the sample without undergoing absorbance
n0 isotropic refractive index of the surrounding medium (air): n0 = 1
n refractive index of the sample, n = 1n (approximated as isotropic and real)
µ matrix of the Transition Moments
d thickness of the slab; here d = 1 is used, as only values proportional to the TM
are used for the determination of the order parameter.
A absorbance as sensed by the spectrometer after background- and baseline-
correction
Tab. 3.2.: Definition of mathematical quantities used for modelling of IR-TMOA
6. Calculation of absorbance, A, as sensed by the spectrometer
A = − log10
[
E2out
E20
]
(3.79l)
3.4.3. Data representation
The dependence of the integrated absorbance, Aint, on polarization, Φ, and inclination, θ0, is
always represented as shown for some exemplary cases in fig. 3.21. For each inclination angle,
separated by two vertical dashed lines, we show the dependence of Aint on Φ corresponding to
a standard polar plot for a given θ (or θ0). This actually means slicing the three-dimensional
information into two-dimensional cross sections (fig. 3.18, cf. sec. 3.4.2, eq. 3.78). In the
following the dependencies of Aint on θ0 and Φ for some exemplary orientational distributions
of TMs are simulated and discussed.
• An orientation distribution exhibiting perfect alignment with one of the sample coordin-
ate axes can be represented by a single TM (µ) oriented in that direction (black or blue
or red arrow in fig. 3.21a). Consequently, we find Aint = 0 if the electric field, Ê, is
perpendicular to µ. Upon changing of Φ a sinusoidal dependence of Aint(Φ) is found,
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being most pronounced in planes of polarization that include µ. In such a case, perfect
symmetry of Aint with respect to θ0 = 0
◦ and Φ = 0◦ or Φ = 90◦ (for fixed θ0) appears.
– µ‖x̂ (black curve in fig. 3.21A): Maximum absorbance is found in case of s-
polarization for all θ0, as the corresponding Ê’s are parallel to x̂. Therefore, p-
polarized light generally reveals Aint = 0. The increasing absorbance for increasing
|θ0| is caused only by the growing optical path (fig. 3.20).
– µ‖ŷ (blue curve in fig. 3.21A): Here maximum absorbance appears for p- polariza-
tion meaning Φ = 90◦ at θ0 = 0◦, whereas Aint vanishes for s-polarization for all θ0.
Increasing |θ0| reduces ŷ-components of the p-electric fields while increasing their
ẑ-components. This leads to the reduction of Aint(Φ = 90
◦), although the optical
path increases with |θ0|.
– µ‖ẑ (red curve in fig. 3.21A): For θ0 = 0◦ no absorption is found for all Φ’s, as
here the electric field varies in the x̂-ŷ-plane. Upon tilting Aint(Φ = 90
◦) grows, as
the p-polarized light exhibits some components along ẑ. Aint(Φ = 0
◦) on the other
hand remains zero, as here Ê‖x̂ for all θ0.
• Distributions that consist of TMs, each aligned perfectly with one of the sample
coordinate axes, also exhibit a perfectly symmetric absorption pattern with respect
to θ0 = 0
◦ and Φ = 0◦ or Φ = 90◦ (for fixed θ0).
– An isotropic distribution can be represented as three TMs, each oriented along
one of the sample coordinate axes (black arrows in fig. 3.21b). In such a case the
ellipsoid of absorption (fig. 3.18) is spherical, and hence any two-dimensional cut of
it as well. Aint is therefore independent of Φ for a given θ0 (black line in fig. 3.21B).
Again, the increase of Aint with |θ0| is solely related to the increasing optical path
(fig. 3.20).
– Uniaxial orientational distributions exhibiting two favoured and one depressed
direction of alignment can be visualized as two TMs oriented along the favoured
axes (fig. 3.21b). This is closely related to the isotropic distribution. For a certain
θ0 one finds no dependence of Aint(Φ) and when tilting away from that orientation
Fig. 3.20.: Scheme of the propagation through a sample, simplified according to the approximations
of the previous sections
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Fig. 3.21.: Various TMs and their corresponding dependence of absorbance, Aint, on inclination,
θ0, and polarization Φ; In the top row (a–c) a three-dimensional sketch of film-samples (boxes) is
shown each exhibiting a combination of specifically oriented TMs. The lower row (A–C) depicts the
corresponding Aint for combinations of θ0 and Φ based on eq. 3.79 using a refractive index of 1.5.
Inclination of the sample is performed by a rotation with respect to x̂ (mathematically positive).
Polarization, Φ, is the angle between the x̂-axis and Ê (mathematically positive rotation around ẑ).
Vertical dashed lines are a guide for the eye. The sample reference frame is denoted by x̂, ŷ and ẑ,
meaning that Ê = x̂ refers to s-polarization and Ê within the ŷ-ẑ-plane to p-polarization.
either s- or p-polarization reveal a reduced absorbance: For TMs aligned with x̂
and ŷ that orientation refers to normal incidence (cyan curve in fig. 3.21B). For
TMs aligned with x̂ and ẑ on the other hand no polarization dependence of Aint
would be found for propagation within the sample along ŷ meaning θ = 90◦, which
is not measurable (magenta curve in fig. 3.21B).
• In case of arbitrarily oriented TMs the aforementioned symmetry with respect to Φ and
θ0 is lost (fig. 3.21c, C).
– Perfect alignment of all TMs along a direction in between x̂ and ŷ (brown in
fig. 3.21c, C) leads to a similar Aint(θ0, Φ)-dependence as in fig. 3.21A (black
and blue curves). But, as the major orientation direction differs from Φ = 0◦
or Φ = 90◦, the maximum of Aint is found at an intermediate polarization angle for
all θ0. The dependence of this maximum absorbance value on θ0 is much weaker
as in fig. 3.21A, because the increasing optical path is partly compensated by the
decreasing component of the TM along Ê.
– Perfect orientation of the TMs along a certain direction within the x̂-ẑ-plane is
depicted by the green curves in fig. 3.21c, C. Here a rotation by θ0 around x̂ leaves
the x̂-component of the TMs unchanged, but rotates the direction of maximum
absorption within the plane of polarization causing the shift of the sinusoidal
dependence on Φ with θ0 (note the symmetry of the shift). Particularly, inclining
the sample to negative values rotates components of the TM into the ŷ-axis of
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the laboratory frame (p-polarization) and therefore shifts the maximum absorption
from Φ = 0◦ to larger polarization values. Tilting into the other direction moves the
sinusoidal dependence in the other Φ direction. Apart from the increasing optical
path a growing inclination enhances absorption further, as the ẑ-components of the
TMs are rotated into the plane of polarization. (Also cf. µ‖x̂ in fig. 3.21a, A.)
– Perfectly aligned TMs within the ŷ-ẑ-plane leads to the absorption pattern in dark
blue (fig. 3.21c, C). First of all, tilting does not change the component of the TM
along x̂, which is anyway zero. Therefore, no absorption is found for s-polarization.
On the other hand, inclining the sample to positive values rotates the TM out of
the plane of polarization (into the direction of the optical axis). Hence, absorption
of p-polarization decreases for increasing θ0. Whereas for decreasing θ0 we find an
increasing absorbance.
3.5. Other methods
3.5.1. X-Ray Diffraction
All presented X-Ray Diffraction (XRD) measurements are performed by Anne Seidlitz.3.28
XRD is a versatile tool to study regularly spaced structures.[82, 83] This technique is
commonly used to determine the crystal structure including the unit-cell parameters and the
crystallinity of a given material. These two facts already indicate the possibility to determine
the macroscopic order of structures exhibiting a characteristic length. Such structures are
usually crystallites, but also the order of regular distances (i.e. atom-atom-distances) in non-
crystalline materials can be determined.[9] The method to obtain the order parameter tensor
is commonly referred to as a “pole figure measurement”, and is the subject of this section.
The wavelength of the used X-ray photons is in the range of a few angstroms, what
coincides with typical unit-cell parameters in organic and anorganic crystals.[7, 82, 84] The
corresponding energy is in the range of some 104 keV. This may suggest a high likelihood of
radiation damage, when samples are illuminated with X-rays. But this energy corresponds to
electronic transitions in the inner shell of atoms, and there is only little coupling to the outer,
valence electrons. Consequently, XRD is based on the coherent reflection of photons from
different sites and does not rely on quantized energy levels. Therefore, the following theory
of diffraction also applies to the scattering of neutron- or electron beams.[82]
Scattered intensity
The amplitude, A, scattered by a spatial distribution of scattering particles ρ(r) is given by
A (∆k) = A0
∫
dV ρ(r) exp [−i∆k · r] (3.80)
3.28Anne Seidlitz, Institut fu¨r Physik, Experimentelle Polymerphysik, Martin-Luther-Universita¨t-Halle-
Wittenberg, Von-Danckelmann-Platz 3 06120 Halle/Saale
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where r denotes the spatial coordinate, V the sample volume and ∆k = k−k′ is the difference
of the incident, k′, and scattered wavevector k (fig. 3.22). A0 is the incident amplitude.[82,
83] The scalar product ∆k · r is the phase difference of the interfering waves depending on the
position of the scattering object. Here we only consider elastic processes meaning |k| = |k′|.
X-Ray Diffraction of a single unit cell
For a single unit cell the amplitude, A1, can be superposed from the (electron) densities,
ρj(r − rj) of the N lattice points situated at a position rj measured with respect to the unit
cell.[82]
A1 (∆k) = A0
∫
dV
N∑
j=1
ρj(r − rj) exp [−i∆k · r] (3.81)
= A0
N∑
j=1
exp
[
−i∆k · rj
] ∫
d3Rjρj(Rj) exp
[
−i∆k ·Rj
]
(3.82)
= F ∗ (∆k)
where Rj = r−rj . Eq. 3.82 is called the structure factor F ∗ (∆k) and is a property of a single
unit cell, that depends in detail on the atoms, that make up the lattice points and how they
are distributed throughout the unit cell.[82, 83, 85]
X-Ray Diffraction of a single crystal
In a single crystal, diffraction is the coherent reflection of the periodically arranged unit
cells. For orthorhombic unit cells with the three axes a1, a2 and a3 one finds ρ(r) =
ρ(r + ua1 + va2 + wa3) for u, v, w ∈ N. Using eq. 3.80 and 3.82, we can perform the lattice
sum over all unit cells along the crystal directions (U unit cells parallel to a1, W parallel to
a2,. . . ).[83]
A (∆k) = A0F
∗ (∆k)
U∑
u
V∑
v
W∑
w
exp
[−i∆k · (ua1 + va2 + wa3)]︸ ︷︷ ︸
G∗(∆k)
(3.83)
G∗ (∆k) is called lattice factor, that reaches its maximum in case the Laue-condition (eq. 3.84)
is fulfilled, meaning constructive interference from all scattering sites.[82, 83]
∆k = G (3.84)
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G is a reciprocal lattice vector defined for an orthorhombic system (a1 ⊥ a2 ⊥ a3) by
G = hb1 + kb2 + lb3 with h, k, l ∈ N (3.85a)
bi = ijk
2piaj × ak
ai ·
(
aj × ak
) (3.85b)
Using eq. 3.84 & 3.85 a certain diffraction peak can be identified using its Miller indices hkl.
Furthermore, the vector [hkl] = ha1 +ka2 + la3 defines the normal of the lattice planes {hkl},
whose periodic spacing d = 2pi/|G| causes the reflection.[82]
In summary, the intensity, Icr, of the diffracted wave of a single crystal is proportional to
the following quantities:[83]
Icr ∝ I0PE(θ)
∣∣F (hkl)∣∣2 U2V 2W 2 (3.86)
Here θ is the angle of incidence in a standard θ-2θ XRD-goniometer.[83] The factor PE(θ)
describes the angular dependence of the contributing polarization.
PE =
1 + cos2 2θ
2
(3.87)
Further correction factors are commonly introduced, e.g. the Lorentz factor L = 1/ sin 2θ, the
Debye-Waller factor and geometrical corrections (beam divergence, number of planes with the
same |G|,. . . ).[83, 85]
X-Ray Diffraction of polycrystalline materials
In polycrystalline materials, such as spherulitic structures, the reflections from different
crystallites are not in phase, provided they do not have periodic distances. Therefore, the
intensity of the reflections of all individual crystallites can be linearly superimposed. Based
on eq. 3.86 and considering further angular dependent effects, the intensity, Ipcr, of a certain
diffraction peak (hkl) can be determined.[83, 85]
Ipcr(hkl) ∝ I0PE(θ) exp [−lµX]
∣∣F (hkl)∣∣2AliPhkl(α, β) (3.88)
The angle θ is fixed by the wavelength of the X-rays and the hkl of the reflection, and
hence, also PE(θ) is constant. The term exp [−lµX] corrects for the absorption within the
sample,3.29 A and li are the illuminated area and the information-depth, that make up the
actual scattering volume. All three quantities depend on the orientation of the sample-film
with respect to the X-ray beam (determined by α and β, fig. 3.22). Phkl(α, β) is the term
of interest here, as it represents the volume fraction of crystallites having a [hkl]-vector3.30
parallel to ∆k, whose orientation with respect to the sample is set by α and β. Phkl(α, β) is
also referred to as pole distribution (function). α and β, are defined analogously to the first
3.29l is the path length in the sample and µX the absorption coefficient.
3.30[hkl] is the surface normal of the (hkl)-plane.
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two Euler-angles in fig. 3.22 (cf. sec. 3.4.2 and eq. 3.52).[9, 83] The fraction Phkl(α, β) can be
accessed in two ways, either by correcting the measured intensity for all the combinations of
angles (α and β, fig. 3.22) or by dividing eq. 3.88 by the intensity scattered from an amorphous
sample of the same specimen (including the degree of crystallinity).[83, 85]
a)
b) c)
Fig. 3.22.: a) Sketch of the setup used to measure a pole figure by XRD; To analyse the three-
dimensional orientation a large set of combinations of the two rotation angles (α and β) must be
measured. First a rotation with respect to the transverse direction (T ) is performed (α). This rotation
also acts on the surface normal (N), about which the sample is rotated afterwards by β. In case of
α > 0◦, the situation sketched in b is obtained, the side view of this is depicted in c. The incident
(k′) and scattered wavevector of X-ray beam are avoided in c, as they are perpendicular to the paper
plane. ∆k = k−k′ is vertical within the paper plane for a–c. The length of the path, the X-rays travel
within the medium, as well as the illuminated area depend on both angles. Furthermore, for α ≥ 70◦
artefacts are reported to appear commonly due to geometrical reasons.[83]
Extraction of the nematic order parameter
As apparent from eq. 3.88 the integrated intensity of a diffraction peak hkl is proportional
to the number of lattice planes with lattice normal [hkl] parallel to the scattering direction
(∆k, fig. 3.22). After correction for all geometrical, polarization and absorption effects (cf.
previous section) we find an intensity I ′pcr, from which the three-dimensional order parameter
can be derived (cf. sec. 2.2, eq. 2.2).[9]
SXRDzz =
3
2
2pi∫
0
pi/2∫
0
(
3I ′pcr(α, β) cos2 α sinα
)
dαdβ
2pi∫
0
pi/2∫
0
I ′pcr(α, β) sinα dαdβ
− 1
2
(3.89)
We assume that for a given β, α = 0◦ as well as α = 90◦ correspond to cases, where one of
the principal axis of orientation is parallel to ∆k (fig. 3.22). Then a two-dimensional nematic
order parameter can be defined along ∆k at α = 0◦. This refers to the alignment with the
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surface normal of the sample-film within the plane of varying α for a fixed β.[9, 83, 85]
SXRD2D (α = 0
◦, β) =
3
2
pi/2∫
0
(
3I ′pcr(α, β) cos2 α sinα
)
dα
pi/2∫
0
I ′pcr(α, β) sinα dα
− 1
2
(3.90)
In case of a uniaxial distribution with its major orientation direction (the director) parallel
to ∆k for α = 0◦, SXRD(α = 0◦, β) agrees with max
i=1,2,3
[Si,i] as defined in eq. 2.2e.
3.31
In case the director is parallel to ∆k when α = 90◦ the order parameter SXRD2D (α = 0
◦, β)
does not coincide with an element of the three-dimensional order parameter tensor (eq. 2.2).
For a biaxial distribution the situation is even worse, and I ′pcr must be measured for the full
range (β ∈ [0◦, 360◦], α ∈ [0, 90◦]). The interested reader is referred to sec. 2.2.4 for the
derivation of the three-dimensional order parameter tensor from the SXRD2D , as well as the
work of Cole and Spieß et al..[9, 83] A discussion restricted to two-dimensional order can be
found in the work of Fraser.[39]
Analysis of X-Ray Diffraction spectra
Analysis of XRD-spectra is performed analogously to the IR-spectra (cf. sec. 3.3.3) after
the corrections mentioned in the previous section have been applied (XRD-absorption, polar-
ization dependence PE in eq. 3.87,. . . ). Examples can be found in fig. 5.10 and fig. 5.4.
3.5.2. Differential Scanning Calorimetry
Differential Scanning Calorimetry (DSC) is a technique that measures the thermal energy
required to change the temperature of the sample. Therefore, this method is particularly
sensitive to phase transitions or other structural reorganizations, that require latent heat
(first order transitions).[52] Technically, the sample and a reference are heated, such that
their temperatures follow a defined time protocol. From the difference of the power required
to heat sample and reference the energy uptake of the sample is calculated.[23]
When the sample undergoes a phase-transition either additional energy is needed to re-
arrange the microscopic structure (like the isotropic to nematic transition in LC upon cooling),
or energy is released that was stored in the microscopic structure (e.g. nematic to isotropic
transition upon heating).[23] In a typical DSC-curve, displaying heat flux over temperature
(fig. 5.13), such a change appears respectively either as a peak or as a dip. The integrated area
under (or over) the curve gives the transition enthalpy. This enthalpy is an extensive quantity
meaning that it is proportional to the number of objects undergoing the phase transition.[52]
Therefore, it allows to calculate the degree of crystallinity in semi-crystalline polymers upon
melting based on the knowledge of the specific melting enthalpy (enthalpy per unit mass of
melting crystal).
3.31This also applies to a uniaxial distribution with two major and one minor orientation direction, that is
parallel to ∆k for α = 0◦. In such a case one would find a negative SXRD(α = 0◦, β).
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3.5.3. Density Functional Theory
One of the biggest advantages in IR-spectroscopy is its specificity for different molecular moi-
eties, and therefore a sensitivity on the microscopic level. This requires an exact assignment
of the vibrational modes to the absorption bands seen in the IR-spectra. Significant progress
has been made in the last decades concerning computational equipment and theoretical under-
standing, such that nowadays efficient and rather user friendly program packages are available
to compute the normal modes (sec. 3.1.2) and their vibrational frequencies.[53] One of the
most frequently and successfully applied are Density Functional Theory (DFT)-methods.
DFT aims to calculate the electron density, ρe(r), for a given molecular structure
3.32 by
solving the Schro¨dinger equation in a self-consistent way. From ρe(r) and the molecular
geometry the overall energy of the system can be calculated. The agreement of the calculations
with experimentally observable quantities depends on the functionals, that are used to model
ρe(r). For the simulation of vibrational spectra usually B3LYP functionals are used in
conjunction with 6-311G basis sets.3.33[47, 53, 86]
By a systematic variation of the atomic positions one can therefore estimate the molecular
geometry with the lowest energy including its charge distribution. From such variations the
inter-atomic force constants and corresponding normal coordinates may be calculated. These
calculations are based on approximated electron-electron interactions and, more severely,
on harmonic potentials. Hence, the accuracy of the calculated frequencies is in the range
about 4 %, meaning about 40–100 cm-1 depending on the vibrational frequency. This is
usually compensated by scaling them by an empirical factor increasing the accuracy to about
25 cm-1.[53] More advanced scaling procedures alter the force field directly, what ultimately
may increase the accuracy further to approximately 10 cm-1.[53] From the displacement of
the atoms and their partial charges during the vibration also the direction and amplitude of
the TM can be calculated.
Nevertheless, one must keep in mind, that these calculations are always performed for single
molecules (gas phase), inter-atomic potentials are by far not harmonic, and the computational
effort increases dramatically with every added atom. Therefore, there is a fundamental
problem, when it comes to condensed phase systems with inter-molecular interactions (e.g.
hydrogen bonds). So, the best way to assign vibrational modes to IR absorption bands is a
combination of quantum chemical methods like DFT, reference measurements of chemically
similar samples, and the careful use of group-frequency tables.[53, 87] This is nicely illustrated
by a story of Prof. L.J. Bellamy, who once said: Whenever he was faced with complex IR-
spectrum of a new molecule and felt the need to perform a normal mode analysis, he would
lie down until that feeling passed.3.34[87] A lot of progress has been made since these days,
but still there is a lot of truth in that statement.
3.32The position of the atom is known.
3.33Throughout this work the ORCA program package[47] is used with B3LYP functionals and 6-311++G basis
sets including 2p and 2d orbitals.[47–49, 86]
3.34L.J. Bellamy wrote several books on IR-group frequencies.
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3.5.4. Polarized Optical Microscopy
Polarized Optical Microscopy (POM) is a microscopic technique utilizing linearly polarized
light (one polarizer before and one after the sample). It is commonly used to study bi-
refringent samples (e.g. semi-crystalline polymers, LC or single crystals). In such materials
electromagnetic waves are subjected to different refractive indices depending on their elec-
trical polarization.3.35 The underlying physics, allow for a given direction of propagation only
two electric field directions (Êi) within a birefringent medium (sec. 3.4.2). Therefore, if plane
polarized light with an electric field in between these two directions enters the sample, it is
split into its vectorial components along them (cf. fig. 3.18). The components then propag-
ate independently of each other and with different phase-velocities. Therefore, the two rays
are out of phase when leaving the sample and hence superpose to elliptically polarized light.
Such light cannot be fully blocked by a polarizer3.36 oriented perpendicular to incident electric
field.[23]
In case of an optically isotropic sample, such phase differences would not appear and all
light be blocked by the polarizers. This would also happen if in a birefringent sample the
phase difference accidentally equals 2pi. But usually the sample is illuminated with white
light and not all wavelength can have the same phase difference. Hence, often beautifully
coloured pictures are observed by POM. Furthermore, if the incident polarization is along
one of the two Êj (eigenpolarizations), the light experiences only a single refractive index, and
therefore, the image appears dark. Consequently, by simply rotating the sample the principal
axes of the refractive index tensor can be determined.
In samples exhibiting local variations of the refractive index tensor (like poly-crystallites
or Polymer Dispersed Liquid Crystals (PDLC)) the phase difference depends on the position.
Therefore, one is enabled to determine the size and homogeneity, as well as the degree of
optical anisotropy directly from POM-pictures.
The determination of the order parameter from optical birefringence measurements is a
common procedure.[8, 9, 88] The methodology relies on the knowledge of the microscopic
refractive index tensor of the object, whose order is to be determined, and involves monochro-
matic light and linear detectors (cf. footnote 3.10 & 3.43). Only the orientation of objects
can be determined, that are optically anisotropic. This and the fact, that phase proper-
ties instead of the absorption coefficient are measured, are the most striking differences to
IR-TMOA. Consequently, POM does not show any molecular specificity. In particular, com-
monly only two phases are considered, an optically isotropic and an optically anisotropic,
partially ordered one.3.37 The underlying mathematics, on the other hand, do not differ
significantly from sec. 3.4.2.
POM is used in this work to determine the characteristic sizes and homogeneity of poly-
crystalline materials (cf. sec. 5.1), as well as to control the effects of electrical poling of
3.35The whole discussion is analogous to sec. 3.4.2, only here the effect relies on the real part of refractive index.
3.36In a POM one polarizer is inserted before and a second one after the sample.
3.37In a semi-crystalline polymer the crystallites are birefringent and the amorphous phase is considered optically
isotropic. Whether the latter is ordered as well, cannot be determined and is usually neglected in the
underlying calculations.[8, 9]
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PDLCs (cf. sec. 5.2). Both applications are, therefore, purely qualitative evaluations of the
phase differences.
3.6. IR-TMOA: comparison and benefit
3.6.1. Comparison to other methods
XRD pole-figures
The pole distribution function as measured by XRD3.38 reflects the probability to find a lattice
plane (crystal direction) in a certain direction with respect to the sample, whereas IR-TMOA
reveals the second moment of the orientation distribution of TMs (cf. sec. 2.2). Furthermore,
XRD peaks originate from periodic electron density distributions, and are therefore not
molecularly specific, what is in sharp contrast to vibrational absorption. These two facts
and the much lower photon energy are the main differences of IR-TMOA to XRD pole-figure
measurements. In summary, by XRD order of periodic densities can be quantified completely,
but no molecular specificity is obtained (cf. sec. 3.5.1).
For the case of Poly-Ethylene (PE), order especially refers to the orientation of crystalline
or amorphous units. The latter are difficult to grasp by XRD-methods, especially when
desiring a three-dimensional quantification of orientation in 1-100 µm thin films.[5, 8, 9, 34,
74, 88] Furthermore, the order of different amorphous moieties cannot be distinguished by
XRD-measurements, if their regular spacing is not significantly different. On the other hand,
IR-TMOA cannot provide informations about distances or sizes nor can it achieve a spatial
resolution significantly below the cm2-region,3.39 as it is the case for XRD methods.
IR-spectroscopy
Other IR-spectroscopic methods have been proposed for the quantification of the orientation
of the amorphous and crystalline phase in semi-crystalline polymers (especially Polyolefins
(POs)). But these approaches suffer from the necessity to cut (microtome) the sample in differ-
ent spatial directions,[36] assume a certain shape of the orientation distribution (e.g. uniaxial),
or know the mean orientation directions of the orientation distribution (cf. sec. 2.2.4).[8, 89–
91] In this context the pioneering work of Koenig et al. has to be mentioned, who introduced
basic tilted film methods to measure three-dimensional orientation distributions of a certain
fixed symmetry.[89, 92, 93] It was applied extensively for the study of industrial POs and is
closely related to IR-TMOA if not even part of it.[8, 9, 34, 74, 88, 92, 93].
Three dimensional orientation distributions were also deduced from IR-measurements with
the electric polarization varying only in the sample plane basing on eqs. 3.23–3.25 and two
further assumptions: (1) the knowledge of the spectrum of an isotropic sample; and (2): the
3.38This refers to the measurements described in sec. 3.5.1, and not to the standard Debye-Scherrer- or Laue-
scattering experiments, commonly used to determine the crystal structure.
3.39at least not without the use of tunable IR-laser sources, or a beam expander (cf. previous section).
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coincidence of the major axes of absorption with the inherent production directions3.40 and
the directions, in which the IR-absorption spectra are measured (fig. 4.11a, cf. sec. 2.2.4).[90,
91, 94, 95]
These two last mentioned IR-based methods are of course much less time-consuming
compared to IR-TMOA, after the validity of the two assumptions is granted. But, this
may require a lot of initial assessment measurements.3.41 And there is no mechanism inherent
to such techniques controlling the validity of the mentioned two assumptions, what could be
used to define some kind of experimental uncertainty.
It is also possible to extract the three dimensional order parameter from several differently
oriented cuts of the sample.[36–38, 96] This is of particular interest in cases where depth-
profiles are demanded or for extremely thick samples (e.g. gas-pipes[36]). Naturally, such
cutting (usually performed with a microtome) has to be done with extreme care, as it may
alter the sample properties because of the application of strong shear-stress.
Ellipsometry
Variable angle spectroscopic ellipsometry in the IR spectral region is closely related to
IR-TMOA, as they share a similar apparatus. But the influence in IR-TMOA of the exact
geometry, the real part of the refractive index and surface properties (such as roughness)
are drastically minimized.[72] These differences mainly arise from the fact that IR-TMOA is
focussed on the absorption coefficient of thick, weakly absorbing samples.
Nuclear Magnetic Resonance
Nuclear Magnetic Resonance (NMR)-techniques allow a quite detailed insight into orientation
distributions with an even higher specificity, but suffer from low sensitivity and high techno-
logical requirements leading to a difficult implementation into industrial production steps.[5,
97, 98]
3.6.2. Benefit of Infrared Transition Moment Orientational Analysis
As IR-TMOA is based on IR-transmission spectra, one can obtain an order parameter
specifically for each molecular moiety, or more exactly for each TM in the sample. Different
TMs arise from different chemical substructures (e.g. C-H and C-F oscillate at different
frequencies); from different secondary structures of the same chemical, primary substructure
(e.g. crystalline and amorphous units or β-sheets and α-helices[5, 99]); and even differing
intermolecular arrangements (like different LC-phases or when H-bonding to different partners
[10, 100]). An important advantage of IR-TMOA3.42 arising from this specificity is that this
technique principally works in any IR-translucent material including multicomponent systems
3.40Mathematically, this means µ (eq. 3.24) is a diagonal matrix (cf. sec. 3.1.2). This second assumption is also
used in the ‘tilted film method’
3.41The degree of crystallinity in POs may actually alter the spectrum of an isotropic sample.
3.42or any IR-study
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such as host guest systems based on Porous Silica, SiOx or Polymer Dispersed Liquid Crystals
or any other blended material.[18]
To analyse transmission spectra quantitatively, samples need to be at least that translucent,
that the IR-detector still operates in the linear3.43 range (cf. sec. 5.3.2). If this cannot be
granted for some bands of interest, often one can analyse the first overtone of the respective
vibration. This possesses a strongly reduced absorption coefficient but the same underlying
TM, in case the inter-atomic potential can be approximated as harmonic for the first three
vibrational energy levels (sec. 3.1.1 & subsections).[17] If that fails, cutting thin slices and
determining their orientational distributions may be the last choice (see below).[36–38, 96]
IR-TMOA relies on a large number (& 50) of transmission spectra, that need to be treated
numerically in a consistent manner. Both, acquisition and analysis, therefore require more
time than the other IR-based methods described in the following. But this amount of spectra
is needed to deduce additional information: The orientation of the main axes of orientation
(eigenvectors of µ, eq. 3.24, cf. sec. 2.2, 3.4.2 & 3.1.2) allows further sophisticated experi-
ments.3.44 And even more, one gains an estimate of the measurement’s uncertainty, caused
by various experimental problems: e.g. the improper alignment of the sample, interference
(sec. 5.3.2), lateral inhomogeneities of thickness or surface-properties. The last two are linked
to the fact, that IR-TMOA-spectra are measured with a laterally extended spot (cm2), and,
hence, lateral homogeneity becomes more important than in focussed, two-dimensional meas-
urements, which exhibit a spot-size of typically ∼ (200 µm)2. This limitation can be overcome
by using an “inverted” beam-expander,3.45 or a tunable IR-laser source to decrease the dia-
meter of the collimated without a loss of intensity.
3.43Linearity means here: twice the amount of photons reaching the detector leads to a doubled response (cf.
footnote 3.10).
3.44In reference [17] a shear deformation is traced and the rise in the piezoelectric coefficient [15] can be traced
back the to the increasingly biaxial orientation distribution of the mesogens.
3.45This is basically a coaxial arrangement of two convex lenses positioned that the focal points agree but with
a different focal length.
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This chapter gives an introduction to the field of semi-crystalline polymers, especially focusing
on crystalline lamellae and their superstructures. Afterwards the studied materials are
introduced, including a general introduction, Infrared (IR)-active vibrations and preparative
details.
4.1. Introduction to semi-crystalline polymers
Semi-crystalline polymers are a topic of paramount industrial importance, as they are used
in every day life (commodity polymers like Poly-Propylene, Poly-Ethylene sec. 5.3), as well
as for special applications (e.g. ferroelectric polymers like Poly-Vinylidene-Fluoride (PVDF),
sec. 5.2). On the other hand, the underlying physics of polymer-crystallization is still a matter
of hot debate.[101–103] A lot of work has been done in this field, and the published models and
opinions are diverse.[101, 102] This manuscript focuses on the characterization of orientational
order on the microscopic level, including different crystalline or amorphous units. Therefore,
the mechanism of polymer crystallization with its kinetic aspects (cf. sec. A.2) and the details
of crystallites, lamellae and unit cells are touched only briefly in this section.
4.1.1. Crystalline lamellae
Polymers usually crystallize in a lamellar two-phase structure, consisting of a layer of regularly
arranged extended strands with the same conformation, and a less ordered, amorphous
fraction.[7, 84, 101, 104] The nature of the transition between the two is still not clear.[103]
Upon crystallization, extended strands in the melt aggregate pushing the turns, chain-folds
and entanglements away. This leads to the so-called fold surface, enriched in turns and
entanglements4.1 (fig. 4.1.[101]). In this interfacial region, reduced segmental dynamics has
been observed by Nuclear Magnetic Resonance (NMR).[103, 105] Beyond this interface the
polymer strands are considered amorphous and as mobile as in the melt.
Generally, kinetic aspects play an important role for structure formation. This is partic-
ularly true for crystallization. The developing structure is not necessarily the one with the
lowest free energy but most likely the one with the fastest rate of development.[101] This is
exemplified by the dependence of the melting temperature (Tm) and the lamellar thickness
4.2
on the crystallization temperature (Tx).[106] Furthermore, crystallization starts from nucle-
4.1Such entanglements and possibly irregularities could also be responsible for the granular substructure of
crystalline lamellae.[101]
4.2usually in the range of 10 nm.[101]
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Fig. 4.1.: Scheme of a crystalline lamella of PE; The extended t-segments of the MC within the
crystallite (sketched as straight black lines) continue into the amorphous phase, where they approach
the random coil conformation. The lamella (or at least a part of it) is framed in grey. The crystal axes
(a, b and c) and monomer are also sketched.[7]
ation seeds, which can be of different nature: e.g. microscopic (impurities) or macroscopic
heterogeneities (interfaces with surrounding media), or spontaneously formed aggregates of
the polymer itself. The latter is called homogeneous nucleation and depends sensibly on tem-
perature; the former two mechanisms are termed heterogeneous and depend on temperature
as well, but in a different fashion.[101, 107]
4.1.2. Superstructures of lamellar crystallites — Spherulites
The growth of the aforementioned nuclei depends on several factors. If the lamellae grow,
branch and splay essentially isotropically in all directions, spherulites are formed. This is
commonly observed in bulk materials and the subject of this section.4.3
Spherulites — Basic phenomenology
A variety of polymers and polymer blends crystallizes in spherulitic structures, especially in
bulk but also in thin films.[108–111] The resulting structures and underlying mechanisms have
been subject to intense research.4.4 But still no coherent theory is available covering the broad
range of phenomena related to spherulitic growth.[108, 112] Therefore, a detailed discussion
and analysis of spherulites would actually be a doctoral thesis on its own. Consequently, only
a short summary is given in the following.[108, 112]
Spherulites are extended polycrystalline structures, that grow as strands of lamellae (or
bundles of lamellae) out of a single nucleation seed in an radial fashion, and hence, possess
some spherical symmetry and a round shape.[108, 112] Naturally, when the growth fronts of
neighbouring spherulites meet, this shape is lost due to impingement.[101] Figs. 4.3, 4.4 &
A.1a give a graphical impression. Studies date back to the 1950’s (if not earlier), when Keith
and Padden as well as Keller proposed that these objects arise from twisted and radially
grown lamellae based on Polarized Optical Microscopy (POM)-, X-Ray Diffraction (XRD)-
and electron microscopy studies.[113–116] Nowadays, especially with the advent of micro
X-Ray Diffraction (µXRD) and well advanced Atomic Force Microscopy (AFM)-techniques,
these ideas have been confirmed for a wide range of polymers.[110, 112, 117–125]
4.3Details and results on spherulites of Poly-ε-caprolactone (PCL) can be found in sec. 4.2.2 & A, substrate
supported spherulites of PCL are discussed in sec. 5.1.1.
4.4For a review the reader is referred to the work of Lotz and Cheng or Chan and Li.[108, 112]
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In 1984 Keith and Padden argued that the twist of the lamella, and hence, arising helical
structures could be due to unbalanced stress or pressure (and density) gradients at the
interface of the amorphous and crystalline phases.[108, 126] This appears reasonable, but
still lacks an experimental proof, and up to now no general consensus is reached.[108, 112]
With growing distance from the nucleation site, one observes branching and splaying more
often, what allows for a constant crystallinity throughout the whole spherulite.[101, 110, 113,
124, 125, 127, 128] Recent studies attribute this to dynamic instabilities,4.5 that appear when
a more viscous medium displaces a less viscous one.[110]
In polymers with side-chains (SCs), even cellulation within a single spherulite may ap-
pear.[128] There are lots of further effects not discussed for conciseness here, like the change
in the twists’ handedness by adding a single CH2 group to the monomer[108] or simply by
chance[120]. Rhythmic crystallization leads to periodic variations of the spherulite’s height,
due to a depletion of the melt at the crystal growth front (when diffusion is slower than the
crystal growth as in in thin films of flat on lameallae, or by introducing concentration gradi-
ents).[129, 130] Again the interested reader is referred to the reviews of Lotz and Cheng and
Chan and Li.[108, 112]
By varying the crystallization temperature, Tx, the density of the nucleation seeds changes,
and hence, the spherulites’ diameter (dS) can be tuned.[107] It is suggested by the work
of several researchers on bulk-PCL, that raising Tx ∈ [300 K, 323 K] increases the lamellar
spacing slightly but does not alter crystallinity or the inner spherulitic structure strongly
(tab. 4.1).[101, 103, 106, 131–133]
Spherulites in thin, supported films
In the presence of asymmetries the lamellae must grow anisotropically (like confining geo-
metries in thin films or close to the polymer-air interface). This may result in a variety of
different morphologies, e.g. extended structures of flat or edge on lamellae.[101, 108, 112,
124, 130, 133, 134] The interaction strength of substrate and polymer and the correlation
between the interfacial and subsequent crystalline layers must depend on the used substrate,
and possibly on the spherulites’ sizes and the lamellar spacing. Mareau and Prud‘homme
observed such surface effects in up to 200 nm thick films, what is more than a magnitude
larger than the lamellar long periode (tab. 4.1).[133, 135] Also dynamic aspects come into
play: Substrate induced- and bulk growth rates do not only differ, but may also have a differ-
ent temperature dependence.[107, 133] A similar discussion holds for the free (polymer-air)
interface.4.6 Finally, it must be mentioned, that numerous further constraint situations of
crystallization or structure formation can appear.[136] These result in a different molecular
and supra-molecular arrangement, what impacts on a variety of different physical and chemical
properties with possible biological implications.[2, 5, 8–10, 15, 88, 137–139]
4.5possibly mediated by screw dislocations[124]
4.6 In sec. 5.1.1 the macroscopic order in ∼ 10 µm thick films of PCL is probed to determine the range of these
surface effects.
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Banded spherulites
If the coupling of the neighbouring lamellae is strong, their common seed and pitch4.7 can
lead to an approximately constant orientation of the anisotropic, lamellar crystallites for
a given distance from the centre.[101, 124, 140] The corresponding periodic variation of the
birefringence results in concentric rings observed in POM of thin films, and supplies a measure
of the helical pitch. Such structures are called banded spherulites.
Only in the ideal case evenly spaced patterns appear. In reality, additional effects appear:
Dislocations (like screw-disclocations) may arise from the twisted lamellae leading to spirals
in POM or jumps of the orientation and therefore jumps in the POM-pattern.[108, 124] Also
bidirectional growth with inverted handedness was observed directly at the nucleation site,
bisecting the spherulite in nearly equally sized hemispheres.[120, 122, 125, 141] Furthermore,
real helices of lamellar crystallites have been observed, that wind around the radial direction,
which is equal to the spherulites growth direction. In such a case, the lamellae grow in a bent
and twisted fashion with a non-radial growth.[123, 124]
Non-banded spherulites
There are polymers, where albeit clearly spherulitic crystallization such periodic concentric
patterns are not observed in POM. In particular, PCL is such a case (fig. 4.4), but also isotactic
Polypropylene and poly(butene-1), as well as poly(L-lactic-acid) belong to this group.[107,
110, 117, 119, 142] Far less publications exist on these non-banded spherulites, but µXRD-
and microscopy-studies prove the existence of the same substructures within the spherulites:
(1) small angle twists of the crystalline lamellae, (2) branching in the outer regions of the
spherulites and (3) (on average) radially oriented crystal growth.[110, 111, 117, 131]
4.2. Poly-ε-caprolactone
4.2.1. Introduction to Poly-ε-caprolactone
Poly-ε-caprolactone (PCL) is a common biodegradable synthetic polymer.[143, 144] It is
slightly hydrophobic and therefore slowly bio-resorbed, that makes it an ideal material for
temporary implants, fillings and long-term drug-delivery.[116, 145–149] Furthermore, PCL is
a model system to study polymer crystallization in bulk [103, 150–152] and thin films [133, 153,
154] as well as in block-co-polymers[148, 149, 155] and blends [135, 156–159]. This is because
of the moderate melting (Tm ≈ 333 K) and glass transition temperature (TG ≈ 213 K), as
well as a reasonable thermal stability (up to 570 K).[133, 147]
PCL exhibits an orthorhombic crystal structure, that is similar to the one of Poly-Ethylene
(PE), due to their similar chemical structures (fig. 4.2 & 4.6). The lattice parameters of PCL
are a = 7.496 A˚, b = 4.974 A˚, c = 17.297 A˚; and the ones of PE: a = 7.40 A˚, b = 4.93 A˚,
c = 2.534 A˚. [7, 84, 104, 150] The difference in c perfectly correlates with the seven times
4.7Length over which the lamella is twisted by 180◦.
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longer monomer. Furthermore, PCL is a so-called crystal fixed polymer, whereas PE is crystal-
mobile,[150, 151] because the former has far less intra-crystalline mobility, presumably due to
the strongly polar carbonyl groups undergoing intermolecular coupling.
Fig. 4.2.: Sketch of the crystal structure of PCL; In the a-c-plane (left) the chain in the centre
is omitted for clarity, whereas in the a-b-projection (right) it is shown. The unit cell is indicated
by the black lines and ξ = 28◦.[84] The lattice parameters of PCL are a = 7.496 A˚, b = 4.974 A˚,
c = 17.297 A˚.[150] (The structure is adopted from the work of Bittiger et al. and Chatani et al. [84,
104])
4.2.2. Spherulites of Poly-ε-caprolactone
In bulk, PCL crystallizes in isotropic spherulitic structures. Similar structures are visible
in µm thick, supported films (fig. 4.3). Consequently, a short summary on what is known
about PCL-spherulites is given in the following based on studies4.8 of pure and blended
PCL.[107, 111, 120, 131–133, 135, 140, 142, 152, 158] A general introduction to the field
of spherulites can be found in sec. 4.1.2.
• PCL appears in spherulitic structures in bulk, and thin films down to µm’s in thick-
ness,[133] and even when diluted with other polymers, as long as crystalline phases are
present.[131]
• Only for a crystallization temperature Tx ≥ 324 K banded spherulites have been
observed in PCL.[107, 111]
• Non-banded spherulites, as commonly observed for PCL,[107, 111, 131, 132] consist of
twisted lamellae, that undergo random small angle twists.[110, 117, 127] In thin films
when viewed from the top, this results in an irregular arrangement of curved edge on
lamellae and flat regions ({001}-faces of flat on lamellae, fig. 4.5).[117, 124, 134] This is
further verified by Polarized Optical Microscopy (POM) pictures (fig. 4.4).[110, 117]
• The growth faces in (macroscopically thick) spherulites or (nm thin) single crystals and
hexagonites4.9 are {110}-faces being truncated by {100}, as determined from Atomic
Force Microscopy (AFM) and electron diffraction studies.[120, 133, 134, 158] This leads
to [010]-directions aligned radially in spherulites.[110, 111, 117, 120, 133, 134, 140]
4.8These studies deal with the microscopic organization and kinetics of PCL crystallization in bulk, thin films,
single crystals and dendrites.
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• The addition of diluents, including polymers or small molecules, induces banding (already
for concentrations of 0.2 % poly-vinyl-butyral); and furthermore reduces the pitch dra-
matically.[111, 130–132]
• For films with a thickness . 200 nm flat on lamellae and dendritic structures dominate,
whereas for thicker samples a transition to spherulitic organization is seen and edge on
lamellae appear.[112, 133, 160, 161] This is also the case for Poly-Ethylene-Oxide (PEO)
and PE. Furthermore, surface interactions and possibly confinement impact strongly on
the lamellar organization in nanometric films.[111, 130, 135]
• Growth proceeds in two-steps: (1) growing of spherulitic skeleton, and (2) filling of the
intermediate volume by branching due to screw dislocations, secondary nucleation and
presumably lamellar thickening.[112, 124, 134] This can also be seen in the kinetic curves
of fig. 4.7f (cf. sec. A.2).
• The diameter, dS of the spherulites drops with decreasing crystallization temperature,
Tx, because the density of the crystallization nuclei in bulk rises (cf. sec. also A.2).[107]
4.2.3. Sample preparation
PCL with a Molecular Weight (MW) of 77.4 × 103 kg/mol and a polydispersity4.10 of 1.42
was purchased from Scientific Polymer Products Inc. (Ontario, New York, USA). Films
are prepared by drop casting a chloroform4.11 solution (concentration ≈ 2 %) onto a non-
conductive silicon wafer (Active Business Company GmbH, Munich, Germany). Samples are
dried afterwards in a vacuum oven at ≈ 363 K and with a pressure in the range of mbar, before
quenching them to the desired crystallization temperature Tx. A variation of Tx influences the
density of the nucleation seeds, and hence the diameter of the spherulites, dS (tab. 4.1).[107]
Micrographs of the resulting films are shown in fig. 4.3. Such preparation leads to significant
polymer-surface interactions[68] in semi-crystalline structures for a films-thickness down to
about 15 nm, what is in the range of the lamellar thickness of PCL (cf. tab. 4.1).[133, 135,
158] No traces of chloroform (< 1 %), adsorbed water or chemical or thermal degradation could
be detected in the Infrared (IR)-spectra after such treatment or during the measurements.[146,
162, 163]
4.2.4. Polarized Optical Microscopy on a single spherulite
The POM picture of the largest spherulites obtained in this work (cf. footnote A.5) clearly
shows radial structures, but the bright and dark patterns are irregularly distributed (fig. 4.4a).
Only in the centre some indications of ring-like patterns can be supposed, but the depicted
spherulite is one of the most obvious examples of this (cf. sec. 4.1.2 for a discussion on
4.9Hexagonites are hexagonally shaped flat on lamellar crystals.
4.10MW and polydispersity measured at the Martin-Luther-Universita¨t-Halle-Wittenberg, Von-Danckelmann-
Platz 3 06120 Halle/Saale, information provided by Anne Seidlitz.
4.11purity ≥ 99 %, Carl Roth GmbH, Karlsruhe, Germany
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Tx / K dS / µm ll / nm ref. (ll)
323 & 200 ≈ 21 [106]
15 [111]
318 ∼ 100 15.8± 0.3 [103]
313 ∼ 30
≈ 18 [106]
15± 1 [111]
16± 1 [132]
310 15± 0.3 [103]
308 ≤ 10 16± 1 [132]
≈ 300 ≤ 10
15.5± 1 [131, 132]
13 [111]
≈ 16 [106]
Tab. 4.1.: Average diameter of spherulites (dS) as deduced from micrographs (cf. fig. 4.3); and long
period (ll, distance between crystalline lamellae) taken from the given references in spherulitic PCL
depending on the crystallization temperature Tx. Some variations of the long period determined by
SAXS appear because of different MW, polydispersity and analysis procedures. The MW was 14,
23, 33, 45 and 64 kDa respectively for the studies of [131], [132], [111], [106] and [103].The lamellar
thickness (including partially ordered, interfacial regions) is reported to be around 10 nm at around
300 K and 318 K.[103, 131] Crystallinity is about (65±8) %, or (50±8) % respectively with or without
partially ordered, interfacial regions.[103] The different long periods for Tx = 300 K may be caused by
different desmearing procedures (if any). But also preparative details may play a role here.
non-banded spherulites). This correlates well with the fact, that only in few studies banded
spherulites have been observed for PCL and furthermore only for crystallization temperatures
of Tx > 324 K.[107, 111] The pitch that could be extracted from the single ring-shaped pattern
in fig. 4.4 is about 20 µm, the same order of magnitude as the reported pitches for diluted
and pure PCL (25–100 µm).[107, 111, 132] Nevertheless, the studied structures are treated as
non-banded spherulites. Further verification for this assumption, at least on the macroscopic
scale, will be provided in the following section.
An AFM amplitude picture of PCL is shown in fig. 4.5, resembling the pictures published
by Kajioka et al..[110, 117] This corroborates the identification of the structures seen in
the micrographs of PCL-films (fig. 4.4, cf. also sec. 5.1.1 & A.3) with non-banded spherulites.
Furthermore, edge on lamellae with a characteristic distance of about 300–600 nm are observed
with AFM, that deviate by up to 45◦ from the growth direction, and are separated by notches
of about 50 nm (fig. 4.5). The boundaries between spherulites exhibit a drop in depth of
∼ 300 nm (cf. fig. 4.3).
4.2.5. Assignment of IR-vibrations
To identify vibrational absorption bands originating from Transition Moments (TMs) being
solely related to crystalline sub-chains, the following experiment is performed: First a semi-
crystalline sample is heated from 303 K to 343 K and Fourier Transform Infrared (FTIR)-
spectra4.12 are recorded at temperature steps of 1 K. As soon as the crystallites melt, obvious
4.12IR-spectra are recorded with a Bio-Rad-FTS-6000 spectrometer and a resolution of 2 cm-1 (cf. sec. 3.4.1)
using the connected Bio-Rad-UMA-500 IR-microscope and a Linkam THMS 350 heating stage.
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Fig. 4.3.: Micrographs of thin, supported PCL-films at various crystallization temperatures: a)
Tx = 323 K, b) Tx = 318 K, and c, d) Tx = 313 K. The size of all pictures is 717 × 532 µm2.
Especially for Tx ≤ 313 K the size of the spherulitic structures varies strongly (compare c and d) but
also for larger Tx much stronger size variations are found than for the non-isothermally crystallized
sample (cf. fig. A.1). In a) the diameter of a spherulite is given. The scale-bar in the lower right of
each panel accounts for 100 µm.
changes appear in the spectra resulting from the vanishing crystalline symmetry (fig. 4.7a–
d).[164] From these and further FTIR-experiments4.13 the spectral positions (vibrational
frequency: ν¯c) and band-widths (wFWHM) of vibrational absorption bands originating from
crystalline or amorphous units are determined (tab. 4.2). This builds the foundation of the
band-decomposition by fitting sums of pseudo-Voigt-profiles to the spectra (fig. 4.7a–d &
5.8a–c, cf. also sec. 3.1.3 & 3.3.3, eq. 3.29). Furthermore, Density Functional Theory (DFT)
calculations are performed employing the B3LYP theory and 6-311++G(2d,2p) basis functions
to assign the vibrational bands to certain TMs.[47–49, 86] The resulting assignments can be
found in tab. 4.2 and the TMs are shown in fig. 4.6.
Several bands related to COC stretching modes of the main-chain (MC) are discussed in
this work. One at ≈ 1295 cm-1, with a TM parallel to the crystallites’ c-axes, and a group of
vibrations between 920 cm-1 and 990 cm-1 exhibiting different orientations with respect to the
MC (cf. tab. 4.2 and fig. 4.7a, b). Analysis of the bands ν ′1a(COC), ν ′1c(COC) and ν ′′1a(COC)
4.13IR-spectra are obtained upon quenching molten samples down to a certain crystallization temperature,
Tx = 296 K. A discussion of the described kinetic experiments can be found in sec. A.2.
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Fig. 4.4.: Micrographs of a single spherulite of PCL; The insets (b) and (c) show magnifications of
the framed region (83×83 µm2) in the centre of (a). Picture (a) is taken with crossed, (b) with parallel
polarizers, (c) with only one. The contrast is enhanced in (b) and (c), where additionally the grey scale
has been inverted. The centre of the spherulite is slightly below and right of the cross hairs (visible in
all panels). The fourfold symmetry is not a characteristic of the sample, but of the polarizing optics.
Especially, in (c) the branched structure can be seen. Note, that the camera is slightly rotated in panel
(c), but the position and orientation of the sample has not changed.
(in between 950–980 cm-1) is hampered by some underlying broad or diffuse amorphous bands,
which change upon crystallization. This becomes obvious by a tilt of the baseline of these
three peaks during the kinetic experiment (fig. 4.7c & 5.8a). Consequently, the deduced order
parameters may deviate from the real ones. The influence on ν1c(COC) is much weaker, as
this band shows less overlap with the neighbouring, and can be consistently baseline-corrected
and fitted in the amorphous and crystalline state. In the kinetic experiments its integrated
absorbance, therefore perfectly agrees with the the other bands assigned to the crystalline
state (fig. 4.7f). For poly(ethylene-glycol) the discussed region around 960 cm-1 is supposed
to bear conformational sensitivity.[165–167] Whether this applies to PCL as well is not clear,
as bands of crystalline strands (which have a fixed conformation) appear upon crystallization.
The C=O stretching bands, ν(C=O), have been assigned and discussed in the literature
before, as carbonyl groups appear in various organic and inorganic substances (tab. 4.2).[35,
39, 159, 168–171] Slightly different orientations of the the underlying TM have been reported,
but the implications for the molecular order parameter tensor (S, eq. 2.2) are minor.[39, 168]
Consequently, all calculations are based upon a model, where the C=O-bond is well aligned
with the TM of its stretching vibration. A detailed discussion on this can be found in the
sec. A.1.
Furthermore, the dicussed C=O stretching band is so strong, that the imaginary part
of the refractive index (n′′) reaches a value of about −0.5. Consequently, the real part
(n′) shows a significant dispersion within the spectral range of the absorption band (cf.
sec. 3.1.3): In the low frequency part of the band (around the inflection point) n′ is increased
by about 0.25, whereas for higher wavenumbers n′ is reduced by about the same value
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Fig. 4.5.: AFM amplitude picture recorded close to the centre of a single spherulite; The small regular
structures are artefacts resulting from particles smaller than the tip. Irregular structures resembling
the twisted lameallar arrangement can be seen. (Cf. also [117])
Fig. 4.6.: Stick and ball model of the repeat unit of PCL obtained by geometry optimization using
DFT-calculations (cf. sec. 3.5.3);[47–49, 86] Dark and light grey spheres respectively refer to carbon and
hydrogen atoms, whereas red ones depict oxygen. The direction of the TMs underlying the discussed
IR-vibrations are indicated by arrows. The crystal structure can be found in fig. 4.2.
(fig. 3.5, 3.12c). This complicates the application of Infrared Transition Moment Orientational
Analysis (IR-TMOA), as (1) due to reflections and dispersion the band shapes of the two
bands are altered, and (2) the propagation direction varies depending on the wavenumber
(sec. 3.4.2).
The CH2-stretching band of crystalline polymer strands, νc, is assigned based on the kinetic
measurements described in sec. A.2 as well (tab. 4.2). In the molten state (T > 333 K), this
band is absent (fig. 5.8). The variations in this region (2880–2900 cm-1) are due to interference
(sec. 3.4.2). As soon as the sample crystallizes, the peak either grows in between the already
existing CH2 stretching bands, or adds some extra absorbance to a peak of amorphous origin.
In any case the peak can be approximated as an additional contribution to the absorbance
pattern (cf. sec. 3.3.3 & subsections). Therefore, we can subtract a baseline to remove the
unspecific underlying absorption and deduce the orientation distribution of the crystalline
CH2-moieties. The corresponding TM is reported to be exactly perpendicular to the MC, and
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Fig. 4.7.: a–d) show the temporal evolution of vibrational absorption bands of crystalline structures
in PCL after a quench from 343 K down to ≈ 296 K. Spectra (solid lines), recorded within ≈ 2 s at
the times indicated by the filled symbols in e and f, are stacked vertically (first spectrum is at the
bottom). For the last spectrum (top) the fit-curves are given by the coloured dashed lines as well as
the different contributions to the absorption bands (green lines), and the tangential baseline (black
dashed line). e) Variation of temperature with time; f) holds the normalized integrated absorbance of
the bands at ≈ 840 cm-1 (blue diamonds, cf. a), ≈ 1295 cm-1 (red diamonds, cf. b), at ≈ 3435 cm-1
(magenta diamonds, cf. d) and at ≈ 3450 cm-1 (magenta circles). Errorbars are in the range of the
symbolsize. Note, that only the band at ≈ 3450 cm-1 originates from TMs related to amorphous
structures (magenta circles). In c additionally the second derivative (dashed cyan line, indicated ∆2)
of the first spectrum (solid cyan line) is shown.
therefore, also to the crystalline c-axis.[7, 168]
4.3. Polymer Dispersed Liquid Crystals
4.3.1. Some words on Polymer Dispersed Liquid Crystals
Polymer Dispersed Liquid Crystals (PDLC) are composite materials consisting of a polymer
matrix with embedded Liquid Crystal (LC) droplets (fig. 4.9). For a review see the monograph
by Drzaic.[174] Such systems are known for about three decades[175] and are supposed to be
useful for many applications, e.g. smart windows, displays, gas-flow- and pressure-sensors or
even random lasers.[174, 176, 177] This large variety of possible applications is based on the
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ν¯c / cm
-1 assignments orient. ref.
2νa(C=O), 3450 2ν(C=O), a ⊥MC, ‖(C=O) [172]
2νc(C=O), 3435 2ν(C=O), c ⊥MC, ‖(C=O) [172]
ν(CH), 2850–2960 ν(CH), a & c ⊥MC [7, 68, 172]
νc(CH2), 2895 νsym(CH2), c ⊥MC, ‖(C=O) [172]
νc(C=O), 1737 ν(C=O), a ⊥MC, ‖(C=O) [68, 156, 159, 171]
νa(C=O), 1727 ν(C=O), c ⊥MC [156, 159, 171]
ν2c(COC), 1295 d(CH)+ν(CCO), c ‖MC, c [68, 156, 171]
ν ′′1a(COC), 970 ν(CCO)+r(CH2), a ⊥MC [156, 172, 173]
ν ′1c(COC), 963 ν(CCO)+r(CH2), c ‖MC, c [156, 172, 173]
ν ′1a(COC), 957 ν(CCO)+r(CH2), a [156, 172, 173]
ν1c(COC), 934 ν(CCO)+r(CH2), c ⊥MC, c [156, 172, 173]
νskel, 840 skeletal (ν(CCO)+r(CH2)), c none [156]
Tab. 4.2.: Assignments of IR-vibrations of PCL; d assigns deformation vibrations, r rocking, and ν
stretching. a refers to TMs originating from amorphous units, whereas c refers to crystalline regions.
The spectral position, ν¯c, at 396 K and the symbol referring to the vibration is given in the first column.
The orientation of the TM of ν(C=O) is not exactly perpendicular to the MC, but may exhibit an
angle of & 80◦ (cf. text).[168]
combination of the diverse mechanical properties of polymers and the anisotropic, switchable
characteristics of LCs.[5, 6] But one of the major prerequisite steps is yet neither industrially
available nor well understood, namely imprinting a persistent, macroscopic LC-orientation,
essentially meaning a common or parallel director for all the LC-molecules within the polymer
film (cf. fig. 4.9). Several microscopic mechanisms and synthetic routes are discussed to suc-
ceed in preparing such macroscopically well aligned LC-inclusions.[14, 178–185] One concept
is based on the usage of ferroelectric polymer matrices exhibiting a remanent, internal elec-
tric field, which is supposed to orient polar LCs within the inclusions.[186–188] To trace the
effect of this internal electric field, polar LCs (either 4-cyano-4’-n-pentylbiphenyl (5CB) or
4-cyano-4’-n-hexylbiphenyl (6CB)) are embedded into a commercial ferroelectric copolymer:
Poly-(Vinylidene-Fluoride-co-Trifluoro-Ethylene) (P(VDF-TrFE)).[186–189] The microscopic
orientation of these two samples, respectively referred to as PDLC5 or PDLC6, is analysed in
the following using Infrared Transition Moment Orientational Analysis (IR-TMOA).
4.3.2. Sample preparation
Sample preparation was done by Lars Holla¨nder.4.14 All components are commercially
available: P(VDF-TrFE) is bought from Solvay plastics (trade name: Solvene) and the LCs
from Synthon Chemicals (chemical structure shown in fig. 4.8). The transition temperatures
from the crystalline to the nematic state, TCN, and from the nematic to the isotropic state,
TNI (also referred to as clearing point), are TCN = 14.3
◦ C, TNI = 30.1◦ C for 6CB; and
TCN = 24.0
◦ C, TNI = 35.3◦ C for 5CB.[79]
The ordinary and extraordinary refractive indices are taken from the literature for the
4.14Lars Holla¨nder, Universita¨t Potsdam, Mathematisch-Naturwissenschaftliche Fakulta¨t, Institut fu¨r Physik
und Astronomie, Angewandte Physik kondensierter Materie, Campus Golm, Haus 28, Karl-Liebknecht-
Straße 24/25). Here only a short summary is given.
72
4 Materials
a)
b)
75%25%
VDFTrFE
Fig. 4.8.: Stick and ball model of the chemical structure of a) 4-cyano-4’-n-hexylbiphenyl (6CB) and
b) P(VDF-TrFE); The directions of the analysed TMs are indicated by black arrows and the dipole of
the LC by a red arrow. Light and dark grey balls refer to hydrogen and carbon, whereas the light and
dark blue spheres depict nitrogen and fluorine atoms.
Visible (VIS)-spectral range, respectively being no ≈ 1.53 and ne ≈ 1.72 for 5CB.[79] An
extrapolation to low wavenumbers leads to no = 1.51 and ne = 1.67.[190] 6CB exhibits
no = 1.53 and ne = 1.69.[79] The refractive index of the 5CB in the isotropic state is about
niso ≈ 1.57 and of P(VDF-TrFE) nM ≈ 1.415.[78] (Cf. tab. 3.1)
PDLC are made by dissolving P(VDF-TrFE) and the LCs in methyl isobutyl ketone solution
at 60◦ C and drop-casting the solution onto a glass substrate. The films are then dried under
ambient conditions and afterwards molten at 180◦ C for 2 min to obtain a spatial separation
of LC and matrix (fig. 4.9). Finally, annealing at 130◦ C for four hours is performed before
excessive LC-molecules are removed with ethanol.4.15
The morphology of the samples is controlled by Scanning Electron Microscopy (SEM)
(fig. 4.9). For that samples are cracked under liquid nitrogen and the LC-molecules are re-
moved using ethanol before gold is sputtered onto the film to facilitate SEM measurements.4.16
The remanent polarization within the P(VDF-TrFE)-matrix is produced by application of
several cycles of a squared sinusoidal electric field of up to 1 × 106 V/cm and a frequency
of 20 × 10−3 Hz using brass electrodes (diameter of 15 mm).[191] This results in an internal
electric field of 2–5×106 V/cm, estimated from published values of the remanent polarization
of the PDLC,[14, 184, 185, 189] and its relative, static dielectric permittivity:  ≈ 15 [186–
189].
4.3.3. Assignment of IR-vibrations
Absorption bands at ν¯c = 2227 cm
-1 and ν¯c = 1606 cm
-1 are respectively assigned to the
stretching vibration of the C≡N-bond (ν(C≡N)) and to the ring stretching of the para-
substituted benzene ring, both originating from the LC-molecules and exhibiting a TM parallel
to the respective molecular long-axis (fig. 4.8 & 4.10a, b).[10, 172, 192, 193] The directions
of the TMs and dipole moments, p, of both LC-molecules have also been verified using
Density Functional Theory (DFT) methods (B3LYP, 6-311++G(2d,2p)).[47–49, 86] Their
misalignment with respect to the C≡N-bond was found to be < 5◦ for the TMs and < 3◦
4.15Ethanol does not dissolve P(VDF-TrFE)
4.16SEM-, Differential Scanning Calorimetry (DSC)- and optical transmission measurements including prepara-
tion have been performed by Lars Holla¨nder as well (cf. footnote 4.14).
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Fig. 4.9.: SEM-picture of a cross-section PDLC-film after cryo-cracking with liquid nitrogen; The
inset (framed in black, total height corresponds to 20 µm) depicts the whole film and the white box
in it indicates the region, which is shown in the large picture. The approximately circular voids in the
polymer matrix are filled with LCs before cracking.
for p (fig. 4.8), what is smaller than the uncertainty of the DFT-simulations (cf. sec. 3.5.3).
The orientation of the TMs is further corroborated by the fact, that both bands result in
equivalent order parameters.
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Fig. 4.10.: Assignment of IR-ative vibrations in PDLC5; a) aromatic, ring stretching band, ν(C=C),
around 1605 cm-1 and CH deformation bands of different origin (below 1500 cm-1); b) stretching of the
polar CN headgroup, ν(C≡N); c) CH stretching region: Dash-dotted lines indicate bands originating
from the stretching of aliphatic groups, dashed ones refer to P(VDF-TrFE), and for ν¯ ≥ 3024 cm-1
aromatic CH groups absorb (solid line).[172, 194] Note the different scale of the three panels.
Bands at ν¯c = 2978 cm
-1 and ν¯c = 3012 cm
-1 on the other hand originate from the
symmetric and antisymmetric CH-stretching vibration of the Vinylidene-Fluoride-moieties
(fig. 4.8 & 4.10c).[194, 195] The spectral overlap with vibrational absorptions of the aliphatic
groups of the LC-molecules is small, as one finds their CH2- and CH3-stretching vibrations at
around 2850 cm-1, 2870 cm-1, 2920 cm-1 and 2950 cm-1.[172, 173] The aromatic CH groups
of the LCs exhibit stretching vibrations above 3024 cm-1 and appear as two shoulders in the
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Fourier Transform Infrared (FTIR)-spectra (fig. 5.15d–f and 5.16).
4.4. Poly-Ethylene
4.4.1. Some words on Poly-Ethylene
Films made from Polyolefins, essentially meaning Poly-Ethylene (PE) and Polypropylene
(PP), are widely used as commodity polymers. Such films are commonly produced by blown
film extrusion methods, which deform the polymer differently in all three spatial direcions
(fig. 4.11). The material is melted and pressed through a circular arrangement of nozzles
(fig. 4.11). The melt solidifies within the so called melt-zone in the shape of a tube while
it is pulled along the machine- or production-direction (denoted M). This pulling allows a
continuous production and sets the yield of the production line itself: the output-mass per
hour. On the other hand the material is pushed outwards into normal- or thickness-direction
(denoted N) by pressurized air, which stabilizes the shape of the tube. This influences the
transverse direction (denoted T ), as the diameter of the solidifying tube increases within the
melt-zone. The films leaves that zone in a solid phase close to room temperature, being
well below the glass transition temperature. Therefore, it is expected that the films micro-
structure is developed at this point. But it cannot be excluded, that further crystallization
or the relaxation of macroscopic stress happens to some extent in regions above (fig. 4.11).
In summary, the films micro structure develops under molecular orientation as well as
stress- and temperature-induced crystallization depending on a multitude of the processing
parameters (die gap, blow-up ratio, frost line height,. . .) and the polymers chemical design
(molecular weight, comonomer content and distribution,. . .).[197] To improve the physical
properties4.17 and tailor a film for a given purpose, understanding the relation between
structure and processing conditions is a key step.[9, 74] Therefore, a detailed characterization
including three-dimensional order is needed of both the crystalline and the amorphous phase,
as PEs are semi-crystalline by nature (fig. 4.12a).[9]
Parts of the presented results are obtained in cooperation with Borealis AG, underscoring
the paramount industrial importance of Polyolefin. In particular, PE is one of the most
common polymers used in everyday life: The turnover of Low Density Polyethylene (LDPE)
in 2013 exceeded 70× 109 US$.[198, 199]
4.4.2. Sample preparation and band assignments
Prior to the measurement, samples A and B are roughened with very fine abrasive paper
(tab. 4.4).4.18 By that the surface roughness is increased from ∼ 30 nm to & 100 nm
as determined byAtomic Force Microscopy (AFM) measurements in tapping mode on a
10× 10 µm2 area. This treatment decreases interference fringes (cf. sec. 3.4.2), as coherence
of multiple reflected waves is reduced (fig. 4.13).[9, 70] But neither did we find a significant
4.17e.g. impact and tensile strength as well as optical and barrier properties
4.18The abrasive paper (obtained from Specac inc.) is designed to smooth salt-windows.
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b)
a)
Fig. 4.11.: a) Sketch of a blown film line; Molten polymer is fed into the circular die arrangement,
where it is pulled upwards and solidifies in a tube shaped bubble. The grey framed region is magnified
in b). The sample coordinate system N , T and M is indicated as well as the melt-zone and the molten
polymer (black dashed ellipse at bottom). Grey lines are a guide for the eye indicating the polymer
film. The whole film is pulled upwards, where it is taken up. Everywhere, not only in the melt-zone,
pressurized air is blown outwards within the tube stabilizing the overall shape of the material. Also
from the outside, air is used to limit the tubes diameter and guide the film. The maximum diameter
of the tube, dt is in the cm to m range. The BUR is defined as dt/dd.
change of thickness nor of the order parameters as obtained from Infrared Transition Moment
Orientational Analysis (IR-TMOA).
The thickness of the films, d, is determined by sandwiching them between two highly
uniform glass slides (deviation of thickness . 2 µm) and measuring the overall thickness
with a capacitive distance sensor (Mitutoyo - Digimatic Indicator). By that the compression
of the film due to the sensor is minimized and an average value of d is obtained (tab. 4.4).
Samples were then cut into rectangular pieces and glued to the holder of the IR-TMOA-
device (fig. 3.9) with their machine direction (M , x̂) parallel to the axis of tilting. Great care
was taken to ensure perfect alignment of all the inherent directions of the sample and the
measurement setup, but deviations of about 3◦ cannot be excluded. The utilized Transition
Moments (TMs) and their corresponding bands are discussed in tab. 4.3 and fig. 4.14.
It must be mentioned here that the band of PE at ∼ 1895 cm-1 is assigned in the literature
to vibrations within the crystalline parts.[8, 9] But here no significant order of the underlying
TM is deduced, although a preferential orientation of the crystalline phases is obtained from
analysis of the CH2 rocking vibration (∼ 720 cm-1, fig. 5.21, tab. 5.5, cf. sec. 5.3.1).
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b)
Fig. 4.12.: a) Scheme (not to scale) of a PE film including amorphous (grey lines) and nano-crystalline
phases (“boxes”); The aforementioned sample coordinate system is indicated as well. The reference
frame labelled a, b, c depicts the axes of the crystallites.[7, 196] Film surfaces are indicated by the
shaded grey areas. The a-, b- and c-axis respectively have a length of 7.3 A˚, 4.95 A˚ and 2.5 A˚.[7, 196]
b) shows a stick and ball model of PE: hydrogen in light grey and oxygen in dark grey.
4.4.3. Details of the production of the blown films
Properties of the studied PE-films are given in tab. 4.4. In the polymer industry, the Molecular
Weight (MW) is commonly expressed by the Melt Flow Ratio (MFR),4.19 which is a direct
measure of the viscosity and hence an indirect measure of the MW.[202] All films were
produced on blown film lines exhibiting a BUR4.20 of 3 and a die gap of 1.2 mm or 1.5 mm
(cf. fig. 4.11). Samples labelled WH in tab. 4.4 were produced using an extrusion blowing
line from Windmo¨ller & Ho¨lscher with a Varex E 60.30 D extruder: cylinder diameter 60
mm, screw length to diameter ratio of 30, with 4 heated and 3 cooled zones; operated at
190◦ C. All other samples (labelled DC) were produced on a customized blown film line of
the Dr. Collin GmbH equipped with air-cooling.
The entanglement MW of linear PE is MWe ≈ 1.8 kg/mol.[203] Therefore, based on the
MFR, all PE samples are well entangled.4.22 Generally, smaller MFRs corresponds to a larger
MWs and a higher degree of entanglement.[204] Hence, the polymer S exhibits the largest
MW and is subjected to strongest internal constraints during blown film production.4.23 It
must be mentioned that not all details concerning the production process and its impact on
orientation and macroscopic physical properties can be presented, as most of the work on PEs
was done under contract to Borealis with obligation of confidentiality.
4.19The MFR is defined at a given temperature, T , for a given load, M , which presses the molten polymer
through a die of about 2 mm in diameter. The mass transported within a certain time, t, is then given as
the MFR(T,M) in g/10 min.[201]
4.20The BUR is defined as the ratio of the diameters of the die and the bubble, cf. fig. 4.11.
4.21A terpolymer is synthesized from three different monomers, of which further details cannot be provided due
to obligation of confidentiality.
4.22For a test weight of 0.316 kg and a MFR< 1 one finds MW > 100 kg/mol for linear PE.[201, 204–206]
4.23Actually, the entanglement MW, MWe, decreases with increasing chain-length, what increases the number
of entanglements per chain further.[203]
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Fig. 4.13.: a) IR-spectra before (solid) and after (dotted) roughening of the surface of sample A;
Polarization (s/p) and inclination angle (θ0) are indicated. Differences of the peak-heights of the bands
around 720 cm-1 result from the different spectral resolution of the spectra (2 before and 1 cm-1 after
roughening).
b) The (spectrally local) subtraction of a sinusoidal function (dashed) from the original IR-spectra of
sample T (solid) leads to spectra (dotted) with a strongly reduced interference pattern. The sharp
feature around 666 cm-1 is due to the absorption of gaseous CO2.[54, sec. 2.2]
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Fig. 4.14.: Assignments of PE-absorption bands; cf. tab. 4.3; The shoulder at ∼ 1380 cm-1 is due to
a CH3 deformation vibration. The abscissae are scaled arbitrarily.
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ν¯c assign. orient. ref.
719 r(CH2), c, > 4×t ‖ b [8, 9, 34, 74, 88]
730 r(CH2), c, > 4×t ‖ a [7–9, 34, 74, 88]
723 r(CH2), a, > 4×t ⊥MC [7–9, 34, 74, 88]
1302 w(CH2), a, gtg ‖MC [7–9, 88, 173]
1352 w(CH2), a, gttg ‖MC [7–9, 88, 173]
1368 w(CH2), a, , gttg ‖MC [8, 9, 34, 88, 173]
1378 ds(CH3)+w(CH2), a & c [7, 172, 173]
1462 s(CH2), c ‖ b [7, 8, 88]
1472 s(CH2), c ‖ a [7, 8, 88]
1465 s(CH2), a ⊥MC [8, 88, 172]
1895 r(CH2) comb., a/c ⊥MC/‖ a [7–9]
2016 t+r(CH2) comb., a & c [7, 8, 173]
4250 d(CH2) overt., a & c ⊥MC [5, 200]
4320 d(CH2) overt., a & c ⊥MC [5]
Tab. 4.3.: Assignments of PE vibrations; ‘r’ denotes a rocking vibration of the moiety in brackets, ‘d’:
its deformation, ‘t’: twisting, ‘w’: wagging, ‘s’: scissoring and ‘ν’: stretching. Vibrational absorptions
taking place in the crystalline parts are marked with ‘c’, whereas bands of amorphous structures
are labelled ‘a’. Multiple fundamental vibrations taking part in the vibration are linked by + and
marked with ‘comb.’, while overtones are labelled ‘overt.’ (cf. sec. 3.1.1). The orientation of the
TM is given with respect to the crystal-axis or the main-chain (MC). Note as well that s(CH2)- and
r(CH2)-vibrations exhibit TMs perpendicular to each other. In the literature the band at 1895 cm
-1
is assigned solely to crystalline moieties, what could not be confirmed in this work (cf. sec. 5.3.2).
The conformation of the vibrating moieties is given by the number of consecutive gauche (g)- and
trans (t)-conformers.
sample MFR ρ d layers die gap line
S-1
190◦ C, 5 kg: 0.28 956
12
1 1.5 DCS-2 40
S-3 70
S-1
190◦ C, 2.16 kg: 0.95
190◦ C, 21.6 kg: 27 958
8
1 1.5 DCS-2 40
S-3 150
X-1
190◦ C, 2.16 kg: 0.2
190◦ C, 5 kg: 0.85
190◦ C, 21.6 kg: 20
933
20 1
1.5
DC
X-2 180 1 DC
X-3 3× 40 3 WH
X-4 3× 40 3 WH
X-5 5× 40 5 WH
X-6 5× 40 5 WH
A 190◦ C, 2.16 kg: 1 917 40 1 1.2 WH
B 190◦ C, 2.16 kg: 1.2 966 40 1 1.2 WH
Tab. 4.4.: Chemical and physical properties of the studied Poly-Ethylene-films; The MFR is given
in g/10 min at a certain temperature and load.[201] Density, ρ, die gap and thickness, d, are given in
kg/m3, mm and µm, respectively. The uncertainty of the thickness is about 2 µm. The line on which
the sample was produced is abbreviated by DC (Dr. Collin line) or WH (Windmo¨ller & Ho¨lscher).
Samples S, S and B are HDPE-grades, whereas A is LDPE. The X-samples are terpolymers4.21 with
a medium density. X-3 and -4 differ only in the extension of the melt-zone dmz (fig. 4.11), what is also
the case for X-5 and -6: dmz(X-3,5) < dmz(X-4,6).
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5. Results
This chapter comprises the obtained results on Poly-ε-caprolactone, Polymer Dispersed Liquid
Crystals and Poly-Ethylene obtained from Infrared Transition Moment Orientational Analysis
(IR-TMOA) and further methods. The basic principles of IR-TMOA and all other applied
experimental procedures can be found in chap. 3. More details concerning the sample
preparation and material properties can be found in chap. 4.
5.1. Poly-ε-caprolactone
5.1.1. Supported Poly-ε-caprolactone-layers
Specific topics to be addressed
Only few, and furthermore only qualitative Infrared (IR) based studies exist on the structure of
spherulites (especially for the case of Poly-ε-caprolactone (PCL)).[140] This may be related to
the fact that the wavelength within the fingerprint region5.1 is comparable to the characteristic
sizes of spherulites, if not larger. Therefore, molecular order cannot be resolved spatially by
IR-spectroscopy.
Here, the macroscopically averaged5.2 molecular order parameter tensor of amorphous and
crystalline moieties is analysed for micrometre thick films with spherulites of approximately
constant diameter, dS. In particular, the three-dimensional order of the crystalline and
amorphous sub-chains is quantified for various spherulite diameters, 1 µm < dS < 250 µm.
This allows to estimate fractions of differently5.3 nucleated lamellae and their orientational
correlation with neighbouring (or overgrowing) lamellae. Furthermore, the order parameter
of different molecular moieties within a spherulite is deduced targeting insights into the
mechanism of spherulitic crystallization.
Micrographs of Poly-ε-caprolactone-films
Films are prepared by drop-casting, subsequent annealing and quenching (for details cf.
sec. 4.2.3). This preparation leads to structures of spatially confined,5.4 non-banded spher-
ulites, as deduced based on micrographs and IR-spectra (fig. 4.3 & A.1), as well as in agree-
5.1The fingerprint-region refers to the usually accessed, most specific spectral region in the Mid-Infrared with
a wavelength in the range of 3–15 µm
5.2Averaging over the whole illuminated spot (covering several spherulites) is inherent to IR-spectroscopy.
5.3heterogeneously nucleated at the substrate- or the air-interface, and homogeneously nucleated in the bulk-
polymer
5.4The diameter of the spherulitic structures is for Tx > 313 K much larger than the thickness h = 11± 2 µm
of the films (fig. 4.3).
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ment with published literature.[117, 133] A basic introduction to spherulites can be found
in sec. 4.1.2 and a summary on properties of PCL-spherulites in sec. 4.2.2. Especially for
Tx ≤ 313 K, the spherulites under study exhibit a variety of diameters, dS, being heterogen-
eously distributed over the surface. This leads to problems with the analysis of the inclination
dependent measurements. Some further work is needed to establish a protocol, leading to a
homogeneously covered surface (∼ cm2) with a narrow distribution of spherulite sizes for
these crystallization temperatures. Otherwise, two hierarchically different levels of order are
measured simultaneously (the distribution of dS and the order within the spherulites).[207]
Infrared Transition Moment Orientational Analysis
Infrared Transition Moment Orientational Analysis (IR-TMOA) is performed after attachment
of a rectangular aperture, to select the most homogeneous regions in terms of spherulite-size
and thickness (fig. 4.3c, d). The underlying Fourier Transform Infrared (FTIR)-spectra are
recorded with a Bio-Rad-FTS-6000 spectrometer and a resolution of 2 cm-1 (cf. sec. 3.4.1).
The refractive index is taken to be n ≈ 1.48, being an average of values reported for
similar substances in the Visible (VIS) (1.46 for Poly-(R)-(−)-β-methyl-ε-caprolactone [208]
and 1.463 for the monomer ε-caprolactone [209]) and values of chemically similar polymers
(e.g. Poly-Ethylene (PE)) in the IR (tab. 3.1).5.5 Inclination was varied within θ0 =
[−60◦,−50◦, . . . , 60◦] and polarization within Φ = [0◦, 30◦, . . . , 180◦]. The resulting spectra
and corresponding integrated absorbances reveal an increasing anisotropic orientation with
increasing crystallization temperature Tx (fig. 5.1, 5.2). This is well correlated with the
increasing size of the spherulitic structures (fig. 4.3). The orientation distribution is quantified
by a three-dimensional order parameter, S (cf. sec. 2.2). As discussed above, lateral variations
of the order parameters are found due to the inhomogeneities of the spherulitic structures
(fig. 4.3), what results in increased experimental uncertainties (tab. 5.1), and a slightly
disturbed agreement of the fits (eq. 3.79) with the deduced integrated absorbance (fig. 5.3).5.6
Within the measurements uncertainty, all samples exhibit a rotationally symmetric order.
As one would expect from the symmetry of the system, the extraordinary axes of the
orientation distribution corresponds to the surface-normal, ẑ (cf. fig. 3.22). Therefore, only
the extraordinary component of S is given (Sext) in tab. 5.1 and the deviation (Θ) of the
principal axis of orientation from the ẑ-axis. In this context Θ can be understood as the
azimuthal5.7 angle of a spherical coordinate system, where Θ = 0◦ is the surface normal ẑ.
The uncertainties of this angle grow with decreasing order,5.8 and increase further due to the
distribution of spherulite sizes (tab. 5.1). The extraordinary axes of orientation do not differ
from the surface normal, within these uncertainty-margins. The biaxiality of the orientation
distributions is quantified by a parameter b, which is generally smaller than 0.05 and therefore
5.5Variations of the refractive index of the order of 0.02, anyway do not change the resulting order parameters
significantly.
5.6Basically, different order is measured for different inclination angles (cf. sec. 3.6 & 3.4.1, fig. 3.20).
5.7as used in mathematics, not as used in astronomy
5.8If there is no extraordinary axis, it cannot have a defined orientation.
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Fig. 5.1.: IR-spectra of PCL-films on silicon wafers, crystallized at different temperatures, Tx; Spectra
are stacked vertically from bottom up: Tx = 303 K (light blue), Tx = 308 K (cyan), Tx = 313 K (light
green), Tx = 318 K (red), Tx = 323 K (brown). Dashed and solid lines respectively refer to s- and
p-polarization of an inclination of θ0 = −50◦. Cf. fig. 5.2
in the range of the experimental uncertainty.[17]
b = min
i 6=j
{|Si − Sj |} (5.1)
The crystallite’s c-axes are preferentially aligned perpendicular to the surface (parallel to
the surface normal ẑ), as can be deduced from the positive order parameter of ν ′1c and ν2c
with respect to ẑ (tab. 5.1).[140]
The Transition Moments (TMs) of νc(CH2) and ν1c, both perpendicular to the c-axes, are
aligned preferentially parallel to the surface. The former exhibits a larger amplitude of Sext
(tab. 5.1), what may be caused by the different orientations of the TMs with respect to the
unit cell (cf. sec. 5.1.2 and tab. 4.2). In conjunction with X-Ray Diffraction (XRD) values
and the results from the stretched films (sec. 5.1.2), one concludes that the TMs of νc(CH2)
and ν1c have their major components along the [110]- or [010]-direction, but not along [100].
For all Tx, the TMs residing in amorphous regions reveal the same average orientation as
their crystalline counterparts, but with a smaller order parameter (tab. 5.1). Unfortunately,
the order parameters given for ν ′′1a(COC) and ν ′1c(COC) suffer from the described decompos-
ition problems in this spectral region (sec. 4.2.5).
X-Ray Diffraction
The XRD pole figure measurements (fig. 3.22) are performed by Anne Seidlitz (footnote
3.28) with an Empyrean diffractometer (PANanlytical, Almelo, Netherlands) and an angular
resolution of 0.3◦. Basically, two reflections are discussed here: the 110- and the 200-diffraction
peak. The former is found at 2θ = 21.4◦.[84] The latter appears at 2θ = 23.7◦ and is
actually an overlap of the dominating 200-reflection, and the weaker 201-, 112-, 013- and
104-reflections. According to the structure factors reported in the pioneering work of Bittiger
et al., the (200)-planes contribute about 2/3 to the peak.[35, 84] Such overlap should lead to an
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Fig. 5.2.: IR-spectra of PCL-films on Si crystallized at different temperatures, Tx; Spectra are
stacked vertically from bottom up: Tx = 303 K (light blue), Tx = 308 K (cyan), Tx = 313 K (light
green), Tx = 318 K (red), Tx = 323 K (brown). Dashed and solid lines respectively refer to s- and
p-polarization of an inclination of θ0 = −50◦. Cf. fig. 5.1
Tx
ν1c(COC) ν
′
1c(COC) ν
′′
1a(COC) ν2c(COC) νc(CH2) [110] [200]
Sext Θ Sext Θ Sext Θ Sext Θ Sext Θ Sext
323
−17 5 11 2 −7 11 26 1 −26 2
-22 15±5 ±4 ±5 ±5 ±5 ±13 ±7 ±3 ±5 ±5
318
−21 5 9 3 −14 7 25 2 −20 5
-19 7±6 ±4 ±5 ±3 ±10 ±6 ±5 ±4 ±6 ±4
313
−3 14 5 13 −5 2 14 0 −5 7
-7 0±5 ±20 ±5 ±15 ±5 ±20 ±5 ±5 ±5 ±8
308
3 10 2 19 7 3 −1 / −4 4
/ /±4 ±20 ±8 ±20 ±6 ±10 ±4 / ±5 ±15
303
−6 35 −6 10 −6 7 −4 28 −3 20
/ /±5 ±20 ±6 ±10 ±5 ±15 ±5 ±15 ±5 ±15
Tab. 5.1.: Results from IR-TMOA and XRD pole figures for supported PCL-films crystallized at
different temperatures Tx given in K; The table shows the uniaxial order parameters Sext in units
of 10−2 describing the alignment along the film normal. The direction of the extraordinary axis of
the orientation distribution is given as azimuthal angle of a spherical coordinate system (cf. footnote
5.7), measured in ◦ from the surface normal. In cases where Sext is close to zero, no extraordinary
direction, and hence, no Θ can be defined. Sext of the [110]- and [200]-directions (XRD) are based on the
assumption of a uniaxial distribution around the surface normal. Their uncertainty is at least 20×10−2
(cf. discussion in text and fig. 5.5). For Tx ≤ 308 K no pole distributions were obtained, because of
the lateral inhomogeneities (fig. 4.3c, d) and because assessment and IR-TMOA measurements did not
suggest considerable orientation.
underestimation of the order parameter of the a-axes. As expected from the order parameters
obtained from IR-TMOA (tab. 5.3), the integrated areas of the 110 and 200 XRD-diffraction
peaks5.9 vary strongly with the inclination angle α ∈ [0◦, 10◦, . . . , 80◦] (fig. 5.4, measurement
geometry is shown in fig. 3.22). In particular the 110-reflection nearly vanishes for α = 0◦
and Tx = 323 K indicating a strong depletion of the [110]-directions along the surface normal
(ẑ). It is noted, that all reflections in the accessed 2θ-range shift to lower angles for α ≥ 40◦
(fig. 5.4). This points to problems of the measurement geometry: most likely caused by an
5.9Cf. discussion in the XRD-sec. of stretched films.
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Fig. 5.3.: Normalized integrated absorbance depending on polarization and inclination of the band
at ∼ 1295 cm-1; Blue circles refer to a crystallization temperature Tx = 303 K, cyan: Tx = 308 K,
green: Tx = 313 K, red Tx = 318 K and brown: Tx = 323 K. Fits according to eq. 3.79 are indicated
by the lines. For each Tx the data are scaled such that the integrated absorbance at normal incidence
matches unity. Cf. fig. 5.2 for spectra and tab. 4.2 for assignments.
inaccurate beam path (sample position and alignment), but also heterogeneous thickness or
spherulite diameter cannot be ruled out as possible origins.[83] Consequently, the extracted
order parameters (Sext, eq. 3.90) suffer from systematic uncertainties. To estimate these
deviations, Sext has been derived from the corrected integrated areas (sec. 3.5.1), and from
data being extrapolated5.10 from α ≤ 50◦. This leads to alterations in Sext of about 0.1,
which increase with the variation in the integrated area for α ≤ 50◦ (fig. 5.5). In the
calculation a model of uniaxial alignment along the surface normal is used as obtained by
IR-TMOA (cf. sec. 2.2.4 & 5.1.2). The underlying assumptions apply well here, in contrast
to the case of stretched films (cf. sec. 5.1.2). The order parameters and pole distributions
reveal a different alignment of the [110]- and [200]-directions, respectively being perpendicular
and parallel to surface normal. The orientation of the [110]-directions resembles the case
of spherulites exhibiting [010]-directions parallel to the radius.[111, 120, 133, 134] In case
the studied spherulites were strictly centro-symmetric objects, the order parameter of [200]
should be negative as well and a little closer to zero than Sext([110]). But we observe an order
parameter Sext([200]) > 0 meaning that the (200)-planes are preferentially aligned parallel to
the surface ([200]-directions parallel to the surface normal).
That correlates well with the differing major orientation directions of the TMs of the
crystalline moieties (cf. previous section, tab. 5.1), both indicating a significant fraction of flat
on aligned lamellae. Upon a reduction in Tx, the density of the nuclei in bulk rises and the
impact of the surface orientation on the macroscopic order drops, as growth and nucleation
rates at the surface and in bulk compete.
5.10Either the areas for α > 50◦ are linearly extrapolated from the last two or three points: α ∈ [30◦, 40◦, 50◦],
or simply replaced with the average of the mentioned points.
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Fig. 5.4.: XRD-spectra of supported PCL-films are shown for various tilt angles: α = 0◦ (dots), 20◦
(solid lines), 40◦ (dashed lines) and 60◦ (dash-dotted lines). The geometry of the setup is depicted in
fig. 3.22. The upper or lower sets of spectra respectively refer to Tx = 323 K or 313 K. Additionally,
fits according to sums (red) of Gaussian profiles (green, eq. 3.28) are shown after subtraction of a
linear baseline for the spectra at α = 40◦. The vertical dashed lines mark the positions of the 110- and
200-reflections respectively at 2θ = 21.5◦ and 23.8◦. Apparently, the position of both reflexes shifts
with increasing α to lower values of 2θ. This indicates problems with the measurement geometry,
reported to appear regularly for α ≥ 70◦.[83] (Cf. also fig. 5.10)
A structural model
The spherulites seen in substrate supported films (fig. 4.3) can be regarded as a set of
approximately5.11 radial strands, that are confined by the film thickness and neighbouring
spherulites (sec. 4.2.2). The nucleus of such objects is not necessarily in the centre of the
confined region, as the distance of the seed from the right or left neighbour as well as from
the upper or lower surface is purely random. But, the nucleus of an average spherulite is in
its centre (disregarding nucleation at the surface for the moment). Furthermore, the lateral
shape is not spherical but prismatic on average, as the colliding growth fronts interrupt the
radial extension, and lead to an approximately straight contact line (fig. 4.3).[101]
Here bulk-like sperulites are approximated by a rectangular cuboid with a quadratic basis,
corresponding to the average diameter of the spherulites, dS, and a height equal to the film
thickness, h. The nucleus is located in the centre of the box. The volume is then split into
infinitesimal cubes, each holding three perpendicular vectors: n̂‖ being the radial direction,
n̂⊥ and n̂
′
⊥. For convenience n̂
′
⊥ is defined to be in the x̂-ŷ-plane and n̂
′′
⊥ = n̂‖× n̂′⊥. All three
inherent directions of a crystalline lamella can be identified or derived from n̂‖, n̂
′
⊥ and n̂
′′
⊥.
In particular, for a lamella with its [010]-direction along the radii (n̂‖), the directions [100],
[010], [001], and [110] can be defined (cf. sec. 4.2.2 & A.2 and fig. 4.2).[84, 104, 108, 110, 112,
5.11due to branching and crystal dislocations
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Fig. 5.5.: The pole distributions of (110)- and (200)-planes in supported PCL-films are depicted
respectively as circles and squares for crystallization temperatures Tx = 313 K (filled) and 323 K
(hollow). The uncertainty of the data results on the hand hand side from the determination of the
integrated area (fig. 5.4) being in the range of 5 %. On the other hand, the normalization of the data
involves all data including the extrapolation of the integrated area to α = 90◦. As all the spectra for
α ≥ 50◦ suffer from systematic uncertainties, the total uncertainty may be around 0.2, or even larger
for the data of α ≥ 50◦. The impact of this on the order parameter tensor is taken into consideration
(tab. 5.1). The underlying spectra are shown in fig. 5.4 and the measurement geometry can be found
in fig. 3.22.
117]
[001] = χ n̂′⊥ +
√
1− χ2 n̂′′⊥ (5.2a)
[100] =
√
1− χ2 n̂′⊥ + χ n̂′′⊥ (5.2b)
[110] = sin 45◦ [100] + cos 45◦ n̂‖ (5.2c)
[010] = n̂‖ (5.2d)
The parameter χ determines the direction in the plane perpendicular to n̂‖. The angle in
eq. 5.2c corresponds to the angle between [010] and [110], and can be changed to model other
directions like [210]. Consequently, the three dimensional order parameters of any crystal
direction can be calculated based on the dependence of the direction of these vectors on the
Cartesian coordinates and the following assumptions: (1) the ratio dS/h, (2) the crystal growth
direction and (3) the value or variation of χ. dS can be taken from the micrographs (fig. 4.3
and tab. 4.1) and h can be measured. The radial direction is known in PCL-spherulites to be
[010] (sec. 4.2.2).[107, 111, 120, 133] For a banded spherulite, χ varies sinusoidally with the
distance from the seed, whereas in the non-banded case a random variation is found.[110, 117]
Actually, a macroscopic average as inherent to XRD and IR-TMOA does not differentiate
between these two cases. Therefore, results for constant χ = 0 and χ = 1 can be averaged to
model spherulites.
Up to here only bulk like objects, impinged by the surfaces and the neighbouring spherulites
are considered. To approximate a spherulite growing on top of surface induced lamellae, the
nucleus has to be shifted to this surface while still being laterally in the centre. Furthermore,
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in thin ∼ 100 nm-films the first layers in contact with the substrate are reported to consist
of lamellae of constant orientation, due to confinement, surface interactions or epitaxial
growth.[133] Therefore, the overgrowing spherulite’s lamellar orientation may very well couple
to this surface layers. This scenario is approximated by a thin layer of only flat on lamellae
and surface induced spherulites, growing from the surface to the polymer-air interface with
a constant χ being 0 for initially face on or 1 for edge on lamellae. Furthermore, edge on
lamellae with their a axis along the surface normal are also included in the model as they
reported to dominate the morphology at the free surface in micron-sized films.[112, 160, 210]
These structures can be added to the confined, bulk-like spherulite by the superposition
of distributions according to their volume fractions.5.12 The values of the fractions are
determined by complex aspects: e.g. in bulk the crystallization kinetics may be slower
compared to the vicinity of the substrate. This discussion is avoided for simplicity and because
detailed knowledge concerning the transition from surface induced to bulk-like lamellae is
missing. Here a study of the orientation of thin films of varying thickness should help
(h ∈ [0.1, 1] µm).[133] Furthermore, the question what fraction of spherulites is nucleated
at the surfaces, could be answered by the crystallization kinetics of such films.
Discussion of the model and comparison to measurement
The order parameters along the surface normal (Sext) based on such model calculations are
shown in tab. 5.2 and compared to the values determined by XRD and IR-TMOA. Generally,
in confined spherulites (dS/h > 1) the order parameter of the [010]-axes in ẑ-direction is
decreased, as the growth in this direction is limited. For non-confined, bulk-like spherulites
(dS/h ≤ 1) all order parameters vanish. But when the ratio dS/h > 1, the Sext of [010] (growth
direction) decreases on expense of [100] and [001]. Both directions being perpendicular to
[010] and therefore exhibit an equal Sext. Surface interactions (e.g. epitaxial growth) lead
to a thin layer of flat on lamellae (here assumed with a volume fraction of 2 % meaning
200 nm), and increase the alignment of the [001]-axes with the surface normal on expense
of the [100]-directions.[133] Naturally, spherulitic overgrowth with an orientation coupled to
the basal lamellae5.13 also results in the same effects aside of decreasing the order of [010]
(Sext([010]) → 0).[133] Whereas, such overgrowth without coupled orientation (random χ)
only reduces the b-axes alignment. In the model calculations only the former, coupled surface-
induced structures are assumed with a volume fraction of 20 % (using χ = 0, tab. 5.2). Edge
on lamellae, as induced by the free surface, are considered with up to 6 vol%.
The small change upon reducing confinement from dS/h = 20 to 10 is well captured by
the model calculation. The large negative order parameter of νc(CH2) indicates that the
underlying TM has a significant component parallel to the spherulite’s growth front ([010])
and parallel to the substrate. Possibly, this TM is parallel to [110]. Order parameters of the
[001]-axes deduced from ν2c agree roughly with the the model of strictly bulk-like confined
5.12This requires a spatially constant density being equivalent to a constant crystallinity. This is the case for
the spherulites studied here (cf. sec. A.3).
5.13using a fixed χ
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dS/h
bulk substr. (20 %) XRD IR-TMOA
[100] [010] [001] [110] [100] [010] [001] [110] [200] [110] ν1c νc(CH2) ν2c
20
25 −49 25 −12 8 −49 41 −20
15 −22 −17 −26 26
29 −49 20 −10 13 −49 36 −18
10
24 −48 24 −12 8 −47 39 −20
7 −19 −21 −20 25
28 −48 19 −10 12 −47 35 −17
2.5
16 −32 16 −8 2 −28 27 −13
0 −7 −3 −5 14
21 −33 12 −6 7 −29 23 −11
≤ 1 0 0 0 0 −11 6 5 −3 / / −2 −4 −3
6 −3 −3 2 −5 3 2 −1
Tab. 5.2.: Order parameter Sext (along the surface normal, ẑ) of the indicated crystal directions
calculated for spherulites of diameter to height ratio (dS/h), i.e. different crystallization temperatures
(from top to bottom: Tx = [323, 318, 313, 308] K). The column labelled ‘substr.’ refers to spherulites
having 2 vol% of substrate nucleated, flat on lamellae with 20 vol% overgrowing ones. being nucleated
at the substrate (fig. 5.6e). Whereas, ‘bulk’ corresponds to 0 vol% of both (fig. 5.6c). The gray shaded
Sext-values result from further addition of 6 vol% of edge on lamellae (fig. 5.6d). Values deduced by
IR-TMOA and XRD pole figures are given for comparison. ν2c refers to the order of [001]-directions
(fig. 4.2 & 4.6, tab. 4.2), νc(CH2) to TMs perpendicular to c and parallel to the CH2-stretching in
crystallites, whereas TMs of ν1c are not ⊥ c but within the a-b-plane.
spherulites (for all ratios of dS/h). On the other hand, the values from XRD for [200] and
[110] fit well to the model with surface interaction.
The similar order parameters of the TMs of ν1c, the [110]-axes and the model suggest a
parallel alignment of these two. This is also consistent with the discussion in sec. 5.1.2. The
agreement with the substr. induced model is slightly better for large dS/h but declines for
smaller values. Here the following argument applies: For a higher density of nuclei, the impact
of the surface on the macroscopic orientation weakens, as the bulk-nucleated spherulites5.14
impinge the ones growing from the substrate.
In the case of the largest spherulites (dS/h = 20, Tx = 323 K), assuming an additional
fraction of edge on lamellae (at the free surface) improves the agreement of model and
experiment (tab. 5.2). Their apparance increases the 100- and 110- order parameters on
expense of 001. The films studied here even show some indications of some flat on lamellae at
the free surface (fig. 4.5). Therefore, the agreement of the obtained order parameters appears
reasonable and further corroborates the significant, macroscopic flat on alignment (tab. 5.3).
Admittedly, the agreement of model and experiment is not perfect, but none of the different
layers alone (bulk, substrate or surface) is sufficient to explain the observed order parameters.
Summary and conclusions on supported Poly-ε-caprolactone films
In summary, measurements and model calculations (although to some extent clearly arbitrary)
reveal that the substrate supported spherulites on the one hand side retain a mainly bulk
like morphology, but are also subjected to interactions with the substrate leading to flat on
lamellae (fig. 5.6). By overgrowth, this flat on alignment extends into the film, presumably
with a coupled in-plane orientation. The corresponding correlation length cannot be deduced
5.14Also spherulites nucleated at free surface should contribute to this effect.[112, 160]
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Fig. 5.6.: Scheme of a substrate supported, impinged spherulite (not to scale); a) Lamellar crystallites
grow radially out of a nucleation seed (star) and form a non-banded spherulite. The crystal faces are
denoted a ({100}) and c ({001}). The inset depicts a lamella, polymer backbones are indicated by
black lines and unit cells in red (cf. fig. 4.2). b) Micrograph of PCL crystallized at Tx = 323 K
(contrast enhanced); The width of the framed region is 275 µm. Non-spherical, flat spherulitic objects
(cf. also panel d) form in thin films of spherulites, which impinge each other.[101] Panels c, d, and
e respectively depict crystallization in bulk, and as induced by the free surface, or the substrate (cf.
text in sec. 5.1.1). In all panels, the sample reference frame is indicated by x̂, ŷ, and ẑ, whereas the
crystal directions are indicated by a, b, and c. The lamellae grow (grey shaded arrows) along the a-
and preferentially along the b-direction. (Cf. also fig. 4.3, 4.4 & A.1.)
here, but is supposed to be in the range of 0.2 µm to 4 µm based on the model calculations.
The impact of the free surface on the macroscopic order appears to be minor, as only weak
macroscopic edge on alignment is deduced. And furthermore, the complicated dynamic
interplay of the different nucleation- and growth dynamics in this ∼ 10 µm thick macroscopic
system is proven. For large Tx (and large dS/h) substrate-induced nucleation and the related
growth play a vital role, whereas only small contributions of the free surface are appararent.
For lower Tx (meaning dS/h . 1), bulk-like spherulites dominate. Improving the model and
determining the mentioned fractions, growth- and nucleation rates in detail, demands further
quantitative, thickness and temperature dependent, kinetic and orientation studies (possibly
utilizing chemically modified substrates [211]).
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5.1.2. Stretching of free-standing films of Poly-ε-caprolactone
Stress induced (re-)crystallization
Stress induced (re-)crystallization5.15 is a phenomenon of paramount importance, as it appears
in everyday life (upon stretching polymeric materials), and in industrial applications e.g. in
the production of blown films (cf. sec. 5.3). What happens microscopically is not understood
in detail up to now.[5, 8, 9, 88] But, it is well accepted in the meantime, that stress induced
crystallization of films is a biaxial process, and therefore its underlying physics can only
be understood based on a three-dimensional characterisation of molecular order (cf. also
sec. 4.4.1).[5, 8, 35, 88]
Studies on blended PCL samples, subjected to stress induced crystallization, indicate bi-
axial orientation distributions of crystalline moieties and were utilized to draw first preliminary
conclusions concerning the underlying mechanism.[35, 171] Unfortunately, these studies are
limited to two-dimensional order parameters (cf. sec. 2.2.4). Furthermore, polarization de-
pendent IR-spectroscopy, meaning orientational studies, of blends of Poly(3-hydroxybutyrate)
and PCL have already been performed during stretching with a high strain rate (10 %/min)
and a rather high time resolution (3 s).[40] Unfortunately, neither the biaxiality is discussed
nor the time dependent equilibration5.16 is taken into account.
Specfic topics to be addressed
Here, for the first time in blended or pure PCL, the molecular order parameter tensor
(i.e. the biaxial orientation distribution) of crystalline and amorphous moieties is quantified
after stress-induced re-crystallization in (1) an elastically deformed region (EDR) and (2) a
plastically deformed region (PDR) of an initially isotropic PCL-film.5.17
Preparation & stretching
Stress-induced re-crystallization was performed by taking an isothermally crystallized sample,
cutting a rectangular piece, and glueing it to a deformable holder (Tx ≈ 396 K, diameter of
spherulites: dS ≤ 10 µm and thickness: (11 ± 3) µm, for preparative details cf. sec. 4.2.3).
Then the sample was stretched under ambient conditions by 1.4 mm being about 22 % of
the initial length (6.3 mm). IR-measurements are recorded five days later, which is supposed
to be in the well equilibrated state, as the characteristic time of the second step of stress
induced crystallization of pure PCL is shorter than the ones of PCL-PVC-copolymers, where
this time-scale is in the range of a few days.[171] Furthermore, the length of the PDR did not
change any more after a few minutes posterior to stretching.
By straining the small spherulitic structures with a radius of ≤ 10 µm are destroyed and
extended linear ones form ∼ 100 µm. This can be seen in fig. 5.7b & c and is furthermore
5.15Stress induced crystallization refers to crystallization from the strained amorphous melt, whereas re-
crystallization starts from a semi-crystalline state.
5.16essentially meaning the kinetics of stress-induced crystallization
5.17Only the PDR represents the re-crystallized state (fig. 5.7).
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verified by the three-dimensional order parameters discussed later on (cf. tab. 5.3). The PDR
is laterally homogeneous up to distances of 10–20 µm from the transition-region to the EDR.
This is corroborated by strongly focussed, polarization dependent IR-measurements (spot size
≈ (20 × 50) µm2) at several positions within the PDR, that do not exhibit any differences
in their polarization dependence. Admittedly, the measurement uncertainty is larger than
5–10 %, because of the low Signal to Noise Ratio (SNR) due to the small focus (spectra not
shown, cf. also sec. A.3).
100 µm
100 µm
1.4 mm
c)
b)a)
Fig. 5.7.: a) Microscopic image of a PCL film showing plastically and elastically deformed regions; b)
and c) are magnifications of the black rectangle in the overview picture (a). The stretching direction is
vertical (along x̂). (b) and (c) are obtained with a POM, but only c is measured with crossed polarizers
(parallel in b). x̂ and ŷ of the sample coordinate frame are indicated in the lower left, ẑ is directed
perpendicular to the paper-plane. The plastically deformed region is about 1.4 mm wide and shown
in the lower half of a). It appears bright in b) and dark in c). Spherulitic (upper part) as well as
extended linear structures (lower part) can be seen in all three panels.
Plastically and elastically deformed regions
IR-TMOA5.18 is performed in the PDR and EDR by attaching a rectangular aperture to the
sample holder to select the region of interest. The refractive index is taken to be n ≈ 1.48
(cf. discussion in sec. 5.1.1).
Already, the FTIR spectra for the different polarizations, Φ = [0◦, 30◦, . . . , 180◦], and
inclinations, θ0 = [−50◦,−40◦, . . . , 50◦], reveal a strong anisotropy of the crystalline and
amorphous phase in the PDR (fig. 5.8). That is not the case for the EDR, where no differences
with respect to the non-stretched or substrate-supported state could be determined within
measurement uncertainties (sec. 5.1.1). By taking into account the dimensions of the two
regions, these findings can be understood: Stretching by 1.4 mm results in a PDR of 1.4 mm
5.18Underlying FTIR-spectra are recorded with a Bio-Rad-FTS-6000 spectrometer and a resolution of 2 cm-1
(cf. sec. 3.4.1).
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Fig. 5.8.: a–d) show the absorbance spectra of plastically deformed PCL depending on polarization
and inclination: black circles refer to s-polarization (Ê0‖x̂, Φ = 0◦), solid lines to p-polarization (Ê0
within the ŷ-ẑ-plane, φ = 90◦) and the dashed charts in between to steps of ∆Φ = 30◦. Inclination
of the sample is performed with respect to the x̂-axis. In all panels the upper sets of spectra depict
θ0 = −50◦ and the lower ones normal incidence (θ0 indicated within the graphs, cf. fig. 3.9). Red and
dark red spectra are obtained upon heating of a sample of PCL of a different thermal history. These
spectra in the semi-crystalline (303 K) or amorphous state (342 K) show the specificity of the bands
for the amorphous or crystalline phase. Dashed vertical lines are a guide for the eye indicating the
spectral positions of the vibrational bands. The band around 960 cm-1 consists of three individual
peaks: two originating from the amorphous phase at ∼ 957 cm-1 and ∼ 967 cm-1 (compare inset for
342 K); and one from crystalline chains at ∼ 962 cm-1 (cf. fig. 4.7c). Spectra are shifted vertically to
ease comparison. In all panels fits with a sum of pseudo-Voigt profiles are depicted by green lines.
Band decomposition is shown in panel c (green, dashed), and otherwise in fig. 4.7a–d. In d) also the
baseline used for analysing the CH2 stretching vibration is visible at around 2890 cm
-1 as a green line.
This region holds bands of various origin, but already the high degree of order of the amorphous and
crystalline phases is apparent from the significant polarization dependence of absorbance. Spectra
of the elastically deformed regions are not shown, as they do not exhibit any visible polarization
dependence. Assignments can be found in sec. 4.2.5 and tab. 4.2.
length as well and a thickness of (1.9± 0.5) µm. That corresponds to a reduction in thickness
by a factor of 5–6, being immediately apparent in the reduced absorbance of the spectra. In
particular, the C=O stretching vibration is not absorbed totally any more (tab. 4.2, fig. 5.8).
The thickness of the EDR can be determined from the spectra (eq. 3.4) and deviates by less
than 5 % from the initial thickness of about (11±3) µm. Hence, nearly all mechanical energy
of stretching is dissipated by the plastic deformation, whereas very little is stored in the elastic
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deformation. Unfortunately, no forces can be measured with our apparatus, Consequently,
the discussion of these energies is limited. In the following only the order parameters within
the PDR are discussed corresponding to stress-induced re-crystallized PCL, as there is no
change of the molecular order in the EDR within the measurement’s uncertainty.
IR-TMOA results for the plastically deformed region
ν2c(COC) and ν
′
1c(COC) reveal a strong, uniaxial alignment of the crystallites c-axes with the
drawing direction (Sx ≈ 0.7, cf. tab. 4.2, 5.3 & fig. 5.12). The order parameters of the latter
vibration is slightly lower, presumably caused by the problematic baseline correction of the
corresponding band (sec. 4.2.5). This could also be the origin of the different biaxialities
obtained for the corresponding TMs: ν2c(COC) appears uniaxially distributed, whereas
ν ′1c(COC) is not. Comparable values have been reported for the PCL chains in 80/20
wt% blends of PCL/Poly-3-Hydroxy-Butyrate (PHB). [40] Interestingly, in 70/30 blends
of PCL/Poly-Vinyl-Chloride (PVC) crystallized under strain from the melt, the PCL-main-
chains (MCs) orient perpendicular to the stretching direction.[35]
The TMs of ν1c(COC) and νc(CH2) have their major components within the a-b-plane of
the crystal structure (fig. 4.2), but the order parameters Sy and Sz suggest a non-parallel,
possibly even perpendicular, orientation (tab. 5.3), as is also revealed by Density Functional
Theory (DFT) calculations of a single all trans strand (cf. sec. 3.5.3).[47–49, 86]
All three TMs of crystalline moieties, that are perpendicular to c, meaning ν1c(COC),
νc(CH2) and νc(C=O), exhibit a biaxial distribution with respect to the stretching direction
(fig. 5.12). This is in line with the biaxial nature of the stretching process: the size in ẑ-
direction is reduced by a factor of more than 5, whereas the change is smaller than 5 %
along ŷ (fig. 5.7). Biaxial distributions, although of significantly different type, have also been
found in stress-induced crystallization experiments (Wide Angle X-ray Scattering (WAXS))
of PCL/PVC blends by Zhang et al..[35]
Furthermore, the principal directions of the TMs of νc(C=O) and νc(CH2) within the a-b-
plane agree, as expected based on the crystal structure of PCL (fig. 4.2, 4.7).[84] Both exhibit
preferential alignment along ŷ and a strong depletion in the drawing direction: Sx ≈ −0.2.
The values of the order parameters of these moieties are the same (within the experimental
uncertainty, tab. 5.3). Consequently, no indications of a suppressed intra-crystalline mobility
of the C=O-groups are found, as discussed by Scha¨ler et al. and Kaji and Horii.[150, 151]
Unfortunately, the quantitative results for the C=O group exhibit a larger uncertainty due
to the very strong absorption coefficient of its stretching vibration (sec. 4.2.5). This impacts
especially on the vaules for νa(C=O), where an enhanced orientation along ẑ is found. This
uncertainty is already included in tab. 5.3. An improved model, that considering refractive
index dispersion, induces changes smaller than the given errorbars.
The two TMs unambiguously related to amorphous chains are both perpendicular to the
MC and furthermore reveal the same order parameters, that are smaller than their crystalline
counterparts. The MC of the amorphous chains are therefore preferentially aligned with the
stretching direction, as reported for some blends of PCL previously.[40] Also here one observes
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Fig. 5.9.: Integrated absorbance depending on polarization and inclination of bands shown in fig. 5.8a–
c; a) shows the absorbance of ν2c(COC) in blue and the C=O-stretching vibrations of amorphous
(black) and crystalline (red) moieties. b) refers to the COC-stretching vibrations around 960 cm-1.
The spectral positions at room temperature of the individual bands are given within the figure. Fits
according to eq. 3.79 are given by the solid lines. Bands according to TMs from amorphous units are
indicated by squares, whereas circles refer to crystalline regions. The filled symbols correspond to the
spectra shown in fig. 5.8.
a biaxial orientation distribution of the TMs: a depletion along the drawing direction, an
enrichment along the surface normal, whereas in the third direction (ŷ) the isotropic case is
resembled (Sy ≈ 0). It is interesting to note, that for the crystalline and amorphous carbonyl
groups the directions of preferential orientation are swapped, being ŷ and ẑ, respectively
(fig. 5.12).
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plastically deformed region elastically deformed region
TM Sx/10
−2 Sy/10−2 Sz/10−2 Sx/10−2 Sy/10−2 Sz/10−2
νc(C=O) −23± 6 26± 5 −3± 9 / / /
νa(C=O) −19± 6 −4± 7 23± 9 / / /
ν2c(COC) 76± 6 −37± 6 −39± 6 0± 5 −3± 5 4± 6
ν ′′1a(COC) −17± 5 −1± 4 19± 8 1± 5 5± 5 −6± 7
ν ′1c(COC) 65± 10 −18± 10 −47± 12 1± 5 4± 5 −5± 6
ν1c(COC) −28± 5 8± 5 20± 8 3± 5 6± 5 −8± 8
νc(CH2) −18± 5 23± 6 −4± 7 3± 5 3± 5 −5± 6
[110] −44 33 11 / / /
[200] −44 22 22 / / /
Tab. 5.3.: Order parameters, S, in the plastically (PDR) and elastically deformed region (EDR)
of a stretched PCL-film; The stretching direction is x̂, the film normal ẑ and the third transverse
direction ŷ. The underlying fits to the integrated absorbance (eq. 3.79) are depicted in fig. 5.9. The
ν(C=O)-vibration could not be analysed in the EDR, due to total absorption (meaning a too thick
sample). Assignments of the given vibrations can be found in tab. 4.2. The uncertainties depend on
the order parameter and grow with S approaching 1 or −0.5. The order parameters corresponding to
the CH2 stretching vibration in crystalline moieties may be slightly underestimated, due to the possible
contributions of amorphous chains. For a contribution of 10 % Sy rises by 0.01. The last two lines
hold the order parameter approximated from the XRD data. The uncertainty of all the XRD-based
order parameters is at least 0.2 (cf. discussion in 5.1.2).
X-Ray Diffraction of the plastically deformed region
XRD data are obtained with a Empyrean diffractometer (PANanlytical, Almelo, Netherlands)
and an angular resolution of 0.3◦. The pole figure measurement is performed by Anne
Seidlitz (footnote 3.28) as shown in fig. 3.22 for tilt angles α = [0◦, 10◦, . . . , 80◦] with the
stretching direction (x̂) parallel or perpendicular to the axis of tilt (cf. sec. 3.5.1). A
rectangular aperture is used to ensure that only the PDR contributes to the signal. The
110- and the 200-diffraction peaks are analysed, respectively at 2θ = 21.4◦ and 23.7◦.[84] (cf.
discussion in sec. 5.1.1). The spectra (fig. 5.10) and the corresponding pole distribution
functions (fig. 5.11) reveal weak order perpendicular to the stretching direction (ŷ-ẑ-plane),
but a very strong one along x̂ (fig. 5.12). This further corroborates the alignment of
the mean orientation directions with the sample coordinate system and in particular the
alignment of the crystalline c-axes with the stretching direction (fig. 5.12). Perpendicular to
it, in the ŷ-ẑ-plane, the two-dimensional, nematic order parameters (eq. 3.90, cf. sec. 2.2.4)
describing the alignment of the [110]- and [200]-direction with the surface normal (ẑ) are
SXRDyz ([200]‖ẑ) = 0.0 ± 0.2 and SXRDyz ([110]‖ẑ) = −0.1 ± 0.2. Within the x̂-ẑ-plane one finds
large SXRDxz ([200]‖ẑ) = SXRDxz ([110]‖ẑ) = 0.8 ± 0.1 with a much smaller uncertainty, because
the two reflections vanish already for angles α ≥ 40◦, and hence, extrapolation to higher α is
trivial (fig. 5.11, cf. sec. 5.1.1). A conversion of these two two-dimensional order parameters
into a three-dimensional cannot be performed exactly, as the pole distribution parallel to
the sample plane is not known. But an approximation can be given based on a model,
where all plane-normals are aligned with x̂, ŷ or ẑ. In this case eqs. 2.5 can be applied (cf.
sec. 2.2.4). For [110]: [Sxx, Syy, Szz] = [−0.44, 0.33, 0.11] and for [200]: S = [−0.44, 0.22, 0.22]
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Fig. 5.11.: The pole distribution of (110)- and (200)-planes in plastically deformed PCL are depicted
respectively as circles and squares. The filled and hollow symbols refer to orientations where the
stretching direction is parallel (‖, right y-axis) or perpendicular (⊥, left y-axis) to the rotation axis
(termed T in fig. 3.22). The uncertainty of the data results on the hand side from the determination
of the integrated area (fig. 5.10) being in the range of 5 %. But on the other hand, the normalization
of the data involves all data including the extrapolation of the integrated area to α = 90◦. This
extrapolation is trivial for the data perpendicular to the stretching direction (⊥), but error-prone for
the data from the parallel orientation (‖). Therefore, the absolute uncertainty of the former (⊥) is in
the range of 5 %, whereas for the latter (‖) it may be in the range of 0.1 for the larger inclination angles
(α > 50◦) and around 0.01 for smaller angles. The impact of this on the order parameter tensor is
taken into consideration (tab. 5.3). The underlying spectra are shown in fig. 5.10 and the measurement
geometry can be found in fig. 3.22.
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(tab. 5.3). This is a rather crude approximation overestimating the order parameters by up to
0.2. Considering the uncertainty of the two-dimensional order parameters, the disagreement
could be even larger (tab. 5.3).
Due to the mentioned uncertainties no detailed conclusions can be drawn concerning
the XRD-biaxiality of the stretched systems, as reported for PCL-PVC-blends.[35] And
furthermore, it is not possible to conclude from the order parameters, whether the TM of
the C=O stretching vibration in the crystalline phase (νc(C=O), and similarly νc(CH2)) is
oriented along [110] or [010] direction (cf. discussion in sec. 4.2.5 & 5.1.1). For this, polarized
IR measurements of single crystals of PCL would be needed. That cannot be performed
with our equipment due to the too low sensitivity for nm thin films.[133] Possibly multiple
reflection Attenuated Total Reflection (ATR) or grazing incidence reflection IR measurements
could suffice here.
When comparing the XRD-spectra of the PDR with the ones of substrate supported films
or literature data, some additional intensity around 2θ = 21◦ becomes apparent (fig. 5.10).[35]
Whether this is related to deformed crystallites, cannot be concluded securely (cf. discussion
on page 131, sec. A.4).
Fig. 5.12.: Scheme of the plastically deformed, strain recrystallized region of a PCL-film (not to
scale); The transition to the EDR is shaded in grey. Approximate sizes are given on the left. PCL
sub-chains are indicated by light grey lines, crystallites by dark grey boxes and their crystal axes by
a, b and c. The coordinate system (x̂, ŷ, ẑ) is depicted at the lower right and in the inset. Stretching
is performed along x̂ leading to a preferential alignment of the crystallites’ c-axes and the amorphous
MCs. The latter are magnified in the inset exemplifying the orientation of the carbonyl groups along
ẑ. (Cf. also fig. 5.7.)
Summary and Conlusions on stretched Poly-ε-caprolactone-films
In stress re-crystallized PCL-films biaxial orientation distributions of amorphous and crys-
talline molecular moieties are found (fig. 5.12). The MC of the polymer is aligned with the
stretching direction, leading to a high order parameter of Sx ≈ 0.7 ± 0.1 for the crystalline
c-axes. No differences in the the order of crystalline CH2- and C=O-groups are found, which
would relate to a different intra-crystalline mobility. Furthermore, changes in the XRD- and
IR-spectra indicate stretched crystallites.
When crystallized under strain from an oriented melt, PCL-blends are supposed to undergo
row nucleated crystallization, leading to a similar order (at least for high draw ratios).[171]
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This differs from our case, where an existing spherulitic structure is deformed, leading to
an order parameter presumably independent of the strain ratio, and additional features in
the WAXS- and IR-data.[35] The latter may be related to strained crystallites, a detailed
discussion can be found in sec. A.4.
5.1.3. Summary and conclusions on Poly-ε-caprolactone
Structural information is obtained by the combination of IR-TMOA and XRD pole figures.
For the first time the three dimensional orientation distribution is quantified with molecular
specificity in supported and strain re-crystallized films. Respectively, the influence of the
surface and of macroscopic deformation is characterized for the polymers’ orientation in
amorphous and crystalline regions. In conjunction with future kinetic and thickness dependent
IR-TMOA studies, the interrelation between different lamellae may be unravelled based
on their relative orientation due to homogeneous nucleation and overgrowth. Therefore,
IR-TMOA opens a new pathway to understand polymer crystallization.
Assignments of IR-active modes including the orientation of the underlying TMs are de-
duced based on IR and XRD experiments of PCL films, as well as from DFT calculations
(tab. 4.2). In the course of crystallization the evolution of the IR-spectra is traced, allowing
to identify and decompose bands specific for crystalline and amorphous sub-chains. Based
on the comparison of XRD pole figures and IR-TMOA, vibrational TMs parallel and perpen-
dicular to the crystal c-axes are found. For the other two crystal directions only preliminary
conclusions can be drawn (cf. sec. 4.2.5). Thickness dependent orientation studies by XRD
and IR-TMOA should lead to a more detailed understanding.
The substrate supported films reveal some lateral inhomogeneities of the spherulites’
diameter, which reduce the order parameter of the films with a crystallization temperature
of Tx ≤ 313 K. Here an advanced preparation protocol is needed, to increase comparability
between the films of different thermal history. Nevertheless, the impact of the substrate on
the microscopic order in spherulites is revealed for crystallization temperatures Tx ≥ 313 K,
where a fraction of up to 20 % of flat on lamellae was estimated even for films of about
10 µm in thickness and Tx = 323 K. Only a small fraction (up to 6 %) of edge on lamellae,
as induced by the free surface, is apparent (fig. 5.6). The remaining material appears to
be bulk-like.Furthermore, aside of confinement,5.19 dynamic aspects have to be considered
(growth and nucleation rate in bulk and at the substrate surface). At higher crystallization
temperature, nucleation and growth at the surface dominate the macroscopic order, whereas
bulk properties take over for lower Tx.
Order of the amorphous phase is found, although to a lesser extent than that of the
corresponding crystalline units. This indicates the presence of interfacial, partially ordered
layers between the crystalline lamellae. But, for a precise quantification and separation from
other ordering effects, especially in supported films, the structure of the sample meaning the
5.19The spherulite diameter is in the range of the film thickness.
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fractions of surface-nucleated and bulk-like spherulites must be known in detail. To estimate
these and separate the respective growth- and nucleation-rates, kinetic and orientation studies
need to be performed in a thickness dependent way. This should help to unravel the
contributions to the morphology of (1) possibly attractive interactions of PCL with the
substrate,5.20 (2) the free surface, (3) confinement effects, and (4) kinetic aspects of growth
and nucleation. Furthermore, variations in the inter-lamellar organization (partially ordered
amorphous regions) may be detected.
In strain re-crystallized PCL, the crystalline c-axes and the MCs of amorphous sub-chains
are well aligned with the stretching direction. Whereas perpendicular a biaxial distribution of
the a- and b-axes is found (tab. 5.3). The PDR takes up essentially all mechanical energy of
the deformation, as deduced from the vanishing order and unchanged thickness of the EDR.
In the PDR the thickness is reduced by a factor of about 5 to 2 µm, allowing to deduce the
order of the amorphous and crystalline carbonyl-groups, both being strongly biaxial. Within
crystalline regions, the C=O-groups are similarly well ordered as their aliphatic counterparts
(tab. 5.3). Consequently, no differences in the conformational freedom are observed, what
would indicate variations of the intra-crystalline mobility.[150, 151]
Kinetic studies and advanced XRD pole figure studies may reveal further details concerning
the re-crystallized state.
Comparison of stretched and supported films: The anisotropy of the supported films is
much weaker than that of the stretched free-standing films (tab. 5.1 & 5.3). This is explained
by the different characteristic size ratios.5.21 For Tx = 323 K the radius of PCL-spherulites
on a substrate is in the range of 200 µm (thickness of about 10 µm, fig. 4.3). On the other
hand, the microfibrils in the plastically deformed, stretched film exhibit a length of more than
100 µm and a height of about 2 µm (fig. 5.7). The width of the mentioned structures is in
the range of a few µm. This spatial asymmetry is caused by the asymmetric shape and hence
asymmetric deformation of the film, and is furthermore well reflected in the biaxial orientation
distribution of the plastically deformed region (tab. 5.3). Such a biaxiality is not inherent to
the substrate supported films, and consequently a uniaxial distribution with respect to the
normal of the film is observed.
The amorphous phase is ordered in substrate supported and stretched films, but presumably
because of different reasons. In the former partially ordered amorphous regions are considered
responsible, whereas for the latter the chains are oriented by strain.
Further results (not related to IR-TMOA, sec. A): PCL crystallizes in non-banded spher-
ulitic structures, with the b-axes parallel to the radial direction (sec. A.3). In a single spher-
ulite of 250 µm in diameter, crystallinity does not vary spatially within an uncertainty of
5.20Measurements in silica nano-pores could also help to understand specific interactions between polymer and
substrate.[212]
5.21Furthermore, spherulites are polycrystalline structures exhibiting internal orientational disorder due to
branching and crystal disclocations (cf. sec. 4.2.2 & 4.1.2).[107, 110, 111, 117, 124, 134]
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about 5–10 % on length scales larger than 10 µm. Furthermore, for all studied crystallization
temperatures, crystallinity is equal to the macroscopic value, which is averaged over several
spherulites. This agrees with the studies of several researchers, who reported a constant crys-
tallinity of about (50 ± 2) % for Tx ∈ [303 K, 323 K].[103, 131, 150, 151] Unfortunately, a
direct comparison with the measurements of re-crystallized PCL-films is difficult, due to its
strong orientation. The mentioned crystallinity excludes the partially ordered amorphous re-
gions, whose fraction is supposed to vary with Tx and consequently may be accessed by such a
variation for films with reduced thickness (∼ 1 µm, possibly also utilizing the C=O stretching
band, cf. sec. 4.2.5).[103] But as mentioned above, the different ordering mechanisms (surface-
and confinement effects) must be separated first.
Furthermore, in the PDR of stretched films one observes changes in the vibrational fre-
quency of the TMs of crystalline sub-chains as well as in the shape of the 110-reflection in
WAXS (sec. A.4). These resemble effects seen in spider silk and attributed to strained crystal-
lites.[2–4, 12, 13] Kinetic measurements of the deforming region with a high spatial resolution,
and refined WAXS studies may allow deeper insights here.
5.2. Polymer Dispersed Liquid Crystals
In the following the results on Polymer Dispersed Liquid Crystals (PDLC) consisting of
Poly-(Vinylidene-Fluoride-co-Trifluoro-Ethylene) (P(VDF-TrFE)) and 4-cyano-4’-n-pentylbi-
phenyl (5CB) or 4-cyano-4’-n-hexylbiphenyl (6CB) are presented. A variety of experimental
procedures5.22 are used and combined to a structural model, by which the optical properties
can be explained. An introduction to the field of PDLCs and the preparation of the samples
is given in sec. 4.3.1 and 4.3.2, respectively. For assignments of the Infrared (IR)-vibrations
see sec. 4.3.3.
5.2.1. Results and Discussion
Differential Scanning Calorimetry (DSC) reveals obvious differences in the phase-behaviour
of the polymer matrix and the embedded Liquid Crystals (LCs) (fig. 5.13b, c). The DSC-
traces of pure P(VDF-TrFE) reveal two peaks at high temperatures: the Curie-transition
(peak at ≈ 133◦ C) and the P(VDF-TrFE)-crystal-melting (≈ 144◦ C). In PDLC6 only the
former is present, and exhibits a much larger heat-flow although the polarizability of the
PDLC is reduced compared to the pure polymer.[14, 185] Therefore, we conclude that the
crystal-melting-transition of P(VDF-TrFE) is merged with the Curie-transition in the PDLC.
This indicates a plasticizing effect, that could be caused by dissolved LC-molecules.[31]
Also, the crystal to nematic transition of 6CB at 14.3◦ C is suppressed completely in PDLC6
(fig. 5.13a, c). Furthermore, the nematic to isotropic transition is shifted by 5–10 K to lower
temperatures. We assign this to attractive interaction of the LCs with the polymer matrix at
the interface of the inclusions (fig. 5.14a, b).[10]
5.22Experimental details accompany the presented results.
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Fig. 5.13.: Heat flow as measured by DSC (Diamond DSC, Perkin Elmer, cf. footnote 4.16) for bulk
6CB (a), pure P(VDF-TrFE) (b), and PDLC6 (c); The insets depict the nematic-to-isotropic-transition
being shifted and sharper in PDLC6. The energy uptake per sample mass is also given. Note that only
in the pure LC a crystalline-to-nematic-transition is observed (peak at ≈ 20◦ C). Furthermore, the
peaks related to the Curie-transition (peak at ≈ 133◦ C) and P(VDF-TrFE)-crystal-melting (144◦ C)
are merged in PDLC6.
DSC allows to estimate the amount of the dissolved and undissolved (enclosed in the
droplets) LC-molecules based on their total mass within the sample (known from the pre-
paration), and the assumption that the enthalpy of the nematic to isotropic transition is the
same in bulk LCs and within the droplets (insets in fig. 5.13).5.23 For both LC-types, this
leads to a mass ratio of dissolved LCs and the PDLC of fd ≈ 0.05, and for undissolved LCs:
fud = 0.06. The solubility
5.24 of the LCs is also deduced, being 5 % and 6 % for 5CB and 6CB,
respectively. Additionally, the fraction, f , of LC-molecules in the PDLC-film can be estimated
from the absorption coefficient of ν(C≡N) (or at 2850 cm-1) in bulk 5CB and in the annealed
PDLCs (cf. eq. 3.4).[192, 213] One finds for 5CB f5CB = 0.09 ± 0.02, what agrees roughly
with fd, 5CB + fud, 5CB, and therefore corroborates the above assumption of similar transition
enthalphies. More accurately, “dissolved molecules” refer to LC-molecules not taking part in
the LC-phase transitions. This also includes molecules within the LC-droplets being strongly
bound to the polymer surface (fig. 5.14a, b).[10, 183] Furthermore, geometrically small inclu-
sions (fig. 4.9) may not form LC-phases as well, due to surface interactions or confinement
effects.[10]
Infrared Transition Moment Orientational Analysis (IR-TMOA) is performed based on
IR-spectra with a resolution of 2 cm-1 for inclination values, θ0, in steps of 30
◦ between ±60◦.
Polarization, Φ, is varied in steps of 30◦ between 0◦ and 180◦ (cf. sec. 3.4, fig. 3.20 and 3.9).
Absorbance data are fitted treating the PDLC as a homogeneous medium with a refractive
index of about n = 1.45 (eq. 3.79), corresponding to the concentration weighted average of the
5.23 These two enthalpies could differ, as the phase behaviour is different in bulk and PDLC (evident from the
shift of the nematic to isotropic transition and the absence of the crystalline phase, fig. 5.13).
5.24Solubility is defined by the mass fraction of solute and solvent.
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Fig. 5.14.: Scheme of LCs embedded in a PDLC; a) depicts the polar attraction of the matrix (blue)
and C≡N-dipoles (red), happening at the interface (grey shaded) of the LC-inclusion.[183] The aromatic
and aliphatic groups are indicated as a black line. Free, randomly distributed charges are indicated by
circled ‘+’ and ‘-’.[214] b) schematically shows a single droplet. LC-molecules are indicated by their
dipoles (red) and the polymer matrix by the C-F-dipoles (blue). The large, red shaded arrow is the
director (eq. 2.1a). c) finally comprises several LC inclusions within the PDLC-film. The individual
directors are defined to have a positive ẑ-component (cf. sec. 2.1). x̂, ŷ and ẑ correspond to the sample’s
reference frame.
polymer and the LCs (tab. 3.1). This leads to a good agreement of the fit and the data (cf.
sec. 5.2.1, fig. 5.17). Naturally, the PDLC is by no means an optically homogeneous medium
(fig. 4.9). But using a single refractive index for IR-TMOA is justified as the wavelength
corresponding to ν(C≡N) is about 4.5 µm and therefore about a factor of four larger than
the characteristic structures of the LC-inclusions (tab. 4.10). Furthermore, analysing the ring
stretching vibration, ν(C=C), leads to the same results and the same reasonable agreement of
fit and measured data, and its wavelength exceeds the size of the inclusions by approximately
a factor of six.
IR-TMOA reveals the order parameter tensors, S, of the para-substituted benzene rings
and the C≡N-group both corresponding to the long axis of the mesogenic units (fig. 4.8a,
5.14a & 5.15a–c, cf. also sec. 3.4.1). Prior to poling, a biaxial orientation distribution is found
exhibiting a weak preferential orientation within the film plane imposed by the slightly oblate
shape of the droplets (tab. 5.4 and fig. 4.9, 5.18a & 5.17).5.25[14]
Application of an electric field leads to an alignment of the directors parallel to the
field and an approximately uniaxial distribution (fig. 5.18b). Heating the samples again to
T ≈ 40◦ C, what is above the clearing temperature of the LCs, reduces the order parameter
along that direction, but preserves the uniaxial alignment (tab. 5.4 and fig. 5.18c). The
emerging difference between the initial state (before poling) and final state (after heating) is
assigned to the remanent polarization of the polymer matrix. The differences between the
order parameters of PDLC6 and PDLC5 are attributed to the differences in the transition
temperatures of the two LCs, and therefore, underscore the importance of the thermal history
for such systems.
P(VDF-TrFE) has been reported to change the orientation of the crystallites upon pol-
ing.[215] Unfortunately, we cannot study specifically crystalline orientation in the samples at
5.25Probably, the oblate shape results from gravitational forces and solvent evaporation during the tempering
process.
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Fig. 5.15.: Spectra of PDLC5 as-prepared (a, d), after poling (b, e) and after poling and annealing
(c, f) in the region of ν(C≡N) (upper row) and in the C-H-stretching region of the matrix (νM(CH2)).
Dashed and solid lines respectively represent p- and s-polarization at θ0 = 60
◦ (blue and red) or
normal incidence (θ0 = 0
◦, cyan and magenta). Systematic deviations within the C-H-stretching
region between the s- and p-polarization for θ0 = 60
◦ on a scale of about 20–40 cm-1 are probably
caused by interference. Vibrational absorption bands (cf. fig. 4.10) were fitted with pseudo-Voigt
functions (eq. 3.29) after subtraction of a linear baseline (cf. sec. 3.3.3 and fig. 3.8). (Cf. sec. 3.4,
fig. 3.20 and 3.9 for details of the measurement procedure.)
hand, as all bands unambiguously originating from crystalline moieties are saturated because
of their large absorption coefficient.[194] The average order of the polymer matrix can be
deduced from the absorbance of the CH2-stretching vibrations, νM(CH2), of the Vinylidene-
Fluoride (VDF) part of the copolymer (fig. 4.8b and 5.16). Unfortunately, in the case of the
PDLC containing 5CB (PDLC5) an interference pattern with a period of about ∼ 250 cm-1
disturbs the analysis of the CH-stretching region around 2800–3150 cm-1(sec. 3.4.2, eq. 3.71).
Nevertheless, some quantitative conclusions can be drawn based on a subtraction of a baseline
over a range of ∼ 50 cm-1 from the group of CH-stretching bands (fig. 5.15d–f & 5.16).5.26
Comparing the polarization dependent corrected νM,s(CH2)-bands at about 3015 cm
-1 for
PDLC5 at constant inclination only small differences (∆A . 0.01) appear. Therefore, the
order parameter in ẑ-direction of the CH2-groups in P(VDF-TrFE) is negligible. Such a weak
dependence on polarization is also found for νM,s(CH2) of PDLC6, which is less influenced by
interference (fig. 5.16). Hence, no significant order of the P(VDF-TrFE)-matrix in the various
samples is observed.
A closer look to the CH-stretching region (fig. 5.16) also reveals consequences of the LC-
ordering, especially when focussing on the aliphatic CH2-stretching bands at 2850 cm
-1 and
2920 cm-1, which posses a Transition Moment (TM) perpendicular to the mesogenic backbone
(fig. 4.8a).
5.26Mathematically, this corresponds to the approximation of the sinusoid of interference as a linear function
(cf. sec. 3.4.2).
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Fig. 5.16.: Spectra of PDLC6 as prepared (a), after poling (b), and after poling and annealing (c)
in the ν(CH)-region. Dashed and solid lines respectively represent p- and s-polarization at θ0 = 60
◦
(blue and red) or normal incidence (θ0 = 0
◦, cyan and magenta). Cf. sec. 3.4, fig. 3.20 and 3.9 for
details of the measurement procedure.
PDLC treatments Sx/10
−2 Sy/10−2 Sz/10−2
non-poled 3.2± 0.5 1.3± 0.5 −4.5± 1
5CB poled −7.8± 1 −7.2± 1 15± 3
poled & heated −0.5± 0.5 −1.3± 1 1.8± 1
non-poled 1.0± 0.5 2.5± 0.5 −3.5± 1
6CB poled −4.1± 0.5 −3.1± 0.5 7.2± 1
poled & heated −1.3± 0.5 −0.4± 0.5 1.7± 1
Tab. 5.4.: Order parameters, Si, of the LCs along direction i for different treatments of the PDLCs;
x̂ and ŷ refer to the two in-plane directions, whereas ẑ denotes the surface-normal (cf. fig. 5.17). Order
parameters are derived from ν(C≡N). An analysis of the ring stretching band of the aromatic rings
reveals the same results.
Estimation of the polarization: Using the order parameters obtained by IR-TMOA after
poling the films, the polarization within the LC-droplets can be estimated based on the
following model for the orientation distribution (cf. sec. B.2 for details). All LC molecules
are assumed to be aligned parallel or anti-parallel with one of the coordinate axes: x̂, ŷ or
ẑ. ẑ is the direction of the external electric, poling field E = Ez (fig. 5.18). Because of
the approximately uniaxial orientation distribution of the mesogens in the poled and poled-
annealed samples, the fraction of molecules aligned parallel to x̂ and ŷ (termed respectively
N+x and N+y) as well as anti-parallel (N−x, N−y) are identical; and agree furthermore with
the number of molecules aligned parallel to the external field (Nz). In summary, only anti-
parallel to the electric field, along −ẑ, preferential alignment is assumed (on expense of the
other directions).
N0 = N+x = N−x = N+y = N−y = Nz ≤ N−z (5.3a)
N−z = 1− 5N0 (5.3b)
These fractions can also be interpreted as the number of LC-inclusions with a director in the
given direction.
Dissolved LC-molecules are assumed to be isotropically distributed and fully immobilized,
i.e. not influenced by poling or annealing. Consequently, the fraction of oriented molecules in
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Fig. 5.17.: Inclination and polarization dependence of the integrated absorbance of the ν(C≡N) band
in the PDLC with 5CB, in the native state (red) and the poled state (blue). Lines are fits according to
eq. 3.79. Samples not subjected to annealing at 40◦ C correspond to hollow circles and dashed lines.
After annealing (filled symbols, solid lines) the integrated absorbance changes for the poled samples,
whereas for the non-poled samples no effects are revealed. Dependencies of the non-poled samples are
scaled by 1.3 for clarity.
the voids, Nud−z, is larger than N−z (cf. eq. B.3).
Nud−z ∝ N−z −N0 +N0
fud
fud + fd
(5.3c)
This model has only one parameter (N−z), what is actually an advantage in the sense
of Occam’s razor, because the order parameter S allows only limited conclusions about the
polarization P : S is an average of cos2 of the angle between the electric field and the mesogenic
long axis, whereas P is calculated from the cos of that angle (cf. sec. 2.2).
The order parameter, Sz (tab. 5.4), can be related to N−z (cf. sec. 2.2 & sec. B.2 and
eq B.2).
N−z =
4 + 2Sz ± 5
√
1 + Sz − 2S2z
12Sz − 6 (5.4a)
After correction according to the mass fractions (eq. 5.3c); and using density (ρ), Molecular
Weight (MW) (MW ), static permittivity () and dipole moment of the LCs, one can derive the
polarization within the voids of the polymer matrix: PLC = −PLCẑ. Details of the calculation
can be found in sec. B.2.
PLC = −
p
5
(
6Nud−z − 1
) ρ
MW
ẑ (5.4b)
Eqs. 5.4b yield a polarization within the 5CB-droplets of PLC,5CB ≈ 6 × 10−3 C m-2 for
an order parameter of Sz = 0.15 corresponding to an internal electric field along −ẑ of
ELC,5CB = P/(0) ≈ 7×105 V cm-1 with N−z ≈ 0.27 and N0 = N+z ≈ 0.12. This means that
about 15 % of the LC-molecules exhibit a “remanent” orientation. For the PDLC6 exhibiting
Sz = 0.07 on the other hand one finds PLC ≈ 3 × 10−3 C m-2 and ELC ≈ 4 × 105 V cm-1
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(about 8 % preferentially aligned mesogens).
On the other hand, the encapsulated LC-molecules can be considered as dipoles, p
LC
,
within an external electric field, E, generated by the remanent polarization (Prem) of the
P(VDF-TrFE)-matrix. Therefore, application of the Langevin-formula5.27 allows to calculate
an “expected” polarization, Pexp, within the LC-inclusions using published values of Prem ≈
30× 10−3 C m-2.[31, 185]
Pexp = pLC
(
coth
[
pLCE
kBT
]
− kBT
pLCE
)
(5.5)
≈ 18× 10−3 C m−2
The value is about a factor of 3–6 larger than the ones calculated from the order para-
meters obtained directly after poling. This disagreement is explained by two effects: (1)
Both, LC-molecules and matrix, are strongly polar, and therefore promote a radial orienta-
tion distribution of the LC-molecules by anchoring their polar head-groups to the polymer
(fig. 5.14a,b).[10, 183, 216, 217] (2) Furthermore, free charges within the inclusions shield the
remanent polarisation at least partly.[214] After heating the poled samples above the clearing
point, the order parameters are about 0.02, meaning that the LCs are far less polarized.
Koda et al. reported a decrease of the remanent polarization, Prem, from about 60 to
30 × 10−3 C m-2 in PDLC55.28 upon adding LCs.[184, 185] This cannot be explained by
the calculated polarization of the LCs being PLC ≈ 7 × 10−3 C m-2 (cf. sec. B.2 for details
of the calculation). In PDLC-system of MDA-03-1767 (Merck Chemicals, Germany) and
P(VDF-TrFE) a drop in Prem of only ∼ 20 % and no indications of dissolved LC-molecules
are observed.[14] Consequently, the stronger reduction of about 50 % in PDLC5 is assigned
to these plasticizing, dissolved LC-molecules (fig. 5.13).
Temperature dependent transmission The optical properties of the PDLC-films, particu-
larly of the embedded LCs, are probed by the transmission of visible light. Therefor, poled
samples are heated repeatedly from ambient conditions (≈ 20◦ C) to a maximum temperature,
Tmax, and the transmitted intensity is monitored.
5.29 This results in reproducible dependencies
of the transmission on temperature (fig. 5.18). Tmax is then raised and again several reprodu-
cible T -cycles are recorded. Note that the measured intensity of the various cycles depends
on the maximum temperature, the sample has experienced after poling (fig. 5.18). Below
the clearing point of the LC, one finds spheres filled with oriented molecules (nematic state,
fig. 5.14), whereas above the LCs are isotropically distributed. Consequently, the refractive in-
dex, nLC, in the x̂-ŷ-plane of the individual LC-inclusions is temperature dependent (fig. 5.18).
When Visible (VIS) light propagates along the surface normal (ẑ) through the sample, it gets
5.27This is simply the mean value of orientation of the dipoles along the external field direction, calculated using
Boltzmann statistics and the interaction energy of −p
LC
· E.
5.28Koda et al. added 10 wt% of 5CB to a 78/22 wt% mixture of P(VDF-TrFE).[185]
5.29Transmission is measured with a photo diode (BPX61, Osram) connected to an amperemeter (Model 487,
Keithley) using a laser diode with a wavelength of 635 nm (HL25/M1, LISA laser products) and a heating
stage (Linkam THMS 600, accuracy ∼ 0.2 K). Cf. footnote 4.16.
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Fig. 5.18.: Before poling (a) the directors (red shaded arrows) of the individual inclusions are nearly
randomly oriented. Only a weak preferential orientation within the film plane appears, due to the oblate
shaped inclusions. After poling (b) they exhibit a common direction. After subsequent annealing (c),
the orientation distribution is nearly isotropic. Only a weak alignment along the remanent polarization
(PM, blue) persists because of attractive matrix-mesogen-interactions and free charges (circled ‘+’ and
‘-’) shielding PM partly.[183, 214] Cf. also fig. 5.14. An isotropic distribution of directors is indicated
by the dotted lines. x̂, ŷ and ẑ correspond to the sample’s reference frame. The refractive index of the
LC-inclusions along and perpendicular to the director, as well as in the x̂-ŷ-plane are indicated in a)
by n‖, n⊥ and nLC. The optical transmission upon thermal annealing of poled PDLC6 is depicted in
the inset, which illustrates the transition from (b) to (c).
reflected (or scattered) at every interface between the matrix and the LC-inclusions depending
on their refractive indices (respectively nM and nLC, cf. tab. 3.1).
nM ≈ 1.42 < no ≈ 1.53 < niso ≈ 1.6 < ne ≈ 1.7
For poled samples the directors of the inclusions are aligned along the ẑ-direction (fig.
5.18b). Light therefore experiences a refractive index in the inclusions, nLC, close to no (or
at least no < nLC < niso). Upon heating nematic order is reduced and nLC approaches
niso. This means that the refractive index contrast between matrix and inclusions raises with
temperature, and hence, the overall transmission falls. Once the PDLC equilibrates within
the isotropic state (T > TNI = 30.1
◦ C for 6CB) the preferential alignment of the directors
of the different inclusions is lost (fig. 5.18c) and a different discussion of the temperature
dependent VIS-transmission holds (next paragraph). Interestingly, an intermediate stable
state is found exhibiting an order between the poled and annealed states, as shown by the
trace with Tmax = 30
◦ C in fig. 5.18.
In non-poled (or poled and annealed) samples, the directors are nearly randomly oriented
(|S| ≤ 0.05) (fig. 5.18a, c). Consequently, light experiences a variety of refractive indices
between ne and no depending on the individual LC-inclusion. Especially, where the nematic
director is within the sample plane (x̂ or ŷ), strong reflection is to be expected, as the refractive
index contrast is highest: niso < nLC → ne ≈ 1.7. Again upon heating nematic order
decreases, and hence, nLC → niso for all LC-filled spheres, decreasing the mentioned strong
reflections and increasing overall transmission. The level of optical transmission as obtained
in the poled state is not reached, as the ordinary refractive index is closest to the one of
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the polymer: nM < no < niso < ne. Temperature dependent IR-TMOA measurements
could provide deeper insights here. In summary, the poled samples exhibit a pronounced
dependence of their microscopic optical properties on the maximum temperature, they have
been exposed to (cf. also sec. B.1). This could be used to build a sensor, that records its
maximum temperature.
5.2.2. Conclusions on Polymer Dispersed Liquid Crystals
Three-dimensional order in PDLCs containing 5CB and 6CB is quantified by IR-TMOA and
used to explain the temperature dependent transmission of VIS light. Surface and confinement
effects of the polymer matrix, as well as free charges within the inclusions play an important
role for the mesoscopic (µm-sized) ordering of the LC-molecules as revealed by
1. the small overall order parameters (Sz ≤ 0.15) within the LC-inclusions and the
corresponding estimated polarizations (PLC ≤ 7 × 10−3 C m-2), being at least a factor
of 3–6 smaller than expected from theoretical calculations;
2. the absence of the crystal-to-nematic-transition (DSC); and
3. the shift of the nematic-to-isotropic transition by about 5–10 K.
No significant order of the P(VDF-TrFE) matrix could be observed based on its CH2-
stretching bands. Studies on thinner samples would allow a more specific characterization of
the orientation of amorphous and crystalline moieties. The effect of the remanent polarization
of the polymer matrix on the other hand can be seen by the following: Heating above the LC-
clearing point does not erase the effect of poling completely. A weak preferential orientation
of the LCs (Sz ≈ 0.02) parallel to the remanent polarization remains, which has not been
present before poling (Sz ≈ −0.05). Similarly, in-plane orientation is lost by the application
of an external electric field and cannot be regained by heating to temperatures above TNI.
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5.3. Poly-Ethylene
In this section the results from Infrared Transition Moment Orientational Analysis5.30 are dis-
cussed, aiming to understand the correlation between the polymer’s properties, the settings
of the machinery and the properties of the final film. Various samples are studied including
mono- and multi-layer films of High Density Polyethylene (HDPE) and Low Density Poly-
ethylene (LDPE) (tab. 4.4). Due to the variety of film thicknesses ranging from 8 µm to
200 µm, different bands are analysed and compared in their polarization and inclination de-
pendence (tab. 4.3, fig. 5.19). An introduction to the field of Poly-Ethylene (PE) and blown
film production can be found in sec. 4.4.1.
5.3.1. Discussion of results on Poly-Ethylene films
Sample A: The principal axes of the absorption coefficient tensor (µ), and hence also the
order parameter tensor (S), coincide with the inherent directions of the production process
(M , T and N) within 3◦. This is well seen in fig. 5.20, as Aint is symmetric with respect
to inclination (θ0) and polarization (Φ) for all Transition Moments (TMs) under study (cf.
fig. 3.21). The a-axes (fig. 4.12a) of the crystallites in sample A are mainly aligned in machine
direction (M) exhibiting an order parameter of SM = 0.18 ± 0.01 (tab. 5.5a). As may
be inferred from the orthogonality of the unit cell, the minor orientation direction of the
orientation distribution of a agrees with the major orientation direction of b and vice versa.
Particularly, the b-axis shows preferential orientation in thickness (N) direction.
The order parameters obtained for the amorphous phase, not exceeding ±(6 ± 3) × 10−2,
are much lower than the ones of the crystalline phases. Furthermore, the TMs related to the
wagging of amorphous CH2 units show a different alignment compared to the TM related to
rockingbecause of their different orientation with respect to the MC (cf. tab. 4.3 & tab. 5.5a).
Since all three bands originate from structurally different moieties (g/t-combinations), no
good quantitative agreement of their order parameters is expected.[218] Additionally, this
assignment of the 1300–1400 cm-1 region to vibrations of successive g/t-combinations provides
the explanation for the quasi isotropic orientation distribution of the corresponding TMs
(Sj ≤ 0.02±0.01), even though one obtains significantly higher order for extended t-segments
from r(CH2): Sj = 0.06± 0.02.
Sample B shows a different orientation distribution particularly in the transverse- (T ) and
normal (N) direction (tab. 5.5a). The b-axes are mainly oriented along the T -direction
featuring a higher order parameter of ≈ 0.3 compared to the aforementioned sample A.
Such significant alignment leads to the limited orientation of the a-axes in this direction
(ST = −0.22), since a and b cannot point into the same direction. Note that the small order
parameters of a in M - and N -direction (SM/N ≈ 0.1) do not contradict that finding. The three
5.30Spectra are recorded on a Bio-Rad-FTS-6000 spectrometer (cf. sec. 3.4.1) for various inclination, θ0, and
polarization angles, Φ (fig. 5.19). 128–512 scans were averaged with a spectral resolution of 1 cm-1 or 2 cm-1
are taken depending on thickness and the vibrational bands under study (sec. 3.2.3).
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Fig. 5.19.: Dependence on polarization (Φ) and inclination (θ0) of PE spectra including decomposition
(coloured solid lines) as Gauss- or Voigt-profiles (cf. fig. 5.19, sec. 3.1.3); The inclination- (θ0) and
polarization angle (Φ) are indicated in the plots. Solid green lines depict the cumulative fit, i.e. the
sum of the contributions for each band (dashed green lines, cf. sec. 3.3.3). a and c depict spectra of
sample S-1, whereas b, d and e refer to sample X-3. The molecular assignment of the shown bands is
given in tab. 4.3 (cf. fig. 4.14).
Sj only display that there is a discriminated but no strongly favoured orientation direction of
the crystallites’ a-axes.
Orientation of the amorphous moieties, as deduced from the wagging-vibrations (tab. 4.3,
∼ 1350 cm-1), again shows only negligible order, as expected for successive g/t conformations.
This and the slightly higher order parameter related to extended t-conformations (723 cm-1)
is well in line with the previous discussion on sample A. The overtone of the deformation
vibration at ∼ 4250 cm-1 records the orientation of both crystalline and amorphous moieties,
and its analysis therefore leads to a slightly higher ST (0.08± 0.01) than the non-crystalline
TMs do.
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Fig. 5.20.: Results on PE: sample A (a) and B (b) from IR-TMOA; Symbols represent the integrated
absorbance (Aint) as determined from fitting the absorption bands (cf. fig. 5.19); and lines depict the
fits according to eq. 3.79. Black, blue and green colours refer to bands at 719 cm-1 (‖ b), 730 cm-1
(‖ a), and 723 cm-1 (⊥MC, cf. tab. 4.3). Vertical dashed lines are a guide for the eye.
The S samples show a pronounced dependence of the order parameter on thickness. In
particular, we find that the mean orientation direction of the a-axes rotates from the N -
direction for the 12 µm film (S-1) to the M -direction for the largest thickness (S-3, cf.
tab. 5.5b). Interestingly, that rotation is accompanied by a reduction of the biaxiality of
the orientation distribution of a: sample S-1 is clearly biaxial (S2 = −0.01 < S1 = −0.24),
whereas S-3 exhibits an approximately uniaxial distribution (S2 ≈ S3 ≈ −0.1) and S-2 being
intermediate. The b-axes on the other hand shows decreasing biaxial order when increasing
thickness from sample S-1 to S-3. No consistent trend of the values of the order parameter
can be extracted here. The most prominent feature is the strong increase of SN of b from
0.08 to t 0.43 when going from sample S-2 to S-3, mainly on expense of the alignment in
T -direction. Consequently, the c-axes align with the stretching with increasing uptake speed.
The discussion of amorphous orientation based on the CH2-rocking-band (r(CH2), cf.
tab. 4.3) is difficult, as the uncertainties of Sj are in the range of the values itself. This
is because the contribution of the amorphous sub–chains to the 719–730 cm-1 region is weak
meaning there is a reduced abundance of consecutive trans (t)-segments in the amorphous
phase (cf. tab. 4.3). That may be caused by the strong entangled chains (cf. Melt Flow
Ratio (MFR) in tab. 4.4) getting shear-strained during solidification within the melt-zone
(fig. 4.12). Based on the results from the CH2-wagging bands, for the two thicker samples (S-
2 and S-3) only weak ordering and as well small differences in the orientation of the amorphous
phase are deduced.
The samples S-1 & 2 show the highest degree of order of the crystalline moieties. Especially
for S-1, the thinnest sample, essentially no b-axes are aligned in M -direction resulting in an
SM of nearly −0.5 as deduced from r(CH2) and s(CH2). This is related to the fastest uptake
and hence largest stress in the melt-zone. The analysis of the latter band becomes possible due
to the low thickness of about 8 µm. The corresponding results for the order of the crystallites
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film ν¯c dir. S1/10
−2 S2/10−2 S3/10−2
A
719 ‖ b, c −18.7 (7) −1.0 (8) 20 (3)
730 ‖ a, c 18.1 (9) −5 (1) −13 (3)
723 ⊥MC, a 0 (3) 6 (2) −6 (3)
1352 ‖MC, a 1 (1) −1 (1) 0 (2)
1368 ‖MC, a 0.5 (4) −1.5 (5) 1 (2)
B
719 ‖ b, c −13.4 (8) 30.3 (9) −17 (2)
730 ‖ a, c 13.4 (4) −21.9 (5) 9 (2)
723 ⊥MC, a −2.1 (2) −1.2 (2) 3.3 (5)
1352 ‖MC, a 1.2 (8) −1 (1) 0 (1)
1368 ‖MC, a 0.7 (7) −1.6 (7) 1 (1)
4250 ⊥MC, a & c −0.4 (3) 7.5 (5) −7 (2)
(a) IRTMOA results on sample A and B;
Tab. 5.5.: Order parameters as obtained from IR-TMOA; Molecular assignments of the analysed
absorption bands can be found in tab. 4.3, and details of sample processing in tab. 4.4.
The mean orientation orientation directions of the orientation distribution of the crystallites coincide
with the sample coordinate system within an uncertainty of 3◦. This means: S1 describes the alignment
in machine-, S2 in transverse- and S3 in normal direction.
film ν¯c dir. S1/10
−2 S2/10−2 S3/10−2
S-1
719 ‖b, c −42 (1) 24 (1) 17 (2)
730 ‖a, c −24.2 (6) −1 (1) 25 (3)
723 ⊥MC, a 1 (3) −5 (4) 4 (8)
S-2
719 ‖b, c −32.4 (5) 24 (1) 8 (4)
730 ‖a,c 10.0 (7) −13.4 (6) 3 (2)
723 ⊥MC, a −3 (2) −6 (2) 9 (7)
1352 ‖MC, a 2.4 (4) 3.8 (5) −6 (2)
1368 ‖MC, a 3.7 (3) 2.2 (3) −6 (1)
1900 ‖a, c −11 (1) −2.0 (7) 13 (3)
S-3
719 ‖b, c −36 (1) −7 (3) 43 (13)
730 ‖a, c 22 (2) −12 (2) −10 (3)
723 ⊥MC, a 8 (3) 2 (3) −10 (11)
1352 ‖MC, a 2.5 (4) 0.5 (6) −3 (1)
1368 ‖MC, a 2 (7) 0.8 (7) −3 (1)
1900 ‖a, c 1.1 (4) −2.0 (5) 1 (1)
(b) IR-TMOA results on sample S, ;
Tab. 5.5.: Order parameters as obtained from IR-TMOA; Molecular assignments of the analysed
absorption bands can be found in tab. 4.3, and details of sample processing in tab. 4.4.
The mean orientation orientation directions of the orientation distribution of the crystallites coincide
with the sample coordinate system within an uncertainty of 3◦. This means: S1 describes the alignment
in machine-, S2 in transverse- and S3 in normal direction.
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film ν¯c dir. S1/10
−2 S2/10−2 S3/10−2
S-1
719 ‖b, c −45 (1) 29 (1) 16 (2)
730 ‖a, c −2 (1) −18 (2) 20 (7)
723 ⊥MC, a −4 (3) −13 (4) 17 (12)
1462 ‖b, c −50 (4) 40 (3) 10 (4)
1472 ‖a, c 0 (1) −15 (2) 14 (3)
1465 ⊥MC, a −1.6 (8) 5 (1) −4 (3)
S-2
719 ‖b, c −27 (1) 12 (2) 16 (2)
730 ‖a, c 24 (2) −13 (1) −11 (4)
723 ⊥MC, a 0 (1) −10 (2) 10 (7)
1900 ‖a, c 4 (1) −5 (2) 1 (4)
S-3
1352 ‖MC, a 0 (2) 1 (2) −1 (2)
1368 ‖MC, a −1 (2) 0 (2) 1 (2)
1900 ‖a, c −1 (2) −2 (4) 3 (2)
(c) IR-TMOA results on sample S, ;
Tab. 5.5.: Order parameters as obtained from IR-TMOA; Molecular assignments of the analysed
absorption bands can be found in tab. 4.3, and details of sample processing in tab. 4.4.
The mean orientation orientation directions of the orientation distribution of the crystallites coincide
with the sample coordinate system within an uncertainty of 3◦. This means: S1 describes the alignment
in machine-, S2 in transverse- and S3 in normal direction.
agree roughly with the ones obtained from the CH2-rocking band (cf. tab. 5.5c). The
differences, especially regarding S2 of the b-axis, may originate from an inaccurate modelling
of the bands as a sum of three Voigt profiles (fig. 5.19c). This could be improved by using an
even higher resolution (about 0.5 cm-1) and finding a better decomposition. Unfortunately,
the used modelling is the only reasonable, as neither in the literature nor in the spectra clear
indications of more than three peaks can be identified.[8, 88] Even including dispersion of the
refractive index in the modelling of the peaks, does not increase the agreement of fit and data.
Nevertheless, sample S-1 undoubtedly shows a strongly biaxial distribution of the crystal-
lites’ a- and b-axes. When increasing the thickness (S-2) the distribution becomes nearly
uniaxial, with the a-axes still mainly aligned in M -direction, and b mainly in the other two
directions (T and N). For sample S-3, the thickest of the three samples, crystalline orient-
ation cannot be accessed via the r(CH2) or s(CH2) band, as the net absorbance exceeds the
linear region of the detector (cf. sec. 3.6.1, footnote 3.10 & 3.43).
A high order parameter of the amorphous chains is found from r(CH2): sample S-1:
S3 = 0.17; S-2: S3 = 0.1. This order may be overestimated by the discussed band
decomposition (cf. sec. 3.1.3 & 3.3.3). But naturally the linkage of highly ordered rigid blocks
(the crystallites), must be ordered to some extent at least in the spatial regions close to
the crystalline phases (sec. 4.1). This also holds for the results based on the amorphous
contribution to the s(CH2)-region in the case of sample S-1. Here the different mean
orientation directions, when comparing to r(CH2), are caused by the different orientation with
respect to the MC of the polymer chain (scissoring and rocking exhibit a TM perpendicular to
each other). Interestingly, the order parameters of the TMs corresponding to s(CH2) are much
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lower than the ones obtained from the TMs of r(CH2). This is because the latter originate
from at least four consecutive t-units,[9] meaning a rather extended chain, whereas the former
also appear in bent chain segments (successive trans-gauche-conformations). Furthermore,
uncertainties due to the band decomposition may as well contribute (sec. 4.4.2). Based on
the analysis of the w(CH2) spectral region, only negligible amorphous-phase orientation is
deduced for sample S-3.
The combination band at ∼ 1900 cm-1 reveals low order parameters for sample S-2 (Sj ≈
±0.04) and even lower ones for S-3 (Sj ≈ ±0.02, tab. 5.5c; cf. fig. 5.19). According to assign-
ments in the published literature, it refers to the crystallites’ orientation (tab. 4.3). Especially
for the former sample, this is in contradiction to the strikingly high order parameter as ob-
tained from r(CH2) and s(CH2). As still smaller values of amorphous order are determined
from the 1350–1370 cm-1-region, it is concluded here, that either there are contributions of
amorphous and crystalline phases to the vibration at 1900 cm-1, or the corresponding TM is
not well aligned with any crystalline axis.
Terpolymer samples X-1–X-6: are studied to access the applicability of IR-TMOA on
multilayer films. First of all it must be mentioned, that sample X-1 and -2 differ already
qualitatively from the other X samples (3–6),produced on another machine. They even show
a different degree of crystallinity. The r(CH2)-band of crystalline moieties is saturated in
sample X-2 being 180 µm thick, whereas in X-5 and X-6 (200 µm) this is only the case for
small spectral regions5.31 and the highest inclination angles. This underlines the paramount
importance of the technical details of the blown-film lines for the properties of the product
itself.
Terpolymer, monolayer samples X-1–X-2: Unfortunately, the tremendous difference in
thickness of a factor of nine prevents analysis of the same bands for the two single-layer
samples, as these are either saturated (cf. footnote 3.43) or nearly absent (cf. eq. 3.4).
Nevertheless, for both samples we find only weak ordering of the amorphous phase, and
in sample X-1 a well ordered crystalline phase (|Si| ∼ 0.3–0.4).
Sample X-2: The TMs of the band at 4250 cm-1 show a significant anisotropy, and
therefore, well ordered crystalline domains are expected (tab. 5.5d). It is noted again, that
the order parameter revealed for the TMs corresponding to the 1895 cm-1-band is much lower
than one of the previously mentioned TMs, although according to the literature, the former
is assigned to crystalline and amorphous regions, whereas the latter is supposed to originate
solely from crystalline regions (tab. 4.3).
Terpolymer, multilayer samples X-3–X-6: Interestingly, the number of layers shows only
a weak impact on the order of the crystallites’ b-axes, while for the a-axes quantitative
differences can be found in the SN orientation. Qualitatively all the multilayer samples exhibit
5.31which can be simply excluded when modelling the absorption bands
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film ν¯c dir. S1/10
−2 S2/10−2 S3/10−2
X-1
719 ‖b, c −39 (1) 8 (2) 31 (4)
730 ‖a, c 35 (2) −14 (2) −22 (2)
723 ⊥MC, a 1 (2) −4 (2) 3 (5)
X-2
1352 ‖MC, a 1 (1) 0 (1) −1 (1)
1368 ‖MC, a 0.7 (1) 0.7 (1) −1.4 (5)
1900 ‖a, c 0 (1) −1 (1) 1 (1)
4250 ⊥MC, a & c 1 (1) 7 (1) −8 (4)
X-3
719 ‖b, c −38 (2) 35 (2) 3 (5)
730 ‖a, c 37 (2) −15 (2) −22 (5)
723 ⊥MC, a 2 (1) −5 (2) 4 (5)
1352 ‖MC, a 4 (2) 2 (1) −5 (4)
1368 ‖MC, a 3 (1) 1 (1) −4 (2)
1900 ‖a, c 1 (1) −2 (1) 2 (2)
4250 ⊥MC, a & c 0 (1) 4 (1) −4 (4)
X-4
719 ‖b, c −37 (1) 30 (1) 7 (4)
730 ‖a, c 34 (2) −10 (1) −24 (5)
723 ⊥MC, a 2 (1) −2 (1) 0 (5)
1352 ‖MC, a 3 (1) 0 (1) −3 (2)
1368 ‖MC, a 2 (1) 1 (1) −3 (1)
1900 ‖a, c 1 (1) −4 (2) 2 (3)
4250 ⊥MC, a & c −2 (1) 2 (1) 0 (1)
X-5
719 ‖b, c −36 (1) 37 (2) −1 (6)
730 ‖a, c 34 (2) −6 (2) −27 (6)
723 ⊥MC, a −3 (1) −6 (2) 9 (5)
4250 ⊥MC, a & c 1 (1) 7 (1) −8 (4)
X-6
719 ‖b, c −39 (1) 30 (2) 8 (3)
730 ‖a, c 32 (1) −18 (1) −13 (2)
723 ⊥MC, a −1 (2) −11 (2) 12 (8)
4250 ⊥MC, a & c −2 (2) 0 (3) 3 (4)
(d) IR-TMOA results on sample X,
Tab. 5.5.: Order parameters as obtained from IR-TMOA; Molecular assignments of the analysed
absorption bands can be found in tab. 4.3, and details of sample processing in tab. 4.4.
The mean orientation orientation directions of the orientation distribution of the crystallites coincide
with the sample coordinate system within an uncertainty of 3◦. This means: S1 describes the alignment
in machine-, S2 in transverse- and S3 in normal direction.
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the same crystalline order: The b-axes favour alignment in T -direction, strongly discriminating
orientation along M (ST ≈ 0.33, SM ≈ −0.38). The a-axes on the other hand are preferably
aligned in machine direction (SM ≈ 0.35, cf. tab. 4.4 & 5.5d).
Only slight differences in the order of the amorphous regions appear upon changing the
number of layers from 3 to 5. In particular, sample X-5 and -6 show a higher alignment of
the TM of r(CH2) in N than the 3-layer samples (X-3–X-4). But the height of the melt-zone
differing between sample X-3 and -4, as well as between X-5 and -6 does not show a significant
impact on amorphous phase ordering. This is also the case for the TMs related to w(CH2)
(cf. fig. 4.12 and tab. 5.5d).
Especially in case of sample X-3 deviations of the fitted function (eq. 3.79) and the
integrated absorbance of the r(CH2) of amorphous sub-chains appear (fig. 5.21c). That is
also true for w(CH2) (fig. 5.22a). These effects probably result from interference-pattterns,
being strong (compared to the two bands) and difficult to correct for broad, overlapping
bands.5.32 The patterns vary strongly with polarization (especially for inclination angles close
to the Brewster-angle), and hence complicate a consistent band decomposition.
The bands of amorphous origin of all the multilayer-samples (X-3–X-6) exhibit a less
symmetric distribution of the integrated absorbance with respect to the inclination angle
(fig. 5.22). That originates from a deviation of about 10◦ of one mean orientation direction
from the normal direction (N) (cf. fig. 3.18c, C). The effect is well pronounced for the X-
samples blown on the Windmo¨ller & Ho¨lscher line but not visible for sample A or sample B,
which exhibit a much lower Molecular Weight (MW) (tab. 4.4). That again emphasizes the
subtle interplay of the design of the melt-zone and the polymer-chemistry.
Also the anisotropy as determined from the band at ∼ 1895 cm-1 does not differ significantly
between the samples, including even the monolayer-sample X-2, which exhibits only negligibly
oriented amorphous chains but well ordered crystallites. This is again a hint, that the TMs
of this band may have components not parallel to the crystallites’ a-axes.
5.3.2. Summary and conclusions on Poly-Ethylene
The presented measurements on PE are intended to be a study, determining the applicability
and the benefit of IR-TMOA for the production of blown films. Details of orientation and
order of amorphous sub-chains are revealed, aside of the characterization of crystalline order
and orientation. Such results including their uncertainties are a further step in predictive
modelling of the films’ properties depending on the production process.[5]
Absorption bands: Depending on the thickness, different vibrational bands are studied with
IR-TMOA. For thinner samples (1 µm . d ≤ 40 µm) the well known CH2-rocking vibration
(ν¯c ≈ 720 cm-1) can be utilized to characterize the order of the crystallites’ a- and b-axes as
well as amorphous regions (fig. 4.12a).[5, 9] Interestingly, for the S-samples, exhibiting the
lowest MFR (highest MW), a weak contribution of amorphous sub-chains to this spectral
5.32Bands of amorphous origin are usually broad. Furthermore, around the spectral position of w(CH2), several
bands appear within the ‘interference-period’, cf. sec. 3.4.2
117
5.3 Poly-Ethylene
0
0.5
1
1.5
2
2.5
60 45 30 15 0 -15 -30 -45 -60
in
te
g
ra
te
d
 a
b
s
o
rb
a
n
c
e
 [
a
rb
. 
u
.]
inclination [°] and polarization [s/p]
s p s s p s s p s s p s s p s s p s s p s s p s s p s
a)
0
0.5
1
1.5
2
2.5
3
60 45 30 15 0 -15 -30 -45 -60
in
te
g
ra
te
d
 a
b
s
o
rb
a
n
c
e
 [
a
rb
. 
u
.]
inclination [°] and polarization [s/p]
s p s s p s s p s s p s s p s s p s s p s s p s s p s
b)
0
4
8
12
45 30 15 0 -15 -30 -45
in
te
g
ra
te
d
 a
b
s
o
rb
a
n
c
e
 [
a
rb
. 
u
.]
inclination [°] and polarization [s/p]
s p s s p s s p s s p s s p s s p s s p s
c)
Fig. 5.21.: Integrated absorbance, Aint, depending on inclination, θ0, and polarization, Φ, for samples
S-1 (a, b) and sample X-3 (c); For detailed information concerning the band assignment cf. tab. 4.3
a) sample S-1, r(CH2): Black, blue and green symbols respectively refer to vibrations at 719 cm
-1
(‖ b), 730 cm-1 (‖ a) and 723 cm-1 (⊥MC, amorphous). b) sample S-1, s(CH2): Black, blue and green
respectively correspond to 1462 cm-1 (‖ b), 1472 cm-1 (‖ a) and 1465 cm-1 (⊥MC, amorphous). c)
shows r(CH2) of sample X-3 (same colours as in a). Lines in all three panels depict fits according to
eq. 3.79.
region is found. This is assigned to a reduced abundance of consecutive t-segments, possibly
caused by shear-strain on the strongly entangled segments (cf. footnote 4.23) during film-
solidification within the melt-zone (fig. 4.11). Samples X possess a similar MFR but a lower
density (crystallinity), increasing the relative weight of the amorphous fraction to the CH2
rocking bands. The thinnest sample (S-1, d . 10 µm) even allows to utilize the CH2-scissoring
vibration (s(CH2), ν¯c ≈ 1460 cm-1) to characterize crystalline order.5.33
It appears questionable to assign the band at ≈ 1895 cm-1 to a TM well parallel to the
crystallites’ a-axes (tab. 4.3) when considering the significantly different values of ‘crystalline’
order parameters and the ones from this combination band (tab. 5.5). Either the TM
originates within the crystalline phase but is not well aligned with one of crystal-axes; or
5.33Not the thickness determines which bands corresponding to crystalline moieties can be analysed. More
accurately, the number of TMs within crystalline regions determines the net absorbance, that shall not
exceed a certain value corresponding to the limited sensitivity of the detector. Therefore, degree of
crystallinity multiplied by thickness is the decisive quantity.
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Fig. 5.22.: Integrated absorbance, Aint, depending on inclination, θ0, and polarization, Φ, for bands
originating from weakly ordered TMs for samples X-3 (a) and X-4 (b); Black, red, blue and green
refer to bands at 1352, 1368, 1900 and 4250 cm-1. Lines depict fits according to eq. 3.79. Cf. tab. 4.3
for assignments.
it does not relate to crystalline sub-chains alone.
Order depending on production parameters and polymer chemistry: The three-dimensio-
nal orientation of several mono- and multilayer PE-films is quantified by IR-TMOA. Generally,
a remarkable variety of different orientational distributions appears, although all samples are
made under very similar processing conditions. That underscores the subtle interplay between
processing conditions and polymer chemistry and is seen prominently in the different mean
orientation directions of sample A and B, produced with the same settings (crystallinity, cf.
tab. 4.4 & 5.5a).
A change of the production parameters by changing the production line also reveals
significantly different orientation of the b-axes, but not of a in sample X, although Blow-
Up Ratio (BUR) and die gap are kept constant (X-1 and -3, tab. 5.5d). This change may
also originate from the increased number of layers: X-1 is a monolayer, and X-3 consists of
three layers (tab. 4.4). Qualitatively, changes in the crystalline fraction or orientation can be
deduced from the differences in the spectra of X-2 and X-5 (and -6), the former exhibiting a
lower thickness but a stronger absorption of r(CH2).
Interestingly, in the three-layer systems X-3 and X-4 the extension of the melt-zone has
no impact on order and orientation. Furthermore, similar order is found for X-5, a five-layer
film. But an extension of the melt zone in this system then leads to different order (tab. 5.5d).
Presumably, this is related to a changed heat transport becoming relevant in thick films.
For the S-samples5.34 orientation and order can be traced by the same TMs depending on
the take-up speed meaning thickness, or stress in machine direction (fig. 5.23). For a fast take-
up, the crystallites’ c-axes align with this direction (M). Upon lowering stress and increasing
thickness a gradual change is found, resulting in preferential orientation of the b-axes along
M and a along N . Small effects on the orientation of the amorphous phase deduced from
5.34exhibiting moderate densities and thicknesses ∈ [12, 70] µm
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Fig. 5.23.: Order parameter of sample S depending on thickness in normal- (N , triangles), transverse-
(T , circles) and machine- (M , squares) direction (cf. tab. 5.5b); Panel a) holds data for the a-axes
(black) and the CH2-rocking vibration of amorphous moieties (blue). Panel b) depicts the order of the
b-axes (red). The reduction in thickness results from an accelerated take-up. Band assignments can
be found in tab. 4.3. Dashed lines are a guide for the eye.
r(CH2) are found, when increasing thickness from 40 to 70 µm. Strong b-axes alignment is also
found in the films S-1 and -2, having comparable thickness and density. But the order of the
a-axes and the amorphous chains differ. These complex phenomena (and the aforementioned
ones in X-5 and -6) exemplify further, that only limited conclusions can be drawn from the
orientation of one crystalline axes for the orientation of another.
Order and orientation of amorphous sub-chains is determined by the order parameter
tensor of the TMs corresponding to CH2 wagging bands (w(CH2) at ≈ 1300 cm-1, 1350 cm-1
and 1370 cm-1) as well as from the aforementioned r(CH2)- and d-(CH2)-regions. Also
overtone- and combination-bands originating from both, crystalline and/or amorphous re-
gions, are analysed. All these bands reveal a macroscopic orientation of amorphous moieties.
In particular a significant in-plane orientation (0 6= SM ≈ S1 6= S2 ≈ ST 6= 0) is deduced for
several of the samples besides a pronounced biaxiality5.35 (tab. 5.5). Generally, a loose cor-
relation exists between the amount of order found in the amorphous and crystalline regions.
Qualitative and quantitative differences between the order parameters of the TMs can be ex-
plained by different molecular assignments of the corresponding TMs (cf. tab. 4.3). In cases of
strong interference-patterns, a consistent deconvolution of the w(CH2)-band is complicated,
5.35i.e. all three scalar order parameters differ
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as here several bands appears within a few tenth of cm-1.
Depending on the details of the production line, deviations of the mean orientation direction
of the amorphous sub-chains from the inherent directions of production process are found for
the X-polymers (∼ 10◦ from N , fig. 5.22, cf. sec. 2.2). This furthermore underscores the
importance of the geometry of the machinery. Here a systematic variation of the production
parameters and used components may give further insights.
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6. Summary
Infrared Transition Moment Orientational Analysis (IR-TMOA): This dissertation intro-
duces a newly developed method, IR-TMOA, that allows a fast and simple derivation of
the full, three dimensional molecular order parameter tensor, S. This tensor is an equival-
ent description of the second moment of the orientation distribution of molecular moieties.
Great emphasis is placed onto a model free derivation of S, i.e. no special assumptions for
the symmetry of the distribution (e.g. uniaxiality) or the specific alignment of its principal
directions are required. The methodology relies on Infrared (IR) transmission spectra recor-
ded for varying polarization and inclination of the sample with respect to the optical axis.
This allows to characterize the three-dimensional ellipsoid of absorption specifically for the
IR-active transition moments in the sample, meaning that the microscopic order of the dif-
ferent moieties can be studied in any IR-translucent material. A pathway is opened to the
molecular understanding of structure property relations: a further step to tailor materials for
application.
Comparison to other methods: Different information is obtained by IR-TMOA than by
X-ray pole figures, which are not molecularly specific, as they rely solely on periodic densities.
This specificity also differentiates IR-TMOA from Polarized Optical Microscopy probing only
units with an anisotropic refractive index. Variable angle spectroscopic ellipsometry in the
IR-region and IR-TMOA share a similar apparatus and are therefore closely related. But the
latter is focussed on the determination of molecular orientation from the absorption coefficient
of thick, weakly absorbing samples. Hence, the influence of the exact geometry, the real part
of the refractive index, and surface properties (such as roughness) are minimized. Whereas
in ellipsometric measurements, these features are usually central to the experiment. Nuclear
magnetic resonance allows a detailed quantification of orientation distributions with an even
higher specificity, but suffers from low sensitivity, and high technological and preparative
requirements, especially when macroscopic alignment is to be probed. In summary, it is
the three-dimensional and molecular specific characterization of orientation and order, that
differentiates IR-TMOA from other methods.
IR-TMOA applied to different model systems: All three materials, studied in this thesis,
are multi-component systems: Polymer Dispersed Liquid Crystals (PDLC) consist of a
ferroelectric polymer matrix with embedded Liquid Crystal (LC) filled droplets, whereas
Poly-Ethylene (PE) and Poly-ε-caprolactone (PCL) are semi-crystalline polymers comprising
crystalline lamellae and amorphous parts. Different topics have been addressed by IR-TMOA
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for each of these. This underscores the paramount importance of molecular order and the
fertility of the approach.
Stretched films of Poly-ε-caprolactone (PCL) are studied by IR-TMOA and pole figure
measurements. This combination allows for the first time, to quantify biaxial order of
amorphous and crystalline fractions in stretched, meaning strain-re-crystallized PCL. In the
plastically deformed region the crystalline c-axes and amorphous sub-chains are well aligned
with the strain. Perpendicular to this direction different, biaxial order of the a- and b-axes, as
well as the amorphous CH2 and carbonyl groups is found. Furthermore, the crystalline C=O-
groups show the same order parameter as their aliphatic counterparts, hence, no experimental
verification of a varying intra-crystalline mobility could be achieved. Additionally, IR and X-
ray diffraction spectra suggest the existence of strained crystallites.
In substrate supported films of PCL uniaxial microscopic order with respect to the
surface normal is observed by IR-TMOA and X-ray pole figures giving rise to the following
structural model: (1) Bulk-like spherulitic structures are confined by the film thickness, and
therefore become anisotropic. (2) The crystalline b-axes align within the film plane, as they
are parallel to the spherulites’ growth direction. (3) Flat on crystalline lamellae, nucleated at
the substrate, comprise a large volume fraction of up to 20 %, even though the samples are
about 10 µm thick. (4) Only in case of small growth rates in the bulk-like regions, indications
of a small fraction (6 %) of edge on lamellae, nucleated at the free surface, are found. This
points to a weakly temperature dependent growth rate of them. (5) When the effective density
of nuclei rises, small, homogeneously nucleated spherulites within the bulk phase dominate
the morphology. These spherulites exhibit diameters much smaller than the film thickness.
Hence, no order because of confinement appears (1 & 2). Furthermore, the lamellae in the
bulk grow faster than their counterparts at the surfaces, and hence suppress the macroscopic
order imposed by the surfaces (3 & 4).
Order of the amorphous phase is observed in stretched and supported films, even
though less pronounced than the crystalline regions. This proves the presence of the hotly
disputed, partially ordered amorphous regions. A further characterisation demands the
detailed knowledge of the volume fractions of bulk-like (1), substrate- (3), and free surface-
induced (4) lamellae. This can be revealed by thickness dependent IR-TMOA studies, which
would also allow to quantify the respective growth and nucleation rates. But, facing the
variety of surprising results obtained by this method, lots of further experiments on the three-
dimensional orientation in crystallizing systems could be performed to shed light onto the
mechanism of polymer crystallization.
In Polymer Dispersed Liquid Crystals (PDLC) the analysis of the three-dimensional mo-
lecular order parameter tensor obtained by IR-TMOA allows to characterize the influence of
an electric field on the LCs. We find a 3 to 6 times lower macroscopic order of the mesogens
than expected from theoretical considerations. This indicates attractive interactions of the
ferroelectric polymer matrix with the enclosed LCs, both being strongly polar. Free charges
124
6 Summary
within the inclusions may also shield the electric field, the driving force of orientation. Thermal
annealing above the clearing point6.1 reveals the impact of the remanent polarization of the
polymer matrix: It imprints a weak preferential alignment of the LCs in field direction. Even
though this order is weak because of the mentioned effects, it is swell apparent in IR-TMOA
and explains the temperature dependent transmission of visible light.
Studies on Poly-Ethylene are performed under contract to the Borealis AG, and aim to
understand the relation between the details of the production process and the molecular
order of blown films. Here IR-TMOA can supply a fast characterisation of the full three-
dimensional orientation distriubtion of amorphous and crystalline units. Because of the
method’s extraordinary sensitivity to order, being only weakly influenced by geometrical
characteristics, 6.2 it could even be used to monitor order during the production process
(i.e. online) in the future.
A subtle interplay of the polymer chemistry and the details of the production line is revealed.
Both have considerable impact on the film’s morphology and properties. Upon an accelerated
take-up of the blown-film line, i.e. when the stress is increased, stronger alignment with
the production direction of the polymer backbone in the crystalline (c-axis) and amorphous
phase is found. Apart from that, no general conclusions can be drawn, concerning orientation
and order of amorphous and crystalline moieties. Consequently, it is inevitable to correlate
the macroscopic order with the parameters of the blown-film machinery specifically for a
given production line in order to improve predictive modelling of material properties, and
hence, tailor films for application. In particular, for some films a preferential orientation of
the amorphous phase along a direction inclined by ≈ 10◦ to the film normal is revealed by
IR-TMOA. Molecular weight and take-up speed impact strongly on the morphology. But
definitely more parameters must be considered to understand the processes in blown-film
lines. For example, multi-layering appears to have an impact only for an extended melt-zone
(slower cooling) and more than 3 layers. This must be related to the heat transport.
In summary IR-TMOA has proven to be a versatile tool to study orientation and order on
a molecular level. It allows conclusions on the microscopic processes and molecularly specific
interactions causing order. But also structure property relations can be characterized. This
work is focussed on micrometre-thick films of polymeric systems. But IR-TMOA has also
been utilized to analyse order in a variety of materials: e.g. organic molecules in inorganic
host matrices, or thin films of organic semiconductors. Likewise, the method can be applied
to inorganic systems. Most exactly, any IR-translucent film can be studied, that has IR-active
vibrational absorptions, and even transferring the principles to Raman- and spectroscopy in
the visible spectral range is possible.
6.1nematic to isotropic transition
6.2 exact sample positioning, thickness and surface properties
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A.1. Transition Moment of the carbonyl stretching in
Poly-ε-caprolactone
The C=O stretching bands, ν(C=O), have been assigned and discussed in the literature
before, as carbonyl groups appear in various organic and inorganic substances (tab. 4.2).[35,
39, 168–171] Especially, Bradbury et al. deduced the angle of the Transition Moment (TM) of
ν(C=O) with the c-axis (polymer-main-chain (MC)) to be around 80◦ based on the following:
(1) The TMs of the CH2-stretching in Poly-Ethylene (PE)-suberate
A.1 is exactly perpendicular
to the polymer MC; (2) The the two-dimensional order parameter corresponding to ν(CH2)
is larger than the one of the C=O stretching (cf. sec. 2.2).[168] Unfortunately, it is not
clear whether this angle is correct, as neither the characteristic changes of the CH stretching
region upon crystallization are resolved (fig. 5.8), nor is the splitting of ν(C=O) similar to
the data presented here or in recent studies of pure, not hydroxy-terminated Poly-ε-capro-
lactone (PCL).[159] Furthermore, recent reports suggest a larger intra-crystalline mobility
for the CH2-moieties than for the C=O units, what may impact on the order parameters
measured by Bradbury et al..[150, 151, 168] The discussed angle bears some resemblance
with the orientation of the TM of ν(C=O) deduced for polypeptides.[39] But these materials
exhibit hydrogen bonding of the carbonyl and hydroxy- or NH-groups, and therefore, a
changed electron distribution. Density Functional Theory (DFT) simulations of an all-
trans (t) conformation reveals a TM that is fully parallel to the C=O bond (fig. 4.6).[47–
49, 86] The bond itself exhibits an angle of ≈ 86◦ with the MC in these calculations being in
agreement with published data.[168] Nevertheless, the emerging effect is small: for an angle
of 78◦ between the MC and the TM the measured order parameter is less than 10 % smaller
than the order parameter of a perfectly perpendicular C=O bond, as can be deduced from the
calculations in the work of Fraser.[39] For an angle of ∼ 85◦ the correction is even below 1 %.
Consequently, all calculations are based upon a model, where the C=O-bond is well aligned
with the TM of its stretching vibration.
A.1The repeat-unit of PE-suberate is (CH2)2COO(CH2)6COO, where COO represents the ester linkage. The
chains are terminated with hydroxy groups. The Molecular Weight (MW) is not given in the study of
Bradbury et al..[168]
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A.2. Kinetics of crystallization in Poly-ε-caprolactone
The kinetics of isothermal crystallization of co-polymers of PCL and Poly-Vinyl-Chloride
(PVC) or Poly-Ethylene-Glycol (PEG) have been studied before revealing extended spherulitic
structures (∼ 100 µm), that grow with a characteristic time in the range of τx ∼1–100 min
depending on the composition.[152, 155, 156] Stress-induced crystallization of such materials
happens on similar time-scales and furthermore leads to a biaxial orientation distribution of
crystallites.[35, 115, 171, 219, 220] Two steps are found in all these studies: a fast initial
(τx ∼ 10 min) and a second step with a characteristic time up to days. During the former
the scaffold of primary lamellae forms, whereas the latter is presumably related to lamellar
thickening, branching, and growing of secondary lamellae in spherulites.[35, 107, 124, 134,
171]
In this work Fourier Transform Infrared (FTIR)-spectraA.2 of an initially semi-crystalline
sample are recorded every 1 K during the melting of the crystalline phase.A.3 From the
changes of the spectra the melting temperature of PCL is determined to be Tm = (333±2) K
being in accord with published data (cf. sec. 4.2.5).[84, 106, 156, 159] For Tx ∈ [311, 323] K no
systematic variation of Tm is observed, as reported by Heck et al. based on Small Angle X-ray
Scattering (SAXS)-studies.[106] Whether this is related to kinetic effects, or the measurement
principle is subjected to future studies.
After melting, the sample is quenched (∼ −30 K min−1) down to a temperature, Tx, below
the melting point, where it then crystallizes (The case of Tx = 296 K is depicted in fig. 4.7).
IR spectra are recorded during the whole process with a temporal resolution of about 2 s
(fig. 4.7). The crystallization kinetics are recorded in the same way for several Tx (results not
shown).
In isothermal crystallization experiments of pure PCL both crystallization steps proceed
much faster compared to blends: At Tx ≈ 296 K one finds for the first step τx . 10 s and
a second step of some hours (fig. 4.7f).[152, 171] These time-scales are deduced from the
integrated absorbance, Aint, of the shown IR-bands and are reported to be in good agreement
with Differential Scanning Calorimetry (DSC)-results.[171] Nevertheless, such a two step
growth cannot be approximated by a single Avrami-function (eq. A.1), which saturates within
a single characteristic timescale, τ (cf. sec. 4.1).[101]
Aint ∝ 1− exp
[
−
(
t− t0
τ
)βAv]
(A.1)
Fitting the first step with an Avrami-equation, leads to different exponents 1.7 ≤ βAv / 3.2
depending on the time t0, when crystallization is supposed to start.
A.4 Dynamic aspects of
A.2The focussed and kinetic measurements are obtained using the connected Bio-Rad-UMA-500 Infrared (IR)-
microscope and a Linkam THMS 350 heating stage.
A.3The experiment was performed originally to assign the vibrational bands, cf. sec. 4.2.5. The sample is
prepared by cooling the melt (equilibrated for two days at ≈ 3623 K) slowly (≈ 1 K/h) to room temperature
and leaving it for another two days in ambient atmosphere for equilibration.
A.4This time has to be known before fitting, because a exp[−(t − t0)] and a′ exp[−t] cannot be distinguished
numerically.
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crystallization are beyond the scope of this work, and are not discussed here in more detail.
For higher crystallization temperatures (Tx > 296 K), molecular flexibility and thermal
fluctuations increase, but the effective density of crystallization seeds is reduced leading to
a dramatic slowling down of crystallization (e.g. Tx = 318 K: τx ≈ 2 h) and much larger
spherulites (fig. 4.3).[107] Anisotropic (bidirectional) growth has been reported in the early
stages of crystallization in thin films of PCL, together with deviations from an exponential
increase of the spherulite size with time.[107] These deviations are difficult to see in fig. 4.7f
due to the limited temporal resolution. But at higher temperatures deviations from single
exponential kinetics is obvious. This is in agreement with theoretical and experimental studies
in bulk and thin films.[132, 152, 156, 170, 221, 222] Interestingly, one of the assessment
measurements with non-isothermal crystallizationA.5 has led to the largest spherulites of more
than 300 µm in diameter (fig. A.1a).
A.3. Polarized FTIR-spectroscopy on a single spherulite
The order within a single spherulite is analysed based on focussed, polarization dependent IR-
spectroscopy (footnote A.2), of small areas (∼ 100 µm2) at different positions of the largest
obtained structureA.6 after peeling off the film from the substrate. By this the spherulitic
substructure (sec. 4.2.2) and the IR-assignments (sec. 4.2.5) for PCL are verified.
For each electric polarization of the incident radiation: Φ ∈ [0◦, 30◦, . . . , 180◦] 128 scans
are averaged. Only for the measurement in the centre of the spherulite 512 scans are taken.
Naturally, the spectra suffer from a bad Signal to Noise Ratio (SNR), as the measurement spot
is reduced to a minimum: ∼ (20 × 50) µm2. Based on the previously discussed assignments,
the COC-stretching bands around 920–1000 cm-1 and around 1300 cm-1 are fitted as a sum of
Pseudo-Voigt-functions (sec. 4.2.5, tab. 4.2). The polarization dependence of the integrated
absorbance, Aint, can be described by the following equation.
A.7 [1, 4, 12, 92, 137, 223, 224]
Aint = − log10
[
10−Amax cos2 (Φ− Φmax) + 10−Amin sin2 (Φ− Φmax)
]
(A.2)
Where Φmax assigns the direction of maximum absorption. The dichroic ratio, D, is defined
from the extremal values of absorption in eq. A.2.[224–226]
D =
Amax
Amin
(A.3)
In case of cylindrical symmetry with respect to an axis within the plane of polarization,
the three-dimensional order parameter can be deduced (sec. 2.2).[12, 15, 17, 92, 223, 224] As
A.5The sample was molten and kept in a vacuum oven at about p = 1 mbar and T = 363 K for two days, before
switching off the oven and leaving the sample for crystallization.
A.6non-isothermally crystallized samples cf. footnote A.5 (fig. A.1)
A.7Eq. A.2 can also be derived in the framework of sec. 3.4.2 and eq. 3.79.
A.8The dichroic ratio is determined from the extremal integrated absorbance deduced from fitting the integrated
absorbance of the decomposed bands (tab. 4.2) with eq. A.2–A.3.
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Fig. A.1.: Micrograph of a single spherulite of a (13 ± 3) µm-thick film of PCL; The spherulites
outer margins are framed by thin white lines. In the grey shaded areas (indicated L: ≈ 20× 170 µm2,
U: ≈ 100 × 20 µm2, R: ≈ 25 × 140 µm2 and C: ≈ 50 × 50 µm2) polarization dependent IR-spectra
are obtained, which are shown in b and c. In case the electric polarization is horizontal spectra are
shown as dashed lines, whereas vertical polarizations (Φ = 0◦ or 180◦) correspond to the solid lines.
As the IR-beam must be tightly focused for the desired spatial resolution, the SNR of the spectra is
low. This is apparent in variation of the spectra with equivalent polarizations: Φ = 0◦ and Φ = 180◦.
Cumulative fit-curves are shown as red lines, and the corresponding contributions to the deconvolution
in green. Parameters for the width and spectral position are fixed to the values of the less strongly
focussed measurement. The dichroic ratio, D,A.8is also given within panel b for ν2c(COC), and within
c for ν′1c(COC). For assignments cf. tab. 4.2.
shown in sec. 5.1.1, this is not the case here, and hence, the value of D is only a qualitative
measure of microscopic order (fig. A.1b & c).A.9 Furthermore, decomposition artefacts,
as discussed above, could hamper the results in the 920–1000 cm-1-region (cf. sec. 4.2.5).
Especially ν2(COC) at the right side of the spherulite reveal a strong anisotropy of D = 5.38
(fig. A.1a and spectra labelled ‘R’ in b). The ν ′1c(COC)-vibration (tab. 4.2) exhibits lower
dichroic ratios D ≤ 2.3 (given within fig. A.1c). Most likely, this reduction in D results
A.9Infrared Transition Moment Orientational Analysis (IR-TMOA)-measurements with this lateral resolution
cannot be performed with our equipment.
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from an improper baseline correction (cf. also sec. 4.2.5 and fig. 4.7c & 5.8a). It is evident
that the crystallites c-axes are well perpendicular to the spherulites growth direction, which is
radially outwards. This has been reported previously based on Raman- and electron diffraction
studies on PCL.[111, 140] The values of D ≤ 2.1 for ν1c are slightly smaller compared to the
dichroic ratios related to the c-axes (fig. A.1c). This is attributed to the different (parallel)
alignment of the underlying TMs relative to the growth direction (tab. 4.2) and possible
surface interactions. The variation of the dichroic ratio with the position is related to the
different opening angles and distances of the measurement spot with respect to the centre of
the spherulites.
The maximal D recorded at position ‘R’ of all previously discussed bands is only slightly
smaller than the dichroic ratios determined from measurements in normal incidence of the
plastically deformed region (PDR) in strain-re-crystallized PCL, where strongly biaxial ori-
entation distributions are observed (cf. sec. 5.1.2, fig. 5.9 and tab. 5.3). The dichroic ratios of
bands corresponding to TMs in amorphous regions are not negligible too. For ν ′1a one finds
D ≤ 1.5 and for ν ′′1a even D ≤ 1.7, both at the position labelled ‘R’. These values are far lower
than in the PDR of stretched samples, where for ν ′1a one obtains D ≈ 4 (fig. 5.9b).
These ratios cannot be taken too seriously, as the used IR-microscope is not well suited
to study orientation with a high (. 100 µm2) lateral resolution.A.10 And furthermore, the
optical setup is not well adapted to quantify microscopic order (cf. discussion on focussed
measurements in sec. 3.4.1). But, the polarized and spatially resolved measurements prove
the existence of two-dimensional radial, spherulitic structures and their domination of the
macroscopically averaged order parameter in µm-thick supported films.A.11 This is in agree-
ment with the studies referred to in sec. 4.2.2. There is no direct comparability with the
IR-TMOA-measurements of substrate supported films (sec. 5.1.1), as a different anisotropy is
measured there (in-plane vs. off-plane).
Unpolarized IR-spectra with the indicated lateral resolution are generated by simply aver-
aging the polarization dependent ones. In these, the absolute heights and relative weights of
the various bands agree with each other for all regions of the spherulite measured (fig. A.1b,
c) and furthermore with the ones determined at the end of the kinetic experiment within
10% (fig. 4.7a, b & A.1b, c). Therefore, all measured regions exhibit approximately the same
degree of crystallinity, although the former refer to subunits of a spherulite, whereas the lat-
ter correspond to an average of several spherulites. Again, this verifies the existence of the
(non-banded) spherulitic structure, in particular, the volume-filling second step of the crystal
growth as discussed in sec. 4.2.2.[124, 134]
A.4. Crystallites in stretched Poly-ε-caprolactone-films
The spectral positions, ν¯c, of the vibrational bands originating from crystalline moieties in
the elastically deformed region (EDR) agree with the supported samples for all crystalliza-
A.10The Visible (VIS)- and IR- focus do not match exactly.
A.11This does not imply local rotational symmetry with respect the growth direction.
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tion temperatures Tx ∈ [396, 323] K within 0.8 cm-1 (higher ν¯c for higher Tx). This shift
is similar to the ones reported for carbonyl- and ester-groups in organic glass formers.[100,
227] But the ν¯c of the PDR are smaller than the ones of the EDR (fig. 5.8) by another
(1.2 ± 0.2) cm-1 for ν2c and ν ′1c, although both are crystallized at 396 K (fig. 5.8, sec. 5.1.2
& 5.1.1). Furthermore, qualitative differences appear around 720 cm-1 assigned to rocking
of crystalline and amorphous CH2 moieties,[5, 7] and around 800 and 880 cm
-1. This may
correlate with the additional intensity of the Wide Angle X-ray Scattering (WAXS)-data
slightly below the 110 reflection around 2θ = 21◦ when comparing the spectra of the
PDR to substrate supported films or literature data (fig. 5.10 & 5.4).[35] Whether this is
related to additional forces during deformation and re-crystallization, and possibly a different
crystallinity cannot be concluded securely from the data at hand. But, studies on spider silk
under external pressure reveal similar effects on the IR- and Wide Angle X-ray Scattering-
data, where this effect is assigned to strained crystallites.A.12[2–4, 12, 13]
A.12In spider silk a shift of 2.5 cm-1 was observed for crystals under stress of 0.5 GPa leading to a change in the
lattice constant of 2–3 %.[2, 4, 13]
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B.1. Polarized micrographs
Polarized Optical Microscopy (POM) is performed to verify the orientation-effect of the
polarizing field in Polymer Dispersed Liquid Crystals (PDLC) (cf. fig. B.1). The results
can be explained in a similar manner as the relation between the temperature dependent
optical transmission and the order parameter (cf. sec. 5.2.1 and fig. 5.18). The annealed
or non-poled state locallyB.1 exhibits a strong optical anisotropy within the film plane, as
caused by the Liquid Crystal (LC)-inclusions with a director within that plane. Inclusions
with such a director alignment are not found in poled samples (or at least to a lower extent).
Consequently, the intensity seen in POM is much smaller in the latter case (cf. fig. 5.18).
Fig. B.1.: POM-picture of a) poled, and b) poled and annealed PDLC-films. The dark area in a)
shows less microscopic in-plane anisotropy (alignment in z-direction), whereas bright areas result from
stronger birefringence.
B.2. Estimation of the polarization
The following quantities are used:
(1) The dipole moment of a single molecule in the gas phase as estimated by DFT-calcu-
lations[47] using 6-311++G(2d2p) basis-functions[86] is about p5CB = 6 D. According to
reference measurements in non-polar solvents a slightly lower value of p . 5 D is found for
both LCs.[79] Here an intermediate value of p6CB = p5CB ≈ 5.3 D is assumed.
(2) The density of the LCs, ρLC, within the cavities of the PDLC is approximated by its value
in bulk under ambient conditions[79]: ρ5CB = 1.02 × 103 kg m-3 and ρ6CB = 0.99 × 103 kg
m-3. Density of Poly-Vinylidene-Fluoride (PVDF) is ρPVDF ≈ 1.78×103 kg m-3,[187] whereas
the copolymer Poly-(Vinylidene-Fluoride-co-Trifluoro-Ethylene) (P(VDF-TrFE)) exhibits a
density of ρPVDFTrFE,x = 1.952× 103 kg m-3 in the crystalline and of ρPVDFTrFE,a ≈ 1.735×
B.1on the length scale of the inclusions
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103 kg m-3 in the amorphous state.[228] The crystallinity of the pure copolymer after the afore-
mentioned thermal treatment is expected to be around 80 %.[228] In the case of a PDLC,
crystallinity should be smaller because of the dissolved LC-molecules. Hence, a density of
about ρM = (1.865 ± 0.025) × 103 kg m-3 is assumed referring to a crystallinity of 50–70 %
and neglecting the dissolved LCs.B.2
(3) The static relative permittivity is taken from the work of Pestov and Cummins et al. for
4-cyano-4’-n-pentylbiphenyl (5CB) parallel and perpendicular to the molecular long-axis, as
well as in the isotropic state (estimated by averaging). [79, 229] No reference could be found
for 4-cyano-4’-n-hexylbiphenyl (6CB), so simply the dielectric constants of 5CB are used being
justified by the similar dipole moments and densities: ‖ LC = ‖ 5CB ≈ 19, ⊥ LC = ⊥ 5CB ≈ 7
and avg LC = avg 5CB =
‖+2⊥
3 = 10.8.
(5) The MW of the LCs is MW5CB = 249.35 g/mol and MW6CB = 263.37 g/mol.
The fraction of molecules aligned parallel to x̂, ŷ and ẑ are respectively termed N+x, N+y
and N+z (for anti-parallel orientation: N−x, N−y and N−z). Only anti-parallel to the electric
field, i.e. along −ẑ, preferential alignment is assumed (on expense of the other directions).
N0 = N+x = N−x = N+y = N−y = Nz ≤ N−z (B.1)
These fractions can also be interpreted as the number of LC-inclusions with a director in
the given direction. Using eq. B.1 and
∑
i=x,y,z N±i = 1, the molecular order parameter in
ẑ-direction is given by (cf. eq. 2.1b)
Sz =
1
2
2(N+z +N−z)2 − (N+x +N−x)2 − (N+y +N−y)2∑
i=x,y,z
(N+i +N−i)2
(B.2a)
=
(N−z +N0)2 − 4N20∑
i
(N+i +N−i)2
(B.2b)
This can be solved in terms of N−z.
N−z =
4 + 2Sz ± 5
√
1 + Sz − 2S2z
12Sz − 6 (B.2c)
(B.2d)
Only the undissolved (mobile) mesogens can be oriented, but IR-TMOA measures all mo-
lecules. Consequently, to caclulate the polarization of the undissolved dipoles filling the
B.2Based on the remanent polarization obtained by Koda et al. one would expect a crystallinity of about
40 %.[184] But well dissolved LC-molecules would increase the corresponding density above that value.
Nevertheless, density variations of the polymer matrix are limited to ±3 % due to the discussed changes.
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inclusions, we need to correct N−z with the mass fractions f .
Nud−z = B
(
N−z −N0 +N0 fud
fud + fd
)
(B.3a)
Nud0 = B
(
N0
fud
fud + fd
)
(B.3b)
In eq. B.3a, N−z−N0 represents the preferentially oriented molecules, that are only present in
the inclusions. On the other hand, N0 has to be divided into a dissolved and an undissolved
part. B is a normalization constant: B−1 = Nud−z + 5Nud0 .
Finally, we calculate the polarization, PLC, within the voids of the polymer matrix, or
more exactly in the region of undissolved molecules. Here an antiparallel orientation of the
mesogens with respect to the remanent polarization is assumed.
PLC = −PLCẑ
= −p
(
Nud−z −Nud0
) ρ
MW
ẑ
= −p
5
(
6Nud−z − 1
) ρ
MW
ẑ (B.4)
The contribution of the LC to the macroscopic polarization PPDLC of the whole film is
estimated by
PPDLC = vudPLC + vMPM (B.5)
where the volume fractions of the polymer matrix (including dissolved LC-molecules), vM, and
of the LC-droplets, vud, are derived from the mass of the polymer matrix including dissolved
LCs (eq. B.6a) and the mass of the undissolved LCs (eq. B.6b).B.3
(1− fud)mtot = ρMvMVtot + fdmM (B.6a)
fudmtot = ρLCvudVtot (B.6b)
vud + vM = 1 (B.6c)
mtot and Vtot respectively refer to the total mass and volume of the PDLC-film. This leads to
vM =
(1− 2fd) /ρtot
(1− 2fd) /ρM + fud/ρLC = 1− vud (B.6d)
B.3It is assumed that the volume of the polymer matrix does not change upon dissolution of LCs (eq. B.6c).
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