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Abstract
One of the standard Mellin transform expressions for the Riemann zeta function ζ(s) in the crit-
ical strip 0 < Re(s) < 1, involves a function φ(x) which satisfies the functional equation φ(1/x) =√
x φ(x), and this relation gives rise to the well-known functional equation for ζ(s). Recently, the
author has proposed three approximations for φ(x), all of which satisfy the same functional equa-
tion, and all give rise to Re(s) = 1/2 as a necessary and sufficient condition for the vanishing of the
imaginary part of the corresponding Mellin transform expression. Accordingly, there is considerable
interest in investigating various integrals involving arbitrary φ(x), and assuming only that φ(x) is
any continuous function satisfying φ(1/x) = √x φ(x), and that certain infinite integrals converge.
We first establish that the Laplace transform φˆ(p) of φ(x) satisfies a certain linear integral equation,
and we confirm that four known functions satisfying the functional equation are indeed solutions of
the integral equation. We then introduce a wider class of integrals involving φ(x) and denoted here by
Z(ν,p), and we establish a simple integral identity, involving an integral of the Bessel function Jν(z)
and the Laplace transform of φ(x). The special case corresponding to ν = 1/2 yields the previously
mentioned integral equation for φˆ(p). We also establish that Z(ν,p) itself satisfies a certain linear
integral equation, and a specific example, originally used by Polya, is given of one particular solu-
tion of the integral equation, which may be confirmed independently. One important consequence
of these results is that we are able to deduce certain infinite integrals Ψν(x) involving φ(x), which
satisfy the functional equation Ψν(1/x) = x2ν+1/2Ψν(x), and therefore in particular Ψ0(x) satisfies
the same functional equation as φ(x). Various generalizations of Ψν(x) are presented which can be
verified independently, and which apply to all values of ν for which the integrals are convergent.E-mail address: jhill@uow.edu.au.
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1. Introduction
The well-known representation for the Riemann zeta function ζ(s) (see Eq. (2.5)) which
applies in the critical strip 0 < Re(s) < 1, involves the function φ(x) defined by
φ(x) =
∞∑
n=1
e−πn2x − 1
2
√
x
, (1.1)
which for 0  x < ∞ is a well-behaved monotonically increasing function such that
−1/2  φ(x) < 0 (see Fig. 1). Moreover, it is well known that φ(x) satisfies the func-
tional relation φ(1/x) = √x φ(x), which together with the integral (2.5) is equivalent to
the functional equation of the Riemann zeta function ζ(s). In a recent paper [6], the author
has proposed three approximations to φ(x), namely
φ∗(x) = −1
2
1
(1 + x4)1/8 ,
φ∗∗(x) = −1
2
{
2
(1 + x4) + [(1 + x4)2 + 4εx4]1/2
}1/8
,
φ∗∗∗(x) = −1
2
1
(1 + x4 + 2δx2)1/8 , (1.2)
where ε and δ denote two arbitrary constants, and all lead to reasonably accurate numerical
values for φ(x) (see Table 1, where ε = 0.12578 and δ = 0.03051) and the first arises from
the second and third approximations in the respective limits ε and δ tending to zero. WeFig. 1. Variation of φ(x) defined by (1.1) with x.
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Numerical values of the exact φ(x) defined by (1.1) and those generated by the three approximations (1.2) with
ε = 0.12578 and δ = 0.03051
x Exact φ(x) (1.1) Approx. φ∗(x) (1.2)1 Approx. φ∗∗(x) (1.2)2 Approx. φ∗∗∗(x) (1.2)3
0.25 −0.49999 −0.49975 −0.49972 −0.49952
0.50 −0.49735 −0.49622 −0.49579 −0.49534
0.75 −0.48248 −0.48311 −0.48177 −0.48155
1.00 −0.45678 −0.45850 −0.45678 −0.45678
1.25 −0.42751 −0.42842 −0.42709 −0.42696
1.50 −0.39926 −0.39915 −0.39831 −0.39803
1.75 −0.37386 −0.37320 −0.37270 −0.37237
2.00 −0.35168 −0.35088 −0.35058 −0.35026
2.25 −0.33248 −0.33174 −0.33155 −0.33126
2.50 −0.31583 −0.31523 −0.31511 −0.31485
2.75 −0.30133 −0.30085 −0.30078 −0.30056
3.00 −0.28859 −0.28823 −0.28817 −0.28799
3.25 −0.27731 −0.27704 −0.27700 −0.27684
3.50 −0.26724 −0.26703 −0.26701 −0.26687
3.75 −0.25819 −0.25803 −0.25801 −0.25789
4.00 −0.24999 −0.24987 −0.24986 −0.24976
4.25 −0.24253 −0.24244 −0.24243 −0.24234
4.50 −0.23570 −0.23563 −0.23562 −0.23554
4.75 −0.22941 −0.22935 −0.22935 −0.22928
5.00 −0.22360 −0.22356 −0.22355 −0.22349
also note that the values of ε and δ used in Table 1 are chosen so that φ(1) is exact. In [6] it
is shown that for all approximations a necessary and sufficient condition for the vanishing
of the imaginary part of the Mellin transform (2.5) is that Re(s) = 1/2. Accordingly, there
is considerable interest relating to general results applying to all continuous functions φ(x)
satisfying φ(1/x) = √x φ(x), and the purpose of this paper is to establish some general
results for integrals involving such functions.
Throughout the paper φ(x) generally refers to any continuous function satisfying
φ(1/x) = √x φ(x), and the major results established here apply to all such φ(x), assuming
only that φ(x) has the necessary properties to ensure that the various inversions of repeated
infinite integrals can be undertaken. Specifically, following Bromwich [2, p. 456] we need
to assume that both separate single integrals are themselves convergent, and that one of the
repeated integrals converges. Under these circumstances we may legitimately reverse the
orders of integration. The convergence of one of the single integrals is assured, since in all
cases we exploit the standard formula (2.14)2, so that for the first two results we need to
assume that the function φ(x) is such that the Laplace transform, defined by
φˆ(p) =
∞∫
0
e−ptφ(t) dt, (1.3)
exists, but for all of the results established here we also need to make the assumption that
one of the repeated integrals converges. Assuming that this is the case, we show first that
the Laplace transform φˆ(x) satisfies the linear integral equation
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(πp)1/2
∞∫
0
sin(2√xp )φˆ(x) dx, (1.4)
and we give four specific examples of functions φ(x) for which we may independently
confirm this result. A consequence of this integral equation which arises from a result due
to Tricomi [9, p. 163] is that the function Ψ (x) defined by
Ψ (x) =
∞∫
0
e−xt t1/2φˆ(t) dt =
√
π
2
∞∫
0
φ(t) dt
(x + t)3/2 , (1.5)
satisfies the functional equation Ψ (1/x) = x3/2Ψ (x). For the second major result, we show
that for Re(ν) > −1, we have the formal identity
Z(ν,p) =
∞∫
0
e−pxxν−1/2φ(x)dx = 1
pν/2
∞∫
0
uν/2Jν(2
√
pu)φˆ(u) du, (1.6)
where Jν(z) is the usual Bessel function of the first kind, and we note that we may view the
first result (1.4) as arising from the second in the case ν = 1/2. One consequence of this
result is the curious identity, which is obtained from (1.6) in the limit p tending to zero,
thus
∞∫
0
xν−1/2φ(x)dx = 1
Γ (ν + 1)
∞∫
0
uνφˆ(u) du, (1.7)
which essentially converts one Mellin transform to another. Finally, with Z(ν,p) as defined
above by the first integral in Eq. (1.6) (see also (4.1)) and assuming that the function φ(x)
is such that the integral
∫∞
0 e
−txxm−νφ(x) dx converges, we show that for Re(ν) > −1/4
this function satisfies the linear integral equation
Z(ν,p) = 1
pν−1/4
∞∫
0
tν−1/4J2ν−1/2(2
√
pt )Z(ν, t) dt, (1.8)
and we give an explicit example due to Polya (see Edwards [4, pp. 269–273] of a solution
of this integral equation, which admits independent verification. As a consequence of (1.8),
the function Ψν(x) given by
Ψν(x) = Γ (2ν + 1/2)
∞∫
0
uν−1/2φ(u)du
(x + u)2ν+1/2 , (1.9)
satisfies the functional equation Ψν(1/x) = x2ν+1/2Ψν(x), and clearly (1.5) is the special
case arising from (1.9) when ν = 1/2. We note however, that this functional equation ap-
plies for all ν, since it may be verified directly with the substitution v = 1/u and using
φ(1/x) = √x φ(x).
In the following section we state briefly the basic equations which are well known.
In the three sections thereafter we establish the three major results cited above, while in
Section 6 we note certain generalizations of the integrals such as (1.5) and (1.9).
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We start with the well-known representation of the Riemann zeta function which is valid
for all s (see, for example, Andrews et al. [1, p. 537], Edwards [4, p. 16] or Whittaker and
Watson [11, p. 273])
Γ (s/2)ζ(s)
πs/2
=
∞∫
1
ψ(x){xs/2 + x(1−s)/2}dx
x
− 1
s(1 − s)
= Γ ((1 − s)/2)ζ(1 − s)
π(1−s)/2
, (2.1)
where Γ (s) is the usual gamma function defined by
Γ (s) =
∞∫
0
e−t t s−1 dt
(
Re(s) > 0
)
, (2.2)
and the function ψ(x) is defined by
ψ(x) =
∞∑
n=1
e−πn2x, (2.3)
which is known to satisfy the functional equation
ψ(x) + 1
2
= 1√
x
{
ψ
(
1
x
)
+ 1
2
}
. (2.4)
For 0 < Re(s) < 1, we may rearrange these equations to yield
Γ (s/2)ζ(s)
πs/2
= Γ ((1 − s)/2)ζ(1 − s)
π(1−s)/2
=
∞∫
0
xs/2−1φ(x)dx, (2.5)
where the function φ(x) is given by Eq. (1.1) and the functional equation (2.4) becomes
φ(x) = 1√
x
φ
(
1
x
)
. (2.6)
We note that (2.5) is essentially that given by Edwards [4, p. 213] and can be alternatively
proved directly from Müntz’s general formula (see, for example, Titchmarsh [8, p. 28]).
Further, the functional equation (2.6) can be alternatively written in the symmetric form
x1/4φ(x) =
(
1
x
)1/4
φ
(
1
x
)
, (2.7)
and that by differentiation of (2.6) we may establish φ′(1) = −φ(1)/4 and φ′(0) = 0.
Further from (2.4) it is clear that the function ψ(x)+ 1/2 is another function satisfying the
functional relation (2.6). Thus, we note that ψ∗(x) defined by
ψ∗(x) = 1 +
∞∑
e−πn2x, (2.8)
2
n=1
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ψ∗(x) defined by (2.8) are related to the theta functions and are well known to posses
relatively simple Laplace transforms, thus
φˆ(p) =
(
π
p
)1/2
φ1(2
√
πp ), ψˆ∗(p) = 1
2
(
π
p
)1/2
coth√πp, (2.9)
where the function φ1(x) arising in the first expression is given by
φ1(x) = 1
ex − 1 −
1
x
, (2.10)
which may be viewed as the generating function for the Bernoulli numbers, and admits the
following two representations:
φ1(x) = −12 + 2
∞∑
k=1
x
x2 + 4π2k2 = −
1
2
+ 2
∞∫
0
sin(xt)
e2πt − 1 dt. (2.11)
Because of the last equality, the function φ1(x
√
2π ) is known to be self-reciprocal with
respect to the sine transform, thus
φ1(t) = 2
∞∫
0
sin(xt)φ1(2πx)dx, (2.12)
which is used in Titchmarsh [8] to deduce the functional equation for the zeta function. In
the following sections the standard results for the gamma and zeta functions are required,
thus
22z−1Γ (z)Γ (z + 1/2) = π1/2Γ (2z), Γ (z)Γ (1 − z) = π/ sinπz,
21−sΓ (s)ζ(s) cos(πs/2) = πsζ(1 − s),
Γ (s)ζ(s) =
∞∫
0
xs−1φ1(x) dx, (2.13)
and we make frequent use of the following standard Laplace transforms (see Oberhettinger
and Badii [7]):
∞∫
0
e−pt tν dt = Γ (ν + 1)
pν+1
,
∞∫
0
e−pt tν/2Jν(a
√
t ) dt =
(
a
2
)ν
e−a2/4p
pν+1
, (2.14)
noting that both apply for Re(ν) > −1, and that the first result is essentially a limiting case
of the second, as a tends to zero.
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In this and the following two sections we suppose φ(x) denotes any function satisfying
the functional equation (2.6). In this section, in order to change the order of integrations in
(3.4)1, we need to assume that the Laplace transform (1.3) exists and that one of the re-
peated integrals (3.4) converges. Further, throughout we make use of the Laplace transform
(2.14)2 in the form
∞∫
0
e−xt tν/2Jν(2
√
pt ) dt = pν/2 e
−p/x
xν+1
, (3.1)
where we have set a = 2√p and we are using x in place of p.
Now from (1.3), with the substitution x = 1/t and making us of (2.6), we have
φˆ(p) =
∞∫
0
e−ptφ(t) dt =
∞∫
0
e−p/xφ
(
1
x
)
dx
x2
=
∞∫
0
φ(x)
e−p/x
x3/2
dx, (3.2)
and on using (3.1) with ν = 1/2 we may deduce
e−p/x
x3/2
= 1
(πp)1/2
∞∫
0
e−xt sin(2
√
pt ) dt, (3.3)
where in deriving (3.3) we have used J1/2(z) = (2/πz)1/2 sin z. Thus from (3.2) and (3.3),
assuming we may interchange the orders of integration, we may deduce
φˆ(p) = 1
(πp)1/2
∞∫
0
φ(x)
( ∞∫
0
e−xt sin(2
√
pt ) dt
)
dx
= 1
(πp)1/2
∞∫
0
sin(2
√
pt )
( ∞∫
0
e−xtφ(x) dx
)
dt, (3.4)
and therefore φˆ(p) satisfies the linear integral equation
φˆ(p) = 1
(πp)1/2
∞∫
0
φˆ(t) sin(2
√
pt ) dt. (3.5)
For this integral equation, we note the following four special solutions. Firstly, for the
particular φ(x) defined by (1.1), its Laplace transform is given by (2.9)1, which together
with (3.5) can be readily shown to coincide with the well-known result (2.12). Secondly,
for the function ψ∗(x) defined by (2.8), on substitution of (2.9)2 into (3.5), we may deduce,
on making the substitutions q = (πp)1/2 and ξ = (πt)1/2, the following integral:
cothq = 2
∞∫
coth ξ sin
(
2
ξq
)
dξ. (3.6)π
0
π
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∞∫
0
sinαx
coshβx
sinhγ x
dx = π
2γ
sinh(απ/γ )
cosh(απ/γ ) + cos(βπ/γ ) , (3.7)
valid for α > 0 and |Re(β)| < Re(γ ). On taking α = 2q/π and assuming that this value
applies in the extreme limit β = γ = 1, then (3.7) gives precisely Eq. (3.6). We comment
that Dwight [3] gives the actual integral (3.6) and the value given there is in complete
agreement with the β = γ = 1 limiting value obtained from (3.7). Thirdly, the integral
equation can also be readily verified for the simple function φ(x) = x−1/4, so that we have
φˆ(p) = Γ (3/4)p−3/4, and the integral equation (3.5) can be shown to yield
∞∫
0
sinx√
x
dx =
(
π
2
)1/2
, (3.8)
which with the substitution t = √x reduces to a well-known standard integral (see, for
example, Gradshteyn and Ryzhik [5, p. 395]). We also comment that by taking the special
case corresponding to ν = 1/2, the analysis of Section 5 confirms that the Laplace trans-
form φˆ(p) of the function φ(x) as given by (5.8) is also a solution of the integral equation
(3.5).
Finally, we comment that in terms of the Bessel function J1/2(z), the integral equation
(3.5) becomes
p1/4φˆ(p) =
∞∫
0
J1/2(2
√
pt )t1/4φˆ(t) dt, (3.9)
and Tricomi [9, p. 163] has shown that if we introduce the function Φ(t) = t1/4φˆ(t), and
we define the further Laplace transform
Ψ (x) =
∞∫
0
e−xt t1/4Φ(t) dt, (3.10)
then after multiplying (3.9) by p1/4 and taking the Laplace transform of the resulting equa-
tion, we may use (3.1) with ν = 1/2 to deduce the functional equation
Ψ (x) = 1
x3/2
Ψ
(
1
x
)
. (3.11)
Now since φˆ(p) is the Laplace transform of the function φ(x), assuming we may inter-
change orders of integration we may deduce from (1.3), (2.14)1 and (3.10)
Ψ (x) =
∞∫
e−xt t1/2
( ∞∫
e−tuφ(u)du
)
dt =
∞∫
φ(u)
( ∞∫
e−t (x+u)t1/2 dt
)
du,0 0 0 0
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Ψ (x) = Γ (3/2)
∞∫
0
φ(u)du
(x + u)3/2 , (3.12)
and we observe that the functional equation (3.11) follows immediately from (3.12) on
making the substitution v = 1/u and utilizing the functional equation (2.6).
4. General formula for Z(ν,p) defined by (4.1)
We may extend the analysis of the previous section in the following manner. It is con-
venient to introduce the function Z(ν,p) defined by
Z(ν,p) =
∞∫
0
e−pxxν−1/2φ(x)dx, (4.1)
where again φ(x) denotes any function satisfying the functional equation (2.6). We note
that Z(1/2,p) is simply the Laplace transform φˆ(p), while from (2.5) and (4.1) we have
Γ (s/2)ζ(s)
πs/2
= Γ ((1 − s)/2)ζ(1 − s)
π(1−s)/2
= Z((s − 1)/2,0)= Z(−s/2,0), (4.2)
which constitutes the principal purpose for studying the function Z(ν,p). Again we as-
sume that φ(x) is such that its Laplace transform exists and that one of the repeated
integrals appearing in (4.4) converges, and then in order to establish the identity (1.5),
namely
Z(ν,p) = 1
pν/2
∞∫
0
uν/2Jν(2
√
pu)φˆ(u) du, (4.3)
the simplest approach is to first consider the right-hand side of (4.3) thus
1
pν/2
∞∫
0
uν/2Jν(2
√
pu)φˆ(u) du = 1
pν/2
∞∫
0
uν/2Jν(2
√
pu)
( ∞∫
0
e−utφ(t) dt
)
du
= 1
pν/2
∞∫
0
φ(t)
( ∞∫
0
e−tuuν/2Jν(2
√
pu)du
)
dt =
∞∫
0
e−p/t φ(t)
tν+1
dt
=
∞∫
0
e−pxxν−1/2φ(x)dx, (4.4)
where we have utilized the Laplace transform (3.1) and in deducing the final line, we have
made the substitution t = 1/x and we have used the functional equation (2.6). We make
the following comments. Firstly, the analysis of the previous section clearly emerges from
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tends to zero and using the approximation
Jν(z)  (z/2)
ν
Γ (ν + 1) , (4.5)
for z tending to zero, we may deduce the curious identity
∞∫
0
xν−1/2φ(x)dx = 1
Γ (ν + 1)
∞∫
0
uνφˆ(u) du. (4.6)
This special case can be proved directly by examining the right-hand side, thus
1
Γ (ν + 1)
∞∫
0
uνφˆ(u) du = 1
Γ (ν + 1)
∞∫
0
uν
( ∞∫
0
e−utφ(t) dt
)
du
= 1
Γ (ν + 1)
∞∫
0
φ(t)
( ∞∫
0
e−tuuν du
)
dt =
∞∫
0
φ(t)
tν+1
dt
=
∞∫
0
xν−1/2φ(x)dx, (4.7)
where we have used the standard Laplace transform (2.14)1, and again the final line arises
from the substitution t = 1/x and making use of the functional equation (2.6). It may be
of some interest to note that in the case when ν = (s − 1)/2 and φ(x) is the particular
function given by Eq. (1.1), the identity (4.6) ultimately gives rise to the standard formula
(2.13)4 as follows. When φ(x) is given by (1.1), its Laplace transform is given by (2.9)1,
and therefore Eq. (4.6) together with (2.5) yields
Γ (s/2)ζ(s)
πs/2
=
∞∫
0
xs/2−1φ(x)dx =
√
π
Γ (s/2 + 1/2)
∞∫
0
us/2−1φ1(2
√
πu)du,
which on making the substitution ξ = 2√uπ gives
Γ (s/2)ζ(s)
πs/2
= 1
(2
√
π )s−1Γ (s/2 + 1/2)
∞∫
0
ξ s−1φ1(ξ) dξ,
which on using the duplication formula (2.13)1, simplifies to give (2.13)4.
We comment that the identity (1.5) was originally derived by the author for the particular
φ(x) given by (1.1), assuming term by term integration, and using two formulae given by
Watson [10, pp. 386, 391] thus
∞∫
tνJν(pt) dt
πt
= (2p)
ν
√ Γ
(
ν + 1
) ∞∑ 1
2 2 2 ν+1/2 ,0
e − 1 π 2
n=1 (n π + p )
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∞∫
0
Jν(t) dt
tν−µ+1
= Γ (µ/2)
2ν−µ+1Γ (ν + 1 − µ/2) ,
which is valid for 0 < Re(µ) < Re(ν)+1/2. Using these results we may formally establish
the identity (1.5) with the Laplace transform φˆ(u) given by (2.9)1, but the above restric-
tions resulting in 0 < Re(ν) < 1/2, whereas in the derivation given above requires only
Re(ν) > −1, which is the condition for the validity of the Laplace transform (3.1). We
further comment, that the identity (1.5) can also be deduced directly from a general result
for the Laplace transform of the function tν−1φ(1/t) (see, for example, Oberhettinger and
Badii [7, p. 4]).
5. Further generalization of the linear integral equation
We may again extend the analysis of the previous sections in the following manner.
Here we need to assume that the integral
∫∞
0 e
−txxm−νφ(x) dx converges, and that one of
the repeated integrals in (5.2) is convergent, then again, starting with Z(ν,p) defined by
(4.1), we make the substitution x = 1/t , we use the functional equation (2.6) to deduce
Z(ν,p) =
∞∫
0
e−p/x
xν+1
φ(x)dx =
∞∫
0
e−p/x
xm+1
xm−νφ(x) dx, (5.1)
where we assume m is such that Re(m) > −1, so that we may exploit (3.1) to obtain
Z(ν,p) = 1
pm/2
∞∫
0
xm−νφ(x)
( ∞∫
0
e−xt tm/2Jm(2
√
pt ) dt
)
dx
= 1
pm/2
∞∫
0
tm/2Jm(2
√
pt )
( ∞∫
0
e−txxm−νφ(x) dx
)
dt, (5.2)
from which we may deduce
Z(ν,p) = 1
pm/2
∞∫
0
tm/2Jm(2
√
pt )Z
(
m + 1
2
− ν, t
)
dt, (5.3)
which applies for any m such that Re(m) > −1. In particular, if we take m = ν, then we
obtain the identity of the previous section, and if we take m = 2ν − 1/2, then we obtain
the integral equation
Z(ν,p) = 1
ν−1/4
∞∫
tν−1/4J2ν−1/2(2
√
pt )Z(ν, t) dt, (5.4)p
0
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of the same structure as that previously noted (Eq. (3.9)), which arises from (5.4) for the
value ν = 1/2, and for which the analysis due to Tricomi [9, p. 163] applies. As before we
introduce Φν(t) = tν−1/4Z(ν, t) and define the further Laplace transform
Ψν(x) =
∞∫
0
e−xt tν−1/4Φν(t) dt =
∞∫
0
e−xt t2ν−1/2Z(ν, t) dt, (5.5)
and conclude that Ψν(x) satisfies the functional equation
Ψν(x) = 1
x2ν+1/2
Ψν
(
1
x
)
. (5.6)
Further, from (4.1) and (5.5) we have on making use of the standard Laplace transform
(2.14)1,
Ψν(x) = Γ (2ν + 1/2)
∞∫
0
uν−1/2φ(u)
(x + u)2ν+1/2 du, (5.7)
which is the appropriate generalization of (3.12), which arises from the value ν = 1/2.
Moreover, from Eq. (5.7) we may independently confirm the functional equation (5.6) for
all ν, by making the substitution v = 1/u and using the functional equation (2.6).
As an example of an explicit solution of the integral equation (5.4), we may consider
the particular function φ(x) defined by
φ(x) = 1
x1/4
e−λ(x+1/x), (5.8)
where λ is a positive constant. This is essentially the example used by Polya which has
Mellin transform with zeros Re(s) = 1/2 and is discussed in detail by Edwards [4, pp. 269–
273]. Now from (4.1) and (5.8) we have
Z(ν,p) =
∞∫
0
e−(p+λ)xxν−3/4e−λ/x dx
= 2
(
λ
p + λ
)ν/2+1/8
Kν+1/4
[
2
√
λ(p + λ) ], (5.9)
where the Laplace transform is given by Oberhettinger and Badii [7, p. 41]. Now Watson
[10, p. 416] gives the general integral
∞∫
0
Jµ(bt)
Kν(a
√
t2 + z2 )
(t2 + z2)ν/2 t
µ+1 dt
bµ
{√
a2 + b2}ν−µ−1 ( √ 2 2 )=
aν z
Kν−µ−1 z a + b , (5.10)
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with Kν(z), we choose µ such that ν − µ − 1 = −ν, i.e. µ = 2ν − 1 and if we adopt the
following values:
a = 2√λ, b = 2√p, t = √x, z = √λ,
we find that (5.10) becomes
∞∫
0
J2ν−1(2
√
px )
Kν(2
√
λ(x + λ) )
(x + λ)ν/2 x
ν−1/2 dx = pν−1/2 Kν(2
√
λ(p + λ) )
(p + λ)ν/2 . (5.11)
Now on changing ν in (5.11) such that 2ν − 1 = 2α − 1/2, i.e. ν = α + 1/4, we see that
(5.11) becomes
∞∫
0
xα−1/4J2α−1/2(2
√
px )
Kα+1/4(2
√
λ(x + λ) )
(x + λ)α/2+1/8 dx
= pα−1/4 Kα+1/4(2
√
λ(p + λ) )
(p + λ)α/2+1/8 , (5.12)
which shows that the function Kα+1/4(2
√
λ(x + λ) )/(x +λ)α/2+1/8 satisfies the linear in-
tegral equation (5.4), with α in place of ν. This confirms that for the particular φ(x) defined
by Eq. (5.8), the function Z(ν,p) as obtained from (4.1) and (5.9) and given explicitly by
(5.9), is indeed a solution of the integral equation (5.4). As previously noted, by taking the
special case ν = 1/2, this analysis also confirms that the Laplace transform φˆ(p) of the
function φ(x), as given by (5.8), is also a solution of the integral equation (3.5). Further,
any functions which may be represented as a linear combination of the functions (5.8) are
also solutions of the integral equation.
6. Some simple generalizations of the functional equations
On writing Eq. (5.7) in the form
Ψν(x) = Γ (2ν + 1/2)
∞∫
0
1
(1 + x/u)2ν+1/2
φ(u)
uν
du
u
, (6.1)
it is a simple matter to verify that more generally if φ(x) and G(x) are such that φ(1/x) =√
x φ(x) and G(1/x) = x2ν+1/2G(x), then the function F(x) defined by
F(x) =
∞∫
0
G(x/u)
uν
φ(u)
du
u
, (6.2)
satisfies the same functional equation as G(x), as can be readily verified by evaluating
x−2ν−1/2F(1/x) and showing by direct substitution that this quantity coincides with F(x)
J.M. Hill / J. Math. Anal. Appl. 309 (2005) 256–270 269as given by the integral (6.2). If Fˆ (p) and Gˆ(p) denote the Laplace transforms of F(x)
and G(x), respectively, then from (6.2) we have
Fˆ (p) =
∞∫
0
Gˆ(pu)
uν
φ(u)du. (6.3)
Further, we comment that Eqs. (6.2) and (6.3) can be written alternatively as
F(x) =
∞∫
0
tν−1/2G(xt)φ(t) dt, (6.4)
Fˆ (p) =
∞∫
0
tν−3/2G(p/t)φ(t) dt. (6.5)
Such results readily admit further generalization. Thus, for example, if G(x) and H(x)
are two functions which respectively satisfy the functional equations
G(1/x) = xαG(x), H(1/x) = xβH(x), (6.6)
for certain constants α and β , then the function F(x) defined by the integral
F(x) =
∞∫
0
t (α+β)/2G(xt)H(t)dt
t
, (6.7)
satisfies the same functional equation as G(x), namely (6.6)1. Again this may be readily
verified by evaluating x−αG(1/x) from the integral (6.7) and then making the substitution
t = 1/u and using the functional equations (6.6) to formally deduce the integral expression
(6.7), and hence F(x). On taking the Laplace transform of (6.7) we have
Fˆ (p) =
∞∫
0
t (α+β)/2−2Gˆ(p/t)H(t) dt, (6.8)
and clearly (6.4) and (6.5) arise respectively from (6.7) and (6.8) on taking α = 2ν + 1/2
and β = 1/2. We comment that some related results, originally due to Hardy, can be found
in Andrews et al. [1, pp. 352–354].
7. Conclusions
The function φ(x) given by (1.1) and involved in the Mellin transform expression
(2.5) for the Riemann zeta function, is known to satisfy the functional equation φ(1/x) =√
x φ(x). Here, assuming that φ(x) is any continuous function satisfying this functional
equation, and that φ(x) has the necessary properties to ensure that the formal inversions
of three repeated infinite integrals are legitimate, we have established a number of integral
identities involving arbitrary φ(x). Typically, we need to assume that the function φ(x)
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nite integrals converges. Specifically, we show that the Laplace transform φˆ(p) of φ(x)
satisfies the linear integral equation (3.5), and we have independently confirmed that four
known functions, including those defined by (1.1) and (2.8) and φ(x) = x−1/4 all satisfy
the integral equation. Further, we have introduced a new integral denoted by Z(ν,p) and
defined by (4.1) and for Re(ν) > −1 we have established the identity (4.3). We have shown
that Z(ν,p) itself satisfies the linear integral equation (5.4). One important consequence
of these results is that the integrals Ψν(x) defined above by (5.7) satisfy the functional
equation (5.6). It is noteworthy that although this result is formally derived under certain
restrictions on ν, it can be subsequently independently confirmed for all values of ν for
which the integral (5.7) is meaningful. Accordingly, any restrictions on ν relate only to the
convergence of the infinite integral involving φ(x) for x tending to the end-points of the
integral. In particular, we may observe that the integral Φ0(x) which is given by
Φ0(x) = √π
∞∫
0
φ(u)du√
u(x + u) , (7.1)
satisfies the same functional equation as φ(x), and therefore might form the basis for either
an integral representation of the particular φ(x) given by (1.1), or it might form the basis of
an integral iteration scheme to improve the numerical accuracy of existing approximations
such as (1.2). In the previous section of the paper, we have generalized integral expressions
such as (5.7) and (7.1), ultimately giving the result that if G(x) and H(x) are functions
satisfying the functional equations (6.6), then it is a simple matter to establish that the
integral expression (6.7) defining the function F(x) is such that F(x) satisfies the same
functional equation as G(x), namely (6.6)1.
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