The design of clinical trials is typically based on marginal comparisons of a primary response under two or more treatments. The considerable gains in efficiency afforded by models conditional on one or more baseline responses has been extensively studied for Gaussian models. The purpose of this article is to present methods for the design and analysis of clinical trials in which the response is a count or a point process, and a corresponding baseline count is available prior to randomization. The methods are based on a conditional negative binomial model for the response given the baseline count and can be used to examine the effect of introducing selection criteria on power and sample size requirements. We show that designs based on this approach are more efficient than those proposed by McMahon et al. (1994) .
INTRODUCTION
In many medical settings the aim is to minimize the occurrence of clinical events which may happen repeatedly over time. Examples include the occurrence of premature ventricular contractions (Farewell and Sprott, 1988) , seizures in patients with epilepsy (Thall and Vail, 1990) , and episodes of transient myocardial ischemia (McMahon et al., 1994) . In such settings, clinical trials of therapeutic interventions may be designed based on a response representing the occurrence of such events over a period of observation. If the duration of observation is the same for all subjects and interest simply lies in the total number of events, the response may be summarized as a count. In other settings the timing of the events is of interest and the response is characterized as a possibly right-censored point process.
Relatively little attention has been given to the development of design criteria in this setting. Cook (1995) developed guidelines based on Poisson and mixed Poisson processes allowing for serial patient accrual and incomplete observations due to loss to follow-up. Bernardo and Harrington (2001) extend this approach to deal with time-dependent covariates and emphasize time-nonhomogeneous models. McMahon et al. (1994) consider the impact of selection criteria based on counts in settings where after randomization and treatment, an analogous count will serve as the response variable. They base their design on the difference in mean counts after treatment, as well as the difference in the proportion of patients with no events. In deriving the sample size requirements, however, McMahon et al. (1994) do not utilize the baseline count itself but condition only on it having exceeded the selection threshold.
The objective of this paper is to investigate the gains in efficiency available when baseline counts are recorded and most efficiently utilized in the analysis of data arising from mixed Poisson models. In Section 2 we propose a conditional analyses which may be viewed as a count data analogue to ANCOVA. Sample size requirements are developed based on an approximation to the expected information matrix. Simulation studies reveal that the approximations perform well and are even quite robust to misspecification of the mixing distribution. In Section 3 we discuss minor modifications to the sample size formula to deal with designs involving selection criteria based on baseline counts. We examine the effect of changing the selection threshold on the asymptotic relative efficiency and sample size requirements for various designs, and demonstrate the potential savings incurred when using our approach compared to the method proposed by McMahon et al. (1994) . Illustrative results related to the design of a cardiovascular trial are reported in Section 4, along with results from the analysis of data from an epilepsy trial. In Section 5 we describe an EM algorithm which enables one to conduct a joint semiparametric analysis of the baseline rate function if the response after randomization consists of the actual event times rather than a simple count. Concluding remarks are made in Section 6.
DESIGN WITHOUT SELECTION

Notation and design criteria
Consider the typical scenario in which eligible and consenting patients are randomized to receive an experimental treatment or standard care. We focus first on settings in which the response after treatment is a count recording the number of times the clinical event of interest occurred over the course of observation. Moreover, we suppose there is a so-called 'baseline response' which represents the number of times the clinical event occurred over a specified period preceding randomization.
Suppose the study consists of m subjects. Let τ 1 denote the duration of the period prior to randomization for all subjects and N i1 the baseline response for subject i, i = 1, 2, . . . , m. Let τ 2 denote duration of the observation period after randomization and N i2 the corresponding count, i = 1, 2, . . . , m. Let x i = 1 if subject i is in the treatment group and x i = 0 otherwise. To induce an association between N i1 and N i2 we suppose that given a subject-specific random effect u i , they are independently Poisson distributed with
and
where λ 1 is the mean rate of events before randomization, λ 2 is the mean rate of events among control patients after randomization, and β is the log relative rate of events in the treated versus control groups after randomization. For convenience we let 1 = λ 1 τ 1 , 2 = λ 2 τ 2 , and i2 = 2 exp(x i β), i = 1, . . . , m. We further assume that u i , i = 1, . . . , m, are independently gamma distributed with mean 1 and variance φ. Marginalizing over the random effect gives a negative binomial model of the form where n i2 = 0, 1, . . . , and a conditional negative binomial model of the form
where again n i2 = 0, 1, . . . . We remark that there is an identifiability problem for likelihoods constructed based on (2.2) alone. Specifically, there is insufficient information to estimate β, λ 1 , λ 2 , and φ, but we may estimate θ = (β, ψ, φ) where ψ = 2 φ/(1 + 1 φ). If interest lies in making treatment comparisons based on β, then this is adequate. If interest lies in estimating the rates or means themselves, then a likelihood based on a joint model for (N i1 , N i2 ) is required. Note however, that
and inferences regarding β will be the same in both models. See Section 4 for a joint model useful for semiparametric analyses of data from mixed Poisson processes.
The log-likelihood for subject i arising from (2.2) takes the form
/∂θ ∂θ denote the observed information matrix obtained when we differentiate conformably with θ , and I(θ ) = E(I (θ )) the corresponding expected information matrix. At the design stage, the inverse of the expected information matrix provides a natural measure of sampling variability forθ , the maximum likelihood estimate. For the purpose of making treatment comparisons, interest lies in
If α 1 and α 2 denote the type I and type II error rates of a two-sided test of H 0 : β = β 0 where the alternative value is β = β A , then at the design stage one needs to find the minimum sample size m that satisfies
where z α = −1 (1 − α) and (·) is the cumulative distribution function for a standard normal random variable. Derivations in the Appendix indicate how I(θ ) may be approximated, and hence how m may be determined. Programs for implementing these sample size calculations are available from the authors upon request.
Relative efficiency considerations
Use of (2.1) when baseline counts are available is analogous to conducting a crude two-sample t-test when responses are normally distributed and baseline data are available. Use of (2.2), however, is analogous to an ANCOVA where the treatment effect is evaluated while controlling for the baseline response. It is well known that the latter is optimal in that setting, but for count data little attention has been given to the implications of using (2.2). Here we examine the relative efficiency of the conditional negative binomial analyses compared to the unconditional negative binomial analysis arising from (2.1). For simplicity we restrict attention to the case where λ 1 = λ 2 = 2 and τ 1 = τ 2 = 1, and consider φ = 0.25 and φ = 1.0 to represent mild and severe extra-Poisson variation and hence correlations between pre-randomization and post-randomization responses of 0.20 and 0.50 respectively among untreated patients. The expected information matrix for the negative binomial model is given in Lawless (1987) and the approximate expected information matrix from (2.3) is given in the Appendix. If asvar nb (β) and asvar cnb (β) are the (β, β) elements of the inverse of the expected information matrices for the negative binomial and conditional negative binomial models respectively, then the asymptotic relative efficiency of the conditional to marginal analyses is given by asvar cnb (β)/asvar nb (β). Figure 1 contains a plot of this relative efficiency as a function of β for moderate and strong correlations. When the treatment is highly effective it substantially reduces the amount of information about the log event rate in the treatment arm. This in turn means there is little information with which to make treatment comparisons. This phenomenon holds true for both the conditional and unconditional models and therefore explains the fact that the relative efficiency approaches one as the treatment effect becomes more substantial. When the treatment increases the rate of events (i.e. when β > 0), there is increasing precision in the estimator of the log event rate in the treatment arm. Therefore, for large values of β, the sampling variability inβ is primarily due to the uncertainty in the event rate of the control arm. This variability is therefore independent of β and hence the relative efficiency starts to plateau as β increases. The value of this plateau is a function of φ which determines, in part, the variability in the estimated rates. For given rates, the larger the value of φ the larger the correlation between the counts and the greater the efficiency gain from the conditional analysis.
In some settings one may be tempted to condition on the baseline count, but treat it as an additional covariate in a negative binomial regression model including a treatment indicator. A small simulation study we conducted revealed that the empirical bias in the estimate of treatment effect is very small, but there is considerable loss in efficiency if the conditional negative binomial model is correct. For example, for values of β over [−1, 1] the empirical variance of the estimated treatment coefficient from the regression model is roughly 30% to 50% larger than the asymptotic variance under the conditional model.
Study of frequency properties and robustness
Here we examine the performance of randomized parallel group designs based on (2.4) in a variety of settings of practical interest. We consider problems where τ 1 = τ 2 = 1, λ 1 = λ 2 = λ = 1, 2, 5, and where the corresponding between patient variability leads to a 25% and 100% increase in the variance relative to the underlying Poisson model (i.e. 1 + λφ = 1.25, 2). Treatment effects corresponding to a 10%, 25% and 50% rate reduction are specified (i.e. (exp(β A ) = 0.90, 0.75, 0.50)), and for each effect the required sample size is derived according to (2.4) to ensure 80% and 90% power respectively under a twosided test at the 5% level. To assess the empirical performance of this design strategy, data were simulated according to these specifications and again under the null hypothesis (β = 0). For each configuration parameter estimates were obtained by maximizing (2.3) and a Wald test of H 0 : β = 0 was conducted based on the observed information matrix. A total of 2000 such trials were simulated and the proportion of trials in which the test led to rejection of the null hypothesis are reported in Tables 1 and 2 . When β = 0 this is the empirical type I error rate and when β = β A this proportion is the empirical power. With a total of 2000 simulations the empirical type I error rate should be within one per cent of the nominal 5% level, if it is true, 95% of the time.
In addition to assessing the empirical frequency properties under the correct model, interest lies in investigating the sensitivity of this design to the assumption that the data arise from a gamma-Poisson mixture. For this reason we also simulated data from a log-normal Poisson model for which the random effect had mean 1 and variance φ, as well as a two-point mixed Poisson model where the random effect u satisfies P(u = 1 − √ φ) = 1/2 and P(u = 1 + √ φ) = 1/2, again giving u mean 1 and variance φ. Note that when φ = 1 the data are generated according to a zero-inflated Poisson model. Tables 1 and 2 report the results from the simulation studies for designs with nominal power set at 80% and 90% respectively. The results from all simulations under the gamma random effect model show remarkably close agreement between the nominal and empirical power and type I error rate suggesting the large-sample approximations are highly reliable and suitable for use in trial design. As one would expect under a correctly specified negative binomial model the performance is generally slightly better for trials with larger sample sizes. There also appears to be a degree of robustness to model misspecification since under log-normal and two-point mixing distributions there is usually very good control over the power and type I error rate.
DESIGN FOR TRIALS WITH SELECTION CRITERIA
Adaptations for sample size calculation
We now consider the problem in which patients are selected for inclusion into the study based on the observed baseline count. Typically such entry criteria require n 1 to be greater than or equal to some threshold which we denote c. In the ACIP study for example (ACIP, 1992; McMahon, 1994 ) the entry criteria initially required that at least two episodes of transient myocardial ischemia be detected by baseline 48 hour ambulatory ECG monitoring. Consenting subjects who met these entry criteria were then randomized to treatment or control groups, and underwent a follow-up 48 hour ambulatory ECG whereupon the number of episodes was again recorded. In addition to knowing that n i1 2 for all subjects, we know the actual values of n i1 and n i2 , i = 1, 2, . . . , m. Therefore, an analysis based on (2.2) is feasible.
This design can proceed in the same spirit as described in Section 2 and the Appendix, but when taking the expectation with respect to N 1 we must use the truncated negative binomial distribution, P(N i1 = n i1 |n i1 c). Therefore µ 1 (see Appendix) now represents E(N i1 |n i1 c) and we replace the (3, 3) element with
In this setting the marginal negative binomial model of (2.1) is a misspecified model since it fails to account for the selection criteria. Cook and Wei (2001) derive the asymptotic biases of maximum likelihood and quasi-likelihood estimators for λ 2 , and φ under the marginal model, and show that β remains consistently estimated. We can therefore consider the relative efficiency of (2.2) versus (2.1) again, and assess this relative efficiency for various selection thresholds. Figure 2 contains a plots of the relative efficiency as a function of β at φ = 1 for thresholds c = 1, 2 and 3 under the same parameter configurations used in Figure 1 (i.e. λ 1 = λ 2 = 2, τ 1 = τ 2 = 1). This figure reveals the same general pattern of relative efficiency as a function of β. Furthermore, increasing the threshold slightly reduces the relative loss in precision. 
Study of frequency properties and robustness
We report here on a second series of simulation studies which were conducted to investigate the performance of this design approach with selection. We consider the same parameter configurations as discussed in Section 2.3, but restrict our attention to studies with 80% power for convenience. Threshold values c = 1, 2 and 3 were considered for each parameter configuration and for each value a sample size was determined based on the formula analogous to (2.4). Again trial data were simulated under the resulting design for both the alternative and null values of β. Parameter estimates were obtained by maximizing (2.3) and Wald tests were carried out for H 0 : β = 0. Data were also simulated according to the log-normal and two-point mixing distributions to examine the robustness of this design strategy in the presence of selection, but for each of these scenarios analysis were still carried out based on (2.3). Before considering the simulation results note that the effect of introducing the selection criteria on the sample size requirements can be inferred by comparing the sample sizes with those of Tables 1 and 2 . For example, if an average of one event occurs during the baseline period of observation and under placebo therapy (λ 1 τ = λ 2 τ = 1), there is moderate extra Poisson variation (φ = 0.25) and if a power of 80% is required to detect a 25% reduction in the rate of events under the treatment arm (β A = log 0.75 = −0.288) then the second line in Table 1 indicates 519 patients will be required. The introduction of selection criteria n i1 1, n i1 2, and n i1 3 leads to reduced sample size requirements of 456, 396 and 347 respectively. The price to pay with the introduction of such criteria is the need to screen more patients in order to obtain the required sample size. To obtain m subjects satisfying with baseline counts exceeding the threshold c, we would need to screen m/P(N i1 c) subjects which can be quite large. For example we obtain m/(P(N i1 c) = 773, 1506 and 3506 subjects for thresholds c = 1, 2 and 3 respectively. Turning to the simulation results we find, as before, that when the conditional negative binomial model is correct there is very close agreement between the nominal and empirical error rates. This close agreement holds true for the log-normal mixing distribution as well, and the agreement is also generally quite good for the two-point mixture. Again there is slightly poorer performance for smaller trials. As noted earlier, when φ = 1, the two-point mixture degenerates to a special case of a zero-inflated Poisson model since the two equiprobable values of u become 1 − √ φ = 0 and 1 + √ φ = 2. The former value of u leads to a degenerate distribution for n 1 such that P(N 1 = 0) = 1. As a result, the only subjects who enter into the study when c 1 are those for whom u = 2; among these subjects there is no extra-Poisson variation.
APPLICATIONS
A comparison with a design based on McMahon et al. (1994)
McMahon et al. (1994) also consider design issues for this setting but do not utilize n i1 in their analysis other than by conditioning on the fact that n i1 c, say. From the perspective of planning a study, using the actual value of n i1 leads to a design achieving the required power with fewer patients. For the analysis of a particular data set, analyses suitably conditioning on n i1 will lead to more precise estimates of treatment effect and more powerful tests. To illustrate this point by example we consider the results of sample calculations reported in McMahon et al. (1994) for the ACIP study (ACIP, 1992) . In this population of patients the rate of episodes of transient myocardial ischemia under control therapy over 48 hours of ECG monitoring was estimated to beλ 2 =λ 1 = 1.423 and the dispersion parameter asφ = 5.47. To obtain 90% power to detect a 50% reduction in the mean number of events, McMahon et al. (1994) report the need for 72, 52, and 39 patients per group for thresholds c = 1, 2 and 3 respectively. In contrast, a design based on (2.2) only requires 25, 18 and 15 patients per group for c = 1, 2 and 3 respectively. 
Analysis of an epilepsy trial
Here we consider the analysis of data from a randomized neurological trial of 59 subjects which was designed to assess the effect of progabide versus placebo on the incidence of seizures among patients with epilepsy (Thall and Vail, 1990) . A baseline seizure count was recorded for all patients which represented the number of seizures occurring in the eight week period prior to randomization. Patients were required to have had at least four seizures in one month of the two months prior to accrual and at least one in the other month prior to entry. For illustrative purposes here we consider a selection criterion based simply on n i1 5. After randomization patients were assessed biweekly for eight weeks and at each assessment the number of attacks occurring in the preceding two week period was recorded. The data therefore consist of longitudinal counts. Since no covariates are time-dependent, here we may simply treat the total of all counts observed after accrual as the response, which we denote by N i2 for patient i, i = 1, . . . , 59. More general models which explore the possible changing effect of treatment over time are feasible with a conditional formulation, but we do not consider them here. Let x i = 1 for subjects receiving progabide and x i = 0 for those on placebo. If τ = 1 represents 8 weeks then the correct likelihood will involve β, λ 1 , λ 2 , and φ. We report the results of the analysis of this data set excluding one patient with an extreme count as others have done (e.g. see Diggle et al., 1994) . Three models were fit to this data including a marginal negative binomial regression model for N i2 denoted p(n i2 ; x i ), a bivariate negative binomial model denoted p(n i1 , n i2 ; x i ) (Cook and Wei, 2002) , and a truncated bivariate negative binomial model incorporating the selection criteria denoted p(n i1 , n i2 |n i1 5; x i ). The bivariate models are used simply to facilitate estimation of λ 2 ; the results are displayed in Table  5 . The relative rate of epileptic seizures is estimated to be 0.66 (95% CI (0.43, 1.02)) using the marginal model which ignores the baseline counts. The joint model and the truncated joint model both give an estimated relative risk of 0.73 (95% CI (0.64, 0.84)). The fact that these agree is not surprising given we can write p(n i1 , n i2 |n i1 c; x i ) = p(n i2 |n i1 ; x i ) p(n i1 |n i1 c) and all information for β is contained in the first term on the right-hand side. The impact of model misspecification by use of p(n i1 , n i2 ; x i ) in the presence of selection criteria is reflected by the considerably smaller estimate of φ in the joint model. Herê φ = 0.49 whereas in the truncated joint model we obtainφ = 0.74. If we augment the marginal negative binomial model by including n 1 as a covariate in the linear predictor the estimate of the relative rate from treatment with progabide is 0.82 (95% CI (0.60, 1.12)). The variance estimate for the corresponding regression coefficient is over five times larger than the estimate under the joint or conditional joint models.
A CONDITIONAL ANALYSIS FOR RECURRENT EVENTS
A semiparametric analysis based on the EM algorithm
In trials with relatively long follow-up, different subjects are often observed for different periods of time due to serial patient accrual, administrative censoring, or simply early withdrawal. Let (0, τ i ] denote the period over which subject i is observed after randomization. Let N i2 (t) denote a right continuous counting process which records the number of events experienced by subject i over the interval The EM algorithm (Dempster et al., 1977) requires specification of a complete data log-likelihood, which we take as the log-likelihood one would construct if the subject-specific random effects, u i , i = 1, . . . , m, were observed. Let θ = (λ 1 , β, 0 (·), φ) be the vector of all unknown parameters. The complete data log-likelihood can be written as
is the contribution to the complete data log-likelihood arising from the conditional Poisson mass function evaluated at the baseline event counts,
arises from the conditional Poisson process for the event times and count after randomization, and
is the sum of the log of the gamma densities evaluated at u i , i = 1, . . . , m, respectively. To take the expectation of the complete data log-likelihood we need the conditional expectation of u i and log u i given n i1 and n i2 (and the corresponding period of follow-up τ i ), denoted g(u i |n i1 , n i2 , τ i ). It can be shown that given n i1 , n i2 and τ i , u i is gamma distributed with shape φ −1 + n i1 + n i2 and scale φ/(1 + (λ 1 + i (τ i ))φ) and hence
where (·) is the digamma function. Ifθ (k) denotes an estimate of θ on the kth iteration and
where
are given by (4.2) and (4.3) respectively with θ replaced byθ (k) . Given the factorization of the complete data likelihood, maximization of (4.4) can be achieved by maximizing each function separately. The function Q 1 (θ ;θ (k) ) has the form of a Poisson log-likelihood with response n i1 and offset logũ (k) i from subject i, i = 1, . . . , m, and mean λ 1 , which givesλ (k) where dots indicate summation over the corresponding subscript. Similarly, Q 2 (θ ;θ (k) ) may be maximized with respect to 0 (·) and β by fitting a semiparametric multiplicative Poisson model (Lawless, 1987; Andersen and Gill, 1982) using an offset logũ (k) i for subject i, i = 1, . . . , m. We denote the resulting estimates by˜ k+1) . Finally, we can maximize Q 3 (θ ;θ (k) ) with respect to φ by use of an optimization program for a one-parameter function to getφ (k+1) . We iterate between expectation and maximization steps until convergence is attained. This algorithm is similar in spirit to one proposed by Klein (1992) which he applied to problems involving clustered failure time data, but our complete data likelihood has a different form and the conditional distributions are also different. Interval estimation may be conducted by profile likelihood (Nielsen et al. 1992; Klein 1992) or by bootstrapping.
DISCUSSION
Counts and recurrent events are considered increasingly often in clinical trials and there is a strong need to ensure robust and efficient methods of analysis are utilized. From the design perspective more efficient strategies for analysis can lead to savings in terms of sample size, trial duration and resources. For a given data set more efficient strategies can lead to greater power for detecting treatment effects and more precise estimates of these effects.
We consider a joint model for a count or a point process response, and a baseline count. The association between the pre-and post-randomization response is modelled by a multiplicative subjectspecific gamma-distributed random effect, and conditional on this, the responses are assumed to arise from a Poisson process. When the duration of follow-up is common across all subjects and interest lies primarily in the multiplicative effect of treatment, a marginal mixed Poisson model is valid for the postrandomization response. However, there can be considerable gains in efficiency realized by the use of a joint or conditional negative binomial model in this setting if there is moderate association between the baseline counts and the response. This in turn means that trials based on joint or conditional analyses may be considerably smaller than those based on a marginal model. The simulation studies reported suggest reasonable robustness to the assumption of a gamma mixing distribution.
We focus on settings in which it is reasonable to assume that the baseline and post-randomization responses arise from the same distribution, and in such settings joint and conditional models are quite natural to consider. For most conditional and joint models, while the estimates of the variance parameters may be quite different, the estimates of the treatment effect will be identical. When trial designs feature selection criteria in terms of the baseline response, joint models must be based on the joint truncated probability mass function of the form p(n i1 , n i2 |n i1 c). It is for this setting that the conditional model p(n i2 |n i1 ) is more appealing since it obviates the need to construct likelihood based on truncated distributions.
We remarked in Section 4.2 that the conditional model we discuss can be used to analyse data from longitudinal studies with repeated measures provided no covariates change over time. It is also quite straightforward to incorporate time-varying covariates, although in this context the likelihood will not reduce to one of the form given in (2.3). Adaptations to deal with the impact of loss to follow-up on design criteria can be achieved by modifying the expectations for N i2 in the Appendix to account for the distribution of the times to withdrawal in the same spirit as Cook (1995) .
For any given application there may be cost trade-offs to consider when weighing the sample size requirements as a function of the threshold for selection. Screening patients for inclusion in the trial will incurr costs and if a large number of subjects must be screened in order to achieve the desired sample size, even a trial involving relatively few patients may be prohibitively expensive. Such trade-offs may require serious consideration but guidelines for evaluating various options are beyond the scope of this paper.
In some settings it is not possible to observe the precise times at which events occur. For example, one might be interested in modelling the development of new tumours in carcinogenicity experiments, but tumours are only identified upon examination by palpation. Newly identified tumours will therefore only be known to have developed at some point between examinations. In rheumatology, counts of damaged joints are often of interest, but these may only be determined at irregularly scheduled clinic visits. For settings such as these Lawless and Zhan (1998) developed an EM algorithm which enables one to fit mixed Poisson models based on piecewise constant baseline rate functions. Based on this algorithm, adaptations of the proposed methodology to handle interval-censored recurrent events would be relatively straightforward.
Crossover trials often feature count or recurrent event responses (e.g. Ng and Cook, 1999) . When mixed Poisson models are utilized in this setting there would still be gains in efficiency by conditioning on any baseline counts. An alternative strategy would be to conduct an analysis conditional on a sufficient statistic for the random effect and eliminate it from the likelihood altogether. This approach, which is only feasible in the absence of selection criteria, is currently under investigation. 
APPENDIX
if n i2 > 0 0 i f n i2 = 0.
If we let N j = (N 1 j , . . . , N m j ) and n j = (n 1 j , . . . , n m j ) denote the vector of the jth random variables and observations respectively for all m subjects, j = 1, 2, we aim to evaluate E N 1 { [E N 2 (I (θ )|n 1 )] −1 }. We note, however, that by the law of large numbers this can be approximated by 
