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ABSTRACT
The amount of cold, molecular gas in high-redshift galaxies is typically inferred from proxies of
molecular hydrogen (H2), such as carbon monoxide (CO) or neutral atomic carbon ([C i]) and molecular
gas mass conversion factors. The use of these proxies, however, relies on modeling and observations
that have not been directly measured outside the local universe. Here, we use recent samples of high-
redshift gamma-ray burst (GRB) and quasar molecular gas absorbers to determine this conversion
factor α[CI] = Mmol/L
′
[CI](1−0) from the column density of H2, which gives us the mass per unit column,
and the [C i](J = 1) column density, which provides the luminosity per unit column. This technique
allows us to make direct measurements of the relative abundances in high-redshift absorption-selected
galaxies. Our sample spans redshifts of z = 1.9− 3.4 and covers two orders of magnitude in gas-phase
metallicity. We find that the [C i]-to-Mmol conversion factor is metallicity dependent, with α[CI] scaling
linearly with the metallicity: logα[CI] = −1.13× log(Z/Z) + 1.33, with a scatter of σα[CI] = 0.2 dex.
Using a sample of emission-selected galaxies at z ∼ 0 − 5, with both [C i] and CO line detections,
we apply the α[CI] conversion to derive independent estimates of the molecular gas mass and the
CO-to-Mmol, αCO, conversion factor. We find a remarkable agreement between the molecular gas
masses inferred from the absorption-derived α[CI] compared to typical αCO-based estimates, which we
confirm here to be metallicity-dependent as well, with an inferred slope that is consistent with α[CI] and
previous estimates from the literature. These results thus support the use of the absorption-derived
α[CI] conversion factor for emission-selected star-forming galaxies and demonstrate that both methods
probe the same universal properties of molecular gas in the local and high-redshift universe.
Keywords: galaxies: high-redshift, ISM, star formation — ISM: abundances, molecules — quasars:
absorption lines — gamma-ray burst: general
1. INTRODUCTION
Cold, molecular gas is the main fuel for star forma-
tion and is a vital component to studying the evolu-
tion of galaxies. However, the most abundant molecule,
molecular hydrogen (H2), cannot be detected routinely
so other molecular gas tracers such as carbon monoxide
(CO) and neutral atomic carbon ([C i]) are used instead
(see Bolatto et al. 2013, for a review). The key to un-
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derstanding star formation at high redshift is thus to
advance these probes of the molecular content used lo-
cally to the high-redshift universe (Solomon & Vanden
Bout 2005; Carilli & Walter 2013).
The conversion between the CO or [C i] luminosity to
the total molecular gas mass have, however, only been
directly constrained in Galactic molecular clouds and for
a few local galaxies (Solomon et al. 1987; Bolatto et al.
2013). The main difficulty in expanding this relation to
high redshift is that the molecular gas mass cannot, in
the large majority of cases, be determined by estimating
(for example) the cloud virial masses. Other approaches
have therefore been applied, but common to them all is
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Figure 1. Schematic illustration of the use of GRBs and quasars as probes of molecular clouds in intervening or host galaxy
absorption systems. The three most abundant molecular species and gas tracers are shown in blue (H2), green ([C i]), and red
(CO). The excited fine-structure transitions of [C i] and the rotational states of CO will emit light from the core of the molecular
cloud, which can readily be detected in emission. As H2 does not have a permanent dipole moment and the lowest rotational
transition above the ground-state is only excited at temperatures far above that typically observed for the cold, molecular
gas-phase, this molecule will only emit weakly, even though it is by far the most abundant. Measuring the relative column
densities of these molecular species and gas tracers in absorption therefore provides an ideal probe of the relative abundances
in molecular clouds.
that they are based on a set of assumptions that have
only been directly measured in the Milky Way or nearby
galaxies, such as universal dust-to-gas ratio scaling re-
lations (Magdis et al. 2011) or a similar high-redshift
relation between gas surface-density and star formation
(Genzel et al. 2012). These are likely valid assumptions
and the overall agreement between the absolute value
and the metallicity evolution of these conversion factors
inferred at high-redshift seems to validate the use of the
locally derived scaling relations (Daddi et al. 2010; Gen-
zel et al. 2012; Magdis et al. 2012). However, this has
not yet been directly verified.
In this Letter, we present a novel technique of esti-
mating the conversion factor for the [C i] luminosity to
total molecular gas mass, α[CI], in high-redshift galaxies.
While CO is still the most extensively surveyed species
in emission (e.g. Tacconi et al. 2013) and typically more
abundant than [C i] (Ikeda et al. 2002), [C i] has some
advantages as a molecular gas tracer, especially at high
redshifts (Papadopoulos et al. 2004; Walter et al. 2011;
Valentino et al. 2018).
For the approach presented here, we do not rely on
any assumptions about the molecular content or locally
derived scaling relations, but derive the conversion fac-
tor directly from observable quantities in gamma-ray
burst (GRB) and quasar absorption-selected galaxies.
We apply the absorption-derived α[CI] conversion fac-
tor to a recent sample of [C i]-emission-detected galax-
ies and demonstrate the feasibility of this technique by
comparing the inferred molecular gas masses to previous
estimates relying on αCO.
2. HIGH-REDSHIFT [C i]-TO-MMOL CONVERSION
In rare cases, H2 and [C i] are detected in absorption-
selected galaxies toward quasars (Srianand et al. 2005;
Jorgenson et al. 2010) and in GRB-host absorption sys-
tems (Bolmer et al. 2019; Heintz et al. 2019). The
GRB-selected host galaxy absorption systems arguably
provide the most robust estimate of the global [C i]-to-
H2 abundance because they probe the central regions
of their host galaxies, which we know for certain to be
star-forming systems. The extremely strong quasar ab-
sorption systems (ES-DLAs), with neutral hydrogen col-
umn densities N(H i) > 1021.7 cm−2, are also proposed
to probe similar low-impact parameters as GRB-host
absorbers (Noterdaeme et al. 2014). Therefore, these
systems are similarly highlighted throughout.
The advantage of detecting H2 and [C i] in absorption-
selected galaxies is that the total and relative abun-
dances of the molecular species and gas tracers can be
directly measured for the molecular clouds (shown vi-
sually in Figure 1), in galaxies at z ∼ 2 − 4 during the
peak of cosmic star formation. In this work, we extract
all known GRB and quasar absorption-line systems with
abundance measurements of both [C i](J = 1) and H2
from our own work and the literature and list them in
Table 1. For each system, the absorption-derived red-
shift and gas-phase metallicity has also been reported as
log(Z/Z) = logN(X)/N(H)− logN(X)/N(H) rela-
tive to solar abundances (Asplund et al. 2009). If mul-
tiple velocity components are detected, indicating indi-
vidual clouds in the host absorption system, we sum the
column densities for that system. We then derive the
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Table 1. Sample Properties of the GRB and Quasar Absorption-line Systems.
Source zabs logN(H2) logN(C i*) log(Z/Z) logα[CI] Refs.
GRB DLAs
120815A 2.358 20.42± 0.08 13.86± 0.15 −1.45± 0.03 2.91± 0.16 (1,2)
121024A 2.302 19.90± 0.17 13.81± 0.10 −0.76± 0.06 2.20± 0.20 (1,3)
150403A 2.057 19.90± 0.14 14.72± 0.54 −1.04± 0.04 1.86± 0.21 (1,4)
181020A 2.938 20.40± 0.04 13.48± 0.06 −1.57± 0.06 3.06± 0.06 (4)
190114A 3.376 19.45± 0.05 13.27± 0.10 −1.23± 0.07 2.43± 0.16 (4)
QSO DLAs
J 1513+0352 2.464 21.31± 0.01 14.60± 0.06 −0.84± 0.23 2.82± 0.06 (5)
J 0843+0221 2.786 21.21± 0.02 13.61± 0.02 −1.52± 0.10 3.71± 0.03 (6)
J 0000+0048 2.526 20.43± 0.02 15.54± 0.14 0.46± 0.45 1.00± 0.14 (7)
J 2225+0527 2.133 19.40± 0.10 13.80± 0.04 −0.09± 0.05 1.71± 0.11 (8)
J 2140−0321 2.340 20.13± 0.07 13.20± 0.04 −1.05± 0.13 3.04± 0.08 (9)
J 0643−5041 2.659 18.54± 0.01 12.47± 0.06 −0.91± 0.09 0.20± 0.23 (10)
J 0816+1445 3.287 18.66± 0.27 13.24± 0.02 −1.10± 0.10 1.53± 0.27 (11)
J 1237+0647 2.690 19.21± 0.13 14.54± 0.02 0.34± 0.12 0.78± 0.13 (12)
J 1439+1117 2.418 19.38± 0.10 14.02± 0.02 0.16± 0.11 1.47± 0.10 (13)
J 0013−0029 1.973 18.86± 1.14 13.37± 0.01 −0.59± 0.05 1.60± 0.33 (14,15)
J 0528−2505 2.811 18.22± 0.12 12.30± 0.10 −0.91± 0.07 2.03± 0.15 (14,15)
J 0551−3638 1.962 17.42± 0.45 13.33± 0.05 −0.35± 0.08 2.25± 0.12 (14,15)
J 1232+0815 2.338 19.57± 0.10 13.43± 0.07 −1.43± 0.08 2.50± 0.17 (14,15)
J 1444+0126 2.087 18.16± 0.14 12.77± 0.09 −0.80± 0.09 2.18± 0.06 (14,15)
Note—References. (1) Bolmer et al. (2019); (2) Kru¨hler et al. (2013); (3) Friis et al. (2015); (4) Heintz et al.
(2019); (5) Ranjan et al. (2018); (6) Balashev et al. (2017); (7) Noterdaeme et al. (2017); (8) Krogager et al.
(2016); (9) Noterdaeme et al. (2015); (10) Albornoz Va´squez et al. (2014); (11) Guimara˜es et al. (2012);
(12) Noterdaeme et al. (2010); (13) Srianand et al. (2008); (14) Srianand et al. (2005); (15) Noterdaeme
et al. (2008).
equivalent [C i] luminosity to molecular gas mass ratio
α[CI] = Mmol/L
′
[CI](1−0), for all absorbers in the sample,
as follows.
The spontaneous emission from the first excited state
of neutral atomic carbon ([C i](J = 1); hence denoted
as C i*) gives rise to the line transition [C i]3P1−3P0
([C i](1 − 0)) at ν10 = 492.161 GHz in the rest frame.
In terms of energy, the line luminosity is then given by
L′[CI](1−0) = h ν10A10 Σ[CI∗], where h is Planck’s con-
stant, ν10 is the line frequency, A10 = 7.93 × 10−8 s−1
is the Einstein coefficient for this transition, and Σ[CI∗]
is the total population in the first excited state. Pho-
tons from stimulated emission might also contribute to
the emitted light, but because the molecular gas is com-
pletely shielded from the far-infrared (FIR) background
radiation we argue that this component is negligible.
We then calculate the total molecular gas mass, which
we define as Mmol = MH2 × fm, where fm = 1.36 to
include the contribution from helium and heavier ele-
ments confined in the molecular region. The metallicity
has only a small effect (. 1%) on this number. Here,
MH2 = mH2ΣH2 , where mH2 is the mass of a single
hydrogen molecule and ΣH2 is the total population of
molecular hydrogen.
We can then define the total molecular gas mass to
the equivalent [C i](1− 0) line luminosity ratio as
Mmol
L′[CI](1−0)
=
mH2 fm ΣH2
h ν10A10 Σ[CI∗]
. (1)
For GRB and quasar absorbers, we directly measure the
column density of elements in the line of sight. The col-
umn density ratio of N(H2) to the first excited tran-
sition of neutral atomic carbon N(C i*) must therefore
be the same as the relative total number population,
so N(H2)/N(C i*) = ΣH2/Σ[CI∗]. Substituting this into
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Eq. 1 yields
Mmol
L′[CI](1−0)
=
N(H2)
N(CI∗)
mH2 fm
h ν10A10
. (2)
Converting these column-density-measured abun-
dance ratios to more typical units, this then becomes
Mmol
L′[CI](1−0)
= 1.30× 10−4 N(H2)
N(CI∗)
M (K km s−1 pc2)
−1
,
(3)
Following the same approach we could in principle
also derive the equivalent second excited [C i](2 − 1)
line luminosity to molecular gas mass ratio. However,
the column density of the second excited fine-structure
transition is often not well-constrained in GRB and
quasar absorption-line analyses, so we here only provide
the results for Mmol/L
′
[CI](1−0).
3. RESULTS
The measurements of α[CI] for the GRB and quasar
absorption-selected galaxies are provided Table 1 and
shown as a function of metallicity in Figure 2. We find
that α[CI] increases with decreasing metallicity, with a
best-fit relation of
logα[CI] = (−1.13±0.19)×log(Z/Z)+(1.33±0.21) (4)
The observed scatter is likely dominated by variations in
the physical properties of each molecular cloud (such as
temperature and density) and the intensity of the ultra-
violet (UV) background field. For comparison, we show
the metallicity evolution of α[CI] as inferred from recent
numerical hydrodynamical simulations for a range of UV
radiation field strengths by Glover & Clark (2016). The
linear metallicity relation of α[CI] found here matches
well with these theoretical expectations. This result is
also reflected in the total [C i]-to-H2 column density ra-
tio, for which we find a best-fit, metallicity-dependent
linear relation of
logN(CI/H2) = (1.06±0.23)×log(Z/Z)−(4.79±0.25)
(5)
from the same sample of absorption-selected galaxies.
This is consistent with the typically adopted constant
abundance ratio of X[CI] = 3 × 10−5 (Papadopoulos &
Greve 2004), but only at solar metallicities.
As an example, from this relation we estimate that
galaxies with stellar masses of log(M?/M) ≈ 10.5
at z ∼ 2.2 (corresponding to solar metallicity abun-
dances following the observed mass-metallicity relation;
Maiolino et al. 2008) would have a conversion factor of
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Figure 2. Absorption-derived metallicity evolution of the
molecular gas mass to [C i] line luminosity. The red squares
denote GRB absorption systems, and the blue symbols rep-
resent absorbers in quasar (QSO) sightlines, where the large
squares denote the extremely strong DLAs (ES-DLAs). The
best-fit linear relation logα[CI] = −1.13 × log(Z/Z) + 1.33
is shown by the black solid line and the error on the fit
is shown by the gray shaded area. The metallicity evolu-
tion of α[CI] for a range of radiation field strengths deter-
mined from numerical hydrodynamical simulations by Glover
& Clark (2016) is shown for comparison. The blue shaded
region shows the range of α[CI] estimated for local galax-
ies (Crocker et al. 2019) or high-redshift galaxies (Valentino
et al. 2018) using the average Galactic conversion factor of
αCO,MW = 4.3M (K km s−1 pc2)−1 (Bolatto et al. 2013).
log(Mmol/M) = logL′[CI](1−0) + (1.33± 0.21) using our
calibration. This is consistent with the observed ratios
between L′[CI](1−0) and molecular gas masses determined
for local galaxies (Crocker et al. 2019) and high-redshift
galaxies (Valentino et al. 2018) using the Milky Way
conversion factor of αCO = 4.3M (K km s−1 pc2)−1
(Bolatto et al. 2013), shown as the blue shaded region
in Figure 2. We are thus able to reproduce the average
Milky Way α[CI] and X[CI] conversion factors at solar
metallicities with this approach.
4. COMPARISON TO αCO
To verify the results and demonstrate the applica-
tion of our new absorption-derived calibration of α[CI]
further, we use the recent sample of emission-selected
galaxies with positive detections of [C i] compiled by
Valentino et al. (2018). This sample includes local,
intermediate- and high-redshift galaxies and quasars
spanning a large redshift range of z ∼ 0 − 5. We re-
moved the sources with significant active galactic nu-
cleus (AGN) contribution to only consider regular star-
forming galaxies in our analysis. To infer the gas-phase
[C i] to molecular gas mass conversion at high redshift 5
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Figure 3. Comparison between α[CI]- and αCO-derived
molecular gas masses. The symbols show all the [C i]-
emitting galaxies selected from the compilation by Valentino
et al. (2018). The colored points show the estimated molec-
ular gas mass assuming a metallicity-dependent conversion
factor of αCO = αCO,MW × 10−1.27 log(Z/Z) from Genzel
et al. (2012), where the gray points represent the same galax-
ies but assuming a constant conversion factor of αCO,MW =
4.3M (K km s−1 pc2)−1 (therefore only offset along the x-
axis). The points are color-coded as a function of gas-
phase metallicity, determined from either the fundamental
plane (Mannucci et al. 2010) or a redshift-dependent mass-
metallicity relation (Maiolino et al. 2008). The dashed line
shows the line of equality.
metallicities for these galaxies, we use the fundamental
relation (FMR; Mannucci et al. 2010) if both the stel-
lar mass and star-formation rate are available (which
is only the case for the galaxies at z ∼ 1.2), or a
redshift-dependent mass-metallicity relation (Maiolino
et al. 2008) for the rest. While there is some uncertainty
related to these scaling relations we note that varying
the stellar mass at a given redshift by ∼ 0.5 dex only
causes a shift in the inferred metallicity of ∼ 0.1 dex.
For the large majority of the galaxies at z & 2.5 in
this sample, only dust masses have been derived. So,
for these we inferred the stellar mass by assuming a
redshift-dependent scaling with the dust mass (Calura
et al. 2017). These are not included in the main analysis,
but are highlighted where appropriate.
We then apply our α[CI] relation to calculate the
molecular gas mass for these galaxies. In Figure 3
we compare our measurements to those derived us-
ing L′CO(1−0), assuming either the metallicity-dependent
conversion factor from Genzel et al. (2012) or a
constant Galactic conversion factor of αCO,MW =
4.3M (K km s−1 pc2)−1 (Bolatto et al. 2013). The
inferred molecular gas masses, using our absorption-
0.4 0.2 0.0 0.2 0.4
log (Z/Z )
0.0
0.5
1.0
1.5
2.0
lo
g 
CO
  [
M
 (K
 k
m
 s
1  p
c2
)
1 ]
Best-fit
Best-fit (w. Mdust)
Genzel+12 (all)
Genzel+12 (z > 1)
Comb. z 0
CO, MW = 4.3
0
1
2
3
4
5
z s
pe
c
Figure 4. Metallicity evolution of αCO for a sample of
0 < z < 5 CO- and [C i]-emitting galaxies. The values of αCO
shown here are derived from the CO(1−0) and [C i](1−0) line
luminosities, the α[CI] conversion and the inferred gas-phase
metallicities, as in Figure 3. The points are color-coded by
redshift. The solid black line shows the best-fit linear rela-
tion which has a slope αCO ∝ (Z/Z)−0.93±0.28 and inter-
cept at Z = Z of αCO = (3.8+0.9−0.7)M (K km s
−1 pc2)−1. In
the plot we also include estimates of αCO for the subset of
z & 2.5 galaxies where the stellar mass was inferred assuming
a redshift-dependent scaling with the dust mass. Including
these points in the fit yield a slightly steeper linear rela-
tion. For comparison, we include independent estimates of
the metallicity evolution of αCO at high-z from Genzel et al.
(2012) and show a range of z ∼ 0 estimates (combining Israel
1997; Leroy et al. 2011; Amor´ın et al. 2016).
derived calibration of α[CI] or the metallicity-dependent
αCO conversion, follow each other closely through three
orders of magnitude in molecular gas mass. The compar-
ison with αCO,MW indicates that assuming an average
Galactic [C i]- or CO-to-H2 constant scaling may system-
atically over-predict the molecular gas mass of massive
galaxies at z ∼ 2, while under-predicting the amount of
molecular gas in low-mass, low-metallicity galaxies that
dominate the high-redshift galaxy population.
We then apply our α[CI] calibration to also exam-
ine CO as a molecular gas mass tracer in an inde-
pendent way. The metallicity dependence of αCO is
expected to be similar to that of α[CI] because [C i]
probes the same, more shielded inner regions of molec-
ular clouds as CO (Ikeda et al. 2002). In Figure 4 we
again show the absorption-derived values of Mmol us-
ing our α[CI] calibration, but now relative to L
′
CO(1−0)
measured for a large subset of the [C i]-emitting galax-
ies, as a function of the inferred gas-phase metallic-
ity. We find that the metallicity evolution of αCO
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is best fit with a slope of αCO ∝ (Z/Z)−0.93±0.28
and an intercept at solar metallicities Z = Z (equal
to 12 + log(O/H) = 8.69; Asplund et al. 2009) of
αCO = (3.8
+0.9
−0.7)M (K km s
−1 pc2)−1, consistent with
the metallicity evolution of α[CI] and the constant and
metallicity-dependent values of αCO estimated for the
Milky Way and local galaxies (Israel 1997; Bolatto et al.
2013). Including the more uncertain measurements
based on the dust mass for the galaxies at z & 2.5, we
find a slightly steeper metallicity evolution with slope
αCO ∝ (Z/Z)−1.41±0.13 and intercept at Z = Z
of αCO = (5.2
+1.2
−0.9)M (K km s
−1 pc2)−1, though more
consistent with previous estimates. We caution that for
these estimates of αCO we rely on a set of assumptions
that were not required to derive α[CI] and the results are
therefore only meant as indicative of the actual under-
lying scaling relations.
5. DISCUSSION
The remarkable consistency between local estimates
and the method presented here for high-redshift galax-
ies, based only on the mass-derived metallicity and the
L′[CI](1−0) measurements, provides further validation of
the absorption-derived calibration of α[CI]. These con-
sistent scaling relations also suggest that the molecular
gas properties and cloud compositions are uniform at
all redshifts, on average, for a given metallicity. More-
over, they support the scenario where both the absorp-
tion and emission measured properties can be used as
representative probes of the molecular gas-phase. Fi-
nally, it also lends credibility to the use of simple galaxy
mass-metallicity scaling relations to infer more accu-
rate molecular gas mass conversion factors for galax-
ies at low and high redshifts. Combining our measure-
ment of αCO with previous literature measurements sug-
gests a common metallicity-dependent conversion factor
of αCO = 4.5 × (Z/Z)−1.4 for star-forming galaxies at
all redshifts.
While GRB and quasar absorption-selected galaxies
by selection do not probe the same field galaxies as
emission-selected surveys, there is recent evidence that
they sample the same underlying star-forming galaxy
population, though typically at the faint, low-mass end
(Kru¨hler et al. 2015; Krogager et al. 2017). Independent
of the nature of the galaxies, simulations seem to sug-
gests that the metallicity is the primary factor regulating
the abundances of [C i] or CO relative to H2 in molecular
clouds (Wolfire et al. 2010; Bolatto et al. 2013; Glover &
Clark 2016). We measure and account for the metallicity
of individual systems directly in the absorption-derived
α[CI] relation. Absorbing galaxies typically also only
show small variations in gas-phase metallicity internally
throughout their interstellar medium (ISM; Izzo et al.
2017), of order 0.02 dex kpc−1 (Christensen et al. 2014).
These considerations and the overall excellent agreement
between the physical properties derived for molecular
clouds in absorption and emission suggests that the line-
of-sight measurements thus provide a good estimate of
the average relative abundances of the molecular gas
tracers in the probed environments of high-redshift star-
forming galaxies.
6. SUMMARY AND OUTLOOK
In conclusion, while the local, constant conversion
factors are an adequate approximation within a factor
of about two for the higher mass, and hence approx-
imately solar metallicity galaxies detected in current
high-redshift galaxy surveys, these should not be applied
uniformly. More accurate theoretical simulations of
galaxies and further samples of fainter galaxies detected
with mm/sub-mm observatories and soon with the next
generation of telescopes, such as the James Webb Space
Telescope, now require more accurate estimates of the
molecular gas mass content for low-metallicity, low-mass
galaxies at all redshifts. This work provides the first di-
rect calibration of the conversion between the [C i] line
luminosity L′[CI](1−0) to the total molecular gas mass for
high-redshift galaxies. This calibration is also specif-
ically sensitive to the metal-poor regime that is dif-
ficult to survey at low redshifts, but is now increas-
ingly being probed by sub-mm observations of low-mass
galaxies that dominate the high-redshift galaxy popu-
lation (Hashimoto et al. 2019). The remarkable consis-
tency between the scaling relations derived here for the
absorption-selected galaxies, compared to that observed
for molecular clouds in the Milky Way and local galaxies,
validates this technique and suggests that the properties
of molecular clouds are ubiquitous both in the local and
high-redshift universe. This universality means that the
metallicity-dependent α[CI] and αCO conversion factors
can be applied at all redshifts.
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