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Abstract
In this dissertation, a nonstandard approach to lifting theory developed by Bliedtner and Loeb is
applied to liftings on topological measure spaces and group measure spaces. A further application
to disintegrations of measures is given.
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Chapter 1: Introduction
1.1. Background
The study of liftings dates back to an existence question asked by Alfred Haar and answered by
John von Neumann (see [7], Preface). Further work on liftings was done by Dorothy Maharam
and Alexandra and Cassius Ionescu-Tulcea. In [8], C. Ionescu-Tulcea examined the connection
between liftings and differentiation bases. Such a connection was used by Jürgen Bliedtner and
Peter Loeb in [3], where they applied nonstandard techniques to characterize the behavior of
functions in L1 on the monads in the density topology, and used that behavior to extend a density
to a lifting. The techniques from [3], along with a limit reduction technique from [2], are used
below to construct strong liftings, translation-invariant liftings, and disintegrations of measures.
1.2. Basic Concepts
Measure theory has more than its share of inconsistent terminology, so it will be useful to have
many terms defined explicitly here for clarity. Also given here are basic conventions, notation, and
results.
1.2.1. Convention: Positive , in the context of the real numbers, always means greater than zero.
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1.2.2. Notation:
i) The symbol´means is defined as or is equal by definition to . It can be used when actively
defining something, or when reiterating that a particular equality holds by definition.
ii) For a set X , P .X/ denotes the power set of X .
iii) For a topological space hX;Ui, B.U/ denotes the family of Borel sets generated byU and
K.U/ denotes theU-compact sets.
iv) For sets A and B , A4B ´ .A n B/ [ .B n A/, the symmetric difference of A and B .
1.2.3. Definitions:
i) A measurable space is a pair hX;Ai comprising a set X and a -algebra A  P .X/
containing ¿. Elements of A are called measurable sets . A measure on hX;Ai is a
countably additive function WA ! Œ0;1 satisfying .¿/ D 0. A measure on X is a
measure on hX;Ai for some (possibly unspecified) -algebra A. A measure space is a
triple hX;A; i where hX;Ai is a measurable space and  is a measure thereon. A finite
measure (or measure space) is one that satisfies .X/ <1.
ii) A negligible set in a measure space hX;A; i is a measurable set N satisfying .N/ D 0.
A complete measure space is a measure space in which every subset of every negligible
set is itself measurable. A property that holds for -almost every x 2 X , or -almost
everywhere on X , is a property that holds off of a negligible set. The prefix  is omitted
when no ambiguity arises. Note that this definition is not equivalent to saying that the set
on which the property does not hold is negligible, but rather that that set is contained in a
negligible set. In a complete measure space, these are equivalent.
iii) Let hX;A; i be a measure space. A measure on hX;Ai that is absolutely continuous with
respect to  is a measure  such that .A/ D 0 whenever .A/ D 0.
iv) An inverse-measure-preserving function between measure spaces hX;A; i and hY;B; i
is a measurable function 'WX ! Y satisfying .B/ D .' 1ŒB/ for every B 2 B.
v) A decomposable measure space is a measure space hX;A; i for which there is a disjoint
family hXi j i 2 I i of measurable sets of finite measure, called a decomposition , such that
a) X D [i2IXi ;
b)A D ˚A  X ˇˇ 8i 2 I; A \Xi 2 A	; and
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c) .A/ DPi2I .A \Xi / for every A 2 A.
vi) A measurable kernel of an arbitrary Y  X in a measure space hX;A; i is a measurable
subset A of Y such that if B is a measurable subset of Y , then .B n A/ D 0.
vii) A measure space that is inner regular with respect to a family C  A is a measure
space hX;A; i such that .A/ D supf.C/ j C 2 C ; C  Ag for every A 2 A. A
measure space that is outer regular with respect C is a measure space hX;A; i such that
.A/ D inff.C/ j C 2 C ; A  C g for every A 2 A. (See 3.1.1(ii) for definitions of these
terms used in a topological context.)
1.2.4. Convention: All measure spaces are assumed to have non-zero measures.
1.2.5. Lemma: If hX;A; i is finite and outer regular with respect to C , then it is inner regular
with respect to fX n C j C 2 C g.
Proof : Let A 2 A, and let " be a positive real number. Let C 2 C satisfy X n A  C and
.C n.X nA// < ". Since C n.X nA/ D An.X nC/, we getX nC  A and .An.X nC// < ",
as needed.
1.2.6. Notation: Let hX;A; i be a measure space.
i)AC denotes the family of measurable sets of positive -measure, Ab denotes the family
of measurable sets of finite -measure, andAbC denotes the family of measurable sets of
positive finite measure.
ii) For A 2 A, A denotes the restriction of  to A; in other words, A.B/´ .A \ B/.
iii) For A;B 2 A, A  B means that .A4 B/ D 0. When no ambiguity arises, A  B is
used in place of A  B .
iv) L1.X;A; / denotes the set of extended-real-valued measurable functions that are bounded
off of a negligible set. This is a vector space with a semi-norm given by
kf k1´ inf
n
˛ 2 R ˇˇ  fx 2 X j ˛ < jf .x/jg D 0o:
When no ambiguity arises, L1 is used in place of L1.X;A; /.
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v) For f; g 2 L1.X;A; /, f  g means that f equals g off of a -negligible set. When
no ambiguity arises, f  g is used in place of f  g.
The following lemma will be useful when working with decomposable measure spaces.
1.2.7. Lemma: If hX;A; i is a decomposable measure space with a decomposition hXi i, then
the following hold.
i) Every Y  X has a measurable kernel.
ii) If a property P holds almost everywhere on every Xi , then it holds almost everywhere on X .
Proof : i) Consider first Yi ´ Y \Xi . For n 2 N, let An;i 2 A be a subset of Yi satisfyingˇˇ
.An;i /   supf.B/ j B 2 A; B  Yi g
ˇˇ
<
1
nC 1 :
Let Ai ´ [nAn;i . Then Ai is a measurable kernel of Yi . Let A´ [iAi , and suppose that C is
a measurable subset of Y . Then C \Xi is a measurable subset of Yi , so ..C \Xi / n Ai / D 0
for every i 2 I . Therefore,
.C n A/ D
X
i2I

 
.C n A/ \Xi
 DX
i2I

 
.C \Xi / n Ai
 D 0;
verifying that A is a measurable kernel of Y .
ii) For each i 2 I , let Ni be a negligible set such that P holds on Xi nNi . Thus, P holds on X
off of [Ni . By the definition of decomposability,

[
i2I
Ni

D
X
i2I
.Ni / D 0;
so X n .[Ni /  X , as needed.
1.2.8. Definition: Let hX;A; i be a measure space, and  a measure on hX;Ai that is absolutely
continuous with respect to . The Radon-Nikodym derivative of  with respect to , or simply
the derivative of  with respect to , is a measurable function d
d
WX ! R such that
.A/ D
Z
A
d
d
.x/ d.x/
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for every A 2 A.
One particular case to note is when  D A for some A 2 A, in which case dA=d  A.
A proof of the following theorem can be found in [16].
1.2.9. Radon–Nikodym Theorem: If hX;A; i is a -finite measure space, and  is a measure
on hX;Ai that is absolutely continuous with respect to , then  has a derivative with respect
to .
1.3. The Nonstandard Framework
In all nonstandard contexts, we work within a sufficiently saturated nonstandard model containing
R as well as all other spaces in question.
1.3.1. Notation: Let hX;Ui be a topological space.
i) For x 2 X ,m.x/ denotes the monad of x inU; that is, m.x/´TfU j x 2 U 2 Ug.
ii) For A  X , st.A/ denotes the standard part of A in the given topology; that is, st.A/´
fx 2 X j m.x/ \ A ¤ ¿g.
iii) A near-standard point in X is a point in the monad of some standard point. A near-
standard set is a subset of X all of whose elements are near-standard.
Robinson showed that a subset A in a topological space hX;Ui is compact if and only if
A  st 1ŒA. Typically, the standard part is used in Hausdorff spaces, where for x 2 X , st.x/
is either empty or is the singleton set containing the unique y 2 X such that x 2 m.y/. We do
not take as a convention here that all topologies are Hausdorff, even though the applications in
Chapter 4 will focus on Hausdorff spaces. A generalization to non-Hausdorff spaces of standard-
part-related techniques with Loeb measures is discussed in [1].
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1.4. The Basics of Liftings
The first definition is that of a density, often called a lower density. There is a corresponding
notion of upper density, but only lower densities are used below, so they will be called simply
densities. Intuitively, densities determine the set of points at which a measurable set has substantial
“presence”.
1.4.1. Definition: A density on a measure space hX;A; i is a function lWA! A satisfying the
following conditions for every A;B 2 A:
i) l.¿/ D ¿ and l.X/ D X ;
ii) l.A \ B/ D l.A/ \ l.B/;
iii) A  B implies l.A/ D l.B/; and
iv) l.A/  A.
1.4.2. Example: The classic example of a density is the Lebesgue density functionD defined on
subsets of the real line by
D.A/´
(
x 2 R
ˇˇˇˇ
lim
"!0C

 
A \ Œx   "; x C "
2"
D 1
)
:
It can be verified directly that this satisfies the first three conditions defining densities. A proof
verifying (iv) that does not involve Lebesgue integration can be found in [15]. Note that this
density does not always satisfy D.A [ B/ D D.A/ [ D.B/. For example, the above limit at
x D 0 is 1=2 for both A D Œ0; 1 and A D R n Œ0; 1, so 0 2 D.R/ D D.Œ0; 1[ .R n Œ0; 1//, but
0 … D.Œ0; 1/ [D.R n Œ0; 1/.
The behavior of D with respect to the point 0 and the sets Œ0; 1 and R n Œ0; 1 can be seen
as a failure ofD to make a choice of which one of the two setsD.Œ0; 1/ orD.R n Œ0; 1/ should
contain 0. If we extend a density so it makes all such choices in a consistent way, we get a lifting.
The concept of liftings also applies to functions, so the next two definitions are given together.
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1.4.3. Definitions: Let hX;A; i be a measure space.
i) A lifting of hX;A; i is a density WA! A satisfying .A[B/ D .A/[.B/ for every
A;B 2 A.
ii) A lifting of L1.X;A; / is a positive linear function WL1.X;A; / ! L1.X;A; /
such that
a) .X / D X ;
b) .f /  f for every f 2 L1.X;A; /;
c) if f  g, then .f / D .g/ for every f; g 2 L1.X;A; /; and
d) .f  g/ D .f /  .g/ for every f; g 2 L1.X;A; /.
Some sources call these multiplicative liftings.
These two types of liftings have a natural association, dealt with in 1.4.7 below. First, though,
we need some basic properties of liftings. The primary goal here is the fourth result, which will be
used when discussing strong liftings.
1.4.4. Basic Properties of Liftings: Let  be a lifting of hX;A; i and  a lifting ofL1.X;A; /.
i) If A  B , then .A/  .B/.
ii) If f  g almost everywhere, then .f /  .g/.
iii) For every f 2 L1.X;A; /, j.f /j  kf k1.
iv) Characteristic functions are mapped by  to characteristic functions, and .¿/ D ¿.
Proof : i) If A  B , then .A/  .A/ [ .B/ D .A [ B/ D .B/.
ii) Suppose f  g almost everywhere. Define a function h 2 L1 by
h.x/´

g.x/   f .x/ if f .x/  g.x/;
0 otherwise.
Then h  0, so .h/  0. Also, f C h  g. Thus, .f /  .f /C .h/ D .f C h/ D .g/.
iii) If f 2 L1 has norm ˛, then by (ii),ˇˇ
.f /
ˇˇ D  jf j  .˛  X / D ˛  X ;
whence j.f /j is bounded by kf k1. In particular,  always chooses a truly bounded representative
from the equivalence class of f .
8 Chapter 1: Introduction
iv) Let A 2 A. Then
.A/ D .A  A/ D .A/  .A/;
so .A/.x/ 2 f0; 1;1g for all x. By (iii), .A/  1, and thus .A/ is a characteristic function.
Finally, by assumption, .X /C .¿/ D .X C ¿/ D .X /, therefore .¿/ D ¿.
1.4.5. Remark: 1.4.4(iii) implies that if x is fixed, then .f /.x/, as a function of f , is a
continuous linear functional on L1.X;A; /.
With the following notation, we can prove that the existence of one type of lifting (of sets or
functions) implies the existence of the other, and that there is a natural bijection between the two
types.
1.4.6. Notation: For a measure space hX;A; i, S.X;A; /, or simply S, denotes the space of
functions of the form
Pn
iD0 ai  Ai where ai 2 R and Ai 2 A. Note that S.X;A; / is a dense
linear subspace of L1.X;A; /.
1.4.7. Theorem: There is a lifting of hX;A; i if and only if there is a lifting of L1.X;A; /.
Proof : First, suppose that  is a lifting of L1.X;A; /. Define a function WA ! A by the
formula
.A/´ ˚x 2 X ˇˇ .A/.x/ D 1	:
This implies that .A/ D .A/. Then .¿/ D ¿ (by the linearity of ), and .X/ D X .
Further,
.A\B/ D .A\B/ D .A  B/ D .A/  .B/ D .A/  .B/ D .A/\.B/;
so .A \ B/ D .A/ \ .B/. Similarly, .A [ B/ D .A/ [ .B/. Finally, note that A4B D
A C B   2A  B , and that ..A// D ..A// D .A/, so
..A/4A/ D .A/C ..A//   2.A/..A// D ¿:
This implies that ..A/4 A/ D 0, and thus  is a lifting of hX;A; i.
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Now suppose that  is a lifting of hX;A; i. Define WS.X;A; /! S.X;A; / by

 nX
iD0
ai  Ai

´
nX
iD0
ai  .Ai /:
This is a bounded positive linear functional satisfying conditions (a), (b), and (c) for a lifting of
L1.X;A; / when the functions f and g come from S. Also,

 mX
iD0
ai  Ai 
nX
jD0
bj  Bj

D 
 nX
jD0
mX
iD0
aibj  Ai\Bj

D
nX
jD0
mX
iD0
aibj  .Ai\Bj /
D
nX
jD0
mX
iD0
aibj  .Ai /  .Bj /
D 
 mX
iD0
ai  Ai

 
 nX
jD0
bj  Bj

;
so it satisfies (d) on S. This function must now be extended to all of L1.
Let f 2 L1, and let hhni be a sequence in S converging in norm to f . Set .f / ´
limn .hn/. This is a function, since if hhni and hh0ni are both sequences converging to f , then
1.4.4(iii), which applies here to  on S, shows that for every x 2 X ,
0  lim
n!1
ˇˇ

 
hn

.x/    h0n.x/ˇˇ D limn!1ˇˇ hn   h0n.x/ˇˇ  limn!1khn   h0nk1 D 0:
This extension is linear and multiplicative (each property being inherited from the original function
WS! S), and is positive because every hn can be taken to be non-negative for any non-negative
f , whence .f /  0. Further,
.f / D lim
n!1 .hn/  limn!1 hn  f:
Finally, if g  f , then .f / D .g/, since any sequence hhni converging to f in L1.X;A; /
also converges to g. Thus,  is a lifting of L1.X;A; /.
10 Chapter 1: Introduction
1.4.8. Definition: The liftings  of hX;A; i and  of L1.X;A; / produced in 1.4.7 are called
associated liftings .
In the next chapter, nonstandard techniques will be used to produce associated liftings.
Standard approaches to producing liftings for complete decomposable measure spaces can be
found for example in [5] and [7]. (The latter also discusses the relationship between lifting and
decomposability in the other direction.) Using 1.4.7, these standard results can be summarized in
the following theorem.
1.4.9. Theorem: If hX;A; i is a complete, decomposable measure space, then there are
associated liftings  of hX;A; i and  of L1.X;A; /.
Proof : See e.g. 341K in [5], and use 1.4.7.
Chapter 2: The Nonstandard Approach to Liftings
The nonstandard approach to liftings outlined in this chapter is a result of the work of Bliedtner
and Loeb done in [3]. Proofs that are omitted here can be found in that article.
2.1. Differentiation Bases
The idea behind the Lebesgue density function (1.4.2) can be generalized to a ratio whose
numerator is an arbitrary measure generated by an element in L1. The limit of this ratio as the
sets shrink in measure in an appropriate way captures the notion of the density of a measure at
a point. If that measure is taken to be the restriction of the reference measure to a measurable
set, then this yields the density of that set at the point, analogous to the behavior of the Lebesgue
density function.
2.1.1. Definitions: Let X be a set, F a filter base on X (in other words, a non-empty, downward-
directed subset of P .X/ n f¿g), and f WX ! R a function.
i) The limits superior and inferior of f with respect to F are defined as follows:
lim sup
x2F2F
f.x/´ inf
F 2F
sup
x2F
f .x/
lim inf
x2F2F
f.x/´ sup
F 2F
inf
x2F
f .x/
ii) The limit of f with respect to F , denoted limx2F2F f.x/, is the number c 2 R such that
for any " > 0, there is some F 2 F such that jf .x/   cj < " for every x 2 F (should such
a number c exist).
11
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Below, these definitions will be applied to measure spaces whereAbC plays the role of X in
the previous definition, and a ratio of measures plays the role of f . First, though, the following
lemma justifies the previous terminology by showing that the usual relationships are satisfied by
these limits and limits superior and inferior.
2.1.2. Lemma: Let X be a set, F a filter on X , and f WX ! R a function. Then limx2F 2F f .x/
exists if and only if lim supx2F 2F f .x/ D lim infx2F 2F f .x/, and in either case,
lim
x2F 2F
f .x/ D lim sup
x2F 2F
f .x/ D lim inf
x2F 2F
f .x/:
Proof : First, suppose that limx2F 2F f .x/ D c, that " > 0, and that F 2 F satisfies the condition
in 2.1.1(ii). Let G be any element in F . Then
sup
x2G
f .x/  sup
x2G\F
f .x/ > c   ";
so supx2G f .x/  c, and thus lim supx2F 2F f .x/  c. Also, for every " > 0, there is some
F 2 F satisfying f .x/ < c C " for every x 2 F , and thus lim supx2F 2F f .x/  c, verifying
the first equality. Similarly,
inf
x2G f .x/  infx2G\F f .x/ < c C ";
so lim infx2F 2F f .x/  c. Also, for every " > 0, there is some F 2 F satisfying f .x/ > c   "
for every x 2 F , so lim infx2F 2F f .x/  c, verifying limx2F 2F f .x/ D lim infx2F 2F f .x/.
Second, suppose that d D lim supx2F 2F f .x/ D lim infx2F 2F f .x/. Let " > 0, and let
F;G 2 F satisfy
sup
x2F
f .x/ < d C " and inf
x2G
f .x/ > d   "
LetH D F \G. ThenH 2 F , and jf .x/ d j < " for every x 2 H , so limx2F 2F f .x/ D d .
2.1.3. Notation:M.X;A; / denotes the convex cone of measures on hX;A; i determined by
integrating non-negative functions in L1.X;A; /.
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2.1.4. Definition: A differentiation basis on hX;A; i with respect toM.X;A; /, or simply
on hX;A; i, is an indexed family F´ hFx j x 2 Xi of filter bases onAbC such that for every
 2M.X;A; /,
lim
F 2F 2Fx
.F /
.F /
D d
d
.x/
for -almost every x 2 X . In terms of the definition in 2.1.1, this is equivalent to saying that for
every " > 0, there is, for almost every x 2 X , an F 2 Fx such thatˇˇˇˇ
.F /
.F /
  d
d
.x/
ˇˇˇˇ
< "
for every F 2 F .
This definition makes sense even in the context of decomposable, non--additive measure
spaces, since the measure  is always taken from M.X;A; /, and thus has, by definition, a
Radon-Nikodym derivative.
The following theorem provides a useful method of verifying whether a family is a differen-
tiation basis. It was proven originally in [2] in the more general context of real-valued functions
on a set of measures on hX;Ai. It is recast here in terms of measures rather than functionals, but
also extended from finite to decomposable measure spaces.
2.1.5. Theorem: Let hX;A; i be a decomposable measure space, and let F D hFx j x 2 Xi be
an indexed family of filter bases onAbC. Then the following are equivalent.
i) For every  2M.X;A; /,
lim
F 2F 2Fx
.F /
.F /
D d
d
.x/
for -almost every x 2 X .
ii) For every C 2 AbC there is a real number r such that for every  2M.X;A; / satisfying
.C / D 0,
lim sup
F 2F 2Fx
.F /
.F /
 r
for -almost every x 2 C .
iii) For every C 2 AbC and every  2M.X;A; / satisfying .C / D 0,
lim
F 2F 2Fx
.F /
.F /
D 0
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for -almost every x 2 C .
Proof : (i)  (ii) Suppose that (i) holds, fix C 2 AbC, and let  2 M.X;A; / satisfy
.C / D 0. Then by 2.1.2,
lim sup
F 2F 2Fx
.F /
.F /
D lim
F 2F 2Fx
.F /
.F /
D d
d
.x/ D 0
for -almost every x 2 C .
(ii)  (iii) Suppose that (ii) holds, and again fix C 2 AbC and let  2 M.X;A; / satisfy
.C / D 0. Note that n   2M.X;A; / and n  .C / D 0 for every positive integer n. Let r 2 R
satisfy
lim sup
F 2F 2Fx
n  .F /
.F /
 r
as in (ii) for every n 2 N. Then
0  lim inf
F 2F 2Fx
.F /
.F /
 lim sup
F 2F 2Fx
.F /
.F /
 r
n
for every n 2 N, so the limits superior and inferior are both zero for -almost every x 2 C .
By 2.1.2,
lim
F 2F 2Fx
.F /
.F /
D 0
for -almost every x 2 C .
(iii)  (i) Let  2 M.X;A; / be determined by the function f . Fix a positive integer n,
and letting k range through N, partition the non-negative real numbers into intervals of the form
I kn ´ Œk=4n; .k C 1/=4n. Let Akn ´ f  1ŒI kn , and note that [nAkn D X . Then
k
4n
 .Akn \ B/  .Akn \ B/ 
k C 1
4n
 .Akn \ B/
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for every B 2 AbC. Thus, for any such B , and any x 2 Akn,
.B/ 
ˇˇˇˇ
.B/
.B/
  f .x/
ˇˇˇˇ
D ˇˇ.B/   f .x/.B/ˇˇ

ˇˇˇˇ
.B/   k
4n
 .B/
ˇˇˇˇ
C
ˇˇˇˇ
k
4n
 .B/   f .x/.B/
ˇˇˇˇ

ˇˇˇˇ
.B n Akn/  
k
4n
 .B n Akn/
ˇˇˇˇ
C
ˇˇˇˇ
.B \ Akn/  
k
4n
 .B \ Akn/
ˇˇˇˇ
C
ˇˇˇˇ
k
4n
  f .x/
ˇˇˇˇ
 .B/
 .B n Akn/C
k
4n
 .B n Akn/C
1
4n
 .B \ Akn/C
1
4n
 .B/:
Dividing the left- and right-most sides of this string of inequalities by .B/ yieldsˇˇˇˇ
.B/
.B/
  f .x/
ˇˇˇˇ
 .B n A
k
n/
.B/
C k
4n
 .B n A
k
n/
.B/
C 1
2n
:
The goal now is to show that the right side of the preceding inequality can be made arbitrarily
small. To apply (iii), however, the sets involved must have finite measure, but the sets Akn need not
have finite measure. By the assumption of decomposability, though, each Akn may be partitioned
into an indexed family of measurable sets hAkn.i/ j i 2 I i of finite measure. For every n, k, and i ,
XnAkn.i/
 
Akn.i/
 D 0 and XnAkn.i/ Akn.i/ D 0:
So, by (iii),
lim
F 2F 2Fx

 
F n Akn.i/

.F /
D lim
F 2F 2Fx
XnAkn.i/.F /
.F /
D 0
and
lim
F 2F 2Fx
k
4n
 
 
F n Akn.i/

.F /
D lim
F 2F 2Fx
k
4n

XnAkn.i/.F /
.F /
D 0
for -almost every x 2 Akn.i/. Thus, for -almost every x 2 Akn.i/, there is some set F 2 Fx
such that ˇˇˇˇ
.F /
.F /
  f .x/
ˇˇˇˇ
<
1
n
for every F 2 F . Since [k;iAkn.i/ D X , it follows from 1.2.7 that for -almost every x 2 X ,
there is some set F 2 Fx such that ˇˇˇˇ
.F /
.F /
  f .x/
ˇˇˇˇ
<
1
n
for every F 2 F , verifying that (i) holds.
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Condition 2.1.5(i) implies, in particular, that for every A 2 A,
lim
F 2F 2Fx
A.F /
.F /
D 1
for almost every x 2 A. This shows that a differentiation basis has one of the key features of the
Lebesgue density function, namely that almost every point in a measurable set is a point of density
of that set. (This property is sometimes called the density theorem. See e.g. [13].)
2.1.6. Definition: Saying that a differentiation basis hFxi is coarser than a differentiation basis
hGxi means that for every x 2 X , the filter generated by Fx is properly contained in that generated
by Gx .
Note that if for every element F 2 Fx , there is a G 2 Gx such that every G 2 G is a subset
of some F 2 F , then hFxi is coarser than hGxi. This is illustrated in the following example, in
which points play the role of sets F 2 F 2 Fx .
2.1.7. Example: Consider a harmonic function on the unit disk. By Fatou’s theorem, a radial
approach to a boundary point produces a limit almost everywhere, but a stronger result shows that
a limit exists even for angular approaches. An element of the radial approach filter is a cofinal
segment of the radius (terminating at, but not containing, the point on the boundary), which is
contained in a wedge from the angular approach filter. The filter generated by sets of radial
segments contains all supersets of sets of wedges. On the other hand, the filter generated by sets
of wedges does not contain all supersets of sets of segments.
In the harmonic function example, the existence of angular limits is stronger than that of only
radial ones. In that sense, limits existing with respect to a coarser differentiation basis provides
us with more information. In 2.1.9, we define the coarsest differentiation basis that has certain
limits specified by means of a zero set mapping, defined next. In 1.4.2, for a fixed A  R, the
limit is 0 or 1 for almost every real number because almost every point is a point of density of A
or R n A. In the context of a differentiation basis, it suffices to specify the zeros that we want in
the following way.
2.1.8. Definition: A zero set mapping ofM.X;A; / is a function WM.X;A; / ! P .X/
such that for every ;  2M.X;A; /, every A 2 A, and every positive real number ˛,
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i) ./ \ ./  .C /;
ii) .˛/ D ./;
iii) .0/ D X ;
iv) if   , then ./ D ¿; and
v) if .A/ D 0, then .A n .// D 0.
The set ./ is called the zero set of . A positive zero set mapping ofM.X;A; / is a zero set
mapping  ofM.X;A; / such that ./ \ ./ D .C / for every ;  2M.X;A; /.
A positive zero set mapping can be used to produce the coarsest differentiation basis that
yields, for every  2M.X;A; /, limits of zero on ./.
2.1.9. Definition: Let  be a positive zero set mapping ofM.X;A; /. For  2 M.X;A; /,
define
F  ´ ˚A 2 Ab ˇˇ .A/ < .A/	
and
Fx ´
˚
F 
ˇˇ
 2M.X;A; /; x 2 ./	:
We call hFxi the optimal differentiation basis on hX;A; i with respect toM.X;A; / and .
(The reason for the word optimal is indicated in 2.1.10.)
2.1.10. Theorem: The optimal differentiation basis is, in fact, a differentiation basis, and is the
coarsest differentiation basis satisfying
./ 

x 2 X
ˇˇˇˇ
lim
F 2F 2Fx
.F /
.F /
D 0

for every  2M.X;A; /.
Proof : This is theorem 5.1 from [3], where a proof can be found. Note that in light of 2.1.5, the
proof in [3] applies in the context of decomposable measure spaces.
The previous definition and theorem show how to construct a differentiation basis from a
positive zero set mapping. One can also go in the other direction, as the following result shows.
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2.1.11. Proposition: Let hFxi be a differentiation basis. For every  2M.X;A; /, define
./´

x 2 X
ˇˇˇˇ
lim
F 2F 2Fx
.F /
.F /
D 0

:
Then  is a positive zero set mapping ofM.X;A; /.
Proof : Properties 2.1.8(ii), (iii), and (iv) follow immediately from the definition. For (i), let
;  2M.X;A; /. Since the filter limit is additive, we get ./C ./  . C /. Since all
of the ratios in question are positive, this also shows that . C /  ./C ./, verifying the
positive version of (i). Finally, suppose that A 2 AbC satisfies .A/ D 0. Then by 2.1.5(iii),
.A n .// D 0, verifying (v).
Finally, a differentiation basis can be used to define a density directly.
2.1.12. Proposition: Let hFxi be a differentiation basis. For every A 2 A, define
l.A/´

x 2 X
ˇˇˇˇ
lim
F 2F 2Fx
A.F /
.F /
D 1

:
Then l is a density on hX;A; i.
Proof : Properties (i) and (iii) from 1.4.1 are clear. Property (ii) follows from the additivity of the
limits. Finally, since dA=d  A, it follows that l.A/  A, verifying (iv).
In the next section, we construct a lifting from a density using a nonstandard approach to the
topology determined by a density.
2.2. The Density Topology
The nonstandard construction of liftings makes use of the nonstandard approach to topology.
Just as continuous functions vary infinitesimally on monads, essentially bounded measurable
functions vary infinitesimally on density monads, with the possible exception of the standard
point in the monad. We can capture the value that a function in L1 “should” have at a standard
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point by looking at its behavior in the density monad of that point, and define a lifting using that
information. Let us start with the definition of the density topology.
2.2.1. Definition: Let l be a density on a complete, decomposable measure space hX;A; i. The
density topology is defined by taking as open the measurable sets A that satisfy A  l.A/. If l
is a lifting, this topology may also be called the lifting topology .
2.2.2. Proposition: The density topology is, in fact, a topology.
Proof : If A;B 2 A are open, then A \ B 2 A and A \ B  l.A/ \ l.B/ D l.A \ B/, so the
open sets are stable under finite intersections. Now let hAi i be a family of open sets with union B .
We must first show that B is measurable. By 1.2.7, B has a measurable kernel A. By definition,
.Ai n A/ D 0, so for every i 2 I , there is a negligible set Ni such that Ai  A [ Ni . Then
l.Ai /  l.A/, so
A  B D
[
i2I
Ai 
[
i2I
l.Ai /  l.A/:
Since A  l.A/, this implies that B  A, and since  is complete, B is measurable. Further,
B 
[
i2I
l.Ai /  l.A/ D l.B/;
so B is open.
Proposition 2.2.2 relies on decomposability only for the existence of a measurable kernel of
the arbitrary union of density-open sets. The same proof holds with or without decomposability,
as long as a measurable kernel exists.
2.2.3. Notation: For a density l on a complete decomposable measure space hX;A; i,
Ex ´
\˚ A ˇˇ A 2 A; x 2 l.A/	:
2.2.4. Proposition:
i) A set A 2 A is open in the density topology if and only if Ex  A for every x 2 A.
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ii) Ex [ fxg is the monad of x in the density topology.
Proof : This is Theorem 6.14 from [3]. The proof is repeated here.
i) Suppose that A is open in the density topology. Then x 2 l.A/ for every x 2 A, so Ex  A.
Now suppose that Ex  A for every x 2 A. If x 2 A, then there is some B 2 A with
B  Ex  A satisfying x 2 l.B/  l.A/, whence x 2 l.A/, verifying that A  l.A/.
ii) If x 2 X , then by (i),
Ex [ fxg D
\˚ A ˇˇ A 2 A; x 2 l.A/	 [ fxg \˚ A j A is open; x 2 A	:
Also, for every A 2 A, since l.A/  A,
A \ l.A/  l.A/ D l.A/ \ l l.A/ D l A \ l.A/  l.A/;
so if x 2 l.A/, then x 2 l.A \ l.A//. This implies that Ex  .A \ l.A//, so again by (i),
.A \ l.A// [ fxg is an open density-neighborhood of x. Finally, this implies that
\˚ A j A is open; x 2 A	 \˚ A ˇˇ A 2 A; x 2 l.A/	 D Ex [ fxg;
so Ex [ fxg is the monad of x in the density topology.
2.2.5. Definition: Let hX;A; i be a measure space with a density l. A function f WX ! R is
essentially close to c 2 R at x when x 2 l ˚y 2 X ˇˇ jf .y/   cj < "	 for every positive real
number ".
We are now ready to describe the behavior ofL1-functions on density monads. As previously
stated, this should be seen as being analogous to the behavior of continuous functions on monads.
2.2.6. Theorem: If f is an arbitrary real-valued function on X , then f is essentially close to c at
x if and only if f .y/ ' c for every y 2 Ex . If f 2 L1.X;A; /, then f is essentially close to
f .x/ for almost every x 2 X .
Proof : This is Proposition 6.17 and Corollary 8.5 in [3].
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We have now captured the measure-theoretically “correct” behavior (with respect to a fixed
density) of L1-functions at almost every point in X . To obtain a lifting from a density, we need
only choose some point in each density monad with a base choice function. (“Base” here refers to
base operators, which are used in the proofs in [3] to which we have referred.) This will choose
the correct behavior whenever there is such a thing, and make arbitrary, but still consistent, choices
everywhere else.
2.2.7. Definition: A base choice function is a function 'WX ! X satisfying '.x/ 2 Ex for
every x 2 X .
2.2.8. Theorem: Let hX;A; i be a complete decomposable measure space with a density l, and
let ' be a base choice function. Then the functions  and  defined by
.A/´ ˚x 2 X ˇˇ '.x/ 2 A	 and
.f /´ st Bf B '
are associated liftings of hX;A; i and L1.X;A; /, respectively. Also, l.A/  .A/ for every
A 2 A.
Proof : That these are, indeed, liftings follows primarily from 2.2.6 and Proposition 6.11 in [3].
Note that .f / is the essential value of f wherever an essential value exists. (By 2.2.6, this is
equal to f almost everywhere.) At all other points—those points x at which f is not essentially
close to any value—the base choice function makes an arbitrary choice, but applies it to all
functions consistently. In particular,  selects a unique representative from each equivalence class
of L1-functions, verifying (c) from the definition of a lifting of L1 in 1.4.3.
That  and  are associated can be verified by seeing that  applied to a characteristic
function A yields .A/. Finally, if x 2 l.A/, then '.x/ 2 Ex  A, so x 2 .A/, verifying
l.A/  .A/.
To close this section, we complete the circle begun in 2.1. In that section, we saw that a
positive zero set mapping produces a differentiation basis, and that a differentiation basis produces
a density. We just saw how a density produces a lifting. The following result shows how to use a
lifting to produce a positive zero set mapping.
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2.2.9. Proposition: If  is a lifting of L1.X;A; /, then the function WM.X;A; /! P .X/
defined by
./´

x 2 X
ˇˇˇ


d
d

.x/ D 0

is a positive zero set mapping.
Proof : Let ;  2M.X;A; / and A 2 A. Then


d
d

.x/C 

d
d

.x/ D 

d
d
C d
d

.x/ D 

d. C /
d

.x/;
so ./ \ ./ D . C /, verifying the positive version of 2.1.8(i). Both 2.1.8(ii) and 2.1.8(iii)
follow immediately from the properties of liftings.
Suppose that   . Then d=d is at least 1 -almost everywhere, so .d=d/  1, and
./ D ¿, verifying 2.1.8(iv).
Finally, suppose that .A/ D 0. Then
0 D .A/ D
Z
A
d
d
.x/ d.x/
D
Z
A\./
d
d
.x/ d.x/C
Z
An./
d
d
.x/ d.x/
D 0C
Z
An./
d
d
.x/ d.x/:
By the definition of ./, d=d > 0 almost everywhere on A n ./, so .A n .// D 0,
verifying 2.1.8(v).
The previous results can be summarized as follows.
2.2.10. Corollary: Let hX;A; i be a complete decomposable measure space. The following are
equivalent:
i) There is a positive zero set mapping of hX;A; i with respect toM.X;A; /.
ii) There is a differentiation basis for hX;A; i with respect toM.X;A; /.
iii) There is a density on hX;A; i.
iv) There is a lifting on hX;A; i.
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What we have shown, among other things, is that differentiation bases, zero set mappings,
densities, and liftings are all equivalent. Given a point in X , a differentiation basis tells us how
much presence measures inM.X;A; / have at that point; given a measure inM.X;A; /, a
zero set mapping tells us the collection of points at which that measure should, in some sense,
disappear; and given a set, a density tells us the points at which that set has significant presence.
Chapter 3: Topology and Algebra
Liftings, just like measures themselves, can interact with additional mathematical structure on a
measure space. In this chapter, we examine interactions with topological and algebraic structures.
Connections between these interactions and differentiation bases have been investigated in [8] and
[14]. Here, we use the approach from [3] discussed in Chapter 2 to give a clear nonstandard path
to the production of strong liftings and translation-invariant liftings.
3.1. Strong Liftings
One interaction between liftings and topologies is a generalization of a property possessed by the
Lebesgue density function (1.4.2) on R with the order topology: every point in an open interval is
a point of density of that interval. Intuitively, if a point is surrounded by a topologically significant
set, then it is also surrounded by a measure-theoretically significant set. This is not true, for
example, when Lebesgue measure is considered on the real line given the discrete topology,
where singleton sets are open (and hence topologically “significant”), but are negligible (measure-
theoretically “insignificant”). The generalized notion is that of a strictly positive measure. A good
lifting in this context (a strong lifting) will be one that preserves topological significance in that
the lifting of an open set contains that open set.
3.1.1. Definitions:
i) A topological measure space is a 4-tuple hX;U;A; i such that hX;A; i is a measure
space and U is a topology on X such that U  A. A measure on a topological space
24
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hX;Ui is a measure on a measurable space hX;Ai for someA containing the open sets.
ii) An inner regular topological measure space hX;U;A; i is one whose underlying mea-
sure space hX;A; i is inner regular with respect to theU-compact sets. An outer regular
topological measure space is one that is similarly outer regular with respect to theU-open
sets. (See 1.2.3(vii).)
iii) A strictly positive topological measure space is a topological measure space hX;U;A; i
such that .U / > 0 for every non-empty U 2 U.
Note that if hX;U;A; i is finite and inner regular, and if compact sets are closed, then it
is outer regular. If it is finite and outer regular, and hX;Ui is compact, then it is inner regular.
Both inner and outer regularity can have the same generality here as in 1.2.3(vii), but here we are
concerned only with the more restricted topological versions.
3.1.2. Definitions: Let hX;U;A; i be a topological measure space.
i) A strong lifting of hX;U;A; i is a lifting  of hX;A; i such that U  .U / for every
U 2 U. Similarly, a strong density is a density l on hX;A; i such that U  l.U / for
every U 2 U.
ii) A strong lifting of L1.X;A; / is a lifting  of L1.X;A; / such that for every f and
every x at which f is continuous, .f /.x/ D f .x/.
Recall the definition of a lifting topology in 2.2.1, which defines the open sets to be those
measurable sets A that satisfy A  .A/. Here, we want to require that that property holds for
open sets in a pre-existing topology. In other words, we want the lifting topology to refineU.
One consequence of the existence of a strong lifting is that every open set is measure-
theoretically significant. (The converse is not true, even with other assumptions on the measure
space, as is discussed below.)
3.1.3. Lemma: If hX;U;A; i has a strong lifting, then  is strictly positive.
Proof : Let  be a strong lifting of hX;U;A; i, and let U be any non-empty open set. Then
U  .U /, so .U / ¤ ¿. If U were negligible, then .U / would be empty, so U is not
negligible.
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Associated liftings of hX;A; i and L1 were discussed in 1.4.7. The following result shows
that the property of being strong is shared by associated liftings.
3.1.4. Proposition: A lifting  of hX;U;A; i is strong if and only if its associated lifting  of
L1.X;A; / is strong.
Proof : First, assume that  is strong, and let U 2 U. Then the function U is continuous at
every point in U , so .U /.x/ D 1 for every x 2 U . Thus, .U/.x/ D 1 for every x 2 U , so
U  .U /.
Now assume that  is strong, that f is continuous at some x0 2 X , and that hhni is a
sequence in S.X;A; / converging in norm to f . For n > 0, let Vn  R be the open interval of
radius 1=n centered at f .x0/, and define the function h0n by
h0n.x/ D

f .x0/ if f .x/ 2 Vn;
hn.x/ otherwise.
Then kf   h0nk1  max
˚
1=n; kf   hnk1
	
, so h0n converges in norm to f . Finally, if U is any
open neighborhood of x0 contained in f  1ŒVn, then x0 2 U  .U /  
 
f  1ŒVn

, so
.f /.x0/ D lim
n!1 
 
h0n

.x0/
D lim
n!1 
 
f .x0/  f  1ŒVn C hn  f  1ŒRnVn

.x0/
D lim
n!1f .x0/  .f  1ŒVn/.x0/C .hn/.x0/  .f  1ŒRnVn/.x0/
D lim
n!1f .x0/  1C 0
D f .x0/;
verifying that  is strong.
In [7], A. and C. Ionescu Tulcea proved that strictly positive Radon measures on locally
compact metrizable spaces have strong liftings. They also posed the question of whether strong
liftings exist without the assumption of metrizability. Ten years later in [12], Viktor Losert
constructed an involved example of a compact Hausdorff space with a strictly positive, inner
regular probability measure that has a lifting (since it satisfies the conditions in 1.4.9) but no strong
lifting.
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Losert’s example shows that assuming that the topology is compact and Hausdorff is insuffi-
cient to produce a strong lifting. In fact, both properties are also unnecessary, as the following
example shows.
3.1.5. Example: Consider N. Define a measure  on N by .A/ ´ Pn2A 2 n 1. Then
hN;P .N/; i is a probability measure space, and the identity function  on P .N/ is a lifting.
Now letU be any non-compact, non-Hausdorff topology on N. For example, letU be the
topology generated by pairs of the form f2n; 2nC 1g. The lifting  is strong with respect toU.
(In fact,  is strong with respect to any topology on N.)
The following proposition characterizes the existence of a strong lifting in terms of a base
choice function, which must always be able to pick an element from the topological monad of
each point.
3.1.6. Proposition: Let hX;U;A; i be a decomposable topological measure space with a
density l. If Ex \m.x/ ¤ ¿ for every x 2 X , then hX;U;A; i has a strong lifting. In standard
terms, if for every x 2 X , every density-open neighborhood of x intersects every topologically
open neighborhood of x, then hX;U;A; i has a strong lifting.
Proof : For every x 2 X , define a base choice function ' so that '.x/ 2 Ex \m.x/. Let  be the
lifting determined by '. In other words,
.A/´ ˚x 2 X ˇˇ '.x/ 2 A	:
Then for every open set U and every x 2 U , '.x/ 2 m.x/  U , so x 2 .U /, whence  is
strong.
The following lemma, which allows us to construct a strong lifting from a strong density,
follows directly from the construction in 2.2.8.
3.1.7. Lemma: If a decomposable topological measure space has a strong density (i.e. a density
whose topology refines the given topology), then it has a strong lifting.
Proof : Suppose that l is a strong lower density. Let  be the lifting created from l using a base
choice function as in 2.2.8. Then U  l.U /  .U /, verifying that  is strong.
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The next theorem is the first of two characterizations of the existence of a strong lifting
in terms of a property of a differentiation basis. Intuitively, given any open neighborhood of a
point x, there should be a collection F 2 Fx all of whose elements have most of their measure in
that neighborhood.
3.1.8. Theorem: A decomposable topological measure space hX;U;A; i has a strong lifting if
and only if it has a differentiation basis hFxi satisfying
lim
F 2F 2Fx
.U \ F /
.F /
D 1
for every open set U and every x 2 U .
Proof : Suppose that  is a strong lifting of hX;U;A; i, and that  is the associated lifting of
L1.X;A; /. Recall that every element ofM.X;A; / has a Radon–Nikodym derivative. Define
a function WM.X;A; /! A by
./´

x 2 X
ˇˇˇ


d
d

.x/ D 0

:
By 2.2.9,  is a zero-set mapping. Fix U 2 U. Since  is a lifting, and dA=d  A for every
A 2 A,
X D .X / D .U C XnU / D 

dU
d

C 

dXnU
d

:
By 1.4.4(iv), this is the sum of characteristic functions. This implies that .U / and .XnU /
partition X . Further, .U /.x/ D 1 for every x 2 U by assumption, so .U /  X n U , and
thus U  .XnU /. Let hFxi be the optimal differentiation basis determined by . Then for every
U 2 U,
lim
F 2F 2Fx
.F n U/
.F /
D 0
for every x 2 U , whence
lim
F 2F 2Fx
.F \ U/
.F /
D 1
for every x 2 U .
Now assume that there is a differentiation basisF D hFxi satisfying the given limit condition.
We may assume thatF is the optimal differentiation basis, since forming that basis preserves limits
equal to zero. Let l denote the density determined by F described in 2.1.12. Then U  l.U / for
every U 2 U. By 3.1.7, there is a strong lifting of hX;U;A; i.
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The word mostly from the intuition mentioned prior to the previous proposition can, in fact,
be eliminated. We can require that elements of F 2 Fx live completely in arbitrarily small
neighborhoods of points in the following sense.
3.1.9. Definition: Let hX;U;A; i be a topological measure space. A locally determined
differentiation basis on hX;U;A; i is a differentiation basis hFxi such that for every x 2 X
and every open neighborhood U of x, there is an element F 2 Fx such that F  U for every
F 2 F .
To obtain a locally determined differentiation basis, we need the following result from [3].
3.1.10. Proposition: Suppose that hX;U;A; i is a complete, decomposable topological mea-
sure space. Suppose also that  is a zero set mapping of M.X;A; / such that for every
 2 M.X;A; /, every x 2 ./, and every open neighborhood U of x, there is a measurable
subset A of U such that .A/ < .A/. Then hX;U;A; i has a locally determined differentiation
basis.
Proof : This is Theorem 5.4 from [3]. The proof is repeated here. Suppose that hX;U;A; i and
 satisfy the given conditions. Let hFxi be the optimal differentiation basis determined by . For
 2M.X;A; / and U 2 U, define
G

U ´
˚
A 2 F  ˇˇ A  U 	
and
Gx ´
˚
G

U
ˇˇ
 2M.X;A; /; x 2 ./; and x 2 U 2 U	:
Then, by the assumption on , every Gx is a filter base that refines Fx , so hGxi is a locally
determined differentiation basis.
3.1.11. Proposition: A decomposable measure space has a strong lifting if and only if it has a
locally determined differentiation basis.
Proof : First, suppose that hFxi is a locally determined differentiation basis. Fix x 2 X , and let U
be an open neighborhood of x. Then there is an F 2 Fx such that F  U for every F 2 F . This
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implies that
lim
F 2F 2Fx
.U \ F /
.F /
D lim
F 2F 2Fx
.F /
.F /
D 1
for every open set U and every x 2 U . By 3.1.8, hX;U;A; i has a strong lifting.
Now suppose that hX;U;A; i has a strong lifting . Let  be the associated strong lifting
of L1.X;A; /, and let  be the zero set mapping defined by
./´

x 2 X
ˇˇˇ


d
d

.x/ D 0

as in 2.2.9. Fix  2 M.X;A; /, x 2 ./, and let U be an open neighborhood of x. If every
A  U satisfies .A/  .A/, then   U , and thus ./  .U /. Since  is strong,


dU
d

.x/ D .U / D .U/.x/ D 1
for every x 2 U , and thus x … ./, a contradiction. Therefore, there must be some measurable
subset A of U satisfying .A/ < .A/. By 3.1.10, hX;U;A; i has a locally determined
differentiation basis. 
In light of Losert’s example, we know that not every differentiation basis is locally determined.
In fact, it gets somewhat worse still, since his example is of a finite inner regular measure on a
Hausdorff space, and thus is also outer regular. Proposition 3.1.13 below shows that such a space
always has a differentiation basis constructed from open sets. This means that, at least in the
presence of outer regularity, there is always a differentiation basis constructed from open sets, but
those sets cannot always be taken to be contained within arbitrarily small neighborhoods of points.
3.1.12. Definition: Let hX;U;A; i be a topological measure space. An open differentiation
basis on hX;U;A; i is a differentiation basis hFxi such that F  U for every x and every
F 2 Fx .
3.1.13. Proposition: Suppose that hX;U;A; i is an outer regular topological measure space. If
it has a differentiation basis, then it has an open differentiation basis.
Proof : Let F D hFxi be a differentiation basis. Outer regularity will be used to construct an open
differentiation basis G by modifying elements of each F without changing any limits. Fix x 2 X
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and  2M.X;A; /. Let ˛ be the measure limit of  at x with respect to  and F. Let " be a
positive real number, and let F 2 Fx satisfy j˛   .F /=.F /j < "=2 for every F 2 F . Since 
is outer regular and  2M.X;A; /,  is also outer regular, so for every F 2 F , there is an open
set U containing F such that .U / and .U / approximate .F / and .F / sufficiently closely
so that j.F /=.F /   .U /=.U /j < "=2. Define G .x; ;F ; "/ to be the collection of all such
open sets for every F 2 F . Now define the following sets:
Gx ´
˚
G .x; ;F ; "/
ˇˇ
 2M.X;A; /;F 2 Fx ; " > 0
	
G ´ ˝Gx ˇˇ x 2 X ˛
The set G must now be shown to be a differentiation basis.
First, every element of G is non-empty, and does not contain the empty set. (Both of these
properties follow from the assumption that F is a differentiation basis.) Now let x 2 X , and let
G .x; ;F ; "/ and G .x; 0;F 0; "0/ be elements of Gx . By assumption, there is an element F in
F \ F 0. Let U be an open set containing F such that
max
( ˇˇˇˇ
.F /
.F /
  .U /
.U /
ˇˇˇˇ
;
ˇˇˇˇ
0.F /
.F /
  
0.U /
.U /
ˇˇˇˇ )
< min
˚
"; "0
	
=2:
By definition, then, U 2 G .x; ;F ; "/ \ G .x; 0;F 0; "0/, so Gx is a filter base.
Second, it must be shown that F and G produce the same measure limits. Fix x 2 X and
 2 M.X;A; /, and let ˛ be the measure limit of  at x with respect to  and F. Let " be a
positive real number, and let F 2 Fx satisfy j˛   .F /=.F /j < "=2 for every F 2 F . Then for
every U 2 G .x; ;F ; "/,ˇˇˇˇ
˛   .U /
.U /
ˇˇˇˇ

ˇˇˇˇ
˛   .F /
.F /
ˇˇˇˇ
C
ˇˇˇˇ
.F /
.F /
  .U /
.U /
ˇˇˇˇ
< ";
so ˛ is also the measure limit of  at x with respect to  and G , verifying that G produces the
same measure limits as F, and thus is a differentiation basis.
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3.2. Translation-Invariant Liftings
In this section, we consider the interaction between liftings and group structure. This leads to
the consideration of translations of sets, and how measures and liftings relate to translation.
Nonstandard conditions sufficient for the existence of translation-invariant liftings are given. We
begin with the definitions of translation-scaling and translation-invariance, the latter in particular
being of primary importance in the literature. As a general rule, the group multiplication symbol
will be omitted when no ambiguity results.
3.2.1. Definitions:
i) A group measure space is a 4-tuple hX;A; ;i such that hX;A; i is a measure space
and  is a group operation on X such that xA 2 A for every x 2 X and every A 2 A.
ii) A translation-scaling measure is a measure  such that for every x 2 X , there is a positive
real number ˛x such that .xA/ D ˛x  .A/ for every x 2 X and every A 2 A. A
translation-scaling group measure space is a group measure space hX;A; ;i such that
 is translation-scaling.
iii) A translation-invariant measure is a translation-scaling measure such that ˛x D 1 for
every x 2 X . A translation-invariant group measure space is a group measure space
hX;A; ;i such that  is translation-invariant.
iv) Suppose that hX;A; ;i is a group measure space. A translation-invariant lifting of
hX;A; ;i is a lifting  of hX;A; i satisfying .xA/ D x.A/ for every x 2 X and
every A 2 A.
3.2.2. Examples: The real line with Lebesgue measure and addition is a translation-invariant
group measure space. The real line, less 0, with Lebesgue measure and multiplication is a
translation-scaling, but not translation-invariant, group measure space.
The next result provides the key non-standard condition for the existence of a translation-
invariant lifting in terms of a base choice function ' associated with a density. If '.xy/ D x'.y/,
then the behavior of ' is determined by its value at any single x 2 X . This value translates to
every other point in X , and consequently translates the behavior of the lifting.
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3.2.3. Proposition: Suppose that hX;A; ;i is a complete, decomposable group measure
space, that l is a density on hX;A; i, and that ' is a base choice function associated with l. If
'.xy/ D x'.y/ for every x; y 2 X , then the lifting  constructed in 2.2.8 is translation-invariant.
Proof : By definition, the lifting  determined by ' is given by the formula
.A/´ ˚x 2 X ˇˇ '.x/ 2 A	:
Thus, to say that .x0A/ D x0.A/ for every x0 2 X and every A 2 A is to say that P D Q,
where
P D ˚x 2 X ˇˇ '.x/ 2 .x0A/	; and
Q D ˚x0x 2 X ˇˇ '.x/ 2 A	:
Suppose first that x 2 P . Then '.x 10 x/ D x 10 '.x/ 2 A, so x D x0x 10 x 2 Q. Suppose
now that x 2 Q. Let x D x0x 0 where x 0 2 X satisfies '.x 0/ 2 A. Then '.x/ D '.x0x 0/ D
x0'.x
0/ 2 .x0A/, so x 2 P .
Recall that a base choice function chooses a value in Ex , the “modified” density monad
(2.2.4). To obtain a base choice function satisfying the condition in 3.2.3, there must be sufficient
overlapping of the translations of the density monads in the following sense.
3.2.4. Theorem: Suppose that hX;A; ;i is a complete decomposable group measure space. If
hX;A; i has a density such that \
x2X
x 1Ex ¤ ¿;
then hX;A; ;i has a translation-invariant lifting.
Proof : Let e denote the group identity. Define '.e/ to be any element of
T
x 1Ex . For every
x 2 X , let '.x/´ x'.e/. Since '.e/ 2 x 1Ex , it follows that '.x/ D x'.e/ 2 Ex , so ' is a
base choice function. Let x; y 2 X . Then '.xy/ D xy'.e/ D x'.y/, so by 3.2.3, the lifting
resulting from ' is translation-invariant.
The ability to produce a translation-invariant lifting knowing something about the density
monads provides a means of producing such a lifting in the case that the density topology on
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hX;i yields a topological group. Note that this does not depend on any pre-existing topology
on X .
3.2.5. Corollary: Suppose that hX;A; ;i is a complete decomposable group measure space. If
hX;A; i has a density such that group multiplication is continuous with respect to the density
topology, then hX;A; ;i has a translation-invariant lifting.
Proof : Since translation is a continuous bijection, it maps density monads to density monads. It
follows that xEy D Exy for every x; y 2 X , so fixing any x0 2 X ,\
x2X
x0x
 1Ex D Ex0 ¤ ¿:
By 3.2.4, hX;A; ;i has a translation-invariant lifting.
The previous corollary provides a straightforward way of seeing how a translation-invariant
density can be extended to a translation-invariant lifting.
3.2.6. Corollary: Suppose that hX;A; ;i is a complete decomposable group measure space. If
hX;A; i has a translation-invariant density, then it has a translation-invariant lifting.
Proof : Suppose that l is a translation-invariant density. Then for every density-open A 2 A and
every x 2 X , xA  xl.A/ D l.xA/, so translation maps open sets to open sets. This suffices
to show that translation is continuous in the density topology, so by 3.2.5, hX;A; ;i has a
translation-invariant lifting.
It is worth noting that none of the previous conditions involve assuming that the measure
is translation-invariant, or even translation-scaling. They rely only on there being sufficient
overlapping of translations of density monads. Continuity of group multiplication with respect to
the lifting topology guarantees complete overlapping, as in 3.2.5, but 3.2.4 suggests that complete
overlapping is unnecessary.
3.2.7. Example: Consider the Lebesgue density function from 1.4.2:
D.A/´
(
x 2 R
ˇˇˇˇ
lim
"!0C

 
A \ Œx   "; x C "
2"
D 1
)
:
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This is translation-invariant for both addition and multiplication, so by 3.2.6 Lebesgue measure
has a lifting that is translation-invariant with respect to both addition on R and multiplication on
R n f0g.
The following is an example of a measure space that is not translation-scaling but has a
translation-invariant lifting nevertheless. It shows that to get a translation-invariant lifting, group
translation can simply be a smooth motion, rather than a rigid motion, since it suffices to preserve
density monads. In particular, a density-homeomorphism f from a measure space hX;A; i to
itself will transfer a density to the measure  B f . This function can stretch the measure in some
places and shrink it in others. The key is that f should preserveAC. In other words, f should
map sets of positive measure to sets of positive measure and negligible sets to negligible sets.
3.2.8. Example: Let hR;A; ;Ci be Lebesgue measure on the real numbers with addition as
the group operation, and let f .x/ D x3. Define a measure  on R by .A/´ .f ŒA/. This
measure is not translation-scaling, since .Œ0; 1/ D 1 and .Œ0; 1C 1/ D .Œ1; 2/ D 7, while
.Œ 1; 0/ D 1 and .Œ 1; 0C 1/ D .Œ0; 1/ D 1.
Also, f transfers the Lebesgue densityD to hR;A; i. (The first two conditions of 1.4.1 are
immediate; the others follow from the fact that f maps negligible sets to negligible sets.) This
implies that group addition on f ŒR maps density monads to density monads, so it is continuous
with respect to the density topology. By 3.2.5, this density is translation-invariant, and by 3.2.6,
there is a translation-invariant lifting.
We end this section by seeing how a translation-scaling measure, along with a translation-
invariant differentiation basis (defined next), can be used to construct a translation-invariant
lifting.
3.2.9. Definition: A translation-invariant differentiation basis is a differentiation basis hFxi
satisfying xFy D Fxy for every x; y 2 X .
3.2.10. Proposition: If hX;A; ;i is a translation-scaling group measure space and hFxi is
a translation-invariant differentiation basis on hX;A; ;i, then hX;A; ;i has a translation-
invariant lifting.
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Proof : For every x0 2 X and every A 2 A,
lim
F 2F 2Fx
.F \ x0A/
.F /
D lim
F 2F 2x0Fx 1
0
x
.F \ x0A/
.F /
D lim
F 2F 2F
x 1
0
x

 
x0.F \ A/

.x0F /
D lim
F 2F 2F
x 1
0
x
˛x0.F \ A/
˛x0.F /
D lim
F 2F 2F
x 1
0
x
.F \ A/
.F /
Let l be the density determined by hFxi as defined in 2.1.12. It then follows that
x 2 l.x0A/ ” x 10 x 2 l.A/ ” x 2 x0l.A/:
By 3.2.6, hX;A; ;i has a translation-invariant lifting.
Chapter 4: An Application to Disintegrations
Liftings can be used to construct disintegrations of measures (defined in 4.2.1). The approach here
uses Loeb measures, discussed in the next section, to convert additive functions into measures.
4.1. Loeb Measures
Loeb measures were introduced in [10] by Peter Loeb as a means to construct a standard measure
on an internal set from an internal additive function on an internal algebra. This section summarizes
this method as presented in [11], and then discusses what can be done when the internal starting
point is the nonstandard extension of a standard measure space.
Our setup for constructing Loeb measures is as follows. Let Z be a non-empty internal set, C
an internal algebra on Z such that ¿ 2 C , and  an internal additive function on C taking values
in Œ0; r for some r 2 R. Let N be the set of all subsets N (internal or external) of Z such that
inf
˚ ı .C/ ˇˇ C 2 C ; N  C 	 D 0:
4.1.1. Lemma:
i) N is a  -algebra.
ii) A subset of an element of N is itself an element of N .
iii) If hDni is a pairwise-disjoint sequence of subsets of Z each with a corresponding set Cn 2 C
satisfying Cn 4Dn 2 N , then there is a pairwise-disjoint sequence hC 0ni in C satisfying
C 0n 4Dn 2 N for every n 2 N.
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Proof : i) Suppose that hNn j n 2 Ni is a sequence of elements of N , and let " be a positive
real number. For each n 2 N, let Cn 2 C satisfy Nn  Cn and ı .Cn/ < "=2n. Then, by
saturation, there is a C 2 C containing every Cn satisfying  .C/ < ". Thus, [Nn  [Cn  C ,
so [Nn 2 N .
ii) This is immediate from the definition.
iii) For every n 2 N, let C 0n ´ Cn n .C0 [ : : : [ Cn 1/. Then
Dn 4 C 0n D Dn 4
 
Cn n .C0 [ : : : [ Cn 1/
  n[
iD0
Ci 4Di 2 N ;
so by (ii), hC 0ni is the desired sequence.
4.1.2. Definitions:
i) CL is the set of allD  Z such that C 4D 2 N for some C 2 C .
ii) ForD  Z,  L.D/´ ı .C/ where C 2 C and C 4D 2 N .
4.1.3. Theorem (Loeb): The triple hZ;CL;  Li is a complete measure space such that C  CL.
Proof : First, it will be shown that CL satisfies the stated properties. Every C 2 C satisfies
C 4 C 2 N , so C  CL. In particular, Z 2 CL. To show that CL is a -algebra, we first show
that it is an algebra. Suppose thatD andD 0 are elements of CL and C and C 0 are elements of C
satisfyingD 4 C 2 N andD 0 4 C 0 2 N . Then
.C n C 0/4 .D nD 0/ D  .C \ C 0c/ \ .Dc [D 0/ [  .D \D 0c/ \ .C c [ C 0/
 .C \Dc/ [ .C c \D/ [ .C 0 \D 0c/ [ .C 0c \D 0/
D C 4D 2 N ;
so .D nD 0/4 .C n C 0/ 2 N . Therefore,D nD 0 2 CL. Similarly,
.C \ C 0/4 .D \D 0/ D  .C \ C 0/ \ .Dc [D 0c/ [  .D \D 0/ \ .C c [ C 0c/
 .C \Dc/ [ .C c \D/ [ .C 0 \D 0c/ [ .C 0c \D 0/
D C 4D 2 N ;
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soD \D 0 2 CL. Thus, CL is an algebra.
To show that CL is a -algebra, it now suffices to show that it is stable under countable
disjoint unions. Let hDni be a sequence of pairwise-disjoint sets in CL, and for each n 2 N, let
Cn 2 C satisfy Cn 4 Dn 2 N . By 4.1.1(iii), we may assume that hCni is a pairwise-disjoint
sequence. Let s´P1nD0 ı .Cn/. Then
s D lim
k!1
kX
nD0
ı .Cn/ D lim
k!1
ı 
 k[
nD0
Cn

 r:
Then, by saturation, there is a C 2 C containing every Cn satisfying  .A/ < s C 1=k for every
positive integer k, so  .C/ ' s.
Let " be a positive real number, and let k 2 N satisfy s < ı .C 0
k
/ C ", where C 0
k
´
C0 [ : : : [ Ck . Then
C 4 .[Cn/ D C n .[Cn/  C n Ck 2 C ;
and  .C n C 0
k
/ ' s   ı .C 0
k
/ < ", so C 4 .[Cn/ 2 N . Finally, by 4.1.1,
C 4 .[Dn/ 
[
.Cn 4Dn/ [
 
C 4 .[Cn/
 2 N ;
so C 4 .[Dn/ 2 N . This proves that [Dn 2 CL, verifying that CL is a  -algebra.
Next, we must show that  L is a measure on hZ;CLi. First, it must be shown to be a function.
LetD  Z, and suppose that C and C 0 are elements of C such that bothD4C andD4C 0 are
elements of N . Then
C 4 C 0  .C 4D/ [ .C 0 4D/ 2 N ;
so C 4 C 0 2 N . Further,  .C 4 C 0/ ' 0, since C 4 C 0 2 C . Therefore,
 .C/ '  .C/    .C n C 0/C  .C 0 n C/
D   C n .C n C 0/ [ .C 0 n C/
D  .C 0/;
so ı .C/ D ı .C 0/, verifying that  L is a function. To show that it is -additive on CL, let
hDni, hCni, and C be as before. Then
 L.[Dn/ D ı .C/ D s D
1X
nD0
ı .Cn/ D
1X
nD0
 L.Cn/;
completing the proof.
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4.1.4. Definition: hZ;CL;  Li is called the Loeb measure space associated with hZ;C ;  i.
For a standard measure space hX;A; i (or even a tuple where  is merely additive), we write
hX;AL; Li for the Loeb measure space associated with hX;A; i.
Loeb measures can be defined without assuming that the values of the internal additive
function  are bounded by an element in R, but we only use them in that case. This has the benefit
of the next result, where we convert an outer regular measure (with respect to the algebra C), as
the Loeb measure proves to be, into an inner regular measure.
4.1.5. Proposition: A Loeb measure space hZ;CL;  Li is inner regular with respect to C .
Proof : Suppose thatD 2 CL. Then, by definition, there is a C 2 C such thatD 4 C 2 N . This
in turn means that for every positive real number ", there is an E 2 C such that D 4 C  E
and  .E/ < ". Since D  C [ E, we can approximate  L.D/ from above by elements of C .
It follows that hZ;CL;  Li is outer regular with respect to C . By 1.2.5, it is inner regular with
respect to fX n C j C 2 C g D C .
We now want to know what can be said about the Loeb measure spaces associated to
nonstandard extensions of standard additive functions on standard measurable spaces.
4.1.6. Definition: A regular topological space is one in which points are closed and any point x
and any closed set C not containing x can be separated by disjoint open sets. Note that by this
definition, a regular space is Hausdorff. A regular topological measure space is a topological
measure space hX;U;A; i such that hX;Ui is regular.
W. A. J. Luxemburg has shown (see e.g. [11]) that in a regular topological space hX;Ui, if
A is an internal near-standard subset of X , then stŒA is compact. This fact will be used in the
following theorem to get an inner regular measure on a topological space using the inverse standard
part map and a Loeb measure. This will allow us to convert additive functions on measurable
spaces into true measures. See [1] and [9] for more general discussions of obtaining standard
measures on standard spaces using the Loeb measure construction. The proof of inner regularity
below is essentially that from [9].
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4.1.7. Theorem: Suppose that hX;Ui is a regular topological space, and that for some r 2 R,
 W B.U/! Œ0; r is an internal additive function. Then there is a  -algebraA on X containing
B.U/ such that the function WA! R defined by
.A/´  L
 
st 1ŒA

is a (standard) complete inner regular measure on hX;Ui.
Proof : It is shown in [9] that every element of fst 1ŒB j B 2 B.U/g is  L-measurable. This
means, in particular, that ´  L B st 1 is a measure on the measurable space hX;B.U/i. We
may complete this measure, thereby obtaining a -algebra A extending B.U/. (Note that the
complete measure is still given by the formula  L B st 1, since subsets of negligible sets in B.U/
will be mapped to subsets of  L-negligible sets in B.U/L.)
To show that  is inner regular, it suffices to show that it is inner regular on B.U/. Note that
every subset of st 1ŒB is near-standard for every B 2 B.U/. Additionally, by regularity, stŒC  is
compact for every internal near-standard C  X . In particular, if C 2 B.U/ and C  st 1ŒB,
then stŒC  2 K.U/ and stŒC   B , so
.B/´  L
 
st 1ŒB
 D sup˚ L.C / ˇˇ C 2 B.U/; C  st 1ŒB	 (by 4.1.5)
 sup
n

 
st 1

stŒC 
 ˇˇˇ
C 2 B.U/; C  st 1ŒB
o
 sup
n

 
st 1ŒK
 ˇˇˇ
K 2 K.U/;K  B
o
 .B/;
verifying that  is inner regular.
4.2. Disintegrations
We now come to the definition of a disintegration. We use the following as given in [6].
4.2.1. Definitions: Let hX;A; i and hY;B; i be measure spaces.
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i) A disintegration of  over  is a collection hy j y 2 Y i of measures on X such that for
every A 2 A,
.A/ D
Z
Y
y.A/ d.y/:
This implies that for every A 2 A, the domain of y contains A for -almost every y 2 Y ,
and y.A/ is a measurable function of y defined -almost everywhere.
ii) Let  WX ! Y be an inverse-measure-preserving function. A disintegration consistent with
 is a disintegration such that for every B 2 B, y. 1ŒB/ D 1 for -almost every y 2 B .
A disintegration strongly consistent with  is one satisfying y. 1.y// D y.X/ D 1 for
-almost every y 2 Y .
Let us start with an example that shows the connection between disintegrations and the Fubini
theorem in the case of product measure spaces.
4.2.2. Example: Let hZ;C ; i be the product measure space formed from two complete measure
spaces hX;A; i and hY;B; i. By Fubini’s theorem, for each C 2 C ,
.C / D
Z
Z
C .´/ d.´/ D
Z
Y
Z
X
C .x; y/ d.x/

d.y/ D
Z
Y

 
C Œy

d.y/:
Setting y.C / ´ .C Œy/, the -measure of the y-section of C , yields a disintegration of 
over . Further, let  WZ ! Y be the projection map. If .X/ D 1, then  is inverse-measure-
preserving, and for every y 2 Y ,
y
 
 1.y/
 D  . 1.y//Œy D .X/ D 1;
so this disintegration is strongly consistent with  .
The next result deals with the simple but illustrative case of finite measures over finite sets. It
shows that the measures that form a disintegration can be seen as ratios: y.A/ is the percentage
of  1.y/ that is contained in A.
4.2.3. Proposition: If hX;P .X/; i and hY;P .Y /; i are finite measure spaces over finite sets,
and  WX ! Y is an inverse-measure-preserving function, then there exists a disintegration of 
over  strongly consistent with  .
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Proof : Define y WP .X/! R by
y.A/´


 
A \  1.y/
.y/
if .y/ ¤ 0;
0 otherwise.
Then for every A  X ,
.A/ D
X
y2Y

 
A \  1.y/ D X
y2Y
y
 
A \  1.y/.y/ D Z
Y
y.A/ d.y/;
so hyi is a disintegration of  over . Further, for every y 2 Y with .y/ ¤ 0,
y
 
 1.y/
 D   1.y/
.y/
D 
 
X \  1.y/
.y/
D y.X/ D 1;
so the disintegration is strongly consistent with  .
The case of finite sets glosses over two significant issues. First, additivity here is the same as
countable additivity, so producing a measure is fairly simple. Second, since the only points that
contribute to the measure are atoms, we can always normalize by the measures of points to get
y to be the desired probability measure. In general, however, there will be points of measure
zero that contribute to the measure in the way that individual real numbers contribute to Lebesgue
measure, so we may not treat them so dismissively. A differentiation basis allows us to make sense
of the idea of what “percentage” of  1.y/ is contained in a set A. Instead of dividing by .y/,
we can begin our construction of the measures y by replacing

 
A \  1.y/
.y/
with lim
F 2F 2Fy

 
A \  1ŒF 
.F /
:
The additional complications in this case are dealt with in the following results. First, the filter
limit above is captured by defining measures A whose Radon-Nikodym derivatives are equal
almost everywhere to those limits. Next, an “additive” disintegration (one using additive functions
instead of measures) is created by applying a lifting to these derivatives to make them additive.
Last, using the results from 4.1, these additive functions are converted into measures satisfying the
desired properties. First, let us define A.
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4.2.4. Proposition: Suppose that hX;A; i is a complete,  -finite measure space. Also suppose
that hY;B; i is a measure space, and that  WX ! Y is inverse-measure-preserving. Then for
every A 2 A, the function AWB ! R defined by
A.B/´ 
 
A \  1ŒB
is a measure that is absolutely continuous with respect to . Further, dA=d 2 L1.Y;B; /.
Proof : It follows from the definition that A is a measure. Let B 2 B satisfy .B/ D 0. Since
 is inverse-measure-preserving, A.B/  . 1ŒB/ D 0, so A is absolutely continuous with
respect to .
By 1.2.9, A has a Radon-Nikodym derivative. For any B 2 B,l
B
dA
d
.y/ d.y/ D A.B/
D  A \  1ŒB
 . 1ŒB/
D .B/
D
Z
B
1 d.y/:
This shows that dA=d is bounded almost everywhere by 1, and thus is in L1.Y;B; /.
It follows from the definition that
dA=d  lim
F 2F 2Fx

 
A \  1ŒF 
.F /
:
Using the properties of dA=d from 4.2.4, we can produce an “additive” disintegration that has
several particular properties that are used in 4.2.6 to produce a disintegration.
4.2.5. Proposition: Suppose that hX;U;A; i is a complete, -finite, inner regular topological
measure space. Also suppose that hY;B; i is a measure space with a lifting  and an associated
lifting  of L1.Y;B; /, and that  WX ! Y is inverse-measure-preserving. Then for every
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y 2 Y , the function  y WA! R defined by  y.A/´ .dA=d/.y/ is a non-negative additive
function satisfying the following for every A;A0 2 A and B 2 B:
i) if A  A0, then  y.A/   y.A0/ for every y 2 Y ;
ii) .A/ D R
Y
 y.A/ d.y/;
iii) if .A/ D 0, then  y.A/  0;
iv)  y.A/  sup
˚
 y.K/
ˇˇ
K 2 K.U/;K  A	; and
v)  y
 
 1ŒB
 D .B/.y/. In particular,  y.X/ D 1 for every y 2 Y .
Proof : By 4.2.4, there is a Radon-Nikodym derivative of A with respect to  that is an element of
L1.Y;B; /, so  y is defined. Let A;A0 2 A with A  A0. Since dA=d  dA0=d almost
everywhere,  y.A/   y.A0/, verifying (i). In particular, ¿ D d¿=d  dA=d for every
A 2 A, so every  y is non-negative. Now let A;A0 2 A be disjoint. Then for every B 2 B,Z
B
dA[A0
d
.y/ d.y/ D A[A0.B/
D  .A [ A0/ \  1ŒB
D  A \  1ŒBC  A0 \  1ŒB
D A.B/C A0.B/
D
Z
B
dA
d
.y/ d.y/C
Z
B
dA0
d
.y/ d.y/:
Thus,
dA[A0
d
 dA
d
C dA0
d
;
and so  y is additive. Further,Z
Y
 y.A/ d.y/ D
Z
Y
dA
d
.y/ d.y/
D A.Y /
D  A \  1ŒY 
D .A/;
verifying (ii). Since every  y is non-negative, this also implies (iii) directly.
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Now fix A 2 A, and let hKni be a sequence of compact sets such that Kn  A and
.A/ D sup.Kn/. ThenZ
Y
 y.A/ d.y/ D .A/ D sup
n
.Kn/
D sup
n
Z
 y.Kn/ d.y/

Z
sup
n
 y.Kn/ d.y/

Z
 y.A/ d.y/:
It follows from (i) that  y.A/  sup
˚
 y.K/
ˇˇ
K 2 K.U/;K  A	, verifying (iv).
Finally, fix B 2 B. For any C 2 B,l
C
d 1ŒB
d
.y/ d.y/ D  1ŒB.C /
D   1ŒB \  1ŒC 
D .B \ C/
D
Z
C
B.y/ d.y/:
Thus,
d 1ŒB
d
 B ;
so y. 1ŒB/ D .B/.y/. In particular, y.X/ D Y .y/ D 1 for every y 2 Y , verifying (v).
We are finally ready to construct a disintegration by using Loeb measures to convert the
additive functions  y from the previous result into measures y . This is done, in effect, by
changing the functions  y on negligible sets in the sense that  y.A/  y.A/ for every A 2 A.
(The use of compact sets for this purpose is inspired by [6].) We cannot guarantee little change
between y and  y for a fixed y. Also, we cannot guarantee that the measures y in the
disintegration are defined on the full -algebraA. See [4] for an example using the Continuum
Hypothesis in which the measures cannot all be defined on the original  -algebra.
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4.2.6. Theorem: Suppose that hX;U;A; i is a complete, finite, inner regular topological measure
space such that hX;Ui is a compact Hausdorff space. Suppose also that hY;B; i is a measure
space with a lifting , and that  WX ! Y is inverse-measure-preserving. Then there exists a
disintegration hyi of  over  consistent with  such that every y is a complete inner regular
probability measure on hX;Ui.
Proof : Let  y be the function defined in 4.2.5. Let ‰y be the Loeb measure on hX;B.U/i
corresponding to  y restricted to the Borel sets. For A  X , let
y.A/´ sup
˚
‰y.C /
ˇˇ
C 2 B.U/; C  st 1ŒA	:
Since hX;Ui is compact and Hausdorff, it is regular, so by 4.1.7, y is a complete inner regular
measure on hX;Ui.
To show that every y is a probability measure, let K 2 K.U/. Then K  st 1ŒK, so
y.K/  ‰y.K/ D  y.K/:
In addition, since X itself is compact, st 1ŒX D X , so
y.X/ D sup
˚
‰y.C /
ˇˇ
C 2 B.U/; C  st 1ŒX	
D sup˚‰y.C / ˇˇ C 2 B.U/; C  X 	
 ‰y.X/
D  y.X/:
This, with 4.2.5(v), yields y.X/ D  y.X/ D 1, so every y is a probability measure.
It must now be shown that y.A/   y.A/ for every A 2 A. First, we must show
that for a fixed A 2 A, y.A/ is defined for almost every y 2 Y . Let A 2 A, and for every
n 2 N, let Un 2 U and Kn 2 K.U/ satisfy Kn  A  Un and .Un nKn/ < .nC 1/ 1. Let
C ´ .\Un/ n .[Kn/, a Borel set. Then .C/ D 0, so by 4.2.5(iii),  y.C /  0. It was shown
above that y.K/   y.K/ for every y 2 Y and every compactK  X . Since y.X/ D  y.X/
for every y 2 Y , this also implies that y.U /   y.U / for every y 2 Y and every open set U . It
follows that y.C /   y.C / for every y 2 Y , so y.C /  0. Since every y is complete, and
[Kn  A  \Un, almost every y measures A, as needed.
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By 4.2.5(iv), for any A 2 A,
y.A/ D sup
KA
y.K/  sup
KA
 y.K/   y.A/;
remembering that y.A/ is defined for almost every y. Therefore,
 y.X/ D  y.A/C  y.X n A/  y.A/C y.X n A/ D y.X/ D  y.X/
for almost every y 2 Y . It follows that y.A/   y.A/. Since hY;B; i is complete, y.A/ is
a measurable function of y, and
.A/ D
Z
Y
y.A/ d.y/;
so hyi is a disintegration of  over  into complete inner regular probability measures on hX;Ui.
Finally, let B 2 B. By 4.2.5(v), for almost every y 2 B ,
y
 
 1ŒB
 D  y  1ŒB D .B/.y/ D 1;
verifying that the disintegration is consistent with  .
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