Abstract. In this paper we study the general diffusion equations with nonmonotone diffusion flux. We prove that certain geometric structures of a general nonmonotone flux function ensure the existence of infinitely many Lipschitz solutions to the diffusion equation. Relevant structures are characterized by certain bounded open sets satisfying the so-called chord condition and sufficient conditions for such sets are also given. Our method relies on a modification of the convex integration and Baire's category methods.
Introduction
Convex integration is a powerful method developed by Gromov [10] for studying partial differential relations in geometry and topology. Müller anď Sverák [15] have successfully adapted the method to the study of phase transition and microstructure for elastic solids as pioneered in the work of Ball and James [1] and Chipot and Kinderlehrer [3] . Such a study is closely related to the study of Lipschitz or Sobolev solutions of first-order partial differential relations of the form (1.1) H(y, w(y), ∇w(y)) = 0, where w :
, and H(y, w, ξ) is a given function; in the application, H is encoded with all material properties of the elastic solid. In the meantime, Dacorogna and Marcellini [6, 7, 8] , following some earlier ideas of ordinary differential inclusions (when d = 1), have extensively studied the problem (1.1) using the Baire's category method. Both convex integration and Baire's category methods rely on the similar scheme of approximations by certain relaxed (often open) relations (see also [17, 21] ) and have made remarkable applications in many directions, including counterexamples to elliptic regularity [16] , quasiregular mappings [19, 20] , and, more recently, the Euler equation [9] , the porous media equation [4] and the active scalar equation [18] . The methods of convex integration and Baire's category were first introduced by Zhang [22, 23] and later developed by Kim and Yan [11, 12, 13] to study the nonparabolic diffusion equation
where Ω is a bounded domain in R n , 0 < T < ∞, σ : R n → R n is a given continuous function representing the diffusion flux, and u = u(x, t) is the unknown scalar function, with Du and u t being the spatial gradient and time derivative of u, respectively. Recall that (1.2) is called parabolic if σ is monotone; that is, (σ(q)−σ(p))· (q − p) ≥ 0 for all p, q ∈ R n . Parabolic equations of the form (1.2) have been extensively studied in the theory of monotone operators and quasilinear parabolic equations; see e.g., [2, 14] . For a general diffusion function σ, we say that a function u is a Lipschitz solution of (1.2) if u ∈ W 1,∞ (Ω T ) and
The pivotal idea for constructing Lipschitz solutions of (1.2), as streamlined in [11, 12, 13, 22, 23] , is to reformulate the diffusion equation as a nonhomogeneous first-order partial differential relation,
for w = (u, v) ∈ R N and ξ = p r B β ∈ M N ×N ; here, the block notation for ξ ∈ M N ×N is consistent with the notation ∇w = Du u t Dv v t . Clearly,
Any Lipschitz solution w = (u, v) of (1.3) or (1.4) gives rise to a Lipschitz solution u of (1.2). However, due to the fact that div v cannot control Dv if n ≥ 2, a full convex integration of (1.4) for solution w in W 1,∞ (Ω T ; R N ) seems impractical because the function v may not be Lipschitz. Furthermore, the constraint div v = u makes the system (1.4) not an open relation, and thus all the existing existence results based on open relations in [6, 7, 8, 17, 21] are not applicable to (1.4). The main purpose of this paper is to elucidate the general principle that certain geometric structures of the nonmonotone flux function σ ensure the existence of infinitely many Lipschitz solutions to (1.2) through a modification of the convex integration and Baire's category methods. Unlike [11, 12, 13] , here we do not assume σ to be in a special form of σ(p) = f (|p|)p and do not handle the initial-boundary value problems as studied there.
To characterize the relevant geometric structures of σ, we introduce the following condition for a set Σ ⊂ R n × R n .
We now state our main result.
Then, there exists a sequence u j of Lipschitz solutions of equation
We remark that under the assumption of the theorem one can always find functionsū,v satisfying (1.6) such thatū is not a Lipschitz solution of (1.2); therefore, the equation (1.2) is not stable under Lipschitz convergence. For example, let (p, β) ∈ Σ and defineū andv = (v 1 , . . . ,v n ) bȳ
Then, for sufficiently small ǫ = 0, (1.6) holds andū is not a solution of (1.2). The paper is organized as follows. In Section 2, we prove a general existence theorem under a pivotal density assumption; the result sets up the framework for the proof of Theorem 1.1. In Section 3, we present some useful results on convex integration with linear constraint and right-inversion of the divergence operator; the proof of these results can be found in [11] . In Section 4, we construct the admissible set of subsolutions under the framework of Section 2. In Section 5, we prove Theorem 1.1 by establishing the density theorem based on a Vitali covering argument, which is different from the ones used in [11, 12, 13] . Finally, in Section 6, we give a sufficient condition for the set Σ as required in Theorem 1.1.
The general existence theorem
We establish an existence theorem under a pivotal density assumption; the result is slightly different from [11, Theorem 3.3] and sets up the general framework for the proof of Theorem 1.1. (Ω T ). Assume, for each ǫ > 0, there exists a subset
(Ω T ). We consider (X , L ∞ ) as a complete metric space. By the density assumption, U ǫ is also dense in (X , L ∞ ). Let N = n + 1 and Y = L 2 (Ω T ; R N ) and consider (Y, L 2 ) as a complete metric space as well. Since X ⊂ū + W
1,∞ 0
(Ω T ), the operator
and thus is a Baire-one function [5] . Let G ⊂ X be the set of continuity points of ∇. Then G is dense in (X , L ∞ ). To complete the proof, we show that
which proves that u is a Lipschitz solution of (1.2).
The set U is called a set of subsolutions of (1.2). The norm
in the theorem is not essential, but gives a specific description of the approximate set U ǫ . The following result provides an estimate of this norm to be used later.
By approximation, this equality also holds if φ ∈ H 1 0 (Ω T ). Hence, for all φ ∈ H 1 0 (Ω T ), we have
Some useful results
LetQ 0 = [0, 1] n be the closed unit cube in R n and Q 0 =Q 0 × [0, 1] be the unit cube in R n+1 . Forȳ = (x,t) ∈ R n+1 and l > 0, we denote the closed cube of length l at vertexȳ by
The following results will be useful for the proof of our main theorem; we refer to [11] for the proof of these results. 
Then, for each ǫ > 0, there exists a function ω = (ϕ, ψ) ∈ C ∞ 0 (Q 0 ; R 1+n ) such that the following properties hold:
We remark that Conditions (b) and (c) imply that
where C n is a constant depending only n.
Construction of the admissible subsolution set
Assume Σ ⊂ R n × R n is a nonempty open bounded set satisfying the chord condition. Letū ∈ C 1 (Ω T ) andv ∈ C 1 (Ω T ; R n ) satisfy
In this section, we construct the appropriate sets U and U ǫ following the general framework of Theorem 2.1.
For the construction, we use the piecewise C 1 functions as in [11, 12, 13] . Sinceū andv are C 1 onΩ T and satisfy (4.1), it is sufficient for us to consider the piecewise C 1 functions on finitely many pieces.
We say f is (finitely) piecewise C 1 on E and write f ∈ C 1 piece (E) if there exists a finite family of disjoint open sets {E 1 , . . . , E µ } in E such that
In this case, we say that {E 1 , . . . , E µ } is a partition for f .
We also write W
In the following, we define
such that u = div v, (Du, v t ) ∈ Σ on eachĒ j and, for ǫ > 0,
Clearlyū ∈ U . Since Σ is bounded, there exists an M > 0 such that
Therefore, U is also a nonempty bounded set in W
1,∞ u
(Ω T ) with
For later use, we define
The uniform continuity of σ on |p| ≤ 1 + 3M implies that lim s→0 + α(s) = 0.
The density of U ǫ through Vitali covering
Note that Theorem 1.1 follows readily from Theorem 2.1 if the following density theorem is proved; this long section is devoted to the proof of this density theorem.
Proof. Let ǫ > 0, u ∈ U and ρ > 0 be fixed. The goal is to construct a functionũ ∈ U ǫ such that ũ − u L ∞ (Ω T ) < ρ; that is,
Since u ∈ U , we have m − u t L ∞ (Ω T ) > 0 and there exists a function v ∈ C 1 v,pc (Ω T ; R n ) with partition {E j } µ j=1 such that u = div v, (Du, v t ) ∈ Σ onĒ j for j = 1, 2, . . . , µ.
The construction ofũ is done similarly as in [12, 13] , but some details are quite different; in particular, we rely on a Vitali covering argument [8] , which seems to simplify some of the arguments in those papers.
We proceed with the construction in several steps.
Step 1. Fix j ∈ {1, . . . , µ} andȳ ∈ E j . Considerp = Du(ȳ) andβ = v t (ȳ); then (p,β) ∈ Σ. By the chord condition, there existλ ∈ (0, 1),
From (4.2), the third condition in (5.2) implies that
Let 0 < τ < min{λ, 1 −λ}. Consider two points in Σ,
. We select a further smaller τ > 0 so that
Once τ > 0 is chosen, by openness and the chord condition of Σ, there exists a number δ τ > 0 such that
Step 2. Let λ τ 1 = |p τ + −p| and λ τ 2 = |p τ − −p|. Then λ
where b = 0 is to be chosen later. Then |q| = 1 and q · γ = 0. Apply Lemma 3.1 to the matrices
(e) Q 0 ϕ(x, t) dx = 0 for all t ∈ (0, 1), where ǫ ′ ∈ (0, 1) is a number to be chosen later.
Step 3. Let 0 < l < 1. Consider the functions
where Lȳ ,l and Rȳ ,l are the operators defined in Section 3. Let
, and divṽ =ũ on Qȳ ,l . By (c) and (d) of Step 2, (4.2), and Lemma 3.3, we have
Step 4. In this step, we estimate
Note that
where B = Qȳ ,l \ A and
Step 2, |A| < ǫ ′ |Qȳ ,l | and, by (5.9), |p + Dφ| ≤ 1 + 3M and |Du + Dφ| ≤ 1 + 3M on Qȳ ,l . Hence
Then m(l) → 0 as l → 0 + . We have the following estimates:
where α(s) is the function defined in (4.4) . Hence, we obtain
Step 5. In this step, we estimate dist((Dũ,ṽ t );
By (c) of Step 2 and (5.9), we have
Step 6. In this step, we select the numbers ǫ ′ ∈ (0, 1), l ∈ (0, 1) and b = 0 in the estimates (5.9), (5.10) and (5.11) to ensure (5.12)
To do so, from the first two estimates of (5.9), (5.10) and (5.11), we select ǫ ′ and b such that
This guarantees the first two requirements in (5.12), and by (5.10) and (5.11), we have
Since m(l) → 0 and α(m(l)) → 0 as l → 0 + and E j is open, there exists a number 0 < lȳ < 1 such that, for all 0 < l < lȳ,
, where δ τ > 0 is the number defined by (5.5) . With all such l's, the last two requirements in (5.12) are satisfied since dist((Dũ,ṽ t );
Step 7. For the fixed j, the family {Qȳ ,l | 0 < l < lȳ} forms a Vitali covering of the set E j (see [8] ). Hence there exists a countable disjoint subfamily
For each j = 1, 2, . . . , µ, let N j be such that
We consider the partition (5.14)
Using partition (5.14), we definẽ
Then, all requirements in (i) and (ii) at the start of the proof are clearly satisfied, except the last one in (5.1), which is proved as follows.
6. The sufficient condition for the set Σ
In this final section, we give a sufficient condition for the set Σ as required in Theorem 1.1. To this end, let
We assume ∆ = ∅. For p ∈ ∆, denote by σ ′ (p) the n×n matrix (∂σ i (p)/∂p j ); i, j = 1, 2, . . . , n. For p, q ∈ ∆, let
here for p + ∈ R n , λ ∈ (0, 1), p ∈ R n and β ∈ R n . Then, 
