






























O   projecto   iniciou­se   com   um   estudo   detalhado   das   tecnologias   envolvidas,   organizando   uma   base   de 
conhecimento necessária tanto para o seu adequado desenvolvimento como para facilitar a eventual posterior 
familiarização de outras entidades com o projecto.






















































































































telecomunicações,  o sector público, a  indústria,  o sector aeroespacial  e a defesa.  Presta também serviços de 
consultoria e auditoria na área das Tecnologias da Informação.



















































































e em eventos,  mecanismos de comunicação e sincronização entre tarefas,   implementação de mecanismos de 
prevenção   de  deadlocks  (priority   inheritance,   priority   ceiling),   suporte   de   diversas   plataformas   (SPARC, 
PowerPC, x86, etc), etc.
Devido à necessidade de resposta em tempo real e às limitações impostas pela capacidade do hardware alvo, o 




























































































































































O TLB (Translation Lookaside Buffer)  é  uma  cache  interna à  MMU, onde a MMU guarda as traduções de 















(2) A Page Table,  cujo endereço é  obtido ao indexar pelo número de contexto (CTXNR, normalmente 
associado pelo sistema operativo à   tarefa que está  a correr) a Context Table apontada pelo Context 
Table Pointer;
1. É  navegada   indexando  a   tabela  de  primeiro  nível  da  Page Table  com o  valor  correspondente 
(Level 1) do VAddr (endereço virtual);















granularidade máxima), fazem parte do  Offset  os índices não usados (Level 3,  talvez  Level 2, e 



















desenvolvimento   de   código  para  o   processador   LEON2.  Em  conjunto   com  a   extensão  CDT  e   a   extensão 
desenvolvida pela Gaisler Research, afigura­se uma óptima ferramenta para o desenvolvimento da extensão do 
RTEMS.



















tendo como referência os documentos  [03] SPARC Assembly Summary  e  [02] SPARC Assembler Language
Programming   in   a   Nutshell,   e   os   apêndices   A   (Suggested  Assembly  Language  Syntax)   e   B   (Instruction 
Definitions) do documento [05] Manual Sparc V8.
Há ainda a referir a estrutura de directórios do RTEMS. A sua organização pode ser consultada no documento 














Um  cross­compiler  é   um  compilador   capaz   de   compilar   código  executável  para  uma  plataforma   diferente 
daquela em que o compilador é executado. Neste estágio é usado um cross­compiler que compila, em Linux x86 
(arquitectura i386), objectos para serem executados no processador LEON2 (arquitectura SPARC).
A   Gaisler   Research   fornece   um   cross­compiler   para   compilar   aplicações   RTEMS   (escritas   em   C,   com   a 
possibilidade de complementação com  assembly), documentado em  [06] RTEMS Cross Compilation System
(RCC).   Este   vem   completamente   preparado,   sendo   apenas   necessário   descompactá­lo   para   a   localização 
/opt/rtems­4.6/ e pôr o directório /opt/rtems­4.6/bin no PATH. 1
A utilização deste cross­compiler  é semelhante à do gcc “normal”, com a diferença de que todos os utilitários 
são precedidos do sufixo “sparc­rtems­”,  evidenciando a arquitectura  alvo para que compilam e o facto  de 
compilarem a aplicação junto com o Sistema Operativo RTEMS, num único executável.











Os  linker  scripts   (ficheiro  linkcmds  no RTEMS) são  ficheiros  com instruções  de  como o  compilador  deve 


















O   script   “bootstrap”   actualiza   o   processo   de   construção   do   sistema   operativo   após   haver   alterações   ou 
adições/remoções  de  algum dos ficheiros  ou pastas  do código­fonte do sistema operativo.   Isso preparará  o 
sistema para ser instalado.
O comando “make all”  instala o cross­compiler,  substituindo os objectos  de sistema pré­compilados que se 

















































Sugere­se   que,   para   ambientação   ao   Git,   se   consulte   a   referência  [09]   Git   Cheat   Sheet.   As   principais 
características do CVS aparecem na referência [07] CVS Cheat Sheet.
 4.6  Documentação
A documentação foi desenvolvida em OpenOffice.org,  usando os  templates  existentes:  templates  da Critical 































permitem acesso  a  zonas  vulneráveis  ou sensíveis  do sistema.  Ao fornecer  apenas  acesso   indirecto  a  estas 
funcionalidades,   pode­se   assegurar   que   são   utilizadas   correctamente   e   de   forma   controlada,   mantendo   a 
estabilidade   e   a   fiabilidade   do   sistema.   (Esta   biblioteca   prepara   o   sistema   para   a   mudança   para   o   modo 

























O conjunto destes  wrappers  constituirá  a biblioteca de sistema acima referida,  que fornece  todas  as 
directivas do RTEMS através do mecanismo de chamadas ao sistema por forma a poder ser usada   na 
programação de tarefas de utilizador.
















































































































































● UR­0922 – Edição da  memória  global  apenas  por   tarefas  de  sistema  (um modo de  assegurar  este 











































































Os  dois  mecanismos  básicos  usados  na  arquitectura  do  sistema  são o  modo protegido  do  processador  e  a 
memória   virtual.   O   modo   protegido   permite   ao   Sistema   Operativo   impedir   a   execução   de   instruções 
privilegiadas (tais como alterar registos de estado/configuração do processador), provando­se ser assim a forma 
ideal  de proteger  o Sistema Operativo. A gestão de memória virtual permite ao Sistema Operativo proteger 




Criar­se­á   uma   biblioteca   de   chamadas   ao   sistema,   que   deverá   ser   acessível   globalmente,   dado   que   as 
funcionalidades fornecidas pelo kernel estarão protegidas e, portanto, as tarefas de utilizador estão impedidas de 
lhes aceder.


































































































● Um contexto geral  mapearia   toda a memória  com acesso completo (RX para  instruções,  RW para 
dados) tanto de utilizador como de sistema, com a granularidade necessária, que seria alterado quando 
houvessem mudanças na distribuição de memória no sistema;





acesso indiscriminado com a motivação­base deste projecto,  que é   isolar  as  tarefas  não­críticas por 
forma a permitir focar o esforço nas tarefas realmente relevantes,  as que determinam o sucesso (ou 






espaço)   e   PTEs   que   permitissem   acesso   somente   em   modo   privilegiado   para   as   zonas   onde   não 

































































































do  problema.   Foi   preciso   absorver   conhecimento   sobre   muitos   temas   novos   e   foi   também preciso   refazer 
diversas  vezes  a  abordagem  e  os  contornos  definidos  para  o  problema  por   forma  a  adaptá­los  à   realidade 
encontrada, resultando em alterações profundas ao longo do projecto.
O Documento de Requisitos foi produzido e refinado, não se prevendo futuras alterações relevantes a este.
O documento de  Especificação da  Arquitectura   foi  produzido,  contudo prevê­se uma adição  no que  toca  à 
utilização  da   extensão:   será   preciso   agrupar   e   alinhar   correctamente  na  memória  os   conteúdos  do  objecto 
compilado, por forma a viabilizar a segmentação de memória.
Embora   se   tenha   experimentado   o   sistema   de   implementação,   não   se   chegou   ao   ponto   de   produzir   um 







































● [03]   SPARC   Assembly   Summary  – 
http://www.cs.princeton.edu/courses/archive/spring02/cs217/precepts/sparcassem.pdf
● [04]   Documentação   do   RTEMS  – 
http://www.rtems.com/onlinedocs/releases/rtemsdocs­4.6.6/share/rtems/pdf/
● [05] Manual Sparc V8 – http://www.sparc.org/standards/V8.pdf
● LEON/ERC32  [06]   RTEMS   Cross   Compilation   System   (RCC)  – 
http://www.gaisler.com/cms/index.php?option=com_content&task=view&id=150&Itemid=31
● [07]Eclipse C/C++ IDE plugin for LEON and ERC32 software development – http://www.gaisler.com/
cms/index.php?option=com_content&task=view&id=292&Itemid=31
● [07] CVS Cheat Sheet – http://www.slac.stanford.edu/grp/cd/soft/cvs/cvs_cheatsheet.html
● [08] Git – http://git.or.cz/
● [09] Git Cheat Sheet – http://zrusin.blogspot.com/2007/09/git­cheat­sheet.html
● [10] Design of a Memory Management Unit for System­on­a­Chip Platform "LEON", by Konrad Eisele 
– http://www.iti.uni­stuttgart.de/LeonMMU/ (com relatório de tese no ficheiro [11]MMU.pdf)
● [12] ht://Dig – http://www.htdig.org/ e http://en.wikipedia.org/wiki/Htdig
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