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1. Introduction 
The maximum power that can be transferred from one area to another area is called transfer 
capability. In 1996, North American Electric Reliability Council (NERC) established a 
framework for Available Transfer Capability (ATC) definition and evaluation. According to 
the NERC definition, ATC is the transfer capability remaining between two points above 
and beyond already committed uses  (NERC, 1996). The ATC value between two points is 
given as: 
 ATC TTC TRM CBM ETC     (1.1) 
Where TTC is total transfer capability, TRM is transmission reliability margin, CBM is 
capacity benefit margin and ETC is existing transmission commitment including customer 
services between the same two points. In power marketing, the interconnected power 
system may comprise many areas corresponding to utilities. The operation of the system is 
reported to an Independent System Operator (ISO). The ISO may receive all demands of 
energy. All of energy demands may be accepted if they are less than ATC between two 
areas. ATC must also be calculated by ISO in real time for all the areas under its territory. 
Evaluating the risk of violation of the transfer capability, because of the random events such 
as random failures of power system equipments, is an important point that must be 
considered to compute the probability that transfer capability will not exceed the required 
value. 
In 1992 the Federal Energy Regulatory Commission (FERC), after gathering the industrial 
comments, published a series of issues an electrical marketing. The orders No. 888 (NERC, 
1996) and No 889 (FERC, 1996) are two famous issues of FERC which were presented in 
1996. These orders provided key guidelines to energy market players for better 
competition in the US power market. FERC order 888 mandated the separation of 
electrical services and marketing functions to determine the standard price of energy for a 
better customer choice. FERC order 889 mandated the information of Available Transfer 
Capability (ATC) and Total Transfer Capability (TTC) of power utilities must be posted 
on the Open Access Same-time Information System (OASIS) (FERC, 1996). FERC order 
2000 built upon the ISO concept by encouraging smaller transmission companies to join 
together into RTOs (Regional Transmission Organizations). Order 888, 889 and 2000 have 
included a lot of major milestones that have caused different kind of electrical market 
structures and business practices in US. ATC was explained by the FERC as the measure 
of remaining in the physical transmission network over committed uses. TTC is also 
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determined as the total power that can be sent in a reliable way. The aim of ATC and TTC 
calculation and posting them to OASIS is to enhance the open access transmission system 
by making a market signal of the capability of a transmission system to deliver electrical 
energy.   
North American Electric Reliability Council (NERC) proposed a numerical approximation of 
the ATC in 1995 and 1996 (NERC, 1995; NERC, 1996) According to the NERC definition, 
ATC is the difference between TTC and the sum of the Transmission Reliability Margin 
(TRM), Capability Benefit Margin (CBM), and the Existing Transmission Commitments 
(ETC). The real power transfer at the first security violation excluding existing transmission 
commitments is the total TTC. TRM is defined as the amount of the transmission transfer 
capability necessary to ensure that the interconnected network is secure under a reasonable 
range of uncertainties in system conditions. CBM is determined as the amount of TTC 
reserved by Load Serving Entities (LSE) to certify for power generating from transfer lines 
by considering generation reliability (NERC, 1996). 
1.1 Available transfer capability 
According to the NERC definition in Equation 1.1, utilities would have to determine 
adequately their ATCs to ensure that system reliability is maintained while serving a wide 
range of transmission transactions. ATC must be calculated, updated and reported 
continuously to LSE in normal and contingency situation. The ATC calculation must be 
covered all below principles (Sauer & Grijalva, 1999): 
1. Provide the logical and reliable indication of transfer capability. 
2. Identification time-variant conditions, synchronous power transfers, and parallel  
flows. 
3. Considering the dependence on points of injection / extraction. 
4. Considering regional coordination. 
5. Covering the NERC and other organizational system reliability criteria and guides. 
6. Coordinate reasonable uncertainties in transmission system conditions and provide 
flexibility 
Usually determination of transfer capability and other related margins has been coordinated 
by the North American Electric Reliability Council. Operating studies commonly seek to 
determine limitations due to the following types of problems (Merryl, 1998). 
1. Thermal overloads Limitation  
2. Voltage stability Limitation  
3. Voltage limitation 
4. Power generated Limitation  
5. Reactive power generated Limitation  
6. Load Power Limitation  
Based on market demands, ATC is computed hourly, daily or monthly. In ATC calculations, 
definite factors such as contingencies that would represent most serious disturbances, unit 
commitment, accuracy of load forecast and distribution, system topology and configuration, 
and maintenance scheduling should be taken into account. System control devices such as 
voltage regulators and reactive power control devices also have a direct impact on ATC 
values. The literatures on ATC calculation can be divided into deterministic and 
probabilistic methods. Deterministic ATC calculation methods, determine ATC for definite 
time and certain environment. Straight forward implement, easy and fast are most 
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important beneficial of using these methods. However these methods could not consider 
system uncertainties. The uncertainty is one of the important natures of the power system 
behavior to determine the ATC. In the regulated environment, weather factors, load forecast 
and fault of generators, lines and transformers have most effects on ATC estimation for 
planning system. Moreover they are increased since the uncertainty in bid acceptance 
procedures, customer response to prices and control of interruptible loads (Sakis 
Meliopoulos, Wook Kang, & Cokkinides, 2000). These uncertainties must be quantified for 
the next few hours by ISO in real time. Therefore, probabilistic ATC calculation methods 
must be used to cover this problem. 
1.1.1 Review of previous works on deterministic methods 
Previous researches can give comprehensive information during the operational planning 
stage which is off-line executed shortly before the real-time operation, while the latter may 
provide timely relevant data to on-line operational performance. For on-line calculation, i.e. 
in an operation environment where ATC values are posted on a short-term (usually one to 
several hours or even shorter) basis, calculation of ATC may be performed for most limiting 
constraints. The methods of on line ATC calculation are based on deterministic model, and 
they may be solved by several methods, such as: DC Power Flow (DCPF), Power Transfer 
Distribution Factor (PTDF), Generation Shifting Factor (GSF), Repeated Power Flow (RPF), 
and Line Outage Distribution Factor (LODF), Continuation Power Flow (CPF), and Optimal 
Power Flow (OPF) methods.  
DC Power Flow has been widely used to calculate thermal limit with great speed. 
However DC power flow cannot deal with other limiting factors. Distribution factors 
based on DC or AC power flow methods were proposed for calculating ATC in (Flueck, 
Chiang, & Shah, 1996; Ilic, Yoon, & Dept, 1997; Gisin, B.S, M.V., & Mitsche, 1999; Li & Liu, 
2002; Venkatesh, R, & Prasad, 2004; Ghawghawe, Thakre, & L, 2006). Because of the 
relative ease, coupled with the mild computational burden involved in computing these 
factors, they have found widespread application in the industry (Hamoud, 2000). Power 
Transfer Distribution Factor (PTDF) using DC power flow and AC power flow are derived 
to calculate ATC. In DCPTDF method (Wood, 1996), DC load flow i.e. a linear model, is 
considered. These methods are fast but they are not accurate. ACPTDF was used by 
(Kumar, Srivastava, & Singh, 2004) for determination of ATC of a practical system. It 
considers the determination of power transfer distribution factors, computed at a base 
case load flow using sensitivity properties of Newton Raphson Load Flow (NRLF) 
Jacobean. Line Outage Distribution Factor (LODF) describes the power flow change due 
to the outage of other branch. LODF can be obtained directly by DC power flow equation. 
It describes the branch power flow changes due to the power increase between the 
sending subsystem and receiving subsystem. In other words, it describes the power ratio 
of the monitored branch power changes with respect to the power change of the study 
transfer after single branch is outage. Therefore, LODF is valid for the network topology 
after single branch is outage. To compute the first contingency incremental transfer 
capability the LODF and PTDF was combined by (Yang & Brent, 2001). 
NEMMCO in Australia power market performs its constraint management and construct its 
constraint thermal equations by means of Generation Shift Factor (GSF). In terms of ISO-NE, 
it uses GSF and other linear distribution factors in a variety of planning and operating 
analyses, including the determination of available transfer capability (ATC). The merits of 
www.intechopen.com
 Applications of MATLAB in Science and Engineering 146 
these linear distribution factors lie in their fast and simple algorithms compared to 
traditional Newton–Raphson (N–R) load flow. Continuation Power Flow (CPF) is 
implemented by (Shaaban, Ni, & Wu, 2000; Hur, Kim, B,H, & Son, 2001). They incorporate 
the effects of reactive power flows, voltage limits and voltage collapse, and the traditional 
thermal loading effect. It can trace the power flow solution curve, starting at a base load, 
leading to the steady state voltage stability limit or the critical maximum loading point of 
the system. It overcomes the singularity of the Jacobian matrix close to the critical point. 
However, to increase a certain power transfer, CPF uses a common loading factor for a 
specific cluster of generator(s) and load(s), which might lead to a conservative TTC value 
since the optimal distribution of generation or loading is ignored. Besides, the 
implementation of CPF involves parameterization, predictor, corrector and step-size control, 
which are complicated. Since CPF increases the loading factor along certain directions 
without considering control effects, it may give conservative transfer capability results (Ou 
& Singh, 2002). However the Optimal Power Flow (OPF) method can symmetrically handle 
the operational problems but since the approximation is used the accuracy of this 
calculation is low. It also causes convergence problems due to a huge number of variable 
and equations for large scale electric power systems. Optimal power flow with transient 
stability constraints was proposed by (Tuglie, Dicorato, Scala, & Scarpellini, 2000; Chen, 
Tada, & Okamoto, 2001) where the differential equations are used to define the domain. The 
security constrained OPF method (Hur, Park, K, & Kim, 2003; Shaaban M. , Li, Yan, Ni, & 
Wu, 2003; Gao, Zhou, M, & Li, 2006), has also been used to solve the Steady-State Security 
Constrained (SSSC) ATC problem. However, the correct representation of security 
constraints (and even more so if post-contingency actions are to be taken into account) may 
cause a great increase of orders of magnitudes in problem size. OPF methods might be the 
most promising one for calculating TTC and should be given more considerable attention 
(Dai, McCalley, & Vittal, 2000; Diao, Mohamed, & Ni, 2000; Yue, Junji, & Takeshi, 2003). Up 
till now, the OPF based techniques for TTC calculation are very slow and cannot be applied 
online yet. Therefore, developing a quick and accurate method for TTC calculation, which 
can effectively consider various likely contingencies and stability constraints, is still a 
technical challenge. Repeated Power Flow method (RPF) (Gao, Morison, & Kundur, 1996; 
Ou & Singh, 2003) repeatedly solves conventional power flow equations at a succession of 
points along the specified transfer directions while CPF solves a set of augmented power 
flow equations to obtain the solution curve passing through the nose point without 
encountering the numerical difficulty of ill-conditioning. Compared to any OPF method, 
RPF can provide P-V and V-Q curves for voltage stability studied. Moreover adjustment 
method of control variables in RPF is relatively easy. Compared to the CPF method, the 
implementation of RPF method is much easier and the time for convergence time is less 
(Gravener, Nwankpa, & Yeoh, 1999). 
The comparison of the performance of deterministic methods is listed in Table 1.1. This table 
shows the steady state constraints which are considered for deterministic ATC computation 
methods. Based on this table, DC power flow has been widely used to calculate 
deterministic ATC by thermal limit. However DC power flow cannot deal with other 
limiting factors. In PTDF, LODF and GSF methods, only thermal limitation could be taken 
into account too. However RPF, CPF and OPF could calculate the deterministic ATC with 
thermal, voltage and stability limitations. Therefore, the computation accuracy of these RPF, 
CPF and OPF are better than the DCPF, PTDF, LODF and GSF. 
www.intechopen.com
 Available Transfer Capability Calculation 147 
Method 
Constraints Considered 
Thermal Voltage Stability 
DCPF Yes No No 
PTDF Yes No No 
LODF Yes No No 
GSF Yes No No 
RPF Yes Yes Yes 
CPF Yes Yes Yes 
OPF Yes Yes Yes 
Table 1.1. Performance Comparisons of Deterministic ATC Methods 
1.2 Review of Krylov subspace methods   
A Krylov subspace methods is one of the most important classes of iterative methods for 
solving linear algebraic systems, which are spanned by the initial residual and by vectors 
formed by repeated multiplication of the initial residual by the system matrix (Jorg Liesen, 
2004). The Krylov subspace methods have been developed and perfected since early 1980’s 
for the iterative solution of the linear problem Ax ൌ b  for large, sparse and nonsymmetric A-
matrices. The approach is to minimize the residual r in the formulation of  r ൌ b െ Ax 
(Kulkarnil, Pai, & Sauer, 2001). Because these methods form a basis, it is clear that this 
method converges in N iterations when N is the matrix size. With more powerful computers 
and better methods it is possible to solve larger and more complex problem for the 
application ranging from quantum chromo dynamics to air control problems (Simoncini & 
Szyld, 2007). Krylov subspace methods known as iterative methods among the “Top 10” 
algorithmic ideas of the 20th century for solving linear systems (Ciprara, 2000). This is due 
to the capability of Krylov subspace to be built using only a function that computes the 
multiplication of the system matrix and a vector. Hence, the system matrix itself will not be 
formed or sorted explicitly and it is suited for application in large and sparse linear systems 
(Jorg Liesen, 2004). 
1.3 Krylov subspace method applications in power system 
Recently, a set of Krylov subspace-based, reduced order modeling techniques have been 
introduced for the efficient simulation of large linear systems. These algorithms, which 
include the Pad´e via Lanczos (PVL) (Feldmann & Freund, 1995), Arnoldi (Silveira, Kamon, 
& White, 1995), and congruence transformation (Kerns, Wemple, & Yang, 1995) processes, 
produce more accurate and higher order approximations compared to Automatic Waveform 
Evaluation (AWE) and its derivatives. Despite their superior performance to moment 
matching techniques, applications of Krylov subspace techniques have been limited to 
lumped RLC circuits (Mustafa & Andreas, 1997). Preconditioned Krylov subspace iterative 
methods to perform fast DC and transient simulations for large-scale linear circuits with an 
emphasis on power delivery circuits was proposed by (Tsung Hao & Charlie, 2001). Their 
method has been shown to be faster than traditional iterative methods without 
preconditioning. To take advantage of the fast convergence of these methods, the Nodal 
Analysis is proven to be feasible for general RLC circuits and the system matrix for transient 
simulation is indeed Symmetric Positive Definite (SPD), which is long believed not feasible.  
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Krylov subspace was used by (Adam, 1996) method as iterative method, for the practical 
solution of the load flow problem. The approach developed was called the Kylov Subspace 
Power Flow (KSPF).  
A continuation power flow method was presented by (Hiroyuki Mori, 2007) with the linear 
and nonlinear predictor based Newton-GMRES method to reduce computational time of the 
conventional hybrid method. This method used the preconditioned iterative method to 
solve the sets of linear equations in the N-R corrector. The conventional methods used the 
direct methods such as the LU factorization. However, they are not efficient for a large-
scaled sparse matrix because of the occurrence of the fill-in elements. On the other hand, the 
iterative methods are also more efficient if the condition number of the coefficient matrix in 
better. They employed generalized minimum residual (GMRES) method that is one of the 
Krylov subspace methods for solving a set of linear equations with a non symmetrical 
coefficient matrix. Their result shows, Newton GMRES method has a good performance on 
the convergence characteristics in comparison with other iterative methods and is suitable 
for the continuation power flow method. 
2. ATC computation 
2.1 Introduction 
Transfer capability of a transmission system is a measure of unutilized capability of the 
system at a given time and depends on a number of factors such as the system generation 
dispatch, system load level, load distribution in network, power transfer between areas 
and the limit imposed on the transmission network due to thermal, voltage and stability 
considerations (Gnanadass, Manivannan, & Palanivelu, 2003). In other words, ATC is a 




(a) Without Transfer Limitation          (b) With Transfer Limitation 
Fig. 2.1. Power Transfer Capability between Two Buses 
To illustrate the available transfer capability, a simple example of Figure 2.1 is used which 
shows a two bus system connected by a transfer line. Each zone has a 200 MW constant 
load. Bus A has a 400 MW generator with an incremental cost of $10/MWh. Bus B has a 200 
MW generator with an incremental cost of $20/MWh (Assuming both generators bid their 
incremental costs). If there is no transfer limit as shown in Figure 2.1(a), all 400 MW of load 
will be bought from generator A at $10/MWh, at a cost of $4000/h. With 100MW transfer 
limitation (Figure 2.1(b)), then 300 MW will be bought from A at $10/MWh and the 
remaining 100 MWh must be bought from generator B at $20/MWh, a total cost of $5000/h. 
Congestion has created a market inefficiency about 25%, even without strategic behavior by 
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the generators. It has also created unlimited market power for generator B. B can also 
increase its bid as much as it wants, because the loads must still buy 100 MW from it. 
Generator B’s market power would be limited	if there was an additional generator in zone B 
with a higher incremental cost, or if the loads had nonzero price elasticity and reduced their 
energy purchase as prices increased. In the real power system, cases of both limited and 
unlimited market power due to congestion can occur. Unlimited market power is probably 
not tolerable. 
In another example of ATC calculation, Figure 2.2 shows two area systems. Where P୥୧ and P୥୨	 are power generated in sending and receiving area. And	P୪୧ and P୪୨ are power utilized in 
sending and receiving area. In this case, ATC from sending area i to the receiving area j, are 
determined at a certain state by Equation (2.1) 
 ATC୧୨ ൌ ൫∑P୥୧ െ ∑P୪୧൯ െ ൫∑P୥୨ െ ∑P୪୨൯ ሺʹ.ͳሻ 
Where  ∑P୥୧   and   ∑P୥୨    are total power generated in the sending and receiving area. And ∑P୪୧ and ∑P୪୨ are the total power utilized in the sending and receiving area. By applying a 
linear optimization method and considering ATC limitations, deterministic ATC can be 
determined. The block diagram of the general concept of deterministic is shown in Figure 
2.3. These computational steps will be described in the following sections. 
 
 
Fig. 2.2. Power Transfer between Two Areas 
In this research, Equation (2.1) is employed to determine the ATC between two areas. 
Therefore, the ATC could be calculated for multilateral situation. The impact of other 
lines, generators and loads on power transfer could be taken into account. Then the ATC 
computation will be more realistic. Another benefit of this method is by using linear 
programming, which makes the ATC computations simple. Moreover the nonlinear 
behavior of ATC equations are considered by using one of the best iteration methods 
called Krylov subspace method. Critical line outage impact with time varying load for 
each bus is used directly to provide probability feature of the ATC. Therefore mean, 
standard deviation, skewness and kortusis are calculated and analyzed to explain the 
ATC for system planning. 
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Fig. 2.3. The General Concept of the Proposed Algorithm for Deterministic ATC 
2.2 Deterministic ATC determination 
2.2.1 Algebraic calculations 
In this section, 
		dP୪୧୬ୣ dp୧୨൘   and 	d|V| dp୧୨൘  are determined by using algebraic calculations, 
where
		dP୪୧୬ୣ dp୧୨൘   and 	d|V| dp୧୨൘   are line flow power sensitivity factor and voltage 
magnitude sensitivity factor, and these give: 
 ۉۈ
ۇdP୪୧୬ୣ dP୧୨൘ یۋ
ۊ ൌ diagሺB୪୧୬ୣሻLሺEଵଵ ൅ EଵଶPFሻ ሺʹ.ʹሻ 
 ۉۈ
ۇd|V| dP୧୨൘ یۋ
ۊ ൌ ሺEଶଵ ൅ EଶଶPFሻ ሺʹ.͵ሻ 
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Where diagሺB୪୧୬ୣ	ሻ represents a diagonal matrix whose elements are B୪୧୬ୣ	 (for each 
transmission line), L is the incident matrix, PF is the power factor, and E11, E12, E21 and E22 
are the sub matrixes of inverse Jacobian matrix. This can be achieved by steps below (Hadi, 
2002): 
1. Define load flow equation by considering inverse Jacobian Equation (2.4) where inverse 
Jacobian sub matrixes are calculated from Equation (2.5). 
2. Replace  ΔQ in Equation (2. 4) with Equation (2. 8) to set	ሺd|V| dp୧୨൘ 	ሻ. 
3. Use  Equations (2. 6) and (2. 7) to set  Δδ ൌ ୼୔ౢ౟౤౛୐୆ౢ౟౤౛                                         
4. Obtain  ሺdP୪୧୬ୣ dp୧୨൘ 	ሻ  from Equations (2. 4), (2. 8) and step 3. 
 ቂ ୼ஔ୼|୚|ቃ ൌ ሾJሿିଵ ቂ୼୔୼୕ቃ ሺʹ.Ͷሻ 
 ሾJሿିଵ ൌ ൤Eଵଵ			EଵଶEଶଵ			Eଶଶ൨ ሺʹ.ͷሻ 
 ΔdP୪୧୬ୣ ൌ ൫Δδ୧ିΔδ୨൯	B୪୧୬ୣ	 ሺʹ.͸ሻ 
 ∆δሖ ൌ ൫Δδ୧ െ Δδ୨൯ ൌ L. ሺʹ.͹ሻ 
 ∆Q ൌ PF. ∆ ሺʹ.ͺሻ 
Note: L is the incident matrix by (number of branch) * (number of lines) size and include 0, 1 
and -1 to display direction of power transferred. 
Due to nonlinear behavior of power systems, linear approximation ሺdP୪୧୬ୣ dp୧୨൘ 	ሻ and ሺd|V| dp୧୨൘ 	ሻ can yield errors in the value of the ATC. In order to get a more precise ATC, an 
efficient iterative approach must be used. One of the most powerful tools for solving large 
and sparse systems of linear algebraic equations is a class of iterative methods called Krylov 
subspace methods. These iterative methods will be described comprehensively in Section 
3.2.3. The significant advantages are low memory requirements and good approximation 
properties. To determine the ATC value for multilateral transactions the sum of ATC in 
Equation (2.9) must be considered,  
 ∑ ATC୧୨୩ 				 , k ൌ ͳ,ʹ,͵ ሺʹ.ͻሻ 
Where k  is the total number of transactions. 
2.2.2 Linear Programming (LP) 
Linear Programming (LP) is a mathematical method for finding a way to achieve the best 
result in a given mathematical model for some requirements represented as linear equations. 
Linear programming is a technique to optimize the linear objective function, with linear 
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equality and linear inequality constraints. Given a polytope and a real-valued affine function 
defined on this polytope, where this function has the smallest (or largest) value if such point 
exists, a Linear Programming method with search through the polytope vertices will find a 
point. A linear programming method will find a point on the polytope where this function has 
the smallest (or largest) value if such point exists, by searching through the polytope vertices. 
Linear Programming is a problem that can be expressed in canonical form (Erling D, 2001): 
Maximize: C୘x 
Subject to: 	Ax ൑ b 
Where x represents the vector of variables to be determined, c and b are known vectors of 
coefficients and A is a known matrix of coefficients. The C୘x  is an objective function that 
requires to be maximized or minimized. The equation Ax ≤ b is the constraint which 
specifies a convex polytope over which the objective function is to be optimized. Linear 
Programming can be applied to various fields of study. It is used most extensively in 
business, economics and engineering problems. In Matlab programming, optimization 
toolbox is presented to solve a linear programming problem as: ݉݅݊௫ ௫்݂ 	ݏݑ݄ܿ	ݐ݄ܽݐ	ܣ. ݔ ൑ ܾ ܣ௘௤ . ݔ ൌ ܾ௘௤ 	݈௕ ൑ ݔ ൑ ݑ௕ 
Where ݂, ݔ, ܾ௘௤ , ݈௕	ܽ݊݀	ݑ௕	are matrices. 
Example 1: Find the minimum of ݂ሺݔଵ, ݔଶ, ݔଷ, ݔସሻ ൌ െ͵ݔଵ െ ͸ݔଶ െ ͺݔଷ െ ͻݔସ with ͳͳݔଵ െͷݔଶ ൅ ͵ݔଷ ൅ ʹݔସ ൑ ͵Ͳ, ʹݔଵ ൅ ͳͷݔଶ ൅ ͵ݔଷ ൅ ͸ݔସ ൑ ͳʹ, ͵ݔଵ ൅ ͺݔଶ ൅ ͹ݔଷ ൅ Ͷݔସ ൑ ͳͷ	ܽ݊݀	ͻݔଵ ൅ͷݔଶ ൅ ݔଷ ൅ Ͷݔସ ൑ ͵Ͳ		inequalies when Ͳ ൑ ݔଵ, ݔଶ, ݔଷ, ݔସ. 
To solve this problem, first enter the coefficients and next call a linear programming routine 
as new M-file: ݂ ൌ ሾെ͵;െ͸,െͺ,െͻሿ; 
ܣ ൌ ൦ͳͳ െͷ ͵ ʹʹ ͳͷ ͵ ͸͵ ͺ ͹ ͵ͻ ͷ ͳ Ͷ൪ ; ܾ ൌ ሾ͵Ͳ; 	ͳʹ; 	ͳͷ; 	͵Ͳሿ; ݈ܾ ൌ ݖ݁ݎ݋ݏሺͶ,ͳሻ; ሾݔሿ ൌ ݈݅݊݌ݎ݋݃ሺ݂, ܣ, ܾ, ሾ ሿ, ሾ ሿ, ݈ܾሻ 
The solution ݔ	will be appeared in command windows as:  ݔ ൌ 		Ͳ.ͲͲͲͲ											Ͳ.ͲͲͲͲ										ͳ.͸͵͸Ͷ										ͳ.ͳͺͳͺ  
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As previous noted, ATC can be defined by linear optimization. By considering ATC 
calculation of Equation (2.1), the objective function for the calculation of ATC is formulated 
as (Gnanadass & Ajjarapu, 2008): 
  f ൌ min ቀ൫∑P୥୨ െ ∑P୪୨൯ െ ൫∑P୥୧ െ ∑P୪୧൯ቁ ሺʹ.ͳͲሻ   
The objective function measures the power exchange between the sending and receiving 
areas. The constraints involved include, 
a. Equality power balance constraint. Mathematically, each bilateral transaction between 
the sending and receiving bus i must satisfy the power balance relationship. 
 P୥୧ ൌ P୪୨ ሺʹ.ͳͳሻ 
For multilateral transactions, this equation is extended to: 
 ∑ P୥୧୩୧ ൌ ∑ P୪୨୩୨ 					 , k ൌ ͳ,ʹ,͵… 	ሺʹ.ͳʹሻ 
Where ݇ is the total number of transactions. 
b. Inequality constraints on real power generation and utilization of both the sending and 
receiving area.  
 P୥୧ୠୟୱୣ ൑ P୥୧ ൑ P୥୧୫ୟ୶ ሺʹ.ͳ͵ሻ 
  P୪୨ୠୟୱୣ ൑ P୪୨ ൑ P୪୨୫ୟ୶ ሺʹ.ͳͶሻ 
Where  P୥୧ୠୟୱୣ  and P୪୨ୠୟୱୣ are the values of the real power generation and utilization of load 
flow in the sending and receiving areas, P୥୧୫ୟ୶		and  P୪୨୫ୟ୶ are the maximum of real power 
generation and utilization in the sending and receiving areas. 
c. Inequality constraints on power rating and voltage limitations. 
With use of algebraic equations based load flow, margins for ATC calculation from bus i to 
bus j are represented in Equations (2.15 and 2.16) and Equations (2.18 and 2.19). For thermal 
limitations the equations are, 
 ATC୧୨ ൬ୢ୔ౢ౟౤౛ୢ୮౟ౠ ൰ ൅ P୪୧୬ୣ ൑ P୫ୟ୶ ሺʹ.ͳͷሻ 
 െP୫ୟ୶ ൑ ATC୧୨ ൬ୢ୔ౢ౟౤౛ୢ୮౟ౠ ൰ ൅ P୪୧୬ୣ ሺʹ.ͳ͸ሻ 
Where P୫ୟ୶ is determined as 	P୰ୟ୲୧୬୥ in Equation (2.17). 
 P୫ୟ୶ ൌ 	P୰ୟ୲୧୬୥ ൌ |୚౟|ห୚ౠหଡ଼౟ౠ  ሺʹ.ͳ͹ሻ 
Where ௜ܸ and ௝ܸ are bus voltage of the sending and receiving areas. And X୧୨ is the reactance 
between bus i and bus j. For voltage limitations, 
 	ATC୧୨ ൬ୢ|୚|ୢ୮౟ౠ൰ ൅ |V| ൑ |V|	୫ୟ୶ ሺʹ.ͳͺሻ	 
 	|V|	୫୧୬ ൑ ATC୧୨ ൬ୢ|୚|ୢ୮౟ౠ൰ ൅ |V| ሺʹ.ͳͻሻ 
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Where
		dP୪୧୬ୣ dp୧୨൘   and 	d|V| dp୧୨൘     are calculated from Equations (2.2 and 2.3). Note: 
Reactive power (ݍሻ	constraints must be considered as active power constraints in equations 
2.11-2.14. 
2.2.3 Krylov subspace methods for ATC calculations 
Krylov subspace methods form the most important class of iterative solution method. 
Approximation for the iterative solution of the linear problem ܣݔ ൌ ܾ   for large, sparse and 
nonsymmetrical A-matrices, started more than 30 years ago (Adam, 1996). The approach 
was to minimize the residual r in the formulation		ݎ ൌ ܾ െ ܣݔ. This led to techniques like, 
Biconjugate Gradients (BiCG), Biconjugate Gradients Stabilized (BICBSTAB), Conjugate 
Gradients Squared (CGS), Generalized Minimal Residual (GMRES), Least Square (LSQR), 
Minimal Residual (MINRES), Quasi-Minimal Residual (QMR) and Symmetric LQ 
(SYMMLQ). 
The solution strategy will depend on the nature of the problem to be solved which can be 
best characterized by the spectrum (the totality of the eigenvalues) of the system matrix A. 
The best and fastest convergence is obtained, in descending order, for A being: 
a.  symmetrical (all eigenvalues are real) and definite, 
b.  symmetric indefinite, 
c.  nonsymmetrical (complex eigenvalues may exist in conjugate pairs) and   definite real, 
and 
d.  nonsymmetrical general 
However MINRES, CG and SYMMLQ can solve symmetrical and indefinite linear system 
whereas BICGSTAB, LSQR, QMR and GMRES are more suitable to handle nonsymmetrical 
and definite linear problems (Ioannis K, 2007). In order to solve the algebraic programming 
problem mentioned in Section 2.2.1 and the necessity to use an iterative method, Krylov 
subspace methods are added to the ATC computations. Therefore the ATC margins 
equations can be represented in the general form: 
    fሺxሻ ൌ Ͳ ሺʹ.ʹͲሻ 
Where ݔ represents ATC୧୨	vector form (number of branches) from Equations (2.15 and 2.16) 
and also ATC୧୨ vector form (number of buses) of Equations (2.18 and 2.19). With iteration 
step k, Equation (2.20) gives the residual r k. 
 r୩ ൌ fሺx୩ሻ ሺʹ.ʹͳሻ 
And the linearized form is: 
 r୩ ൌ b െ Ax୩												 ሺʹ.ʹʹሻ 
Where A represents diagሺdP୪୧୬ୣ dp୧୨൘ 	ሻ or diagሺd|V| dp୧୨൘ 	ሻ in diagonal matrix form (number of 
branches) x (number of branches) or (number of buses) x (number of buses), and b gives P୰ୟ୲୧୬୥ െ P୪୧୬ୣ  or  െP୰ୟ୲୧୬୥ െ P୪୧୬ୣ in vector form (number of branches) and |V|	୫ୟ୶ െ |V| or |V| െ |V|	୫୧୬ in vector form (number of buses) while the Equations (2.15, 2.16, 2.18 and 2.19) 
can be rewritten as in Equations (2.23- 2.26). In this case, the nature of A is nonsymmetrical 
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and definite. However, all of the Krylov subspace methods can be used for ATC 
computation but BICGSTAB, LSQR, QMR and GMRES are more suitable to handle this case. 
 ATC୧୨ ൌ ି୔౨౗౪౟౤ౝି୔ౢ౟౤౛ሺୢ୔ౢ౟౤౛ ୢ୮౟ౠ൘ ሻ  ሺʹ.ʹ͵ሻ 
 ATC୧୨ ൌ |୚|	ౣ౗౮ି|୚|ሺୢ୚ ୢ୮౟ౠൗ ሻ  ሺʹ.ʹͶሻ 
 ATC୧୨ ൌ ି୔౨౗౪౟౤ౝି୔ౢ౟౤౛ሺୢ୔ౢ౟౤౛ ୢ୮౟ౠ൘ ሻ  ሺʹ.ʹͷሻ 
 ATC୧୨ ൌ |୚|	ౣ౟౤ି|୚|ሺୢ୚ ୢ୮౟ౠൗ ሻ  ሺʹ.ʹ͸ሻ 
Generalized Minimal Residual (GMRES) method flowchart is presented in Figure 2.5 as an 
example of Krylov subspace methods for solving linear equations iteratively. It starts with 
an initial guess value of x0 and a known vector b and ܣ matrix obtained from the load flow. 
A function then calculates the Ax0 using 	diag൫dP୪୧୬ୣ dp୧୨⁄ 	൯  or	diag൫d|V| dp୧୨⁄ 	൯. The GMRES 
subroutine then starts to iteratively minimize the residual		r୩ ൌ b െ Ax୩	. The program is 
then run in a loop up to some tolerance or until the maximum iteration is reached. At each 
step, when a new r is determined, it updates the value of x and asks the user to provide the Ax୩			using the updated value. 
  
 
Fig. 2.5. Flowchart for GMRES Algorithm 
In Matlab programming GMRES must be defined 
as	ሾݔሿ ൌ ݃݉ݎ݁ݏሺܣ, ܾ, ݎ݁ݏݐܽݎݐ, ݐ݋݈,݉ܽݔ݅ݐ,ܯͳ,ܯʹ, ܺ଴ሻ. This function attempts to solve the 
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system of linear equations ܣ ∗ ݔ ൌ ܾ	݂݋ݎ	ݔ. Then n by n coefficient matrix ܣ must be square 
and should be large and sparse. Then column vector b must have length n. ܣ can be a 
function handle afun such that afun(x) returns	ܣ ∗ ݔ . If GMRES converges, a message to 
that effect is displayed. If GMRES fails to converge after the maximum number of 
iterations or halts for any reason, a warning message is printed displaying the relative 
residual  ݊݋ݎ݉ሺܾ െ ܣ ∗ ݔሻ ݊݋ݎ݉ሺܾሻ⁄   and the iteration number at which the method stopped 
or failed. GMRES restarts the method in every inner iteration. The maximum number of 
outer iterations is	min	ሺ݊ ݎ݁ݏݐܽݎݐൗ , ݊ሻ. If restart is n or [ ], then GMRES does not restart and 
the maximum number of total iterations is minሺ݊, ͳͲሻ. In GMRES function,” tol” specifies 
the tolerance of the method. If “tol” is [ ], then GMRES uses the default,	ͳ݁ െ ͸. “maxit 
specifies the maximum number of outer iteration, i.e., the total number of iteration does not 
exceed restart*maxit. If maxit is [ ] then GMRES uses the default, min	ሺ݊ ݎ݁ݏݐܽݎݐൗ , ͳͲሻ. If 
restart is n or [ ], then the maximum number of total iterations is maxit (instead of 
restart*maxit). “M1” and “M2” or M=M1*M2 are preconditioned and effectively solve the 
system ݅݊ݒሺܯሻ ∗ ܣ ∗ ݔ ൌ ݅݊ݒሺܯሻ ∗ ܾ	݂݋ݎ	ݔ.	 If M is [ ] then GMRES applies no preconditioned. 
M can be a function handle ݂݉ݑ݊	such that ݂݉ݑ݊ሺݔሻ returns ሺܯ\ݔ) . Finally,	ݔ଴ specifies the 
first initial guess. If ݔ଴ is [ ], then GMRES uses the default, an all zero vector. 
3. Result and discussion 
In this section, illustrations of ATC calculations are presented. For this purpose the IEEE 30 
and IEEE 118 (Kish, 1995) bus system are used. In the first the residual, CPU time and the 
deterministic ATC are obtained based on Krylov subspace methods and explained for IEEE 
30 and IEEE 118 bus system.  Finally the deterministic ATC results of IEEE 30 bus system are 
compared with other methods. The deterministic ATC calculation is a significant part of the 
probabilistic ATC calculation process. Therefore, it is important that the deterministic ATC 
formulation is done precisely. For the first step, the deterministic ATC equations shown in 
Section 2.2 are used for IEEE 30 and IEEE 118 bus system to find the deterministic ATC.  
 
 
Fig. 3.1. IEEE 30 Bus System 
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IEEE 30 bus system (Figure 3.1) comprises of 6 generators, 20 load buses and 41 lines, and 
IEEE 118 bus system (Figure 3.3) has 118 buses, 186 branches and 91 loads. All computations 
in this study were performed on 2.2 GHz RAM, 1G RAM and 160 hard disk computers.  
Because of the nonlinear behavior of load flow equations, the use of iterative methods need 
to be used for the ATC linear algebraic equations. One of the most powerful tools for solving 
large and sparse systems of linear algebraic equations is a class of iterative methods called 
Krylov subspace methods. The significant advantages of Krylov subspace methods are low 
memory requirements and good approximation properties. Eight Krylov subspace methods 
are mentioned in Section 2.2.3. All of these methods are defined in MATLAB software and 
could be used as iteration method for deterministic ATC calculation. 
The CPU time is achieved by calculating the time taken for deterministic ATC computation 
by using Krylov subspace methods for IEEE 30 and IEEE 118 bus systems using MATLAB 
programming.  The CPU time results are shown in Figure 3.2.  In Figure 3.2, the CPU time 
for eight Krylov methods mentioned in Section 2.2.3 are presented. Based on this result, the 
CPU times of ATC computation for IEEE 30 bus system range from		Ͳ.͹ͷ െ Ͳ.ͺʹ seconds. 
The CPU times result for IEEE 118 bus system is between 	ͳͲ.ͳͺ െ ͳͲ.͵ͻ	 seconds.  
 
 
Fig. 3.2. CPU Time Comparison of Krylov Subspace Methods for Deterministic ATC (IEEE 
30 and 118 bus system) 
The computation of residual is done in MATLAB programming for each of Krylov subspace 
methods. The residual ݎ௞ is defined in Equation (2.21). A sample result in MATLAB is 
shown in Figure 3.5 using LSQR and SYMMLQ for IEEE 30 bus system. The number of 
iteration and residual of the deterministic ATC computation are shown in this figure. Figure 
3.4 presents the residual value of the ATC computations by applying each of Krylov 
subspace methods for IEEE 30 and 118 bus system. One of the most important findings of 
Figure 4.4 is the result obtained from the LSQR, which achieved a residual around ͳ.Ͳͳ ൈͳͲିଵ଴		and ͷ.͵ ൈ ͳͲିଵ଴ for IEEE 30 and 118 bus system respectively. According to this figure, 
it indicates that the residual of LSQR is very different from others. CGS in both system and 
BICGSTAB in IEEE 118 bus system have highest residual. However other results are in the 
same range of around	ͳ.ͺ ൈ ͳͲି଼. Other performance of Krylov subspace methods like 
number of iteration are shown Tables 3.1 and 3.2. 
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 Fig. 3.3. IEEE 118 Bus System 
 
 
Fig. 3.4. Residual Comparison of Krylov Subspace Methods for Deterministic ATC (IEEE 30 
and 118 bus system) 
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Fig. 3.5. Matlab Programming Results for LSQR and SYMMLQ Methods (IEEE 30 bus 
system) 
Linear optimization mentioned in Section 2.2.2 is applied to the deterministic  
ATC calculation with all the constraints considered. The important constraints for 
calculating ATC are voltage and thermal rating. In these calculations the minimum and 
the maximum voltage are considered between 0.94 -1.04 of the base voltage for all the bus 
voltages. The thermal limitation is determined from Equations (2.15 and 2.16) of Section 
2.2.2. In this computation, it was assumed that the voltage stability is always above the 
thermal and voltage constraints and reactive power demands at each load buses are 
constant.  
Deterministic ATC results are represented in Tables 3.1 and 3.2 for IEEE 30 and IEEE  
118 bus system. Each of these systems have 3 transaction paths as shown in Figures 3.1 
and 3.6, the first one is between area 1 and area 2 (called T1), the second one is between 
area 1 and area 3 (called T2) and last one is between area 2 and area 3 (called T3). 
Residual, number of iteration and CPU time results are shown in columns 2, 3 and 4 of 
Tables 3.1 and 3.2 for IEEE 30 and 118 bus system. According to the results of ATC for T1, 
T2 and T3 in columns 5, 6 and 7 of these tables, the amount of the ATC of IEEE 30 bus 
system, is the same for all Krylov subspace methods which are 106.814, 102.925 and 48.03 
MW for three transaction paths. The difference between the residuals in IEEE 118 bus 
system appears in the amount of ATC especially for T2 in Table 3.2. By comparing the 
performance results of Krylov subspace methods in Tables 3.1 and 3.2, it seems the result 
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of LSQR is more appropriate to be used for ATC computations because of the low 
residual. This is related to generate the conjugate vectors ߱௜ 	 from the orthogonal vectors ݒ௜	via an orthogonal transformation in LSQR algorithm. LSQR is also more reliable in 












T1 T2 T3 
BICG 1.79E-08 5 0.82 106.814 102.925 48.030 
BICGSTAB 1.79E-08 4 0.75 106.814 102.925 48.030 
CGS 8.84E-08 4 0.76 106.814 102.925 48.030 
GMRES 1.79E-08 5 0.78 106.814 102.925 48.030 
LSQR 1.01E-10 5 0.81 106.814 102.925 48.030 
MINRES 1.79E-08 4 0.76 106.814 102.925 48.030 
QMR 1.79E-08 5 0.78 106.814 102.925 48.030 
SYMMLQ 1.79E-08 4 0.75 106.814 102.925 48.030 












T1 T2 T3 
BICG 1.83E-08 5 10.30 426.214 408.882 773.551 
BICGSTAB 1.25E-07 4 10.22 426.214 143.846 773.532 
CGS 6.89E-08 4 10.18 426.214 408.849 773.532 
GMRES 1.77E-08 5 10.39 426.214 408.886 773.551 
LSQR 5.38E-10 5 10.29 426.214 408.882 773.551 
MINRES 1.77E-08 4 10.20 426.214 397.986 773.551 
QMR 1.77E-08 5 10.28 426.214 408.882 773.551 
SYMMLQ 1.83E-08 4 10.24 426.214 409.066 773.551 
Table 3.2. Performance of Krylov Subspace Methods on Deterministic ATC for IEEE 118 Bus 
System 
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Fig. 3.6. Transaction Lines between Areas - IEEE 118 Bus System 
4. Conclusion  
The major contribution from this chapter is the application of the Krylov subspace methods 
to improve the ATC algebraic computations by using linear calculations for nonlinear 
nature of power system by Matlab programming. Eight Krylov subspace methods were 
used for ATC calculation and tested on IEEE 30 bus and IEEE 118 bus systems. The CPU 
time and residual were measured and compared to select the most appropriate method for 
ATC computation. Residual is an important parameter of Krylov subspace methods which 
help the algorithm to accurately determine the correct value to enable the corrector to reach 
the correct point. In these Krylov subspace techniques, there are no matrix factorizations 
and only space matrix-vector multiplication or evaluation of residual is used. This is the 
main contributing factor for its efficiency which is very significant for large systems. 
Deterministic ATC results for all Krylov subspace were done and their results comparison 
indicated that the amount of ATC for IEEE 30 bus system did not show significant change. 
For IEEE 118 bus system, because of the difference in residuals, different ATC were 
obtained. Unlike the other ATC algebraic computation methods, Krylov Algebraic Method 
(KAM) determined ATC for multilateral transactions. For this, the effects of lines, generators 
and loads were considered for ATC computation. 
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