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ABSTRACT 
The properties of linear approximations of a matrix are presented with respect to 
the spectral norm. We describe the connection between all spectral approximations of 
a given matrix, and we give a sufficient condition under which the spectral approxima- 
tion is unique. 
I. INTRODUCTION 
Let Ml be a linear subspace of the normed linear space (w”‘” of m X n 
real matrices. Let A E Rmx n be a gi ven matrix. We consider the problem of 
finding a matrix B E M such that 
(1.1) 
The matrix B is an approximation from Ml to A with respect to the norm 
(1. (I. We assume that A E Ml. Thus S > 0. In this paper we consider the 
problem (1.1) for the spectral norm )I 1 )I 2 and an arbitrary linear subspace Ml. 
The approximation B with respect to the spectral norm is called the spectral 
approximation of A. 
The problem (1.1) is a particular case of the matrix nearness problems of 
finding a nearest member of some given class of matrices, where distance is 
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measured in a matrix norm. A survey of the nearness problems is given in 
Higham [7]. For example, one considers approximation by nonnegative 
definite, orthogonal, normal, and unstable matrices. This kind of nearness 
problem is not a particular case of (l.l), m which we consider the approxima- 
tion by elements from the -linear subspace, and it was investigated for 
example by Byers [2], Gabriel [4], Halmos [6], Higham [7], Rao [13], and 
Ruhe [15]. Fan and Hoffman [3] (see also Higham [7]) solved the problem of 
the approximation of A by symmetric matrices with respect to any arbitrary 
unitarily invariant norm. This is a particular case of the problem (1.1). 
Applications of nearness problems in areas including control theory, numeri- 
cal analysis, and statistics are mentioned in Higham [7]. 
Watson 1191 considers the problem 
find X E iw” to minimize (1 A( x)112 (1.2) 
where the components of the matrix A are continuously differentiable 
functions of x in some region of interest. He mentions that problems of this 
type arise in control engineering. The necessary conditions for a solution of 
(1.2) leads to the problem (1.1). W t a son [N] proposes a method of solving 
(1.2) under the assumption that the solution is unique. His method is based 
on ideas from Overton [I2]. Watson’s method can be applied to (1.1) because 
it is a particular case of (1.2). Th erefore in this paper we investigate only the 
properties of the spectral approximations. 
Let 
Ml = span{ B,, . , Bk} 
where the matrices B,, . , B, are linearly independent. Then (1.1) can be 
written in the form 
(1.3) 
where x = [x1,, . , xklT . Lau and Zietak [ll] (see also Zietak [22, 231) 
consider the particular cases of linear subspaces M for which the approxima- 
tions can be easily computed. For example, let A and B, be symmetric. If for 
every i the matrix Bi commutes with Bj and A, then the problem (1.3) for 
arbitrary unitarily invariant norm, generated by a symmetric gauge function 
a, reduces to the solution of an overdetermined linear system in the norm @. 
In the general case the spectral approximation of A is not unique. The 
main purpose of this paper is the presentation of the relation between the 
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spectral approximations of a given matrix A for any arbitrary linear subspace 
M and the condition under which it is unique. 
2. SVD DECOMPOSITION 
We now recall the properties of the singular value decomposition of a 
matrix (see for example Golub and Van Loan [5]). Let A E R”‘x7’ have the 
following singular value decomposition (the SVD decomposition): 
A = PxQT, (2.1) 
where P and Q are orthogonal matrices, and Z = C(A) is a rectangular 
diagonal matrix with the singular values aj = a,(A) in descending order 
crl > a, 3 ... > a, > 0, t = min{m, n}, (2.2) 
on the diagonal. We denote 
CT(A) = [CT ,,..., q]’ . 
The spectral norm (1. (1 of A is equal to gl(A). We have (see Stewart [17]) 
IIAll2 =IIa(A)~~~ = ,m2m, z = ma uT Av, (2.3) 
Il~lllP=IluII2= 1 
where u E R”” and v E R”. 
The orthogonal matrices P and Q in the SVD decomposition of A are 
not unique. Let a(A) have the form 
u(A) = [,q ,,.., ~l,~?,...,lLLZ,...,~~,‘...‘~,Iro~.’.~o]T’ (2.4) 
If A has full rank, then the zero singular values do not appear in (2.4). Let ti 
be the multiplicity of /.+, so for example 
a,( A) = u2( A) = -.. = ql( A) = p1 > a,,+,( A). (2.5) 
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Then we have 
rank A = k = 2 tj 
j=l 
and 
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(2.6) 
where Pi and Qj are appropriate blocks of P and Q, respectively, 
If k = m or k = n, then the block P,,, I 
Let ?CQT 
or Q,+ i does not appear in (2.7). 
be another SVD decomposition of A, and let (2.1)-(2.7) 
hold. Then there exist orthogonal matrices 
K = diag(W,, , WC,, Wa), 
(2.8) 
L = diag(Wi, . , WC,, T,,) 
such that (see Berens and Finzel [l]) 
p’= PK, Cj = QL, (2.9) 
where IV,, W,, and T,, are appropriate orthogonal matrices. The partition of 
K and L into blocks has been done according to (2.7). The relations (2.9) 
imply that the blocks 
Cj = p,QjT (j = I,..‘> y> (2.10) 
are uniquely determined, i.e., C_i does not depend on the choice P and Q in 
the SVD decomposition of A. 
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3. DUAL MATRICES 
Let A = [aji] E R”x’l and G = [g,,] E R7’rxn. We denote 
(A, G) = Ca,jgij 
i,j 
The norm 
IiAll* = (A,G) (3.1) 
is the dual norm to the norm )I.)). The dual norm to the dual norm is the 
primal norm. A matrix G for which the maximum is reached in (3.1) is called 
the 11. I/-dual matrix to A, A # 0. Hence we have 
(A,G) = ItAll*, IIGII = 1. (3.2) 
In the general case G is not unique. 
We denote the set of all (1. II-dual matrices G to A by V(A; I( * 11). 
Therefore G E V( A; ]I . ]I) if and only if G satisfies (3.2). The dual norm to 
the spectral norm is the trace norm (also called the nuclear or c,-norm) 
(3.3) 
We now recall the characterization of the dual matrices with respect to 
the spectral and nuclear norms (see Zigtak [21]). Let A have the SVD 
decomposition (2.1), and let rank A = k. Then every spectral dual matrix G 
to A has the form [G E V(A; 1) * lj2)] 
G=P Q'> (3.4) 
where Ik is the identity matrix of order k and Z is any matrix such that 
Z E R(‘n-k)x(n-k) and 1\Z112 < 1. 
Now, let the largest singular value of A have the multiplicity t, [see 
(2.5)]. Then every trace dual matrix G to A has the form [G E !/(A; II . ll~>] 
G=P[HD;T ;]Q’, (3.5) 
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where H is an arbitrary orthogonal matrix of order t, and D is a diagonal 
matrix such that 
D = diag( A,), It DllI = 1, hj > 0. 
From (3.4) and (3.Fj) it follows that dual matrices may not be unique for the 
spectral and trace norms. However, we have the following theorem. 
THEOREM 3.1. Let A E R”‘x”. Then 
(a> th e s ec m c ua matrix to A is unique if and only if p t 1 1 1 
rank A = min{ m, n}; 
(b) the trace dual matrix to A is unique if and only if 
ad A) > a,( A) 
Proof. Let A have the SVD decomposition (2.1), and let (2.4)-(2.7) 
hold. Without loss of generality we assume m > n. Let rank A = n. Then the 
block 2 does not appear in (3.41, and in consequence the spectral dual matrix 
G to A has to have the form [see (2.6)] 
G=P 
Hence G is unique [see (2.10)]. N ow, let G be a unique spectral dual matrix 
to A. The uniqueness implies that rank A = n, because otherwise there 
would exist another G corresponding to 2 # 0 in (3.4). 
Now, let [I . I( be the trace norm. Let (T,(A) > a,( A). Then the trace dual 
matrix G to A has to have the form [see (2.4), (2.71, (3.5)] 
G = P (: ; Q'= P,Q: 
[ 1 
with appropriate zero blocks, so G is unique [see (2.10>]. Now, let G be 
unique. Then there has to be crr( A) > crz( A), because otherwise there would 
exist another G corresponding to the matrix D of rank greater than 1 in 
(3.5). This completes the proof. n 
Another proof of Theorem 3.1 is given in Zietak [22]. A set of trace dual 
matrices has the same characterization as the face of the unit ball with 
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respect to the trace norm (see Berens and Finzel [l]). Moreover, this set is 
equal to the subdifferential of the spectral norm of A (for the definition of 
subdifferential see Rockafellar [I4]). In this paper we do not use the notion 
connected with subdifferentials. We apply only dual matrices. The characteri- 
zation of the subdifferential of any arbitrary unitarily invariant norm of A is 
presented in Watson [20] and is improved by Zietak [24]. We recall that 
spectral and trace norms are unitarily invariant. 
4. CHARACTERIZATION AND PROPERTIES OF THE 
SPECTRAL APPROXIMATIONS 
Let us consider the problem (1.1) and let II.II be any arbitrary norm. A 
characterization of the approximations of A follows from a general theorem 
due to Singer [16, p. 1701. W e omit the formulation of the corresponding 
theorem. For the spectral norm it is done in Lau and Riha [lo] (see also Lau 
km. 
We now formulate a theorem which is essentially a corollary of the 
Hahn-Banach theorem. Namely, from Theorem 1.1 in Singer [16] (compare 
Watson [18, p. 161) we obtain the following characterization. 
THEOREM 4.1. Let 11. )I be any norm in [w”‘x”. A matrix B E M is an 
approximation of A by the elements of the linear subspace M of R”” n if and 
only if there exists a matrix F such that 
(A - B, F) = [IA - B/l, 
IlFll* = 1, FEMIL, 
(4.1) 
where M’ denotes the orthogonal complement of Ml. 
We now consider the problem (1.1) for the spectral norm. For this case 
we specialize the characterization given in (4.1). Let B be a spectral 
approximation of A, and let the residual matrix R = A - B have the 
following SVD decomposition [compare (2. l)]: 
R=UliVT, (4.2) 
where 2 = IS:(R) = diag(o;.(R)). W e h ave [see (l.l>] 6 = jlRllz = a,(R). Let 
the first singular value ui = a,(R) of R have the multiplicity s. We divide C 
and the orthogonal matrices U, V into submatrices 
21 0 z= o I I c > u = [U,> &I, v = [v,,v,J. (4.3) 2 
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The partition in (4.3) is diff erent from the one in (2.7). We have 
From (4.2) we obtain 
B = A - 6IJrVr’ - U,&,V,’ (4.4) 
If s = min{m, R}, then the block U, or V, does not appear in (4.3) and 
B=A-6W1’ or B = A- SUrV’, (4.5) 
respectively. We recall that by the properties of the SVD decomposition the 
matrix U,V, T is uniquely determined, i.e., it does not depend on the choice 
of U and V in (4.2) [see (2.10)]. 
A matrix F satisfying (4.1) is some trace dual matrix to R [see (3.211. 
Therefore rank F < s, where s is the number of o,(R) equal to S. From 
(3.5) and (4.1) we obtain the following corollary. 
COROLLARY 4.1. A matrix B E Ml is a spectral approximation from M to 
A if and only if there exist an s x s orthogonal matrix C and numbers Aj 
(j = 1,. . , s) such that 
CAj = 1, hj > 0, 
and the matrix 
Cdiag($)C’ o VT 
0 0 I 
(4.6) 
belongs to Ml’ , where U and V are orthogonal matrices from the SVD 
decomposition of the residual matrix R = A - B, and s is the number of 
singular values of R equal to 6 = 11 R((z. 
The spectral norm is not strictly convex. Therefore the spectral approxi- 
mation of A is not unique in the general case. Let B and B be spectral 
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approximations of A, and let F satisfy (4.1) for B. We now verify that F 
satisfies (4.1) also for B. We have 
(A - ti, F) = (A, F) = (A - B, F) = I)A - Bllz = [(A - I& = 6, 
(4.7) 
because F E iU’ , which is equivalent to ( X, F > = 0 for every X E Ml. 
Therefore F satisfying (4.1) 1s common to all spectral approximations of A. 
The nonzero numbers hj in (4.6) correspond to some singular values o;(R) 
equal to 6. This implies the following corollary. 
COROLLARY 4.2. Let F satisfy (4.1) for the spectral norm, and let rank F 
be equal to r. Then for every spectral approximation B of A the residual 
matrix R = A - B has at least r singular values equal to S. 
In Corollary 4.1 the form of matrix F is given by means of the SVD 
decomposition of the residual matrix R. We now show how R depends on the 
SVD decomposition of F satisfying (4.1). 
THEOREM 4.2. Let F satisfying (4.1) for the spectral norm have the 
following SVD decomposition: 
F=XCYT, 
where C = C(F) = diag(a;.(F)), rank F = r, 
x = [Xl, x,L Y = [Y,J,]> 
x, E Iwmxr, Y, E Ftnxr. 
Then for every spectral approximation B of A there exists a matrix Z, 
((Z112 < S, such that B has the form 
B = A - SX,YIT -XzZY,T . (4.8) 
REMARK. The matrix X,Y, T is uniquely determined in (4.81, i.e., it does 
not depend on the choice of orthogonal matrices in the SVD decomposition 
of F. 
Proof. Let F satisfy the assumptions of Theorem 4.1. Let B be an 
arbitrary spectral approximation of A. The conditions (4.1) mean that the 
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matrix (1/6XA - B) is some spectral dual matrix to F. Therefore there 
exists a Z such that [see (3.4)] ((2112 < I and 
$( A - B) = XIYIT +XzZYgT 
The matrix X,YiT is uniquely determined, because rank F = r [compare 
(2. lo)]. This completes the proof. n 
Let r = rank F = minim, n]. Then the spectral dual matrix to F is 
unique (see Theorem 3.1). Therefore from Theorem 4.2 and (4.7) we obtain 
the following corollary. 
COROLLARY 4.3. Let F satisfying (4.1) for the spectral norm be ~$fill 
rank. Then the spectral approximation of A is unique. 
Now we prove the main result. The expression (4.8) implies that for every 
spectral approximation B of A the residual matrix R = A - B can be 
expressed in the form 
R=R,+R,, 
where R, and R, satisfy the following conditions: 
uj( R,) = 6 (j = 1,. .,rank R,), 
IIR,llz < 6, R: R, = 0, R,R: = 0, 
(4.9) 
and R, is common to all spectral approximations of A. We now show how to 
determine R, of largest rank. The matrix R, = SXIYIT [see (4.811 satisfies 
the above conditions (4.9), and it is common to all spectral approximations. 
However, rank( X,YiT) = rank F = r < s, where s is the number of singular 
values of R equal to 6. This does not imply that rank F = s in the general 
case, because in (4.8) we can have )(Z)(2 = 8. 
We now choose a spectral approximation B of A such that its residual 
matrix R = A - B has the smallest number s of singular values equal to S. 
This matrix B is not uniquely determined in the general case. If s 5 
minim, n), then for every spectral approximation B’ we obtain (fi = A - B) 
cT1( ti) = **- = q(fi) 2 a,+,(@, (4.10) 
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but for B we have (R = A - B) 
crI( R) = *** = a;(R) > a,+,(R). (4.11) 
If s = min{m, n), then every singular value of R and R’ is equal to 8. Now 
we can prove the main theorem. 
THEOREM 4.3. Let B be a spectral approximation of A whose residual 
matrix R = A - B has the smallest number s of singular values equal to 6. 
Let R-have the SVD decomposition (4.2). Then for e_ue y spectral approxima- 
tion B of A there exists a 2, (lZ(( 2 < 6, such that B can be expressed in the 
f OTm 
B’ = A - SU,VIT -U,?!Vz’ , (4.12) 
where U,, V,, U,, and V, are determined as in (4.3). Moreover, the matrix 
U,VIT in (4.12) is uniquely determined, i.e., it does not depend on the choice 
of U and V in (4.2). Zf s = min{m, n), then the spectral approximation of A is 
unique and has the form (4.5). 
REMARK. The matrix R, = 6UIVIT satisfies (4.9) and R, has the largest 
possible rank because we have assumed (4.10) and (4.11). 
Proof. Let the assumptions of the theorem be satisfied. Therefore B has 
the form (4.4). If A has a unique spectral approximation, then the theorem is 
obvious. We assume that the spectral approximation B is not unique. Let 
g # B be any arbitrary spectral approximation of A, and let fi = A - g. We 
take 
The matrix B^ is also a spectral approximatiot of A, b?cause the :et of all 
spectral approximations of A is convex. Let R = A - B, and let R have r 
singular values equal to 8. We have r > s. We now prove that r = s. 
Let 
s < min{ m, n), 
n 
and let R have the following SVD decomposition: 
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where 2 = x(k). The matrix 8 can he expressed in the form [compare (4.411 
where 
and ]j$,llZ < 6. Let xj and y. denote the jth columns of t? and G;, 
respectively. By the properties oflthe spectral norm [see (2.3)] we obtain for 
j=l ,...,?- 
This implies that 
XI Ryj = x,’ liyj = 6 (j = l,...,r). (4.14) 
Moreover, from the Cauchy-Schwarz inequality [see also (2.3)] we have 
(j = 1, . . , r). Therefore 
IIRY~IIz = IIRT XjIIz = 6 (j = 1,. .) ?-). (4.15) 
Hence it follows that x1 and Ry, are linearly dependent [see (4.1411. The 
same holds for the vectors yj and RT x1. Comparing the norms, we conclude 
that [see (4.141, (4.15)] 
Ryj = 6xj, R T xl = S yj (j = 1,. . , r), (4.16) 
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and consequently 
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(4.17) 
ri,‘R<, = SI,, 
We denote 
ti,T Rc2 = 0, ri,’ RTj, = 0. (4.18) 
Then 
Thus from (4.17) and (4.18) we obtain 
so R has the form [compare (4.1311 
61, 0 
R=fi o 
[ 1 z ? T = sl?$,T +c?2z2Tj2T , 2 (4.20) 
where Z, satisfies (4.19). In the same way we verify that there exists a Z, 
such that [see (4.14)-(4.20)] 
and R has the form 
(4.22) 
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Let 2, have the following SVD decomposition: 
Z, = HCGT , 
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(4.23) 
where H and G are orthogonal and 
2 = Ii = diag(q(Z,)). 
From (4.20) and (4.23) we obtain the following SVD decomposition of R: 
This implies that the residual matrix R has at least r singular values equal to 
S. However, we have assumed that R has exactly s singular values equal to 6. 
Therefore r = s and I%(&> = &. Moreover, by the properties of the SVD 
decomposition [see (2.10)] we have 
and there exist orthogonal matrices K and L such that [see (2.911 
Therefore [see (4.22)] 
ti = SUrVrT +UJZTHTii2LTGTVzT. 
Hence B’ has the form (4.12) with 
which completes the first part of the proof. 
Now, let 
s = min{m, n} .
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Then R, I?, and i have to have every singular value equal to 8. Therefore 
the appropriate blocks d? not appear in (4.3), (4.13) (4.20) and (4.22). 
Namely, we obtain R = R = R = SUIVIT , where U, = U or V, = V [com- 
pare (4.511. This completes the proof. n 
Let B and the natural number s be determined as in Theorem 4.3, and 
let S denote a set of spectral approximations of A for which the residual 
matrices have exactly s singular values equal to 6. If s = minim, n], then the 
spectral approximation of A is unique, Now we suppose that 
s < min{m, n}, 
and we consider the following problem: 
mincr,+,(A -X). 
XE§ 
(4.24) 
Hence we look for a spectral approximation of A, from the set _S, whose 
residual matrix has the smallest (s + I)th singular value. Every B E S has 
the form (4.12) with appropriate P! satisfying ]]zllz < 8. Therefore 
B - I? = li - R = U&t - &)V,’ E M, (4.25) 
where U,, V,, and C, are determined as in (4.3). We have l/Z,/]2 < 6. Let us 
consider the following linear subspace M, of Ml: 
Ml, = (W : W E Ml and there exists a Z such that W = U2ZV,‘}. 
We assume that there exists a B’ E S such that B’ z B, i.e., the spectral 
approximation whose residual matrix has the smallest number of singular 
values equal to 6 is not unique. Then [see (4.25)] 
dimMI, > 1. (4.26) 
Let us consider the following auxiliary problem: 
min IlU2X,V2’ -W II2 
U’EM, 
(4.27) 
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Let the minimum (4.27) be reached for W E Ml,. Thus there exists a z^ such 
that W = U, ZEST and [see (4.11)] 
If dim Ml, = 0 then W = 0. The same can hold also for the case (4.26). We 
now prove that the minimum (4.24) is reached for X = B + I@. 
THEOREM 4.4. ALet B satisfy the assumptions of Theorem 4.3, a?d let 
s < min{m, n}. If W is a solution of the problem (4.27), then B + W is a 
solution of the problem (4.24). 
Proof. Let B satis the assumptions of Theorem 4.3. Then the relations 
(4.2)-(4.4) hold. Let W be a solution of (4.271, so (4.28) holds. Therefore 
B + I@ E M and 
ri = A - B - I+ = 6UlVlT +U,(& - +‘,T 
This implies that [see [4.28)] 
o-,+,(A) = 6, < 6. (4.29) 
Therefore B + I@ E S. Let l? be any arbitrary matrix from S. Then fi = A 
- B’ has to have the form [see (4.12)] 
fi = au,v,T + u,iv,’ 
for some 2, (Iz(~~ < S. The residual matrix R can be expressed in the form 
where Z = Zz - z’. We have 
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Therefore 
This implies that [see (4.271, (4.2911 
q+1(@ =((U,(& - ~)Vz’l12 2. 4 = a,+,(& (4.30) 
The minimum (4.24) is reached because theAset S is bounded. The relation 
(4.30) holds for every B E S. Thus B + W is a solution of the problem 
(4.24), which completes the proof. n 
We now verify that the minimum (4.27) and the matrix for which it is 
reached do not depend on the choice of matrices U and V in the SVD 
decomposition (4.2) of the residual matrix R = A - B having the smallest 
number of singular values equal to S. Let XCY T be another SVD decom- 
position of R. Then by the properties of the SVD decomposition we have 
[compare (2.611 
R = 6UlVlT + rr,&V,‘= 6ulvlT +X,&Y,T , 
where X, and Y, are appropriate blocks of X and Y, respectively. Moreover, 
there exist orthogonal matrices K and L [compare (2.9)] such that 
u, = X,K, v, = Y,L. (4.31) 
We define 
M, = {W : W E M and there exists a Z such that W = XzZYzT}. 
It is easy to verify that M1 = RJlz. Hence we obtain 
This means that the minimum (4.27) does not depend on the choice of U and 
V in (4.2). Moreover, the solution of (4.27) also does not depend on it, 
because RAi = M,. 
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EXAMPLE. Let a linear subspace M of R m X)1 have 
dimM = mn - I. 
Then 
dimMl= 1 
Let EEM~, E # 0. It is easy to verify that the natural number s 
determined as in Theorem 4.3 is equal to rank E and every spectral approxi- 
mation B of A has the form (see Zigtak [22]) 
(A, E) 
B=A------- 
IlEE G’ (4.32) 
where G is some dual matrix to E with respect to the spectral norm, 
G E WE; II * 112). Every d ua matrix G determines a spectral approximation 1 
of A, and 
I( A, E)l 
a = llEll*2 
If rank E = min{m, n}, then A has a unique spectral approximation (see 
Corollary 4.3). Let rank E = .P < min{m, n), and let E have the following 
SVD decomposition: 
E = U&VET 
We take [see (3.4)] 
G = U, 
Then for the matrix (4.32) with G determined as in (4.33) we have 
(4.33) 
a,+,( A - B) = 0 
PROPERTIES OF LINEAR APPROXIMATIONS 59 
Therefore the matrix (4.32) with G given by (4.33) is the best from the 
spectral approximations of A, and it is determined uniquely, because we have 
(2.10). 
Theorems 4.3 and 4.4 form the base of the concept of the strict spectral 
approximation of A. The definition of the strict spectral appoximation of a 
matrix is given in Zietak [25]. The matrix (4.32) with G determined as in 
(4.33) is the strict spectral approximation of A. 
I thank the referee for his remarks, which improved the presentation. 
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