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Abstract
When the Galerkin method of moments (MoM) is used in the numerical analysis of microwave microstrip networks, elements of
a network impedance matrix are required. Two dimensional (2D) Sommerfeld (spectral) integrals must be evaluated in such cases.
When semi-inﬁnite circuit feed lines are used, certain speciﬁc types of Sommerfeld integrals arise whose integrands oscillate rapidly
and present serious numerical difﬁculties for their evaluation. In this paper, a novel, accurate, and much more efﬁcient asymptotic
extraction technique (AET) is developed that involves extracting an inner asymptotic angular integral, which is then evaluated
analytically before evaluating the outer integral numerically.
© 2006 Elsevier B.V. All rights reserved.
1. Introduction
Microwave circuits of all types have at least one entry/exit port and many have two or more. The patch antenna is a
common example of a one-port microstrip network and passive ﬁlters and power dividers are examples of commonly
used two-port networks. Generally, transmission lines that are long with respect to wavelength are attached to the
network ports. Port transmission feed lines, such as commonly used coaxial cable, may be conveniently and accurately
modeled using semi-inﬁnitely long feed lines with single-mode currents propagating into or out of the ports of the
network [8,3]. With the exception of the network feed lines, the entire circuit is often divided into electrically small
cells [6,13]. Surface current on the entire network can be modeled by a set of basis functions, one for each side of
every cell. Most of the time consumed in the analysis of a network is spent evaluating, or ﬁlling, the impedance matrix
for all cell pairs of the network. Computation of the impedance matrix elements for pairs of electrically small cells
is efﬁciently and easily accomplished by a combination of analytical and numerical means [2]. In this paper, a novel
and efﬁcient means of evaluating impedance matrix elements when one or both of the cells in a pair are semi-inﬁnitely
long is developed. Problems of slow convergence of the 2D Sommerfeld spectral integrals that arise when using semi-
inﬁnitely long cells are efﬁciently and accurately handled by extracting the asymptotic behavior of the integrand for
large values of the spectral variable in a manner that allows for analytical evaluation. Three similar integrals arise in
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Fig. 1. (a) Typical microstrip cross-section; (b) Typical plan view showing two rectangular cells with sides m and n, respectively.
this problem. Because all three are computationally very similar, the self-coupling integral is covered in detail. Only
differences in computation for the other two integrals are discussed later for completeness.
2. Formulation of the MoM
Fig. 1(a) depicts a microstrip structure cross-section with a perfectly conducting strip located at the interface between
air, with electric permittivity 0, and a dielectric layer with permittivity r . The dielectric layer is supported by a perfectly
conducting ground plane. Fig. 1(b) is a plan view of a gridded section of a typical microstrip network with two shaded
rectangular cells with sides m and n, respectively.
Surface current on the network conducting strips can be modeled by a set of sub-domain basis functions, one for
each side m or n, of every cell in the microstrip circuit. In the Galerkin MoM approach, the integral equation for the
gridded network is multiplied by a set of testing functions that are the same as the cell current basis functions and then
integrated over the surface of the network. This results in an equation of the form
[Z][I ] = [V ], (1)
where [I ] is unknown electrical current, nonzero elements of [V ] are known source voltages and [Z] is called an
impedance (or coupling) matrix, relating unknown I ’s to known V ’s. Zm,n represents a kind of “coupling” between a
basis function at m and a testing function at n.
Elements of the network impedance matrix for the self-coupling case (m = n) are given by the double Sommerfeld
spectral integral
Zm,n = −j0
2
∫ ∞
0
d
1

[
1
D2
+ 
2
k20
(
u0 + u1 tanh(u1h)
D1D2
)]
I1(), (2)
where
D1 = ru0 + u1 tanh(u1h),
D2 = u0 + u1 coth(u1h),
u0 =
√
2 − k20,
u1 =
√
2 − k21. (3)
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The inner angular integral I1 in (2) is
I1() =
∫ 
−
sin2
(
W
2  sin 
)
e−j(X cos +Y sin )
(1 − cos2 )(2 − 2 cos2 ) d. (4)
The parameters and constants in Eqs. (2)–(4) are deﬁned as: is angular frequency,X and Y are the separation distances
between grid sides (zero for self-coupling), k0 and  are the free space wave number and propagation constant of the
microstrip feed line respectively, k1 is the wave number in the microstrip dielectric region, h is the microstrip substrate
height, 0 and r are free space magnetic permeability and substrate dielectric constants, respectively, and W is the
width of the microstrip line.
Dvorak [4,5,7,9] has shown that an angular integral of this type can be decomposed into a ﬁnite number of incomplete
Lipschitz–Hankel integrals (ILHIs), Bessel functions, and other elementary functions. The ILHIs may be efﬁciently
and accurately computed using one of several Neumann series expansions. In Dvorak’s approach, integration in  is
entirely along the real  axis as the substrate material is lossy, poles in the expression equivalent to (2) are below the
real  axis, and the propagation constant, , is real. In this paper, the dielectric constant of the microstrip material
is real, poles in (2) lie on the real  axis, and  is complex. As a result, while modiﬁcations and extensions of the
Dvorak approach may be used, computation times will be long and the process very inefﬁcient for the reasons given
above. In the Dvorak AET [3], the different Neumann series that were used to evaluate ILHIs were modiﬁed for large
 and integrated analytically. This method does not provide a uniformly valid approach for all tan−1 Y/X. For certain
tan−1 Y/X the results cannot be obtained analytically. The AET method described in this paper is uniformly valid for
all tan−1 Y/X.
3. Application of an asymptotic extraction technique to the calculation of the self-coupling impedance
matrix elements
Consider the integral I :
I =
∫ ∞
0
f () d. (5)
This is a common form of the Sommerfeld or spectral integral that arises in electromagnetic modeling of microstrip
networks [2,12]. In order to apply numerical integration to such a semi-inﬁnite integral in , the upper limit must be
truncated. Since the integrands in  of this type that are considered in this paper oscillate rapidly and decay algebraically
for large values of , the upper limit will have to be chosen very large in order to obtain an accurate approximation
to the integral. An asymptotic extraction technique (AET) can be employed as a means of lowering the value of the
upper limit of numerical integration, thereby improving the efﬁciency of the outer semi-inﬁnite integration.A term that
adequately approximates the asymptotic behavior of the integrand can be found. When integrated, the extracted term
can be expressed in terms of algebraic or special functions. After subtracting the asymptotic term from the integrand,
a smaller upper limit can be used that reduces the number of sample points in the numerical quadrature.
Let fAET() be approximately equal to f () as  → ∞, where fAET() is a poor approximation (and may not even
exist) as  → 0. Eq. (5) becomes
I =
∫ N
0
f () d +
∫ ∞
N
f () d (6)
=
∫ N
0
f d +
∫ ∞
N
(f − fAET) d +
∫ ∞
N
fAET d. (7)
The intent is to ﬁnd an fAET that can be evaluated analytically resulting in algebraic and/or special functions of N and
a remainder integral which may be efﬁciently integrated numerically. We seek∫ ∞
N
fAET d = (explicit closed form expression) +
∫ N
0
g() d (8)
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such that
I =
∫ N
0
(f + g) d + (explicit closed form expression) +
∫ ∞
N
(f − fAET) d (9)
≈
∫ N
0
(f + g) d + (explicit closed form expression), (10)
where the last term in (9) has been dropped in (10). In order to justify this, let the error |f − fAET| be bounded by
A/, for some constant A> 0, > 1, and >N . Then∣∣∣∣
∫ ∞
N
(f − fAET) d
∣∣∣∣ A
∫ ∞
N
d

= A
( − 1)N−1 . (11)
If for example A = 3,  = 4, and N = 100, then the error in (10) is bounded by 1 × 10−6.
Eq. (10) is evaluated numerically with an upper limit ofN that can now be made much lower than would be needed if
theAET was not used. The result should be at least as accurate as integrating (5) numerically and much more efﬁcient.
4. Evaluation of coupling integrals
4.1. Case of self-coupling
For large  the integrand in (2) becomes
f () ≈ I1()
[
1
22
+ 
2
k20(r + 1)2
]
. (12)
The inner angular integral I1 can be expanded and expressed as
I1() = 1
22
I2(, P = 1) − 12I2
(
, P = 

)
− j

, (13)
I2(, P ) =
∫ 
−
e−jr(X,Y ) cos[−0(X,Y )]
cos  + P d, (14)
where
cos  − 0 = a cos  + b sin ,
a = cos 0,
b = sin 0,
0 = tan−1 Y
X
,
r =
√
X2 + Y 2. (15)
Substituting
x = ej (16)
yields
I2 = 2
j
∮
e−zj [a/2(x+(1/x))+b/2j (x−(1/x))]
x2 + 2xP + 1 dx, (17)
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Fig. 2. Deformation of the unit circle path to the steepest-descent paths I21 plus I22 for 0 = /2.
where the contour of integration is |x| = 1 and z = r . The next step is to ﬁnd a closed form solution to I2 for large 
(valid for both for P → 1 and for P → /) which is then inserted into (12) and integrated analytically from N to
inﬁnity.
4.1.1. Steepest-descent path evaluation of I2 (lim P → /)
I2 contains an essential singularity inside the unit circle at the point x = 0 and poles at x = −P ±
√
P 2 − 1.
Integral (17) cannot be evaluated by the residue theorem because of the nonremovable essential singularity. The path
of integration can be deformed off of the unit circle as long as attention is paid to the pole locations (one of which is
outside of |x| = 1 and the other inside |x| = 1). Residue(s) must be added or subtracted to the result of the integral
along the deformed path as necessary to obtain the correct result.
The original unit circle contour integral I2 can be deformed into the sum of two integrals, I21 and I22 whose paths
are shown in Fig. 2. Integral I21 = Ia + Ib and I22 is the closed path integral shown in Fig. 2. Ia and Ib in Fig. 1 are
steepest descent path integrals developed below.
The essential singularity problem is avoided by the deformation of Fig. 2. As x → 0 in (17), I2 becomes
I2 = 2
j
∮
e−j (z/2x)(ej0 ) dx. (18)
For z> 0 and 0 = /2,
I2 = 2
j
∮
ez/2x dx, (19)
I2 → 0 as x → 0, or as the essential singularity is approached from the x < 0 left half plane in Fig. 2. Similarly, for
other values of 0 the approach to the point x = 0 is handled in the same manner.
When the steepest-descent path integrals are closed at Re(x) = +∞, the sum of I21 and I22 yields I2 (for the given
value of P). In order to close the I21 path at Re(x)=+∞ from above and below the real axis, it must be shown that the
exponential decay of the integrand does not change in a manner that overcomes the decay and affects the result. This
can be done by examining the exponent (x − 1/x) for x = R + j when R → ∞:
x − 1
x
= R(R
2 + 2 − 1)
R2 + 2 ± j
(R2 + 2 + 1)
R2 + 2
≈R ± j. (20)
Hence, the exponent includes a large positive real value R with e−R decay for large  and small imaginary value 
which introduces very small severely damped oscillations. The path associated with integral I21 consists of the sum
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of the paths, each from −∞<s <∞, associated with Ia and Ib. For Ia , the path from s = [−∞,∞] passes through
x = ej0 , s = ∞ maps into the point x = 0, and s = −∞ maps into x = +∞. For Ib, the path from s = [−∞,∞]
passes through x = −ej0 , s = −∞ maps into the point x = 0, and s = ∞ maps into x = +∞. Therefore, I2 can be
expressed as
I2 = I21 + I22
= I21 + 2j
∑
residues
= Ia + Ib + 2j
∑
residues. (21)
Using steepest-descent asymptotic analysis and accounting for the pole locations, the exponent in (17) can be written
as
f (x) = j
[
a
2
(
x + 1
x
)
+ b
2j
(
x − 1
x
)]
(22)
= f (xs) + s2 (23)
with
f ′(x) = j
[
a
2
(
1 − 1
x2
)
+ b
2j
(
1 + 1
x2
)]
. (24)
The saddle points are deﬁned by f ′(x) = 0 or
a
2
(x2 − 1) + b
2j
(x2 + 1) = 0. (25)
Substituting for a and b and solving for the saddle point locations yields
xs = ±ej0 . (26)
4.1.1.1. First saddle point (P = /). Choosing ﬁrst the saddle point x = ej0 and solving for x in terms of s in (22)
yields
x2 + x[2jej0(j + s2)] + ej20 = 0 (27)
or
x1,2 = ej0
⎛
⎝1 − js2 ± s√2j
√
−1 − s
2
2j
⎞
⎠
. (28)
Recognizing that the integral will be determined largely by the portion of the path where s is small (near the saddle
points), a small s approximation yields
x ≈ ej0(1 − js2 + js√2j),
dx ≈ ej0(−2js + j√2j) ds. (29)
Since s ranges from −∞ to +∞, we choose the plus sign in (28). Evaluating the denominator of (17) yields
x2 + 2xP + 1 = (s − s1)(s − s2)(s − s3)(s − s4). (30)
The roots of the 4th order polynomial in s are easily found from the roots of the quadratic in x.
s1,2,3,4 =
√
j
2
[
1 ± e−j (0/2)
√
2
(
−P ±
√
P 2 − 1
)
− ej0
]
. (31)
M.P. Spowart, E.F. Kuester / Journal of Computational and Applied Mathematics 197 (2006) 597–611 603
We deﬁne the roots in (31) by choosing the left and right (under radical) signs respectively such that s1 is associated
with ++, s2 with −+, s3 with +− and s4 with −−.
Deforming to the steepest-descent path in the variable s and substituting for x in terms of s in (17) yields the
steepest-descent path integral Ia for the saddle point xs = ej0 (see Fig. 2):
Ia ≈ 2
√
2jej0e−jz
∫ ∞
−∞
(
1 − s
√
2
j
)
e−zs2
(s − s1)(s − s2)(s − s3)(s − s4) ds. (32)
Eq. (32) could be expanded using partial fractions to produce four separate integrals which could then be integrated.
However, inspection reveals that only the ﬁrst two poles are located near the s = 0 saddle point. These two poles will
have a signiﬁcant effect on the result while the other two poles will have a much smaller effect. Therefore, the two
dominant poles are extracted in the following manner:
(1 − s√2j)
(s − s1)(s − s2)(s − s3)(s − s4)
=
A + Bs
s3s4
[
(
1 + s
s3
+ · · ·
)(
1 + s
s4
+ · · ·
)
]
(s − s1)(s − s2)
=
A + Bs
s3s4
[
1 + s
(
1
s3
+ 1
s4
)
+ · · ·
]
(s − s1)(s − s2)
≈
1
s3s4
{
A + s
[
A(s3 + s4)
s3s4
+ B
]}
(s − s1)(s − s2)
= 1
s3s4
[
u + vs1
s1 − s2
1
s − s1 +
u + vs2
s2 − s1
1
s − s2
]
, (33)
where
u = 1,
v = −
√
2
j
+ s3 + s4
s3s4
. (34)
The expansion of (33) by partial fractions for the case P = / yields
Ia ≈ 2
√
2je−jzej0
s3s4
⎧⎪⎪⎨
⎪⎪⎩
∫ ∞
−∞
[
1 + s1
(
s3 + s4
s3s4
−
√
2
j
)]
e−zs2
(s1 − s2)(s − s1) ds
+
∫ ∞
−∞
[
1 + s2
(
s3 + s4
s3s4
−
√
2
j
)]
e−zs2
(s2 − s1)(s − s2) ds
⎫⎪⎪⎬
⎪⎪⎭ . (35)
Using the result
∫ ∞
−∞
e−zs2
s − s1 ds = ∓je
−s21z erfc(±js1
√
z), (36)
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where erfc is the complementary error function [1], yields
Ia ≈ − −2
√
2je−jzej0
s3s4
·
⎧⎪⎪⎨
⎪⎪⎩
1 + s1
(
s3 + s4
s3s4
−
√
2
j
)
s1 − s2 [∓je
−s21z erfc(±js1
√
z)]
+
1 + s2
(
s3 + s4
s3s4
−
√
2
j
)
(s2 − s1) [∓je
−s22z erfc(±js2
√
z)]
⎫⎪⎪⎬
⎪⎪⎭ . (37)
The closed form expression above for Ia is valid for z?1 (?1/r).
4.1.1.2. Second saddle point (P = /). The second saddle point is located at xs = −ej0 . Proceeding in the same
manner as outlined above, the steepest-descent path integral Ib is (Fig. 2)
Ib =
2
√
2
j
ejzej0
s3s4
·
⎧⎪⎪⎨
⎪⎪⎩
∫ ∞
−∞
[
1 + s1
(
s3 + s4
s3s4
− √2j
)]
e−zs2
(s1 − s2)(s − s1) ds
+
∫ ∞
−∞
[
1 + s2
(
s3 + s4
s3s4
− √2j
)]
e−zs2
(s2 − s1)(s − s2) ds
⎫⎪⎪⎬
⎪⎪⎭ , (38)
where
s1,2,3,4 =
√
j
2
(
−j ± e−j (0/2)
√
2
(
−P ±
√
P 2 − 1
)
+ ej0
)
. (39)
The roots s1,2,3,4 above are associated with the plus and minus signs in (39) in the same manner as described in the
section above for the ﬁrst saddle point. The solution for Ib for the second saddle point is then
Ib ≈
2
√
2
j
ejzej0
s3s4
·
⎧⎪⎪⎨
⎪⎪⎩
1 + s1
(
s3 + s4
s3s4
− √2j
)
s1 − s2 [∓je
−s21z erfc(±js1
√
z)]
+
1 + s2
(
s3 + s4
s3s4
− √2j
)
(s2 − s1) [∓je
−s22z erfc(±js2
√
z)]
⎫⎪⎪⎬
⎪⎪⎭ . (40)
Again, the closed form expression above for Ib above is valid for z?1 (?1/r).
For the case P = /, complex P is small for large  and the poles at x = −P ± √P 2 − 1 approach the points ±j
in the x-plane. The pole trajectories as  → ∞ are given in Figs. 3–4.
As seen in Fig. 3, the pole at x = −P − √P 2 − 1 remains outside of the original unit circle, which is shown by
a dashed line. However, the pole at x = −P + √P 2 − 1 in Fig. 4 remains inside the unit circle (but outside of the
steepest-descent path contour, which is closed at Re(x)=∞) for Im(P )< 0 and 0<Re(P )< 1. So, the residue of this
pole must be evaluated and added to the steepest-descent path result (I2 = Ib + Ia). The residue is evaluated for the
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Fig. 3. Trajectory of the pole at x = −P − (P 2 − 1)1/2 for P>1. Unit circle shown by dashed line.
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Fig. 4. Trajectory of the pole at x = −P + (P 2 − 1)1/2 for P>1. Unit circle shown by dashed line.
case lim P → 0 as
lim
x→(−p+√P 2−1)
⎡
⎢⎢⎢⎢⎣
2
j
e
−jz(
(x − 1
x
) sin 0
2j
)
x + P + √P 2 − 1
⎤
⎥⎥⎥⎥⎦= ejz, (41)
where
√−1 = −j is chosen in order for the pole to lie on the −j point when P = 0. Hence, I2(P = /) becomes
I2 = Ia + Ib + 2jejz. (42)
The parameter P appears only in the roots s1,2,3,4 in the expressions for Ia and Ib. Treating P as a parameter rather
than a variable, it is set to zero in the large  interval >N because in this range the value of P does not greatly affect
the integrand. This simpliﬁes the expressions for s1,2,3,4 accordingly. The pole s2 is zero for P = 0 and 0 = /2. The
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integral (36) with pole s2 = 0 does not exist if P is set to zero before integrating. This problem is avoided by taking
the limit P → 0 after integrating (36). In this case the right-hand side of (36), for s2 = 0, equals ∓j.
4.1.2. Steepest-descent path evaluation of I2 (lim P → 1)
In this case, none of the poles s1,2,3,4 are near the s = 0 saddle points and (29) for the saddle point x = ej0 can be
simpliﬁed using
x ≈ ej0(1 + js√2j),
dx ≈ ej0j√2j . (43)
The denominator in (17) becomes
x2 + 2xP + 1 = −2jej20
[
s2 + s(−√2j −√2je−j0) + (j
2
e−j20 + je−j0 + j
2
)]
. (44)
This is a quadratic polynomial in s with repeated roots
s1,2 =
√
j
2
(1 + e−j0). (45)
The steepest-descent path integral becomes
Ia = j
√
2je−j0e−jz
∫ ∞
−∞
e−zs2
(s − s1)2
ds. (46)
We now seek a solution to the integral
I (z) =
∫ ∞
−∞
e−zs2
(s − s1)2
ds (47)
which may be found in the following manner:
I ′(z) = −
∫ ∞
−∞
s2e−zs2
(s − s1)2
ds
= −
∫ ∞
−∞
e−zs2ds − 2s1
∫ ∞
−∞
e−zs2
(s − s1) ds − s
2
1
∫ ∞
−∞
e−zs2
(s − s1)2
ds (48)
or
I ′(z) + s21I (z) = −
√

2
− 2s1{∓je−s21z erfc
(±js1√z)}. (49)
Solving the differential equation for I (z) yields
I (z) = −e−s21z√
∫ z
0
es
2
1z
′
√
z′
dz′ ± j2s1e−s21z
∫ z
0
erfc(±js1
√
z′) dz′. (50)
From [11] the integrals in (50) are∫ z
0
es
2
1z
′
√
z′
dz′ = ∓j 
s1
erf(±js1
√
z), (51)
∫ z
0
erfc(±js1
√
z′) dz′ = 2
[
z
′2
2
erfc(±js1z′) −
1
4s21
erf(±js1z′) ∓
z′
2js1
√

es
2
1z
′2
]∣∣∣∣∣
√
z
0
, (52)
where erf(y) = 1 − erfc(y) is the error function [1]. I (z) becomes
I (z) = ±j2s1z erfc(±js1
√
z)e−s21z − 2√z. (53)
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From (46) the steepest-descent path integral Ia becomes
Ia = j
√
2je−j0e−jz{±j2s1ze−s21z erfc(±js1
√
z) − 2√z}. (54)
The steepest-descent integral Ib for the saddle point x = −ej0 can be found by the procedure above.
Ib = −
√
2je−j0ejz{±j2s′1ze−s
′2
1 z erfc(±js′1
√
z) − 2√z}. (55)
The angular integral I2 for the case P = 1 becomes
I2(P = 1) = Ia + Ib + 2j
∑
residues. (56)
The closed path integral I2b contains the pole at
lim
P→1 x = −P +
√
P 2 − 1 (57)
and by itself does not exist. However, when combined with the integral∫ 2
0
1
cos  − 1 d (58)
which is the singular part of I2, the combination does exist and can be evaluated by the residue theorem:
I2b + I2s = lim
P→1 2j
⎡
⎢⎢⎣e
z
(
P 2−P√P 2−1−1
−P+√P 2−1
)
− 1√
P 2 − 1
⎤
⎥⎥⎦
= − 2z. (59)
Hence, I2(P = 1) is given by
I2(P = 1) = − 2r + j
√
2je−jre−j0 [±j2s1re−s21r erfc(±js1
√
r) − 2√r]
+ √2jejre−j0 [±j2s′1re−s
′2
1 rerfc(±js′1
√
r) − 2√r].
(60)
4.1.3. Evaluation of the outer Sommerfeld integral for the self-coupling case
Now that I2 has been evaluated for large  and for both P = 1 and /, the results are inserted into the full large 
integrand of (12) in order to evaluate the Zm,n given by (2) over the range  = [N,∞].
Zm,n|>N ≈ −j02
∫ ∞
N
d
⎡
⎣I2(P = 1)
22
−
I2
(
P = 
)
2
− j

⎤
⎦ ·
[
1
22
+ 
2
2k20(r + 1)
]
. (61)
This yields the following three integrals:
F1 =
∫ ∞
N
I2(P = 1)
4
d, (62)
F2 =
∫ ∞
N
I2
(
P = 
)
3
d, (63)
F3 =
∫ ∞
N
1
3
d = 1
2N2
. (64)
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Integrals resulting from F1 are
F1a =
∫ ∞
N
1
3
d = 1
2N2
, (65)
F1b =
∫ ∞
N
e±jr
7/2
d, (66)
F1c =
∫ ∞
N
s1e
−(s21±j)r erfc(js1
√
r)
3
d. (67)
Integrating F1b by parts yields∫ ∞
N
e±jr
n/m
d = −m
n
[
e±jr
(n−2)/m
∣∣∣∣∣
∞
N
± jr
∫ ∞
N
e±jr
(n−2)/m
d
]
, (68)
∫ ∞
N
e±jr
1/2
d =
√±j
r
[
erfc
(√∓jrN)] . (69)
Inserting the change of variable u = √ into F1c yields
F1c = 2s1
∫ ∞
√
N
e−(s21±j)ru2erfc(js1
√
ru)
u5
du (70)
= 2s1
∫ ∞
√
N
e−bu2erfc(cu)
u5
du. (71)
Using integration by parts, the solution to (71) is∫ ∞
√
N
e−bu2erfc(cu)
u5
du = 1
4
e−bN erfc(c
√
N)
N2
− b
4
e−bNerfc(c
√
N)
N
+ bc
2
√

e−(b+c2)N√
N
− bc
2
(b + c2)1/2 erfc((b + c2)1/2√N)
+ b
2
4
∫ ∞
bN
e−x
x
dx − b
2
4
ln
[
(b + c2)1/2 + c
(b + c2)1/2 − c
]
+ b
2
2
∫ √N
0
e−bx2
x
erf(cx) dx − c
6
√

e−(b+c2)N
N3/2
+ c(b + c
2)
3
√

e−(b+c2)N
N1/2
− c(b + c
2)3/2
3
erfc((b + c2)1/2√N). (72)
The ﬁfth term in (72) is the exponential integralE1(z)where z=x+jy. For x > 10 or y > 10 the formula at the bottom
of Table 5.6, [1, p. 250] was used to evaluate E1(z). For general z, formula 5..1.11 in [1] was used.
The sixth and seventh terms in (72) resulted from using [11] (2.8.5.8):∫ ∞
0
e−bx2erf(cx)
x
dx = 1
2
ln
[
(b + c2)1/2 + c
(b + c2)1/2 − c
]
. (73)
Inserting I2(P = /) into F2 in (63) results in the following two integrals:
F2a =
∫ ∞
N
e±jr
3
d, (74)
F2b =
∫ ∞
N
e−(s21±j)r erfc(js1
√
r)
3
d, (75)
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F2b is the same as F1c and F2a can be integrated by parts yielding∫ ∞
N
e±jr
3
d = 1
2
e−jrN
N2
− 1
2jr
e−jrN
N
− 1
2
r2
∫ ∞
N
e−jr

d. (76)
Making the change of variable u = jr∫ ∞
N
e−jr

d =
∫ ∞
jrN
e−u
u
du
= − Ci(rN) + j
(
Si(rN) − 
2
)
. (77)
From [11] for x = 0 and y real
E1(jy) = − Ci(y) + j
(
Si(y) − 
2
)
y < 0
= − Ci(y) + j
(
Si(y) − 
2
)
y > 0, (78)
where Ci is the cosine integral and Si is the sine integral.
The complementary error function was evaluated using the NAG routine S15DDF [10], which computes the function
w(z)=e−z2erfc(−iz) for complex z. The accuracy of S15DDF depends on the argument z. If z lies in the ﬁrst or second
quadrants of the complex plane, the result is near machine precision. If Im(z)< 0 accuracy may be lost and S15DDF
will issue a warning. The Ci(y) and Si(y) functions were evaluated using the NAG routines S13ACF and S13ADF,
respectively, for real y. Finally, the integral from zero to the square root of N in (72) becomes the g() in (8), which is
combined with f () and integrated numerically.
The dominant roots, s1 and s2, which are poles in the steepest-descent path integrals, are also functions of 0. Pole
s2 is zero when 0 = /2 and P = 0. In this limiting case, F2b becomes F2a .
4.2. Case of mutual-coupling
TheAET developed for self-coupling above is easily and directly applied to the case of mutual-coupling between two
parallel co-aligned feed lines. Feed lines that are not co-aligned can also handled in the same manner. Decomposition
of the angular integral I1 in this case results in the addition of two new integrals; I3 and an integral similar to I3 that is
easily evaluated by the residue theorem.
I3(, P ) ≡
∫ 
−
e−jr(x,y) cos[−0(x,y)]
(cos  + P)2 d (79)
= − dI2(, P )
dP
, (80)
I3 can be solved by the steepest-descent method in the manner given above for I2. Convergence is less rapid as the
distance separating the two semi-inﬁnite cells increases.
4.3. Case of cross-coupling
Fig. 5 shows a typical case of cross-coupling considered in this paper. The sides of the small cell are parallel with the
sides of the semi-inﬁnite cell. The two cells may be offset from one another in both the x and y directions. Consequently,
the angle 0 between the sidesm and n in the expression forZm,n may be other than /2.All of the equations developed
in the self-coupling case are derived without restrictions on 0. In both the self- and mutual-coupling cases, the angle 0
appears as a phase shift in front of I2 and I3 and in the roots s1, s2, s3, and s4. In addition, 0 determines the orientation
of the steepest-descent paths. The contours I21 and I22 in Fig. 2 will rotate about the origin in the counter clockwise
direction for increasing 0.As a result, the pole locations (which are not functions of 0) will lie either inside of contour
I21 , inside of contour I22 , or outside of both contours. Residues for the poles inside of I2 must be evaluated and added
as was done above. The poles s1 and s2 of the steepest-descent path integrals are the same in this case as in the previous
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Fig. 5. Example of cross-coupling between semi-inﬁnite cell with side m and small rectangular cell with side n.
cases. When either pole is zero for a particular value of 0 and P = 0, the procedure above is used where the limit
P → 0 is taken after the steepest-descent path integrals are evaluated. Again, the outer Sommerfeld integral converges
more slowly as the two cells are made further apart.
5. Numerical results
Table 1 gives the elapsed execution time to compute cell coupling with four signiﬁcant digits of accuracy and
Table 2 gives the corresponding impedance matrix elements for the three cases of coupling with semi-inﬁnite feed lines.
Table 1 execution times were obtained using the Fortran DTIME function running on a SunMicrosystems Enterprise
450 computer with dual UltraSparc 450MHz microprocessors. Table 1 shows two different upper limits of integration.
In the column headed by N = 10 000 as the upper limit of integration, the AET was used in conjunction with the NAG
adaptive quadrature routine for oscillatory integrands, D01AKF [10], to compute the complex valued integrals. The
real and imaginary parts were integrated separately. In the column headed by the much larger upper limit of integration
N = 180 000, the AET was not used and the combination of the NAG D01AKF and C06BAF (NAG extrapolation
routine) were used. The two different cross-coupling entries in the table give the range of times resulting from coupling
between a small rectangular cell closest (adjacent) to the semi-inﬁnite cell and onewhichwas farthest (0.25wavelength)
from the semi-inﬁnite cell. Smaller cell separations result in longer convergence times. In all of the examples used in
Table 1, the AET took less than one-ﬁfth of the time that was required when the AET was not used.
In the case of self-coupling, from (65)–(67) the error bound on the assumption in (11) is found with  = 3 and
N = 10 000 to be 0.5 · 10−8.
Table 1
Typical elapsed execution times for the computation of coupling with semi-inﬁnite cells
Task Upper limit of integration
N = 180 000.0 (Without AET) N = 10 000.0 (With AET)
Self-coupling 0.224 s 0.041 s
Mutual-coupling 1.17 s 0.156 s
Cross-coupling 1.08–1.62 s 0.144–0.216 s
In both columns, the upper limit of integration, N , was chosen to yield 4 signiﬁcant digits of accuracy.
Table 2
Typical impedance matrix elements for the computation of coupling with semi-inﬁnite cells
Task Upper limit of integration
N = 180 000.0 (Without AET) N = 10 000.0 (With AET)
Self-coupling −0.131965e − 4 − j0.413016e − 3 −0.131841e − 4 − j0.413075e − 3
Mutual-coupling 0.216786e − 5 − j0.977366e − 4 0.216633e − 5 − j0.977321e − 4
Cross-coupling −0.146948e − 4 − j0.195138e − 3 −0.145965e − 4 − j0.195196e − 3
In both columns, the upper limit of integration, N , was chosen to yield 4 signiﬁcant digits of accuracy.
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6. Conclusions
Analyzing microstrip networks with semi-inﬁnite feed lines has the demonstrated potential to provide improved
accuracy [12]. Microwave circuit networks, such as the often used patch antenna, are commonly connected to the
outside world with electrically very long transmission lines in the form of waveguide cables. While discontinuities
at either end of the port feed lines can give rise to higher mode currents and ﬁelds, it is almost always the case that
only a single fundamental mode current will propagate into or out of a network port. A truncated electrically long feed
line would itself give rise to unwanted higher modes in the analysis and gridding of such a feed line with electrically
small cells and sub-domain basis functions would substantially increase the size of the impedance matrix and the
overall computation time. However, the highly oscillatory double spectral domain Sommerfeld integrals that occur
with semi-inﬁnite feed lines are inefﬁcient to evaluate numerically. For this reason the asymptotic extraction technique
developed here is very beneﬁcial when analyzing all but the simplest and smallest networks. Inner angular integrals
are evaluated analytically instead of numerically and the outer limit of the outer integral can be shortened signiﬁcantly
without sacriﬁcing accuracy. The net result is almost an order of magnitude reduction in computation time for at least
the same degree of accuracy.
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