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Abstract 
We consider the modal ~-calculus due to Kozen, which is a finitary modal logic with least and 
greatest fixed points of monotone operators. We extend the existing duality between the category 
of modal algebras with homomorphisms and the category of descriptive modal frames with 
contractions to the case of having fixed point operators. As a corollary, we obtain completeness 
results for two proof systems due to Kozen (finitary and infirmary) with respect to certain classes 
of modal frames. The rules are sound in every model, not only for validity. 
1. Introduction 
When writing programs, it is often useful to think operationally in terms of “what 
happens next”. This intuition is provided by the operational semantics 0. However, 
the operational semantics is not always the most natural description of a program, 
and an alternative, denotational, view is also used. Here programs are elements of 
some abstract domain 9, and operations on programs are defined as functions on 
them. Domains are often defined by means of recursive domain equations olved in 
some category, e.g. SFP domains or ultrametric spaces. Then, the statement of full 
abstractness establishes a strong correspondence between the two views, and can be 
understood as means for switching between the operational and denotational intuitions 
without loss of information. 
Recently, Abramsky [l] has argued that this framework should be extended to in- 
clude program logics (the logical view ‘2’) as well. By means of a program logic 
one can express properties of programs, such as safety and liveness. As previously, 
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a statement of strong correspondence with the other view is called for. This is pro- 
vided by Stone duality (F’P N 9), i.e. a contravariant equivalence of the respective 
categories. Abramsky considers domain equations olved in the category of SFP; he 
defines a category of domain prelocales (coherent propositional theories) with type 
constructors on them analogous to the type constructors on SFP domains, so one can 
“mechanically” unpack a given domain equation to obtain the corresponding logic (up 
to isomorphism). 
On the one hand, Abramsky’s framework is very general, since it can deal with do- 
main equations involving the function space and the Plotkin powerdomain constructors. 
On the other hand, its expressive power, being essentially the logic of compact opens, 
and hence simply a distributive lattice of a certain kind, can be considered restrictive. 
For example, in the flat domain of natural numbers with the standard topology, one 
cannot express the property even (the set of even numbers). A possible extension al- 
lowing richer structure, already suggested by Abramsky [11, would involve adding fixed 
point operators, Thus, the open set of even numbers can be denoted by p.0 V s(s(x)), 
i.e. the least fixed point of the (monotone) operator J_x.O V s(s(x)), where s(n) denotes 
the successor function. 
The fixed point operators are particularly important in connection with program prop- 
erties, in particular fairness properties. An early result, due to Park [ 181, concerns the 
setting of languages of finite and o-infinite words over some alphabet, in which it is 
shown that fairmerge (a multifunction which produces interleavings of two words in 
such a way that the whole of each word is taken) can be expressed as an alternation 
of the greatest and least fixed points of certain operators monotone in the complete 
lattice of infinitary word languages, but that neither of the two fixed points suffices on 
its own. More recent work due to Larsen [ 151 shows that fixed points can be used to 
express safety and liveness properties. 
Fairness properties are statements of substantial complexity. Intuitively, (strong) fair- 
ness can be expressed as VP. P infinitely often enabled implies P infinitely often taken, 
where P is a process (we refer the reader to e.g. [5, 141 for more detail). Fairness is 
known to cause many difficulties: it requires the addition of infinite behaviours, en- 
forces unbounded elay, destroys the continuity of semantic operations with respect o 
standard topologies, and introduces the need for transfinite induction. Our reasons for 
working with fairness are motivated by the fact that it is important in practice, partic- 
ularly in communication protocols and distributed systems, and that certain properties 
of programs cannot be proved unless fairness is assumed. Moreover, there is evidence 
in the form of concrete software systems that fairness can be expressed in logics such 
as the temporal logic CTL*, and automatically verified [3]. 
As a concrete system which is capable of expressing fairness, we adopt the modal 
p-calculus due to Kozen [12]. It is essentially a finitary, propositional modal logic 
with least and greatest fixed points of monotone operators. As a modal logic, it fits 
in better with “domain theory in logical form” than the (state-based) temporal ogics 
such as CTL*. Models for the calculus are labelled transition systems; the closed 
formulas describe sets of states, and the open formulas can be viewed as maps on 
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the powerset of states. These maps are monotone but not necessarily order-continuous 
because there exist models and formulas involving fixed points whose interpretation 
in these models requires unfoldings for ordinals higher than o. The appealing features 
of the modal p-calculus are: its decidability (which should be contrasted with the 
infinitary Hennessy-Milner logic), and the expressive power (for example, it is strictly 
more expressive than PDL and CTL*). To give some intuition, the following modal 
p-calculus formulas have the corresponding meaning in any transition system model: 
1. p.[a]x (every u-path is finite); 
2. VX.(U)X (there exists an infinite a-path); 
3. p.x.cpV([a]x A (u) tt) (along every u-path eventually $J holds - liveness); 
4. vx.(u) tt A [Lj.x (a is always possible - safety); 
5. vz.py.((a)tt V [L]y) A [LIZ A (L)tt (a is possible infinitely often); 
6. vz.py.[L - u]y A [LIZ A (L)tt (a happens infinitely often), 
where L denotes some (finite) set of actions {at,. . .,a,}, and [L]cp is taken to mean 
[ut]q A . . A [un]q (with the dual interpretation for (L)). 
One long-standing problem with the modal p-calculus is the lack of a satisfactory 
completeness statement (satisfactory in the sense of being sound over extensions to the 
logic), although we should point out that a number of weaker, but workable, systems are 
in existence, e.g. [12,23]. Although known to be decidable, see e.g. [13], the modal 
p-calculus has not lent itself to an axiomatic characterization. The original calculus 
introduced by Kozen [12] is not yet known to be complete, although the subcalculus 
of aconjunctive formulas is shown to be so in [12]. Kozen obtains a completeness result 
in [ 131 by introducing an infinitary proof rule. Walukiewicz [23] obtains a similar result 
with the addition of an induction schema. His rules have the property that if all the 
premises are valid then the conclusion is always valid, but not the more intuitive 
property that, for any model Jz’, if all the premises are true in J%? then the conclusion 
must be true in &? (as Walukiewicz himself demonstrates by a suitable example). 
As Walukiewicz points out, the question of a complete axiomatization is of interest 
even though the calculus is known to be decidable, since an axiomatization gives us 
deeper insight into the calculus, and furthermore would enable us to construct a proof 
assistant to mitigate the complexity problems posed by an automated decision procedure 
carrying out an exponential task. 
The aim of the paper is to cast light on this problem by deriving a suitable duality 
theory for the modal p-calculus. Although the presentation of the full picture must 
await technical details to be presented later, it may be helpful to describe at this stage 
the contribution made by duality theory. 
Traditionally completeness results for modal systems have often used the construction 
of a canonical Kripke model for the system in question. However, in the case of the CL- 
calculus, this is not possible. The reason is that any attempt to construct such a model 
generates among the possible worlds of the model the so-called nonstandard u@ujilters 
(on which see further Section 10). If we think loosely of a fixed point formula as a 
limit of a sequence of finite approximations, then the nonstandard ultrafilters are those 
worlds where the fixed point formula holds without any of the approximations holding. 
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The problem with the Kripke model construction is that any successful interpretation of
a fixed point formula must map it onto a set which includes the nonstandard ultrafilters, 
whereas in the Kripke interpretation the meets and joins which are used to model such 
formulas are simply intersections and unions, respectively, of the sets representing their 
approximations, with the result that the nonstandard ultrafilters are not guaranteed to 
belong to the appropriate interpretations. 
In our extension of modal duality theory, on the other hand, we circumvent his 
problem by restricting the possible interpretations of formulas in the p-calculus to a 
subalgebra of the powerset algebra on the set of ultrafilters. In those cases where some 
nonstandard ultrafilter would not be present in the union, say, of a set of approxima- 
tions to the interpretation of a fixed point formula, the union does not belong to our 
subalgebra, but the nonstandard ultrafilter will be present in the join in the subalgebra 
(which is, in topological terms, the closure of the union). 
Duality theory originates from Stone, who set out to formulate a representation 
theorem for Boolean algebras as a field of sets so that the operations of conjunction, 
disjunction and negation can be modelled by their set-theoretic ounterparts. Stone 
proposed a construction of a topological space Spec B from an arbitrary Boolean 
algebra B taking as points the ultrafilters of B (denoted U(B)) and the topology given 
by the basis: 
U, = {U E U(B) 1 a E U}. 
This gives rise to isomorphisms: 
B E ClopSpecB /i’ : b-{U E U(B) ( b E U}, 
S Z SpecClopS y : SH{X E ClopS ( s 6 X}, 
where S is any compact, HausdorfT and totally disconnected space, subsequently named 
a Stone space. It was observed later that this correspondence can be expressed as an 
equivalence of categories ( BoOloP N Stone); for more detail see [lo]. 
We take an existing duality for modal algebras [191, and extend it to the case of 
having fixed point operators. We should point out that, until now, there was no duality 
statement for a setting with fixed points, as the main focus is on algebraic structures. A
modal algebra is a Boolean algebra B together with a unary operation z (corresponding 
to q ) which preserves finite meets. Modal algebras have (descriptive) modal frames as 
their duals [7]. In the notation of [ 191, we have A4 E (A4, )* for any modal algebra, 
where the dual frame of A4 is denoted A4,, and the dual algebra of a frame F is F*. 
One can think of modal algebras as certain arrows in the category Bal of Boolean 
algebras and hemimorphisms (i.e. maps preserving finite meets) between them. This 
category admits a duality theorem which is more general than the traditional Stone 
duality, in the sense that it is a duality with the category of spaces with continuous 
relations in the sense defined in [ 191, rather than continuous functions. 
The paper is organized as follows. Section 2 gives a summary of the notation and 
definitions, Section 3 introduces the (finitary and infinitary) modal p-calculi denoted L, 
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and Ly, respectively, and Section 4 discusses completeness of algebraic and relational 
semantics for modal logics. In Section 5, following some ideas due to Niwinski [17], 
we define the notion of a modal p-algebra, which is a modal algebra in which the 
fixed points of certain monotone operators are required to exist. The proposed structure 
is, in general, weaker than the complete lattices of [17] and [12], since only the infinite 
joins/meets dejinable by means of a fixed point operator must exist. We consider two 
special cases of modal p-algebras: of the first kind, in which least fixed points are given 
as the meet of the pre-fixed-points, and of the second kind, in which they correspond 
to the join of the transfinite chain of unfoldings. The two characterizations of fixed 
points coincide on complete lattices, but not in weaker structures. We show that each 
of the modal p-algebras mentioned above corresponds to dz@rent proof rules, a fact 
reflected in the respective Lindenbaum algebras: Kozen’s finitary rules (pL) and @R) 
correspond to the algebras of the first kind, while the infinitary rule (inf) to the algebras 
of the second kind (more precisely, a subclass called the second w-kind). Section 6 
introduces modal p-frames, the duals of modal p-algebras. 
In Section 7, we examine the representation theorem of modal algebras in the case 
of modal p-algebras. The modal frames that arise through this construction (descriptive 
modal p-frames) have as bases families of clopens closed under the interpretation of 
fixed points; in other words, the interpretation of a fixed point term in the Stone space 
of a modal p-algebra is a clopen subset. As a corollary of the representation theorem, 
in Section 8.1 we obtain canonical models for Kozen’s calculi L, and LF’, and hence 
completeness results with respect to certain classes of modal ~-frames. Finally, in 
Section 9 we derive a duality theory for the respective categories of modal p-algebras 
and the (dual) descriptive modal p-frames. We remain essentially within the framework 
of the original Stone duality, in the sense that given a modal @rame (X, r, Z’), the 
dual of some modal p-algebra (B, r), the underlying space of (X, T) is a Stone space. 
2. Notation and preliminaries 
Some familiarity with Boolean algebras, modal logics, and topology is assumed. 
Let X be a topological space. X is totally disconnected iff the only connected subsets 
are the singleton sets (Y CX is connected iff the only clopen sets in the subspace 
topology are 0 and Y). X is totally separated iff every pair of distinct points can 
be separated by a clopen subset, i.e. given n, y there exists a clopen set C such that 
x E C and y @ C. A space is a Stone space iff it is compact, HausdorlT and totally 
disconnected, or, equivalently, compact and totally separated. 
By a$eld of subsets we shall mean a family of subsets closed under the set-theoretic 
operations of intersection, union and complement. A field of subsets 9 is reduced iff 
every pair of distinct points is separated by a set A E 9, and perfect iff every ultrafilter 
of 9 is determined by a point (i.e. it is of the form {A E B Jx E A} for some x). F 
is a perfect and reduced field of subsets of X if and only if the topology on X defined 
by taking F as a clopen basis is a Stone space. 
8 S. Ambler et al. I Theoretical Computer Science 151 (1995) 3-27 
The Stone space of a Boolean algebra B is defined by taking the set of all ultrafilters 
U(B) as points, and the family of all sets P(b) = {U E U(B) lb E U} as the clopen 
basis. 
We recall two well-known characterizations of least and greatest fixed-points of 
monotone functions on a complete lattice. For an overview of fixed point theorems ee 
e.g. [16]. The following characterization is as the meet or join of the set of pre-jxed- 
points. 
Lemma 2.1 (attributed to Knaster and Tarski). Let (L, <) be a complete lattice. Then 
every monotone function f : L -+ L has the least $xed point: 
uxf(x) = Ala E Llf(a)Gaa) 
and its dual, the greatest fixed point: 
vx.f(x) = V{a E L Ia<f(a)}. 
This first characterization gives us no direct way to calculate the fixed points, which 
has prompted several authors to formulate the following alternative characterization. 
Lemma 2.2 (attributed to Hitchcock and Park). Let (L, <) be a complete lattice, f : 
L -+ L a monotone function. Define the (increasing) chain of unfoldings off by 
fO(O) = 0, 
f”+‘(O) = f(f”(O)), 
f”(0) = V{f'(O) la < A} /1 [limit ordinal. 
Then there exists an ordinal c( of cardinality less than or equal to that of L such that 
p Z c1 implies 
f=f (x) = f B(O). 
Dually, define the (decreasing) chain of unfoldings off by 
fo(l) = 1, 
fol+1(1) = f(fa(l)), 
fA(l) = A{fz(l)(s1 < A} ;1 limit ordinal. 
Then there exists an ordinal a of cardinality less than or equal to that of L such that 
B 2 u implies 
vx.f(x) = fs( 1). 
We say that these lemmas characterize fixed points of the first and second kind, 
respectively. It should be noted that the two characterizations coincide on complete 
lattices, but not, in general, on weaker structures. We confirm this by considering 
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Example 2.3. Let L be the distributive lattice with elements {Xi (i E w} U {yi ) i E co} 
satisfying xi < xj and yi > yj for i<j,andxi<yjforalli,jEo.Letf:L-+Lbe 
defined 
f(xi > = f(xi+ 11, 
This is a monotone function with least fixed point at yo. The fixed point is of the first 
kind because it is the only pre-fixed point, but it is not of the second kind because the 
o unfolding of f does not exist, the xi having no least upper bound in L. 
Thus we can have ordered structures weaker than complete lattices where fixed points 
of the first kind fail to be of the second kind. However, all fixed points of the second 
kind are of the first kind. 
Proposition 2.4. A least jixed point of the second kind is also of the jirst kind. 
Proof. Let L be a poset, and let f : L -+ L be a monotone function and suppose that 
the unfoldings f”(0) exist for all ordinals GI so that the least fixed point of f is given 
by fY(O), where y is the closure ordinal. 
Let y be a pre-fixed point of f. We show that f”(0) < y for all ordinals c1 by 
transfinite induction. 
l The base case is simply S’(O) = 0 < y. 
l If f”(0) < y then f”+‘(O) = f(f”(0)) <f(y) d y by the monotonicity of f. 
l If ;1 is a limit ordinal and f*(O) < y for all o! < A then 
f 9% = V{f”(O) I u < 1) < y. 
Thus, the least fixed point f Y(O) is a lower bound for the set of prefixed points and 
hence must be the meet because it is itself a pre-fixed point. Cl 
3. Modal p-calculus 
We take Act to be a fixed finite set of actions. The set L, of terms of the modal 
p-calculus is defined inductively as follows. Suppose we are given a countable set of 
variables V = {x0,x1 , .. .}. The p-terms are: 
VGL, (variables), 
tt,ffEL, (constants), 
t, t’ E L, =+ t A t’, lt, [a]t E L, a E Act, 
t E L,, x E V, x positive in t * pt E L,, 
where x is positive in t is a syntactic restriction defined as x occurring within an even 
scope of negations. This restriction implies monotonicity when viewing (open) terms 
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as maps on formulas. The connectives V and (a) are the usual duals to A and [a], 
respectively. In particular, 
(a)t =&f l[a]-it. 
The variable-binding operator p denotes the least fixed point. The greatest fixed point 
v is defined as the dual of the least fixed point as follows: 
Here, and in general throughout the paper, cp(x := Ic/) refers to the result of substi- 
tuting * for all free occurrences of x in cp. 
We give a sequent style presentation of the system due to Kozen [12]. The structural 
rules and rules for the basic connectives are those for Gentzen’s ystem LK for classical 
logic [6]. We augment hese with the rules for minimal modal action logic: 
(the latter being the dual of the former), together with the following rules for the p- 
and v-terms (strictly speaking, since v is a dual of p, the rules for v are not necessary; 
we include them here for the sake of clarity): 
We denote the above system by L,. In the light of the two characterizations of fixed 
points mentioned in Section 2, the rule (4) can be explained as stating that the term 
+~.cp is a lower bound for pre-fixed-point terms. This can be seen easily by viewing 
the (open) term cp as a map on terms; then cp(x := @) can be read as the application 
of the map cp to the argument $, and cp(x := ij) F $ as “@ is a pre-fixed-point of the 
map cp”, and the full rule as “if II/ is a pre-fixed-point of the map cp then ,UX.C~ is below 
t+V’. By applying a similar argument, he rule (,u&) can be read as stating w.qo is a pre- 
jixed-point of the map cp. It would thus appear that this system of rules corresponds 
to the characterization of the least fixed point as the meet of pre-fixed-points, a fact 
reflected in its Lindenbaum algebra, as we show later. 
In order to reflect the alternative characterization, one would expect an inductive 
rule, but it is not yet clear what this would be for arbitrarily large closure ordinals. 
In the case where the closure ordinal is w, the following infinitary rule due to Kozen 
[ 131 is appropriate: 
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where ‘pi denotes the ith unfolding of the term q defined by 
1. @=ff, 
2. $+I = cp(x := cp’). 
This rule states that p.cp is the w-join of the set of the ith unfoldings of q for 
i E o. We denote the system L, plus the rule (inf) by Ltf. 
4. Modal algebras, modal frames and completeness 
We use the framework of modal duality as originally proposed by Halmos [8], 
Goldblatt [7] and later developed by Sambin and Vaccaro [19] and extend this to give 
an account of the fixed point operators. 
Given any modal logic L with simple modalities q and o satisfying the analogue 
of rules (015) and (OR) above, one can give (algebraic) semantics to L in terms of a 
modal algebra as defined below. 
Definition 4.1. A modal algebra [19] is a pair M=(B, z) where B is a Boolean algebra 
and r is an operation satisfying: 
(Al) 
(A2) 
rl = 1, 
z(a A b) = za A zb. 
One can now state completeness of algebraic semantics as follows: 
“for every logic L and every formula cp, I-L q iff cp is valid in every modal algebra 
satisfying the axioms of L”. 
The alternative, relational, semantics for the logic L is based on the notion of a 
Kripke frame, that is, a pair (X,r), where X is a set of possible worlds and r is a 
binary relation of accessibility between worlds. Propositions are modelled by sets of 
possible worlds (subsets of X), the classical connectives are modelled by their set- 
theoretic counterparts and the n-modality is modelled by the operation r* defined by 
r*C = {x E X (Vyxy * y E C}. 
Unfortunately, as has been shown by Fine [4] and Thomason [22], the statement of 
completeness of such semantics, which is expressed as the statement: 
“for every logic L, F.L cp iff cp is valid in every Kripke frame in which every 
axiom of L is valid’ 
fails for some logics. The remedy is to extend the notion of a frame with additional 
information to give rise to a modal frame, that is, a triple (X,r, T) where (X, r) is a 
Kripke frame and T is a field of subsets of X (hence a Boolean algebra) closed under 
the operation r’. 
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Definition 4.2 (Sambin and Vaccaro [ 191). A modal frame is a triple F = (X, r, T), 
where (X,r) is a Kripke frame and T is a field of subsets of X closed under the 
operation r* defined by 
r*C = {x E X)Vy.xry * y E C}. 
The field of sets T serves a dual purpose: on the one hand, it is a modal algebra of 
basic propositions hiding inside a frame, while, on the other, it is a clopen basis for a 
topology on X. Now, enlarging the class of models in this way allows a completeness 
result to be proved for an arbitrary modal logic, see e.g. [ 191. 
It should be noted that, given a Kripke frame (X,r), the powerset a(X) can always 
serve as the field of subsets closed under r* so every Kripke frame is a modal frame 
in which the basic propositions are allowed to range over all subsets of X, as opposed 
to just a subalgebra T. In topological terms the idea of restricting the propositions to 
a subalgebra corresponds to the intuition that only some of the potential propositions 
on X correspond to observable properties of the transition system, where we identify 
observable properties with open sets in the spirit of [21,24, 11. It should be noted, 
however, that, when we come to the extension of these ideas to the p-calculus, we 
force properties which are not finitely observable (namely those expressed as fixed 
points) into the basis of the topology. 
Observe that Kozen’s original models are essentially Kripke frames, hence the in- 
terpretation of fixed points is in the complete lattice (a(X), C), and not in the field of 
subsets T. This statement should not be construed as an argument for incompleteness 
of Kozen’s system, but only as an explanation of the differences between the results 
presented here and that of [12]. 
5. Modal p-algebras 
We generalize the notion of a modal algebra to allow an indexed family of modal- 
ities. Consequently, we consider a modal algebra to be a pair A4 = (B, {z~},&, 
where B is a Boolean algebra and {rn} is a family of operations on B satisfying (Al) 
and (A2) above. We now extend the notion of a modal algebra by adding fixed point 
operators as follows. 
Let M = (B, {r,}) be a modal algebra, F = {f i}iEI an indexed family of monotone 
maps fi : M -+ M. M is said to have the jxed point property for F iff for every 
f E F the least fixed point of f exists. There are two important special cases of 
fixed point properties corresponding to the two characterizations of least fixed points 
given in Section 2. A4 is said to have the fixed point property of the first kind (or 
second kind) for F iff a least fixed point of the first kind (or second kind) exists for 
all f E F. 
Let M = (B, {G}) b e a modal algebra. An assignment A : V --) A4 is a map from 
variables Y to the elements of the modal algebra M. We define for each assignment 
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A : V -+ M a partial function 1.1~ : L, --+ M as follows: 
UXIIA = 4x1 
utt]lA = 1 
uA]IA=O 
ut A ?'nA = utnA A ut'nA 
u-nA = lutnA 
ubitnA = '&nA 
[p.tnA = lfp(&[t]lA(,:+) if this exists, undefined otherwise, 
where lfp(lb.f(b)) denotes the least fixed point of the operator nb.f(b) on M. 
Definition 5.1 (Modal p-algebra). Let A4 be a modal algebra. Then M is a modal 
p-algebra iff it has the fixed point property for the family FL, of maps given by 
We shall say that a modal p-algebra M is of the first or second kind if it has the 
fixed point property for FL,,, respectively, of the first or second kind. Observe that this 
corresponds to the existence of the meet 
l\{b E M 1 mA(x:=b) G bl 
for all terms t and assignments A, or 
for all terms t, assignments A and ordinals CI. 
Note that a direct consequence of Section 2.4 is 
Proposition 5.2. A modal p-algebra of the second kind is also of the first kind 
A modal algebra of the second kind in which the closure ordinals of all chains of 
unfoldings are less or equal a limit ordinal c1 is said to be of the second a-kind. In 
particular, we shall distinguish a subclass of algebras of the second o-kind. 
Complete modal algebras (and this includes the powerset lattices used by Kozen) 
are, of course, modal p-algebras of both the first and second kind, but not necessarily 
of the second o-kind (see e.g. the example due to Kozen [12]). In general, a modal 
algebra might be of one kind or the other or not of either kind. We shall show that 
the Lindenbaum algebra of the proof system L, given in Section 3 is of the first 
kind, though it is not known whether it is of the second. Algebras of the second kind 
correspond to different proof rules, in the sense that the rule (inf) above is sound as 
an implication in algebras of the second o-kind (but not, in general, in algebras of the 
second kind or algebras of the first kind). 
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6. Modal p-frames 
We generalize the notion of a modal frame to allow an indexed family of accessi- 
bility relations. Thus, a modal frame is a triple F = (X, {ra}oE,+t, T), where (X, {ra}) 
is a transition system (the indexed version of a Kripke frame) and T is a field of 
subsets of X closed under the modality Y,‘, derived from the accessibility relation r,, 
for each a E Act. The field T is, at the same time, the modal algebra of basic propo- 
sitions, and a clopen basis for a topology on X. In order to recover a modal algebra 
from a modal frame (X, {r=}, T), we simply take the field T together with the oper- 
ations r,*. More formally, any modal frame (X, {ra}, T) gives rise to a modal algebra 
K {C]). 
The key element in our extension of duality theory is the idea that T might also be 
a modal p-algebra: 
Definition 6.1. A modal p-frame is a modal frame (X, {ra}, T) in which (T{r,*}) is a 
modal p-algebra. 
We shall say that a modal ,u-frame is of the first or second kind, respectively, if its 
corresponding algebra is of the first or second kind. 
There are several restrictions derived from Goldblatt [7] that are put on the struc- 
ture of modal frames. These restrictions play an important role in deriving duality 
(and adjunction) theorems between the appropriate categories of modal algebras and 
frames. As they can be explained in topological terms, we shall defer their discussion to 
Section 9. 
7. From modal p-algebras to modal p-frames 
Let A4 = (B, {r,}) b e a modal p-algebra. An established result [19] is that every 
modal algebra determines a modal frame. This frame is constructed by taking the set 
of Boolean ultrafilters U(B) as the set of worlds, the relations ra* defined by 
Sz,,T w Vb E B. z,(b) E S + b E T 
as the accessibility relations, and the family P(B) = {P(b) ( b E B} of sets of ultrafilters 
as the basic propositions: 
/I(b) = {U an ultrafilter on B ) b E U}. 
Formally, the triple (U(B), {za*}, B(B)) . IS a modal frame, indeed the dual frame 
of A4 when we consider M purely as a modal algebra. We now propose to com- 
mence the programme of extending duality theory to the p-construction by showing 
that (U(B), {%*I, B(B)) IS a modal p-frame. In other words, we need to show that 
(/?(B),{(z,,)*}) is a modal p-algebra. 
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j? gives rise to a mapping from assignments in M to assignments in (j?(B),r,,), 
defined by 
B(A) = x H m(x)). 
The following proposition shows that fi commutes with the interpretation of terms. 
Proposition 7.1. For all t E L,, and assignments A,
P(UdlA) = utllsc.4,. 
Proof. By induction on the structure oft. We know from [19] that fi is an isomorphism 
of modal algebras, so in the base case, where t contains no fixed point operators, the 
result follows immediately from the definition of the interpretation function 8.1~. 
Suppose now that the result holds for all terms t with n fixed point operators, and 
consider the term pd. If u is a fixed point of lb.[tJAcx:=b, then 
= [rt]p(,+:=u)) (by induction hypothesis) 
= mAcx:=acu,, 
so b(u) is a fixed point of k.[t]~ACx:=cj. The converse also holds because fl is an 
isomorphism. Since j? and 8-i form an isomotphism of modal algebras they are order 
preserving. Hence we have that u is the least fixed point of Ib.[t]A+,J if and only 
if /I(u) is the least fixed point of k.[t]~~~x:=cj, and hence 
We can now give the following representation theorem for modal p-algebras extend- 
ing the traditional Stone representation of Boolean algebras and the results of [7,19]. 
Theorem 7.2 (Representation for modal p-algebras). (b(B), {(rO,)*}) is a modal p- 
algebra isomorphic to (B, (7,)). 
Proof. Let t be any term and A be an arbitrary assignment in B(B). We need to 
confirm that [tnA is defined. Observe that A must be /?(A’) for some assignment A’ in 
M. Furthermore, [tnA/ must be defined since M is a modal p-algebra. Hence 
[tnA = ItjscAl, = fl([tjA,) Proposition 7.1. 
Thus I[tJJA = j(Ct]lAj) must be defined because /I is a total function. So (P(B), {z,}) is 
a modal p-algebra, and furthermore, by Proposition 7.1, j? : (B, {TV}) -+ (/I(B), {(zn*)*}) 
is an isomorphism of modal p-algebras. q 
Furthermore, it is straightforward to prove that if (b(B), T,) is a modal p-algebra of 
the first (second) kind then so is (p(B), {(z,*)*}). 
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One outcome of the representation theorem is that we have arrived at an appropriate 
notion of homomorphism between modal ,u-algebras since p should be an example of 
such. We note that it preserves the modal structure of the algebra s well as preserving 
the (interpretation of) fixed points, in the sense that the image of the interpretation a 
fixed point is the interpretation of the fixed point in the target algebra. 
8. Completeness results 
In this section we derive completeness results for the systems L, and LFf with 
respect to certain classes of modal frames. The main difference between our results 
and those of Kozen is that, as we are able to obtain canonical systems, our classes of 
models characterise the calculi in the stronger sense, and not just for validity. 
8.1. Completeness of L, 
As a first step, we construct the Lindenbaum algebra of the proof system L, described 
in Section 3 and show that it is a modal p-algebra of the first type. A completeness 
result then follows by using the representation theorem of the previous section. 
Let N be the equivalence relation defined on propositions by cp N $ if and only if 
k cp H I,+, and let 
We can define Boolean operations on LPIN in the usual way and the resulting struc- 
ture B = (L,/,, A, V, 1, 0,l) is, of course, a Boolean algebra. If we add the operators 
r, defined by 
we have a modal algebra 9&(dp,) = (B, {z,}), the Lindenbaum algebra for the 
modal p-calculus. 
We observe that in the Lindenbaum algebra the ordering < on elements is defined 
by 
Lemma 8.1. Let cp be a term with free variables ~1, ~2,. . . , u, and A : V -+ L, be an 
assignment mapping each of the variables ui to an equivalence class [Oil. Then 
[ql]A = [cp(Ul := 81,. . . ,u, := e,)] 
provided that 9i is free for ui in ~0. 
Proof. Induction on the structure of cp. 0 
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Proposition 8.2. Let cp be a term with free variables x,u~,u~,. . .,u,, and A : V + L, 
be an assignment mapping each of the variables ui to an equivalence class [Oil. Then 
b-v’1 = Awl I B’pllA(x:=[JI]) G r+11, 
where (p’ = cp(ul := gl,...,un := 0,) provided 8i is free for ui in cp for all i, and $ 
is free for x in cp’. 
Proof. Consider any [$I such that I[‘pj,++l) < [$I. Then, by the lemma above, we 
have that 
[&x := $)I = [~o(x I= $, u1 I= el,. . . +, := en)] <[+I. 
It follows that 
tp’(x := II/) I- * =b- j.Lx.cp’ t-l/Q 
* [ww’l G [$I- 
Thus p.cp’ is a lower bound of {[$I 1 [‘p]~(~:=[~l) <[I)]}. 
Furthermore, 
cp’(x := /U.cp) I- /Up =+ [cp’(x := /Up’)] < [jU.cp’] 
* bw’l E {[$I [4(x := $)I G [+I). 
Thus [,ux.c~‘] is the greatest lower bound. 0 
Theorem 8.3. _Ysd(Y~) is a modal p-algebra of the first kind. 
Proof. Immediate from the above. By a-conversion, we can always change names of 
bound variables so that the conditions of freeness are respected. 0 
Corollary 8.4. Kozen’s axiomatisation L, of the modal p-calculus is complete with 
respect to the class of modal p-frames of the first kind, 
Proof. As a modal p-algebra the Lindenbaum algebra gives rise to a frame where, by 
our previous result, the field of sets is a modal p-algebra of the first kind. Since the 
formulas valid in this frame correspond to the top element of the field of sets, the 
frame can serve as a canonical model for the logical system which we have described: 
the valid formulas must belong to the top element of the Lindenbaum algebra since 
the Lindenbaum algebra is isomorphic to the field of sets, and hence they must be 
theorems. Consequently, our proof system is characterized by the canonical model, 
and, more generally, by the class of modal ~-frames of the first kind. 0 
On the positive side, our result has not only supplied a completeness result for 
a simple axiomatization of the calculus, but by the use of modal duality theory has 
exploited the notion of a canonical model in order to achieve this. On the negative side, 
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it must be admitted that the idea of a modal p-frame (and indeed of a modal p-algebra) 
has been tailor made for just this purpose. A worthwhile future discovery, which has 
so far eluded the authors, would be an independent method of characterizing modal ,u- 
frames without reference to the corresponding algebra, and a method of characterizing 
modal p-algebras without reference to the interpretation of the p-calculus. 
We also emphasize that our completeness result is with respect o a different class of 
models than the models of [ 121, which are indexed Kripke frames (X, {ra}), and that it 
does not immediately imply anything regarding completeness for Kozen’s models. Ev- 
ery modal frame determines an indexed Kripke frame (we simply drop the basic propo- 
sitions T). Every indexed Kripke frame determines a modal frame (X, {ra}, a(X)), but 
this frame need not be descriptive in the sense of Section 9.1 (for example, if X 
is infinite), whereas the p-frames that arise through our representation theorem are 
descriptive. In other words, the space (X, a(X)) is not, in general, a Stone space. 
The significance of this discrepancy is that in indexed Kripke Games there is more 
freedom as to which sets of points may act as basic propositions (which intuitively 
correspond to observations); in fact, any set of points is allowed. Furthermore, if
working with the powerset lattice, there is a cardinality mismatch between the sizes 
of the sets of syntactic and semantic propositions (for example, if X is countable 
the lattice of semantic propositions is uncountable) which does not arise in our ap- 
proach. 
We would also like to remark that it is not clear if Kozen’s system L, is complete 
with respect he modal p-algebras of the second kind. As will be seen in the next 
section, algebras of the second w-kind correspond in a certain sense to the infinitary 
rule (it-if). 
8.2. Completeness of the injnitary system LF 
In this section we investigate the role of algebras of the second-o kind and derive 
a completeness result for the system LZ”f described in Section 3. 
The difficulty with the rule (inf), already observed in [13], is that it is not valid 
as an implication, since in the powerset lattice it is not true in general that the in- 
terpretation of ,ux.~ is below the interpretation of I++ whenever the latter is an upper 
bound of all finite unfoldings. However, if it is the case that the interpretation of $ is 
above all finite unfoldings of rp in all models then the interpretation of w.x.cp is below 
$ in all models. The inductive rule due to Walukiewicz [23] suffers from a similar 
problem. 
On the other hand, the rule (inf) is sound as an implication in algebras of the second 
o-kind. This is because if the closure ordinal is o then the interpretation of p.cp is 
equal to the wth unfolding of rp, which is by definition the o-join of cp’ for i E o. 
Hence, if for all i E o we have qpi < I+G it follows that ~.~ < $. 
Let us now consider the Lindenbaum algebra ZJ&‘(_Y$~) of the system Lk”f build 
in the usual way. The following proposition provides an alternative characterization of
the least fixed point formulas as the o-joins of finite unfoldings. 
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Proposition 8.5. Let cp E L, be a term. Then 
CP*cpl =vwll~ E WI. 
Proof. We first show that [~.cp] is an upper bound for {[cp’] 1i E w} (proof by in- 
duction on cp’). Clearly [cp”] < [p.q]. For the induction step suppose [cp’] < [p.(p]. By 
monotonicity of cp 
cpi k /Lx.cp =+ cp(x := cp’) t- q(x := jlx.cp) 
+ q++’ I- pup by (pR) 
* [$+‘I < [~.cpl. 
It remains to show that [p.cp] is the least upper bound of {[cp’] (i E w}. We have 
Theorem 8.6. _YG?($‘~) is a modal p-algebra of the second w-kind. 
Proof. Immediate from the above. 0 
Corollary 8.7. Kozen’s axiomatisation LF of the modal p-calculus is complete with 
respect to the class of modal p-frames which are of the second w-kind. 
Proof. Similar to the proof of Corollary 8.4. 0 
Since all algebras of the second kind are also of the first kind, the importance of 
the class of models for which we have obtained the above completeness statement is
in that in these models the two interpretations of fixed points (as the minimum of the 
set of pre-fixed-points and as the w-join of finite unfoldings) coincide. This fact is 
potentially useful in proofs of results concerning the modal p-calculus. 
The system Lkf is known to be complete for validity with respect o the indexed 
Kripke frames [13]. These Kripke frames (X{r,}) give rise to modal frames (X,{r,}, 
Q(X)), which are frames of the second kind, but not, in general, of the second w-kind. 
Thus, we have obtained a completeness result for a different class of models, namely 
those triples (X, {ra}, T) which of the second w-kind. The infinitary system LPf is 
axiomatically characterized by our class in the stronger sense. 
Furthermore, since we have obtained canonical systems, we can deduce that our 
systems are compact in the logical sense [9]. This need not be the case for noncanonical 
systems. 
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9. Duality theory 
In this section we derive a duality theory for modal p-algebras. We consider the 
special cases of modal p-algebras of the first and second kind separately. We complete 
the section by deriving a duality theorem for algebras of the second o-kind. 
9.1. Duality for modal algebras 
We begin by reviewing the existing duality theory for modal algebras. This duality is 
based on the original Stone duality (see Section 1) for Boolean algebras, since modal 
algebras (B{T,},~& are Boolean algebras B with an indexed family of operators 
{za} on B. Homomorphism of modal algebras are Boolean algebra morphisms which, 
in addition, preserve ach z,. 
Following Halmos [8] and Sambin and Vaccaro [19], we think of the category Mal 
of modal algebras and homomorphisms as obtained from a larger auxiliary category 
Bal of Boolean algebras and hemimorphisms (i.e. maps z : B -+ B’ preserving finite 
meets). Strictly speaking when modalities are indexed by actions, the categories Mal 
and Bal are also parametrized on the set of actions. However, for notational simplicty 
we omit the index, since the categories we have in mind have been fixed by our choice 
of Act. A modal algebra (B, {TV}) ( an object in Mal) can be identified with an indexed 
family of arrows B ‘%B in Bal, and the arrows of Mal are those morphisms h in Bal 
which make each of the following squares commute: 
B--&B’ 
B - B’ 
h 
The category Fra, fixed by our choice of Act, has as objects (indexed) modal frames 
(& {ra)oEAti, T) and as arrows weak contractions c, i.e. maps which are continuous 
in the topology on X induced by T satisfying Cl(r,cx) = Cl(cr,x) for all a E Act, 
x E X’, where Cl(x) denotes the closure of x. We would like to reproduce the view 
of modal algebras as “living” in a larger category for frames as well. Modal frames 
(X, {ra), T) can be viewed as indexed families of arrows (X, T) 3-(X, T) in the (larger) 
category Spa of spaces (X, T) (where X denotes the set of points and T is a field of 
subsets of X serving as a clopen basis of the topology) with continuous relations in 
the sense defined below as morphisms. 
Definition 9.1. Let (X, T) and (Y, U) be spaces. r 2 X x Y is a continuous relation iff, 
for every D E U, r*D E T, where 
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The phrase “continuous relation” is derived from [19]. This notion bears some resem- 
blance to the idea of an upper semi-continuous multifunction as found in, for example 
[21]. However, there the “inverse image” of an open is an open, whereas here the 
“inverse image” of a clopen in the basis is a clopen in the basis. Note, however, that 
when r is a point-closed relation (see (Fl ) below) between Stone spaces then the two 
notions coincide. 
Thus, arrows on frames are those weak contractions c
following diagrams commute: 
There are mnctors (.)+ 
on objects is given by 
from Mal to Fra and (.)* from Fra to Mal whose action 
which make each of the 
These functors give rise to an adjunction, which restricts to a duality for the sub- 
category DFra of descriptive frames. A modal frame F = (X, {m}, T) is said to be 
re$ned iff the following conditions hold: 
(Fl) Va E Act.(xr,y w VC E TJC E r,*C =s y E C) (r, is point-closed), 
(F2) VCET.(XEC ti yEC)=Sx=y ((X, T) is Hausdorlf). 
In addition, if F satisfies: 
(F3) VV E p(T), V an ultrafilter, n S = {x} for some x E X 
SEV 
((X, T) is compact), 
then it is called descriptive after Goldblatt [7]. Axiom (Fl) guarantees that the modal- 
ities can be recovered from the relations r,. Axiom (F2) can be explained as the 
Hausdorl? separation axiom, since its meaning is that any two points with the same 
system of neighbourhoods are equal. Finally, axiom (F3) enforces compactness, ince 
it states that every ultrafilter of neighbourhoods converges, and hence must have a 
non-empty intersection (which must be the singleton set {x} by (F2)). 
DFra is the category of descriptive frames with contractions (i.e. maps 
c : (X’, {& T’) - (X {ra}, T) 
such that c is continuous and satisfies the stronger condition cr:x = r,cx for every 
a E Act, x E x’). 
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Theorem 9.2 (Sambin and Vaccaro [19]) (Modal duality). The categories Mal of 
modal algebras and homomorphisms, and DFra of descriptive frames and contrac- 
tions. are dual to each other. 
Our intention is to extend the above duality theorem to the case of modal ,u-algebras. 
9.2. Duality for Boolean algebras with infinite operations 
Recall that we have identified two possible interpretations of a (least) fixed point 
term: a (possibly infinite) meet of pre-fixed-points, or a (possibly infinite) join of its 
unfoldings. Thus, we may be led to believe that if we can characterize the maps on 
frames which induce modal homomorphisms preserving infinite joins (and meets), then 
we can show that these homomorphisms also preserve fixed points. As we shall see in 
later sections, this is not quite the case. 
We now overview some standard results concerning Boolean algebras with some 
infinite joins found in [20] in the hope of using the characterization of morphisms to 
derive our duality theorems. 
Let B, B’ be Boolean algebras, and let h : B -+ B’ be a Boolean algebra homomor- 
phism. h is said to preserve the join viEI ai, where I is an index set, if, and only if, 
Let b be the isomorphism of a Boolean algebra B onto the clopen subsets of the 
Stone space (U(B), P(B)) of B, and let a = Vi,, ai. Since fl is an isomorphism, the 
join of B(ai) must exist in the algebra of clopens, but it does not have to be the set- 
theoretic union. It can be shown [20] that for a Boolean algebra B the joins, if they 
exist, are the (topological) closures of certain unions in the Stone space of B, in the 
sense stated below. 
Proposition 9.3. Let B be the isomorphism of a Boolean algebra B onto the clopen 
subsets of the Stone space of B. For any element a = ViEI ai, where I is an index 
set, 
iEI 
Ka)=a( UHai)) 
iEI 
iff the defect set 
S=P(a) /J&4). 
\ iEI 
is nowhere dense, i.e. Znt(Cl(S)) = 8. 
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The elements of the set S are all and only those ultrafilters which contain ViEI ai 
without containing any of the ai. Such an ultrafilter, often called nonstandard (non- 
principal), is not rc-complete (where K is the cardinal&y of I). So, if an infinite join 
exists, then the set-theoretic difference between its p-image and the union of the /?- 
images of its approximants i  nowhere dense, and cannot contain a b-image of an 
element of the Boolean algebra. We call such sets defect sets following Sikorski [20]. 
We can regard the defect sets as negligible, since, for example, in measure theory 
nowhere dense sets are of measure 0. A similar point about nonstandard ultrafilters 
and nowhere dense sets was also made in [ 1 l] for the case of PDL. 
Observe that, even if the Boolean algebra B in question is complete, its b-image is 
not necessarily a complete field of sets, i.e. a field of sets closed under all unions (and 
hence intersections) of sets. 
The case of infinite meets is dual. 
We remark that, traditionally, Proposition 9.3 has been used to formulate a duality 
theorem between the category of Ic-complete Boolean algebras with homorphisms pre- 
serving k--joins (and hence k-meets) and the category of Stone spaces and u-continuous 
functions (i.e. functions which are continuous and, in addition, preserve nowhere-dense 
subsets of k--closed sets under inverse image, where a set is defined to be K-closed 
iff it is an intersection of rc clopens). Since continuous functions preserve closed sets 
under inverse image, the property of being k--closed is preserved, but the property of 
being nowhere dense need not be so, and hence the additional condition is required. 
We shall use Proposition 9.3 to formulate a duality theorem for the more general 
setting of modal p-algebras (of the second kind). 
9.3. Duality for modal p-algebras 
Let M be a modal p-algebra. We have already remarked that a suitable notion of a 
homomorphism for modal p-algebras must be a modal algebra homomorphism which, 
in addition, preserves the interpretation of fixed point terms, in the sense that the image 
of the interpretation of a fixed point term is the interpretation of the fixed point in the 
target algebra. We now give the formal definition. 
Definition 9.4 (Modal p-homomorphism). Let M,M’ be modal p-algebras. h:M-+M’ 
is a modal p-homomorphism iff it is a homomorphism of modal algebras and 
for all terms t in M and assignments A : V -+ M. 
Since we have a representation for modal p-algebras in terms of modal p-frames, it 
follows that the category PuMaI of modal p-algebras and homomorphisms has a dual, 
which is a category of modal p-frames and contractions between them, but we do not 
have an elementary characterization of the maps as yet. The same applies to the case 
of the category PMal’ of modal p-algebras of the first kind. It should be noted that 
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even if the morphisms preserve infinite meets, it does not follow that they preserve the 
(least) fixed points, since the meet of the set of the pre-fixed-points i  mapped into 
the set of pre-fixed-points, but it does not follow that the minimum of the image of 
pre-fixed-points coincides with the minimum of the set of pre-fixed-points in the target 
algebra. (For example, there can be a pre-fixed-point in the target algebra, which is 
below the homomorphic image of the pre-fixed-points.) 
Fortunately, we are in a better position with the second kind of algebras, as can 
be seen from the following statement. This is at a cost of requiring that modal p- 
homomorphisms satisfy the additional condition of being smooth. 
Definition 9.5 (Smooth u-homomorphism). Let M,M’ be modal p-algebras of the sec- 
ond kind, and let h : A4 -+ M’ be a modal ,u-homomorphism. h is a smooth homorphism 
iff for every limit ordinal 1, term t and assignment A in M, h preserves the join of all 
the u unfoldings of the operator Ab.([tj’&=t,), for c1 < II. Formally, 
h v (Wtd.lzqx:=~,)“(O) = v W.lItll~cx:=~,)“(0). 
U-Cl > U<l 
The intent of the above definition is to prevent he homomorphisms from mapping 
the interpretation of a fixed point term to the interpretation of a fixed point in the target 
algebra without preserving the joins in the chains of unfoldings approximating the fixed 
points. (For example, we may have a homomorphism which maps the CO unfolding to 
the o + 1 unfolding but nevertheless preserves the least fixed point obtained at some 
ordinal CY > w.) 
We know from Sikorski (see Proposition 9.3) that a homorphism preserving an 
infinite join is induced by a continuous function mapping the corresponding defect set 
to a nowhere dense set under inverse image. This allows us to derive the following 
characterization of smooth modal ,u-homomorphisms. 
Proposition 9.6. Let M,M’ be modal p-algebras of the second kind, and let h : M + 
M’ be a modal u-homomorphism. Then h is a smooth ,u-homomorphism @its dual h, 
maps each of the following defect sets to a nowhere dense set under inverse image. 
Defect sets are all 
a( u%,.)\ust.*.~ 
where $,A,~ = {(WNlA(x:=b))~ IP < u1 f or some term t, assignment A in M and 
ordinal ~1. 
The following duality statement now follows. 
Theorem 9.7 (Duality for modal p-algebras of the second kind). The category ,uMal* 
of the modal p-algebras of the second kind with smooth homomorphisms is dual to the 
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category pDFra2 of descriptive modal p-frames of the second kind and contractions 
mapping subsets of defect sets to nowhere dense sets under inverse image. 
Recall that we have so far provided an axiomatic characterization for algebras of 
the first kind, but no duality statement with an elementary characterization of the mor- 
phisms. For algebras of the second kind we produced a full duality statement (restricting 
the morphisms to the smooth homomorphisms), but no axiomatic characterization as 
such. We can do better for algebras which are simultaneously of the first and second 
u-kind, which are characterized by the system Ly. 
Let pMa12, denote the full subcategory of puMaI whose objects are of the second 
o-kind and homorphisms between them (note that all homomorphisms in pMa12, are 
smooth). The following duality statement now follows. 
Theorem 9.8. (Duality for modal p-algebras of the second w-kind) The category 
pMa12, with homomorphisms is dual to the category pDFra, of descriptive modal 
p-frames which are of the second o-kind and contractions mapping subsets of defect 
sets to nowhere dense sets under inverse image. 
10. Further work 
Despite the positive aspect of these results, there is still room for doubt as to whether 
the canonical model, and hence the class of modal $rames, has quite the properties 
which we want in a class of models for a sensible axiomatization of the p-calculus. The 
problem is caused by the existence of the so-called nonstandard ultrafilters. Consider 
the following set of sentences: 
The formulas on the left express the property that for each n E co, it is not possible 
to execute n actions a and get to a state where cp holds. The formula on the right 
expresses the property that eventually, by repeating a actions, we can get into a state 
where cp holds. At first sight these properties are a contradiction. However, the set S 
is consistent according to the system of rules that we have supplied. It follows that 
the corresponding set of elements in the Lindenbaum algebra has the finite intersection 
property and so can be extended to an ultrafilter. Thus, there exists a world in the 
canonical model which satisfies the set S. 
Such a world is provided by the following “Zeno” machine which from state SO 
performs transfinitely many a actions to eventually get to a state to where 9 holds. 
so - 81 - $2 - sj -+ . . . . *. . . . . . . --) t3 - t2 - tl - to 
The topology is generated by the basis of clopens containing all finite subsets of 
{ tn ) n E CO}. None of the states ti is actually accessible from a state sj. The link between 
them is specified in the topology: there is no open set which contains all of the sj 
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without containing all of the ti as well. This space is certainly compact. If one were to 
identify all of the states j then it would become totally separated as well and hence 
a Stone space. Since we have allowed nonstandard ultrafilters, this kind of situation 
must actually occur in the canonical model. 
Thus we see that the nonstandard ultrafilters are an indispensable part of the canon- 
ical model for the proof system described in this paper. The question remains whether 
a sensible version of the p-calculus would allow such ultrafilters as possible worlds. It 
is relatively easy to show that frames which omit such ultrafilters give rise to a non- 
compact opology when the field of sets is used as a basis (in contrast o our canonical 
frame, which gives rise to a Stone space). Further work is needed to establish whether 
such noncompact ~-frames characterize an acceptable proof system. We anticipate that 
this may involve proof systems with w- or induction rules. If one were to rule out non- 
standard ultrafilters, then the canonical model could be obtained via a representation f, 
e.g., o-algebras as a-fields of sets. We would like to note that this alternative approach 
would take us outside the traditional Stone duality because of noncompactness. 
11. Conclusion 
We have obtained completeness results for Kozen’s systems L, and LF (but with 
respect o a different class of models from that discussed by Kozen). We have intro- 
duced the notion of a modal p-algebra, in which the interpretation of fixed point terms 
is required to exist. We have identified two basic kinds of modal p-algebras, corre- 
sponding to two different formulations of (least) fixed points (as minima of sets of 
pre-fixed-points and joins of chains of unfoldings), and explained their interplay with 
the proof rules. Finally, we have also shown that certain classes of modal p-algebras 
admit natural duality theorems. 
It is interesting that a recent paper by Bonsangue t al. [2] proposed an alternative 
duality theory motivated by fairness issues. The main difference lies in the way that 
infinite joins (which arise from fixed points) are interpreted: our approach interprets 
them as the joins in the subalgebra of clopens (in other words, the closures of the 
unions), whereas in [2] they are interpreted as the unions. One positive aspect of the 
latter approach is that it adequately models infinite logical disjunction (elements are 
in the join iff they are in one of the disjuncts). However, one must work outside the 
traditional Stone duality, with an infinitary logic. In contrast, our approach is within 
compact spaces, thus admitting a finitary logical characterization, and hence model 
checking. We note that the infinite join may contain points which are not in any of the 
approximants, which may account for an unnatural interpretation of infinite disjunction. 
These added points, however, are precisely the so-called nonstandard (nonprincipal) 
ultrafilters, which should be thought of as idealised objects, or limits, that do not exist 
in reality, but are needed to enforce the finitariness restrictions in the theory. 
The work is so far independent of Abramsky’s “domain theory in logical form”, 
which is based on the more general Stone representation of distributive lattice duality. 
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We anticipate that an extension of the results presented here to the negation-free frag- 
ment of the modal p-calculus would be straightforward, and this would enable us to 
draw some connections with Abramsky’s work. 
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